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Abstract
Due to the economic crisis concerning rare-earth elements, synthesis of rare-earth free permanent mag-
nets has attracted much attention. The Mn-based intermetallic hard magnetic phases such as MnBi and
MnGa are promising rare-earth free candidates particularly in the form of exchange spring magnets cou-
pled to a soft magnetic phase. In this thesis, I have investigated the structural and magnetic properties
of c-axis textured MnBi and epitaxial (001) MnGa thin films as well as their exchange coupled bilayers
with FeCo soft magnetic layer for further enhancement of the magnetic properties.
First, I studied the growth of highly c-axis textured MnBi thin films deposited in magnetron sput-
tering from alloy targets on quartz glass substrates. Compared to previous thin film studies in which a
multilayer approach was used to grow sequential (Mn/Bi)n layers, in this thesis for the first time I have
deposited single layer low-temperature phase (LTP) MnBi thin films with a subsequent annealing step
to improve its crystalline texture. Using this approach, the highest degree of crystallinity was achieved
at an annealing temperature of 415 °C which significantly improves the saturation magnetization up to
600 emu/cm3 with a high perpendicular magnetic anisotropy of 1.86MJ/m3. The effect of different start-
ing stoichiometries has shown that slightly higher Mn amount (Mn55Bi45 (at.%)) results in the highest
saturation magnetization in the MnBi thin films. The LTP-MnBi thin films have shown a high Curie
temperature of ∼ 510K (237 °C) and a positive temperature coefficient for both magnetic anisotropy and
coercivity.
Moreover, I have investigated the exchange coupling effect in MnBi/FeCo exchange spring bilayer
system. The effect of soft magnetic layer thickness and two different FeCo stoichiometries (Fe-rich and
Co-rich compositions) have been studied in this system. Based on the magnetic measurements, the
Co-rich stoichiometry acts in favour of exchange coupling. DFT calculations predicted formation of a
polycrystalline FeCo layer with coexisting crystalline (110) and disordered phases. The HR-TEM evalu-
ations confirmed that the FeCo layer grown on MnBi thin film shows crystalline (110) orientation with
a disordered region close to the hard/soft magnetic interface. This disordered region resulted in a rough
interface which deteriorates the exchange coupling for the FeCo thickness above 1 nm. Micromagnetic
simulations showed that thickness of the FeCo layer and the interface roughness both control the effec-
tiveness of exchange coupling in MnBi/FeCo system.
In the second part of this thesis, I have deposited epitaxial (001) MnGa thin films using a single layer
growth approach on Cr-buffered MgO(100) substrates. The effect of different substrate temperatures on
the resulting structural and magnetic properties has been investigated. A high saturation magnetiza-
tion of 840 emu/cm3 and a very high perpendicular magnetic anisotropy of 2.1MJ/m3 were achieved for
epitaxial L10-MnGa thin films grown at a substrate temperature of 450 °C which are very close to the
theoretically predicted value. The MnGa thin films have shown a Curie temperature of 530K (257 °C)
and a negative temperature coefficient for the magnetic anisotropy and coercivity.
In addition, I have investigated the exchange coupling effect in epitaxial MnGa/FeCo bilayer samples
which have shown a stronger coupling effect compared to the MnBi/FeCo case. The effect of epitaxial
growth (the hard/soft interface quality) and thickness of the soft magnetic layer have been studied in
this system. DFT calculations have shown that a Co-terminated Co-rich FeCo layer is in favour of ex-
change coupling. In optimized bilayers, the coercivity of MnGa (approximately 6 kOe) is fully conserved
while the overall saturation magnetization is increased beyond 1000 emu/cm3. The TEM evaluations
confirmed a (001) epitaxially grown bilayer with a sharp interface resulted from a small lattice misfit
between the two layers. This is considered as the reason for a more coherent magnetic exchange coupling
with a permissible soft magnetic layer thickness of up to 2 nm in MnGa/FeCo system.
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Zusammenfasung
Aufgrund der Kritikalität der Metalle der Seltenen Erden ist die Synthese von seltenerdfreien Permanent-
magneten in den Forschungsfokus gerückt. Hartmagnetische intermetallische Phasen auf Mangan-Basis
wie MnBi und MnGa sind vielversprechende seltenerdfreie Kandidaten, insbesondere als Bestandteil aus-
tauschgekoppelter Systeme in Verbindung mit einer weichmagnetischen Phase. In dieser Arbeit wurden
das Wachstum und die magnetischen Eigenschaften von hartmagnetischen texturierten Dünnschichten
von MnBi und MnGa sowie deren austauschgekoppelte Doppelschichten mit einer weichmagnetischen
FeCo-Phase untersucht, um die magnetischen Eigenschaften weiter zu verbessern.
Zuerst wurde das Wachstum von c-Achse orientierten mittels Magnetronsputterns hergestellter
MnBi Dünnschichten untersucht. Diese wurden unter der Verwendung einer neuen Einzelschicht-
Wachstumsmethode von einem Legierungs-Sputtertarget auf Quarzglas-Substraten abgeschieden. Bei
allen vorhergehenden Studien wurden sequentielle (Mn/Bi)n Schichten gewachsen. In dieser Ar-
beit wurde zum ersten Mal das Wachstum von einschichtigen Niedertemperatur-Phasen (LTP) MnBi
Dünnschichten mit einem anschließenden Wärmebehandlungsschritt untersucht, durch den eine sig-
nifikante Verbesserung der kristallinen Textur erzielen wurde. Dieser neue Ansatz führte zu einer hohen
Kristallinität bei einer Glühtemperatur von 415 °C, wodurch die Sättigungsmagnetisierung drastisch auf
bis zu 600 emu/cm3 erhöht wurden konnte. In diesen Schichten wurde eine sehr hohe senkrechte magnetis-
che Anisotropie von 1.86MJ/m3 beobachtet. Die Wirkung von verschiedener Ausgangsstöchiometrien
des Sputtertargets wurde ebenfalls untersucht. Eine etwas höhere Menge an Mn (Mn55Bi45 (at.%))
führt zu der höchsten Sättigungsmagnetisierung in den betrachteten MnBi Dünnfilmen. Die LTP-MnBi
Dünnschichten weisen des Weiteren eine hohe Curie-Temperatur von etwa 510K und einen positiven
Temperaturkoeffizienten sowohl für die magnetische Anisotropie als auch für die Koerzitivkraft auf.
Aufbauend auf den beschriebenen dünnen Schichten von MnBi wurde die Austauschkopplung in
MnBi/FeCo Doppelschichtsystemen untersucht. Dabei wurde der Einfluss der weichmagnetischen
Schichtdicke und zweier verschiedener FeCo-Stöchiometrien (Fe-reiche und Co-reiche Zusammenset-
zung) untersucht. Magnetische Messungen zeigten, dass Co-reiche Stöchiometrien sich zugunsten der
Austauschkopplung auswirken. Ergänzende DFT-Rechnungen haben die Bildung einer polykristalli-
nen FeCo Schicht mit koexistierenden kristallinen und ungeordneten (110)-Phasen vorhergesagt. HR-
TEM Auswertungen zeigten, dass die auf einer MnBi-Dünnschicht aufgewachsenen FeCo Schichten eine
kristalline (110) Orientierung mit einem ungeordneten Bereich nahe der hart/weichmagnetischen Gren-
zfläche zeigen. Dies führte zu einer rauen Grenzfläche, die die Austauschkopplung schon bei einer FeCo
Schichtdicke über 1 nm verschlechtert. Mikromagnetische Simulationen zeigen, dass sowohl die Dicke
der FeCo-Schicht als auch die Rauheit der Grenzfläche die Wirksamkeit der Austauschkopplung im
MnBi/FeCo-System determinieren.
Im zweiten Teil dieser Arbeit wurden epitaktische (001) MnGa Dünnschichten bei verschiede-
nen Substrattemperaturen auf Cr-gepufferten MgO(100) Substraten abgeschieden. Die L10-MnGa
Dünnschichten, die bei einer Substrattemperatur von 450 °C gewachsen wurden, zeigen den höchsten
Wert der Sättigungsmagnetisierung von 840 emu/cm3 und eine hohe senkrechte magnetische Anisotropie
von 2.1MJ/m3. Die MnGa Dünnschichten besitzen eine Curie-Temperatur von 530K und einen neg-
ativen Temperaturkoeffizienten für die magnetische Anisotropie und Koerzitivkraft. Im Vergleich zum
MnBi/FeCo System zeigt das MnGa/FeCo System eine deutlich verbesserte Austauschkopplung. DFT-
Rechnungen zeigen, dass eine Co-terminierte und Co-reiche FeCo-Schicht zu einer Erhöhung der Aus-
tauschkopplung führt. TEM-Untersuchungen bestätigen eine (001) epitaktisch gewachsene Doppelschicht
mit einer scharfen Grenzfläche. Das epitaktische Wachstum wird durch die geringe Gitterfehlanpassung
der beiden Materialien begünstigt. Die atomar scharfe Grenzfläche führt zu einer kohärenten Aus-
tauschkopplung bis zu einer maximalen Schichtdicke der weichmagnetischen Schicht von 2 nm.
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1 Introduction
Permanent magnets have application in many modern technologies from renewable energy, e. g. in
wind turbines and electric vehicles, to communication and entertainment, e. g. smartphones and other
electronic gadgets [1]. Currently, rare-earth permanent magnets, e. g. Nd2Fe14B as the most prominent
phase, are commercially employed for most applications since they show an exceptional energy product >
240 kJ/m3 (∼30MGOe)[2] which is a prerequisite to build a highly efficient generator or motor. However,
their relatively low Curie temperature (of 585K in case of Nd-Fe-B) [3] undermines their performance
for high temperature applications. Aside from the reduced performance at elevated temperatures, the
fragility in the global supply-demand chain for rare-earth elements is the main reason which has made
the application of rare-earth permanent magnets critical. Since 97% of the world rare-earth element
resources are dominated by China [4], the limited supply makes it both politically and commercially
critical to use them for the above-mentioned applications. Therefore, there is a rising demand for syn-
thesis of rare-earth free permanent magnets, or ferromagnetic phases with a reduced amount of rare-earth
elements [1, 3]. In order to replace the established materials, the potential rare-earth free permanent mag-
nets must possess high energy density, high anisotropy, and stability at elevated working temperatures [5].
Mn-based intermetallic phases exhibit high perpendicular magnetic anisotropy, Ku, and high Curie
temperature, Tc, which qualifies them for a wide range of applications not only as permanent mag-
nets but also in spintronics. Because of their potential application in magnetic devices for high density
magnetic recording and as rare-earth free permanent magnets [6], ferromagnetic thin films of MnBi,
MnGa and MnAl have recently attracted special attention in research [7, 8, 9, 10, 11, 12]. Synthesis
of highly anisotropic thin films with a Ku of at least 107 erg/cm3 as well as a moderate magnetization
Ms is necessary to obtain a high density perpendicular magnetic recording in the range of 10Tb/inch2
[13, 14]. However, in order to be employed for permanent magnet applications their moderate saturation
magnetization needs to be further improved.
The low temperature phase (LTP) of MnBi has recently gained much attention as a relatively inex-
pensive ferromagnetic compound [15, 16] for applications for permanent magnets, recording media and
magneto-optics [17, 18, 19, 20]. The potential use of MnBi as hard magnetic component in an exchange
spring magnet is also a new focus in research [21]. MnBi is an intermetallic compound with a NiAs-type
hexagonal crystal structure (P63/mmc, No. 194) with the easy axis of magnetization parallel to the c-axis
[22]. Despite its relatively low saturation magnetization (Ms) of 710 emu/cm3 (0.71MA/m) as compared
to the rare-earth magnets [23], the promising magnetic properties of MnBi such as the large uniaxial
anisotropy (Ku) of about 107 erg/cm3 (106 J/m3) [23, 24, 25, 26, 27], the high Curie temperature (Tc)
of 711K (which is limited in practice by its structural transformation temperature of 630K but is still
about 40K higher than that of Nd2Fe14B)[17], and the outstandingly high coercivity (Hc) with positive
temperature coefficient, reaching the maximum value of 25 kOe (2.5T) at 540K, make MnBi one of the
most interesting candidates to be used as a rare-earth free magnet [27, 28, 29]. The most commonly
reported maximum energy product (BH)max for a MnBi magnet is only about 7.7MGOe (61 kJ/m3) at
room temperature [30, 31, 32]. The highest achieved (BH)max value of 17MGOe at 290K was reported
only for a bulk directionally-solidified LTP MnBi magnet [33]. There is obviously room to reach the
theoretical value of 17.7MGOe (140 kJ/m3) for MnBi thin films either by achieving a higher saturation
magnetization through synthesis of pure LTP MnBi, or by improving the coercivity [23]. Aforementioned
magnetic properties bring considerable potential to study MnBi as a rare-earth free permanent magnet
material specifically for applications at elevated temperatures.
More recently in various studies, the magnetic properties of MnBi in different forms from nanomate-
rial to single crystals have been investigated. It has been found that the initial elemental composition
influences the magnetic properties of the synthesized LTP MnBi. Starting with a slightly higher Mn
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Figure 1.1: Summary of room temperature data on saturation magnetization, Ms, and coercive field, Hc,
for LTP MnBi with starting composition of Mn55Bi45 (at.%) including values reported for
thin films (TF: gray circles), bulk (B: dashed circles), and single crystal (SC: black circle)
samples. The numbers in brackets refer to the list of references, figure adapted from Ref.
[34].
content (Mn55Bi45 at.%) minimizes the amount of unreacted Bi and results in the highest amount of
LTP MnBi with the highest magnetization [21, 31, 35, 36, 37]. In Fig. 1.1, the literature values for the
saturation magnetization, Ms, and the coercive field, Hc, of LTP MnBi samples with starting composition
of Mn55Bi45 are summarized [11, 12, 29, 31, 38, 39, 40, 41, 42, 43, 44]. In contrast to a direct deposition
approach from one off-stoichiometric target used in the current study, all previous studies reported thin
films of LTP MnBi which have been synthesized by stacking subsequent Bi and Mn layers followed by
post annealing. The deposition from a single Mn55Bi45 (at.%) target provides an easier way to deposit
additional layers, e. g. within a spring magnet or spin valve system.
Synthesis of tetragonal L10-MnxGa and L10-MnxAl phases is highly demanded as these perpendicu-
larly magnetized Mn-based intermetallic phases are also promising candidates for a vast range of appli-
cations in spintronics, magnetic recording and also as replacement for rare-earth containing permanent
magnets. Among several magnetically ordered phases in Mn-Ga and Mn-Al complicated phase diagrams,
the L10-MnAl (τ, Mn: 50-60 at.%) and L10-MnxGa(γ3, 0.76< x <1.8) ferromagnetic phases are theoret-
ically predicted to have outstanding magnetic properties [8, 45, 46, 47]. The L10-MnGa (D022-Mn3Ga)
alloys are theoretically predicted to have Ku of 26 (20)Merg/cm3 [48, 49], Ms of 845 (305) emu/cm3
[48, 49, 50, 51], (BH)max of 28 (3.7)MGOe [8, 52], and spin polarization (P) of 71(88) at the Fermi
level [8, 49, 52, 53], respectively. Moreover, as another promising rare-earth free ferromagnetic phase
L10-MnAl is theoretically predicted to have a Ku of 15 Merg/cm3, Ms of 800 emu/cm3 (or 2.37 µB/Mn)
and (BH)max of 12.64MGOe [54, 55, 56].
Since early 1990s when a square perpendicular hysteresis was measured by Krishnan and Tanaka et al.
for MnxGa (1.2< x <1.5) grown on GaAs (001) substrates [57, 58], different attempts have been made to
grow epitaxial L10 and D022-MnxGa films by magnetron sputtering or molecular-beam epitaxy (MBE)
on different types of substrates such as GaN, MgO, GaAs, GaSb, Si, Al2O3, SrTiO3 with different buffer
layers including Cr and ScN to reduce the lattice misfit and improve crystallinity of the resulting films
[8, 7, 50, 59, 60, 61, 62, 63, 64, 65].
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Table 1.1: Summary of magnetic properties for L10 ordered tetragonal phases of MnGa and MnAl with
the highest theoretically predicted magnetic properties. The star(∗) values show the highest
reported experimental values from previous thin film studies [7, 9, 61].
L10 Phase Ku [Merg/cm3] Ms[emu/cm3] (BH)max [MGOe]
L10-Mn1.5Ga 26 (15∗) 845 (650∗) 28
L10-Mn48Al52 (at.%) 15 (10∗) 800 (600∗) 12.64
Growth of MnAl (001) epitaxial thin films has also been widely investigated using different methods
such as MBE, sputtering, E-beam evaporation and pulsed laser deposition on GaAs (001) single crystal
substrates covered by an AlAs buffer layer [54], MgO (001) substrates covered by a Cr buffer layer [9, 10]
and glass substrates [66]. Using noble metals such as Pd and Pt as buffer layer could result in the mini-
mum lattice mismatch below 1% which can improve the growth properties. Although, only a few of the
resulting films which were grown on MgO or GaAs have shown perpendicular magnetic anisotropy [9, 67].
Despite all the efforts, the highest magnetic properties achieved are not yet as high as the theoreti-
cally predicted values. Therefore, there is still room to improve the magnetic properties of MnGa and
MnAl tetragonal phases. For an overview, the highest reported values were summarized along with the
theoretically predicted values in Tab. 1. In both cases, deposition with sputtering using an alloy target
on MgO (100) single crystalline substrates (with lattice misfit of ∼ 7.8%) covered by a Cr (100) buffer
layer (lattice misfit of ∼ 4.6%) has resulted in the highest magnetic properties [7, 9, 61].
For permanent magnet applications, even higher magnetic moments are required for the Mn-based
intermetallics to compete with rare-earth containing magnets. As suggested back in 1991 by Kneller
and Hawig, one way to overcome this barrier and to further improve the energy product is through the
synthesis of exchange spring magnets with coupled hard/soft magnetic phases (see schematics in Fig.
2.9) [68, 69, 70, 71, 72, 73, 74]. Such composite magnets, e. g. coupled bilayers of MnBi or MnGa in
combination with FeCo as the soft phase, will possess a much higher saturation magnetization and thus
an increased overall energy product.
For exchange spring heterostructures with MnBi as hard magnetic phase, there have been only a few
recent studies investigating the synthesis and magnetic properties of the resulting bilayers [44, 75, 76].
Although theoretical calculations have proven the concept of exchange spring magnets to increase the
overall magnetic properties, according to the few available studies the coupling between the MnBi and
FexCo1-x layers is incoherent for magnetic layers thicker than ∼4 nm [44, 75, 76]. This is also evident from
the small shoulder observed around zero field on the hysteresis loops measured in all above mentioned
studies where the two layers do not behave as a single magnetic phase. It is important to understand
the interfacial effects responsible for an incoherent interlayer exchange coupling in order to make further
advances in the exchange spring magnets of above-mentioned systems.
Based on the model suggested by Kneller [68], there is a critical thickness (volume) of the soft mag-
netic phase which is limited by the domain wall width (or exchange length) of the hard magnetic phase
[70, 71]. For thicker soft magnetic layers, the coupling between hard and soft magnets begins to deteri-
orate and hence the layers will switch independently during the magnetic reversal process. However, if
the thickness of the soft magnetic layer is less than twice of the domain wall width in the hard magnetic
phase, the bilayer is expected to behave as a single phase with increased magnetization in which both soft
and hard phases switch coherently during magnetic reversal under opposing field (H<0). Nevertheless,
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in experiment even for sufficiently thin soft magnetic layers, incomplete exchange coupling is reported
indicating that other factors are involved.
Beside the thickness of the soft and hard magnetic layers, structural factors such as degree of crys-
tallinity and growth orientation might affect the strength of exchange coupling. For instance, the
hard/soft interface roughness, resulting from the growth quality of the layers, and lattice mismatch
at the interface can influence the coupling between the layers. In addition, the effect of composition of
the FexCo1-x soft magnetic layer has been considered as a controlling factor which influences the inter-
layer exchange coupling. Based on their calculations, Gao et al. have also argued that the formation of a
Co-rich FexCo1-x layer at the interface with MnBi is beneficial for exchange coupling where according to
their experimental data the strongest coupling occurs in MnBi/Co bilayers with an optimum Co thick-
ness of ∼ 3 nm [75].
For exchange coupled heterostructures with MnGa as hard magnetic layer, only one study has ad-
dressed the exchange spring bilayer of MnGa/FeCo system with a 1.5 nm FeCo soft magnetic layer. The
MnGa/FeCo Bilayers studied by Ma et al. have shown a transition from a ferromagnetic to an antiferro-
magnetic coupling when the Co contents in FeCo layer was increased [77]. However, in contrary for the
MnBi/FeCo system it was shown that not only a Co-rich composition of FexCo1-x soft layer is in favour
of the ferromagnetic exchange coupling but the thickness of soft magnetic layer also plays a crucial role
which was not investigated in the above-mentioned study by Ma et al. for MnGa/FeCo system [75].
This thesis is divided into four principal chapters in which I address the above-mentioned issues. In
the first chapter, an overview on magnetism has been provided along with a short introduction to ex-
change spring magnets, as well as MnBi and MnGa as the hard magnetic material systems under study.
The second chapter is focused on the experimental methods for synthesis and characterization of the
deposited exchange bilayers. First, a summarized theory of thin film deposition is provided along with
a more detailed introduction to magnetron sputtering as the employed thin film growth method in the
current study. In addition, the principle behind the structural and magnetic characterizations methods
as well as theoretical calculations are described which have been used to analyse the deposited thin films
and the exchange coupling coherency, respectively. In the third chapter, the experimental procedure
for the growth of (001) MnBi and MnGa hard magnetic thin films and their exchange bilayers with the
soft magnetic FexCo1-x (x=0.65 and/or 0.35) layer in a magnetron sputtering unit is explained in detail.
Finally, in the fourth chapter the experimental results of the growth study of c-axis oriented LTP-MnBi
and epitaxial L10-Mn1.5Ga thin films and their exchange coupled bilayers with FexCo1-x (x=0.65 and/or
0.35) soft magnetic layers are discussed. A combined experimental and theoretical method is used to
study the exchange coupling behavior at the interface in the MnBi/FeCo and MnGa/FeCo bilayer sys-
tems focusing on the structural factors including crystallinity, interface roughness and composition of
the soft magnetic phase to identify which of these factors is dominant in controlling the strength and
coherency of the exchange coupling effect.
4
2 Theory of Magnetism
This chapter gives an overview on the important magnetic phenomena which govern the magnetic prop-
erties of interest in the current thesis. First of all, a short introduction is given on the origin of magnetism
and magnetic moment. Secondly, interatomic exchange interactions are described based on the four main
exchange mechanisms in metals and insulators. In the next section, the origin of magnetic hysteresis is
discussed. In the first part, as intrinsic contribution to the hysteresis the concept of magnetic anisotropy
is introduced along with different anisotropy terms based on crystal structure, shape, reduced symmetry
and induced factors. In the second part, basic mechanisms of hysteresis in permanent magnets under
applied magnetic field is described along with the concept of domain wall and magnetic reversal process.
The final section is dedicated to the rare-earth free permanent magnets and the concept of exchange
spring magnets, in particular for the two Mn-based intermetallic material systems under study in this
thesis namely low temperature phase MnBi and L10-MnGa, which are used as the hard magnetic phase
for synthesis of exchange coupled bilayers.
2.1 Origin of magnetic moment
Magnetism originates from the total magnetic moment of electrons in atoms which from a microscopic
point of view can be explained based on the quantum mechanical definition of electronic angular mo-
mentum. The origin of magnetic moment for each electron is initiated by two phenomena, first one is
the electron orbiting around the nucleus from which orbital moment is generated, and the second one is
according to the Pauli’s principles based on which the spin of electrons generates a moment along the
spin axis. In Fig. 2.1 a schematic of these two phenomena is shown which are coupled by the spin-orbit
interaction. Occupation of electron shells in atoms is governed by Pauli’s exclusion principle and Hund’s
rule [78]. The quantum numbers describe the state of electron levels and are called angular momentum l,
spin projection quantum number s and the total angular momentum j. The Pauli’s Exclusion Principle
states that no two electrons in an atom can have the same four electronic quantum numbers. As an
orbital can contain a maximum of only two electrons, the two electrons must have opposing spins. Based
on Hund’s rule, every orbital in a sublevel is singly occupied before any orbital is doubly occupied and
all of the electrons in singly occupied orbitals have the same spin to maximize total spin. If an atom has
a fully occupied electron shell then the net magnetic moment would be cancelled out. Therefore, only
materials with partly filled electron shells show magnetic properties.
Figure 2.1: Schematic of magnetic moments associated with (a) spin angular moment, and (b) orbital
moment of an electron, adapted from Ref. [78].
Depending on the number of unpaired electrons and their orientation in the orbital, magnetic mate-
rials behave differently under external applied magnetic field. As a consequence, most materials can be
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classified as: ferromagnetic, antiferromagnetic, ferrimagnetic, paramagnetic and diamagnetic [79].
Antiferromagnetic materials possess moments with equal magnitude but aligned in opposite directions.
This anti-parallel configuration of magnetic moments gives rise to a zero net magnetization in the absence
of external magnetic field and below ordering or Néel temperature. In some ceramic materials, another
type of magnetic property is observed called ferrimagnetism. They are basically made of two sublattices
which are antiferromagnetically coupled to each other. Each of these sublattices has unequal magnetic
moment which results in a small but non-zero net magnetization. Diamagnetic and paramagnetic mate-
rials are generally considered as "non-magnetic" and they only exhibit magnetic moment under external
magnetic field. Diamagnetism is similar to the Lenz law in electric field. There is a system of moving
charged under external field and their motions change in a way that an opposing field is formed with
respect to the original applied field. Because of incomplete cancellation of electron orbital or spin mag-
netic moments, atoms have permanent dipole moments which adapt random orientation in the absence
of external magnetic field. Paramagnetism happens when such random orientation of dipole moments
changes and aligns toward the direction of externally applied magnetic field. Most importantly, in
transition metals and some rare-earth elements, ferromagnetic properties are observed. These materials
show permanent magnetization as a result of strong interaction of magnetic moments even in the ab-
sence of applied magnetic field which is stable up to the Curie temperature and has specific direction [80].
2.2 Exchange energy
Apart from the energies induced by external magnetic field, there is an internal molecular or exchange
field in a ferromagnetic material proportional to its magnetization meaning that each spin sees the aver-
age magnetization over all other spins in the material [81]. Exchange interaction takes into account the
spin-spin interactions on a scale of atomic distance and it tends to order the neighbouring spins.
The electron orbitals of neighbouring atoms in solid overlap which leads to the correlation of elec-
trons. The inter-atomic exchange interaction is resulted from this correlation which means the total
energy of crystal will depend on the relative orientation of localized spins on neighbouring atoms. The
exchange interaction is responsible for the existence of parallel (i. e. ferromagnetic) and antiparallel (i. e.
antiferromagnetic) spin alignment and is the largest magnetic interaction in solids. The exchange interac-
tion results from different mechanisms the main ones are discussed in the following sections [79, 82, 83, 84].
The origin of exchange or molecular field was not discovered until Heisenberg showed in 1928 that
it is caused by quantum mechanical exchange forces [85]. The exchange forces can be explained taking
into account the effect of spin orientation on repulsive Coulomb’s electrostatic interactions between two
neighbouring atoms. As a consequence of the Pauli exclusion principle which forbids the two electrons
to occupy the same quantum state unless they have opposite spins, the atoms will be attracted to each
other and consequently a stable molecule will be formed at specific distance between the constructing
atoms [78, 79].
2.2.1 Direct exchange
In ferromagnetic and antiferromagnetic metals the main exchange mechanism involved is overlapping of
partly localized atomic orbitals of adjacent atoms. This is because of electrostatic Coulomb’s repulsion
between two nearby electrons and Pauli principle which forbids electrons with the same spin to occupy
same quantum state [78, 86]. Since electrons are indistinguishable, there must be the same electron
density resulted from exchange of two electrons which means: |Ψ(1,2)| = |Ψ(2,1)|. The only condition
under which the last statement is fulfilled would be if the two electrons have antisymmetric wave functions
6
meaning: Ψ(1,2) = −Ψ(2,1). Considering simplest example of hydrogen molecule with one electron in
1s orbital of each H atom with wave function Ψi(ri) , Schrödinger equation is written as:
H (r1, r2)Ψ(r1, r2) = εΨ(r1, r2) (2.1)
The total wave function is the product of a space coordinate function φ(r1, r2) and a spin coordinate
function χ(s1, s2). There are two molecular orbitals (i) spatially symmetric bonding orbital (Φs) where
electrons pile up between the atoms (spin singlet state), (ii) spatially antisymmetric antibonding orbital
(Φa) with a nodal plane without any charge midway between the atoms (spin triplet state):
Φs =
1p
2
(Ψ1 +Ψ2) (2.2)
Φa =
1p
2
(Ψ1 −Ψ2) (2.3)
The ψ1 and ψ2 are spatial components of wave functions of electron 1 and electron 2 with ψ(r1) and
ψ(r2) as solutions of schrödinger’s equation, respectively. As mentioned above, the electrons must have
antisymmetric wave functions to be able to occupy same quantum state. Therefore, the wave functions
for electron 1 and 2 must be the product of a symmetric space function (φ(r1, r2)) and an antisymmetric
spin function (χ(s1, s2)) or vice versa. In a spin triplet state, there is no chance of finding electrons at
the same point of space because of parallel spins which avoid each other. However, in the spin singlet
state with antiparallel spins, there can be some probability of finding electrons in the same place because
this means that spatial part of the wave function is symmetric under exchange of the electrons.
Figure 2.2: Schematic of a spatially symmetric wave
function (ψs), with electronic charge
piled up between atoms, and a spatially
antisymmetric wave function (ψa) with
no charge between atoms in H2 molecule,
adapted from Ref. [78].
The two energy states for singlet (εI) and
triplet (εI I) spin configuration can be evaluated
by Hamiltonian. There is a spin splitting be-
tween energies of these two states which is twice
of the exchange integral. In the case of hydro-
gen molecule, bonding singlet state lies below an-
tibonding triplet state and so the exchange energy
is negative.
In general for two adjacent atoms with electron
1 orbiting around proton 1 and electron 2 orbit-
ing around proton 2, there is a possibility for these
two electrons to exchange their places since elec-
trons are indistinguishable in small interatomic
distance. This assumption will gives rise to an ad-
ditional energy term in the total energy of these
two electrons caused by the difference in their en-
ergy considering two spin configuration of ↑ i ↑ j
and ↑ i ↓ j. The exchange energy between two
atoms i and j each with electron spin angular momentum of S.h/2pi is as following where Jex describes
the strength of the exchange coupling between the spins i and j:
Eex = −2JexSˆiSˆ j (2.4)
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Assuming a lattice made of such atoms, a sum over all pairs of atoms on the lattice sites must be
considered. The exchange energy of the system is given by the expectation value of the Heisenberg
Hamiltonian:
Hex = Eex = −2
∑
i< j
JexSiS j (2.5)
Jex is the exchange integral related to the overlap of charge distribution of atoms i and j. If the
exchange interaction is considered the same for each nearest neighbouring pair of atoms, the Eq. 2.5 can
be rewritten as below:
Eex = −2JcosΦ
nn∑
i< j
SiS j (2.6)
where Φ is the angle between the spins. Therefore, for the case of parallel magnetization orientation in
ferromagnetic materials, J must be positive and the exchange energy is minimum (cosΦ= 1) and in case
of anti-parallel configuration of spins J must be negative (cosΦ= −1) and exchange energy is maximum
in anti-ferromagnetic materials. Fig. 2.3 shows the variation of exchange integral (J) with respect to
interatomic distance (ratio of radius of an atom to radius of its 3d electron shell: ra/r3d) which is usually
known as the Bethe-Slater curve. When the ratio of ra/r3d is large, Jex is small and positive. If r3d
stays constant, by bringing two atoms of the same kind closer together, i. e. decreasing the ra/r3d, the
3d electrons approach one another more closely and the positive exchange interaction which is in favour
of parallel spins first becomes stronger and then decreases to zero. Further decreasing the interatomic
distance brings the 3d electrons so close that their spins must become antiparallel, which results in a
negative Jex, and the material would become antiferromagnetic.
Figure 2.3: A schematic of Bethe-Slater curve, adapted from Ref. [87].
If the angle between neighbour spins is small, it is possible to make a Taylor expansion of the exchange
energy. In the continuum approximation we obtain:
fex(m(r)) = A((∇mx)2 + (∇my)2 + (∇mz)2) (2.7)
where A (exchange stiffness constant) is equal to A= nJS2/a which is a function of number of atoms in
the unit cell (n), lattice constant (a) and m(r) = M(r)/Ms with Ms being saturation magnetization. For
a hexagonally closed-packed crystal, summation over Si vectors leads to the same result as in the Eq.
2.7 with A= 4
p
2JS2/a where a is the distance between nearest neighbours.
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By applying large enough thermal energy, the parallel spins which are held in the same orientation
by strong exchange forces can be disordered. Therefore for a positive Jex, the magnitude of exchange
energy is proportional to the Curie temperature of that specific element. Such temperature dependency
is because of strong dependence on interatomic distance which is affected by thermal energy.
2.2.2 Itinerant exchange
In 3d metals such as Fe, Co and Ni, the exchange interaction is due to purely delocalized electrons.
Therefore, instead of interatomic exchange interactions, magnetic properties of these metals must be
described using the band model of the electrons. Due to Coulomb repulsion and kinetic energy of
electrons in the bands with opposite spins, exchange splitting occurs resulting in a non-zero magnetic
moment in these materials. According to the Stoner model, the exchange splitting energy (∆Eex) is
proportional to average atomic magnetization (M) with a proportionality constant called Stoner exchange
parameter (I) [88]. Based on the Stoner model, the stability of spontaneous magnetic order is limited
by the density of states at Fermi level (N(Ef)) which means that a high density of state at Fermi level
and a strong exchange splitting works in favour of metallic ferromagnetism. Since there is an unequal
number of electrons with different spin orientations, the magnetic moment is defined by the position
of the Fermi level in the conduction band and not by the atomic rules. Therefore, the total magnetic
moment in 3d metals and their alloys shows a dependency on the number of valence electrons known as
the Slater-Pauling dependence [89, 90].
2.2.3 RKKY exchange
An indirect exchange mechanism is observed in metals based on s− d model which happens when there
is no direct overlap of the wave functions with unpaired electrons but an interaction between the local-
ized and delocalized electrons [91, 92, 93, 94]. The s − d model describes the coupling of the spins of
the conduction electrons Se with core spins Score in a metal and can be expressed by a Hamiltonian as
following:
H = JsdΩ|Ψ|2ScoreSe, (2.8)
Figure 2.4: Schematic of RKKY oscillations for in-
teraction of a magnetic impurity with a
non-magnetic host.
where Ω is volume of core d shell and |Ψ|2
is s-electron probability density. Whether Jsd is
positive or negative, it can result in long-range
ferromagnetic coupling between the core spins.
The interaction between two magnetic moments
at sites i is mediated by the uniform spin po-
larization of the conduction electrons parallel or
anti-parallel to the core spins. This model can
be applied to rare-earth elements as well in which
core spins are from 4 f shell. In this case, the local-
ized moments in the 4 f shell interact via electrons
in the 5d−6s conduction band. Ruderman, Kittel,
Kasuya and Yosida (RKKY) showed that a single
magnetic impurity actually causes a non-uniform
oscillatory behaviour of the exchange integral J
or spin polarization in the conduction band which
changes its sign as a function of distance between the localized moments as r−3 leading to a long range
oscillatory coupling between core spins. This phenomenon is responsible for the oscillatory interlayer
exchange coupling in multilayer giant magnetoresistance (GMR) structures.
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2.2.4 Superexchange
The superexchange is also another type of indirect exchange interaction between localized electrons and
is important in insulators specially in ionic solids such as the transition metal oxides. It is a strong
coupling between two next-to-nearest neighbour cations via a non-magnetic intermediary anion which is
usually antiferromagnetic. Superexchange is a result of the coulping of the electrons from the same donor
atom with the receiving ions spins. The interaction can be a ferromagnetic if these two next-to-nearest
neighbor cations are connected at 90 degrees with respect to the bridging non-magnetic anion [95, 96].
Figure 2.5: Schematic of a typical superexchange bond, adapted from Ref. [78].
As an example in MnO, the 3d orbitals of Mn are hybridized with 2p orbitals of oxygen and through
this the interaction between two Mn atoms is mediated by oxygen. This means both electrons in oxygen
2p orbital spread out into unoccupied 3d orbitals of Mn. If the orientation of magnetic moments at
the metal centres is parallel, no delocalization occurs which is in favour of antiferromagnetic alignment
because the overlap integrals are more likely to be larger than zero. The strength of the superexchange
depends on the magnitude of the magnetic moments on the metal atom, the overlap between the metal
orbitals and the non-metallic element as well as the bond angle. The exchange energy of the adjacent
moments increases as the angle between the moments increases varying as cos2 θ . Another important
factor to determine the strength and sign of superexchange is occupancy and orbital degeneracy of the
3d states which is summarized in Goodenough-Kanamori rules [97, 98, 99]:
(i) If two cations have lobes of singly occupied 3d orbitals pointing towards each other, usually in case
of 120-180◦ M-O-M bonds, there would be a large overlap and hopping integrals which results in a
strong antiferromagnetic exchange (J<0).
(ii) For 90◦ M-O-M bonds, two cations have an overlap integral between singly occupied 3d orbitals
which is zero by symmetry. The result is a relatively weak but ferromagnetic exchange.
(iii) In case the two cations have an overlap between singly occupied 3d orbitals and empty or doubly
occupied orbitals of the same type, the exchange is again ferromagnetic and relatively weak.
2.3 Origin of hysteresis: intrinsic contributions
In general, any material property which depends on direction is considered as anisotropic. In magnetism,
anisotropy is attributed to preferential orientation of magnetization in a specific direction (easy axis).
It is of great importance to understand possible origins of magnetic anisotropy since it greatly affects
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the magnetic properties. In the absence of external magnetic field, magnetization lies in the direction
of easy axis. However, with increasing the external field applied to an anisotropic ferromagnet, the
magnetization vector is pulled more and more towards the direction of the field. The energy per unit
volume of magnetization for such a ferromagnetic material with an easy axis of magnetization can be
described with the following equation [78, 100]:
E = Ksin2θ , (2.9)
in which, K is anisotropy constant, E is energy per volume (J/m3), and θ is the angle between the
direction of magnetization and easy axis. However, there is another contribution to the energy due to
the magnetic field which must also be added to the Eq. 2.9:
E = Ksin2(θ )−µ0MHcos(β − θ ) (2.10)
In the second term (β −θ ) is the angle between H and M . Taking first derivative of the Eq. 2.10 with
respect to the angle θ results in:
dE/dθ = 2Ksin(θ )−µ0MHsin(β − θ ) (2.11)
Figure 2.6: (a) Schematic directions of easy axis with respect to the external magnetic field, (b) magne-
tization curves for single crystal of cobalt with hexagonal crystal structure in easy and hard
directions, adopted from Ref. [79].
In order to reach equilibrium, the above derivative must be equal to zero and we must take the value
of β = 90° as equilibrium angle for the magnetization with respect to the easy axis. Then by taking into
account the Eq. 2.10 the following equation is achieved:
sin(θ ) = H/Hs (2.12)
This relation shows that if the field is zero, the magnetization lies along the easy axis. However, when
we apply a field, the magnetization rotates away from the easy axis by a value given for that field from
the Eq. 2.12. Finally, if the applied field magnitude reaches Hs, the magnetization will point along the
field direction.
The magnetic anisotropy is originated from two interactions on the atomic scale: spin-orbit interaction
and magnetic dipolar interaction. Without taking these interactions into account, the total energy of the
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electron spin system would not depend on magnetization direction. The spin-orbit interaction couples
the localized spins to the electron orbitals and the orbits themselves are influenced by the crystal lattice
of the material. In this way, spin-orbit interaction induces a small orbital momentum to the atom which
couples the total magnetic moment to the crystal axes and so the total energy will also depend on the ori-
entation of the magnetization and the symmetry of the crystal. This is known as the magnetocrystalline
contribution to the magnetic anisotropy [100].
In the case of thin films, the broken symmetry at the interface also modifies the above mentioned
contributions, which is not present in a bulk sample, and leads to another source of anisotropy called
interface anisotropy [101]. The interface anisotropy is only dominant for fairly thin layers with thickness
below ∼ 10 nm [100]. In a more particular case, a lattice misfit between the layers specifically in multi-
layer systems results in a strained structure in which a magnetostrictive anisotropy will be induced. Here
again spin-orbital interactions play a role caused by overlap of wavefunctions in the neighbouring atoms.
Depending on the shape of the system, dipolar interaction contributes also to the anisotropy energy. It
is of great importance in thin films and is the so-called shape anisotropy term. The shape anisotropy
forces the direction of magnetization to flip in-plane.
According to the above discussed terms, the total magnetic anisotropy energy (MAE) or effective
anisotropy for a thin film sample with thickness of t can be written as following in which Ks represents
difference between the anisotropy of interface atoms with respect to the inner bulk atoms. The factor
2 is considered assuming that the layer is bounded by two identical interfaces. The effective magnetic
anisotropy can be separated into volume contribution [J/m3] which is described by the first two terms in
the Eq. 2.13 as well as another contribution from interfaces [J/m2] which is the last term in the following
equation [100]:
Keff = KMCA + Kshape + 2Ks/t (2.13)
The magnitude of the effective uniaxial magnetic anisotropy can be deducted as a rough estimation
from the anisotropy field (Hs) which is defined as the magnetic field needed to saturate magnetization of
a uniaxial crystal in the direction of its hard axis. A second term must be also included in this equation
which represents the opposing effect of demagnetizing field:
Hs =
2Keff
µ0M
− 4piM (2.14)
2.3.1 Magnetocrystalline anisotropy: spin-orbit interaction
Magnetocrystalline anisotropy refers to the existence of an easy axis or easy plane for specific magnetic
materials depending on their crystal structure along which less energy is needed to reorient spin direc-
tions and reach saturation when magnetized in external magnetic field. Fig. 2.6-(b) shows anisotropic
behaviour of a hexagonal crystal under external field which has a c-axis as easy axis of magnetization.
Such a behaviour can be understood by the equation of anisotropy energy in different symmetries [78].
For hexagonal structure:
Ea = K1sin
2(θ ) + K2sin
4(θ ) + K3sin
6(θ ) + K ′3sin6(θ )sin(6φ) (2.15)
12
For tetragonal structure:
Ea = K1sin
2(θ ) + K2sin
4(θ ) + K ′2sin4(θ )cos(4φ) + K3sin6(θ )K ′3sin6θ sin(6φ) (2.16)
For cubic structure:
Ea = K1c(α
2
1α
2
2 +α
2
2α
2
3 +α
2
3α
2
1) + K2c(α
2
1α
2
2α
2
3), (2.17)
in which θ and φ are the polar and azimuthal angles, and αi is direction of cosines of the magnetiza-
tion. The K1c term is equal to: K1c (sin4(θ )cos2(φ)sin2(φ)+cos2(θ )sin2(θ )).
In order for magnetic moment to be anisotropic with respect to a specific crystal direction, there must
be a weak interaction involved which would follow the preferential direction upon applying an external
field. This interaction is a coupling of spin to orbital motion of electrons. Under external field the spins
of electrons reorient themselves and so the orbits try to reorient as well. However, since the orbits are
coupled strongly to the lattice they resist this rotation of spins away from the easy axis. The anisotropy
energy is defined as the energy needed to overcome such spin-orbit coupling and the anisotropy constant
K shows the strength of anisotropy for a specific crystal.
Figure 2.7: (a) Schematic of two possible configu-
ration for magnetic dipoles (a) Broad-
side, and (b) head to tail, adapted
from Ref. [78].
There are two sources for magnetocrystalline
anisotropy which are called single− ion and
two− ion anisotropy [102]. Considering spin of elec-
trons in the orbitals, first interaction is an elec-
trostatic interaction between the orbitals contain-
ing the electrons with the potential which is cre-
ated at orbital site by the rest of the crystal. This
crystal field, which is called spin-orbital interaction,
stabilizes specific orbitals, therefore, the magnetic
moments are aligned in particular crystallographic
direction. There is also a second effect from dipole-
dipole interaction resulting from two different possible configuration of magnetic dipoles next to each
other, one is head to tail and the other one is broadside (see Fig. 2.7). Since the first configuration
has a lower energy, magnets tend to arrange themselves in this configuration. This interaction is also of
importance for non-cubic crystals [78].
2.3.2 Shape anisotropy: dipolar interaction
The origin of shape anisotropy is the long range dipolar interaction due to asymmetric shape of material
which affects the demagnetizing field inside the material and the stray field outside the material. It is
of great importance for thin film samples in which one dimension is shorter than the other ones. In an
easy case if we consider a ferromagnetic material with the shape of an ellipsoid and magnetization of M
with its easy axis along the c-axis, the magnetostatic energy (in SI units) is as follows [78, 79, 82, 102]:
Em =
1
2
µ0V (N
′ − N)M2s (2.18)
If such an ellipsoid with voulme of V is magnetized along its easy or hard directions, there would
be an energy difference (∆E) which corresponds to the anisotropy energy. In this equation N is the
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Table 2.1: Summary of demagnetizing factors (in cgs) for some specimen shapes, values adapted from
Ref. [79, 101].
Shape of specimen N1 N2 N3
Sphere
4pi
3
4pi
3
4pi
3
long cylinder along z-axis 2pi 2pi 0
Infinite plate normal to z-axis 0 0 4pi
demagnetizing factor tensor for easy direction and N′ is (1/2)(1 − N) which is demagnetizing factor
tensor for hard direction. Therefore, we have:
∆E =
1
2
µ0V M
2
s [
1
2
(1− N)− N]
∆E =
1
4
µ0V M
2
s [1− 3N]
Kshape =
1
4
µ0M
2
s [1− 3N] (2.19)
The demagnetizing factor tensor N mentioned above significantly depends on the specimen shape and
is given by an integral over the volume (as introduced by Néel 1954) [101]. The demagnetizing factor
relates the demagnetizing field with the magnetization in the sample as a function of position:
N(r) = − 1
4pi
∫ ∫ ∫
d3r ′5′ (5′( 1
r − r ′ ) (2.20)
In many symmetrical shapes the demagnetizing factor tensor only has three principal components: H1H2
H3
= −
 N1 0 00 N2 0
0 0 N3
 M1M2
M3
 (2.21)
in which N1+N2+N3 = 1 (in SI) and N1+N2+N3 = 4pi (in cgs). The values of demagnetizing factors for
some general sample shapes are summarized in Tab. 2.1 [101]. The shape anisotropy would be zero for
a spherical sample with N = 1/3 [SI] in all three directions. However, for a thin film specimen with easy
axis perpendicular to the film plane demagnetizing factor is equal to 0 for x and y directions and only
the z component is effective which is equal to 1 (in SI) or 4pi (in cgs). Therefore, by inserting N = 4pi
in equation of magnetostatic energy (Eq. 2.18) the value of shape anisotropy (energy per volume) for
such thin film is: Kshape = −2piM2s .
2.3.3 Surface anisotropy
As Néel reported in 1954, in ultra thin films the preferred direction for magnetic anisotropy is controlled
by surface magnetic anisotropy [101]. The origin of this type of anisotropy could be attributed to the
reduced symmetry at the surface due to the lack of neighbouring atoms, strain induced at the interface
by lattice mismatch between film and substrate material, or interface roughness. For such ultra thin
films, shape anisotropy and surface anisotropy are in competition and below a critical thickness, surface
anisotropy is the dominant effect. The critical thickness and easy direction of surface anisotropy depend
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on film material and growth conditions such as substrate material and growth temperature [100, 103].
2.3.4 Induced anisotropy
The magnetic anisotropy can be induced to some materials by other means such as growing a film under
applied field, heat treatment while applying external magnetic field (field annealing) or by applying a
uniaxial stress to the material. This anisotropy is independent of other forms of anisotropy and material
might show an easy axis of magnetization after such field treatments. If uniaxial anisotropy is induced
by stress into the material, its magnitude depends on magnetostriction [78].
2.3.5 Magnetostrictive anisotropy
Magnetostrictive anisotropy is created in a material by the presence of stress. This type of anisotropy
is formed in an isotropic crystal as a result of a change in volume because of magnetic order. Applying
tensile or compressive stress can create easy axis parallel or perpendicular to the direction of applied
stress in case the magnetostriction constant is positive [78].
2.3.6 Total micromagnetic energy
The total free energy in a ferromagnetic material is given by the equation below which is the sum of all
above discussed energy terms:
G(M ,H) =
∫
V
gtot(M(r).H)dV =
∫
V
( fex + fmca + fms + fh)dV (2.22)
in which gtot(M(r).H) is total energy density as the sum of exchange, anisotropy, magnetostatic and
external field energies, respectively, where H is applied magnetic field.
2.4 Origin of hysteresis: extrinsic contributions
In ferromagnetic materials, parallel or anti-parallel atomic moment depends on very strong interactions
resulted from electronic exchange forces. Therefore, ferromagnetic materials show spontaneous magneti-
zation meaning that even in the absence of external magnetic field, a net magnetization is observed. The
magnitude of such a net magnetization depends on spin magnetic moment for electrons as mentioned
earlier. Regardless of the strong electronic exchange forces, all ferromagnetic materials show a Curie
temperature (Tc) above which thermal energy overcomes exchange energies and results in transition to
a paramagnetic state with random moment directions.
Domain theory suggests that regions of uniform magnetization exist in a macroscopic sample separated
by planar regions called the domain walls. Within the wall, the magnetization changes direction from
that in one domain to that in the next domain. Domains tend to form in the lowest-energy state of a
ferromagetic sample in order to minimize the total free energy of the system (see Eq. 2.22). The mag-
netostatic energy depends on the wall positions and the domain orientations. The domain walls have a
finite width that is determined principally by the balance between the exchange energy and the magnetic
anisotropy energy. In bulk material Bloch walls are formed, since the system is large enough to include
these walls. Magnetization vectors turn through the plane parallel to the wall plane where only small
stray fields are present at the rim of the sample. In thin films, Néel walls appear, if the exchange length
is larger than the film thickness, where the magnetization rotates within the plane of the domain wall [78].
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Figure 2.8: Typical hysteresis loop for ferromagnetic materials.
In response to application of external magnetic field, all ferromagnetic materials show a magnetic hys-
teresis loop which shows a history dependent nature of magnetization in a ferromagnetic material under
applied field and can be used as a map to drive different magnetic properties. To acquire such map, one
should measure the magnetic flux of ferromagnetic material under continuous change of the external field.
An applied magnetic field changes the net magnetization of the sample either by causing wall motion
(e. g. when the field is applied along the easy axis), or by making the magnetization in the domains rotate
towards the direction of the applied field (e. g. if the applied field has a component perpendicular to the
anisotropy axis). The saturation magnetization is achieved mostly through the domain wall motion which
is energetically inexpensive compared to magnetization rotation. During the magnetization process, first
domain wall motion happens meaning the domains, which are aligned favourably with respect to the direc-
tion of applied field, grow at the expense of domains which are aligned differently. At higher field values,
domain rotation occurs during which the anisotropy energy can be outweighed and the magnetization can
suddenly rotate away from the original direction of magnetization to the crystallographic easy axis that is
nearest to the field direction. The final domain process at highest magnetic fields is the coherent rotation
of the domains to a direction aligned with the magnetic field (irrespective of the easy and hard axes) [78].
Fig. 2.8 shows a typical form of ferromagnetic hysteresis loop (M − H curve). The origin (1) resem-
bles a ferromagnetic material which has not been yet exposed to any external magnetic field or is fully
demagnetized. Starting from the origin, by increasing the magnetic field the material follows the dashed
line meaning more and more of magnetic domains in the material will be aligned to the direction of
external magnetic field until we reach point (a). At this point, which is the saturation point, all the
domains are fully aligned to the direction of applied field. The magnetization measured at this point is
also called saturation magnetization (Ms). When the field is decreased to zero, instead of demganetizing
through the non-linear dashed line the ferromagnetic sample will be demagnetized following the line
towards point (b). The most of the magnetic flux remains in the sample even at zero applied magnetic
field and the sample retains considerable degree of magnetization. This indicates remanence magneti-
zation in the material. Now if we apply the reverse magnetic field, the curve continues from point (b)
to reach point (c) and the sample would be then fully demagnetized (similar to point (1)). The applied
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field which is needed to fully demagnetize a ferromagnetic sample at point (c) is called coercive force or
coercivity (Hc). Upon further increasing the magnetic field in negative direction, the material reaches
again a saturation (point d) but this time with opposite direction as that observed in point (a). If we
reduce the negative field to zero, the number of domains with their moment parallel to that of external
magnetic field will decrease. We will reach point (e) at which a remanence magnetization is observed
with its magnitude equal to that observed at point (b) but in opposite direction. Finally to complete
this loop, with increasing the applied field in the positive direction we will bring the magnetization first
back to zero (point (f) which again shows the coercivity) and then the sample follows a different path
from there to reach saturation at point (a). The magnetic properties driven from hysteresis loop (such as
saturation magnetization, remanence, coercivity) are characteristics of each material and could depend
on different synthesis parameters like temperature, internal stress, domain sizes, etc [79].
As discussed above, a number of primary magnetic parameters can be determined from the hysteresis
loop. The most important ones are as follows:
• Remanence: It is material’s ability to retain certain amount of its magnetization when the mag-
netizing field is removed after reaching saturation. This is a measure of the residual flux density
which corresponds to the saturation induction of a magnetic material.
• Residual magnetism: The magnetic flux density that remains in a material when the magnetic
field is zero. It should be noted that when the material has been magnetized until the saturation
point, the residual magnetism and remanence are the same.
• Coercive force: The reverse magnetic field which must be applied to a magnetic material to make
the magnetization back to zero is called ceorcive field or coercivity.
• Permeability: It is a property of material which describes the ease with which magnetic flux can
be established in the material.
• The maximum energy product (BH)max: A permanent magnet operates at a point in the second
quadrant of the B−H curve where it is subject to the demagnetization field, Hd. The direction of
this field is opposite to that of the magnetization and it is determined by the shape of the magnet.
The magnetostatic energy in a magnet can be defined as:
E = −1
2
∫
(~B. ~H)dV , (2.23)
in which B is the total magnetic flux in the specimen and H = Happlied − Hd. Energy product will
be defined then as −~B. ~H which is energy per volume. The (BH)max or maximum energy product
known as a figure of merit for permanent magnet materials is the largest value for product of B
and H in the second quadrant of B − H loop. It is shown as a red rectangular area in Fig. 2.8
and is representative of maximum energy which can be stored in a magnet. If M − H loop is not
square and there is some level of random misorientation, this will affect the slope of B − H loop
and decreases maximum energy product. In randomly oriented materials, some domains switch at
fields smaller than Hc which decreases the coercivity of B−H loop and therefore results in a lower
(BH)max. Based on the shape of the resulting hysteresis loops, ferromagnetic materials are divided
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into two groups: hard magnetic materials which show a broad hysteresis loop with high coercivity
(> 1 kOe) and soft magnetic materials which exhibit a narrow hysteresis loop with low coercivity
(< 100Oe).
William F. Brown has shown that the coercivity for a homogeneous uniformly magnetized ellipsoid
obeys the following inequality which is known as Brown’s theorem [78]:
Hc ≥ 2K1
µ0Ms
− N Ms, (2.24)
in which, the first term represents anisotropy field and the second term represents demagnetizing field.
In reality, the coercivity in bulk material never reaches such a large value which shows that the assump-
tions of the theory are not met in practice. This contradiction between practice and theory is known as
Brown’s paradox. The reason behind this contradiction is that all real materials are inhomogeneous, and
therefore the magnetization reversal is initiated in a small nucleation volume around an existing defect.
A reverse domain can nucleate in the bulk at the position of a defect or at a surface asperity. Surface
defects are sources of strong local demagnetizing fields which often act as nucleation centres, because in
the second quadrant of the hysteresis loop the reverse magnetic field H is enhanced in the vicinity of such
defects. Once a small nucleus is formed, the wall may grow from the nucleation volume and propagate
outwards which might become pinned at some other defects [78].
2.5 Rare-earth free permanent magnets
The rising demand for renewable clean energy resources led to inevitable need for strong permanent
magnets for the mechanical-electrical energy conversion which is required in wind turbine generators
and hybrid electric vehicles. This gave rise to a bigger market for the magnets that are suitable for
such applications [104]. However, the rare-earth magnets are critical since the resources of those ele-
ments is restricted mostly to China [105]. There was a large increase in prices of rare-earth elements
supplied by China in 2009 which caused what is called rare-earth crisis because of the cost instabilities
due to the monopoly of rare-earth element supply to China. Although the prices have relaxed since then
but still remain relatively high [105]. The rare-earth crisis has been brought to international attention
specifically for countries such as Germany with no fossil fuel resources in which new clean resources for
energy are highly demanded. In this context, synthesis of rare-earth free permanent magnets with com-
parable magnetic properties as for the rare-earth magnets has attracted much attention recently and so
many projects have been funded by the governments to perform research on these material systems [3, 5].
2.5.1 Exchange spring magnets
In 1991, E. F. Kneller and R. Hawig proposed a two phase magnet in which the magnetization of a hard
magnet could be increased by the addition of a soft magnetic phase with high saturation magnetization
with little reduction in coercivity [68]. If the exchange coupling between the hard and soft magnetic
component is strong, such a two phase composite magnet would behave like a single phase magnet but
will exhibit a higher overall energy product ((BH)max). The implication of the exchange spring magnet
is that a hard rare-earth free magnet with high coercivity can be coupled to a soft magnet with high Ms
in order to form a compound rare-earth free permanent magnet that would have competitive (BH)max
value compared to that of rare-earth magnets such as Nd-Dy-Fe-B.
Fig. 2.9 shows a schematic of such a magnet with exchange coupled hard and soft layers. The applied
field is opposite to the magnetization of the hard phase, but its magnitude is lower than the switching
field of the hard magnetic phase. The moments closer to the hard layer are more strongly coupled and
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thus upon demagnetization the soft layer magnetization resembles a torsional spring.
Figure 2.9: Schematic of typical hysteresis loops for a hard magnetic phase (e.g. MnBi, blue solid
line), a soft magnetic phase (e. g. FeCo, red solid line), and the exchange spring composite
magnet (e. g. MnBi/FeCo, green solid line) resulting from hard/soft exchange coupling.
The four insets show a one-dimensional configuration of magnetic moments at the hard/soft
magnetic interface under varying external magnetic field (H) assuming an out-of-plane easy
axis direction. Red open arrows represent the magnetic moments in the soft phase and blue
filled arrows represent the magnetic moments in the hard phase. The length of the arrows
represents the magnetization and the width of the arrows represents the coercivity. Figure is
adapted from Supplemnetal Material provided with Ref. [106].
Figure 2.10: Two dimensional model of exchange spring magnet, adapted from Ref. [68].
The exchange spring concept requires the soft phase to be sufficiently small such that domain walls
do not form in it upon magnetic reversal. There is a critical thickness for the soft phase which should be
about twice as the width of the domain walls in the hard magnetic phase (i.e. 2-4 nm). The smaller the
hard phase, the larger the volume fraction of soft phase and thus the larger the Ms and (BH)max. The
domain wall width for hard magnetic phase can be calculated using the following equation in which A is
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Table 2.2: Summary of physical and magnetic properties for ferromagnetic LTP MnBi. The values are
adapted from [23]
m[µB/f.u.] Ms[emu/cm3] Hc[T] Ku[MJ/m3] Tc[K] (BH)max[kJ/m3]
3.63 710 2.0 (at 400K) 1.5 630 140
exchange stiffness constant and K is anisotropy constant of the hard phase [70]:
δw = pi
√
Ah
Kh
(2.25)
For such a composite system the magnetic properties, e. g. magnetization, can be calculated by an
average over the volume of soft and hard phase [70].
Mtotal =
(Mh th + Ms ts)
(th + ts)
(2.26)
2.5.2 Material system: low temperature phase MnBi
In order to compete with the high performance rare-earth based commercial permanent magnets, rare-
earth free magnets need to have high energy products, high anisotropy, and stability at increased working
temperatures [5]. As a relatively inexpensive ferromagnetic compound, the low temperature phase (LTP)
of MnBi is a promising potential candidate [15, 16]. More than fifty years ago, its basic magnetic prop-
erties have been studied and still remain of interest for a variety of applications in recording media and
magneto-optics [17, 18, 19, 20]. A new focus of research is the potential use of MnBi as hard magnetic
component in an exchange spring magnet [21].
Manganese Bismuth (MnBi) intermetallic compound crystallizes in NiAs hexagonal symmetry
(P63/mmc, No. 194) with the easy axis of magnetization parallel to the c-axis [22]. Although it
shows a relatively low saturation magnetization (Ms) of 710 emu/cm3 (0.71MA/m) compared to the
rare-earth magnets [23], it has extraordinary magnetic properties including a large uniaxial anisotropy
(Ku) of about 107 erg/cm3 (106 J/m3) [23, 24, 25, 26, 27], a high Curie temperature (Tc) of 711K (which
is limited in practice by its structural transformation temperature of 630K) [17], and a high coercivity
(Hc) with positive temperature coefficient reaching the maximum value of 25 kOe (2.5T) at 540K (much
larger than that of the Nd-Fe-B magnets) which make MnBi one of the most interesting candidates for
rare-earth free permanent magnets [27, 28, 29].
Manganese and bismuth are difficult to alloy because of the large difference in their melting points.
The Mn-Bi equilibrium phase diagram, Fig. 2.11, shows that the melting temperatures of Mn and
Bi are 1508K (1235 °C) and 544K (271 °C), respectively, which means the melting point difference is
about 1000K. Within the 1000K for MnBi composition, there is about a 700K span of temperature (the
region between the liquids and the peritectic melting temperature at 719K or 446 °C) where Mn will be
segregated from the liquid. The segregated Mn undergoes a series of polymorphous transformations from
δ-Mn (Mn ht4) to γ-Mn (Mn ht3) to β-Mn (Mn ht4), and finally to α-Mn at 1411K (1138 °C), 1373K
(1100 °C), and 1000K (727 °C), respectively. Two other unknown phase transformations at 1316K and
870K had also been detected from cooling curves [107]. The five transformations fill in the region with
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Figure 2.11: Binary phase diagram of Mn-Bi, low temperature phase of MnBi is stable at room temper-
ature and is the ferromagnetic phase, adapted from Ref. [45].
a sequence of horizontal lines. By cooling below this coexistence region of Mnsolid and liquid, the MnBi
high temperature phase (HTP) can be formed, at 719K, by the peritectic reaction:
Liquid + Mnsolid→ MnBisolid(HT P) (2.27)
Upon further cooling, the HTP transforms into MnBi low temperature phase (LTP) at 613K. However,
the peritectic reaction is difficult to complete. Above 719K, if cooling rate is slow, the segregated Mn
floats on the top of the liquid because of its lower density and results in inhomogeneous distribution of
Mn in the liquid which causes diffusion problems for peritectic reaction. Moreover, the diffusion of the
Mn and Bi through MnBi is also found to be extremely slow [22, 108, 109], so that the formation of
MnBi at the interface impedes any further reaction. As a result, pure Mn and Bi might remain after the
system is solidified [26, 38]. Usually to eliminate the unreacted Mn and Bi from magnetic LTP MnBi,
the resultant mass will be broken out into fine powder in a ball mill and then the magnetic particles
will be separated using a magnetic separator. Up to now, several methods have been used for prepara-
tion of high purity MnBi bulk samples, including arc-melting, sintering and meltspin rapid solidification
[22, 31, 110, 111, 112, 113, 114]. Among these methods, only with rapid solidification it was possible to
reproducibly produce over 90% pure MnBi single phase. However it is much preferred to use a conven-
tional method such as casting and heat treatment because of its compatibility with current industrial
processes. In a recent study, Rao et al. shows that the conventional cast annealing method can also be
used to achieve 90% single phase MnBi [113, 114].
According to Mn-Bi binary phase diagram, in addition to the above mentioned peritectic reaction,
there is a eutectic reaction at 535K (262 °C), Liquid  Bi+MnBi. This reaction limits the maximum
temperature to which the LTP MnBi can be exposed. Although the eutectic temperature is about 62K
higher than the desired working temperature of 473K (200 °C), still for bulk magnet fabrication methods
such as sintering and hot pressing it is rather low.
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Figure 2.12: A schematic of NiAs hexagonal crystal structure for MnBi illustrated with VESTA [115].
In all previously reported bulk samples, the final powder always contains several percents of Bi metal
as the result of the peritectic reaction. During the fabrication process, as soon as the temperature exceeds
the eutectic temperature of 535K, Bi and part of the MnBi will transform to a Bi-rich liquid. If sample is
exposed to any amount of oxygen, it may result in oxidation of Mn atoms in the liquid and formation of
MnO. Once the oxide forms, it cannot be reduced even in a hydrogen environment at a temperature of <
535K (262 °C). This leads to some leftover Bi which results in further dissolution of MnBi. The presence
of unreacted Bi and MnO is the main reason that deteriorates the magnetic properties of resulting MnBi
samples and it can only be controlled either by limiting the processing temperature during the production
to less than 473 °C or synthesis under high vacuum level with a precise control over oxygen content in
the production chamber [38].
The equilibrium low temperature phase of MnBi (LTP) adopts the hexagonal NiAs type (P63/mmc)
structure as shown in Fig. 2.12 with lattice parameters of a0=0.4290 nm and c0=0.6126 nm at room
temperature. There is a hexagonal close-packed Bi sublattice with Mn3+ ions occupying the octahedral
interstices which form a simple hexagonal sublattice [116]. Both above and below, these octahedral sites
share common faces along the c-axis and the cations are positioned in linear chains. The tetrahedral
interstices of the anion sublattice also share a common face and each tetrahedral site pair forms a trigonal
bipyramidal hole, which is fivefold coordinated. These bipyramidal interstices are large enough to take
in additional cations. An evidence of the presence of interstitials in MnBi is the fact that in an ideal
hexagonal close-packed lattice the c/a ratio is 1.633 which is larger than that of MnBi∼1.40.
Upon heating above its structural transformation temperature of ∼ 360 °C, e. g. during the magneto-
optical recording process, the MnBi high-temperature phase (HTP) is formed by a combined magnetic
and first-order lattice transition which shows paramagnetic or antiferromagnetic properties [108, 117].
Throughout this transformation, 15% of the Mn cations migrate from the octahedral lattice sites to
the bipyramidal sites [22, 108]. Neutron diffraction measurements has indicated a magnetic moment of
3.95µB for the low-temperature phase and 1.90µB for the quenched high-temperature phase of MnBi
[22, 108].
2.5.3 Material system: L10-Mn1.5Ga
As another rare-earth free ferromagnetic phase, L10-Mn1.5Ga has also attracted much attention for its
theoretically predicted high magnetic properties which make it remarkably desirable for many appli-
cations in ultrahigh-density magnetic recording, high performance spintronic devices, and economical
permanent magnets. Among several other magnetically ordered phases in Mn-Ga complicated phase
diagram, the L10-MnxGa(γ3) (0.76<x<1.8) ferromagnetic phase and D022-MnxGa (2<x<3) ferrimag-
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Table 2.3: Summary of physical and magnetic properties for FM tetragonal L10- Mn1.5Ga, values adapted
from [8, 118, 119]
m[µB/f.u.] Ms[emu/cm3] Hc[T] Ku[MJ/m3] Tc[K] (BH)max[kJ/m3]
2.5 845 1.0 > 2.0 697 223
netic phase are theoretically predicted to show outstanding magnetic properties. The L10-MnxGa (D022
Mn3Ga) alloys are theoretically expected to have high Ku of 26 (20) Merg/cm3 [48, 49], Ms of 845 (305)
emu/cm3 [48, 49, 50, 51], (BH)max= (2piMs)2 of 28 (3.7) MGOe [8, 52], P of 71 (88) at the Fermi level
[8, 49, 52, 53] and Gilbert damping constant (alpha) of 0.0003 (0.001) [48], respectively. Despite all the
efforts to synthesize above mentioned phases with magnetic properties close to the theoretical limits,
the highest achieved magnetic properties are not yet as high as the theoretically predicted values. This
shows that the magnetic properties of MnGa tetragonal phase can still be improved using a more suc-
cessful synthesis method. The theoretically predicted values for L10- Mn1.5Ga are summarized in Tab. 2.3.
Figure 2.13: Binary phase diagram of Mn-Ga, tetragonal ordered L10- Mn1.5Ga which is the ferromag-
netic phase and only stable in a narrow range of composition between 49-59 wt.% (56-65
at.%) of Mn, adapted from Ref. [45].
Mn-Ga binary phase diagram is complicated (Fig. 2.13) containing several magnetically ordered
phases, each stable at certain composition and temperature range [46, 47, 120]. As mentioned above, for
magnetic applications the main focus is only on the two most interesting tetragonal phases which show
strong magnetism and high Curie temperatures. The ferromagnetic tetragonally ordered phase which is
called L10 (γ3) is formed in the composition range of 56-66 at.% (MnxGa with 0.76<x<1.8) [8, 121]. The
ferrimagnetic tetragonally ordered phase is called D022 (ε) which is stable in a Mn to Ga ratio of 2<x<3
[7, 53, 119, 122, 123]. Fig. 2.14 shows schematic lattice structures of both L10-MnGa and D022-Mn3Ga
magnetic phases. The unit cell of L10-MnGa has space group of P4/mmm and is consisted of alterna-
tive Mn and Ga atomic layers along the c-axis. The reported bulk lattice constants of L10-MnGa are
a0=3.88-3.90 Å and c0=3.64-3.69 Å [121]. The D022-Mn3Ga crystal structure, on the other hand, has
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space group of I4/mmm with bulk lattice constants of a0=3.90-3.94 Å and c0=7.10-7.17 Å [119, 122, 123].
Figure 2.14: Schematic unit cell of (a) tetragonally ordered L10- MnxGa (0.76<x<1.8) phase with
a0=3.88Å and c0=3.64Å which shows ferromagnetic properties, and (b) D022- MnxGa
(2<x<3) phase with a0=3.90Å and c0=7.10Å which shows anti-ferromagnetic properties,
illustrated in VESTA [115].
In stoichiometric L10-MnGa, each Mn atom will contribute a magnetic moment of 2.51µB which cor-
responds to a total magnetization of 845 emu/cm3. Both magnetism and coercivity of L10 phase are
strongly dependent on crystallinity, composition and strain in the synthesized structures [7, 8, 50, 53, 121].
According to the theoretical predictions, excess Mn atoms in D022-Mn3Ga non-stoichiometric phase will
result in a decreased magnetization as the additional Mn atoms will align anti-parallel to the rest of Mn
atoms. Therefore, the D022 shows ferrimagnetic properties and has a reduced magnetism compared to
L10 phase. By increasing the number of Mn atoms, c lattice constant will monotonically decrease while
a lattice constant shows only a slight increase or stays constant [7, 51, 119, 121, 122, 123]. In exper-
iment, it has been observed that increasing Mn to Ga ratio can lead to higher Curie temperature for
MnxGa nano-ribbons [124]. In 1965 Bither et al. reported synthesis of bulk polycrystalline samples with
L10-MnxGa (1.2<x<1.5) phase [121]. Samples were prepared by melt fusion of mixtures of electrolytic
Mn (99.99%) and Ga (99.999%) in alumina crucibles under an argon atmosphere in a spiral graphite
resistance furnace. Then the solids were reduced in particle size to pass through a 100-mesh screen by
either filing or crushing in a mortar. These powders were then pelleted and sealed off under vacuum in
silica tubes, annealed at 560-570 °C for one week, and then quenched in ice water. Subesequently, the
samples were investigated using X-ray diffraction and magnetic measurements [121].
In 1970 Krén and Kádár have obtained D022-Mn2.5Ga bulk samples by annealing a hexagonal D019-
MnxGa phase at 350-400 °C for 1-2 weeks. According to neutron diffraction measurements, the samples
show ferrimagnetic properties with Mn atoms having magnetic moment of 2.8 ± 0.3µB at site I and
1.6 ± 0.2µB at site II [119]. For the first time in early 1990s, Krishnan and Tanaka et al. each has
reported a square perpendicular hysteresis for MnxGa (1.2<x<1.5) films grown on GaAs(001) substrate
[57, 58]. Ever since, other studies have investigated growth of L10-MnxGa on various substrates includ-
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ing GaN, GaSb, Si, Al2O3 and MgO with different buffer layers (such as ScN and Cr). Only few of
the resulting films which were grown on GaAs or MgO substrates have shown perpendicular magnetic
anisotropy. The D022-MnxGa films, on the other hand, have been mostly deposited on MgO (001) sub-
strate [7, 8, 48, 50, 59, 60, 61, 62, 63, 64, 65, 123, 125, 126]. It has been shown in the previous studies
that the structural and magnetic properties of MnxGa films can be engineered by controlling growth
temperature (Ts) [50], composition (x) [7, 8], even with proper annealing temperature [8], and choosing
different substrates for the growth [62, 63]. Despite the vast research to synthesize the MnGa thin films
with excellent magnetic properties, the highest reported values for the resulting films are still far from
the theoretically predicted values. This leaves room for further improvement of the magnetic properties
by synthesis of highly epitaxial phase pure films.
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3 Synthesis and characterization methods
This chapter provides an overview over the experimental techniques which were used to synthesize and
characterize the thin film samples as well as a brief description on the theoretical methods used to
investigate exchange coupling effect in bilayer samples. In the first section, a general background is
given on the sputtering as the experimental deposition method which was used to synthesize the thin
film samples. In addition, different mechanisms governing the film growth were discussed in the next
three sections including structural zone model, physical mechanisms and thermodynamics of growth
process. Finally, a short introduction is given on different characterization methods used in the cur-
rent thesis to analyse sample properties. For structural analysis, a brief description is provided for
X-ray diffraction methods (XRD and rocking curve) and transmission electron microscopy (TEM). For
magnetic characterization, basics of SQUID and torque magnetometry measurement techniques are dis-
cussed. Finally, density functional theory (DFT) and micromagnetics are briefly described as theoretical
calculation and simulation methods employed to investigate exchange coupling properties in the bilayers.
3.1 Sputtering deposition process
Sputtering is a physical vapour deposition method in which the ions in a plasma are used for bombard-
ment of a target material to deposit a thin film from the removed material on the surface of a substrate.
It is a process based on momentum transfer and is of special importance for deposition of compound
or alloy films. The reason is that the composition transfer by sputtering from an alloy target is more
accurate than that by thermal evaporation of alloy materials since the melting separates the constituting
elements and there might be a large difference in vapour pressures of elements which both can lead to
non-stoichiometric films [127, 128].
Plasma contains large number of mobile species with both negative and positive charges. If we have
the space between two parallel capacitor plates filled with a neutral gas like argon, the plasma can be
sparked by applying a sufficient potential across these plates which ionizes some of the gas molecules.
Then the resulting positively charged ions will be accelerated towards the cathode (target plate) and
simultaneously the electrons will be forwarded to the anode side (substrate). These accelerating particles
will collide with more of the gas molecules on their way to the electrodes which leads to more scattering
events ionizing the major part of the inert gas molecules. The rate of their collision is defined by their
mean free path which depends on the inert gas pressure and scattering cross section of species involved.
The resulting current density (i) between the two plates is given by the well-known Townsend equation
[129, 130, 131]:
i = i0
eαd
1− γe(eαd − 1) (3.1)
where α represents the probability by which collision of an electron and a gas molecule results in ion-
ization, meaning number of ions per unit length produced by electrons, and i0 is the primary electron
current density from external source. α itself depends on the potential applied to electrodes (E), ioniza-
tion potential of gas species involved (Vi in [eV]) and the mean free path in the gas (λ). The electrons
must gain sufficient energy between scattering events to surpass the ionization potential of gas molecules.
The probability of ionization (α) has following relation with above mentioned parameters [129, 130]:
α=
1
λ
e
−Vi
qEλ (3.2)
Here q is the electron charge and E is the electric field applied to the electrodes and is equal to V/d.
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The parameters d and γe in Eq. 3.1 are the distance between the electrodes and the Townsend
secondary electron emission coefficient, respectively. The secondary electrons are caused by collision of
positive gas ions to the cathode and γe is a measure of how many secondary electrons are released per each
positive gas ion striking the cathode (target surface). The secondary electrons increase the ionization of
the gas molecules and generate a self-sustained discharge. The contribution of the secondary electrons
in the current density between the electrodes is more important in the presence of reactive gas molecules
in a reactive sputtering process. For breakdown of gas into the plasma, the current must go to infinity
and the denominator of the Eq. 3.1 goes to zero. With this assumption and inserting α into the Eq. 3.1
the breakdown voltage (VB) can be written as following [129, 130]:
VB =
Vi
q × dλ
ln( dλ)− ln(ln(γe+1γe ))
(3.3)
Since mean free path is inversely related to the gas pressure (1/P) the Eq. 3.3 can be written as what
is known as Paschen’s law [129, 130]:
VB =
A1P.d
ln(P.d) + A2
(3.4)
The Paschen’s Law can predict that there must be a minimum in the VB versus the product of the
pressure and the electrode distance (P.d). If the value of P.d is low, only a few collisions happen between
electrons and gas molecules so the breakdown voltage will increase. By increasing P.d, VB is reduced
until the point that due to the mean free path in the gas it becomes necessary to apply a greater electric
field so that electrons have enough energy to ionize gas molecules. Therefore we can say VB rises with
increasing P.d.
There are three stages of plasma according to the applied discharge current density. During the initial
stage of plasma formation, we are in the "Townsend discharge" region where space charge is formed
but not dominant. Once the breakdown voltage is reached because of impact ionization with secondary
electrons, the plasma becomes self-sustaining. This is called "normal glow regime" since the plasma has
a characteristic glow due to photons generated as a result of recombination of electrons with ions and is
sustained at higher current and lower voltage. In the normal glow regime, the current through the plasma
is almost independent of the voltage. By increasing power through the plasma, the "abnormal discharge
regime" is reached where current and voltage increase together which is the regime used for sputtering
process. By further increasing the power, heating of the electrodes (e.g. in case of improper cooling)
and thermionic emission will cause arcing and low voltage current transport. The plasmas formed in
laboratory systems are often cold which means that the electron, ion, and gas subsystems are not in
thermal equilibrium. The effective temperature of electrons are higher than that of ions and neutrals
(with characteristic temperatures of 20,000K, 500K and 293K , respectively). As a result electrons will
have velocities up to three times more than ions. Both ions and electrons will hit the chamber walls but
because of higher electron velocity the surfaces in contact to the plasma receive more electron current
than ion current. This gives rise to the formation of a lower potential at chamber site compared to the
body of plasma grounding the chamber walls. Afterwards, the plasma becomes self-biased to a positive
potential which encourages ion current and prohibits further charging of the chamber walls. The self
biasing voltage for a DC plasma can be obtained using the following relation [129, 130]:
VP =
kBTe
q
ln(
√
mg
2pime
), (3.5)
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in which Te is the electron temperature (inK), kB is the Boltzmann’s constant, mg and me are gas atomic
mass and electron mass, respectively. Considering Te of 20000K and Ar atomic mass, Eq. 3.5 will give
a plasma potential of 8 Volts.
The transition region between the plasma and the wall with lower potential is called the "sheath".
The width of sheath region is in relation with the Debye length (screening length) for isolated charge in
a plasma which in turn is proportional to the square root of the effective temperature of involved species
[129, 130, 132]:
λD =
√
ε0KBT
niq2
(3.6)
For a constant number of positive ions, ni, the screening happens by high concentration of electrons
around the charge. The sheath width can be calculated with the following equation:
dsheath =
p
2
3
λD(
2q(VP − V )
kBT
)
3
4 (3.7)
The edge of the glowing plasma and the electrode effectively form parallel plates separated by a distance
ds. When the mean free path in the gas is longer than the distance between electrodes, the Child-
Langmuir equation can be used to drive current-voltage relations in DC plasma at low pressure [129, 130]:
I
A
=
4ε0
9d2s
√
2q
m
(VP − V ) 32 , (3.8)
in which I is total current, A is electrode area, q is electron charge and m is mass of charge carrier.
3.1.1 DC sputtering
In a common laboratory DC sputtering machine, a metallic target sits in the cathode place and we put
a substrate in the anode place. The chamber is filled with argon gas at a pressure higher than the
deposition pressure to make it possible to spark a plasma by lowering the breakdown voltage to a level
accessible by normal power supplies. Then a plasma can be established by applying a DC power to the
electrodes. After plasma ignition, the pressure is reduced and sputtering takes place at the cathode site.
First, Ar gas molecules in glowing region will collide with high energy electrons and become ionized. Af-
terwards, these ions with starting potential VP at plasma are accelerated towards the cathode by facing
the sheath between the target and the plasma. When they reach the target they have a new potential
V and so their potential has decreased by the amount of |(V − VP)q|. They will transfer some of this
energy to the target while striking the surface and this impingement will remove some atoms from the
target, part of which will be deposited on the substrate. The number of atoms reaching the substrate
per impinging ion is defined by the sputtering yield.
The sputtering yield depends on the mass and energy of the bombarding ions as well as the mass
of material in the target. Other factors such as crystallinity and the angle of incidence also affect the
sputtering yield. The impinging ions must have sufficient energy higher than the binding energy of the
target material in order for sputtering to happen (it can be up to 50 eV). When the ion energy is low,
the sputtering yield will increase with square root of the ion energy [132].
This increase will continue until energies are around ∼ 10 keV. By further increasing the ion energy,
ions will be implanted in the target and the yield first settles and then will even start to decrease. In
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addition, the angle at which the ions impinge the target also affects the sputtering yield. If θ would
be the angle between ion velocity vector and the surface normal of the target, the yield is a function
of 1cosθ . The energy of sputtered particles is described by Thompson’s formula and does not depend
on the ion energy [133]. By increasing the sputtering voltage the yield will increase but it has no ef-
fect on the energy of the sputtered particles. However, the energy of sputtered material depends on the
surface binding energy (Ub) and it is maximum at a value reaching half of the surface binding energy [133].
The currently accepted theory for the sputtering yield (SY) from collision cascades is suggested by
Sigmund and predicts the sputtering yield for two different ranges of threshold energy as in the following
equations [131, 133, 134]:
SY =
3α
4pi2
4MiMt
(Mi + Mt)2
Eth
Ub
(Eth < 1 keV ) (3.9)
SY = 3.56α
ZiZt
Z
2
3
i + Z
2
3
t
(
Mi
Mi + Mt
)
Sn(E)
Ub
(Eth > 1 keV ) (3.10)
where Mi and Mt are the atomic mass, and Zi and Zt are atomic numbers of the incident ion and tar-
get atom, respectively. Eth is the threshold energy and Ub is the surface binding energy. The factor
α is a measure of momentum transfer efficiency during collision. It is a function of Mi/Mt ratio and
also embeds the effect of ion impact angle (relative to surface normal of target). The factor Sn(E) is
called “reduced stopping power” and is a measure of energy loss per unit length due to nuclear colli-
sions. At low energies, it depends on the energy, mass and atomic number of involved atoms. To reach
reasonable deposition rates, it is necessary to apply high pressure during DC sputtering process. This
is an issue since high pressure can lead to random motions and severe energy loss by scattering for
both ions and sputtered particles; specifically if the pressure is so high that the cathode sheath width ex-
ceeds the mean free path of ions. This can deteriorate film morphology and decreases the deposition rate.
3.1.2 Magnetron sputtering
Magnetron sputtering is the most widely used commercial sputtering method and it is designed to over-
come the issue with necessity of high gas pressure in DC sputtering to have high deposition rate. As
the name stands for, a magnetron is involved by which a field is applied perpendicular to the direction
of electric field between the electrodes. To do so, a magnet or electromagnet is placed on the back of
the sputtering target. In the absence of such magnetic field, electrons would be accelerated towards
anode taking a straight path. However, under the field they will follow a helical path which increases
the probability of collision ionization and will trap the secondary electrons in target (cathode) vicinity.
Under magnetic field, the electrons move perpendicular to both the magnetic field and the electric field.
This leads to a higher current density between the electrodes at a specific pressure and target voltage,
or in the other word, it is possible to establish the same current as for the DC sputtering but at a
lower pressure. It preserves energy of sputtered particles because of the low necessary pressure and it
brings advantages including extending the operating vacuum level and a reduced electron bombardment
at the substrate [131]. On the other hand, the secondary electron yield is essentially reduced since these
electrons are confined to the target vicinity and can be recaptured by the magnetron at the cathode.
However, because of the presence of the magnetron, a higher plasma density is achieved and so more
ions are produced per each secondary electron compensating for the lower secondary electron yield.
3.1.3 RF sputtering
For metallic targets, it is possible to drive a DC current through the target, although if we need to
sputter from an insulator target which has low conductivity, it does not work because of the positive
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ions (Ar+) accumulation on the surface of insulating target. To avoid this issue, an AC power must
be used instead of DC power, so that during each cycle with positive electric field the positive ions are
accelerated toward the surface of target and sputter it. This is followed by a cycle with negative field
where the charged positive ions on the surface of target will be removed. In RF sputtering, the plasma
ignition is easier since RF oscillating fields can more efficiently transfer energy to the electrons and there
is no need for secondary electrons to maintain the plasma. Moreover, the oscillating electrons are more
efficient for ionization of the gas molecules and so the RF sputtering is capable of running in lower
pressure (1-15mTorr) meaning fewer gas collisions are needed.
If applied frequencies are less than 50 kHz, both electrons and ions can follow the switching of the
anode and cathode, and therefore it leads to DC sputtering of both surfaces. On the other hand, if the
applied frequencies are well above 50 kHz, ions which are heavy can no longer follow the switching. Thus,
electrons can neutralize positive charge build-up on each electrode during each half cycle. Therefore,
due to the AC nature of applied RF voltage both electrodes will be sputtered, if we have a symmetric
target-substrate configuration. To tackle this issue, insulating sputtering target must be capacitively
coupled to the RF generator. In this way, we have two series capacitors, one in sheath region of target
and the other one at the substrate. Since capacitive reactance is inversely proportional to capacitance
which in turn is proportional to area, thus more voltage drop happens at the capacitance with smaller
area. Consequently, the target electrode must be made smaller in area than the other electrode attached
to the substrate, chamber wall and the system ground. There is a fourth power dependence between the
ratio of area for the two electrodes and the ratio of voltages across them [131]:
Vt
Vs
= (
As
At
)4, (3.11)
which means a large As is required in order to effectively increase the voltage drop at target sheath
and decrease the ion bombardment at the substrate site.
3.1.4 Sputtering of alloys
One advantage of the sputtering method compared to evaporation is that sputtering allows to preserve the
starting stoichiometry of the alloy target material in the deposited film. The first reason is that although
each element in the alloy starting material will evaporate with different vapour pressure and will be
sputtered with different yield, the difference in the vapour pressure is more significant than the slight
difference in the sputtering yield. The more important reason is that due to the rapid atomic diffusion
and convection the melts homogenize readily while in sputtering the minimal solid state diffusion enables
maintaining of the targeted composition [131].
If we consider a binary alloy target containing nA of A atoms and nB of B atoms with total number of
atoms n = nA + nB, the concentration of A and B elements in the alloy target would be CA =
nA
n and
CB =
nB
n , respectively. The ratio of initial atomic flux (Ψ) would be [131]:
ΨA
ΨB
=
CASA
CBSB
(3.12)
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If during the sputtering process the target is impinged by ng gas atoms, the total number of ejected A
and B atoms from the target surface would be ngCASA and ngCBSB, respectively. This results in a target
surface composition modification of:
C ′A
C ′B
=
CA
CB
1− ngSA/n
1− ngSB/n (3.13)
If SA > SB, the concentration of atom B is greater at the target surface and therefore it will be sputtered
more:
ΨA
ΨB
=
C ′ASA
C ′BSB
=
CASA
CBSB
1− ngSA/n
1− ngSB/n (3.14)
The sputtered flux ratio will change with the continuous change in the target surface composition and
alters until it is equal to CACB , same as the starting target composition. At the same time the target surface
composition reaches
C ′A
C ′B
= CASBCBSA which is maintained thereafter. This creates a steady-state transfer of
atoms from the bulk of the target to the plasma which results in stoichiometric film deposition until
the whole target is consumed. The above discussed circumstance necessitates conditioning of the target
surface before the deposition to establish a steady state of composition by sputtering a few hundred
atom layers [131].
3.2 Thin film deposition: structural zone model (SZM)
The first attempts toward characterization of coatings deposited by PVD process was taken by Movchan
and Demchishin in 1969 which helped them to discover the effect of ad-atoms mobility as a function
of deposition temperature on microstructure of deposited films [135]. They have developed the basic
ideas behind what is today called structural zone model (SZM). Based on the SZM, morphology and
microstructure of deposited films can be predicted regardless of type of elements involved only by taking
into account the energy supplied to the ad-atoms by different mechanisms such as thermal energy, ionic
bombardment or chemical reactions at the substrate. The structural zone model based on Movchan and
Demchishin’s research on Ti, Ni, ZrO2 and Al2O3 films suggested that there are three different structure
zones as a function of normalized deposition temperature ( TsTm where Ts is substrate temperature and Tm
is melting temperature of target material).
In the low-temperature zone or zone 1 with TTm<0.3, the film structure consists of tapered columns
with porous morphology and weakly bonded grains which corresponds to a low ad-atom mobility. This
means that not only the diffusion is low, but also the varying velocity and incident angle of the ad-atoms
on the substrate leads to some atomic shadow effects. In zone 2 with 0.3< TTm<0.5, the surface diffusion
becomes dominant and the resulted film contains straight columnar grains with smooth surface topogra-
phy and better binding to other columnar grains. At zone 3 with higher temperatures ( TTm> 0.5), bulk
diffusion is the dominant process and the produced structure consists of equiaxed grains caused by grain
growth and re-crystallization [137].
In 1974 Thornton modified the model considering the effect of final working pressure into the zone
classification. The reason is that this growth parameter has a twofold effect on the film structure.
First, working pressure of sputtering gas will change kinetic energy of ions arriving at the substrate.
Secondly, it can also affect the mean free path of particles decreasing or increasing the bombardment of
the substrate surface which in turn can control mobility of ad-atoms on the substrate. In Thornton’s
model, a transitional zone (T zone) has been added between the first and second structural zones for
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which the resulting grain are denser and their surfaces are less rough than the two other zones [136].
Figure 3.1: Thornton zone model, adapted from Ref. [136].
Moreover, in 1984 Messier and Giri realized that in thin films of TiB2, BN and SiC a non-linear limit
must be considered between the first zone and T zone, which is a function of the bias voltage applied
to the substrate. Such a bias voltage plays the same role as for the substrate temperature and so by
increasing the bias voltage the first zone shrinks and the transition (T ) zone expands which leads to
having denser films with higher crystallinity. In addition, they have replaced the pressure axis of Thorn-
ton model with the net bombardment energy from sputtered material, reflected neutral species and ion
bombardment. They claimed that the bombardment energy encloses the effects of higher pressure and
allows for other considerations like intentional bombardment as well [138].
For alloy films if the composition of one of the elements is sufficiently high compared to the other
element, the structural zone model is as described for high purity one-component films [139]. Barna
et. al. has shown that alloying elements (impurities) play important role in structure formation of poly-
crystalline films and to describe effect of impurities on film structure they developed a so called "real
structural zone model" [139]. In this model, both zone 1/zone T and zone T/zone 2 boundaries are
shifted to higher temperatures due to limited grain boundary mobility caused by impurities which can
result in disappearance of both zone 2 and zone 3 in case of high impurity concentrations.
In case of reactive sputtering, effect of power and gas flow on the resulting texture in the grown film is
also considerable. Generally, the degree of crystallinity will increase with applying higher power to the
target during growth of sputtered films [128]. There are three models suggested to explain the preferen-
tial growth direction in thin films: a) the thermodynamic model [140], b) the kinetic model [141], and c)
the atomic model [142]. In the first model, the preferential orientation is defined by the thermodynamic
equilibrium reached by minimizing the total energy of the system. The total energy (Whkl) is considered
as the sum of the surface energy (Shkl), deformation energy (Uhkl) and passivation energy (Shk) as a
result of unsaturated bonding at the surface. The surface energy can be calculated as as function of the
sublimation energy (∆H), the number of unsaturated bondings per atom at (hkl) plane (Nhkl), and the
amount of coordination among neighbours (Z) (excluding the effect of impurities) [143]:
Shkl =
∆HNhkl
Z
(3.15)
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Considering only two dimensions, deformation energy Uhkl is related to intrinsic phenomena in the film
and can be calculated by:
Uhkl = ε
2
hklEhkl(1−µ) (3.16)
where ε2hkl shows elongation along the (hkl) plane of the film, Ehkl is the elastic module along the (hkl)
plane, and µ is the Poisson’s ratio. Depending on the material system, one of this energy terms (Shkl or
Uhkl) can be dominant for one specific orientation (hkl) and the other direction could be favourable based
on the other energy term; however, the minimum total energy (Whkl) resulted from their competition
finally determines the resulting texture of the grown thin film. This minimum energy can be affected also
by the thickness of grown film since the deformation energy (Uhkl) will change as a function of thickness
which could affect the final texture in the film.
Kinetic model suggests that the kinetic energy and flow of the ions are also involved in the orienta-
tion of the grown film. For example in case of TiN [111], the [111] orientation is resulted from the low
mobility of ad-atoms. Therefore, if the ad-atoms mobility is increased, either by substrate temperature
or increasing ion to atom flow rate ratio, the texture could change to [200] orientation [141].
There is also an atomistic model which proposes that in thin films which are deposited at high tem-
peratures the thermodynamics control the orientation of the grown film in favour of the planes with low
energy, i.e. the (200) planes. According to this model, the degree of ion bombardment is influenced by
the flow ratio between the density current of the ions and the density current of the atoms ( JiJa ) and
the ion energy (Ei) which both are dependent on the pressure, substrate target distance and substrate
bias [144, 145, 146, 147]. There is an energy parameter EP suggested as the energy deposited per dense
particle which combines both the ion energy and the flow. This mobility parameter is defined as follows
with the Ei as the incident energy of the ions [143]:
EP =
Ji
Ja
× Ei (3.17)
The incident energy of the ions can be calculated from the plasma potential (Vp) and substrate bias (Vs)
and the elementary charge (e) as: Ei = e(Vs − Vp).
3.3 Thin film deposition: physical mechanisms of growth
The whole deposition process in general can be divided into six steps [148]. In the first step, all the species
(atoms and molecules) reaching the surface must be adsorbed to the surface (i). In the next step, these ad-
sorbed species follow a surface diffusion to meet other adsorbed species and cluster to start the film growth
(ii). Adsorption of species can happen in two different ways, either by physisorption or chemisorption. By
physisorption the atom forms weak bond to the surface and can easily diffuse on the surface to minimize
its surface energy. The second possibility is a chemisorbed atom which will form stronger bond to the sur-
face. The initial stage of growth starts with the meeting species either reacting with the substrate surface
or one another (iii), and the subsequent formation of agglomerates or nucleation (iv). Proceeding with
the film growth, the formed aggregates or nuclei connect to each other and form a network and finally
coalesce and show a new rough crystal structure (v). The resulting film can be amorphous, polycrys-
talline or single crystalline depending on the growth conditions and more importantly the crystallinity
and lattice fitting of substrate with respect to the film. If the film imitates the crystal order of a single
crystal substrate, it is called "epitaxial growth". In the last step bulk diffusion occurs (vi) which can be
improved by post-annealing of the film at higher temperatures either in vacuum or a certain atmosphere
to enhance the film properties. The film quality can be improved also by application of other energy
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sources such as ion bombardment to increase the reactivity between film and substrate material [149, 150].
A summary of these processes is schematically illustrated in Fig. 3.2. When an atom in the plasma
is adsorbed on the substrate surface (a), it will first diffuse on the surface (b). If there has been already
an island formed on the surface the arriving atom can hop on this island atoms (c). Another possibility
is that the adsorption happens directly on the island (d) which can cause an atom in the island to be
desorbed from the surface (e). The additional energy needed for last event can be provided to the film by
thermal energy or ion bombardment. If the energy is enough, atoms can also diffuse into the substrate (f).
Figure 3.2: Illustrations of the events which happen during a typical vapour-phase thin film growth
process.
With the help of X-ray diffraction, optical diffraction and mainly electron diffraction studies, it is
feasible to establish three main physical mechanisms involved in the nucleation and growth of thin films
over the substrate. These three categories are assigned based on the thermodynamic parameters of the
growth and the surface interaction between the ad-atoms and the substrate material [151, 152]. The
three basic modes are: (1) Frank-Van der Merwe model (2D layer by layer growth), (2) Volmer-Weber
model (island growth), and (3) Stranski-Krastanov model (3D growth). Fig. 3.3 summarizes each of
these growth modes schematically. The film growth starts with nucleation of ad-atoms (deposited ma-
terial) onto the substrate followed by nucleation or agglomeration of particles by formation of chemical
bonds to each other on the substrate. As this nuclei grows, an interface is formed between the substrate
and deposited film particles. The growth of nuclei is governed by surface energies of substrate, film, the
interface between them as well as a misfit energy derived from lattice mismatch between the substrate
and film material [152].
The Frank and Van der Merwe growth mode happens if the misfit energy is small and sum of the
surface energies of the film and the interface are smaller than the surface energy of the substrate. In
this case, substrate is fully wetted by the film material deposited on top of it. At the beginning of the
nucleation a monolayer island of the deposit forms on the substrate. Afterwards, the monolayers grow
together and a complete continuous monolayer is formed. This growth process is repeated in a layer by
layer manner. This is because the interaction between the substrate and the ad-atoms is stronger than
that between the neighbouring ad-atoms [152].
In the second model suggested by Volmer and Weber, which includes also effect of the misfit energy, the
surface energy of the substrate is less than the sum of the surface energies of the film, and the interface
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plus the misfit energy. This means that for an equilibrium of the total surface energy, the nucleation of
film material on the substrate happens in the form of separate islands to minimize the interface energy
resulting in a three-dimensional growth, while the rest of the substrate is devoid of any condensed phase.
The number of nuclei and the size of a given nucleus increase until the nuclei grows in size and they
intersperse with each other to form a continuous film [152].
The third growth model suggested by Stransky and Krastanov (S-K) is a combination of the two first
growth modes. The S-K nucleation is common with metal on metal deposition and at low temperatures
where the surface mobility is low. In this model, the sum of the surface energies of the film and the
interface plus the misfit energy is less than the substrate surface energy at the beginning of growth. This
leads to the nucleation and growth in the layer by layer manner, so that a finite number of monolayers are
produced. However, as the film grows in thickness the lattice misfit energy also grows, which results in
increasing of the sum of energies over the surface energy of the substrate, therefore the three-dimensional
growth follows the layer by layer growth at a critical thickness. Subsequently, formation of the film con-
tinues by formation of the separate nuclei [152].
Figure 3.3: Illustrations of the three main growth modes at different levels of film coverage (θ ).
Depending on the governing surface energies of the growing film and the used substrate, the film can
grow in different ways. Although among the three different growth modes described above normally the
most desired growth mode is the 2D or the layer-by-layer mode since it will result in the least amount of
structural defects in the sample. Based on this, the grown films can be classified into following categories
according to the different resulting crystal morphologies and atomic order:
• Epitaxial: In this case, there is a definite orientation relationship between the film grains and the
substrate which results in a long range structural order in the film grains. A perfect epitaxial
growth means the growth of an ideal single crystalline layer with no defects which is perfectly fixed
to lattice registry on the single crystal substrate beneath. However, in most real cases the film
might have slight deviations from this ideal case showing some defects in the form of dislocations
or small tilts between different crystalline grains with the same orientation.
35
• Textured: In this case, while growing the structurally ordered grains align themselves along a cer-
tain preferential orientation.
• Polycrystalline: In this case, the grown layer consists of randomly oriented grains with a certain
crystalline order within each grain.
• Amorphous: In this case the film does not show any long range order.
3.4 Thin film deposition: Thermodynamics of growth
To discuss the thermodynamics of the film growth we first assume the clusters to be spherical for
simplicity. Considering spherical clusters with ∆Gv as free energy of nuclei per unit volume, and γ as
the surface tension, the total energy to create a surface is equal to 4pir2γ and the total energy to form
a stable phase is 43 r
3∆Gv. Thus the total free energy can be written as following [151, 152]:
∆Gtotal = 4pir
2γ+
4
3
r3∆Gv (3.18)
To find the critical cluster size needed for the maximum free energy change we need to plot ∆Gtotal vs.
cluster radius (r) (see Fig. 3.4) and look for d(∆Gtotal)/dr = 0. This gives a critical radius proportional
to γ|∆Gv| as shown below [151, 152]:
r∗ = −2γ
∆Gv
(3.19)
The resulting nucleation barrier can be estimated by substituting r∗ into the Eq. 3.18 as [151, 152]:
Figure 3.4: Free energy as a function of particle radius, adapted from Ref. [152].
∆G∗ = 16piγ
3
3(∆Gv)2
(3.20)
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This means that a cluster with its radius larger than the critical radius (r∗) is stable and can form a
nuclei. In case of a cubic nuclei with size X since the surface to volume ratio of atoms is larger, the above
extracted formulas will change as following [151, 152]:
∆Gtotal = 6X
2γ+ X 3∆Gv (3.21)
X ∗ = −4γ
∆Gv
(3.22)
∆G∗ = 32γ
3
(∆Gv)2
(3.23)
If we consider nucleation on a surface as a thermodynamic equilibrium process between the vapor phase
with pressure P and the forming cluster, the first and second law of thermodynamics can be combined
together and d∆G can be written as following relation for addition of one adatom to this cluster with
respect to the pressure and temperature of equilibrium system [151, 152]:
d∆G = V dp− SdT (3.24)
In this equation S is entropy and V is the volume. If we apply a constant substrate temperature Ts
then the second term of above equation SdT would be equal to zero. Then the ∆G is only a function of
volume and pressure of the system. According to the ideal gas law at constant temperature, Ts, we have
PV = nkTs. Substituting this in the Eq. 3.24 gives [151, 152]:
d(∆G)Ts = nkTs(
dP
P
) (3.25)
By the addition of one atom to the cluster we overcome the energy barrier by increasing the size over
the critical radius and increased volume of cluster will be equal to the volume of this additional atom
(∆V ). Then ∆Gv is
∆G
∆V and we get [151, 152]:
d(∆Gv)Ts =
KTs
∆V
(
dP
P
) (3.26)
d(∆Gv)Ts =
KTs
∆V
ln(
P
Pvp
) (3.27)
In which Pvp is the vapour pressure of solid phase in substrate temperature of Ts. The ratio of
P
Pvp
is
proportional to the ratio of fluxes JJvp of the atoms which arrive at the surface and the atoms which
are desorbed from the surface. We can replace this ratio in the Eq. 3.19 with a new quantity ζ
(supersaturation) and then derive an equation to calculate the critical radius [151, 152]:
r∗ = 2∆Vγ
kTs ln(ζ)
(3.28)
This equation shows that the critical radius is inversely proportional to the substrate temperature and
to ln(ζ). So if substrate temperature Ts increases, the critical radius decreases which means that small
clusters are easy to dissociate due to their low Ecoh. Besides, increasing the substrate temperature will
increase the surface diffusion or nucleation length. If substrate temperature stays constant and J in-
creases because of an increased supersaturation the critical radius decreases.
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3.5 Structural characterization
3.5.1 X-ray analysis: The 2θ − θ scan
For X-ray diffraction analysis a beam of X-rays, i. e. electromagnetic waves, are generated in an X-ray
source. The resulting X-ray mainly interacts with the electrons in the specimen either by an elastic
or inelastic scattering event, or the photon can be fully absorbed by the material [153]. The X-ray
wavelengths are in the order of sub-atomic distances, i. e. λ∼ a few tenth of Å. A simplified assumption
would be to exclude all other interactions and assume that X-rays only interact with the electron density
of the atoms in the sample via elastic scattering. Measuring scattering events using X-ray waves gives
patterns which can be correlated to the ordering of atoms within the material or the crystal lattice
structure of the sample.
Figure 3.5: A schematic of elastic X-ray scattering event, adapted from Ref. [158].
Fig. 3.5 shows a schematic of an X-ray beam involved in an elastic scattering event with geometrical
relationship between the incident wave vector, the scattered wave vector and the scattering wave vector.
The wave vector K resembles X-ray beam in space which can be related to X-ray wavelength (λ) through
K = 2pi/λ neglecting the magnetic field effect. During and elastic scattering event, the X-ray photon
will keep the same momentum and only adopts a different direction. The change in the momentum of
the scattered x-ray photon G in case of an elastic scattering is as below:
G = K ′ − Ki, (3.29)
in which Ki is the incident vector and K ′ is the scattered vector. Since the scattering is an elastic one,
the momentum is conserved: |Ki| = |K ′|. Therefore, the relation between the G (scattering vector) and
θ (scattering angle) becomes:
|G|= 4pisinθ
λ
(3.30)
Only if the scattering vector is equal to a reciprocal space vector of the crystal system it will result in a
constructive interference of the incident wavevectors with the crystal lattice [154]. Such a constructive
interference was first discussed by W. L. Bragg (in 1912) who has shown that the necessary condition
for occurrence of constructive interference is when [155, 156]:
nλ= 2dhklsinθ , (3.31)
where, as illustrated in Fig. 3.6, d is the distance between the neighbouring atomic planes, λ is the
wavelength of the X-ray, n is the order of the diffraction, and θ is the angle of incident of the wavevector
with respect to the atomic plane.
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Figure 3.6: A schematic geometrical derivation of the Bragg law. X-rays strike the successive atomic
planes in a crystal which have been separated by the distance of d. In case of constructive
interference of all scattered X-rays the extra distance that the X-ray travels from each plane
is equal to an integer multiplication of the X-ray wavelength λ, adapted from Ref. [158].
There is also a general relation to predict the diffraction angle for any set of planes which is obtained
combining the Bragg law and the plane-spacing equation which is applicable to the specific crystal
structure. If the crystal is cubic we have [157]:
1
d2
=
h2 + k2 + l2
a2
(3.32)
combining the above equation with the Bragg equation will give [157]:
sin2θ =
λ2
4a2
(h2 + k2 + l2) (3.33)
With this equation, we can predict all the possible Bragg angles at which diffraction can occur from
the planes (hkl) for a specific incident wavelength, λ, and a specific cubic crystal of unit cell size, a.
If the crystal is tetragonal with axes a and c, the corresponding general equation would be as follows
[157]:
sin2θ =
λ2
4
(
h2 + k2
a2
+
l2
c2
) (3.34)
And in case of a hexagonal crystal structure with a and c axes we have [157]:
sin2θ =
λ2
3
(
h2 + hk + k2
a2
) +
λ2
4
(
l2
c2
) (3.35)
The 2θ -θ specular scan according to Eq. 3.31 is the most conventional X-ray measurement using the
Bragg geometry. The incident and diffraction angles are both altered simultaneously so that the scat-
tering vector stays always perpendicular to the sample surface. The incident and diffracted angles are
conventionally called θ and 2θ , respectively. A schematic of such a scan is shown in Fig. 3.7. Typically
in X-ray machines, the sample stage stays stationary and X-ray beam and detector are moved simulta-
neously or independently. Since the detector has to move by the angle that is twice that of the incident
39
Figure 3.7: A schematic representation of 2θ − θ XRD scan. Ki and K ′ are incoming and exiting X-ray
beams and G is the scattered vector which is parallel to plane normal s3, adapted from Ref.
[158].
beam, it moves two times faster than the incident beam and the scattering vector remains normal to
the sample surface. The 2θ -θ scan can be performed in two main modes. First one is "out-of-plane"
measurement to investigate lattice planes parallel to film surface. The second type of 2θ -θ scan is called
"in-plane" scan for lattice planes perpendicular to film surface. Moreover, a mixed out-of-plane and
in-plane scan is also possible to investigate lattice planes which are neither parallel nor perpendicular to
sample surface [158].
Using the out-of-plane scan, we can detect only diffractions from the planes parallel to the film sur-
face and therefore it is mostly used for epitaxially grown or out-of-plane textured films. The quantity
measured is intensity of scattered X-rays at position of detector and results of measurement is normally
presented in the form of I(2θ ). We are interested in position, intensity and shape of diffracted peaks to
gain structural information [158].
3.5.2 X-ray Analysis: Rocking curve (ω scan)
The measurement of a rocking curve is performed in a way that the detector on the 2θ circle is fixed to
the center position of 2θ0 for the investigated Bragg peak, while the sample is tilted (rocked) on the θ
circle in the vicinity of the Bragg angle (θ0). Therefore, the θ and 2θ circles are decoupled and θ angle is
now called ω which is defined as the deviation from half the scattering angle and is related to the surface
normal (s3) vector as: ω = θ − 2θ0/2. Setting a fixed 2θ0, the scan angle ω is restricted to the range
between −θ0 and +θ0. If ω angles exceeds this limit, there would be no scattering information because
the incoming or exiting beam would decline below the sample surface. The result of such a scan is I(ω)
measured at constant scattering angle of 2θ0 varying the ω. Since s3 remains in the same plane as Ki
and K ′, similar to symmetric 2θ−θ scan, the rocking curve scan also operates in coplanar geometry [158].
The 2θ − ω scan is performed to determine the lattice constant as well as the degree of crystal
orientation or mosaicity for polycrystalline films. Fig. 3.9 gives an example of rocking curve measurement
for a thin film sample with thickness of t = m.d. The intensity is maximum at angle θ0 and will reach
zero at both limit angles of θ1 and θ2. The width of such broad peak (B) observed between angles θ1 and
θ2 is usually measured in radians at half of the peak maximum intensity and that is why it is normally
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referred to as "full width at half maximum" (FWHM). As rough measure, B has following relation with
θ1 and θ2 [159]:
B =
1
2
(2θ1 − 2θ2) = θ1 − θ2 (3.36)
Figure 3.8: A schematic representation of 2θ−ω rocking curve scan. Ki and K ′ are incoming and exiting
X-ray beams and G is the scattered vector which is being rocked in vicinity of surface normal
vector s3, adapted from Ref. [158].
These two different angles have the following path-differences:
2tsin(θ1) = (m+ 1)λ (3.37)
2tsin(θ2) = (m− 1)λ (3.38)
By subtracting these two equations, we will have:
λ= t(sinθ1 − sinθ2) (3.39)
λ= 2tcos(
θ1 + θ2
2
)sin(
θ1 − θ2
2
) (3.40)
Considering that both θ1 and θ2 are so close to θ0, we can make the following approximations:
2θ0 = θ1 + θ2 (3.41)
sin(
θ1 − θ2
2
) =
θ1 − θ2
2
(3.42)
Using which we can reform the Eq. 3.39 as below:
λ= 2t
θ1 − θ2
2
cosθ0 (3.43)
t =
λ
Bcosθ0
(3.44)
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A more exact equation was suggested by Scherrer formula (in 1916) considering a factor K in the nomi-
nator of previous equation which for most of the cases is equal to 0.9 as follows [160]:
t =
0.9λ
Bcosθ0
(3.45)
Figure 3.9: Rocking curve for a thin film with
thickness of t = m.d, adapted from
Ref. [159].
This equation is used to estimate particle
size of small crystals using the measured width
(FWHM(B)) of their diffraction patterns col-
lected by a conventional 2θ − ω scan. Gen-
erally, the lower the FWHM of the Bragg re-
flection of a ω scan the lower the film mo-
saicity which relates to a better crystallinity.
On the other hand, observation of a peak
with larger FWHM relates to a lower crys-
tallinity.
In this thesis, symmetrical out-of-plane 2θ − θ ,
and 2θ − ω measurements were performed in a
Rigaku SmartLab X-ray diffractometer with Cu Kα
radiation. A schematic illustration of the diffractometer setup is presented in Fig. 3.7 and Fig. 3.8,
labeling the different available degrees of freedom for each measurement. All the measurements were
done with parallel beam geometry with an X-ray mirror for the sake of parallelization and primary
monochromatization of the initial X-ray beam. A secondary graphite monochromator has been mounted
prior to the scintillation counter on the secondary optic side in flat mode equipped with a Kβ slit for
further monochromatization to increase the resolution.
3.5.3 Transmission electron microscopy (TEM)
Transmission electron microscopy (TEM) is one of the most valuable tools to investigate crystalline
thin films. Different information regarding crystal structure, grain size and shape as well as interface
characteristics including shape, thickness and composition can be obtained from this micro-structural
evaluation. However, TEM is a complicated technique and needs accurate data collection and interpreta-
tion. For the purpose of structural investigations with TEM, a beam of electrons is transmitted through
an ultrathin section of the specimen (less than 100 nm thick) called lamella and from the interaction
of the electrons with the specimen as the beam is transmitted through the lamella an image is formed.
The thin lamella is irradiated by a primary electron beam and the scattered or diffracted electrons in
transmission geometry are detected by CCD arrays. Through the interaction of the primary electrons
with the sample, there is a forward scattering which deflects the electron beam. The sample can either be
scanned with a focused beam (scanning transmission electron microscopy, STEM) or a complete picture
can be taken in a parallel beam (transmission electron microscopy, TEM).
There are three main imaging modes used in TEM (see Fig. 3.10), (i) bright-field (BF) images obtained
from a direct electron beam, (ii) dark-field (DF) images obtained by an off-axis scattered beam using
a displaced-aperture, and (iii) centred dark-field images obtained for a tilted primary beam for which
the diffracted beam goes through an on-axis aperture. The resulting diffraction pattern is displayed
on a phosphor screen below the objective aperture. The corresponding areas of diffraction pattern are
schematically presented in Fig. 3.10. A brief overview of the utilized TEM modes for this thesis is given
in the following. A detailed description of TEM principles is beyond the scope of this work and can be
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Figure 3.10: Schematic of ray diagrams for three main TEM imaging modes: (A) BF image formed from
the direct electron beam, (B) displaced-aperture DF image formed with a off-axis scattered
beam, and (C) a CDF image for which the incident beam is tilted so that the scattered
beam emerges on the optic axis. The area of the DP selected by the objective aperture is
shown below each ray diagram, adapted from Ref. [161].
found in ref [161].
BF− STEM: In the bright field, the elastically scattered electrons are detected with a small deflection
angle. The difference in contrast is due to the different orientation of the crystals and the constructive
interference at parallel beam planes.
HAADF− STEM: In the dark field (high angle annular dark field, HAADF) the elastically scattered
electrons are detected with a large deflection angle. At the high scattering angles, the signal is mostly
dominated by the Rutherford scattering and higher order elements lead to greater deflections and there-
fore to higher intensities due to their larger atomic masses which is why this contrast is also called
"z-contrast".
STEM− EDX: The EDX signal in the STEM is similar to SEM (scanning electron microscopy). In
contrast to the SEM, the excitation volume in TEM is much lower due to the focused electron beam
and investigation of thin samples with a lateral resolution of less than 1 nm is possible. However, the
thicker the lamella the higher would be the EDX signal. For a thicker lamella, we have a larger excitation
volume and broadening of interfaces if they are tilted against the primary electron beam axis.
HR− TEM: In the high-resolution TEM, the elastically scattered electrons in the Parallel beam are
used for imaging. If the lamella is thin enough and a grain is located in a zone axis, a constructive
interference occurs by which the potential differences below the sample can be mapped and inter-
preted in the form of the atomic structure. From these FFT (fast Fourier transformation) images
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with the Gatan digital micrograph software the corresponding diffraction reflections in the reciprocal
space can be extracted. These diffraction reflections correspond to the phase shift produced by the
scattering of the electrons at the periodic lattice of the crystal structure. In contrast, the scattering
amplitudes are measured during electron or X-ray diffraction. Thus the information from the electron
diffraction and the HRTEM are complementary and can be used together to solve crystal structures.
In this work, only the distances between the reflections from the FFT images and the angles between
them were evaluated to verify a phase out of the ICCD data (The international centre for diffraction data).
In this thesis, the TEM investigations were carried out at Karlsruhe institute of technology (KIT)
in the group of Prof. Dr. Christian Kübel. The lamella was prepared by Dr. Mohammad H. Fawey
and the TEM measurements were performed by M.Sc. Saleh Gorji. For cross-sectional high resolution
transmission electron microscopy (HR-TEM) investigations, TEM lamella was prepared by focused ion
beam (FIB) using a FEI Strata 400S equipped with an OmniProbe 200 micromanipulator for in-situ
lift-out. The lamella was prepared in a way that an observation plane perfectly perpendicular to the
film cross-section is obtained. TEM sample preparation was initially performed at 30 kV with an ion
beam current of 16 nA, followed by cleaning with a 6.5 nA ion beam current. The final thinning step
of the area of interest at the interface was performed at a low-voltage/low-current regime starting from
8 kV to 2 kV with ion beam current ranging from 56 pA to 3 pA. An aberration (image) corrected FEI
Titan 80-300 operating at 300 kV acceleration voltage and equipped with a US1000 slow-scan CCD cam-
era (Gatan Inc.), a high-angle annular dark-field (HAADF) detector (Fischione), and an SUTW (super
ultra-thin window) EDX detector (EDAX Inc.) were used to evaluate the crystallinity, interface quality
and composition.
3.6 Magnetic characterization
3.6.1 Superconducting quantum interference device (SQUID)
Because of reduced scattering of free electrons for almost all conductors, the resistance decreases at
low temperatures. However, for superconducting materials a different conducting mechanism happens
which leads to conductivity even at lower temperatures. The mechanism involves pairs of electrons with
opposite moments and spins which are called Copper pairs. These two mutually bound electrons acting
as one elementary particle with electric charge of q = 2e and mass of m = 2me constituting a copper
pair incorporate to electric conductivity at low temperature. This phenomenon results in quantum ef-
fects such as Josephson effect, conduction through a thin insulator barrier, which is used in magnetic
measurement.
Back in 1962, Josephson predicted that in a Josephson junction made of two superconductors which
are separated by a very thin insulator barrier (0.1-2 nm) due to the existence of Cooper pairs, a flow
of extraordinary current can be observed. The DC current in the junction, is, is proportional to the
critical current, ic, of the junction (above which the superconductivity vanishes) as well as the angle θ
representing the phase difference between wave functions of electrons in pair at each side of the junction
[162].
is = icsinθ (3.46)
f =
dθ
d t
=
2e
h
V = CiV (3.47)
If we supply a DC voltage, V , to the Josephson junction an alternating supercurrent flows through the
junction, oscillating with frequency of 2eV/h. The 2e/h is called the Josephson constant, Ci, which
depends only on the physical constants and is known to be equal to ∼ 483.6GHz/V. The standard
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volt is now defined as the voltage required to produce a frequency of 483.6GHz. Under high frequency
magnetic field, voltage versus current relationship in the Josephson junction changes with n quantized
steps of the value:
V (n) = nf
h
2e
= nf
1
Ci
(3.48)
This equation shows that the voltage across the junction depends only on Planck’s constant (h), electron
charge (e) and microwave frequency ( f ), three of which can be accurately measured. The voltage drop
is equal to zero in superconducting state until the current reaches the critical current (Ic). Above the
critical current, both normal electrons and the Cooper pairs incorporate to the conduction and so the
superconductor would behave like a normal conductor.
The superconducting quantum interference device (SQUID) is made of a superconducting ring with one
(RF) or two (DC) Josephson tunnelling junctions. The SQUID combines two effects; one is quantization
of magnetic flux and the other one is tunnelling by a weak link (Josephson effect). The quantized flux
in one ring with Josephson junction Φin is expressed as following:
θ + 2
Φin
Φ0
= 2pin (3.49)
In this relationship Φ0 is the magnetic flux quantum (fluxon) which depends only on physical constants
h and e:
Φ0 =
h
2e
= 2.07× 10−15Wb (3.50)
If cross section of the Josephson junction ring is 1 cm2 there would be a flux density of 2.067 × 10−11 T
which is sensitive enough for measurement of extremely small magnetic fields. The current in the ring
can be calculated as [163]:
is = ic sin
2piΦin
Φ0
(3.51)
Two years after the Josephson discovery, Jaklevic presented a quantum interference effect in two Joseph-
son junctions connected in parallel [164]. We can supply such device directly by a DC voltage. The
device is called DC SQUID with two Josephson junctions in a superconducting loop. In the absence
of external magnetic field, by establishing a constant input biasing current (Ib) it will split equally
into the two branches. However, If we apply a small external magnetic field to the superconducting
loop, a screening current (Is) start to flow in the loop generating a magnetic field to cancel the ap-
plied external magnetic flux. The induced current is in the same direction as input current in one
branch of the loop and is opposite to input current in the other branch. Thus, we have interference
between two different currents in two branches of the ring. The screening current (Is) induced by ex-
ternal magnetic flux is Is = −Φex/L with L being self inductance of the superconducting ring. The
total current in the branches becomes Ib/2− Is and Ib/2+ Is, respectively. As soon as the current in ei-
ther branch exceeds the critical current Ic of the Josephson junction, a voltage appears across the junction.
If the external flux is further increased, exceeding half of the magnetic flux quantum, Φ0, since the flux
in the superconducting loop must be an integer number of flux quanta, instead of screening the flux the
SQUID starts to increase it to Φ0. Under these circumstances, Is now flows in the opposite direction and
therefore every time the flux increases by half integer multiples of Φ0, Is changes its direction. This leads
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to oscillation of critical current as a function of the applied flux which acts as a flux to voltage converter.
If Ib is more than Ic, the SQUID operates in the resistive mode and the voltage is a function of the
applied magnetic field and the period equal to Φ0. The I − V curve of the DC SQUID shows hysteresis
and because of this, a shunt resistance R is connected across the junction to eliminate the hysteresis.
According to the above discussion, the measured voltage will oscillate with the changes in phase at the
two Josephson junctions (consisting of two half-ring devices shunted by a resistor R and a capacitor C),
depending on the change in the magnetic flux. We can evaluate the resulting flux change by counting
these oscillations. The change in the flux can be estimated from the change in the voltage:
∆V = R∆I (3.52)
∆V =
R
L
∆Φ (3.53)
The current flowing in such a device depends on the external magnetic flux as following relation [165]:
I = 2I0| cos piΦex
Φ0
| (3.54)
In low-temperature SQUID normally niobium layers are used as the superconducting material which
are separated by niobium oxide or aluminium oxide films. Since the SQUID sensor is highly sensitive to
any magnetic and electric noise, it is not used directly to measure magnetic flux. Instead, practically the
SQUID sensor is kept in a superconducting box held at temperatures below its Tc so that the box acts
as diamagnet and can protect the SQUID from any source of noise. This box is then connected to the
magnetic source by a coil made of superconducting wire which is often used as a flux transformer in the
form of a gradiometer for SQUID signal read-out and coupling with external voltage. There is a second
derivative detector array with two first order gradiometer coils mounted parallel to the field direction
(Z) within superconducting magnet so that the magnetic flux is homogeneous and the gradiometer is
relatively insensitive to field drift. Both the flux transformer and the SQUID device are in special vac-
uum flask known as "dewar". This cryostat is filled with liquid helium with boiling point of 4.2K for
low temperature measurements.
Applying a homogeneous magnetic flux B in the z-direction leads to a zero voltage drop between the
coils, however, a field gradient along the z direction for example by moving a sample through the pick-up
coils will produce a voltage drop. Such change in the magnetic flux will induce a voltage which is coupled
by a flux transformer to the input inductance placed next to the SQUID. A screening current is then
induced by the change in magnetic flux in the SQUID. The biasing current in the SQUID is optimised
in a way that the highest amplitude and sensitivity can be achieved for the resulting oscillating voltage
drop across the SQUID. In order to determine the magnetic moment of the measured sample, the mea-
surement software provides a non-linear least-square fitting routine which can be used to fit the resulting
voltage. This fitting correlates the speed of sample, its position, and the SQUID voltage. Since the
gradiometers are vertically mounted in the setup used for my experiments, only Z component of the
magnetization vector, Mz, is achieved for the sample.
In the MPMS setup used for my experiments, the sample is mounted on a reciprocating sample option
(RSO) head which allows high magnetic moment measurement resolution of 5×10−9 emu electromagnetic
unit (1Am2=103 emu). The sample is located in a plastic straw and is moved sinusoidally through the
center of the second order gradiometer. This sinusoidal movement combines the SQUID voltage mea-
surement setup with lock-in techniques and reduces the external noise from the measurement signal. A
schematic overview of the sample movement and SQUID voltage correlation with a RSO head is shown
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Figure 3.11: A schematic of (a) DC Josephson junction, and (b) the SQUID signal in correspondence
to the sample movement in a MPMS device from QuantumDesign using the Reciprocating
Sample Option (RSO), adapted from Ref. [167].
in the Fig. 3.11. The voltage versus position plot shows perfect symmetry which is rarely the case since
the thin film samples have at least two different phases of substrate and the film material with different
magnetic properties in case of a Quartz glass substrate and MnBi thin film on top, one is diamagnetic and
the other one is ferromagnetic. Under these circumstances, there are two centres of magnetic moment
with different magnetic nature in the z direction which leads to superposition of two measurement sig-
nals and an asymmetric SQUID-signal so the observed SQUID voltage could be distorted. To avoid such
distortion, one could choose the substrate as thin as possible and measure the bare substrate signal to be
later substituted from the overall measurement. Choosing the proper magnitude of applied field during
centring process allows a stronger signal for the ferromagnetic film material so that only film contribution
are obtained in the measurement. Inserting the sample in the plastic straw with its plane parallel or
normal to the z or applied field direction in case of MnBi and MnGa which both have an easy axis of
magnetization out-of-plane, will obtain in-plane and out-of-plane measured hysteresis loops, respectively.
All the SQUID measurements were performed in a commercial QuantumDesign magnetic property
measurement system (MPMS) device with applicable fields up to ± 7Tesla and the measurement tem-
perature capability from liquid helium temperature (∼4.2K) up to 350K. Sample size is limited by the
inner diameter of the sample bore which is 8.5mm. A more detailed description of MPMS measurement
principles can be found in Ref. [165, 166, 167].
3.6.2 Torque magnetometry
As the most powerful method to investigate the magnetic anisotropy in ferromagnetic materials, torque
magnetometry can be used to determine different characteristics of the system. From the periodicity of
the measured torque curve, the symmetry of the magnetic anisotropy can be directly observed. Using
Fourier analysis [168] or the Myajima method [169] the first and second order anisotropy constants can
be determined and by analysing the field dependency of the rotational hysteresis the anisotropy field can
be precisely measured. Moreover, we can analyse competing anisotropies [170] and define spin reorienta-
tion temperature in case such characteristics are applicable to the magnetic system under investigation.
A more thorough investigation can derive information on magnetic instability and magnetic reversal
processes as well [171, 172].
47
The torque measurements for the samples studied in the current thesis were performed by Dr. Iliya
Radulov (in group of Prof. Gutfleisch, institute of functional materials, TU Darmstadt) using the torque
magnetometry option attached to the commercial QuantumDesign physical property measurement sys-
tem (PPMS) device. Similar to the SQUID machine discussed above, the PPMS system is a cryostat
inside a superconducting magnet as well but with a wider diameter of dewar which can accommodate the
torque setup. Moreover, the PPMS system is capable of applying magnetic fields up to 14T while the
applicable temperature range is 10-400K. This is of great importance since for the torque measurement
high magnetic fields, sufficiently higher than the anisotropy field of under study material (H >> HK),
are necessary to ensure the magnetization is parallel to the applied field in all measurement steps [168].
The sample holder of the PPMS torque setup consists of a Wheatstone bridge and a piezoresistive
Figure 3.12: A schematic of piesoresistive silicon torque chip used in torque magnetometry setup of PPMS
device along with illustration of measurement angles, adapted from Ref. [175].
micro fabricated silicon torque lever chip. It measures the angular dependency of the magnetic torque
τ with respect to the applied field B (torque τ = m × B) in a sample with magnetic moment of m
(see Fig. 3.12). The sample is mounted on this chip in PPMS rotator, and piezoresistive technique is
used to detect twisting (deflection) of the torque lever about the lever’s symmetry axis when the sam-
ple is subject to torque. Due to the mechanical stress caused by the magnetic torque there will be a
change in resistance ∆(R1 − R2) in piezoresistive torque chip proportional to the torque which can be
very accurately measured by the Wheatstone bridge. The resulting curve plots the torque required to
rotate the saturation magnetization away from the easy axis as a function of the angle of rotation. The
measurement starts with zero rotation while the field is applied perpendicular to the film plane and then
the rotation angle monotonically changes up to 360◦ [84, 173, 174]. The sample mass and size must be
limited to 10mg and 1.5mm × 1.5mm × 0.5mm to prevent the torque signal greater than 5× 10−5 N.m
and prevent the torque-lever chip from breakage. The on-chip current loop is used to provide known
magnetic moment and accurate calibration of change in resistance as a function of torque. The moment
and torque sensitivity of the setup is 1×10−7 emu and 1× 10−8N.m, respectively [175].
The uniaxial magnetocrystalline anisotropy energy (EK) can be expressed with the first two coefficients
of a power sin(θ ) series in which θ is the angle between anisotropy (or c-axis which is the easy axis
and lies out-of-plane for the films under study) and magnetization direction, and all the terms with
odd powers are zero because of the hexagonal crystal symmetry [79]. Considering the effect of shape
anisotropy Es energy which acts opposite to the uniaxial anisotropy energy as well as the magnetostatic
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energy EMS due to the angle between the field and direction of magnetization (Φ), the total anisotropy
energy per volume of the sample V is given as [168]:
Etotal = EK − ES + EMS (3.55)
Etotal
V
= K1sin
2θ + K2sin
4θ − 2piM2s sin2θ + MsHcosΦ (3.56)
The torque L is expressed as [168]:
L
V
= −MsHsinΦ (3.57)
Differentiating the Etotal with respect to θ to find the direction of Ms for the minimum energy, we find
L as a function of angle θ [168]:
L
V
= Asin(2θ ) + Bsin(4θ ) (3.58)
A= K1 + K2 − 2piM2s (3.59)
B = −1
2
K2 (3.60)
If the applied field is high enough (H >> HK) we can make sure that the magnetization is always parallel
to the field and the angles between anisotropy and magnetic field (α) would be nearly the same as the
angle between anisotropy and magnetization (θ ). The saturation magnetization (Ms) can be measured
in SQUID or PPMS device. By Fourier expansion of the measured torque curve, K1 and K2 can be easily
calculated. In the Eq. 3.58, A and B are first and second Fourier coefficients of the sinusoidal torque
curve L(2θ ), respectively [168].
3.7 Theoretical investigations of exchange interface
In this section the theoretical methods which were employed to investigate exchange interactions at the
interface of hard/soft magnetic phases in the exchange coupled (MnBi/FeCo and MnGa/FeCo) bilayer
samples, were shortly discussed. The corresponding models and packages which were used to simulate
the structures close to the hard/soft interface and calculate the exchange energies involved are also
mentioned along with the exchange parameters applied in the calculations. More details regarding the
theoretical procedure can be found in the supplemental material provided with Ref. [106].
3.7.1 Density functional theory calculations
Density functional theory (DFT) was first introduced by P. Hohenberg and W. Kohn [176] and after-
wards it was developed further by W. Kohn and L. J. Sham [177]. Using DFT, the energy (and hence
other properties) of a system in the ground state can be predicted as a “functional” of its electron density
(ρ(~r)) [178]. In this theory, instead of using the wave function as the primary variable, the electron
density (ρ(~r)) which itself is a function of coordinates (~r) is used in the calculation of the ground state
energy. That is the reason it is called density functional theory. In the following, a few basic definitions
and theorems regarding DFT are shortly reviewed.
The total energy of a system of atoms or molecules can be calculated using the Schrödinger equation
which is defined as [179, 180]:
HˆΨi(~r1,~r2, ...,~rn, ~R1, ~R2, ..., ~Rm) = EiΨi(~r1,~r2, ...,~rn, ~R1, ~R2, ..., ~Rm). (3.61)
49
In this equation, Hˆ is the Hamiltonian operator for any atomic and/or molecular system consisting of
n electrons and m nuclei, ~rn and ~Rm represent coordinates of electron and nuclei, respectively, Ψi is the
overall wave function of the system and Ei are the energy eigenvalues, which results from the Hamiltonian
operator acting on the wave function of the system.
In practice, calculating the precise wave function and hence the total energy of a system is not feasible,
however, using high level quantum chemistry approaches for small systems, obtaining a very good (almost
accurate) approximation of the wave function is possible. Thus, a more efficient approach is required
for larger systems. The above-mentioned Hamiltonian can be written in atomic unit as the following
expression [178]:
Hˆ = −1
2
n∑
i=1
∇2i︸ ︷︷ ︸
Te
− 1
2
m∑
A=1
1
mA
∇2A︸ ︷︷ ︸
Tnu
−
n∑
i=1
m∑
A=1
ZA
riA︸ ︷︷ ︸
Ve−nu
+
n∑
i=1
n∑
j>i
1
ri j︸ ︷︷ ︸
Ve−e
+
m∑
A=1
m∑
B>A
ZAZB
rAB︸ ︷︷ ︸
Vnu−nu
. (3.62)
In the above Hamiltonian, mA, ZA, riA, ri j and rAB are the mass of nuclei, atomic number, distance
between electron-nuclei, distance between electron-electron and distance between nuclei-nuclei, respec-
tively. T and V stand for the kinetic and potential energies, respectively (“e” and “nu” subscripts refer
to electrons and nuclei, respectively) [178].
In order to simplify the general Hamiltonian in Eq. 3.62, it is assumed that the electrons motions
can be considered in the field of static nuclei since the mass of nucleus is much larger than that of the
electron, the movement of nuclei in an atom is much slower than that of electrons. This approach is
known as the Born-Oppenheimer approximation [181]:
Hˆelecψelec(~rn; ~Rm) = Eelec(~Rm)ψelec(~rn; ~Rm), (3.63)
Therefore, to calculate the total energy it is essential to solve Eq. 3.63 and then using the Born-
Oppenheimer approximation the contribution of the nuclei to the total energy of the system can be
added to the electronic contribution as a parameter. Although the Born-Oppenheimer approximation to
some extent facilitates the problem of solving the Schrödinger equation, the difficulty still remains for
large systems [178].
The electron density in a volume element (d~r1) for a n-electron system over the spin coordinates is
defined as:
ρ(~r1) = n
∫
· · ·
∫
|Ψ{(~r1), (~r2), ..., (~rn)}|2ds1d~r2...d~rn, (3.64)
which is the core of density based methods for calculation of ground state energy. Based on the Eq.
3.64, the total number of electrons in the system (n) over the entire space can be obtained using [178]:
n =
∫
ρ(~r)d~r. (3.65)
Hohenberg and Kohn first proved that the electron density of a system can uniquely determine the
Hamiltonian and the ground state energy and other properties of that system [176]. Therefore, the
following relation can be written [178]:
ρ0(~r)→ Hˆ → E0. (3.66)
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Based on this theorem, the total energy as a functional of electron density can be written as [178]:
E0[ρ0(~r)] = T[ρ0(~r)] + Ee−nu[ρ0(~r)] + Ee−e[ρ0(~r)] =
∫
ρ0(~r)Vext(~r)d~r︸ ︷︷ ︸
particular system
+ T[ρ0(~r)] + Ee−e[ρ0(~r)]︸ ︷︷ ︸
every system=FHK[ρ0(~r)]
.
(3.67)
The second term, the system independent energy (FHK[ρ0(~r)]), includes the contributions of kinetic and
electron-electron repulsion energies. If it was possible to accurately solve this energy term, one could
obtain the exact answer to the Schrödinger equation. Although, so far only approximations are made to
deal with this problem. The repulsive electron-electron term can be written as [178]:
Ee−e[ρ0(~r)] =
1
2
∫ ∫
ρ0(~r1)ρ0(~r2)
~r12
d~r1d~r2︸ ︷︷ ︸
J[ρ0(~r)]
+Eqm[ρ0(~r)], (3.68)
in which the term Eqm[ρ0(~r)] refers to all the quantum mechanical contributions including the electron-
electron correlations, exchange and self interactions, while J[ρ0(~r)] is the classical Coulomb interaction.
Kohn and Sham [177] proposed a method to solve the kinetic energy contribution in Eq. 3.67 since it
can introduce large deviations in the total energy. They assumed that since it is not possible to obtain
the exact kinetic energy of an interacting system (T[ρ0(~r)]), this term can be divided into two parts:
the kinetic energy of a “non-interacting” system (TS) and the remaining effects corresponding to the
interacting system (T − TS). The proposed kinetic energy by Kohn-Sham can be written as [178]:
TS = −12
n∑
i=1
〈φKSi |∇2|φKSi 〉, (3.69)
in which n is the number of electrons in the system and φKSi represents one-electron Kohn-Sham spin
orbitals. Therefore, the Hohenberg-Kohn functional, FHK[ρ(~r)], can be written as [178]:
FHK[ρ(~r)] = TS[ρ(~r)] + J[ρ(~r)] + EXC[ρ(~r)]. (3.70)
In this important formula, EXC[ρ(~r)] is the sum of (T − TS), electron-electron self-interaction, exchange
and correlation effects, all of which are unknown. Therefore, the total energy can be written as [178]:
E[ρ(~r)] = TS[ρ(~r)] + J[ρ(~r)] + EXC[ρ(~r)] +
∫
ρ(~r)Vext(~r)d~r︸ ︷︷ ︸
Ee−nu[ρ(~r)]
. (3.71)
Now the Veff should be defined so that the resulting one-electron Kohn-Sham spin orbitals exactly provide
the density of the real system. For this, we refer to Eqs. 3.69 and 3.71 and expand Eq. 3.71 as [178]:
E[ρ(~r)] = −1
2
n∑
i=1
〈φKSi |∇2|φKSi 〉︸ ︷︷ ︸
TS[ρ(~r)]
+
1
2
n∑
i=1
n∑
j=1
|φKSi (~r1)|2 1r12 |φ
KS
j (~r2)|2d~r1d~r2︸ ︷︷ ︸
J[ρ(~r)]
+ EXC[ρ(~r)]−
n∑
i=1
∫ m∑
A=1
ZA
r1A
|φKSi (~r1)|2d~r1︸ ︷︷ ︸
Ee−nu[ρ(~r)]
.
(3.72)
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Finally, the variational principle is applied to the total Hamiltonian and minimum energy eigenvalues
(εi) can be obtained as [178]:
[
− 1
2
∇2 +
Veff︷ ︸︸ ︷(∫
ρ( ~r2)
r12
d~r2 −
M∑
A=1
ZA
r1A︸ ︷︷ ︸
Vext
+VXC(~r1)
)]
φKSi = εiφ
KS
i , (3.73)
where the electron density of the real system can be expressed from the Kohn-Sham spin orbitals as
[178]:
ρ(~r) =
n∑
i=1
|φKSi (~r)|2, (3.74)
with n equals to the number of electrons. Eqs. 3.73 and 3.74 are referred to as the Kohn-Sham equations.
In Eq. 3.73, Veff is the effective potential in which only VXC(~r) (potential due to the exchange-correlation
energy equal to
δEXC[ρ(~r)]
ρ(~r)
) term is unknown. Unlike the Hartree-Fock scheme where the approxima-
tions are entered from the first step because of the nature of the Slater determinant [182, 183], in the
Kohn-Sham formulations it is only after Eq. 3.73 where the approximations are introduced. If finding
the exact value for EXC was possible, the ground state energy obtained from DFT would be close to the
exact value.
To sum up, the overall procedure to solve the Kohn-Sham equations for a fixed geometry (single-point
calculation) is as the following sequence [178]:
• Starting with an initial ρ(~r),
• Obtaining the Veff and determining a new ρ(~r) using Eqs. 3.73 and 3.74,
• Using the obtained Kohn-Sham orbitals from Eq. 3.73 to calculate the kinetic energy via Eq. 3.69,
• Continuing this cycle until ρ(~r) is converged within a certain criterion and then total energy can
be calculated using Eq. 3.72.
Density functional theory (DFT) calculations were performed by Dr. Ashkan Moradabadi from Freie
Universität Berlin using the projected augmented wave method as implemented in the VASP code [184]
for both MnBi/FeCo and MnGa/FeCo bilayer systems. The exchange correlation functionals were pa-
rameterized using the generalized gradient approximation (GGA) as in Ref. [185]. The effect of the
GGA+U approximation was also investigated for MnBi since it is important to understand the bulk
anisotropy [186] but it had no significant influence on the interface properties.
Two MnBi/FeCo models with different FeCo orientations were considered in the DFT calculations,
MnBi (001)/FeCo (110) and MnBi (001)/FeCo (111), which are used as the starting structures in both of
their crystalline and amorphous states. The corresponding crystalline lattice parameters were then used
to generate the above-mentioned amorphous structures using ab initio-based molecular dynamics (AIMD)
calculations implemented in VASP at 500 ◦C (773K) after 10 ps run for the FeCo (111) and 2 ps run for
the FeCo (110) surfaces, respectively. All models were constructed as symmetric and non-stoichiometric
slabs so that their interface formation energies would be comparable. To study the influence of chemical
composition on the interfacial properties, FexCo(1-x) layers with two different stoichiometries, i. e. Fe3Co5
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and Fe5Co3, were considered. The thickness of the MnBi layer in MnBi (001)/FeCo (110) and MnBi
(001)/FeCo (111) interfaces was ∼ 1 nm and ∼ 1.5 nm, respectively. The modelled FeCo layer had a
thickness of ∼ 1 nm.
For the MnGa/FeCo system, similar ab initio-based DFT calculations were performed using the VASP
code [184]. For the bulk structures, tetragonal MnGa (P4/mmm, a=b=2.711Å and c=3.663Å) and
alloy structures of cubic Fe3Co5 and Fe5Co3 (Im3¯m, a=b=c=5.741Å) were considered. After the full
geometry optimization for bulk MnGa and FeCo, two MnGa/FeCo interface models were constructed,
MnGa (001)/Fe3Co5 (001) and MnGa (001)/Fe5Co3 (001), using a 2×2 supercell of MnGa (001) and a
1×1 supercell of FeCo (001) with 88 atoms in total. Symmetric and non-stoichiometric slabs were con-
structed so that their corresponding interface formation energies would be comparable. The thickness
of the MnGa and FeCo layers in these models were ∼ 1.5 nm and ∼ 1.8 nm, respectively. To resemble
the experimental conditions, 13 of the bottom layers for MnBi (MnGa) were fixed. At least 14 Å vacuum
was considered when constructing the supercells using slab models to minimize the interaction between
periodic images and minimize any artificial interactions.
In order to compare the thermodynamic stability of different interfaces, interface formation energy γint,
which is a measure of the stability of the corresponding interface, was calculated for both MnBi/FeCo
and MnGa/FeCo systems using the following equation:
γint =
1
2S
[
Eint − n1EMnBi(MnGa)bulk − n2EFeCobulk +
∑
i
µi
]
, (3.75)
where S and Eint are the area and the total energy of the whole interface, E
MnBi(MnGa)
bulk and E
FeCo
bulk are
the total energies per formula unit of MnBi (MnGa) and FeCo, and n1 and n2 are the number of bulk
units of MnBi (MnGa) and FeCo in the models, respectively. The µi is the chemical potential of any
missing atoms summation of which maintains the stoichiometry. The chemical potential corresponds
to any missing atoms in this model which is obtained from total energies per atom in metallic bulks
of Mn, Bi (Ga), Fe and Co. It should be noted that for the interface formation energies of the amor-
phous and disordered phases, the reference EFeCobulk of the crystalline FeCo phase is used. Using reference
EFeCobulk of amorphous FeCo phase would result in even smaller (more favorable) interface formation energies
for amorphous and disordered cases. The result of these calculations are shown in Tab. 5.1 and Tab. 5.2.
The interface exchange coupling energy J int was obtained using the following relation:
J int = (EAFM − EFM)/S, (3.76)
where EAFM and EFM are the DFT total energies for antiferromagnetic (antiparallel) magnetization
alignment (AFM), and ferromagnetic (parallel) magnetization alignment (FM), respectively. To obtain
EAFM and EFM, the final relaxed structures of the interfaces has been used and then DFT relaxation
were performed with antiparallel and parallel magnetizations for FeCo, respectively. This expression of
J int is widely used to estimate the interface exchange coupling energy by using the first-principles results
as input, as shown in other exchange-spring magnetic system [187, 188].
Based on the optimized lattice parameters using DFT calculations, the lattice mismatch between the
MnBi (001) and FeCo (110) is 4.8% with a 10.5◦ angular misfit while the lattice mismatch between MnBi
(001) and FeCo (111) is 7.1% with zero angular misfit. The implemented MnBi (001)/ FeCo(111) model
consisted of a 2×2 supercell of MnBi (001) and a 1×1 supercell of FeCo (111) with 96 atoms in total. In
the MnBi (001)/FeCo (110) model modelled here, a 6×6 supercell of MnBi (001) together with a 5×5
supercell of FeCo (110) with 752 atoms in total were used to achieve the 4.8% lattice misfit. For the
53
calculation of MnBi (001)/FeCo (111) interface, 3×3×1 k-point mesh was used and the calculation of
MnBi (001)/FeCo (110) was performed with gamma-point. The energy cutoff for all the calculations
was 360 eV. The convergence tests of the energy cutoff and k-point mesh with respect to the magnetic
moments of the elements in their bulk states and energy per atom were conducted. The lattice mismatch
between MnGa (001) and FeCo (001) after cell optimization was ∼ 4.2%. For the MnGa (001)/FeCo
(001) interface, a 3×3×1 k-points mesh was used. The energy cutoff for all the calculations was 500 eV.
Convergence tests of the energy cutoff and k-point mesh with respect to the force of 0.03 eVÅ−1 per
atoms were also performed.
3.7.2 Micromagnetic simulation
Using the results from DFT calculations as input, micromagnetic simulations were performed by Dr.
Min Yi from TU Darmstadt and Dr. Ashkan Moradabadi from Freie Universität Berlin within a sim-
plified model based on single crystalline structures to investigate the mechanism of exchange coupling
in MnBi/FeCo and MnGa/FeCo magnets using the 3D NIST OOMMF (object oriented micromagnetic
framework) code [189]. For this model, the thickness of the hard MnBi layer was set as 40 nm, and
the thickness of the FeCo soft layer was varied in the range of 0.5-8 nm. The lateral size was cho-
sen as 8×8 nm2 and an in-plane periodic boundary condition was applied. The model was discretized
by 0.4 nm×0.4 nm×0.1 nm cuboid cells. Magnetic reversal curves were calculated by setting the initial
magnetization along a positive z axis and changing the external magnetic field along z axis from 2.5T
to –2.5T. To model MnGa/FeCo bilayers, the thickness of the hard MnGa layer were set as 40 nm.
The thickness of the soft FeCo layer was varied in the range of 0.5-8 nm. The lateral size was chosen
as 8×8 nm2 and an in-plane periodic boundary condition was applied. The model was discretized by
0.4 nm×0.4 nm×0.1 nm cuboid cells. Magnetic reversal curves were calculated by setting the initial mag-
netization along the positive z axis and changing the external magnetic field along z from 3.5T to –3.5T.
In order to characterize the degree of exchange coupling between MnBi (MnGa) and FeCo layers
through the interface, the exchange stiffness constant Aint was estimated according to the method pre-
sented in the OOMMF code [189]. According to this approach, the contribution of exchange energy
density is numerically expressed as [189]:
Ei =
∑
jεNi
Aij
~mi · ( ~mi − ~mj)
∆2ij
. (3.77)
Here, Ei is the exchange energy density of cell i, Aij is the exchange parameter between two cells, ~mi
and ~mj are the magnetization unit vectors of the two i and j cells and ∆2ij is the discretization steps
between two cells. Thus, the variation of micromagnetic exchange energy density can be approximated
by δEi ∼= 2Aint/∆z2, in which ∆z = 0.1 nm is the distance between the two adjacent grid cells along the
z direction.
The energy density difference (δEi) from numerical approximation is assumed to be equal to that
obtained from DFT calculations:
δEi ≈ Ivol = J int/∆d, (3.78)
where Ivol is the volumetric energy density from ab initio-based calculations, and Jint is the interface
exchange energy (with one interface) as explained in Eq. 3.76. The ∆d is the average distance at the
interface estimated from the relaxed interface structures.
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Finally, the interface exchange stiffness constant (Aint), which characterizes the exchange coupling
between MnBi (MnGa) and FeCo layers through the interface, can be estimated using the following
equations:
2Aint/∆z2 = Ivol = J int/∆d, (3.79)
thus,
Aint ≈ Ivol∆z2
2
≈ J int∆z2
2∆d
. (3.80)
in which Ivol is the volumetric energy density resulted from dividing of J int by the average interface
distance obtained from the crystal structures after DFT relaxation. The ∆z = 0.1 nm is the cell size in
the z direction. The resulting values of γint, J int and I int for MnBi/FeCo and MnGa/FeCo systems are
shown in Tab. 5.1 and Tab. 5.2 in “Results and discussion” section, respectively.
The bulk parameters for exchange stiffness, A, and uniaxial anisotropy constant, K , for MnBi/FeCo
bilayer system were set as: AFeCo=10 pJ/m, AMnBi=8pJ/m, KFeCo=0MJ/m3, and KMnBi=1.86MJ/m3
(using my experimental data measured with torque magnetometer) [34, 190]. The saturation magneti-
zations, MFeCos and M
MnBi
s , were also obtained from the DFT calculation results.
The bulk parameters for exchange stiffness A, Ku, and Ms for MnGa/FeCo bilayer system were set as the
following values: AFeCo=10pJ/m [190], AMnGa=10pJ/m [191], KFeCo=0 MJ/m3 [190], KMnGa=2.1MJ/m3
(using my experimental data measured with torque magnetometer), MFeCos =2.47T and M
MnGa
s =1.05T.
The last two values of Ms were obtained from the DFT calculations.
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4 Growth of MnBi and MnGa thin films
This chapter is dedicated to the growth process of the thin film and bilayer samples studied in current
thesis. First, the technical details are provided for radio frequency (RF) magnetron sputtering unit used
in this study for thin film deposition. In addition, the details regarding the deposition process and heat
treatment parameters used for growth of c-axis textured LTP-MnBi (001) and epitaxial L10-Mn1.5Ga
(001) thin films are given. Moreover, the growth process of the exchange coupled MnBi/FeCo and
MnGa/FeCo bilayer samples are described in detail.
4.1 Magnetron sputtering deposition
The films studied in this thesis were deposited in a custom-made RF magnetron sputtering system with
water cooled chamber walls and three sputtering sources. The sputtering system is equipped with a
load lock and the base pressure of the vacuum chamber is maintained at approximately 5.0× 10−6 Pa
by a S40B TRIVAC turbomolecular pump from LEYBOLD-HERAEUS GmbH with pumping speed of
40 cubic meter per hour and an ultimate vacuum of less than 2.5Pa. The load lock is used to ensure
that the system could be kept at high vacuum without interruption by loading the samples into the
chamber, thus minimizing the presence of residual gases during deposition. In order to do so, the load
lock is evacuated using a rotary pump. The chamber is also equipped with a 250W halogen heating
lamp which was used to heat the substrate holder and the substrate to a maximum of 650 °C for heating
of the substrate during the deposition or for post annealing heat treatment.
The sputtering chamber had three different independent sputtering sources all equipped with a mag-
netron beneath them providing a magnetic flux of ∼ 160G. All three sputtering guns are attached
to a RF/DC power supply (Advanced Energy (AE) CESAR or MDX 500). For deposition of MnBi
films, alloy sputtering targets with two inch diameter and 14 inch thickness of 99.95% purity prepared
by powder metallurgy (Alineason Materials Technology GmbH) were used inside of a shuttered mag-
netron sputtering gun. For the most part of the MnBi deposition experiments, a target with Mn55Bi45
(at.%) composition was used since it has shown the optimum magnetic properties (see section 5.1.3).
However, for composition verification experiments two other MnBi targets with the same dimension as
for the main target but with different stoichiometries of Mn50Bi50 (at.%) and Mn60Bi40 (at.%) were
also used. To deposit MnGa thin films, an alloy target with starting stoichiometry of Mn60Ga40 (at.%)
was used. For a better heat conductivity, all alloy targets were bonded to a Cu plate (∼ 1mm thick)
using Indium paste. This is also to prevent the target from cracking as a result of thermal shock
caused by heat generation due to the applied power to the sputtering gun during deposition. Argon
was flown into the chamber from bottom of the chamber. The flow rate of gas was controlled by mass
flow controller manufactured by MKS Instruments attached to a multichannel flow ratio/pressure con-
troller type 647C from MKS instruments. The working pressure of the system was monitored by a
vacuum cold cathode ion gauge manufactured by LEYBOLD, model COMBIVAC CM31, while the pres-
sure during the deposition was monitored by a Baratron capacitance manometer from MKS instruments.
The process for deposition of MnBi films followed the general procedure described below. First, the
substrate (Quartz glass) with dimension of 5×5×0.5mm3 (two side polished from CrysTec GmbH) was
fixed onto a disk-shaped substrate holder made of stainless steel (∼ 3 cm diameter and ∼ 2 cm height)
using silver paste (TED PELLA, INC.). A second substrate was also mounted in a similar way close to
the first substrate at the centre of the holder, part of which was covered with a small shadowing plate
screwed to the holder, for subsequent thickness and rate determination in profilometer. The holder was
heated to ∼ 30 °C for 10min using a lamp heater (Philips, 40W) in order to cure the paste. Before
loading the substrate into the load lock, the surface was blown with high purity N2 gas to dislodge
any dust or particulate that had developed during substrate preparation. Afterwards, the holder is
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Figure 4.1: A schematic of the custom-made magnetron sputtering unit which was used for deposition
experiments in current thesis.
placed face down on the transfer arm into the N2-vented load lock. After pre-pumping of the load
lock with the rotary pump followed by pumping with turbo-molecular pump down to 2.0×10−4 Pa, the
gate valve is opened and the substrate holder is transferred to the main chamber and mounted on the
manipulator column connected to the heater assembly. Subsequently, the gate valve is closed and the
substrate holder and heater assembly are lowered into place above the sputtering source with a dis-
tance of 15 cm (throw distance). The chamber was evacuated with turbo-molecular pump for minimum
8hours to reach the base pressure of 5.0×10−6 Pa before the start of deposition. Argon gas is then
flown into the chamber through the gas inlet connected to the bottom of the chamber. The flow rate
is controlled with a multi channel flow ratio controller (MKS type 647 C) and the system pressure
is maintained by an automated butterfly valve that throttled the turbopump connected to a exhaust
valve controller (MKS type 152G). Argon was flown into the system at a rate of 4 sccm with a pres-
sure of ∼ 4Pa. At these settings, the DC power supply (Advanced Energy (AE), DC: MDX 500, RF:
CESAR 136) connected to the source containing the MnBi target was turned on to spark the plasma.
For MnBi alloy target at ∼ 4W the plasma was ignited and then the power is increased to 20W. Af-
terwards, the target surface was pre-sputtered for 15 minutes to remove possible oxide monolayers on top.
Before the deposition starts, argon gas flow rate is reduced to 0.40 sccm followed by automatic opening
of the butterfly valve connected to the turbo pump to set a reduced pressure of ∼ 0.7 Pa. After the
pressure is stabilized, the shutter on top of the sputtering source is opened to allow deposition of MnBi
onto the substrate. The optimized growth parameters of 0.7 Pa Ar gas pressure at 20W sputtering power
leads to a growth rate of 0.04 nm/s. Once the sufficient time has passed to deposit a film with desired
thickness, the source shutter is once again closed. Then the argon gas is turned off and the turbopump
main gate valve is fully opened to return the system to the base pressure.
MnBi thin films were typically grown at room temperature but they must be annealed in situ to form
LTP MnBi phase. At this point, the substrate heater is turned on to start the post-annealing process.
The annealing program can be set either manually on the temperature controller itself (Eurotherm, In-
vensys 3500) or via the temperature controller software (iTools) installed on the computer connected
to the sputtering unit. The temperature of the substrate holder is inferred by a thermocouple located
inside of the heater assembly right below the heating lamp. The films are subsequently annealed for 1 hr
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(dwelling time) in situ under vacuum (∼ 2.0×10−5 Pa) at the annealing temperature, Tann, which was
varied for different samples in the range of Tann = 250 °C to 450 °C. The temperature was ramped up
and down with a rate of 20 °C/min and 10 °C/min, respectively.
In case of MnGa thin films a growth temperature must be applied and a single crystalline MgO
(100) substrate (from CrysTec GmbH) is used which must be preheated before the deposition. For the
preheating process, the substrate is heated to 650 °C and maintained at this temperature for half an
hour. During the substrate heating, the ion gauge pressure reading after 30 minutes of heating at 650
°C is roughly ∼ 1.0×10−5 Pa. After cooling down to room temperature and heating again to 350 °C,
a chromium (Cr) buffer layer with a typical thickness of ∼ 25 nm was deposited from a 3mm thick Cr
target (99.99%) onto the MgO (100) substrate. The optimum growth parameters for chromium buffer
layer in the sputtering setup used in these experiments were 2.5Pa Ar gas pressure at 20W sputtering
power with substrate to source distance of 15 cm leading to a growth rate of 0.017 nm/s. The MnGa layer
was deposited onto the Cr buffer layer using an alloy target with a composition of Mn60Ga40 (at.%) at
different substrate temperatures varied from 350 °C to 600 °C to find the optimized growth temperature
in order to achieve the highest degree of crystallinity. The optimum growth parameters in the sputtering
system used in these experiments for deposition of MnGa layer with minimized deposition rate of 0.04
nm/s were found to be 0.8Pa Ar gas pressure, using 450 °C substrate temperature, at 20W sputtering
power with a target to substrate distance of 15 cm. The temperature was ramped up and down with a
rate of 20 °C/min and 10 °C/min, respectively.
For synthesis of exchange coupled bilayers of MnBi(MnGa)/FeCo, the exact same procedures men-
tioned above were followed to deposit the hard magnetic layers. Only after deposition of MnBi or MnGa
thin films a soft magnetic FeCo layer was also deposited on top. The optimum growth parameters found
for FeCo layer were as follows: 2.5 Pa Ar gas pressure, at 80W sputtering power with a target to substrate
distance of 8 cm at a substrate temperature of 100 °C which leads to a slow deposition rate of 0.008 nm/s.
In case of MnBi/FeCo exchange spring bilayers, the FeCo layer was deposited using two alloy sputtering
targets with two different stoichiometries. A Fe-rich target with composition of Fe65Co35(at.%) and a
Co-rich target with composition of Fe35Co65 (at.%). In case of MnGa/FeCo exchange spring bilayers,
only a Co-rich FeCo layer was deposited as the soft magnetic layer, since based on the theoretical cal-
culations it was known that this is in favour of exchange coupling. The thickness of the FeCo layer has
been varied for MnBi/FeCo and MnGa/FeCo bilayer samples between 1-3 nm and 2-8 nm, respectively.
At the final step, after cooling down the sample to room temperature a thin tantalum, aluminium or
chromium capping layer was deposited on the MnBi, MnGa or FeCo thin film following the general de-
position steps as mentioned above to prevent oxidation when the samples are removed from the vacuum
chamber. The deposition parameters for capping layer are 1 sccm of argon flow, 3Pa of argon pressure,
20W sputtering power, throw distance of 15 cm, and the growth temperature of 120 °C which resulted
in a growth rate of 0.5 nm/min. At this point, the plasma is turned off and the substrate holder is then
left in argon atmosphere for one hour to cool down before the sample is removed from the system for
subsequent tests.
4.1.1 Temperature calibration
In the magnetron sputtering unit used for my experiments, the original thermocouple wire is posi-
tioned right below the heater lamp. There is roughly a 4 cm gap to the backside of the substrate
holder when it sits face down at the end of the heater column attached to the manipulator. The
existence of this gap makes it necessary to calibrate the temperature at the beginning and realize how
much the actual temperature at the substrate position differs from the set temperature of the heater lamp.
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For this purpose, a second thermocouple wire was inserted into the vacuum chamber and screwed
to the front side of the substrate holder. The wire tip was attached to the holder at the exact sitting
position of the substrates by means of silver paste. Different temperatures were applied in the range of
50 °C to 600 °C and the reading of actual temperatures was done at both thermocouples every 10 s.
Fig. 4.2 summarizes the result of temperature calibration study. Fig. 4.2-(a) shows that even with
the applied temperature as high as 600 °C, it will take only around 20min for the temperature to reach
the set value and settle. The higher the value of set temperature, the shorter the settlement time. On
the other hand, for higher Tset values there would be bigger difference between the set temperature and
the actual temperature reading at the substrate position which means the actual growth temperature
would be lower than the set value.
Figure 4.2: Result of temperature calibration: (a) heating curves vs. time for different applied tem-
peratures in the range of 50 °C-600 °C, and (b) the linear relationship between applied
temperature, Tset, and substrate temperature, Tsub.
The graph in Fig. 4.2-(b) shows the relation between set temperature (reading the main thermocouple)
and actual temperature at substrate position (reading the additional thermocouple). Although there is
a fairly linear relationship between Tset and Tsub a linear fitting to the data points shows that the
Tsub=0.663 Tset. From this point onward in this thesis all the mentioned temperatures are in reference
to the actual temperature or the substrate temperature.
4.1.2 Stylus surface profiling
To directly measure the thickness of the films with a stylus profiling system, the film had to exhibit
a step structure on a plane substrate. For that, during each deposition a second substrate was placed
along with the main substrate on the substrate holder part of which was covered by a shadowing plate
screwed to the substrate holder. This half-deposited layer then was used for thickness determination by
profilometry. The measurements were done using a Bruker Dektak-XT stylus surface profiling system. A
diamond stylus (with tip curvature of ∼ 10 µm) is pulled along the surface at constant velocity and the
step height is measured by a pick-up system. A suitable hardness of the film and the plane substrate is
necessary for precision. The load applied on the stylus tip was reduced to ∼ 10 µN to prevent destruction
of the sample surface. The measurement range varies from some 5 nm to some 10 µm with a resolution
of some Å in highest sensitivity.
59
5 Results and discussion
In this section, I present the result of growth and characterization studies of MnBi/FeCo and MnGa/FeCo
bilayer systems. In the first part, I discuss the growth optimization of “MnBi polycrystalline c-axis
textured thin films”. Effect of growth conditions such as annealing temperature, film thickness and
composition of sputtering target on the degree of crystallinity and resulting magnetic properties including
saturation magnetization, coercivity and magnetic anisotropy has been investigated. The result of this
growth study has been published in Ref. [34]. In the second part, “the exchange coupling effect in
bilayer system of MnBi/FeCo” has been investigated. Effect of thickness and composition of FeCo soft
magnetic layer on the degree of interlayer exchange coupling have been experimentally studied. To have
a better understanding of the structural and interfacial factors such as growth orientation and interface
roughness which control the exchange coupling, HR-TEM evaluations along with DFT calculations and
micromagnetic simulations have been performed. The result of these two studies have been published in
Refs. [192] and [106]. The third part of this section is dedicated to the growth of “MnGa epitaxial (001)
thin films” as the hard magnetic phase in the exchange coupled MnGa/FeCo bilayers. Here, the effect
of substrate temperature on the degree of crystallinity and the resulting magnetic properties including
saturation magnetization, coercivity and magnetic anisotropy has been investigated in MnGa thin films.
Finally, “the exchange coupling in MnGa/FeCo epitaxial bilayers” has been studied both experimentally
and theoretically considering the effect of soft layer thickness and composition. The result of these
studies has been published in Ref. [193].
5.1 MnBi polycrystalline c-axis textured thin films
5.1.1 Annealing study
As it can be observed from XRD spectrum shown in Fig. 5.1, for as-deposited MnBi films without
annealing only Bi peaks were observed. The fact that Mn peaks could not be observed can be explained
by the amorphous state of Mn after room temperature deposition. Fig. 5.2 shows room-temperature
XRD patterns of MnBi thin films as a function of Tann. Peak indexing shows hexagonal MnBi with
space group of P63/mmc and traces of residual bismuth for some films. When Tann>360 °C, MnBi
(002) and (004) peaks appear indicating the formation of LTP MnBi with c-axis texture. The resid-
ual Bi (003) peaks disappear for Tann>400 °C. Note that the unreacted Bi is also c-axis oriented. The
highest X-ray intensity of the MnBi peaks was observed for Tann=415 °C. The calculated c-axis lat-
tice parameter from the (002) peak is c=6.115±0.003Å, which is in agreement with the reported value
for single crystalline LTP MnBi [39]. There is an improvement in crystallinity and degree of texture
upon increasing annealing temperature, i. e., highest crystallinity is achieved only at the highest possi-
ble annealing temperature before reaching the thermodynamic decomposition temperature. Once the
annealing temperature is increased above Tann ∼ 420 °C, the MnBi film decomposes to Bi and Mn and
all reflections disappear pointing towards an amorphous state. As a result, the highest degree of crys-
tallinity is obtained close to the stability phase boundary beyond which the compound becomes unstable.
Room-temperature magnetization data for both out-of-plane and in-plane directions for MnBi thin
films annealed at different temperatures (Tann) between 265 °C and 430 °C are shown in Fig. 5.3. For
a better overview of the important trends, the relative values for saturation magnetization Ms, rema-
nent magnetization Mr, magnetic anisotropy Ku, maximum energy product (BH)max, and coercivity for
out-of-plane and in-plane direction as a function of annealing temperature are summarized in Fig. 5.4
(a) - (f), respectively. The volume saturation magnetization increases with increasing the annealing tem-
perature. This is clearly related to the increasing amount of the LTP MnBi phase in the sample. A
maximum of Ms=600±22 emu/cm3 (0.60MA/m) is obtained for the film annealed at 415 °C. On the
other hand, the coercive field shows a maximum at 365 °C reaching 12 kOe (1.2T) and 14 kOe (1.4T) in
out-of-plane and in-plane direction, respectively. A further increase in annealing temperature decreases
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Figure 5.1: XRD pattern of as-deposited MnBi thin film without annealing.
Figure 5.2: XRD patterns of MnBi thin films annealed at different temperatures, Tann, between 365 °C
and 430 °C. The spectra are vertically offset for clarity. The peaks originating from residual
bismuth in the films are labelled with (*) indexing Bi (003) planes. The inset shows rocking
curve collected from MnBi (002) peak for the sample annealed at Tann =415 °C figuring a
wide FWHM, adapted from Ref. [34].
the coercivity to 3.5 kOe (0.35T) in out-of-plane and 10 kOe (1T) in in-plane direction until the sample
starts to decompose.
Such a maximum in coercivity was previously observed for different magnetic materials and has been
attributed to the grain size distribution [194]. A single crystal sample has been shown to have a van-
ishing coercivity [39], while in bulk polycrystalline materials much higher values are obtained due to
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Figure 5.3: (a) Out-of-plane and (b) in-plane magnetization data for MnBi thin films annealed at different
temperatures (Tann) between 265 °C and 415 °C and measured at 300K, adapted from Ref.
[34].
extrinsic effects such as domain wall interaction with multiple grain boundaries [29, 30, 38]. The increase
in coercivity up to 365 °C annealing temperature is due to both, the improvement of the crystal quality,
and the presence of unreacted Bi (see the XRD patterns in Fig. 5.2 for Bi reflections) and likely some
residual Mn-O. With further increasing of the annealing temperature, the resulting grain growth reduces
the coercivity. The combination of both effects leads to a nearly constant coercivity of 10 kOe (1T) for
Tann above 365 °C.
The large in-plane coercivity is related to the columnar grain growth via the preferential orientation of
grain boundaries parallel to the c-axis. This leads to strong domain wall pinning when the magnetization
direction is in-plane. Such a grain growth is expected according to the zone classification suggested by
Thornton (see section 3.2.) [136]. The columnar grain growth is often associated with a large full
width at half maximum (FWHM) of the rocking curve (∼ 3.3 degrees)(e. g. see inset of Fig. 5.3-(b)).
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The moderate growth temperature used for MnBi leads to a moderate surface diffusivity, but a largely
suppressed bulk diffusivity. Under these conditions, the sputtered films tend to show columnar grain
growth with voided boundaries. These grains may slightly tilt when relaxed resulting in a large full
width of half maximum of the rocking curve.
Figure 5.4: Change in saturation magnetization (Ms), remanent magnetization (Mr), uniaxial anisotropy
(Ku), in-plane and out-of-plane coercivity (Hc), and maximum energy product ((BH)max) for
MnBi thin films as a function of annealing temperature, adapted from Ref. [34].
The total effective magnetic anisotropy, Keff, in thin films can be expressed as Keff = Ku − 2piM2s (ne-
glecting the surface anisotropy, see Eq. 2.13) [100]. The second term in this equation represents the
negative contribution from shape anisotropy for a thin film with demagnetization factor of N = 4pi (cgs)
which tends to force the magnetization direction away from the easy axis towards the film plane. Using
Ms = 600 emu/cm3, the shape anisotropy is estimated to be -2piM2s = -2.2Merg/cm
3 (∼ -0.226MJ/m3).
On the other hand, Keff can be estimated using the equation Hs = 2Keff/Ms − 4piMs where Hs is the
saturation field extracted from the hard axis hysteresis loops, and 4piMs represents the shape anisotropy
field (demagnetizing field) (see Fig. 5.3-(b) and Eq. 2.14). The positive total magnetic anisotropy of
Keff=12.46Merg/cm3 (1.246MJ/m3) indicates that Ku is large enough to overcome shape anisotropy and
to stabilize an out-of-plane magnetization direction. As it can be also seen in Fig. 5.4-(a) and -(c),
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Ms and Ku show a similar temperature dependence. Ku reaches a maximum value of 14.72Merg/cm3
(1.472MJ/m3) for the sample annealed at 415 °C. Similarly, Ms is maximal for the same sample (having
the highest degree of c-axis texture).
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Figure 5.5: Change in energy product vs. external magnetic field for MnBi thin films annealed at
Tann=365 °C and Tann=415 °C.
The general trend of the changes in (BH)max with annealing temperature is shown in Fig. 5.4-(d).
To extract the (BH)max value, first using B = H + 4piM equation, the measured M −H curves from the
hysteresis data in Fig. 5.3-(a) have been converted to B−H curves. Then using a spline interpolation of
the magnetization data in the 2nd quadrant and from the area of rectangles that could be inscribed under
the transformed B-H curve, the maximum energy product (BH)max [KJ/m3] was calculated for different
annealing temperatures (as illustrated also in Fig. 5.5). The sample annealed at 415 °C shows a low
(BH)max ∼ 5.8MGOe (46 kJ/m3). Considering the high degree of c-axis texture resulting in a saturation
magnetization close to a single crystal which reduces the extrinsic anisotropy effects, such a relatively
low value for the energy density is expected. The sample which was annealed at a lower temperature of
365 °C and contains unreacted Bi has shown a higher energy density value close to 8.7MGOe (70 kJ/m3).
This can be attributed to Bi precipitates (likely at MnBi grain boundaries as suggested by TEM images
shown in Ref. [43]) which act as pinning centres and increase Hc. From the trends presented in Fig.
5.4, it can be seen that apparently (BH)max follows the same trend as the coercivity upon increasing
the annealing temperature, while the increasing saturation magnetization seems to play a less significant
role. Therefore, to further improve the maximum energy density for LTP MnBi samples free of unreacted
Bi contents, one needs to achieve higher coercivity through single domain particles with larger grain sizes
closer to the critical particle diameter [33, 194].
5.1.2 Effect of measurement temperature
The out-of-plane magnetization data for the MnBi thin film annealed at 365 °C which has shown the
highest coercivity among all samples is measured at different working temperatures to investigate the
temperature dependence of coercivity and magnetic moment (Fig. 5.6). Due to limitations in the techni-
cal measurement setup, temperatures higher than 350K were not accessible. The results is summarized
in Fig. 5.7.
The temperature dependence of coercivity and saturation magnetization for both, out-of-plane and
in-plane directions, for the MnBi thin film sample annealed at 365 °C are plotted in Fig. 5.7. The
corresponding data points for the graphs were extracted from the hysteresis loops measured at different
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Figure 5.6: Out-of-plane magnetization data for the MnBi thin film annealed at Tann=365 °C measured
between 10K and 350K.
Figure 5.7: Temperature dependence of Hc and Ms for the MnBi thin film annealed at 365 °C in out-
of-plane and in-plane direction. The inset shows the change of Mr/Ms ratio (black solid
curve) and calculated MAE (blue dashed curve) with temperature for out-of-plane direction
of applied field, adapted from Ref. [34].
working temperatures between 10K and 350K. As the temperature is decreased, both out-of-plane and
in-plane coercivity decrease. For working temperatures lower than 100K, the coercivity starts to sat-
urate below 1 kOe. Above 100K, the coercivity shows a positive temperature coefficient and increases
drastically from only 1 kOe (0.1T) at 100K to almost 12 kOe (1.2T) at 350K.
The inset to Fig. 5.7 shows the temperature dependence of the ratio of the remanent magnetization to
the saturation magnetization, Mr/Ms, in out-of-plane direction (black solid curve) as well as the temper-
ature dependence for the calculated magnetocrystalline anisotropy energy (blue dashed lines, see below
for explanations on the DFT calculations). Both quantities are not related but indicate the spin reorien-
tation temperature at 100K. Since below 100K, the Mr/Ms ratio becomes negligible while above 100K it
increases rapidly with increasing temperature to 0.85 at 350K. For LTP-MnBi as a ferromagnetic phase
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with uniaxial anisotropy, the relation of Mr= Mscos(θ ) applies between remanent magnetization and
saturation magnetization with θ as the angle between the applied field and easy axis of magnetization.
Therefore, it can be concluded that below 100K, the easy axis is flipping nearly fully into the basal plane
corresponding to a spin reorientation.
In previous studies, spin canting was detected around 110K by neutron diffraction [30], and a con-
finement of the magnetization direction into the ab-plane was found in a single crystalline LTP-MnBi
sample [39]. To shed light on the origin of the spin-reorientation transition, density functional theory
(DFT) calculations were performed by Jun. Prof. Dr. Hongbin Zhang from TU Darmstadt using the
pseudo-potential plane waves method as implemented in the VASP code [184]. The calculations were
performed on a 28×28×20 k-mesh to guarantee good convergence of the magnetocrystalline anisotropy
energy (MAE). The d-orbitals of the Mn atoms were treated using the generalized gradient approximation
(GGA) plus U (on site Coulomb interaction) method, with U=3.2 eV which leads to a uniaxial anisotropy
for MnBi at 100K. The U value is chosen such that the spin reorientation transition occurs at 100K.
This spin reorientation corresponds to a sign change of magnetic anisotropy from positive to negative
showing that the magnetic anisotropy flips from out-of-plane direction into the ab-plane with decreasing
temperature. All the calculations were done with the experimental c-lattice parameters deduced from
XRD measurements, and the corresponding a-lattice parameters were extracted from Ref. [28] with all
other parameters fixed. As shown in the inset of Fig. 5.7, it can be seen that the MAE value from the
performed DFT calculations reaches ∼ 1.10MJ/m3 at 300K which is consistent with the experimental
value measured for MnBi thin film in the current study (1.86MJ/m3). The lower calculated value can
be attributed to the a-lattice parameters which were used for DFT calculations and could differ from the
actual a-lattice constant in the film grown in this study. The positive temperature coefficient obtained for
MAE from the calculation is in agreement with the increasing coercivity which was observed for the ex-
perimental samples upon increasing temperature. It also agrees with previous calculations [196, 197, 198].
It was shown from previously reported DFT calculations, that even small changes in the a and c lattice
parameters have a strong influence on MAE, leading to a decrease in both anisotropy and coercivity at
lower temperatures [196, 197]. The effect of temperature on the unit cell volume was also experimentally
investigated for both single crystalline bulk and polycrystalline thin film samples previously, showing
that the c/a lattice constant ratio will increase with temperature [39, 42]. The reduction in MAE is
further enhanced in thin films because the in-plane shape anisotropy grows quadratically with increasing
magnetization upon cooling [100]. This reduces the effective anisotropy which in turn will result in a
further decrease in coercivity.
The magnetization vs. temperature data in Fig. 5.7 was fitted using a combination of Bloch’s law at
low temperatures and a mean field type transition close to the Curie temperature as suggested by Guo
et al. [199, 200]:
Ms(T ) = M0(T )[(1− p)(1− B( TTc )
3
2 ) + p(1− ( T
Tc
)
1
2 )] (5.1)
where p = ( TTc )
n is a weight function in a way that spin-wave behavior, (1− B( TTc )
3
2 ), and critical point
behavior, (1− ( TTc )
1
2 ), are recovered at low and high temperatures, respectively. Since highest possible
measurement temperature in MPMS device is 350K, the significance of the parameters is low. It is not
possible to differentiate between a mean field exponent (1− TTc )
1
2 or a Heisenberg critical behaviour with
exponent 13 [200]. Best fit to the data has been achieved using M0= 600 emu/cm
3, B=0.3 and n=2 (i. e.,
with weight function p ≈ (T/Tc)2 ). The estimated Curie temperature from this fit is ∼ 510K which is
lower than the reported value for single crystalline LTP MnBi (∼630K) [39]. This could be due to slight
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off-stoichiometry.
5.1.3 Thickness and composition study
Thickness and composition study was briefly performed with a few samples to check the effect of MnBi
layer thickness and starting composition of sputtering target on crystallinity and magnetization for the
resulting c-axis textured MnBi thin films.
Figure 5.8: XRD patterns of MnBi thin films deposited with different thickness (10 nm, 20 nm, 35 nm
and 50 nm) on glass substrates and post-annealed at Tann= 415 °C. Inset shows changes in
FWHM values for MnBi (002) peak as a function of film thickness extracted from rocking
curve measurements.
To study the effect of thickness on crystalline quality and magnetic properties of resulting MnBi thin
films, four Mn55Bi45 (at.%) thin films were deposited with different thicknesses of 10 nm, 20 nm, 35 nm
and 50 nm on glass substrates. All of these films were annealed at the same annealing temperature,
Tann, of 415 °C and then ex situ measured by XRD and SQUID to evaluate their structural and magnetic
properties. Fig. 5.8 shows XRD patterns collected for these MnBi samples with different thickness.
According to the XRD patterns, only strong (002) peaks from MnBi can be observed on these patterns,
the intensity of which will increase upon increasing thickness as expected. The inset to Fig. 5.8 repre-
sents the change in FWHM value for MnBi (002) peak upon increasing the film thickness obtained from
rocking curve measurements. As shown on this plot, the FWHM value will decrease with increasing the
thickness of MnBi film which implies that the thicker films have a higher degree of crystallinity compared
to the thinner films.
Fig. 5.9 shows out-of-plane hysteresis loops measured for these four MnBi films with different thick-
nesses at 300K. One hysteresis loop measured with the applied field in direction of hard axis was also
included as a reference. According to the magnetization data presented in this graph, the MnBi layer
with higher thickness shows higher saturation magnetization while the MnBi layer with the lowest thick-
ness shows a more rectangular hysteresis loop with higher coercivity meaning a higher energy product.
The lower the thickness, the lower the degree of crystalinity according to the XRD patterns and FWHM
exctracted from MnBi (002) peak. On the other hand, the thinner the layer, the higher the coercivity
67
which could be attributed to existence of more defects, areas with less degree of crystallinity and some
secondary phases such as unreacted Bi or Mn in the first grown monolayers close to the substrate. This
can increase the coercivity while resulting in less volume of LTP-MnBi magnetic phase and less density
compared to the ideal value of volume used in the magnetization calculations which leads to a slightly
lower saturation magnetization.
The effect of different starting stoichiometries of MnBi alloy sputtering targets on the structural and
magnetic properties of the resulting MnBi thin films were also briefly investigated using three different
compositions: One stoichiometric target with composition of Mn50Bi50 and two off-stoichiometric tar-
gets with compositions of Mn55Bi45 and Mn60Bi40 (at.%). Three MnBi thin films were deposited with
50 nm thickness using each of the above mentioned sputtering targets and annealed at Tann= 365 °C. The
crystallinity and magnetization were investigated for these films using XRD and SQUID measurements.
As it is shown in XRD patterns in Fig. 5.10, the highest intensity of MnBi (002) peak belongs to the film
grown from Mn55Bi45 (at.%), the higher or lower amount of Mn in the sputtering targets both resulted
in lower degree of crystallinity in the grown films after annealing. This is more significant for the film
grown from Mn60Bi40 (at.%) alloy target.
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Figure 5.9: Room-temperature out-of-plane magnetization data collected from MnBi thin films deposited
with four different thickness (10 nm, 20 nm, 35 nm and 50 nm) on glass substrates and post-
annealed at Tann= 415 °C.
The room-temperature out-of-plane magnetization data measured for the films grown from the alloy
targets with different compositions were presented in hysteresis loops in Fig. 5.11. In accordance with
the XRD patterns, the MnBi film grown from Mn55Bi45 (at.%) alloy target shows the highest saturation
magnetization and a more rectangular hysteresis loop. The two other starting stoichiometries both
resulted in lower total saturation magnetizations which was even smaller in the case of MnBi film with
starting stoichiometry of Mn60Bi40 (at.%). Since the measured coercivity values for all three films are
nearly the same, it can be concluded that the composition is mostly affecting the magnetization and
not the coercivity. This shows that the coercivity is governed by annealing temperature and presence of
unreacted Bi in all of these films. This suggests that deposition using an alloy sputtering target with
optimized composition of Mn55Bi45 (at.%) leads to the highest magnetization and energy product.
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Figure 5.10: XRD patterns of MnBi thin films deposited from alloy sputtering targets with three different
starting Mn:Bi stoichiometries (60:40, 55:45 and 50:50 (at.%)) on glass substrates and post-
annealed at Tann= 365 °C.
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Figure 5.11: Room-temperature out-of-plane magnetization data collected from MnBi thin films de-
posited from alloy sputtering targets with three different starting Mn:Bi stoichiometries
(60:40, 55:45 and 50:50 (at.%)) on glass substrates and post-annealed at Tann= 365 °C.
5.1.4 Magnetic anisotropy
To investigate the temperature dependence of perpendicular magnetic anisotropy constant Ku, torque
measurements were performed on a LTP MnBi thin film sample after being cut into 1.2mm × 1.2mm
piece under different applied fields in the range of 1T to 9T, and at different temperatures in the range
of 10K-300K. All the torque curves measured over the temperature range of 110K to 300K mainly
consist of a two-fold symmetry which indicates the uniaxial magnetic anisotropy mode.
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Fig. 5.12 shows the angular dependence of the magnetic torque (T (φ)) measured for the MnBi thin
film annealed at 415 °C while rotating under an applied field of 9T at 300K. From the data refinement
and fitting of a Asin(2θ )+ B sin(4θ ) function to the measured torque data using Eqs. 3.58-3.60 [168], a
uniaxial magnetic anisotropy constant (Ku) of 18.60 Merg/cm3 (1.86 MJ/m3) is obtained. As expected,
the value obtained from torque curves is higher than the estimated value using the anisotropy field (Hs)
extracted from the intersection of easy and hard magnetization data (which has a large error).
Figure 5.12: Angular dependence of magnetic torque for a MnBi film annealed at 415 °C measured in
a torque magnetometer attached to a PPMS device rotating under 9T magnetic field at
300K, adapted from Ref. [34].
Fig. 5.13 shows the field dependency of measured magnetic torque curves for the MnBi thin film an-
nealed at 415 °C. The applied field was varied from 1T to 9T measured at 300K. As it can be seen from
the measured torque curves on Fig. 5.13, by increasing the applied magnetic field both amplitude of the
torque signal and peak offset from 45◦ are improved. For clarity, the graphs in Fig. 5.14 summarize the
calculated unixaial magnetic anisotropy constant (Ku), which is proportional to the amplitude of the sine
function, as well as the peak offset from the position of maximum (45◦) as a function of applied magnetic
field. The plots in Fig. 5.14 are indicative that as applied field increases up to 8T there is a constant
increase observable for the magnetic anisotropy which saturates to ∼ 1.8 MJ/m3 and the maximum peak
position moves towards 45◦ showing a smaller offset. Applying a minimum magnetic field of ∼ 2×Hs is
necessary to make sure the magnetization is always parallel to the applied field. This means in order
to achieve a proper torque signal from which the precise magnetic anisotropy constant in the film can
be obtained, the angle between anisotropy and magnetic field must be kept equal to the angle between
anisotropy and magnetization.
Fig. 5.15 shows the development trend of collected torque curves at different measurement temper-
atures under 9T applied magnetic field. The amplitude of torque signal is constantly increasing upon
increasing temperature which proves a positive temperature coefficient for uniaxial magnetic anisotropy
constant in MnBi thin film. Below 110K, the perpendicular magnetic anisotropy vanishes into what
could be considered as a small in-plane component and the two-fold symmetry of the graphs turns into
a four-fold symmetry which is a sign of competing anisotropies. The improvement of measured uniaxial
magnetic anisotropy with temperature is in agreement with what has been observed for the measured
hysteresis loops in Fig. 5.6. The graphs in the inset to Fig. 5.7 show a spin reorientation temperature
of ∼110K which has been observed also for the measured torque curves.
Fig. 5.16 shows the relation between the uniaxial magnetic anisotropy constant, Ku, and the saturation
magnetization, Ms, for the same LTP-MnBi thin film sample in a temperature range from 110K to 300K.
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Figure 5.13: Angular dependence of magnetic torque for a MnBi film annealed at 415 °C measured in
torque magnetometer under different applied fields 1T-9T at 300K.
Figure 5.14: Unixaial magnetic anisotropy constant (Ku) for a MnBi film annealed at 415 °C, which is
proportional to the amplitude of the sine function fitted to the magnetic torque curves, as
well as the peak offset from the position of maximum (45◦) as a function of applied magnetic
field in the range of 1T-9T measured at 300K.
The values for saturation magnetization have been extracted from the hysteresis loops in Fig. 5.6. The
values of uniaxial magnetic anisotropy constant are the measured values obtained from amplitude of
the sine function fitted to the torque curves in Fig. 5.15 for different temperatures between 110K and
300K. By fitting a polynominal function to the Ku vs. Ms plot, it is found that the Ku is inversely
proportional to the tenth power of Ms which shows a very strong dependency. The exponent achieved
for MnBi thin film is larger than expected and has an opposite (negative) sign while Ku is expected to
be directly proportional to Mns with n = 3 for uniaxial magnetic anisotropy [79]. However, this is in
agreement with the expected positive temperature coefficient for magnetic anisotropy in MnBi. Such
a strong dependency of Ku on Ms in the MnBi thin film is important for better understanding of the
mechanism of the magnetic anisotropy which implies that other contributions to the anisotropy should
also be considered.
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Figure 5.15: Angular dependence of magnetic torque for a MnBi film annealed at 415 °C measured in
torque magnetometer under 9T magnetic field at different temperatures between 60K to
300K.
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Figure 5.16: Dependency of magnetic anisotropy constant on saturation magnetization for a MnBi film
annealed at 415 °C measured at different temperatures between 60K to 300K.
5.2 MnBi/FeCo exchange coupled bilayers
To investigate the exchange coupling effect in MnBi/FeCo exchange spring system, bilayer samples with
LTP-MnBi film as hard magnetic layer and FexCo100−x (x: 65 or 35 at.%) film as soft magnetic layer
have been deposited on glass substrates. More details on deposition process can be found in chapter
4.1. A schematic of such a bilayer is presented in inset to Fig. 5.17. First a LTP-MnBi hard magnetic
layer was deposited with ∼ 40 nm thickness and then the FeCo layer was deposited on top of the c-axis
textured MnBi layer with varying thickness of 1 nm to 3 nm (in different samples) and different FeCo
stoichiometries (Fe-rich or Co-rich phase) to evaluate the exchange coupling effect as a function of thick-
ness and composition of soft magnetic layer.
Fig. 5.17-a shows the XRD patterns collected from Mn55Bi45/Fe35Co65 (at.%) exchange spring bilay-
ers with different thicknesses of Co-rich soft magnetic FeCo layer. The peak indexing shows hexagonal
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MnBi (002) and (004) peaks with space group of P63/mmc along with some small traces of residual bis-
muth, caused by the low post-annealing temperature of Tann=365 °C for the MnBi films, indicating the
formation of LTP MnBi with strong c-axis texture. The residual Bi (003) peaks observed show that the
unreacted Bi is also c-axis oriented. No peaks are observed from FeCo layer as expected from the very low
thickness of FeCo thin films. Comparing the intensities of MnBi (002) and (004) peaks in bilayers samples
to that of single layer MnBi thin film, it can be observed that all the XRD patterns show nearly the same
intensities implying that the crystalline quality of the hard magnetic layer for all bilayer samples is similar.
Figure 5.17: (a) XRD patterns collected from exchange spring bilayers of Mn55Bi45/Fe35Co65 (at.%) with
different thickness of FeCo soft magnetic layer between 1 nm to 3 nm. The LTP-MnBi thin
films were annealed at Tann: 365 °C and FeCo layer was deposited at a substrate temperature
of Tsub: 100 °C. The spectra are vertically offset for clarity. The peaks originating from
residual bismuth in the films are labelled with (*) indexing Bi (003) planes. Inset shows
a schematic representation of grown bilayers on quartz glass substrate with LTP-MnBi as
hard magnetic layer and FexCo100−x as soft magnetic layer, adapted from Ref. [106].
Room-temperature out-of-plane magnetization data measured for MnBi/FeCo bilayer samples in easy
direction of magnetization are shown in Fig. 5.18. For the comparison, the out-of-plane hysteresis loop
for a single layer MnBi thin film sample has also been included in the same graph. The exchange spring
system should reach the higher saturation magnetization adapted from addition of the soft magnetic
layer while preserving the coercivity of the hard magnetic phase. The exchange coupling effect between
the hard and soft magnetic layers is strong when the bilayer sample shows a magnetically single phase
behaviour. As expected by the addition of 1 nm, 2 nm and 3 nm FeCo layer, the saturation magnetiza-
tion of the bilayer sample monotonously increases while the coercivity stays nearly constant and close to
that for the single MnBi layer. According to the graphs in Fig. 5.18, addition of Fe-rich soft magnetic
FeCo layer has improved the saturation magnetization more than the addition of Co-rich FeCo layer since
Fe65Co35 (at.%) phase has a ∼ 20% larger saturation magnetization than the Fe35Co65 (at.%) phase [201]
and the total magnetization for the bilayer, as mentioned in section 2.5.1., is the volume average of mag-
netization in hard and soft magnetic layers. The deposition of 1 nm and 2 nm soft magnetic layer on top
of MnBi retains the coercivity of hard magnetic phase (∼ 15 kOe with a slight increase), while regardless
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of the composition of the soft magnetic layer, the addition of 3 nm FeCo decreases the coercivity to 12 kOe.
Figure 5.18: Out-of-plane magnetization data for MnBi/FeCo bilayers with different FeCo thickness
0 nm-3 nm measured at 300K, (a) with a Fe-rich, and (b) with a Co-rich soft magnetic FeCo
layer. The dashed line in (b) shows the in-plane magnetization for a single MnBi layer,
adapted from Ref. [106].
As mentioned above, the exchange coupling effect between the hard and soft magnetic layers can be
considered complete when the bilayer sample shows a magnetically single phase behaviour. The small
shoulder with an increasing slope which is observed on the measured out-of-plane hysteresis curves of the
double layers during the demagnetization process around zero field indicates that the exchange coupling
between the layers is incoherent. Comparing the graphs in Fig. 5.18-(a) and -(b) for a specific thickness,
it can be seen that the observed shoulder at zero magnetic field is always more significant with a larger
slope in the case of a Fe-rich FeCo layer showing that a Co-rich layer results in a more coherent exchange
coupling.
From the hysteresis loops in Fig. 5.18 it can be seen that the degree of coupling decreases with increas-
ing thickness of the soft magnetic layer, as the depth of observed shoulder at zero field crossing increases
for a thicker soft magnetic layer. This implies that the layers are behaving more like two separate layers
instead of a one single phase bilayer by increasing the FeCo layer thickness. A coherent exchange coupling
74
is only observed for FeCo thickness of 1 nm. However, it is expected that the critical soft layer thickness
above which the exchange coupling begins to deteriorate is roughly twice of the domain wall width for
hard magnetic layer (see Eq. 2.25), 2× δw =
√
Ah
Kh
) [68, 70, 71], in which δw is domain wall width, Ah
is exchange stiffness constant and Kh is magnetocrystalline anisotropy for the hard magnetic phase. In
case of MnBi/FeCo exchange system with Ah (exchange stiffness constant) of ∼ 0.8×10−6 erg/cm [190]
and Kh of ∼ 1.84×107 erg/cm3 [34], the critical thickness should be as high as ∼ 13 nm.
The coupling behaviour in general is not strong for MnBi/FeCo bilayers; specifically in case of a Fe-
rich soft magnetic FeCo layer. This shows the optimum thickness of FeCo layer in MnBi/FeCo exchange
spring bilayers is only 1 nm which is much lower than the predicted critical thickness of 13 nm. Although,
it is observed that a Co-rich FeCo layer is in favour of exchange coupling. Such weak coupling effect
in MnBi/FeCo exchange spring system can be attributed to different structural factors including (i) a
non-epitaxial hard magnetic layer which most likely results in subsequent growth of a polycrystalline
soft magnetic layer on top, (ii) high interface roughness or defects and inhomogeneities present at the
interface which could also be a side effect of non-epitaxial growth of the layers, (iii) composition gradient
of FeCo layer in the vicinity of the interface. In addition, according to Fig. 5.18-(b), there exists a finite
in-plane component of total magnetization in the MnBi hard magnetic layer. The in-plane components
of the magnetization, when incompletely or not coupled, lead to a shoulder at the coercive field of the
soft magnetic layer (H close to zero).
Using a proper single crystal substrate with a small lattice misfit, it should be possible to grow epitax-
ial MnBi layer and improve the exchange coupling effect in this system. Not only it will result in a better
quality of exchange interface but also the total magnetic properties could be improved by obtaining a
higher degree of crsytallinity in both of the hard and soft magnetic layers. Unfortunately, finding a single
crystalline substrate which matches the crystalline structure and lattice constant of LTP-MnBi hexago-
nal phase was not straightforward. Therefore, the effect of a single crystalline hard magnetic layer was
studied in section 5.3. by deposition of MnGa (001) epitaxial films and investigating the exchange cou-
pling effect in MnGa/FeCo exchange spring system. Nevertheless, to examine the exchange interface for
MnBi/FeCo bilayers and realize which of the above mentioned structural or interfacial factors are playing
major role in deteriorating exchange coupling between MnBi and FeCo layers, TEM investigations are
performed on one MnBi/FeCo bilayer sample which has shown incoherent ferromagnetic coupling.
5.2.1 Transmission electron microscopy (TEM) of MnBi/FeCo exchange interface
Cross-sectional HR-TEM images have been captured from a MnBi/FeCo bilayer sample to examine the
interface between the MnBi and FeCo layers and to investigate the crystalline structure of each layer
using the collected diffraction patterns. Moreover, the distribution of different elements across the layer
was evaluated in scanning transmission electron microscopy (STEM) mode using energy dispersive x-ray
spectrometry (EDX) maps. Fig. 5.19-(a) shows a cross-sectional HR-TEM image of the layers along with
fast Fourier transforms (FFTs) collected from each layer in the bilayer sample with a Co-rich soft layer.
The HR-TEM image and the sharp diffraction spots in FFTs collected from the MnBi layer confirm the
high crystallinity with out-of-plane orientation. The FeCo layer, in contrary, shows a polycrystalline
structure. Three different areas have been analyzed in the FeCo layer which are all crystalline, but
the examined areas in the upper and lower FFTs (FFT-A1 and -A3, inset of Fig. 5.19-(a)) are slightly
misoriented. The reflections in the middle FFT pattern (FFT-A2, inset of Fig. 5.19-(a)) in FeCo layer
can be indexed as (110) lattice planes.
As it can be seen in the cross-section HR-TEM image of the MnBi/FeCo bilayer, a few atomic layers
of FeCo layer grown on MnBi at the interface are disordered. This was expected since the (001) textured
MnBi layer has not grown epitaxially and, in addition, FeCo and MnBi layers have different crystalline
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structures, i. e., hexagonal structure in MnBi and bcc structure in FeCo. Therefore, the MnBi and FeCo
layers show a lattice misfit which results in the growth of a polycrystalline FeCo layer.
Figure 5.19: (a) Cross-sectional high resolution transmission electron microscopy (HR-TEM) image from
MnBi/FeCo bilayer sample (c-axis textured MnBi hard magnetic layer has thickness of ∼
50 nm and polycrystalline Co-rich FeCo soft magnetic layer has thickness of ∼ 5 nm), (b)
STEM image from cross section of the layers along with EDX mapping for each element :
Mn, Bi, Fe, Co, Ta, Pt and O across the layers, (c) composition gradient of Mn, Bi, Fe and
Co across a 25 nm scan length close to MnBi/FeCo interface, adapted from Ref. [106].
EDX mapping is performed on the enclosed area in Fig. 5.19-(b) to analyse the elemental distribution
in the bilayer sample. The result of the EDX mapping is consistent with the phases present in each
layer. Close to the interface between the two layers, the Bi concentration starts to decrease earlier than
the Mn concentration, resulting in a ∼ 3 nm thick Mn-rich layer at the interface. Fig. 5.19-(c) shows
the composition change for Mn, Bi, Fe and Co elements measured across the two layers. As expected
at the area close to the MnBi/FeCo hard/soft magnetic interface, the distribution of elements starts
to vary meaning that the Mn and Bi contents are both continuously decreasing while the Fe and Co
contents in the film are increasing. However, it can be seen that the composition gradient for Mn at
the interface shows a steeper slope compared to Bi, and a small amount of Mn is still present until
∼ 3 nm close to FeCo layer. This suggests that there has been diffusion of Mn towards the interface
most probably as a result of annealing. The measured elemental composition gradient also confirms the
expected stoichiometries for each layer. According to the quantitative EDX analysis from this specific
area on the cross-section of the bilayer sample, the MnBi layer shows a stoichiometry of Mn:Bi ratio of
1.4 corresponding to a composition of Mn58Bi42 (at.%), which varies across the layer. The measured
stoichiometry for the FeCo layer shows a Co:Fe ratio of 1.84, which nearly corresponds to a composition
of Fe35Co65 (at.%).
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5.2.2 Theoretical investigations of MnBi/FeCo exchange interface
In order to shed light on the possible mechanism which affects the performance of the MnBi/FeCo ex-
change spring magnets, density functional theory (DFT) calculations and micromagnetic simulations
(see the next section) were carried out with a focus on the interface properties. Tab. 5.1 summarizes
the result of DFT calculations for interface formation energy (γint), interface exchange coupling energy
(J int)[187, 188], and interface exchange constant (Aint) as the measures to compare differences in thermo-
dynamic stability and exchange coupling at the hard/soft interface by changing the crystalline structure
and orientation.
To calculate above-mentioned values, a MnBi (001) layer with either a crystalline or an amorphous
(disordered) FeCo layer on top is modelled using VESTA code [115]. Fig. 5.20 shows the atomic
structures of the most favorable configurations after the atomic relaxation for MnBi (001)/ crystalline
FeCo (110) (which after DFT atomic relaxation becomes MnBi (001)/disordered FeCo (110)), and MnBi
(001)/amorphous FeCo (111) interfaces. During the atomic relaxation of the MnBi (001)/ crystalline
FeCo (110) interface, the FeCo layer undergoes an atomic reconstruction with a peculiar spiral fashion
which has the minimum energy configuration. Moreover, the final structure of the MnBi (001)/amor-
phous Fe3Co5 (110) interface is not stable and during the atomic relaxation transforms into a more
ordered (almost crystalline) state which is opposite to the case of the MnBi (001)/amorphous Fe3Co5
(111) interface. In case of a crystalline FeCo layer, two different cases one with (111) and one with (110)
crystalline orientation are considered which show different interfacial lattice misfits with respect to MnBi
layer.
(a) (b)
Figure 5.20: Schematic of atomic structures after DFT relaxation (a) MnBi (001)/disordered FeCo (110)
and (b) MnBi (001)/amorphous FeCo (111) interfaces demonstrated using VESTA [115].
Mn, Bi, Fe and Co are shown with small dark violet, large light violet, gold and blue
colours, respectively. The 1×1×1 unit cell of each orientation is indicated with dashed line.
Figure is adapted from supplemental material provided with Ref. [106].
According to the DFT calculation results shown in Tab. 5.1, the interface formation energy of the
MnBi (001)/crystalline Fe3Co5 (110) interface is lower than that of the MnBi (001)/crystalline Fe3Co5
(111) case. This can be related to the fact that MnBi (001)/ Fe3Co5 (110) interface has a lower lattice
mismatch compared to MnBi (001)/ Fe3Co5 (111) case and therefore is more probable to form. However,
the rather similar interface formation energies (in the range of 127-130 meV/Å2) suggest the possible
coexistence of the crystalline (110) and disordered structures at the interface. In the cross-sectional HR-
TEM image (Fig. 5.19-(a)) at the FeCo side, a crystalline FeCo (110) region (with slight misorientation
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Table 5.1: Calculated values of interface formation energy γint, interface exchange coupling energy J int,
exchange constant Aint and lattice misfit (longitudinal and angular) obtained from DFT cal-
culations. The disordered (110) structure is reconstructed and lost its short range order
compared to crystalline (110) structure. The amorphous (111) is completely irregular. Table
is adapted from Ref. [106].
Composition Lattice misfit Surface termination Orientation
Final phase
after relaxation
γint
(eV/Å2)
J int
(J/m2)
Aint
(pJ/m)
MnBi/Fe3Co5 Bi-Co (111) crystalline 0.137 0.129 5.4
MnBi/Fe3Co5 7.1%, 0◦ Mn-Co (111) crystalline 0.180 0.127 5.3
MnBi/Fe3Co5 Bi-Co (111) amorphous 0.130 0.082 2.9
MnBi/Fe3Co5 4.8%, 10.5◦ Bi-Co (110) crystalline 0.129 0.260 5.9
MnBi/Fe3Co5 Bi-Co (110) disordered 0.127 0.082 1.9
in some areas) along with disordered regions close to the interface are observed which is in agreement
with the result of the DFT calculations.
Moreover, it was found that in the MnBi/FeCo bilayers the most favourable atomic configuration at
the interface at 0K temperature forms with Bi-termination in MnBi layer and Co-termination in FeCo
layer which is obtained with symmetric non-stoichiometric slab models. These findings are in agreement
both with the previous study by Gao et al. [75], and with the cohesive energies of these elements [202].
Nevertheless, one case of Mn-termination in MnBi (001) layer with Co-termination in FeCo (111) was
also modelled to investigate the effect of Mn excess at the interface which resulted in slightly lower in-
terface exchange constant (see Tab. 5.1). This finding shows that presence of Mn at the interface region
does not significantly deteriorate the exchange coupling properties.
Due to the higher values of J int and Aint for the interface with crystalline Fe3Co5 (110) compared to
other configurations, its formation is in favour of a more coherent interfacial exchange coupling. However,
the coexistence of disordered phases with lower values of J int and Aint in the experimental sample can be
considered as one reason for the deterioration of the magnetic exchange coupling at the hard/soft inter-
face which results in a quasi-discontinuous magnetization in the experimental magnetic measurements
(see Fig. 5.18) [203].
Apart from the interface exchange energy which was investigated by DFT calculations, the effect of
interface roughness and thickness of the soft layer on the exchange interactions are also evaluated by
the micromagnetic simulations (see Fig. 5.21-(b) and -(c) for the interface roughness and Fig. 5.22 for
thickness analysis of the FeCo layer). The following cases are considered in the micromagnetic simula-
tions the results of which is summarized in Fig. 5.21:
(i) Perfect flat interface with the interface exchange stiffness Aint(111)=5.4 pJ/m for crystalline Fe3Co5
(111) orientation and Aint(110)=1.9 pJ/m for disordered Fe3Co5 (110) orientation, as shown in Fig.
5.21-(a),
(ii) Rough interface with a random distribution of dent height (maximum 0.4 nm, inset of Fig. 5.21-(b))
in MnBi and the same values of Aint as in the case (i) as shown in Fig. 5.21-(b),
(iii) The same rough interface as in the case of (ii), but with reduced Aint(111)=0.54 pJ/m and A
int
(110)=0.19
pJ/m as shown in Fig. 5.21-(c).
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Figure 5.21: Micromagnetic simulation results of a MnBi/Fe3Co5 model system with disordered FeCo
(110) (d-(110)) and crystalline FeCo (111) (c-(111)) interfaces. Magnetic reversal curves:
(a) without interface roughness using the Aint value listed in Tab. 5.1; (b) with interface
roughness using the same Aint as in (a); (c) with nterface roughness using Aint reduced to
10% of that in (a). The external magnetic field µ0Hex is applied along the z direction. Inset
of (a): Model geoemetry with in-plane periodic boundary condition. Inset of (b): Interfacial
roughness of MnBi with a maximum dent height of 0.4 nm. a-i and a-ii, b-i and b-ii, and
c-i and c-ii present the magnetic configurations (yz surface at x = 0) corresponding to the
marked circles of reversal curves in (a), (b), and (c), respectively, which belongs to the
disordered Fe3Co5 (110). Figure is adapted from Ref. [106].
It should be also noted that the simulated magnetic reversal curves in Fig. 5.21 do not show the
shoulder which was observed in the measured hysteresis loops of the experimental samples. As men-
tioned earlier, this shoulder could be due to the residual in-plane magnetization component of the hard
magnetic phase which is not considered in the micromagnetic simulations but rather a full out-of-plane
magnetization vector is assumed.
Using micromagnetic simulations, the magnetic configuration and its evolution around the interface
was examined at different external fields, as shown in the second and third rows of Fig. 5.21. When the
interface is assumed to be perfect and Aint(110)=1.9 pJ/m from Tab. 5.1 is used, the magnetization vectors
near the interface in FeCo tend to rotate coherently with those in MnBi, as shown in Figs. 5.21-(a)-i
and (a)-ii. This indicates a rather strong interface exchange coupling.
79
Figure 5.22: Hysteresis plots obtained from micromagnetic simulations for MnBi (001) /FeCo (110) dou-
ble layers (a) without and (b) with interface roughness. (c) Variation of the magnetization
with respect to the applied field around zero field for the theoretical and experimental hys-
teresis plots as a function of FeCo thickness. For the case of interfaces without roughness
two regions are evident in which at 1 nm FeCo thickness incoherent coupling between the
hard and soft magnetic layers appears. The rough interfaces in both theoretical and ex-
perimental cases, behave incoherently for all thicknesses. For comparison, the experimental
data for the epitaxial case of MnGa (001)/FeCo (001) bilayer are also presented (see section
5.4.2). Figure is adapted from Ref. [106].
When a rough interface was assumed and Aint(110) was kept the same, Figs. 5.21-(b)-i and (b)-ii still
suggest strong interface exchange coupling. However, the interface magnetization vectors are much easier
to be reversed. This can be verified by comparing the distribution of the z component of magnetiza-
tion (µ0Mz). For instance, at µ0Hex=0.5T, the model with rough interface showed a minimum µ0Mz
(µ0Mminz ) of 0.68T around the interface (Fig. 5.21-(b)-i), but the model without roughness showed a
little higher µ0Mminz (Fig. 5.21-(a)-i). The premature reversal in Fig. 5.21-(b)-i and (b)-ii could be
attributed to the local higher demagnetization field induced by the sharp corners or irregularities in the
rough interface [204, 205]. Accordingly, the simulated coercivity in Fig. 5.21-(b) was also slightly smaller
than that of Fig. 5.21-(a).
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When the interface roughness was assumed to reduce Aint(110) to 0.19 pJ/m, the magnetic reversal curve
was a simple straight line, as shown in Fig. 5.21-(c). From the magnetic configurations in Fig. 5.21-(c)-i
and (c)-ii, it can also be found that the magnetization vectors around the interface cross each other
and the magnetization in FeCo almost rotates freely, indicating a very poor interface exchange coupling.
From Fig. 5.21 we realize that the interface exchange coupling strength evaluated from DFT calcula-
tions of smooth interfaces provides useful insight into the atomistic design of the MnBi/FeCo system.
In addition, the micromagnetic modelling reveals that the interface roughness and irregular occurrence
of defects are also important parameters since it can induce locally premature reversal and, as a conse-
quence, deteriorates the interface exchange coupling.
Fig. 5.22 summarizes the results of thickness analysis based on both experimental measurements and
theoretical modelling for MnBi (001)/FeCo (110) interface. In Fig. 5.22-(a) and -(b), hysteresis plots
are shown as a function of FeCo layer thickness for two cases one without (-(a)), and one with inter-
face roughness (-(b)) based on the information provided in Fig. 5.21 for MnBi (001)/disordered Fe3Co5
(110). As a descriptor to quantitatively evaluate the changes in degree of exchange coupling caused by
interface roughness and increasing the soft layer thickness, first derivative of the corresponding hysteresis
loops in Fig. 5.22-(a) and -(b) (using simulation data) as well as the experimental hysteresis loops in
Fig. 5.18-(b) has been calculated. The slope of each hysteresis curve around zero-field crossing, which
shows the variation of magnetization with respect to the applied field (∆M∆H ), has been also plotted in
Fig. 5.22-(c) as a function of FeCo layer thickness. This slope increases with thickness of FeCo layer in
both simulation and experiment which implies that the exchange coupling becomes more incoherent and
bilayers behave more and more like two separate magnetic layers.
From plots in Fig. 5.22-(c), it can be seen that for structures without interface roughness (blue circles),
two regions with different slopes are observable, with a borderline at 1 nm FeCo thickness. It is found that
for the sample with less than 1 nm FeCo thickness without interface roughness, the first derivatives are
close to zero (the hysteresis loop is more rectangular with slope of ∼0), and therefore the hard and soft
layers are coherently exchange coupled. However, in the case of a rough interface (red triangles) as the
slope is continuously increasing, the exchange coupling is incoherent regardless of the soft layer thickness.
In addition, the first derivatives of the experimental hysteresis curves for MnBi/FeCo bilayers (green
triangles with dashed line) as well as epitaxial MnGa (001)/FeCo (001) bilayers (orange square with
dashed line) as a function of FeCo thickness have also been included in Fig. 5.22-(c). As can be seen
from the plots in Fig. 5.22-(c), the theoretical and experimental findings for the case of MnBi/FeCo
bilayer are in agreement and show that the effect of interface roughness on the incoherency of exchange
coupling is significant. Moreover, it can be concluded that the effect of the lattice misfit between the
hard and soft layers is decisive since even in the case of the interfaces without roughness (blue solid line)
using a single crystalline model, the coherent coupling is only observed up to 1 nm FeCo thickness.
Comparing the trend of derivative plots for MnBi/FeCo and MnGa/FeCo bilayer systems, it can be
seen that since MnGa/FeCo bilayers show much decreased interface roughness due to epitaxial growth, a
coherent exchange coupling can be obtained up to 2 nm FeCo thickness. Therefore, it can be concluded
that not only interface roughness is limiting the interfacial exchange coupling but also epitaxial growth
and a reduced lattice misfit at the interface will greatly improve the coupling behavior. More details on
growth and characterization of MnGa/FeCo exchange bilayers can be found in the following sections.
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5.3 MnGa epitaxial (001) thin films
5.3.1 Growth temperature study
Fig. 5.23-(a) shows the room-temperature XRD patterns collected from the Mn1.5Ga thin films deposited
on Cr(001) buffered MgO(100) single crystal substrates at different substrate temperatures (Tsub). The
two strongest reflections observed aside from the MgO(200) substrate peak at 2θ = 41.2◦ are indexed
to the L10-Mn1.5Ga crystal structure with space group of P4/mmm with its (001) peak at 2θ= 24.90◦
and its (002) peak at 2θ= 50.10◦. Moreover, the (002) reflection from chromium buffer layer deposited
underneath the MnGa layer can be observed as an intense peak. Only the MnGa film deposited at Tsub
of 450 °C is phase-pure, and for all the other films grown at lower or higher substrate temperatures some
traces of Ga and/or Mn are present as additional small reflections. Therefore, the highest crystallinity
can be obtained for the film grown at a substrate temperature of 450 °C. The lattice constant c was
calculated for MnGa thin film grown at Tsub of 450 °C with tetragonal crystal structure using (002) peak
position. The corresponding c lattice constant is 3.6258±0.003Å which is close to the reported bulk
value of 3.69Å or 3.642Å [58, 121].
The out-of-plane magnetization data for the MnGa thin films deposited at different substrate tem-
peratures are shown in Fig. 5.24. All of the magnetization curves reach a saturation magnetization
at a field below 20 kOe with a coercivity in the range of 7 kOe to 9 kOe which shows a hard magnetic
behaviour with out-of-plane easy axis of magnetization. According to the measured hysteresis loops,
by increasing substrate temperature from 350 °C to 450 °C, the saturation magnetization continuously
increases from 705 emu/cm3 to 840 emu/cm3. A further increase in the growth temperature will de-
crease the saturation magnetization again down to ∼ 700 emu/cm3. The coercivity does not change
strongly and shows the opposite trend. It has its maximum of 9 kOe for the MnGa film deposited
at Tsub= 350 °C and upon increasing the Tsub to 450 °C, the coercivity decreases to ∼ 6 kOe and re-
mains nearly constant for higher substrate temperatures up to Tsub= 600 °C (with a slight increase).
In accordance to the XRD patterns, the highest saturation magnetization and the lowest coercivity
belong to the sample which was grown at Tsub= 450 °C showing highest degree of crystallinity. The
above-mentioned trends in saturation magnetization and coercivity can be attributed to partial presence
of Ga and/or Mn in all MnGa thin films except for the phase-pure MnGa film deposited at Tsub= 450 °C.
The change in c-lattice constant and full width half maximum (FWHM) values for the MnGa films
grown at different substrate temperatures have been plotted in Fig. 5.23-(b). As it is shown in this
graph, by increasing the substrate temperature from 350 °C to 450 °C, the c-lattice constant increases
until it reaches the value of 3.6258±0.003Å which is close to the 3.69Å or 3.642Å values reported for
bulk MnGa [58, 121]. Further increasing the substrate temperature will result in subsequent decrease of
c-lattice constant. This along with a shift in position of MnGa (002) peak first slightly to the left and
then to the right, suggests that in both temperature ranges lower and higher than 450 °C the MnGa
structure in the films is under tensile or compressive strain, or shows some composition change. The
FWHM values measured for (001) peaks in MnGa thin films does not significantly change by increasing
the substrate temperature up to 450 °C (∼ 0.1°), but higher substrate temperatures result in broadening
of MnGa (002) peak with a larger FWHM value reaching (∼ 0.5°) at 600 °C showing that the crystallinity
of MnGa thin film is degrading at substrate temperatures higher than 450 °C. The position of MnGa
(002) peak (value of c-lattice constant) as well as FWHM value suggest that the film grown at Ts=450
°C has the best crystalline quality and minimum amount of residual phases among all the different films
grown at various substrate temperatures.
The out-of-plane hysteresis loops were measured for MnGa thin film sample grown at Tsub= 450 °C at
different temperatures to investigate the effect of temperature on saturation magnetization (Ms) and coer-
civity (Hc). Fig. 5.25-(a) shows the hysteresis loops measured at various temperatures in the range of 10K
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Figure 5.23: (a) XRD patterns of MnGa thin films deposited at different substrate temperatures, Tsub,
between 350 °C and 600 °C (Figure is adapted from Ref. [193]). For clarity, the XRD spectra
are shown with a vertical offset. The peaks from Ga or Mn in the MnGa films are labelled
with (*) and (+), respectively. (b) Change of c-lattice constant and peak broadening for
MnGa (002) peak as a function of substrate temperature.
to 350K. Due to temperature limitation of SQUID magnetometer, the maximum applicable temperature
was 350K. For clarity, the change in saturation magnetization (Ms) and coercivity (Hc) (extracted from
these hysteresis loops) upon temperature is summarized in the graphs in Fig. 5.25-(b). As it can be seen
from the plots in Fig. 5.25-(b), by increasing the temperature from 10 k to 350K, the saturation magneti-
zation decreases from 1225 emu/cm3 to 701 emu/cm3. The coercivity (Hc) also shows the same trend and
decreases from 8.75 kOe to 5.9 kOe which shows a negative temperature coefficient for Mn1.5Ga thin film.
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Figure 5.24: Out-of-plane magnetization data for MnGa thin films deposited at different substrate tem-
peratures, Tsub, between 350 °C and 600 °C.
The magnetization vs. temperature data in Fig. 5.25-(b) have been fitted using a combination of
Bloch’s law at low temperatures and a mean field type transition close to the Curie temperature as
suggested by Guo et al. with a weight function p ≈ (T/Tc)1.3 [199]. The estimated Curie temperature
from this fit (n=1.3 and B=0.44) is about 530K which is lower than the reported theoretical value for
crystalline Mn1.5Ga (∼ 697K) [118]. This could be due to slight off-stoichiometry or fitting inaccuracy.
A wider temperature range up to the theoretical Curie temperature is needed for the measurement in
order to achieve more accurate result. Thus, the significance of the parameters is low. Therefore, it is not
possible to differentiate between a mean field exponent (1− T/Tc)1/2 or a Heisenberg critical behaviour
with exponent 1/3 [200].
The inset to Fig. 5.25-(b) shows the change in anisotropy field Hs and uniaxial magnetic anisotropy
constant Ku as a function of temperature. The anisotropy field values were extracted from the inter-
section of easy and hard magnetization loops measured at different temperatures for MnGa thin film
sample. The uniaxial magnetic anisotropy constants were estimated using Eq. 2.13 by substituting Ms
and Hs values for each measurement temperature (for more details see section 5.1.1). Similar to both
saturation magnetization and coercivity, anisotropy field and therefore the estimated uniaxial magnetic
anisotropy decrease with increasing temperature. Since small changes in lattice constant of MnGa unit
cell can affect both coercivity and anisotropy, this reduction in Hc and Ku can be attributed to a decrease
in tetragonality and c/a ratio in MnGa unit cell upon applying higher temperatures.
5.3.2 Magnetic anisotropy
Fig. 5.26-(a) shows the room-temperature magnetization data for Mn1.5Ga thin film grown at Tsub=
450 °C measured in MPMS device with the magnetic field applied both in out-of-plane (easy axis) and in-
plane (hard axis) directions. Similar to the MnBi thin films, for MnGa thin films the Ku values have been
also estimated from the relation Keff = Ku - 2piM2s in which Keff is the effective perpendicular magnetic
anisotropy constant and 2piM2s is the shape anisotropy of the thin film. The effective perpendicular
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Figure 5.25: (a) Out-of-plane magnetization data measured in SQUID magnetometer for Mn1.5Ga thin
film grown at Tsub= 450 °C at different temperatures between 10K and 300K, (b) changes in
saturation magnetization (Ms) and coercivity (Hc) upon changing measurement temperature
for Mn1.5Ga thin film, the inset to graph (b) shows the changes in anisotropy field (Hs)
and the estimated uniaxial magnetic anisotropy constant (Ku) from Hs as a function of
temperature.
magnetic anisotropy constant, can be itself calculated from the relation: Hs = 2Keff/Ms- 4piMs in which
the anisotropy field (Hs) is extracted from the interception of the out-of-plane and in-plane magnetization
curves at saturation with their applied fields in parallel and perpendicular direction with respect to the
film plane, respectively. The opposing contribution from demagnetizing field must be added to the
anisotropy field for a more accurate estimation of Keff. The interception of magnetization curves in
Fig. 5.26-(a) results in a high anisotropy field of 45 kOe (4.5T). Using 45 kOe as Hs and a Ms value of
840 emu/cm3, the contribution of demagnetizing field is calculated to be ∼ 10.55 kOe which results in
a Keff of 23.33 Merg/cm3 (2.33 MJ/m3). Adding the value of shape anisotropy (2piM2s =4.43Merg/cm
3
(0.443MJ/m3)) to the Keff, the uniaxial magnetic anisotropy is estimated to be as high as 2.77MJ/m3
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which is slightly higher than the theoretically predicted value of 2.60MJ/m3 due to the large error from
this estimation method [49].
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Figure 5.26: (a) Out-of-plane and in-plane magnetization data measured in SQUID magnetometer, (b)
angular dependence of magnetic field measured in a torque magnetometer attached to a
PPMS device rotating under 14T magnetic field for Mn1.5Ga thin film grown at Tsub=
450 °C at 300K. Figure is adapted from Ref. [193].
Fig. 5.26-(b) shows the angular dependency of the magnetic torque (T (φ)) measured for the same
MnGa thin film grown at 450 °C in a torque magnetometer attached to a PPMS device. First the film
was cut into 1.5mm × 1.5mm piece and then the T (φ) for this small piece was measured while rotating
under an applied field in torque magnetometer. The torque measurement was performed in applied field
range of 2T-14T at different temperatures between 60K and 300K. All the torque curves measured
over the temperature range of 60K to 300K consist mainly of a two-fold symmetry which indicates the
uniaxial magnetic anisotropy mode. From the data refinement and fitting of a Asin(2θ )+B sin(4θ ) func-
tion to the measured torque curves using Eqs. 3.58-3.60 [168], a uniaxial magnetic anisotropy constant
(Ku) of ∼ 21.00 Merg/cm3 (2.10 MJ/m3) is obtained which is lower than the estimated value using the
anisotropy field (Hs) extracted from easy and hard magnetization data. Similar to the case for MnBi
thin film there is considerable difference between the two values which once again proves that there is a
large error in estimating the uniaxial anisotropy constant from anisotropy field.
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Fig. 5.27 shows the field dependency of measured magnetic torque curves for the MnGa thin film
deposited at 450 °C. The applied field was varied from 2T to 14T and all the curves were measured at
room-temperature. As it can be seen from the measured torque curves on Fig. 5.27, by increasing the
applied magnetic field the amplitude of the torque signal is increasing and the peak position moves further
toward 45◦. For clarity the graphs in Fig. 5.28 summarize the calculated uniaxial magnetic anisotropy
constant (Ku), which is proportional to the amplitude of the sine function fitted to the measured magnetic
torque data, as well as the peak offset from the position of maxima (45◦) as a function of applied magnetic
field. The plots in Fig. 5.28 indicate that as applied magnetic field increases up to 14T, there is a constant
increase observable for the magnetic anisotropy which saturates to ∼ 2.10MJ/m3 and the maximum peak
position moves towards 45◦ showing smaller offset. Applying a minimum magnetic field of ∼ 3 × Hs
seems to be necessary to keep the magnetization always parallel to the applied magnetic field. This
means that in order to achieve a proper torque signal and obtain the precise magnetic anisotropy in the
film, the angle between anisotropy and magnetic field must be the same as the angle between anisotropy
and magnetization.
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Figure 5.27: Angular dependence of magnetic torque for a MnGa film grown at 450 °C measured in
torque magnetometer under different applied magnetic fields in the range of 1T-14T at
300K.
Fig. 5.29 shows the change in collected torque curves at different measurement temperatures under
14T applied magnetic field for MnGa thin film. Upon increasing the measurement temperature, the
amplitude of torque signal which is proportional to the uniaxial magnetic anisotropy constant Ku is
slightly decreasing showing a small negative temperature dependency for Ku. The perpendicular magnetic
anisotropy remains even at temperatures down to 60K and for the whole measured temperature range
the two fold symmetry of the graphs lasts. The slight deterioration of the measured uniaxial magnetic
anisotropy with increasing temperature is in agreement with what has been observed for the measured
hysteresis loops in Fig. 5.25 where the magnetization curves show a slight decrease in coercivity upon
increasing the measurement temperature.
Fig. 5.30 represents the correlation obtained between uniaxial magnetic anisotropy constant Ku and
saturation magnetization Ms for the same MnGa thin film sample in a temperature range from 60K
to 300K. The values for saturation magnetization have been extracted from the hysteresis loops in
Fig. 5.25-(a). The values of uniaxial magnetic anisotropy constant are the measured values obtained
from fitting a sine function to the torque curves in Fig. 5.29 measured at different temperatures be-
tween 60K and 300K. From fitting a polynominal function to the plotted Ku as a function of Ms, it
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Figure 5.28: Summarized graphs showing the trend of changes in uniaxial magnetic anisotropy and peak
shift with respect to the maxima in magnetic torque curves measured for a MnGa film grown
at 450 °C as a function of different applied magnetic fields in the range of T-14T at 300K
in torque magnetometer.
0 45 90 135 180 225 270 315 360
-3
-2
-1
0
1
2
3
 (degree)
To
rq
ue
 (
 M
J/m
3 )
 60K
 110K
 160K
 210K
 260K
 300K
in
cr
ea
sin
g 
te
m
pe
ra
tu
re
Figure 5.29: Angular dependence of magnetic torque for a MnGa film grown at 450 °C measured in torque
magnetometer under applied magnetic field of 14T at different temperatures in the range
of 60K to 300K.
was found that the Ku is proportional to the third power of Ms. Since Ku should be directly propor-
tional to Mns with n = 3 for uniaxial magnetocrystalline anisotropy [79], the exponent achieved for MnGa
thin film is in agreement with the expected value and confirms a uniaxial magnetic anisotropy in the films.
5.4 MnGa/FeCo exchange coupled bilayers
To investigate the exchange coupling effect in MnGa/FeCo exchange spring system, bilayers with L10-
Mn1.5Ga film as hard magnetic layer and Fe35Co65 (at.%) film as soft magnetic layer have been deposited
on Cr (001) buffered MgO (100) substrate. The details of the deposition process is provided in section
4.1. A schematic of such a bilayer is presented in inset to Fig. 5.31. First a L10-Mn1.5Ga hard magnetic
layer was deposited with ∼ 40 nm thickness and then the FeCo layer was deposited on top of the (001)
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Figure 5.30: The dependence of magnetic anisotropy (Ku) on saturation magnetization (Ms) at different
temperatures in the range of 60K to 300K for a MnGa film grown at 450 °C.
epitaxial L10-Mn1.5Ga layer with different thicknesses of 2 nm to 8 nm (in different samples) to evaluate
the exchange coupling effect as a function of thickness of the soft magnetic layer.
Figure 5.31: XRD patterns collected from exchange spring bilayer of Mn1.5Ga/Fe35Co65 with 2 nm thick-
ness of FeCo soft magnetic layer. The L10-Mn1.5Ga thin film was deposited at Tsub: 450 °C
and FeCo layer was deposited at a substrate temperature of Tsub: 100 °C. The inset shows
schematic of Mn1.5Ga/Fe35Co65 bilayer samples deposited on Cr (001) buffered MgO (100)
substrate.
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Fig. 5.31 shows the XRD patterns collected from Mn1.5Ga/Fe35Co65 exchange spring bilayers with
2 nm thickness of Co-rich soft magnetic FeCo layer. The peak indexing shows tetragonal MnGa (001)
superlattice and (002) peaks with space group of P4/mmm, along with the (001) peak of Cr buffer layer
underneath the MnGa film and the high intensity MgO substrate peak. As expected no peaks have been
observed from FeCo layer because of its very low thickness. Comparing the intensities of MnGa (001)
and (002) peaks in bilayers sample to that of the single layer MnGa thin film in Fig. 5.23-(a), the XRD
patterns show nearly the same intensities implying that the crystalline quality of hard magnetic layer
for all bilayer samples is nearly the same.
Figure 5.32: Out-of-plane magnetization data for MnGa/FeCo bilayers with Fe35Co65 (at.%) thickness
between 0 nm-8 nm measured at 300K. Figure is adapted from Ref. [193].
Room-temperature out-of-plane magnetization data (volume magnetization vs. applied magnetic field)
measured in easy direction of magnetization for Mn1.5Ga/Fe35Co65 epitaxial bilayers with different thick-
nesses of the FeCo layer are shown in Fig. 5.32. For the comparison, the out-of-plane hysteresis loop for
a single layer MnGa thin film sample has also been included in the same graph. The exchange spring
system should reach the higher saturation magnetization by addition of the soft magnetic layer while
preserving the coercivity of the hard magnetic phase. The exchange coupling effect between the hard
and soft magnetic layers is considered strong when the bilayer sample shows a magnetically single phase
behaviour. As expected, by addition of 2 nm, 4 nm and 6 nm and 8 nm FeCo layer, the saturation mag-
netization of the bilayer sample has monotonously increased while the coercivity stays nearly constant
and close to that for the single MnGa layer. The total magnetization for the bilayer, as mentioned in
Eq. 2.26, is the volume average of magnetization in hard and soft magnetic layers.
According to the out-of-plane hysteresis loops, the bilayer shows strong exchange coupling with single-
phase behavior for a soft magnetic layer thickness of ∼ 2 nm resulting in a ∼ 20% increase in volume
magnetization from 840 emu/cm3 to 1000 emu/cm3 while the coercivity is preserved at ∼ 6 kOe. A fur-
ther increase in the soft layer thickness deteriorates the coherency of the exchange interaction as can
be seen from the small shoulder in the magnetization data around zero field which shows that the two
layers are not behaving as a single phase under demagnetizing field. Although such a decrease in degree
of coupling was predicted with increasing thickness of the soft magnetic layer, it is also expected that
the critical soft layer thickness is proportional to the domain wall width for hard magnetic layer as:
(2×δw =
√
Ah
Kh
) (see Eq. 2.25) in which δw is domain wall width, Ah is exchange stiffness constant and
Kh is magnetocrystalline anisotropy for the hard magnetic phase [68, 70, 71]. In case of MnGa/FeCo
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exchange system with Ah of ∼ 1.0. 10−6 erg/cm [191], the critical thickness should be as high as ∼13.7 nm.
In comparison to the previous exchange spring bilayers in MnBi/FeCo system, the coherency of ex-
change coupling has been improved for the MnGa/FeCo system resulting in a higher critical soft layer
thickness. This can be attributed to the epitaxial growth of both hard and soft magnetic layers lead-
ing to an improved hard/soft interface quality [192, 106]. TEM investigations have been performed
on a MnGa/FeCo bilayer sample with 3 nm FeCo layer thickness to evaluate the epitaxial growth and
crystallinity of the hard and soft magnetic layers and to examine the improved exchange interface for
MnGa/FeCo bilayers.
5.4.1 Transmission Electron Microscopy (TEM)
Cross-sectional high-resolution transmission electron microscopy (HR-TEM) images were collected to
investigate the hard/soft interface in the exchange spring MnGa/FeCo bilayer. As shown in Fig. 5.33-
(a), the layers are epitaxially grown along the (001) out-of-plane orientation leading to the formation of
a smooth interface between MnGa and FeCo layers with a roughness of a few unit cells. The formation of
a well-defined interface between MnGa and FeCo layers can also be observed from the HR-STEM image
in Fig. 5.33-(b). Moreover, EDX analysis was performed in STEM mode to measure the elemental
composition for Cr, Mn, Ga, Fe and Co in the bilayer sample. The EDX data in Fig. 5.33-(c) shows
distributions of these elements across the different layers. The measured composition distribution is in
good agreement with the different crystalline phases present in each deposited layer. The compositions
from EDX analysis correspond to a stoichiometry of Mn1.6Ga and Fe37Co63.
5.4.2 Theoretical investigations of exchange interface
The results of ab initio-based DFT calculations for the MnGa/FeCo interface are summarized in Tab.
5.2. The values for interface formation energy, interface exchange coupling energy and interface exchange
constant were calculated for MnGa/FexCo1-x with different compositions of x = 0.375, 0.5, 0.625 and
1.0 in soft magnetic FeCo layer. Based on the table of cohesive energies [202] as well as the current cal-
culations, the surface termination of Ga atoms in the hard magnetic side is energetically more favorable
than a termination with Mn atoms. Nevertheless, both Fe and Co terminations at the interface from
the soft magnetic side have been considered to compare their effect on the interlayer magnetic exchange
coupling. For each atomic termination at the interface, the number of Fe and Co atoms differ.
Fig. 5.34 shows the atomic structure of MnGa (001)/Fe3Co5 (001) with Ga and Co terminations as
well as MnGa (001)/Fe5Co3 (001) with Ga and Fe terminations at the interface. Fig. 5.34 indicates that
after DFT atomic relaxation, despite 4.2% strain in the ab-plane at the interfaces, no significant surface
reconstruction or irregularity occurs and the experimentally-observed epitaxial feature of the interface
is preserved in both termination cases. It is noted that the results of the DFT calculations which are
obtained at 0K are in agreement with the HR-TEM observations (see Fig. 5.33).
In general, the interface from Co-rich alloys enhances thermodynamic stability since the interfaces
with Co termination have lower interface formation energies compared to the ones with Fe termination.
Moreover, the calculations show that Co termination at the interface results in significantly improved
exchange coupling. On the other hand, the presence of Fe atoms at the interface is in favor of antiferro-
magnetic coupling. Therefore, by increasing the number of Fe atoms at the interface the values of J int
and Aint both become more negative.
In the previous study by Ma et al. [77], it is shown that by increasing the Co content in FeCo layer
above 25%, there is an abrupt transition from FM to AFM for the interface exchange coupling. How-
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Figure 5.33: (a) High-resolution cross-section TEM image of Mn1.5Ga (001)/Fe35Co65 (001) epitax-
ial bilayer sample, with 3 nm FeCo layer thickness, (b) HR-STEM image of the epitaxial
MnGa/FeCo interface, and (c) line scan EDS map of the Cr, Mn, Ga, Fe and Co distribution
across the bilayer sample. Figure is adapted from Ref. [193].
(a) (b)
Figure 5.34: Atomic structure of (a) MnGa (001)/Fe3Co5 (001) with Ga and Co terminations, and (b)
MnGa (001)/Fe5Co3 (001) with Ga and Fe terminations demonstrated using VESTA [115].
Mn, Ga, Fe and Co are shown with light pink, magenta, yellow, and blue colors, respectively.
Figure is adapted from Ref. [193].
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Table 5.2: Values of interface formation energy γint, interface exchange coupling energy J int, interface
exchange constant Aint and lattice mismatch calculated by DFT considering different composi-
tions of FexCo1-x layer and different terminations in MnGa/FeCo interface. All the interfaces
are perpendicular to the [001] crystallographic direction. Table is adapted from Ref. [193].
Composition
Interfacial
strain
Interface
termination
of soft layer
γint
(eV/Å2)
J int
(J/m2)
Aint
(pJ/m)
MnGa/Fe3Co5 4 out of 4 Co atoms 0.128 0.081 2.54
MnGa/Fe3Co5 3 out of 4 Fe atoms 0.135 −0.034 −1.05
MnGa/FeCo
4.2%
1 out of 1 Co atom 0.131 0.066 2.01
MnGa/FeCo 1 out of 1 Fe atom 0.143 −0.029 −0.87
MnGa/Fe5Co3 3 out of 4 Co atoms 0.166 0.075 2.28
MnGa/Fe5Co3 4 out of 4 Fe atoms 0.173 −0.037 −1.12
MnGa/Fe Only Fe 0.159 0.049 1.49
ever, it should be noted that the samples in the study by Ma et al. were annealed at 350 ◦C for 30min
after deposition while the samples in the current study were not annealed. According to the DFT cal-
culations (Tab. 5.2) it is evident that the interface exchange coupling is strictly related to the type
and concentration of atoms from the soft layer at the interface. Therefore, it is concluded that in the
study by Ma et al. due to the annealing process, possible diffusion of Fe atoms from the interior layers
towards the interface took place which results in a Fe-rich interface (with small amount of Co) on the
soft magnetic layer side of the exchange interface [206]. This leads to a negative interface exchange
coupling for samples with more than 25% Co [77] (see Tab. 5.2, rows 2, 4 and 6). For samples with
less than 25% Co, on the other hand, same thermally induced diffusion results in presence of only Fe
atoms at the vicinity of the interface (Fe termination on the soft layer side). Therefore, based on the
last row in Tab. 5.2 for pure Fe, the exchange interaction is completely in favor of ferromagnetic coupling.
Moreover, interface intermixing is also of great importance in the samples which have been under heat
treatment [207, 208]. However, this is not the case in the current study. Intermixing is again resulted
from the selective inter-diffusion of atoms from interior toward the exchange interface. Depending on the
new phase(s) which can form at the interface and the resulting magnetic properties, this newly formed
interface region can act either against or in favor of exchange interaction. For instance Liu et al. have
shown that in the SmCo/Fe (10 nm) bilayer system such inetrmixed interface improves the exhcange
coupling since the magnetic properties change gradually at the length scale of 8 nm [208].
In order to elucidate the effect of soft magnetic layer thickness on the coherency of exchange coupling,
scale-bridging micromagnetic simulations were performed using the input data of the DFT calculations.
As the first step, using OOMMF code, hysteresis graphs for MnGa/FeCo bilayers with various thick-
nesses of the Fe3Co5 layer were simulated. Fig. 5.35-(a) shows the hysteresis loops for a range of FeCo
thicknesses from 0nm (pure MnGa) to 8 nm. It is found that by increasing the thickness of the FeCo
layer, the hysteresis loops no longer show a perfect rectangular shape similar to the pure MnGa layer.
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Figure 5.35: (a) Simulated hysteresis loops using OOMMF code for a MnGa(001)/Fe3Co5(001) bilayer
system corresponding to the first row of data in Tab. 5.2 for various thicknesses of
FeCo. (b) First derivative plots of both experimental and simulated hysteresis loops for
MnGa(001)/Fe3Co5(001) bilayers as a function of soft layer thickness. The first derivative
at higher temperature is also inculded in the same graph for comparison. For better visu-
alization, the second derivative of the simulated data is shown as well. Figure is adapted
from Ref. [193].
To accurately characterize the effect of increasing soft layer thickness on the degree of exchange cou-
pling, the first and second derivatives of the hysteresis loops in Fig. 5.35-(a) are plotted in Fig. 5.35-(b) as
a function of the FeCo layer thickness. For comparison, the first derivative of the experimental hysteresis
loops from Fig. 5.32 is also included. From the first derivatives, a critical thickness can be defined below
which the hysteresis loop for the exchange coupled bilayer becomes incoherent. The second derivative
is shown for a better representation of the incoherency in case of the simulated hysteresis loops. As it
can be observed from Fig. 5.35-(b), at 2 nm thickness of the FeCo layer the slope of the first derivative
is rather abruptly increased which implies a significant decrease in the coherency of exchange coupling.
This jump in the plot at 2 nm FeCo thickness can also be observed in the the second derivative plot.
Due to the assumption of a perfect single crystalline structure in the micromagnetic simulations at
either side of the exchange interface, the simulated graphs generally show lower coercivity values com-
pared to the experimentally measured hysteresis loops. The higher value of coercivity in the experi-
mental samples, which is beneficial as it leads to a higher energy product, is attributed to the possible
defects/inhomogeneities present in the experimental samples (e. g., thickness variations, phase segrega-
tion, secondary phases, chemical gradients, etc). Such imperfections result in higher coericivity due to
domain wall pinning. Not only such inhomogeneities can smear the sharpness of the hysteresis curves but
also can cause a quasidiscontinuous magnetization (not included in the simulation) which appears as a
shoulder around zero field in the experimental data [203]. Since the MnGa/FeCo bilayer samples in cur-
rent study are epitaxially grown, as also confirmed by HR-TEM/STEM images, the hard/soft interface
is smooth with a roughness of only a few unit cells and therefore interface roughness is not considered as
a factor affecting the coercivity in MnGa/FeCo bilayers [193]. However, it should be noted that interface
roughness is considered as the dominant factor deteriorating the exchange coupling in non-epitaxial or
polycrystalline bilayers [106].
Based on the micromagnetic simulation data in Fig. 5.35-(a), the coercivity of bilayers decreases as a
function of FeCo layer thickness (i. e., increasing volume of soft the magnetic layer) although this effect is
only significant for a soft layer thickness below 2 nm (below the exchange length of hard magnetic MnGa
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layer ∼ 2.0 nm). Such thickness dependency of coercivity in epitaxial bilayers has been previously re-
ported by Patra et al. [209]. This shows that the simulation model used in this study with the assumption
of single crystalline epitaxial bilayers can accurately predict the expected exchange coupled hysteresis
loops for MnGa/FeCo bilayer system and therefore can be reliably used to predict critical thickness
of 2 nm for this system. In comparison, the hysteresis loops collected from the experimental bilayers
(in Fig. 5.32) show nearly no thickness dependency of coercivity. The inconsistency suggests that the
simplified micromagnetic model used in current study can only simulate the coercivity values observed
in the experimental bilayers with high accuracy in case defects/inhomogeneities are implemented into
the simulated structures.
In addition, the simulations have been performed at 0K while the experimental data were collected
at room-temperature. Since at higher temperatures both saturation magnetization and anisotropy de-
crease, additional micromagnetic simulations were performed using slightly decreased values (by only
10%) of saturation magnetization (Ms), magnetic anisotropy (Ku) and interface exchange energy (Jint) to
roughly estimate the effect of slightly higher temperature on the value of critical thickness. As it can be
seen in the derivative graphs in Fig. 5.35-(b), at this slightly higher temperature the resulted derivative
graph shows similar trend as for the 0K only with slightly smaller derivative values which lie closer to
the experimental values (magenta dashed line). Therefore, it is concluded that the higher temperature
does not affect the critical thickness of 2 nm observed in both experiment and simulation.
The 2 nm critical thickness of the FeCo layer observed for the MnGa/FeCo system is twice the value
of 1 nm in the case of MnBi/FeCo system [106]. The improved exchange coupling can be attributed to
the similar cubic crystal structure of both MnGa and FeCo with low interfacial strain which results in
epitaxial growth of FeCo layer. The smooth interface between hard/soft magnetic layers resulting from
epitaxial growth improves exchange interactions. Considering the fact that values of bulk anisotropy
and exchange stiffness are rather similar for MnGa and MnBi, the results of current study shows that
microstructural factors such as crystalline structure and orientations, interface roughness, and epitaxial
growth strongly affect the degree of exchange coupling in multilayer systems. The 2D model nanostruc-
tures presented in the current study can be employed to investigate the controlling structural factors
which allow for engineering of exchange properties in exchange spring magnets.
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6 Conclusion
The purpose of this study was synthesis of rare-earth free Mn-based ferromagnetic thin films, in par-
ticular MnBi and MnGa. Since these phases theoretically show moderate saturation magnetization,
exchange coupled bilayers of MnBi/FeCo and MnGa/FeCo systems have been synthesized to achieve
higher energy density. For this purpose, I have used magnetron sputtering as a cost-efficient industrial
deposition method for thin film growth. The results of this study are divided into four main parts.
In the first part of this work, I have shown that it is possible to sputter high-quality LTP MnBi thin
films from an alloy Mn55Bi45 (at.%) target on quartz glass substrates, but a subsequent heat treatment
under vacuum at annealing temperature of Tann=415 °C was necessary to achieve a high degree of c-axis
texture in the resulting thin films. These highly textured phase-pure MnBi films have shown a high sat-
uration magnetization of 600 emu/cm3 and a high uniaxial anisotropy of ∼ 1.86MJ/m3, as measured by
torque magnetometry, which are one of the highest values ever reported for this phase in thin film form.
The observed positive temperature coefficient of coercivity and anisotropy field is in good agreement
with the results of performed DFT calculations. The coercivity of the MnBi films depends on the an-
nealing temperature in a way that slightly lower annealing temperature of Tann=365 °C results in a slight
decrease in saturation magnetization but a higher out-of-plane coercivity of 12 kOe. This is attributed
to the presence of some unreacted Bi in the films which results in a large room-temperature maximum
energy product close to 8.7MGOe. Slightly higher amount of Mn (Mn55Bi45 (at.%)) leads to the highest
saturation magnetization in the MnBi thin films. In addition, it was shown that the Curie temperature
of LTP-MnBi film is as high as ∼ 510K with a positive temperature coefficient for both coercivity and
magnetic anisotropy. Moreover, I have found that alloy sputtering targets with a pre-defined starting
stoichiometry can be reliably used to deposit single layer thin films of these Mn-based alloy phases due
to a fairly precise stoichiometry transfer from sputtering targets to the deposited films. This straight-
forward approach is of special importance, since based on the equilibrium phase diagrams, composition
is an important factor which influences the resulting magnetic properties in Mn-based intermetallic alloys.
In the next part, exchange spring MnBi/FexCo1−x (x=0.65 and 0.35) bilayers with different soft mag-
netic layer thicknesses (0-4 nm) were fabricated by DC magnetron sputtering from alloy targets. The
magnetic measurements revealed that a Co-rich FeCo soft magnetic layer results in more coherent ex-
change properties with an optimum soft layer thickness of 1 nm leading to ∼3% increase in the saturation
magnetization, however, a complete single-phase hysteresis cannot be obtained for higher FeCo thick-
ness. the DFT calculations performed by Dr. Ashkan Moradabadi from the group of Jun. Prof. Hongbin
Zhang at TU Darmstadt showed that in the MnBi(001)/FeCo exchange bilayers a combination of crys-
talline (110) and disordered FeCo phases are formed. The HR-TEM evaluations have confirmed the
presence of disordered region close to the exchange interface which considerably limits the exchange cou-
pling effect. Moreover, a (110) orientation for FeCo layer was revealed by HR-TEM. The STEM-EDX
elemental mapping was in good agreement with the phases present in each layer and confirmed the stoi-
chiometry of the deposited layers, which slightly varies across the layer. The micromagnetic simulations
by Dr. Min Yi from the group of Prof. Dr. Bai-Xiang Xu at TU Darmstadt showed that the thick-
ness of the soft magnetic layer and the interface roughness between the hard and soft magnetic layers
control the effectiveness of exchange coupling. Both experiment and simulation have shown that above
1 nm FeCo thickness, the exchange coupling deteriorates. The incomplete exchange coupling observed in
MnBi/FeCo bilayers can be correlated with the high interfacial roughness which reduces the exchange
constant.
In the third part, I have shown that it is possible to grow phase-pure highly epitaxial L10-Mn1.5Ga
thin films directly from a stoichiometric sputtering target on top of Cr-buffered MgO(100) substrates at
an optimum substrate temperature of 450 °C. The resulting films showed a high saturation magnetization
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of 840 emu/cm3 and a very high perpendicular magnetic anisotropy of 2.1 MJ/m3 both of which are in
a very good agreement with the theoretically predicted values for Mn1.5Ga phase and to my knowledge
are the highest experimental values so far reported for Mn1.5Ga thin films. The coercivity of Mn1.5Ga
thin film is 6 kOe and, as expected, it shows a negative temperature coefficient. A Curie temperature
of 530K and a negative temperature coefficient for the coercivity and magnetic anisotropy have been
observed.
Finally, the exchange coupling effect was investigated in Mn1.5Ga/FeCo bilayer system. The exchange
coupling is coherent for a soft layer thickness up to 2 nm leading to a ∼ 20% increase in total magneti-
zation, and an enhanced total energy product. The DFT calculations, by Dr. Ashkan Moradabadi from
the group of Jun. Prof. Hongbin Zhang at TU Darmstadt, considering different FeCo compositions,
revealed that a Co-rich soft magnetic layer with Co termination is in favour of coherent ferromagnetic
exchange coupling. In addition, pure Fe layer on top of MnGa also indicated a ferromagnetic exchange
coupling, although compared to FeCo, the exchange constant in pure Fe case is smaller. The TEM
evaluations confirmed epitaxial growth of both hard and soft magnetic layers with a smooth interface
which is responsible for the coherent exchange coupling effect between the layers. The EDX elemental
mapping confirmed the stoichiometry of MnGa and FeCo layers. Microstructural analysis of the interface
using both HR-TEM and micromagnetic simulations showed that hard/soft interface properties such as
roughness and epitaxial growth are critical to achieve strong exchange coupling. The epitaxial growth of
the MnGa/FeCo bilayers resulted in a better interface quality and therefore a more coherent exchange
coupling compared to the MnBi/FeCo system. Both experiment and modelling showed that coherent ex-
change coupling is restricted to a critical FeCo thickness of 2 nm. The model used in this thesis provides
useful guidelines to synthesize efficient exchange coupled rare-earth free permanent magnets with applica-
tions in renewable energy and spintronics through interface engineering of the hard/soft magnetic phases.
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7 Outlook
The result of current study shows that MnBi and MnGa are both promising rare-earth free candidates;
however, it also emphasizes on the criticality of high interface quality in their exchange coupled bilay-
ers which can be achieved only through pronounced growth properties. Among the two investigated
candidates, namely MnBi and MnGa, the former shows lower magnetization but is more cost-efficient.
The latter, on the other hand, is easier to be grown epitaxially due to the crystallographic characteris-
tics of the phase. Nevertheless, as rare-earth free ferromagnetic phases both candidates are considered
cost-efficient. In any case, further improvement of crystallinity of the grown layers are of paramount
importance.
7.1 Different deposition approach
Since it is a cost-effective method, in this thesis I have performed the thin film growth using sputtering
deposition. However, inability to perform in-situ growth characterization in our custom-made system
either by the means of QCM (quartz crystal microbalance) to monitor the growth rate, or using RHEED
(reflection high-energy electron diffraction) to monitor the layer-by-layer growth of epitaxial films brought
about additional difficulties. Moreover, a precise control over the growth rate and investigating the effect
of lower growth rates was not possible in the current sputtering setup. Therefore, searching for a suitable
single crystalline substrate, in case of MnBi thin films, and growth study using a more precise growth
method with lower growth rates, e .g. molecular beam epitaxy (MBE), is necessary in order to further
improve the growth properties of the resulting layers. Due to time limitation for the experiments, a vast
thickness study combined with investigation on the effect of different buffer layers is also remained of
question for further work. This can also affect the quality of grown thin films and therefore can improve
the resulting crystalline and magnetic properties.
7.2 L10-MnAl and effect of buffer layers
As shortly mentioned in the introduction section, tetragonal τ-MnAl is also another promising Mn-based
intermettalic phase which was not studied in this thesis. Based on the literature review, the τ-MnAl
epitaxial thin films with highest magnetization has been reported by Hosoda et al. [9]. In their experi-
ment, they have grown the MnAl (001) epitaxial thin films using sputtering deposition and a Mn48Al52
(at.%) alloy target on Cr-buffered MgO (100) single crystalline substrates at Ts=200 °C followed by post
annealing at higher temperature of 450 °C. The resulting films show a Ms of ∼ 600 emu/cm3 and Ku
of 10 Merg/cm3 which are still only ∼ 75% and 66% of the predicted theoretical values reported for
L10-MnAl phase [56]. A full growth study with different growth temperatures, various annealing tem-
peratures and effect of composition would be necessary to further improve the quality of MnAl epitaxial
thin films. As the next step, investigation of exchange coupling effect in MnAl/FeCo bilayer system
would be of great interest. Moreover, as summarized in Tab. 7.1 effect of different buffer layers with
various thicknesses on the quality of the epitaxially grown MnAl and MnGa thin films can be evaluated.
Based on the values in Tab. 7.1, noble metals such as Pd and Pt are promising candidates resulting in a
lattice misfits below 1% which can lead to significant improvement in growth properties of these films [56].
7.3 MnBi epitaxial (001) thin films
Finding a suitable single crystalline substrate among the standard commercially available substrates
which allows for epitaxial growth of MnBi layer was challenging due to the hexagonal crystal structure of
MnBi and its lattice constant. However, I have finally found a hint in an old article from Schoenes et al.
where epitaxial growth of MnBi layer on BaF2 (111) substrate was shortly studied [210]. Although due
to time limitation I was not able to fully investigate the growth properties of MnBi film deposited on this
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Table 7.1: Summarized values of lattice misfit between different substrates (buffer layers) and L10-MnGa
(a=3.886 Å) or L10-MnAl (a=3.920 Å) phases. The lattice parameter values are adapted
from ICDD (International centre for diffraction data). The (*) values are calculated with 45◦
in-plane rotation (a=a/
p
2).
Buffer a[Å] L10-MnGa [%] L10-MnAl[%]
MgO 4.21 -7.8 -7.0
GaAs 4.00* -2.7 -1.9
STO 3.91 0.8 0.3
InAs 4.28* -9.1 -8.4
AlAs 4.00* -2.7 -1.9
Cr 4.07* -4.6 -3.8
Pd 3.89 -0.1 0.8
Pt 3.92 0.9 0
Au 4.08 -4.8 -3.9
Ag 4.09 -5.0 -4.2
Si 3.94 -1.4 -0.5
Al 4.05 -4.0 -3.2
Cu 3.61 7.6 8.6
single crytsalline substrate, I have performed preliminary experiments to shortly evaluate the possibility
of out-of-plane growth. Fig. 7.1 shows XRD patterns collected from three different MnBi films which
were grown on BaF2(111) substrates. First film was grown at a substrate temperature of 400 °C without
any post annealing. Beside the two strongest peaks which belong to BaF2 (111) substrate, the peak
indexing only shows small individual diffraction peaks from Bi and Al cap layer. The second film was
grown at lower substrate temperature of 300 °C but was annealed after deposition for 30 min at 530 °C.
The XRD patterns show appearance of two additional peaks which can be indexed to MnBi (002) and
MnBi (004) planes although some other small peaks which belong to unreacted Bi are also present. The
third sample was grown again at substrate temperature of 300 °C but was annealed after deposition for
longer duration of 1 h at 530 °C. Based on the measured XRD patterns, long annealing time caused sig-
nificant decrease in the intensity of MnBi (002) and (004) peaks. This shows that applying only substrate
temperature does not result in epitaxial growth, and a combination of a lower substrate temperature
and a higher annealing temperature is more helpful. A magnetization of ∼ 540 emu/cm3 was measured
for the sample annealed for 30min at 530 °C and the two other samples have shown significantly lower
magnetization (< 50 emu/cm3). This preliminary study proves that the epitaxial growth of MnBi (002)
films on top of the single crystalline BaF2(111) substrate is possible in our costume-made sputtering
unit. However, a full growth and thickness study evaluating effect of different substrate and annealing
temperatures as well as different growth rates is necessary to optimize the growth process and to find the
suitable growth window for deposition of epitaxial phase-pure LTP-MnBi films with high crystallinity
and magnetic properties.
7.4 MnGa/FeCo/MnGa trilayer exchange spring system
As mentioned, for high performance permanent magnets exchange coupling of a hard magnetic phase
with high anisotropy to a soft magnetic phase with high polarization can lead to enhanced energy density
((BH)max). The result of this thesis by modelling of exchange coupled bilayers has shown that epitaxial
growth with optimum texture, which leads to both excellent magnetic properties and less roughness of
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Figure 7.1: XRD patterns collected from three MnBi thin films grown from Mn55Bi45 alloy target onto
BaF2(111) (a) grown at Ts= 400 °C without annealing, (b) grown at Ts= 300 °C with post
annealing at Ta= 530 °C for 30 min, and (c) grown at Ts= 300 °C with post annealing at
Ta= 530 °C for 1 h. For better visualization, the graphs have a vertical offset.
exchange interface, is necessary to achieve strong exchange coupling. In this case due to epitaxial growth
the excellent magnetic properties could be maintained for different thicknesses of hard magnetic layer
and will not change as a function of film thickness. In exchange systems such as MnGa/FeCo where
successful epitaxial growth of the bilayers and therefore strong exchange coupling is possible, the deposi-
tion of multilayer heterostructures of exchanged couple layers with thin hard magnetic layers is of great
interest. Growth and magnetic properties in trilayers with sandwiched FeCo soft magnetic layer between
two layers of MnGa hard magnetic phase (with variable thickness ratios) can be studied to investigate
the feasibility of deposition with the same out-of-plane epitaxial texture, and to evaluate coherency of
exchange coupling and overall magnetic properties in this system. If such approach is successful, one can
subsequently engineer epitaxial multilayers to further enhance the magnetic properties.
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grown from an alloy Mn55Bi45 target, IEEE Trans. Magn. 53, 2100306 (2017). doi :
10.1109/TMAG.2016.2636817
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