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Let R,(n) denote the number of ways of representing the integers not exceeding n 
as the sum of k members of a given sequence of nonnegative integers. Suppose that 
l/2 < P < k, 6 = p/2 - /?/(4 min@ k/2)) and 
1 
w if B < k/2, 
(= p-112 if /3 = k/2, 
(k - 2)(k + 1)/2k if k/2 < /I < k. 
R. C. Vaughan has shown that the relation R,(n) = G(n) + o(ns loggfn) as 
n + fro is impossible when G(n) is a linear combination of powers of n and the 
dominant term of G(n) is ens, c > 0. P. T. Bateman, for the case k = 2, has shown 
that similar results can be obtained when G(n) is a convex or concave function. In 
this paper, we combine the ideas of Vaughan and Bateman to extend the theorems 
stated above to functions whose fractional differences are of one sign for large n. 
Vaughan’s theorem is included in ours, and in the case /I < k/2 we show that a 
better choice of parameter improves Vaughan’s result by enabling us to drop the 
power of log n from the estimate of the error term. 
1. INTR~OUCTION 
Erdos and Fuchs [4] showed that if R,(n) is the number of ways of 
representing the integers not exceeding n as a sum of two members of a given 
sequence of integers, then, for c > 0, it is not possible to have 
R,(n) = cn + o(,“~ log-“*n). 
Vaughan [7 ] has generalized this result by considering sums of k members of 
the given sequence and also by allowing the main term, which we call G(n), 
to be a linear combination of powers of n. Bateman [ 11, for the case k = 2, 
deals with the problem when G(n) is a convex or concave function. His 
paper [ 1 ] is a refinement of his earlier work with Kohlbecker and Tull [2]. 
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Jurkat [6] has improved Vaughan’s results for the case p < 1, k even. Jurkat 
showed that 
R,(n) = G(n) + o(r~~'~) 
as n + +co is impossible when G(n) - cna. Using only elementary methods, 
we showed in [5], for 0 < /.I ( 1, 
R,(n) = G@) + O(n5(I-5)(I-l/kj/(I-4+alk)-f) 
as n + +co is impossible for any E > 0. This improved Jurkat’s result if 
/3 < (3k - 4)/(3k - 3). In this paper, we shall show that, for p ( k/2, 
R,(n) = G(n) + o(dz5- lw4) 
as n -+ +co is impossible. This last result is to our knowledge the best known 
result when k > 3 and 1 < /3 < k/2. 
2. NOTATION AND ELEMENTARY THEOREMS 
Let {ri(n)}r& be a sequence of nonnegative real numbers such that if 
r*(n) # 0, then r,(n) > 1. We further require that rl(n) f 0 for infinitely 
many n. The function g(z) is defined, for Izj < 1, by 
g(z)= f r, (n)z”. 
n=o 
(2.1) 
Our later assumptions will guarantee that r,(n) is dominated by some power 
of n, so that the series for g(z) converges when J z 1 < 1. Throughout this 
paper we shall take z = rei” where a is real and r = eeUX where x is a large 
positive integer. 
Suppose k denotes a positive integer. We define r,(H) as the coefficient of 
z” in the power series expansion of g(z)“, i.e., for (z ] <, 1, we have 
m 
1 rk(n)zn = ( !. rl(n)zn)k. 
n=o 
Equivalently, we could have defined rk(rz) recursively by 
rk(n) = i M4rk-,(n - 4 
m=o 
P-2) 
(2.3) 
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Our theorems deal with the asymptotic formulas for the summatory 
function of rk(n), denoted by R,(n), and defined by 
R,(n)= < MN. 
m=O 
(2.4) 
Note that (1 - z)-‘g(z)” = C,“. R,(n)z”. 
The main term of the asymptotic formulas will be denoted by G(n), and 
we henceforth assume that 
G(n) -+ +a, as n-t+oo, (2.5) 
and that there exist positive real numbers N, c, and C such that for all n > N 
we have 
G(n) is nondecreasing, (2.6) 
and 
1 < c < G(2n)/G(n) < C. (2.7) 
Conditions (2.5) and (2.6) are quite natural since they are satisfied by R,(n). 
Condition (2.7) is perhaps a little contrived and may not be the most 
appropriate, but without some such condition, Lemma 4.6 would fail. 
The error term in our asymptotic formulas will be denoted by v(n). Thus 
we are concerned with the relation 
R,(n) = G(n) + u(n), u(n) = o(G(n)). (2.8) 
Our theorems assert that v(n) cannot be too small. Note that (2.7) and (2.8) 
imply that ri(n) is dominated by some power of n. 
In the special case when r,(n) is a nonnegative integer for all n, we can 
interpret r,(n) as the number of occurrences of n in a given sequence of 
nonnegative integers, say {a,}:= i . Then r&r) is the number of ways n can 
be represented as the sum of k elements of the sequence (a,,,}. More 
generally, we may view our theorems as omega theorems for the error term, 
v(n), in asymptotic formulas for the summatory function, R,(n), of the k-fold 
iterated additive convolution of a nonnegative arithmetic function, ri(n), with 
itself. 
We shall write f(n) << g(n) if jf(n)j/g(n) is nonnegative and bounded 
above by a positive constant for all sufficiently large n. 
3. FRACTIONAL DIFFERENCES 
In this section we define our concept of fractional differences. To apply 
our main theorems in Section 5, we need to identify those functions G(n) 
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which have nonnegative (or nonpositive) fractional differences when n is 
large. Though we are unable to find a useful characterization for this class of 
functions, it is not hard to see that the functions G(n) considered by 
Vaughan and Bateman are included. Hence our theorems include those of 
Vaughan and Bateman as special cases. 
3.1. DEFINITION. For real p, the /Ith difference of a function G(n) will be 
denoted by V4G(n) and defined by 
(1 -z)~ 5 G(n)z” = -? V4G(n)z”. 
n=o ZO 
We omit the proofs of the following easily derived properties: 
3.2. PROPERTIES. 
(9 
(ii) 
(iii) 
(iv) 
(VI 
(4 
V’G(n) = G(n); 
V4+yG(n) = V4(VYG(n)) = VY(VoG(n)); 
V4G(n) = C;=o(:)(-l)“G(n - m) = C:=o(,!,,,)(--1)“~‘“G(m); 
V4(G(n) + H(n)) = VsG(n) + V%(n); 
V”(cG(n)) = cV4G(n), c is a constant; 
V5(G(n)H(n)) = SC0 (;)V’G(n)V’-‘H(n -j). 
Let PI ,Pz,...,Ps b e nonnegative real numbers satisfying /3r > /I* > 4.. > /I?, 
and let c r, z ,..., c, be real numbers with c, > 0. Vaughan [ 71 shows that the c 
theorems, which we state and prove in Section 5, for G(n) = &r c,& are 
corollaries of the same theorems for G(n) = cj”=r c,(-l)“(-I;“). Clearly the 
latter G(n) satisfy our suppositions (24 (2.6), and (2.7). Thus, to show that 
Vaughan’s theorems are a special case of ours, it suffices to prove the 
following: 
3.3. PROPOSITION. If G(n) = z=, cj(-l)“(-‘14’), then V’“G(n) is 
either nonnegative for all suflciently large n or nonpositive for all large n. 
ProoJ We have 
Vfl+‘G(n) = <’ c Vb+’ ,e, i 
=ficj go t-l)” (“z ’ ) (-l)“-m ( nlr:) 
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If p -/Ii is a positive integer for j = 1,2,..., s, then Vs+ ‘G(n) = 0 for large n. 
Otherwise each nonzero term of the last sum will be of one sign for large n, 
and since the binomial coefficients behave like powers of n (see [3]), one 
term will eventually dominate all the others. Thus either V4’ ‘G(n) > 0 for all 
large n or V4+‘G(n) < 0 for all large n. 
The work of Bateman, Kohlbecker, and Tull [2] (using second differences 
only) would suggest that our theorems might also apply when G(n) is a 
power of n multiplied by a slowly oscillating function. However, we must, 
for the present, content ourselves with showing that our theorems apply when 
G(n) = c(- I)“( -‘,-s)Z(n), where 1(n) = CkGn l/k. This G(n) satisfies (2.5) 
(2.6), and (2.2) if p 2 0 and if c is such that G(n) > 0 for all positive integers 
n. (G(n) will then behave essentially like Ic] nD log n, see 131.) 
3.4. PROPOSITION. If G(n) = c(-l)“( -‘,-s) l(n), where /3 > 0 and 
e> = L&n I/k, then VBt *G(n) is nonnegative (or nonpositive) for ail 
suficiently large n. 
Proof: We use the following facts which the reader can easily verify: 
(i) V’l(n) = (-ly’-‘(j - l)!/nv,, 
where j is a positive integer and nv, = n(n - 1) . . . (n - j + 1); and 
(ii) VO(-1)“( Ib) = (-l)“(D;b), 
where /I and b are any real numbers. 
By Property 3.2(v), it suffices to take c = 1. Now applying Proper- 
ty 3.2(vi), we obtain 
Va+ ‘G(n) = f7 
,ro 
= l(n) vs+l(-l)n 
which is clearly of one sign for all sufficiently large n since (“: ’ )(-1 y- ’ is 
either zero or of one sign for all j > /? + 1. 
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4. LEMMAS 
In this section, we have gathered together all the lemmas needed to prove 
the theorems in Section 5. The reader may wish to proceed directly to 
Section 5 referring back to the appropriate lemmas as needed. 
4.1. LEMMA (Erdos-Fuchs). Suppose that 4(z) = C,“=, d,z”, where the 
d, are nonnegative real numbers such that if d, # 0, then d, 2 1. If the series 
for 4(z) converges when JzJ < 1, then for 0 < 0 < TC (and 0 < r < 1) we have 
J 
e 
-e 
/#(re’“)1’da >> e Jn I@(re’a)12da >> q(r*), 
-n 
where the implied constants are absolute. 
Proof: In [4] it is shown that 
J”, 1 $(rei”)12 da > -&J” I d(re’“)l* da- 
R 
Now by Parseval’s equality 
-&JI l~(reia)12 da= f dir*“> 5 d,r*“=#(r*) 
n n=o n=o 
since d,=O or d,,> 1. 
In the lemmas that follow it is important to recall that we always take 
z = reio, r = e- yX, and x a large positive integer. 
4.2. LEMMA. (i) For suficiently large x, 
I1 -z]* CK 3318x(x-*, a’). 
(ii) If I a I < n, then for suflciently large x we also have 
I1 - z]* >> max(x-*, a’). 
ProoJ: First note that 
]l-z]*=]l-rcosa-irsina]’ 
= (1 - r cos a)’ + r* sin* a 
= (1 - r)’ + 4r sin’(a/2). 
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Now since sin2(a/2)/(a/2)* < 1 and since r < 1, we have 
11 - 21’ < (1 - r)* + a2 < x-* + a* Q 2 max(x-*, a’). 
On the other hand, if [al < n, then 
sin2(a/2)/(a/2)* > 4/x2 
and if x is large, then r > l/2. Thus, for sufficiently large x, 
~1-z~*>(1-r)*+2a2/71* 
>> x-* + a2 > max(x-*, a’). 
4.3. LEMMA. Suppose l/x < 8 < 71. Then 
if 1>1, 
i 
’ (1 -zIpada << if 1=1, 
-9 
if J.<l. 
Proof. If A < 0, then, by Lemma 4.2(i) and the inequality l/x < 0, we 
have 
1’ Ii-zl-*dagj@ 8-*da<6*. 
-8 -e 
If 1 > I > 0, then, by Lemma 4.2(ii), 
IfL> 1, 
I * ~~-~~-~d~<<~~~~a~-“da~e’-“. -e 
le ll-zrAda q;, max(x~,,alA) -6 
I 
l/X 
= 2 x’ da + 2 
<< iI? 
I 
7z 
a-’ da 
Yx 
I 
if A>l, 
log x if J=l. 
At this point, we remind the reader that we are always assuming that G(n) 
satisfies (2.5), (2.6), and (2.7). 
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4.4. LEMMA. Zf R,(n) >> G(n), then, for suflciently large x, 
G(x) < g(r’)! 
Proof: If x is large enough for (2.6) to hold, then 
g(r*)&= (1 - T’) 5 R,(n)?“ 
n=O 
> (1 -r’) 5 R,(n)?” 
tl=.V 
>> (1 - eeyX) f G(n) emZwX 
n=x 
>> (1 - e-YX)xG(x) 
>> G(x). 
4.5. LEMMA. Suppose l/x c B Q II. Then 
(i) @‘*G(x)“* < (log x)~*-’ I!, Ig(z)lk 11 - zj”*-&a; 
and if 0 < fi < k/2, then 
(ii) @G(x)“* < I!, 1 g(z)lk 11 - z14-‘da. 
ProoJ Suppose first that k > 2. Then, by Hiilder’s inequality, 
Q 11 -zJ *(I--4)/(k-2) da 1 g(z)lk I1 - I[‘-~ da. 
If p = k/2, then 2(1 - j?)/(k - 2) = - 1; and, by Lemma 4.3, 
J e Il-zj-‘da<<logx. -e 
If 0 ( /? < k/2, then -1 < 2(1 -jI)/(k - 2) and hence, by Lemma 4.3, 
u*-1 
*(I--4)/(k--2) da < eu2-D. 
Lemmas 4.1 and 4.4 tell us that 
BG(x)“~ < Bg(r*) << (’ 1 g(z)l* da. 
-e 
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Suitably combining the above inequalities we obtain the conclusions of the 
lemma for the case k > 2. 
Now suppose k = 2. Then (i) is immediate from Lemmas 4.1 and 4.4. To 
prove (ii), we use our hypotheses /3 - 1 < 0 and l/x < 8 and apply 
Lemma 4.2(i) to conclude 
I 
e 
Jg(z)j’~l -z/“-Ida >> eb-iJe _ e I g(z)l* da. 
The conclusion is now immediate from Lemmas 4.1 and 4.4. 
4.6. LEMMA. Let a > - 1, b > 0, d 2 0. Then, if x is a large positive 
integer, 
9 n’ (G(n)l%” logmd n < xit”G(x)” logmd x, 
n=2 
provided that, in case a = -1, we know additionally that there exists 6 > 0 
such that n-“G(n)b logPd n is nondecreasing for n 2 N. 
Proof: We break the infinite sum into two parts. In the first part we use 
conditions (2.5) and (2.6). If a > -1, we obtain 
c n” ( G(njbrn log-d n 
n=2 
[XV7 
< Go logd 2 y no + Go logmd(xl’*) G n” 
n=2 n=[Xv*]+ 1 
< x@+ ‘)‘*G(x)~ + xa+ ‘Go log-d x 
< xO+‘G(X)~ log-dx, 
while, if a = -1, we get 
\” - n- ’ ) G(n)l” r” logwd n 
n=2 
< 5 n-’ I G(n)[’ r” logmdn + G(x)“x-” log-d x ?’ n-I+’ 
n=2 E,, 
< 1 + Go log-d x 
< Go log-d x. 
In the second part of the infinite sum, condition (2.7) is used to show 
G(2jx) < CjG(x). Thus, for -1 < a < 0, 
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m  
.%- 
,=‘;;I 
naG(n)brR log -’ n 
ti+‘x 
= F 51 
j=O n=Z+ 1 
n”G(n)b r” log-d n 
< E (2%) x’G(2jt ‘x)~ exp(-2j) logedx 
j=O 
< xat ‘Go log -d x 2 2jCot ‘lb exp(-2’) 
j=O 
< xa+ ‘Go log-“x, 
since the infinite series in the next to last step is clearly convergent. For 
a > 0, we proceed as above except that we estimate na < (2j”x)” when 
2’x < n < 2jt ‘x. This change introduces a factor of 2”’ lJa in each term of 
the infinite series occurring in the next to last step above. However, the 
resulting series still converges, so the above estimate remains valid for a > 0. 
This completes the proof of this lemma. 
4.7. LEMMA. Let 12 0. If there exists N > 0 and E = f 1 such that 
sVAG(n) > 0 for all n > N, then 
(1 -z)” T G(n)z” (< 1 t G(x)x’-“. 
II=0 
Proof. The proof is straightforward and in the last step uses Lemma 4.6 
and the fact that 1 - r < x-l. Thus 
(1 - z)” T G(n)z” 
tl=O 
= T V*G(n)z” 
ZO 
N-l 
= x VAG(n)z” t 2 VAG(n)z” 
n=o n=N 
N-l 
< x V’G(n)z” Li + E F V”G(n)r” 
n=o ll=N 
N-l 
= 
n=O 
< 1 + G(x)x’-A’. 
N-l 
- 2 V”G(n)r” + (1 - r)* 2 G(n)r” 
n=O n=o 
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4.8. LEMMA. Suppose l/x<@<n, i> l/2, -1/2<a<O, b>O, d>,O. 
Define 
J&> = Jo ) 1 -zlA / 5 v(n)z” / da. 
-e n=o 
Zf v(n) = o(#G(~)~ logvdn), then fir every q > 0, 
J&x) (< @+1’2qxa+ V2G(~)b log-*x, 
provided that, in the case a = -l/2, there exists 6 > 0 such that 
n-SG(n)b log-*n is nondecreasing for n > N. 
Proof. For q > 0, there exists N > 0 such that 
N-l 
c Iv(n)12r2” = \‘ Iv(n)12r2” + F 1 v(n)!’ rZn 
n=o "TO n=N 
(< 1 + q2 e r”n2aG(n)2b loge2*n 
ZN 
<< ~2~1+2aG(x)2blog-2dx 
by Lemma 4.6. Now using Schwartz’s inequality, Lemma 4.3, and the above 
estimates, we obtain 
Je,Ax) c+c (J~~(~--l]~“da)*‘~ (Jr, 1 “z. v(n)z'12cicz)"2 
< CP+1’2 q )v(n))2r2n 
( 
w 
“20 
< @+ “2qx0+ 1’2G(~)b log-*x. 
5. EXTENSION OF THE WORK OF BATEMAN AND VAUGHAN 
Theorem 5.1 in this section was first proved by Bateman [I] for the 
special case k = 2 and G(n) a convex function. Part (i) of each of the first 
two theorems in this section and Theorem 5.3 were proved by Vaughan [7] 
for the special case when G(n) is a linear combination of powers of n. 
Actually, our Theorem 5.2 improves Vaughan’s theorem by a power of log n, 
and if k > 3 and G(n) >> n, Theorem 5.2 gives the best results known to 
date. Thus, in this section we generalize Bateman’s work to higher values of 
k and extend Vaughan’s theorems to include functions whose fractional 
differences are of one sign for large n. 
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5.1. THEOREM. Suppose (2.8) holds and suppose there exists N > 0 and 
E = f 1 such that EV ‘*+‘G(n) > 0 for all n > N. We consider two cases. 
(i) rfnW2 a G(n) = o(nk logykn) as n-r +oo, then 
u(n) # o(G(n)‘k-‘“2k(log n)c’-kv2). , 
(ii) If nWCktr) < G(n) +C nk12 and if there exists 6 > 0 such that 
n-“G(n)‘k+ lUk(log n)‘-k is nondecreasing for n >, N, then 
o(n) # o(n-YZG(n)‘k+‘)‘2k(log n)(‘-k)‘2). 
Proof: If l/x < t?< rr, then from Lemmas 4.5(i), 4.7, and (4.3), we 
conclude 
@‘*G(x)“* < (log x)‘* -’ 
I 
)g(z)/*jl --z[‘*-‘da 
= (log xy - ’ le II--zI”* ( G R,(n)? 1 da 
-e “50 
= (log x)w*--’ I”, I I- z I’* 1 “f$ (G(n) + W>z” ( da 
< (logxy-’ (1 +x- 
1 
“*G(x))l’ 11 -zI-‘~~+J,,~, 
-8 
<( (log ~)~*-‘((l +x-G(x)) log x t J,,,,(x)), 
where J 0,W2(x) is the integral defined in Lemma 4.8. Thus, 
@‘*G(x)“* (< (logx) ‘*-‘((1 t x-“G(x)) logx t J,.v2(x)J. (5.1) 
To prove (i), we assume u(n) = o(G(n)(k-‘u2k(log n)(lmk)‘*) and seek a 
contradiction. This assumption and Lemma 4.8 tell us that for l/x < 0 < rr 
and any q > 0, we have 
Thus the inequality (5.1) becomes 
@“G(x)“’ < x-‘J2G(x)(log x)~* 
f p+ lK2tlXV2G(X)(k- lV2k(log x)- 112. (5.2) 
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Now if we choose 0 = ~-Y’k+” x -’ G(x)‘lk log x, then it is easy to verify that 
the bounds hypothesized on G(n) ensure that, for large x, l/x < 0 = o(l) < x. 
Substituting our choice of 8 into (5.2) we obtain, for large x 
~-ld’k+‘)x-W2G(x)(log~)k/2 << x-“2G(x)(logx)W2 
or, in other words, ~-U(k+‘) << 1. But since q can be chosen arbitrarily 
small, we have our constradiction; and thus (i) is proved. 
To prove (ii), we assume that 
and seek a contradiction. (We remark that any small power of n would 
suffice as the lower bound hypothesized on G(n). However, if 
G(n) < nwCk+“, then this theorem asserts no more than u(n) # o(l)-an 
eventuality already ruled out by Theorem 2 in [S].) Since 
n-&G(n) (” ‘)lk log n)’ ~’ is nondecreasing for n > N, our above assumption ( 
and Lemma 4.8 imply that, for l/x < 19 < 71 and any q > 0, we have 
Thus the inequality (5.1) becomes 
@‘G(x)“~ << (log x)‘c12 + #k+ l”*vG(X)‘k+ l’i2k(log x)- ~2. (5.3) 
Now we choose 0 = ~l-~‘~+r’ G(x)-“~ log x. Again, the bounds hypothesized 
on G(n) ensure that, for large x, we have l/x < 19 = o(l) < x. Now (5.3) 
becomes q -W(k+‘)(logx)W2 < (log x)@‘, or, in other words, ~f-@(~+‘) << 1. 
Since q can be chosen arbitrarily small, we have a contradiction; and thus 
(ii) is proved. 
5.2. THEOREM. Let l/2 <p < k/2. Suppose (2.8) holds and suppose 
there exists N > 0 and E = f 1 such that cVB + ‘G(n) > 0 for all n 2 N. 
(i) rf nB << G(n) = o(n’O) as n -+ 00, then 
u(n) # o(G(n)(24-1)‘44). 
(ii) rf n2W(25+1) << G(n) < ns and if there exists 6 > 0 such that 
KSG(n) is nondecreasing for n > N, then 
u(n) # o(n- Y2G(n)‘24 + L)‘4D). 
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Proof. We choose 1> 0 such that /3 + 1 < k/2. If l/x < 0 < R, then from 
Lemmas 4.5(ii), 4.7, and 4.3, we conclude 
@+*G(x)“~ <<je Ig(z)lkI 1 -zl’--‘da 
= /e-e, 1 -z,‘+’ 1 ? (G(n) + u(n))z”l da 
-tJ ,TO 
< (1 +x-“G(x))/’ (1 -z]‘-‘da +Je,o+l(x) 
-e 
< (1 + x-‘G(x))~ + J,,,+,(x). 
Thus 
~5+~G(~)1’2 < (1 + x-~G(x))~” +&+Jx). (5.4) 
To prove (i), we assume u(n) = o(G(~)(~~-‘)‘~~) and seek a contradiction. 
The assumption and Lemma 4.8 tell us that, for l/x < 0 ( rr and any q > 0, 
we have 
J +A t ‘/2vx’/2G(X)(24- ‘j/44. 
Thus after canceling the common factor @, the inequality (5.4) becomes 
@G(x)“~ < x-~G(x) + 84’ u21/~1’2G(~)(25- ‘)‘45. (5.5) 
Now if we choose 8 = ~-Y(24+1)~-1G(~) “2D, then it is easy to verify that the 
bounds hypothesized on G(n) ensure that, for large x, l/x < 0 = o(1) < II. 
Substituting our choice of 0 into (5.5), we obtain, for large x, 
rl -2W(24+1)~-bG(~) < xe4G(x). Since q can be chosen arbitrarily small, we 
have a contradiction; and thus (i) is proved. 
To prove (ii), we assume u(n) = ~(n-“~G(n)‘*~+‘~~~) and seek a 
contradiction. (Note that if G(n) << n 24/(24 “), then u(n) # o( 1) by Theorem 2 
in [5].) Since n -“G(n) is nondecreasing for n > N, our above assumption 
and Lemma 4.8 imply that, for l/x < 0 < n and any q > 0, we have 
J e,4tA(x) <( e~+A+‘+G(X)(24+‘)‘4! 
Thus after canceling out the common factor @, the inequality (5.4) becomes 
@G(x)“’ < 1 + @ + 1’2qG(x)‘24 + 1)‘4o. (5.6) 
Now we choose 8 = q-U’24t “G(x)- ‘12’ Again the bounds hypothesized on . 
G(n) ensure that, for large x, we have l/x < 6’= o(1) < rr. Now (5.6) 
becomes q-28/(2D + I) <( 1. Since v can be chosen arbitrarily small, we have a 
contradiction; and thus (ii) is proved. 
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5.3. THEOREM. Let k/2 < p < k. Suppose (2.8) holds and suppose there 
exists N > 0 and E = f 1 such that, for all n > N, &V4+ ‘G(n) 2 0. If n4 < 
G(n) = o(nk(log n)‘-“) as n + co, then 
v(n) + o(G(n)‘k-‘“2k(log n)(2-Wk+ Wk). 
Proof: We assume v(n) = o(G(n)‘k- 1)‘2k(log n)(2-k)(k+ 1)‘2k) and seek a 
contradiction. If l/x < f3 Q rr, then from Lemmas 4.5(i), 4.7, 4.3, and 4.8, we 
conclude for any q > 0, 
@“G(x)” 
< (log .)U2 - ’ 
i 
e 
-6 
=(hW)w2-‘js 11 -zlU2 1 ngO (G(n)+v(n))z”1 da 
-e 
< (log x)W2- I 
I 
1 + ~-~G(x))j~ 
-0 
11 - zj”‘+’ da + JB,w2(x)/ 
< (log ~)~~-‘(x-~~G(x) 
+ e’kt W2qX42G(X)‘k- l)/2k(logX)(2-kNk+ Wk}. 
Now if we choose 8= ~-Y’k,t’)x-‘G(x)~k(logx)‘k-2)‘k, then it is easy to 
verify that the bounds hypothesized on G(n) ensure that for large x, we have 
l/x < 8= o(1) < K. Substituting our choice of 8 into the preceding 
inequality, we obtain, for large x, 
~-W’k+“x-W2G(x)(log x)~‘-’ << x-w2G(x)(log x)~~-‘. 
Since rl can be chosen arbitrarily small, we have a contradiction; and thus 
the theorem is proved. 
When k = 2 and 213 < /I < 2, the best theorem has been proved by Jurkat 
[ 61. We conclude this paper by stating without proof a theorem which can be 
proved using Jurkat’s method. 
5.4. THEOREM. Let k be an even integer and let 0 <p < 2. If 
n4 < G(n) = o(n2) as n --) +co, and if there exists N > 0 and E, = kl, 
c2 = f 1 such that, for all n > N, a,V@+‘G(n) > 0, and .T~V~‘~(~G(~)) > 0, 
then 
R,(n) = G(n) + o(G(n>““) 
is impossible. 
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