A new approach to the construction of mean-square numerical methods for the solution of stochastic differential equations with small noises is proposed. The approach is based on expanding the exact solution of the system with small noises in powers of time increment and small parameter. The theorem on the mean-square estimate of method errors is proved. Various efficient numerical schemes are derived for a general system with small noises and for systems with small additive and small colored noises. The proposed methods are tested by calculation of Lyapunov exponents and simulation of a laser Langevin equation with multiplicative noises.
Introduction.
The stochastic approach has found wide application in physics [1] , [2] . Usually analytic solutions for stochastic dynamical systems are hardly available. In this case the importance of numerical methods is obvious. In previous works various mean-square and weak numerical methods were derived for a general system of stochastic differential equations and for some specific systems such as systems with additive and colored noises, etc. (see [3] , [4] , [5] , [6] , [7] ). In the general case some difficulties arise with realizing numerical methods for stochastic differential equations. For instance, there are no efficient Runge-Kutta schemes. As for mean-square approximation, there are no sufficiently constructive methods to simulate multiple Ito integrals.
But often fluctuations, which affect a physical system, are sufficiently small. Fortunately, as shown in this paper, for a stochastic system with small noises it is possible to construct special numerical methods which are more effective and easier than in the general case.
Herein for the first time numerical integration of stochastic differential equations with small noises is systematically considered. In this paper mean-square approximation is investigated. Weak methods will be the subject of a separate paper.
The system of Ito stochastic differential equations with small noises may be written in the form dX = a(t, X) dt + ε where X, a(t, X), and σ r (t, X), are n-dimensional vectors, W r , r = 1, . . . , q, are uncorrelated standard Wiener processes, ε is a small parameter, and ε o is a positive number.
If the parameter ε tends to zero, we have a deterministic system for which various effective numerical methods exist. One can believe that if parameter ε is sufficiently small, i.e., the system (1.1) is sufficiently close to the deterministic one, it is also possible to obtain effective methods taking into account that ε is small.
In this paper, for the system (1.1) an approach to construction of effective numerical methods is proposed, a theorem on the estimate of mean-square global error is stated, and various mean-square methods with small errors are constructed including explicit, implicit, and Runge-Kutta schemes. The derived methods are efficient for the simulation of the used random variables. In the case of a general system, i.e., ε = 1, only schemes of the mean-square order 1/2 can be efficient. And first-order methods already require calculation of complicated multiple Ito integrals which is a difficult and laborious problem [6] , [7] . Using the approach developed in this paper, one can obtain for the system (1.1) numerical schemes with mean-square global errors which are usually estimated by O(h p + ε k h q ), q < p. The order of such a method is equal to q which is not large by the reason of efficiency. However, the method error becomes sufficiently small due to large p and the factor ε k at h q , and the method reaches high exactness. As a result this idea leads us to construction of new methods with small errors which are efficient with respect to both simulation of the used random variables and calculation expenses. As we believe, these methods would be useful for many physical applications.
Our approach is based on expanding the exact solution of the system (1.1) in powers of time increment h and regrouping of expansion terms according to their factors h i ε j (h-ε approach). One could think that to expand the exact solution first in powers of small parameter ε and then in powers of time increment h (ε-h approach) is more natural. But the ε-h approach suffers from a serious shortcoming because if constructed in this way, methods diverge. For details see section 3.2.
The organization of the paper is as follows. In section 2 we propose our approach to constructing one-step approximations for the solution of the system (1.1). The theorem on the mean-square estimate of method error is stated in section 3. Various efficient numerical schemes for Ito systems with small noises are presented in section 4. Section 5 is devoted to stochastic systems with small noises in Stratonovich interpretation. In sections 6 and 7 one can find numerical methods for systems with small additive and colored noises. Numerical tests of the proposed methods are presented in section 8.
The methods of sections 4-7 are given without derivations because their derivations and, especially, rigorous analysis of errors require a lot of space. But we hope that the content of section 2, where the main ideas for constructing numerical methods for a system with small noises are demonstrated, and the theorem on error estimate from section 3 are sufficient for a reader to understand our results.
We try to give a number of methods of various types and with various errors to ensure the opportunity to select the appropriate method in a concrete situation. It may not be out of place to remind the reader that a considerable number of numerical methods are used for simulating the simpler object, namely, ordinary differential equations. All our methods arise as the result of the strict selection carried out by us. For instance, we restrict ourselves to the methods which are efficient as to the simulation of the used random variables. We select only methods with p ≤ 4 among methods with the errors O(h p + ε k h q ), 0 < q < p. We prefer methods with the smallest number of operators, etc. Each of the proposed methods is ready for use in practice. h = t k+1 − t k ; the approximation X k orX(t k ) of the exact solution X(t k ) of the system (1.1); the mean value Eξ of a random variable ξ; operators
and Ito integrals
where i 1 , ..., i j are from the set of numbers {0, 1, ..., q} and dW o (θ r ) designates dθ r , F (θ) is a deterministic (for simplicity continuous) function; I i1,i2,...,ij (t, h) ≡ I i1,i2,...,ij (1(·), t, h), where 1(θ) is the function which is everywhere equal to one. It is known [6] , [7] that the Ito integrals have the properties E I i1,...,ij = 0 if at least one of the indices i k = 0,
where l 1 is the number of zero indices i k and l 2 is the number of nonzero indices i k .
We assume that restrictions on the coefficients of the system (1.1) ensure the existence and uniqueness of the solution on the whole time interval [t o , T ]. Moreover, for construction of high-order methods the coefficients must be sufficiently smooth functions. Note that an initial value X o of the system (1.1) may be equal to a deterministic value or a random variable which does not depend on the Wiener process.
Let us consider the one-step approximation with the local order 2 [6] , [7] :
The remainder ρ = X(t + h) −X(t + h) of this approximation has the form
It is not difficult to obtain
The Ito integrals I ri and I sir of the method (2.2) cannot be easily simulated. But these integrals are multiplied by ε 2 and ε 3 , respectively. That is why they may be transferred to the remainder and the error of the approximation would still not be large. Further, if we transfer from (2.2) not only the terms with complicated Ito integrals but also the terms which are sufficiently small, we obtain the reduced onestep approximation
the remainder ρ 1 of which is equal to
where ρ is taken from (2.3).
One can obtain
The terms εh 5/2 , ε 2 h 2 , and ε 3 h 3/2 of the second expression are omitted because they are not greater than O(h 3 + ε 2 h). Of course, the order of the approximation (2.4) is less (the order is equal to one due to the term ε 2 q i,r=1 Λ r σ i I ri in ρ 1 ) than the order of the approximation (2.2), but the error of the approximation (2.4) has the small factor ε 2 at h. Thus, we obtain the one-step approximation (2.4) which has sufficiently small mean-square local error and is efficient as to the simulation of the used random variables.
Using (2.3)-(2.5), we construct a new approximation by transferring a part of the remainder to the approximation. In this connection we expand the term
where
New approximation has the form
whereX(t + h) is taken from (2.4). The remainderρ of the approximation (2.7) can be obtained from ρ 1 if we substitute ρ instead of h 3 I ooo (L 2 1 a, t, h). It is clear that
Of course, the approximation (2.7) may be derived by the other way, for instance, from an approximation with local order 3, but the suggested way is the simplest.
In this section we have demonstrated the basic idea of the paper. In contrast to the general case smallness of terms of an approximation for a system with small noise and of its remainder depends not only on time increment h but also on small parameter ε. This circumstance, as shown above, allows us to construct new numerical methods by excluding complicated terms, for instance, multiple Ito integrals, from a method and including them in its remainder. New methods are efficient as to simulation of the used random variables and have small mean-square errors in the sense of product ε i h j . Moreover, the methods contain fewer terms with operators than the corresponding schemes for a general system.
3.
The theorem on mean-square global estimate. Usually after reducing, estimates of the remainder of a concrete one-step approximation are sufficiently simple and often contain only two terms (for instance, see (2.6)). However, it may not be the case. For instance, the sum h 3 + εh 3/2 + ε 2 h cannot be reduced. Detailed analysis of possible errors gives the form of estimates which is exactly used in Theorem 3.1; i.e., the conditions of Theorem 3.1 are natural. Let us give the notation: ρ is a local error of a method, R is a global error (we also call it as method error, mean-square error, or error if it does not lead to misunderstanding), r o is a natural number, S 1 is either an empty set or a subset of positive integers p which are less than r o , and S 2 is either an empty set or a subset of positive integers and semi-integers q which are less than r o , i.e., S 1 ⊂ {p : 0 < p < r o , p is an integer}, S 2 ⊂ {q : 0 < q < r o , q is either an integer or semi-integer}.
Below in Theorem 3.1 the sum p∈S1 ( q∈S2 ) must be replaced by zero if S 1 (S 2 ) is an empty set. THEOREM 3.1. If the inequalities
whereX t,x (t + h) is an approximation of the exact solution X t,x (t + h) of the system (1.1) with initial condition X(t) =X(t) = x, J 1 (p) and J 2 (q) are decreasing functions with natural values, and K 1 and K 2 are constants, are fulfilled, then
where the constant K 3 does not depend on discretization step h, parameter ε, 0 ≤ ε ≤ ε o , and k = 1, . . . , N; i.e., the method, corresponding to the one-step approximation X(t + h), gives the mean-square error evaluated by
The proof of Theorem 3.1 is similar to the proof of the mean-square convergence theorem for a general system [6] , [8] , and here it is omitted.
According to Theorem 3.1, the method, which, for example, is based on the onestep approximation (2.4), has the mean-square global error estimated by
Its error is sufficiently small because of small factor ε 2 at h 1/2 . From Theorem 3.1 it follows that if r o > 1 and the set S 1 is either empty or every number p of S 1 is greater than one and the set S 2 is either empty or every number q of S 2 is greater than 1/2, then the corresponding method converges. However, the primary meaning of Theorem 3.1 is not that it gives convergence order of a method but that it gives a method error in terms of h and ε.
Selection of time increment h depending on parameter ε.
In practice the parameter ε is small but fixed, and we can usually choose only the step h. Nevertheless, asymptotic behavior of method error under ε → 0, when h is chosen depending on ε, is interesting in many respects. And the inequality (3.3) makes such an analysis possible.
Let us choose time increment h so that h = Cε α , α > 0. Then the error of a method can be estimated in powers of small parameter ε
The parameter α and a method may be such that a certain term of this method is smaller than O(ε β ). Such a term may be omitted and, in spite of this, the order of the method error does not change with respect to ε.
Let us analyze the method which is based on the one-step approximation (2.4). If h = Cε α , the mean-square global error of the method (2.4) is estimated by O(ε 2α + ε 2+α/2 ). Let us choose α to be equal to one. In this case the method error is estimated by O(ε 2 ), the order of the terms εL 1 σ r I or and εΛ r aI ro is equal to O(ε 5/2 ), and their omission gives O(ε 2 ) to the mean-square error. So, in the case of α = 1 these terms may be omitted, and that does not lead to substantial increasing of the error. Thus, we obtain a new method
It is clear that if h = Cε α , where α ≤ 1 or α ≥ 2, the errors of the methods (2.4) and (3.5) have the same order with respect to ε. But if h = Cε α , 1 < α < 2, the method (3.5) has the lower order with respect to ε than the method (2.4).
3.2.
h − ε approach versus ε − h approach. In the paper we construct numerical methods by h − ε approach; for instance, see the methods (2.4) and (3.5). According to h − ε approach, we expand the exact solution X(t) of the system (1.1) in powers of time increment h and obtain an expansion which is similar to the stochastic Taylor-type expansion [4] , [6] , [7] . Then we regroup terms of the expansion with respect to their h i ε j factors and decide which terms must be included in a method. Such a decision depends on the desired mean-square error of the method and on calculation complexity of an expansion term, especially on complexity of simulation of the used random variables.
ε − h approach is based on another idea. At first, the exact solution of the system (1.1) is expanded in powers of small parameter ε, for instance,
where X o (t) and X 1 (t) are found as the solutions of the original system under ε = 0 and its system of the first approximation
The system (3.7) is the system of deterministic differential equations for which, as is generally known, efficient high-order numerical methods exist, for example,
, and R o is the error of the method. The system (3.8) is the system of stochastic differential equations with additive noises [6] , [7] . The Euler method for the system (3.8) has the form
/∂x, and R 1 is the error of the method. So, we obtain the method (3.6), (3.9), (3.10) for numerical solution of the system (1.1) with the error O(h 2 + ε 2 ). One can see that h − ε approach and ε − h approach are essentially different. If time increment h tends to zero, a method, constructed by ε − h approach, does not converge to the exact solution and converges to X o (t) + εX 1 (t). In contrast to ε − h approach h − ε approach gives a method which always converges to the exact solution of the system (1.1) in the case of h → 0. Our aim is to derive numerical methods for solution of the system (1.1) with small but fixed parameter ε > 0. That is why h − ε approach is more preferable than ε − h.
Some methods for Ito systems with small noises.
Our aim is to construct methods with small mean-square errors (provided that ε is a small parameter) and with simply simulated random variables. Herein we restrict ourselves to the methods which contain the following Ito integrals:
where ξ r , η r , ζ r are independent normally distributed N (0, 1) random variables with zero mean and unit standard deviation. The used random variables (Ito integrals) of all proposed methods are simulated at each step according to the formulas (4.1).
4.1.
Taylor-type numerical methods.
Method O(h + · · ·).
The simplest numerical method is the Euler one:
Methods O(h 2 +· · ·)
and O(h 3 +· · ·). These methods are based on the one-step approximations which have been written down above in sections 2 and 3. The mean-square error of the method (2.4) is equal to O(h 2 + ε 2 h 1/2 ). The mean-square error of the method (3.5) is estimated by O(h 2 + εh + ε 2 h 1/2 ). The method, which is based on the one-step approximation (2.7), has the error (
Methods O(h 4 + · · ·).
The following method is obtained:
In some cases the derived methods may be improved due to special properties of a concrete system. For instance, let us consider the commutative case, i.e., Λ i σ r = Λ r σ i , or a system with one noise (q = 1). For these systems we obtain
where A(t k , X k , h; (ξ, η, ζ) k ) is equal to the right side of (4.3). Note that for the system with one noise (q = 1) the term ε
One can see that the error of the method (4.4) is smaller than the error of the scheme (4.3). Moreover, the mean-square order of the method (4.4) is equal to one, while the mean-square order of the method (4.3) is equal to one-half.
Runge-Kutta methods.
To reduce calculations of derivatives in the methods of section 4.1 we propose Runge-Kutta schemes (of course, they are not genuine Runge-Kutta methods because they need calculation of some derivatives).
Method O(h 2 + · · ·).
Method O(h 3 + · · ·).
The following Runge-Kutta method is obtained:
Methods O(h 4 +· · ·) .
In the commutative case the method (4.7) can be improved as in section 4.1.3. The simpler method
where K i are calculated as in (4.7), has the greater error in comparison with (4.7).
Note that the error of the method (4.8) with respect to ε is greater than the error of the scheme (4.7) under h = Cε α , 1/3 < α < 2, and otherwise they have the same order.
Implicit methods.
Implicit methods are useful for stiff stochastic systems.
Methods O(h + · · ·).
The one-parameter family of implicit Euler schemes is written in the form [6] , [7] 
Methods O(h 2 + · · ·).
As in the monograph [6] , the two-parameter family of implicit schemes is constructed:
If α = 1/2, we obtain the trapezoidal method which is the simplest of the family (4.10):
In the commutative case or in the case of one noise the methods (4.10)-(4.11) can be improved as the method (4.3) in section 4.1.
Remark.
Obviously, many other methods may be derived. First, by adding or omitting some terms one can obtain methods that are similar to above but have other mean-square errors, for instance, O(h 5 + · · ·), O(h 6 + · · ·). Second, it is possible to derive other types of methods, for instance, implicit Runge-Kutta methods. In this section we have restricted ourselves to the set of more common and, in our opinion, useful methods and have illustrated the proposed approach to numerical solution of a stochastic system with small noises.
Stratonovich stochastic differential equations with small noises.
For some physical applications Stratonovich interpretation of a stochastic system is preferable [1] , [2] . It is known that the stochastic system in the Stratonovich sense (marked by "*")
is equivalent to the following system of the Ito stochastic differential equations:
In the general case (ε = 1) numerical methods, constructed for the Ito system, are easily rewritten for the Stratonovich system by adding the term 1 2 q r=1 ∂σr ∂x σ r to the drift [6] , [7] . However, in the case of small noises the additional term is multiplied by small factor ε 2 . So, the Stratonovich system with small noises (5.1) is distinguished from the Ito system dX = a(t, X)dt + ε q r=1 σ r (t, X)dW r by the small component in the drift, and constructing a numerical method for the system (5.2), one must take the magnitude of the additional term into account.
Most of the methods for the system (5.1) are obtained from methods for the Ito system by adding the term 
where the expression A(t k , X k , h; (ξ, η, ζ) k ) is calculated according to the same rules as the right sides of the corresponding methods.
In the commutative case we obtain
where A(t k , X k , h; (ξ, η, ζ) k ) is the right side of (4.3) and
Analogously, the method for the Stratonovich system, which corresponds to the method (4.7) for the Ito system, can be improved in the commutative case. The one-parameter family of implicit methods for the Stratonovich system has the form
is the right side of (4.9). The two-parameter family of implicit methods for the Stratonovich system has the form
where A(t k , X k , h; (ξ, η) k ) is the right side of (4.10).
Numerical methods for systems with small additive noises.
One of the important particular cases of the system (1.1) is the system with additive noises dX = a(t, X) dt + ε Note that in this case the Stratonovich system coincides with the Ito system.
For the system (6.1) we obtain the Taylor-type and Runge-Kutta methods with the errors O(h
2 ) which are similar to the methods of section 4 but always require additional analysis of the errors. We also obtain the implicit schemes which follow from the schemes of section 4.3. Herein we restrict ourselves to the methods with errors like O(h 4 + · · ·) which, from our point of view, are the most interesting for a reader.
The Taylor-type method with the error O(h 4 + ε 2 h 3/2 ) is
The Runge-Kutta method with the error O(h
As in section 4.2 (see the methods (4.7)-(4.8)), it is possible to obtain the simpler method which in the case of additive noises coincides with the scheme (4.8), but its mean-square error is equal to (ER 2 ) 1/2 = O(h 4 + εh).
Numerical methods for systems with small colored noises.
It is known that for some physical applications colored noises are more preferable than white ones. In [9] , [10] various special numerical methods for the solution of a system with colored noises were derived. Here we present schemes for a system with small colored noises. Thanks to small parameter ε, they are simpler and have smaller errors than in the case of a general system with colored noises.
A system with small colored noises can be written in the form
where Y and f (t, Y ) are l-dimensional vectors, Z and b r (t) are m-dimensional vectors, A(t) is an m×m matrix, and G(t, Y ) is an l×m matrix, W r are uncorrelated standard Wiener processes, and ε is a small parameter.
Let us introduce a new variable U :
Then the system (7.1) is rewritten in the convenient form
The system (7.3) is the particular case of the system with small additive noises (6.1). However, the system (7.3) is simpler than (6.1) because it is linear with respect to U and the first equation of (7.3) does not contain Wiener differentials. These properties allow us to construct special numerical methods for the system (7.3) which are simpler and have smaller errors than the corresponding schemes for the system (6.1). The operators L 1 , L 2 , and Λ r for the system (7.3) have the form
On the base of the methods for a system with additive noises we obtain various methods (Taylor-type and Runge-Kutta, explicit and implicit) with errors from O(h 2 + εh) up to O(h 4 + εh 3 + ε 2 h 5/2 ) for the system (7.3). But herein we restrict ourselves to the Runge-Kutta schemes with the errors like O(h 4 + · · ·). For the system (7.3) we obtain the Runge-Kutta method
The method (7.5) may be improved up to (ER 2 ) 1/2 = O(h 4 +ε 2 h 5/2 ) by adding terms with the order εh 7/2 . The simpler method is
where K i are taken from (7.5) . Note that if, for example, h = Cε 1/4 , the errors of both methods (7.5) and (7.6) are estimated by O(ε). However, if h = Cε, the method (7.5) gives (ER 2 ) 1/2 = O(ε 4 ) and the method (7.6) gives only O(ε 2 ).
8. Numerical tests.
Simulation of Lyapunov exponent of a linear system with small noises.
The stability problem of a stochastic system is of great importance from physical and engineering points of view. It is known [11] , [12] that one can investigate stability of a dynamical stochastic system by Lyapunov exponents. The negativeness of upper Lyapunov exponents is an indication of system stability. It is usually impossible to derive analytical expressions for Lyapunov exponents. In this case numerical approaches are useful. For the first time an algorithm of numerical computation of Lyapunov exponents was proposed by D. Talay [13] . The algorithm is based on weak schemes.
Here we calculate Lyapunov exponent as a convenient example to illustrate the correctness and effectiveness (in comparison with ordinary mean-square schemes) of the proposed methods. Although the weak schemes are usually more efficient than mean-square ones, our approach is interesting in itself because we find the exponent together with the real trajectory.
Let us consider the following two-dimensional linear Ito stochastic system:
B r XdW r (t), (8.1) where X is a two-dimensional vector, A and B r are constant 2 × 2 matrices, W r are independent standard Wiener processes, and ε > 0 is a small parameter. In ergodic case the unique Lyapunov exponent λ of the system (8.1) exists [11] and
where X(t), t ≥ 0, is a nontrivial solution of the system (8.1). The last equality of (8.2) holds with the probability one. A nontrivial solution of the system (8.1) is asymptotically stable with probability one if and only if the Lyapunov exponent λ is negative [11] .
In [12] , [14] the expansion of Lyapunov exponent of the system (8.1) in powers of the small parameter ε was obtained. In the case of
the Lyapunov exponent of the system (8.1) is exactly equal to [14] 
To test the numerical schemes of the present paper we choose the case (8.3) of the system (8.1) with two independent noises (q = 2).
We calculate the function λ(t)
which in the limit of large time (t → ∞) tends to the Lyapunov exponent λ. The approximationX(t) of the exact solution X(t) of the system (8.1) is simulated by three mean-square schemes: (i) the first-order method [3] , [6] , [7] with the error O(h) which in our case is efficient as to simulation of the used random variables due to commutativity of the matrices B r , r = 1, . . . , q; (ii) the simplified version of the Runge-Kutta scheme (4.5) with the error O(h 2 + εh + ε 2 h 1/2 ); and (iii) the RungeKutta scheme (4.8) with the error O(h 4 + εh + ε 2 h 1/2 ). If one chooses h = O(ε 1/2 ) (see Fig. 1 ), the method (i) gives the error O(ε 1/2 ), the method (ii) gives the error O(ε), and the method (iii) gives the error O(ε 3/2 ). For h = O(ε 2 ) (see Fig. 2 ) we have (i) gives O(ε 2 ), and (ii), (iii) give O(ε 3 ). Analyzing Figures 1 and 2 , one can conclude that in the case of small noises new methods may have smaller errors than ordinary methods and permit us to save CPU time.
To simulate Gaussian random numbers we use the procedure GASDEV [15] .
Laser Langevin equation with multiplicative noises.
Our second example is devoted to trajectory simulation of the following laser Langevin equation [16] , [17] : (8.6) where α, β, and Γ fluctuate according to
Here we use the notation for mean value. Let us suppose that fluctuations are small. According to the notation of the paper the system (8.6) can be written as the following Stratonovich system:
Under ε = 0 the system (8.7) becomes deterministic. In the case of α o /A > 0 it has an asymptotically stable limit cycle (
and does not depend on the detuning parameters β o and B. The value ρ 2 under ε = 0 satisfies the Stratonovich equation
and also does not depend on β o and B. But difference equations, which are the result of applying numerical methods to the system (8.7), essentially depend not only on the choice of a scheme and time step but also on the detuning parameters, and growing of |β o − B| leads to vanishing of stable cycle. Therefore, to solve the system (8.7) one must use high-order schemes or choose a sufficiently small time step. Since the system (8.7) contains multiplicative noises and does not belong to the class of systems with commutative noises, the Euler method is the highest-order scheme among known mean-square methods with easily simulated random variables [6] , [7] . The Euler method has the mean-square error O(h + ε 2 h 1/2 ) and in the case of large |β o −B| too small step h is required. On the other hand, for instance, the method with the mean-square error O(h 4 + εh + ε 2 h 1/2 ) allows us to obtain sufficiently accurate approximations for solutions of the system (8.7) and, particularly, to simulate phase trajectories.
The radius ρ = |X k | of a typical trajectory is plotted in Figures 3 and 4 . Figure  3 demonstrates the radius ρ calculated under the time step h = 0.005 by the Euler scheme and by the Runge-Kutta scheme with the error O(h 4 + εh + ε 2 h 1/2 ) which corresponds to the method (4.8) for the Ito system. In this case both methods give the same results. As seen in Figure 4 , if one chooses greater time step (h = 0.05), the Runge-Kutta scheme gives quite good results (compare with Fig. 3 ), but the Euler method becomes unstable. In all cases we use the same sample paths for the Wiener processes.
Note that the Runge-Kutta method (4.8) and the corresponding method for the Stratonovich system can be improved up to (ER 2 ) 1/2 = O(h 4 + ε 2 h 1/2 ) (see the method (4.7)).
The laser Langevin equation is often considered with colored multiplicative pump noises Γ α (t) and Γ β (t) [18] . In that case one can simulate this equation by the methods of section 7.
9.
Conclusions. Differential equations with small noises are the important cases of a stochastic system because, as mentioned in the Introduction, a dynamical system is often affected by small fluctuations. For instance, stochastic resonance (see [19] and the references therein), which has the high degree of current interest, arises just in such systems. (Stochastic resonance is a phenomenon which is the result of a cooperative effect of noise and periodic forcing in a stochastic system.)
In this paper the approach to construction of efficient high-exactness mean-square methods for a system with small noises is developed. Thanks to a small parameter ε, new methods may be easier, require less computer time, and have smaller errors than ordinary schemes. Special attention has been paid to constructing methods with efficiently simulated random variables. Accuracy and convergence of a method are analyzed by the theorem on the estimate of mean-square errors. Herein the explicit, implicit, and Runge-Kutta methods with the mean-square errors from O(h + ε 2 h 1/2 ) up to O(h 4 +ε 2 h 1/2 ) are proposed for general Ito and Stratonovich systems with small noises. Moreover, systems with small additive noises and systems with small colored noises are considered. The appropriate methods for these systems have been also derived: for systems with small additive noises-schemes with mean-square errors from O(h 2 + εh) up to O(h 4 + ε 2 h 3/2 ) and for systems with small colored noisesschemes with mean-square errors from O(h 2 + εh) up to O(h 4 + εh 3 + ε 2 h 5/2 ). By the proposed approach it is possible to derive many other numerical schemes for systems with small noises.
Mean-square methods are useful for direct simulation of stochastic trajectories which, for instance, can give an information on qualitative behavior of a stochastic model. They are the basis for construction of weak methods which are important for many practical applications. Weak methods are sufficient for calculation of mean values and solving problems of mathematical physics by Monte Carlo technique, and they are simpler than mean-square ones. Weak methods, constructed for systems with small noises, can be a useful tool for numerical solution of partial differential equations with small parameter at high derivative. Weak methods for systems with small noises and their applications to problems of mathematical physics will be the subject of a separate paper.
