Abstract-A multiple-symbol differential detector is formulated for -ary differential phase-shift keying modulation where the channel state information is unknown to the receiver. The maximum-likelihood decision statistic is derived for the detector, and its performance is demonstrated by analysis and simulation. Under the Gaussian assumption for the aggregate interference plus noise, an exact expression for the symbol pairwise error probability is developed for -ary differential phase-shift keying modulation over a diversity, slow-fading Rayleigh channel in the presence of an interference source. A simpler expression of the pairwise error probability is developed for the asymptotic case of large signal-to-noise ratio and small signal-to-interference ratio. It is shown that with an increasing observation interval, the performance of the differential detector over an unknown channel approaches that of optimum combining with known channel.
I. INTRODUCTION
M ULTIPLE-SYMBOL differential detection (MSDD) was first proposed for detecting multiple phase-shift keying (M-PSK) signals transmitted over an additive white Gaussian noise (AWGN) channel [1] . The main advantage of MSDD is that it does not require a coherent phase reference at the receiver (it does require, however, the ability to measure relative phase differences). MSDD performs maximum-likelihood detection of a block of information symbols based on a corresponding observation interval. The method was presented as a bridge of the gap between the performance of coherent detection of M-PSK and conventional differential detection of -ary differential phase-shift keying (M-DPSK) [1] . The channel phase was assumed to be unknown to the receiver but constant over multiple symbol intervals. In [1] it was shown that for a long observation interval, the performance of MSDD [in terms of the required signal-to-noise ratio (SNR) for a given bit-error probability (BEP)] approaches that of coherent detection (with differential encoding at the transmitter). MSDD was extended to trellis coded M-PSK in [2] . MSDD for the fading channel was analyzed in [3] , and for correlated fading in [4] . MSDD application to multiuser code-division multiple access (CDMA) was considered in [5] . Performance of MSDD with narrowband interference over a nonfading channel was discussed in [6] . A system with MSDD and reception diversity was formulated in [7] , while [8] considered MSDD with transmit diversity. A class of algorithms different from MSDD is based on approximations of the optimal noncoherent maximum-likelihood sequence detector [9] , [10] .
In this paper, we derive an extension to MSDD for communication in the presence of a single interference source. The channel of the desired signal is a diversity Rayleigh channel with multiple outputs. For an antenna array at the receiver of a communication system operating over a slow-fading channel, any signal source is spatially correlated. The channel realizations at each output are mutually independent, constant over the observation interval, and unknown to the receiver. The Gaussian assumption is made with respect to the aggregate of interference plus noise. The covariance matrix of the interference plus noise is assumed known. The MSDD decision statistic is derived based on the principle of maximum-likelihood sequence detection (MLSD). A closed-form expression for the pairwise error probability (PEP) is derived. A closed-form expression for the BEP is intractable; however, one is obtained for an approximation to the union bound. The approximation utilizes only dominant terms in the union bound and it is shown to be a good approximation of the BEP.
The coherent counterpart of MSDD is the optimum combining detector [11] - [13] , which requires a coherent reference and the channel information of the desired signal. In this paper, we show that with an increasing number of symbols in the observation interval, the performance of MSDD approaches that of optimum combining (with differential encoding at the transmitter).
In the course of designing simulations for evaluating MSDD, we realized that there was no efficient MSDD algorithm available for MSDD with diversity. The computational complexity of direct computation of the decision statistic grows exponentially with the number of symbols in the observation interval. For single-channel MSDD, an optimum algorithm was proposed in [14] . Suboptimal decision-feedback algorithms for the singlechannel case were suggested in [15] - [17] . In this paper, we modify the suboptimal decision-feedback algorithm in [17] for application to MSDD with diversity. The main improvement over published algorithms is the introduction of iterations for symbol detection. This paper is organized as follows. Section II presents the signal model. The MSDD decision statistic is derived in Sec-0090-6778/03$17.00 © 2003 IEEE tion III. The error analysis is developed in Section IV, while Section V presents the numerical results. Conclusions are drawn in Section VI.
II. SYSTEM MODEL
Consider a wireless communications system operating over independent branches. Each of the branches is a slow-fading channel that attenuates, phase shifts, and adds noise to the signal. Assuming perfect time synchronization, the sampled output of the matched filter corresponding to time and the th branch is (1) where is the power of the desired signal, is the channel gain of the th branch, is the transmitted M-DPSK symbol, and is Gaussian correlated noise. For M-DPSK modulation, the transmitted signals can be expressed as , ,
. The transmitted symbols are differentially encoded, i.e.,
, where is the phase representing the transmitted information at time .
The signal model in vector notation is (2) where , , and the superscript denotes vector transposition.
The channel gains are assumed to be independent and identically distributed (i.i.d.), zero-mean, circularly symmetric, complex Gaussian random variables (Rayleigh fading), with variance per dimension. The correlated noise term is the aggregate of an interference source and AWGN and it is assumed to be complex-valued, zero-mean, circularly symmetric, and governed by a Gaussian distribution with covariance matrix . For a single interference source and AWGN, the covariance matrix can be expressed as (3) where is the interference power, is the interference channel vector, the superscript denotes the Hermitian transpose and ( ) is the power profile of the AWGN. Consider a sequence of symbols running from time to . Assume the channel is static over the duration of this sequence. Using vector notation (4) where , , and are vectors defined similar to , and is the channel matrix for the signal of interest, where denotes the Kronecker product and is the identity matrix of rank .
III. DECISION STATISTIC
We formulate the decision statistic for the symbol sequence based on an observation interval of length as embodied by the vector . The maximum-likelihood detector for the sequence is given by (5) where is the likelihood of the observed data given the transmitted symbol sequence . Under the Gaussian assumption for the aggregate of interference and noise, the observation conditioned on the transmitted sequence and on the channel has a multivariate Gaussian distribution. The conditional probability can then be expressed as (6) Diagonalize the interference-plus-noise covariance matrix as , where , are the eigenvalues of , and is a unitary matrix whose columns are the eigenvectors of . It follows that (6) can be written as (7) where is the whitened received signal vector and is the modified channel vector. Note that since is unitary, the modified channel vector has the same distribution as the original channel vector . Let the components of the modified channel vector be expressed as , . Likewise, let the th component of be . Expanding the exponent in (7) and grouping terms that do not depend on or , we obtain (8) where
Note that is a function of both the transmitted sequence and the observed sequence .
Recalling that the components of the modified channel vector have the same distribution as the components of the channel vector , it follows that is Rayleigh with , and is uniformly distributed in the interval [0, 2 ). To average the conditional distribution over the modified channel , we need to evaluate the integral (11) where is the probability density function of . Averaging over the uniform distribution of , we obtain (12) where is the zeroth-order modified Bessel function of the first kind. Now, averaging over the fading statistics of , we obtain (13) In (13), only the argument of the exponential function is dependent on the transmitted sequence , since only the terms are functions of . Due to the monotonicity of the exponential function, maximizing with respect to is equivalent to maximizing the following decision statistic: (14) From the previous relation and (10), it follows that the optimum MSDD for multiple-channel branches and in the presence of interference is a weighted sum of correlations of whitened observations and hypothesis symbols. Note that this decision statistic does not require knowledge of the signal channel vector.
The decision statistic is ambiguous with respect to an arbitrary phase . Indeed, let , then
Differential encoding at the transmitter is required to resolve this ambiguity. The decision statistic in (14) provides MSDD for an M-DPSK sequence transmitted over multiple, independent fading channels in the presence of correlated Gaussian noise.
From (5), the MSDD decision rule is (16) For M-DPSK symbols, the relative complexity of this operation is proportional to . A diagram of the MSDD receiver is shown in Fig. 1 .
Some special cases provide insights into the operation of MSDD. For a channel with a flat gain profile and a flat AWGN profile for , (14) can be expressed as (17) We further specialize (17) to the following special cases.
A. No Interference
For this case, , the noise covariance matrix eigenvalues , , and . Then (10) simplifies to (18) The decision statistic in (17) becomes (19) Since the term outside the sum is independent of , the above decision statistic is equivalent to (20) This decision statistic is the same as that in [7, eq. (8) ]. Indeed, (14) is the generalization of [7, eq. (8)] to MSDD in the presence of interference.
B. Interference Noise
For single interferer and a uniform AWGN power profile, the eigenvalues of the interference-plus-noise covariance matrix (3) are [13] , . For a high interference-to-noise ratio, , . It follows that the decision statistic in (17) can be approximated by the expression (21) The interpretation of this result is that for a strong interference source, the decision statistic is similar to that of MSDD without interference and one fewer degree of freedom. This result will be further demonstrated in the ensuing error probability analysis.
IV. ERROR PROBABILITY ANALYSIS
An exact expression for the BEP for differential detection can be obtained only for differential binary PSK (DPSK) modulation and the special case of symbols. The exact error analysis is intractable for the general case of MSDD with M-DPSK modulation over diversity channels and in the presence of interference. The alternative approach is to obtain an analytical approximate upper bound. In this section, we first derive an exact expression for the PEP under the Gaussian assumption for the aggregate interference plus noise. Then, using this expression, we derive the union bound of the BEP. From the union bound, an approximate upper bound is derived. The approximate upper bound consists of relatively simple algebraic expressions. Even simpler expressions are obtained for large SNR and small signal-to-interference ratio (SIR). In the numerical results section, it is shown that the approximate upper bound is very close to the BEP obtained by simulation.
A. PEP Analysis
In the derivation of the PEP, we assume a uniform flat power profile for the channel of the desired signal, , and a flat AWGN profile with for . The PEP is developed for correlated noise characterized by the covariance matrix in (3).
In general, the interference source is subject to effects of the fading channel (similar to the desired source). It follows that analysis using the covariance matrix in (3) is conditional on the interference random channel . Results obtained from such analysis need to be averaged over the distribution of . Fortunately, this complication can be avoided by recognizing that when the detector acts to suppress the interference, there is only a small penalty in using in the analysis the average value of the interference power in lieu of the instantaneous power (see [12] For all the cases we tried, (31) yielded the same numerical results as the PEP developed in [7] . However, (31) has the advantage that it provides the PEP in closed form without the need of integration.
The case of no interference can be further simplified for large SNR . In this case, (30) simplifies to
Substituting these results in (31), noticing that , and using [20, Comparing (34) with (33), we can see that the PEP for systems with diversity and a large interference is equal to the PEP for systems with diversity ( ) and without interference. This result is well known for interference suppression using optimum combining. This analysis proves that the loss of degree of freedom due to interference suppression carries over to MSDD over a diversity Rayleigh channel.
B. BEP Approximate Upper Bound
The sequence of M-DPSK symbols corresponds to information bits (with differential encoding, the first symbol is known). Let be the sequence of information bits encoded as and let be the sequence of information bits which results from the detection of . The pairwise BEP associated with transmitting a sequence and detecting another sequence is given by (35) where denotes the Hamming distance between and .
The BEP that is transmitted, but an error sequence (any error sequence) is detected, and is upper bounded by the union of all pairwise bit-error events. Since can be any input sequence (e.g., the null sequence ), we drop the dependency on from the notation. The union bound on the BEP can then be written as (36) where the summation is taken over all the sequences , which are different from the transmitted sequence of information bits . Direct application of (36) does not shed light on the mechanisms affecting MSDD performance. A clearer picture is obtained by developing an approximation to the union bound. Note that the union bound in (36) is a function of the PEPs, which, in turn, are determined by , , , and [see (29)]. From (26), , , , and are functions of the quantity through the relation . In [1] , it is shown that on the AWGN channel, for large SNR, the dominant terms in the BEP occur for sequences for which the quantity is maximum. Carrying over the same approach to the fading channel, keeping only the dominant terms and noticing that is constant if is constant, we obtain the following approximation to the union bound: Tables I and II) , however, show that it is close to the BEP obtained by simulation. Therefore, we will use (37) to study the performance of MSDD in the presence of interference.
Next, we evaluate the approximate upper bound for DPSK and M-DPSK ( ) modulations.
1) DPSK (
): For this case, from (38) we have
For conventional differential detection, the observation interval is symbols, . In this case, there is only one error sequence, therefore, the PEP is also the BEP (42) Substituting from (31) into (42), we obtain the exact BEP for DPSK over diversity fading channels without interference. For high SNR , using (33), we get (43) This expression is the same as the one in [18, eq. (14-4-48)] and it demonstrates that familiar expressions for differential detection can be obtained as a special case of the general case treated in this paper. For a longer observation interval , substitute (41) and (39) into (37) to obtain the approximate BEP upper bound for DPSK as (44) (46) and (47) we obtain a simplified expression for SIR and SNR as (48) for , and
for .
C. Comparison With Optimum Combining
It is of interest to compare the performance of MSDD, which does not require a coherent reference and knowledge of the channel, with that of optimum combining, which requires both a coherent phase reference and channel information. With both methods, it is assumed that transmitted symbols are differentially encoded. In [21] , it is shown that for SIR and SNR , the BEP for optimum combining with differential encoding at the transmitter is approximated by the expressions The ratio of the BEP for optimum combining and the approximate upper bound of MSDD ( ) is given by the ratios of (50) to (45) and (51) to (49), respectively (52) This expression holds for the asymptotic case of SIR and SNR . We conclude that for SIR and SNR , when the observation interval of MSDD increases to infinity, i.e., , the performance of MSDD with noncoherent detection approaches that of optimum combining with differential encoding.
V. NUMERICAL RESULTS
Numerical results presented in this section include Monte Carlo simulation results and analysis results. In all cases, the channel branches and noise power profiles are assumed to be uniform, i.e., and for . The bit SNR is . For comparison purposes, we also provide BEP curves for optimum combining with differential encoding. Simulation results were generated based on the Gaussian assumption.
As mentioned in Section III, the complexity of MSDD for M-DPSK with a -symbol observation interval increases with . For large , simulations are impractical. To overcome this difficulty, a practical suboptimal algorithm that uses decision feedback was implemented. The basic idea of the algorithm is to make symbol-by-symbol decisions rather than testing the full sequence of symbols simultaneously. The algorithm proceeds from symbol to symbol along the sequence of symbols; at symbol it maximizes a decision statistic, assuming that the other ( ) symbols have been detected and are known. Several iterations can be carried out to improve performance. The algorithm was implemented as the following procedure: is not equal to the required iteration number (which is determined empirically), go back to step 2. 5) Differentially decode to get the final output. To demonstrate the performance of this suboptimal algorithm, Fig. 2 compares the suboptimal and optimal [based on (16) ] algorithms. The comparison is for the case of diversity branches, DPSK modulation, and SIR dB. For an observation interval of symbols, with just two iterations, the performance of the suboptimal algorithm is within just 0.2 dB of that of the optimum algorithm. In the results reported below, this suboptimal iterative decision feedback algorithm was applied to detection with observation interval . All the ensuing figures are for diversity branches. Fig. 3 shows the BEP versus SNR for DPSK at SIR dB. The diamonds, triangles and circles labeled "Simulation" represent simulation results, while curves labeled "Analysis" show analytical results as yielded by the approximate upper bounds (42) (for ) and (44) (for ). In all cases, PEPs were exact as computed by (29). The interference-plus-noise term was generated such that its covariance matrix followed (3). The optimum combining curve was generated by simulation. It can be observed that analysis results are very close to simulation results. It is also observed that the performance of MSDD approaches that of optimum combining with differential encoding as the observation interval increases. For example, at BEP , when , the SNR difference between MSDD and optimum combining is about 2.2 dB. When , the difference is about 1.0 dB. At , the difference becomes an insignificant 0.2 dB. Numerical results for DQPSK and 8-DPSK (which are not included in this paper) show the same trends as DPSK.
The results shown in Figs. 4-6 are all analytical results. In these figures, BEPs are represented by their approximate upper bounds. The approximate upper bound is computed based on the exact PEP expression in (29), except for Fig. 6. Fig. 4 shows the BEP of MSDD as a function of the number of symbols in the observation interval . It is evident that for both DPSK (binary modulation) and for 8-DPSK ( ), the performance of MSDD approaches that of optimum combining as the observation interval increases. Fig. 5 shows the BEP versus SIR, for bit SNR dB and for the cases of and symbols. It is observed that when , MSDD achieves performance close to that of optimum combining with differential encoding regardless of the SIR. Fig. 6 is intended to verify the asymptotic large SNR approximation to the PEP. The signal modulation is DQPSK. Curves labeled "asymp" represent asymptotic results computed by applying (48) (for ) and (49) (for ); curves labeled "exact" represent exact results from (46) (for ) and (47) (for ). It is observed that for most SNR of interest (SNR ), the approximate upper bound based on asymptotic PEP is very close to the approximate upper bound based on the exact PEP.
VI. CONCLUSION
In this paper, we developed and analyzed an MSDD for differential PSK modulations over a Rayleigh fading channel with multiple independent outputs and in the presence of a Gaussian interference. A decision statistic utilizing blocks of observations was derived based on the maximum-likelihood criterion. Closed-form expressions were obtained for the PEP. Simpler approximations to the PEP were developed for the special case of large SNR and small SIR. It was shown that an approximation to the union bound can be used as an approximation to the BEP for binary and multiple-level differential PSK modulation. Moreover, it was shown that the MSDD detector could achieve performance close to that of optimum combining for an increasing observation interval. Theoretical results were demonstrated by comparison with Monte Carlo simulations. A suboptimal iterative MSDD algorithm was presented to facilitate the Monte Carlo simulation for long observation intervals.
APPENDIX CHARACTERISTIC FUNCTION OF MSDD
In this Appendix, we derive the expression (25) for the characteristic function of the MSDD test statistic . To that end, using (17) and (23) 
