In this article, we study special points of a simple random walk and a Gaussian free field, such as (nearly) favorite points, late points and high points. In section 2, we extend results of [19] 
Introduction
In this paper, we study properties of the local time of a random walk and special sites among a random walk range or a Gaussian free field. Major parts of this paper are survey and contains some minor extensions of existing results. As one of the motivation of this study, we are interested in the relation between the local time of a random walk and a Gaussian free field. As a well known result, the generalized second Ray-Knight theorem makes the local time of random walk and a Gaussian free field closely linked as follows. To state this theorem, we consider a reversible continuous-time random walk {S t } t≥0 on a graph G, the total conductance (or weight) {λ x } x∈G (See the definition in [24] ), the local timeK (t, x) := λ The law of {K(τ t , x) + 1 2 φ(x) 2 } x∈G under P × P is the same as that of { 1 2 (φ(x) + √ 2t) 2 } x∈G under P,
where P is the probability of the Gaussian free field and P is that of the random walk starting the origin.
A simple sorting of above yields the following.
Corollary 1.1 ([12])
.
We consider that this corresponds to the central limit theorem for the local timeK(τ t , x), and hence, the limit ofK(τ t , x) as the central limit theorem is the corresponding Gaussian free field. Then, we have the question: how far are the distribution of the local time from that of the Gaussian free field at each time? Then, we are interested in two processes and especially study the relation between special points of a discrete-time simple random walk in Z 2 or Z 2 n (:=Z 2 /nZ 2 ) where the local time is large or small and special points in Z 2 n where the corresponding Gaussian free field takes large value. To explain properties of such points of a simple random walk in Z d , we give some definitions of a simple random walk. (In the sequel, we consider only discrete-time simple random walk in
be a simple random walk on the d-dimensional square lattice. Let d(x, y) be the Euclidean distance for x, y ∈ Z d . Let D(x, r) := {y ∈ Z d : d(x, y) ≤ r} and for G ⊂ Z d , ∂G := {y ∈ G : d(x, y) = 1 for some x ∈ G c }.
Let P x denote the probability measure for the simple random walk starting at x. We simply write P for P 0 . Let K(n, x) be the number of visits of the simple random walk to x until time n, that is,
In particular, we write T x 1 ,...,x j for T {x 1 ,...,x j } . Let τ n := inf{m ≥ 0 : S m ∈ ∂D(0, n)}. In addition, ⌈a⌉ denotes the smallest integer n with n ≥ a.
2 Some estimates for favorite points in
We call the most frequently visited site among all of the random walk range (up to a specific time) favorite point. About fifty years ago, Erdős and Taylor [13] proposed a problem concerning the simple random walk in Z d : how many times does the random walk revisit the favorite point? In fact, [13] showed that for the simple random walk in d ≥ 3
In addition, for d = 2, they obtained
and conjectured that the limit exists and equals 1/π a.s. Forty years later, Dembo et al. [4] verified this conjecture, that is, they showed that for a simple random walk in Z 2 ,
In addition, for 0 < α < 1, [4, 6] defined the set of α-favorite points in Z 2 such that
It is known that the law of large numbers for the random walk range in Z 2 holds by [16] . [4] showed the law of large numbers for Ψ n (α). After this, [22] made another proof of results of [4] . In addition, there are many works studying properties of the favorite points for any dimension such as the number of visit to it and the location of it. For example, in [19] we showed that the favorite points of the simple random walk in Z d with d ≥ 2 does not appear in the boundary of the random walk range from some time on a.s. Additional open problems concerning geometric structure of the favorite points are raised by Erdős and Révész [14, 15] and Shi and Tóth [23] but almost no definite solution to them is known for multi-dimensional walks. Now, we introduce results of [19] . Set R(n) := {S 0 , S 1 , . . . , S n } as the random walk range until time n. Moreover, we set M (n) := max
The first theorem provides us with sharp asymptotic behavior of M (n).
where
and b is a neighbor of the origin.
To compare to |Ψ n (α)|, we define Θ n (δ) for n ∈ N and 0 < δ < 1 as
In fact, it is known that the law of large numbers for the boundary of the range of a transient random walk holds by [18] . Then, we have a question : does the law of large numbers for Θ n (δ) hold? The following corresponds to the answer.
Next, we will extend these results to that of some general boundary.
Note that if we let N (0) be the set of neighbors of the origin, ∪ b∈N (0) ∂ {b} R(n) = ∂R(n) holds. In addition, we need the condition "P (T x < T H ) > 0 ∀x ∈ H c " in the proof of Lemma 2.2 below. This condition verifies that H does't not surround the origin.
and {S ′ m } ∞ m=0 denotes an independent copy of {−S m } ∞ m=0 . Compare this to Theorem 2.1 in [18] . It is trivial that almost the same argument as in the proof of Theorem 2.1 in [18] yields this result. 
Set U k := {A ⊂ N (0) : |A| = k}. Then, the inclusion-exclusion identity yields
In addition,
Therefore, the desired result holds.
For H ∈ H, we set
The following corresponds to the extension of Theorem 2.1.
To compare to Θ n (δ), we define Θ n (δ, H) for n ∈ N and 0 < δ < 1 as
In view of Theorem 2.4 together with Theorems 2.1 and 2.2, we have a question : does the law of large numbers for Θ n (δ, H) hold? The following corresponds to the answer.
Remark 2.2. We extend Theorems 2.4 and 2.5 to Theorems 2.1 and 2.2 by using the same argument as in Remark after Theorem 2.3.
As we will see, the proof of Theorem 2.4 is a minor modification of that of Theorem 2.1. Note that Theorem 2.2 follows from assertions developed in the proof of Theorem 2.1. Analogously, Theorem 2.5 follows in the same manner once we proved Theorem 2.4. Thus we argue only the proof of Theorem 2.4.
To show Theorem 2.4, let T 0 x = inf{j ≥ 0 : S j = x} and for p ≥ 1,
with the convention inf ∅ = ∞. To show the upper bound, we provide the following:
Lemma 2.1. For β > 0 and H ∈ H there exists C > 0 such that for any n ∈ N
Remark 2.3. Note that Lemma 2.1 corresponds to Lemma 3.1 in [19] . Therefore, if we obtain Lemma 2.1, by the same argument as in the proof of Proposition 3.1 in [19] , the desired upper bound follows with minor modifications.
Proof. First, we introduce the elementary property corresponding to (3) in [19] . For any intervals I 0 , I 1 , I 2 ⊂ N ∪ {0} with I 0 ⊂ I 1 ⊂ I 2 , it holds that
Then, if we change ∂ in the proof of Lemma 3.1 in [19] to ∂ H , we obtain the result with minor modifications.
Next, to show the lower bound, we will define the following. For k ∈ N and β < β d (H), let h k = β log P (T 0 < T H ∧ k) + 1. Let u n := ⌈exp(n 2 )⌉ and
For any l ∈ I n , we introduce the event A l,n defined by
and
Then, we set
Lemma 2.2. Let β < β d and take k ∈ N. Then, there exists c > 0 such that for any n ∈ N,
Lemma 2.3. Let β < β d and take k ∈ N. Then, there exists C > 0 such that for any n ∈ N, [19] . Especially, we need the condition "P (T x < T H ) > 0 ∀x ∈ H c " in H in the proof of Lemma 2.2. This condition yields P (T 0 ∧ T H = ∞), P (T H = ∞) > 0. Lemma 4.4, Corollary 4.1, Lemmas 4.5 and 4.6 and the simple summation over I n in [19] yield Lemmas 4.2 and 4.3 in [19] . If we change b in the proof of [19] to H, we obtain results corresponding to Lemma 4.4, Corollary 4.1, Lemmas 4.5 and 4.6 in [19] with minor modifications. Especially, the facts P (T 0 ∧ T H = ∞), P (T H = ∞) > 0 are used to show the assertion corresponding to Lemma 4.5. Other arguments are same as that of [19] . Therefore, desired results follow.
Proof of Theorem 2.4. If we change b in the proof of [19] to H, we obtain results corresponding to Proposition 4.1 in [19] with minor modifications. Now, we provide two open problems for d = 2.
Open problem 1. For d = 2, is it true that results corresponding to Theorems 2.4 and 2.5 hold?
We believe that it is true and explain why it is difficult to solve it. If we solve the lower bound of this by the same argument as [19] , we need to estimate the following: for any n ∈ N,
and for any n ∈ N and x ∈ Z 2 with 0 < |x| < n √ u n−1 ,
Note that these correspond to (52), (53) or Lemma 4.7 in [19] . In Corollary 2 and (1.2) of [17] , they showed that for H ⊂ Z 2 ,
where a n ∼ c n means a n /c n → 1 (n → ∞) for sequences a n and c n . In addition, [18] yields
where b is a neighbor of the origin. However, it is difficult to estimate the individual term for a general
In addition, we will consider a certain extension of Theorem 2.1 for d = 2.
Open problem 2. ConsiderD n ∈ H withD n ⊂ D(0, a n ) c and a n → ∞ as n → ∞. Then, how is the asymptotic of MD n (n) with probability one?
We are especially interested in the case thatD n ∈ H withD n ⊂ D(0, a n ) c ∩ D(0, 2a n ) and a n = n β for 0 < β < 1/2. In fact, [7] showed the largest disc completely covered until τ n by the simple random walk in Z 2 is n 1/2+o (1) . Then, we conjecture that this argument yields that if we set a n ≥ n 1/2+ǫ for some ǫ > 0, it holds that
K(τ n , x) for all sufficiently large n ∈ N a.s.
3 Some estimates for favorite points and late points of simple random walks and high points of Gaussian free fields in two dimensions
First, we explain the high points of the Gaussian free field in Z 2 n . Originally, Bolthausen, Deuschel and Giacomin [1] showed that in probability
where {φ n (x)} x∈Z 2 n is the Gaussian free field defined in [1, 3] . In what follows, for 0 < α < 1, we define the set of α-high points of the Gaussian free field by
Next, we explain late points of a simple random walk in Z 2 n . Originally, Dembo, Peres, Rosen and Zeitouni [5] showed that for a simple random walk in Z 2 n in probability
(Now, we consider T x as the stopping time to x of a simple random walk in Z 2 n .) In what follows, for 0 < α < 1, we define the set of α-late points in Z 2 n such that
For any 0 < α, β < 1 and
if the right hand sides exist. For any 0 < α, β < 1, set
All the known results for Q 2 (L n (α)), Q 2 (V n (α)) and Q 2 (Ψ n (α)) (or the corresponding ones forQ 2 ) are summarized in Table 1 below. 
Unsolved Unsolved Ψ n (α) Open prob. by [6] Unsolved Unsolved Unsolved
If we write "A : [b]" in the above table, the value of Q 2 (orQ 2 ) is identified with A and [b] is the reference which solved this problem. In [20] , we solve the problems concerning Q 2 (Ψ n (α)) orQ 2 (Ψ n (α)). Our result shows that all three exponents in almost sure sense (that is, Q 2 ) coincide with one another. We also estimate this value in average (that is,Q 2 ) and obtain a similar coincidence. In addition, [21] solves the problems concerning Q j (L n (α)) orQ j (L n (α)) for j ∈ N. As stated in Theorem 1.1, [12] gave a powerful equivalence in law. Ding, Lee, and Peres [10, 11] gave a strong connection between the expected maximum of the Gaussian free field and the expected cover time. Then, we are interested in the stronger relation between Ψ n (α) and V n (α) (or L n (α)) and search for the difference and the similarity. We suggest the following problem.
Open problem 3. Consider the slightly different Gaussian free field from that defined by [1, 3] , which is defined on D(0, n) and whose covariance is E x [K(τ n , y)] for x, y ∈ D(0, n). In addition, consider the corresponding V n (α). Is there the sequence of the coupling of the Gaussian free field in D(0, n) and simple random walk in Z 2 such that for any ǫ > 0, ǫ < α < 1 and all sufficiently large n ∈ N, P (Ψ n (α) ⊂ V n (α − ǫ)) = 1 (1) or P (V n (α) ⊂ Ψ n (α − ǫ)) = 1?
