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Abstract 
The emerging paradigm shift towards the Smart Grid concept, has vigorously encouraged the 
broad deployment of distributed energy resources (DER), such as energy storage (ES) and 
flexible demand (FD) and renewable micro-generators, in the energy system. In deregulated 
power systems, the deployment of flexibility pertaining to ES and FD is associated with their 
efficient integration in the electricity market. However, significant participation barriers have 
triggered the introduction of distributed energy resources (DER) aggregators in electricity 
markets, which settle the necessary framework for the market realisation of their promising 
operational flexibility potential. The significant number and diversity of resources pertaining 
to the DER aggregator portfolio, combined with multiple stochastic components affecting its 
optimal operation demonstrate a high-dimensional stochastic problem. Existing literature 
focusing on the problem of the optimal operation of DER aggregators exhibits significant 
limitations, since two-stage stochastic formulations are adopted. In this context, this thesis 
proposes, analyses and evaluates a novel multistage stochastic model, where multidimensional 
stochasticity is efficiently considered. Suitable dimensionality reduction and decomposition 
techniques have been deployed to tackle the computational issues stemming from the high 
dimensionality of the problem. Stochastic Dual Dynamic programming (SDDP) is deployed to 
alleviate computational tractability problems. Autoregressive models (AR) are employed to 
articulate temporal and cross-variable dependencies among the stochastic variables. Two novel 
extensions of the traditional SDDP algorithm, where linear (i.e. AR) models are integrated in 
the solution process and enhance solution quality, are proposed. A simulation framework for 
the validation and assessment of the proposed extended SDDP models, which compares them 
against scenario tree formulations with different structural characteristics, is presented. Case 
studies demonstrate that the extended SDDP models achieve a better trade-off between solution 
efficiency and computational performance. Additionally, results highlight the value of strategic 
positioning of the DER aggregator portfolio, when limited renewable generation is available. 
Finally, the effect of strategic decision-making based on less accurate information is shown to 
be intensified when the aggregator manages a more flexible portfolio. 
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Chapter 1 Introduction 
1.1 Thesis context 
Electrical power systems across Europe encounter unprecedented challenges and are currently 
undergoing fundamental changes. These challenges are mainly driven by climate change and 
environmental concerns, alongside energy security considerations, which have urged the 
decarbonisation of power systems. Firstly, the impact of the continuously increasing 
greenhouse gas emissions (GHG) on climate change has recently attracted increased interest 
and raised significant environmental and human welfare concerns. In this context, the European 
Commission has put forward a legally binding target, which dictates a 20% reduction in GHG 
emissions by 2020, compared to the 1990 baseline levels [1]. This is followed by a further 
ambitious target, imposing a 40% reduction by 2030 [2]. Regarding the United Kingdom, this 
has resulted in the 2008 Climate Change Act [3], which has set out a 26% reduction target in 
GHG emissions by 2020, followed by a further 80% by 2050. 
On the other hand, the enhanced reliance of electricity production on fossil fuels, which exhibit 
steadily decreasing availability levels and subsequent price increases, has raised energy 
security concerns. Driven by the aforementioned environmental and energy security concerns, 
energy systems are currently undergoing an intense restructuring towards decarbonisation. This 
is supported by the wide deployment of renewable generation (e.g. solar, wind, etc.) and low 
carbon technologies (e.g. nuclear generation, carbon capture and storage generation, etc.). On 
top of the previous discussed GHG emission targets, the European Commission has also set 
legally binding targets for the contribution of renewable energy sources (RES) in the energy 
supply. More specifically, 20% of the European Union members’ energy consumption should 
be covered by RES by 2020 [1], which should reach 27% by 2030 [2]. Among these resources, 
wind (in northern countries) and solar (in southern countries) generation exhibit the most 
promising potential in Europe, while their scalability and the developed market frameworks 
facilitate their faster system integration. However, the benefits that would emerge from the 
deployment of such resources, introduce unavoidable challenges related to their inherent 
variability, intermittency and uncontrollability.  
Alongside the growing efforts towards the generation-oriented decarbonisation of the 
electricity systems, strong efforts pertain to the decarbonisation of the demand side. In this 
context, electrification of significant parts of the transport and heating sectors is anticipated 
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after 2030. Current technologies deployed to cover the energy requirements of these sectors 
heavily rely on fossil fuel consumption (e.g. internal combustion engines, oil-based heating 
etc.), hence they significantly contribute to the total GHG emission levels [4]. Therefore, the 
decarbonisation of these sectors would definitely support the efforts towards the GHG emission 
reduction targets. As far as the transport sector is concerned, the intensified efforts of the 
automotive industry combined with recent technological developments in battery technologies, 
have facilitated the deployment of electric vehicles (EV) [5]. With regards to the heating sector, 
recent advancements in the efficiency and performance of electric heating systems have 
enabled the deployment of promising electric heat pump technologies [6]. Nevertheless, the 
natural energy intensity of the transportation and heating sectors introduces significant 
implications associated with the environmental and energy security potential, pertaining to this 
transition. The electrification of these sectors will considerably augment existing demand in 
power systems. Additionally, the recorded temporal patterns of the current use of EVs and 
heating systems indicate that the entailed demand peaks will be disproportionately higher than 
the increase in the total electrical energy consumption [7]. Given that current market 
arrangements consider demand as an inflexible load, the induced demand peaks will be 
accommodated by reinforcing existing generation and network capacity. Therefore, this 
disproportional increase in system demand peaks, induced by the electrification efforts of the 
transport and heating sectors, highlights the need for significant investment in generation and 
network assets in the following years. Thus, future electricity systems will exhibit increased 
generation and network costs and reduced asset utilisation, since the deployed capacity will be 
used only to cover the increased demand peaks. 
The envisaged decarbonisation of both generation and demand side of the system is expected 
to pose significant challenges in the efficient and secure operation of power system. The 
traditional power system regime, perceives demand as an inflexible load, while the necessary 
operational flexibility is provided by conventional generators. The required balancing and 
ancillary services are solely provided by the latter, which are deployed to follow demand 
variations and mitigate network contingencies. However, in a future power system set-up 
exhibiting increased RES penetration, low-cost renewable generation will be prioritised and 
surpass conventional generation in the merit order. In this case, the utilisation of conventional 
generation will be decreased and significantly lower portion of the system energy will be 
covered by conventional sources. However, two significant aspects emerge from the increased 
RES penetration. Firstly, the increased variability and intermittency of renewable generation, 
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necessitates that conventional generators need to remain in the system and operate part-loaded 
(or even stand-by), as a back-up solution. These generators will be employed during periods of 
low RES output (e.g. low wind, no sunshine, etc.). Secondly, renewable generation constitutes 
an asynchronous power source, which will reduce the overall system inertia and enhance the 
primary frequency regulation needs. Intuitively, the increased regulation requirements will be 
supported by conventional generation. The unavoidable under-utilisation of generation assets 
indicates that their operational cost efficiency will deteriorate. Additionally, if the flexibility 
pertaining to the available conventional generation assets cannot cope with the aforementioned 
requirements, system balancing will rely on the curtailment of renewable generation. 
Therefore, balancing challenges may restrain the utilisation efficiency of renewable generation 
and hinder the exploitation of its GHG emission reduction potential. In the context of these 
challenges, the need and value of system flexibility becomes more pronounced. 
 
1.2 Thesis motivation 
1.2.1 Role of distributed energy resources in the emerging power system setting 
In the emerging power system setting analysed in the previous section, it has become evident 
that relying solely on conventional generation assets for maintaining the future operational 
flexibility requirements will become very inefficient and costly. Additionally, it may 
undermine the efforts towards meeting the GHG emission reduction targets set by the European 
Commission. In the context of addressing such flexibility challenges, research efforts have 
intensely focused on exploring the potential of alternative sources of flexibility, among which 
the most promising are: flexible generation technologies, flexible network solutions, energy 
storage and flexible demand [15]. The main focus of this research lies in the last two flexible 
components, since their potential to significantly enhance the efficient system operation has 
been demonstrated, hence paving the way for the envisaged decarbonised power system 
paradigm. 
Flexible demand (FD) includes loads that are capable of decoupling the acquisition and the 
consumption of electrical energy and temporally rearranging it. Typical examples of this type 
of loads constitute EVs, electric heat pumps, wet appliances, air-conditioning units, 
refrigerators, etc. [44], [47]-[55]. Demand flexibility typically refers to the ability of industrial 
consumers to modify their electricity consumption patterns. It should be noted that the vast 
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majority of research focusing on FD adopts flexible demand models conveying its time-shifting 
behaviour instead of load reduction/curtailment ones, mainly due their limited penetration, 
especially in Europe, and their questionable financial performance [17]. Such modelling 
approaches imply that their overall electricity consumption during certain operating horizons 
(e.g. day) cannot significantly change, but the specific energy acquisition at each time period 
can be flexibly modulated within the horizon. Consequently, an accurate and realistic FD 
representation should recognise the energy payback effect and incorporate an energy reduction 
and recovery pattern in FD modelling [18]. 
On the other hand, energy storage (ES) [19], [26], [40], [57], [67]-[71] corresponds to units, 
which can convert electricity into another form of energy that can be stored (kinetic, chemical, 
etc.) [15]. The capability of storing energy during some periods and deploying it at some others 
is aligned with the time-decoupling attribute pertaining to flexible technologies. The 
charging/discharging cycles of ES units introduce a similar effect with the energy redistribution 
across time, pertaining to FD units, since flattening of the demand profile is facilitated. The 
value of the flexibility provided by ES units has been thoroughly addressed in [19]. 
In the context of the challenges addressed in section 1.1, the benefits of ES and FD assets 
flexibility are twofold. On the one hand, they can support system balancing in an environment 
with increased penetration of RES, hence reducing the curtailment of renewable generation and 
mitigating the inefficient operation of conventional generators. On the other hand, they can 
reduce peak demand levels and, therefore, alleviate the need for capital intensive investments 
in under-utilised generation and network assets. In other words, flexible assets have the 
potential to reverse the trend of asset under-utilisation and enable a more cost-effective 
transition to a low-carbon future. All in all, if the flexibility potential pertaining to ES and FD 
units is suitably coordinated and efficiently exploited, significant financial, technical and 
environmental benefits would emerge for the future power systems. 
 
1.2.2 Market participation of distributed energy resources 
The deployment of flexibility pertaining to ES and FD units does not constitute a novel idea. 
Even before the deregulation of the electricity industry, several energy efficiency schemes had 
been promoted in different countries, which aimed to capitalise the demand flexibility 
potential. Such schemes encouraged users to reduce their energy consumption through the 
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introduction of appropriate financial and environmental incentives for the deployment of 
energy efficiency measures (e.g. efficient home appliances, improved building insulation, etc.) 
[8]. Additionally, several dynamic pricing schemes, which introduce lower electricity prices at 
off-peak hours of the day, have been employed, aiming to motivate consumers to migrate part 
of their consumption towards low-prices time periods. 
However, major redesign and privatisation of the electricity industry was put forward in Great 
Britain, according to the Electricity Act 1989 [9], [10]. In the following years, significant efforts 
and initiatives have concentrated on the deregulation of the electricity industry and the 
unbundling of the traditionally vertically integrated utilities [13]. These efforts aimed at 
promoting competition among the different system components, such as generation, supply and 
network [9]. In this context, the establishment and implementation of the appropriate 
frameworks, which would promote the competitiveness in electricity markets, are expected to 
enhance the system operational efficiency and facilitate the large-scale integration of RES, ES 
and FD market participants. Therefore, in the post-deregulation market framework, the 
deployment of flexibility pertaining to ES and FD units is directly associated with their efficient 
integration in the electricity market. The promotion of suitable schemes, which would 
accommodate the active market participation of ES and FD units, is expected to enhance market 
efficiency and competitiveness [14]. 
However, even though the value of enhancing the role of flexible resources participation in 
electricity markets is unequivocal (e.g. see [14], [15], [17], [18], [22], [34]), and the required 
technological progress that could facilitate this transition has been substantial, only small steps 
have been taken towards this direction. This restrained stance could be attributed to many 
reasons, with the most important being: limited market access, absence of a suitable market 
framework, lack of appropriate ICT infrastructure, consumer risk and sophistication issues, 
increased operational complexity and privacy concerns. 
In the Smart Grid era, these challenges have triggered the introduction of the so-called 
distributed energy resources (DER) aggregators in electricity markets [11]. The DER 
aggregator constitutes an entity that assumes the role of the intermediary between the market 
operator and several different flexible consumers and/or producers, which would, otherwise, 
exhibit no access to the electricity market. DER aggregators combine a substantial number of 
DER resources (e.g. FD, ES, distributed micro-generators, etc.) into controllable portfolios and 
coordinate their operation according to market opportunities and their individual preferences 
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and requirements. Therefore, the DER aggregator presents the necessary framework for the 
market realisation of the promising operational flexibility potential of ES and FD units. 
The highly promising potential of DER aggregators is further delineated by the wide available 
literature exploring various aspects surrounding the aggregator integration in energy markets 
and demonstrating the expected benefits. [44]-[47] highlight the intense efforts to identify the 
suitable market arrangements and control schemes required for the efficient aggregator 
operation and market integration. The diversity of these approaches is aligned with the 
complexity of the task, the numerous related challenges and the limited experience and 
expertise on these concepts. 
 
1.2.3 Emerging challenges in DER aggregator modelling 
In the deregulated energy market environment, the envisaged value of the operational 
flexibility characterising flexible resources (i.e. ES and FD units) is expected to materialise and 
be accommodated through the emergence of DER aggregators. DER aggregators recognised 
the market opportunity stemming from the smart and flexible operation of DERs, while they 
establish the context required to overcome most of the limitations associated with their market 
participation. In the face of the emerging decarbonisation of the power system and the 
subsequent deployment of renewable generation and flexible resources, DER aggregators 
combine numerous small-scale generation and demand assets in their portfolio and exploit the 
demand flexibility, along with the low-cost energy provision. 
Diversity of resources 
Nevertheless, the diversity of resources pertaining to the DER aggregator portfolio, combined 
with the diverse requirements, constraints and operational characteristics, associated with each 
portfolio component renders the optimal resource coordination a challenging high-dimensional 
task. For example, the optimal EV charging schedule should adhere to the daily travelling 
patterns of the users, ensuring that adequate energy levels are reached before the departure of 
each vehicle, while respecting the technical limitations introduced by the battery characteristics 
and the connection with the grid. Moreover, similar limitations expand to the ES components, 
where charging/discharging actions should be performed in compliance with the technical 
limitations of the specific unit. Finally, given that renewable generation is highly 
uncontrollable, strategic utilisation of the available RES output at each time period is crucial, 
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so that its potential is not undermined and the respective low-cost energy is always exploited. 
Given that a considerable number of resources pertain to the aggregator portfolio, their optimal 
coordination in the most efficient and economical way constitutes a complicated problem. 
Multidimensional stochasticity 
In general, decision-making problems are significantly affected by uncertain factors, and the 
optimal strategy should be derived in an environment of imperfect information [76]. The same 
notion applies to the DER aggregator problem, since the majority of the factors affecting the 
coordination of its portfolio components exhibit stochastic behaviour. Stochastic components 
range from the highly intermittent and unpredictable renewable generation to the actual levels 
of demand, the market prices and the individual characteristics of FD and ES components. The 
consideration of stochasticity in decision-making problems enhances modelling complexity, 
which becomes more pronounced when the dimensionality of the stochastic process is 
increased. Therefore, besides the high dimensionality stemming from the DER aggregator 
portfolio size and the individual requirements of its components, multidimensional 
stochasticity introduces additional modelling complications. 
Existing literature focusing on the problem of the optimal operation of DER aggregators mainly 
adopts two-stage stochastic formulations [51], [53]-[55], [77]-[83]. According to these 
approaches, optimal decisions are made at the first stage, aiming to minimise expected costs in 
the anticipation of the potential future outcomes of the stochastic variables. At the second stage, 
uncertainty is fully resolved and second-stage decisions adapt to the specific realisation of the 
stochastic process. A limited set of scenarios (i.e. scenario fan) is deployed to represent the 
plausible outcomes of the stochastic process. A prevailing market framework employed in 
these approaches involves a bi-level market structure, where initial (i.e. first-stage) decisions 
regarding the following day are made during the current one (i.e. day-ahead market), while 
corrective actions are determined later in time, when the entailed uncertainty has been resolved 
(i.e. real-time market). The relative modelling simplicity of two-stage formulations, along with 
their conformity with some of the prevailing market settings in power systems, render them 
suitable candidates for such problems and justify their wide deployment in the DER aggregator 
context. However, modelling simplicity comes at a cost, since two-stage formulations exhibit 
significant limitations, as further explained below. 
Firstly, two-stage modelling approaches rely on the simplistic assumption that the stochasticity 
pertaining to the examined problem is fully resolved, when the second stage decisions are 
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made. Therefore, second stage decisions are made, considering that perfect information 
regarding the uncertain variables for the entire operating horizon is available. This constitutes 
a quite unrealistic assumption, since the evolution of stochastic processes even a few time 
periods ahead cannot be accurately predicted. For example, estimation of the wind power may 
be derived within relative accuracy levels for the next hour, but as the prediction horizon 
expands, the forecasting quality is dramatically decreased. 
Moreover, a fundamental feature of two-stage formulations lies in the fact that the option for 
corrective/recourse decisions is available only at one point in time (i.e. between the two stages). 
Therefore, second-stage decisions refer to the entire operating horizon, when multiperiod 
problems are considered. However, under this assumption the decision-maker fails to realise 
the timing flexibility and the subsequent learning pertaining to its decisions. Timing flexibility 
refers to the ability of the decision-maker to postpone decisions and avoid committing to a sub-
optimal strategy, by exploiting the available information about the stochastic process at each 
time point. In this context, decisions referring to a particular time period tend to evaluate 
outdated information, when made at the beginning of the operating horizon. However, in the 
absence of learning, the value of timing flexibility (i.e. postponing decisions) diminishes, since 
the level of knowledge about the future remains constant. The optimal coordination of the DER 
aggregator portfolio constitutes a dynamic process, where circumstances change over time, 
hence it can be meaningfully informed by the evolution of these parameters over the operating 
horizon. 
Temporal correlation and dependencies among different stochastic variables 
Finally, stochastic processes may exhibit significant correlations which may affect optimal 
decisions, if they are not properly captured. On the one hand, temporal dependencies may exist 
between the current state and the future evolution of a stochastic variable. The available wind 
power output constitutes a representative example of a stochastic variable exhibiting 
considerable temporal correlation [111], since output at the current stage is directly related to 
the output observed at the previous stage. Intuitively, higher outputs are more likely to extend 
to the next stages, while the probability of sharp upturns/declines is relatively low. On the other 
hand, different uncertainty sources may not be independent since relationships pertain among 
different uncertain variables, due to confounding factors such as weather conditions. In this 
context, a stochastic process modelling the available wind power output at different locations 
provides a perfect example of cross-variable dependency [111]. Wind farms located at the same 
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geographical area are likely to exhibit similar outputs, since weather conditions are similar. As 
the geographical area expands, prevailing weather conditions are diversified and correlations 
among wind farms tend to diminish. 
In the presence of temporal and cross-variable correlations, the value of timing flexibility and 
learning becomes more pronounced. Knowledge of the most updated information regarding the 
evolution of the stochastic process render some scenarios more probable than others, which 
deemed probable at first, but become obsolete or highly unlikely on the updated information. 
Multistage formulations set the necessary framework for capturing the potential timing 
flexibility of decisions and exploiting the available learning feature. They explicitly capture the 
potential for multiple successive decisions to be made over time, as more information regarding 
the stochastic process becomes available. The stochastic process is partially revealed and 
decisions are made sequentially in time, when additional information of the stochastic variables 
is available. This contributes towards better-informed decisions compared to committing to a 
decision before the stochastic process is realised and rendered unable to further react to the 
observed outcomes. Consequently, multistage models exhibit a flexibility feature, compared to 
the two-stage ones, where decisions are made instantly at the first-stage relying only on 
expectations of the stochastic variables and exposing the decision-maker to strategies which 
may prove very inefficient. 
However, the superiority of multistage models also comes at a cost, associated with the 
increased modelling complexity. Multistage models deploy a more detailed and sophisticated 
model capturing the behaviour of the stochastic process and complying with the partial 
disclosure of the stochastic variables. The temporal evolution of the stochastic variables is 
captured through scenario trees, which provide a discretised and coherent approximation of 
the potential outcomes. Stochastic approximations of increased quality, yield scenario trees of 
increased complexity, which becomes more profound when multidimensional stochastic 
processes are considered. However, various decomposition and dimensionality reduction 
techniques can be deployed to alleviate computational complexity problems [84]-[91], [96]-
[99]. 
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1.3 Thesis scope and original contributions 
1.3.1 Thesis scope 
This thesis focuses on addressing and modelling the problem of the optimal DER aggregator 
scheduling, when multidimensional uncertainty is considered. In this context, a novel 
multistage stochastic model is proposed and analysed, while suitable dimensionality reduction 
and decomposition techniques are deployed to tackle the computational issues stemming from 
the high dimensionality of the problem. The employed decomposition technique is extended to 
explicitly account for potential temporal and cross-variable dependencies pertaining the 
stochastic process. 
The qualitative and quantitative insights provided in this thesis are considered crucial for the 
envisaged enhancement of the role of ES, FD and RES in the emerged deregulated power 
system environment, as it enables their optimal coordination in a DER aggregator modelling 
context. In such context, their market participation is significantly facilitated and the emerging 
operational flexibility benefits can be realised. 
 
1.3.2 Thesis original contributions 
In the context of the scope discussed in subsection 1.3.1, the original contributions of this thesis 
are associated with the development, analysis and testing of suitable models, methods, 
algorithmic approaches and examples to validate the proposed multistage stochastic DER 
aggregator model and deal with the computational challenges associated with multistage 
stochastic formulations discussed in subsection 1.2.3. These original contributions are further 
explored, as follows: 
• Multistage stochastic DER aggregator model. The impact of the inherent stochasticity 
pertaining to the assets of the DER aggregator portfolio on the optimal decision-making 
process is discussed, while methods and challenges associated with the modelling 
process of such uncertainties are addressed. A novel multistage stochastic framework 
for the optimal DER aggregator scheduling is proposed, introducing the notion of 
sequential decision-making at each stage of the problem. In this context, the partial or 
full resolution of the entailed uncertainty at each stage enhances the solution quality, 
since multiple corrective/recourse actions can be performed according to the updated 
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information. A scenario tree-based approximation is deployed for the representation of 
the stochastic process. The structural characteristics of the employed scenario tree (i.e. 
nodes, scenarios, nodal transitions) capture the temporal evolution of the stochastic 
process. Computational burden issues arising from the enhanced scenario tree 
complexity, when multidimensional stochastic processes are considered, are alleviated 
with the deployment of a prevailing scenario reduction technique, based on backward 
reduction principles. In the context of the employed approach, the structural 
characteristics of the deployed scenario tree constitute a decision-maker’s input and 
emerge as a trade-off between the quality of the stochastic approximation and the 
complexity of the derived tree. Illustrative numerical examples demonstrate that the 
incorporation of the stochasticity pertaining to inflexible demand levels and wind 
power output significantly affects the expected aggregator cost. 
• Stage-wise decomposition through stochastic dual dynamic programming. Given that 
scenario-tree approximations suffer from the so-called curse of dimensionality, a 
decomposition technique, based on dual dynamic programming principles, is deployed 
to alleviate computational tractability problems. These problems become more 
pronounced in the consideration of multidimensional stochastic processes and are 
intensified when the modelling horizon is expanded. In this context, stochastic dual 
dynamic programming (SDDP) introduces a stage-wise decomposition of the original 
problem, while Monte-Carlo sampling of the potential stochastic realisations is 
employed for the derivation of the optimal strategies at each stage. Significant 
computational benefits emerge from the problem descaling and the parallelisation of 
the solution process, which enhance the decision maker’s modelling capabilities, since 
expanded DER aggregator portfolios and multidimensional stochastic processes are 
efficiently managed. Finally, the proposed decomposition approach yields optimal 
operational strategies pertaining to each stage of the problem, which can be employed 
for determining the optimal decisions at any time step and for any realisation of the 
stochastic process. This constitutes a significant feature compared to scenario tree 
approaches, where optimal decisions explicitly conform to the considered plausible 
outcomes of the stochastic process. 
• Novel extension to capture temporal dependencies. A fundamentally novel extension 
of the classical SDDP approach, which explicitly captures the impact of temporal 
Chapter 1 Introduction 
44 
 
dependencies of the stochastic process on the optimal strategy, is proposed. 
Autoregressive models (AR), which can articulate the temporal evolution of the 
stochastic process, are deployed for the stochastic representation and are directly 
integrated in the algorithmic solution process. Therefore, the stochastic model becomes 
an internal part of the algorithm and optimal solutions are derived in an efficient manner 
by iteratively traversing the state-space, while considering the impact of the temporal 
properties of the stochastic process on the optimal decisions. A highly generalisable 
reformulation of the solution process is presented, which can be deployed for the 
integration of any linear stochastic model. Case studies discuss and analyse the 
implementation and the main algorithmic features of the proposed approach, while 
showcasing its fast convergence properties. Additionally, the impact of different 
portfolio operational characteristics is explored. 
• Novel extension to capture temporal and cross-variable dependencies. A further 
fundamentally novel extension of the classical SDDP approach, which explicitly 
captures the impact of both temporal and cross-variable dependencies pertaining to the 
stochastic process on the optimal strategy, is proposed. Vector Autoregressive models 
(VAR), which can capture complex relationships among the different components of 
the stochastic process, are deployed for the stochastic representation and are directly 
integrated into the algorithmic solution process. Similar to the previous extension, the 
stochastic model becomes an internal part of the algorithm and optimal solutions are 
derived in an efficient manner by iteratively traversing the state-space, while 
considering the impact of the temporal and cross-variable dependencies of the 
stochastic process on the optimal decisions. A highly generalisable reformulation of the 
solution process is presented, which can be deployed for the integration of any linear 
stochastic model. Case studies discuss and analyse the implementation and the main 
algorithmic features of the proposed approach, while showcasing its fast convergence 
properties. Additionally, the impact of different portfolio operational characteristics is 
explored. Finally, case studies exploring the scalability of the proposed model 
demonstrate its promising potential to handle large-scale problems. 
• Simulation framework for the validation and assessment of the proposed models. For 
the first time, a simulation framework for the validation and assessment of SDDP 
models is proposed, based on comparisons against scenario trees of increased 
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complexity. The proposed framework aims to validate the capability of the proposed 
approaches to accurately capture dependencies pertaining to the DER aggregator 
problem, while exhibiting reduced levels of modelling complexity. Case studies 
demonstrate that the extended SDDP models achieve a better trade-off between solution 
efficiency and computational performance. Additionally, results highlight the value of 
strategic positioning of the DER aggregator portfolio, when limited renewable 
generation is available. Finally, the effect of strategic decision-making based on less 
accurate information is shown to be intensified when the aggregator manages a more 
flexible portfolio. 
 
1.4 Thesis outline 
The remainder of this thesis is organised as follows: 
Chapter 2 introduces the deterministic DER aggregator model, which constitutes the basis for 
the models presented in the following chapters. The role of demand-side participation in energy 
markets, followed by the main benefits and challenges that would emerge for the system and 
the consumer perspective, if it was appropriately exploited, are firstly discussed. Related work 
on the most widely adopted ES and FD operational models is presented, while the concept and 
the role of the DER aggregator in the emerging power system setting analysed. Finally, the 
most important aspects of the performance of a DER aggregator for different portfolio 
compositions and operational characteristics are investigated through illustrative numerical 
examples. 
Chapter 3 identifies the impact of stochasticity on the DER aggregator problem and introduces 
the stochastic counterpart of the deterministic model presented in Chapter 2. Firstly, the 
fundamental principles of stochastic programming, alongside the two basic stochastic 
formulations, namely two-stage and multistage, are discussed. The basic features and 
challenges corresponding to each approach are identified and relevant literature pertaining to 
the problem of stochastic scheduling of DER aggregators is presented. The notion of scenario 
tree approximation of continuous distributions when modelling stochastic processes is 
introduced and the main characteristics of scenario tree representations are laid out. Related 
work on the most popular scenario generation techniques is presented, while the need to 
maintain problem tractability demonstrates the need for the deployment of appropriate 
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reduction techniques. A state-of-the art scenario reduction technique, based on backward 
reduction principles, is selected and outlined. Finally, numerical examples demonstrate the 
impact of stochasticity on the DER aggregator problem, compared to the deterministic 
equivalent presented in Chapter 2. 
Chapter 4 identifies restrictions of scenario tree formulations in relevant literature, associated 
with the cardinality of the employed scenario set and introduces the SDDP decomposition 
algorithm. The fundamental aspects and basic formulations associated with dynamic and dual 
dynamic programming are presented. The basic concepts, main components and step-by-step 
implementation of the Benders and Nested Benders algorithms are laid out, while the 
decomposed version of the DER aggregator model employing stochastic dual dynamic 
programming is discussed, along with the main algorithmic features. 
Chapter 5 discusses the impact of temporal and cross-variable relationships on the optimal 
decision making process and presents a generalised mathematical reformulation of the 
traditional SDDP framework, so that temporal and cross-variable dependencies are 
accommodated. The basic features and applications of Autoregressive (AR) and vector 
autoregressive (VAR) models, which can articulate complex stochastic relationships of the 
stochastic process, are analysed. 
Chapter 6 applies the models presented in this thesis on the DER aggregator problem, in order 
to validate their theoretical properties and analyse the implications of the derived solutions. 
The pre-processing and fitting procedure of the AR and VAR models is outlined and the 
simulation framework proposed for the assessment of the extended SDDP models is presented. 
Case studies explore the algorithmic performance of the SDDP models and discuss the 
implications of the portfolio operational characteristics. Additionally, the solution efficiency 
and the computational complexity of the proposed SDDP approaches compared to scenario tree 
models of varying structural complexity are investigated. Finally, the scalability potential of 
the proposed algorithm is examined. 
Chapter 7 concludes this thesis by reviewing the main contributions of this research and 
setting directions for further work. 
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Chapter 2 The need for DER aggregators in the emerging energy 
market setting 
2.1 Introduction 
The emerging paradigm shift towards the Smart Grid concept [12] has vigorously encouraged 
the broad deployment of distributed energy resources (DER) in the energy system. Among 
these, energy storage, flexible demand and distributed (dispatchable and uncontrollable) micro-
generators constitute the ones anticipated to exhibit the highest potential. The substantial 
economical, operational and environmental benefits, which would emerge if their market 
participation is properly addressed and efficiently facilitated, would provide a major 
contribution towards the envisaged low carbon future of the power systems. In this context, 
this chapter discusses the most significant aspects and challenges pertaining to the exploitation 
of the promising potential of DER and emphasises their considerable impact on the efficient 
and economic power system operation. 
Chapter 2 is organised as follows. Section 2.2 discusses the role of demand-side participation 
in energy systems, the main benefits that would emerge from the system and the consumer 
perspective, if it was appropriately exploited, along with the associated challenges. Section 2.3 
presents the concept of the DER aggregator and its role in energy systems and reviews the most 
widely adopted ES and FD operational models. Section 2.4 lays out and describes the 
fundamental DER aggregator deterministic model, which constitutes the basis for the models 
presented in this thesis. Representative numerical examples illustrating the most important 
aspects of the performance of a DER aggregator for different portfolio compositions and 
operational characteristics are presented in Section 2.5. Finally, Section 2.6 concludes the 
chapter. 
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2.2 Distributed energy resources’ participation in the energy market 
Historically, the electricity supply industry was operated centrally by a single entity, which 
carried the responsibility to coordinate the generation, transmission and distribution of energy 
to the consumers; this is known as a vertically integrated monopoly [13]. Additionally, 
consumers had no option other than procuring the required energy from this specific entity at 
a predefined energy price, while their individual preferences and requirements could not be 
incorporated into the market process. However, during the last years, a major shift in the 
structure and operation of power markets has been noticed, where the interaction of multiple 
players at all levels of power generation and delivery is prevailing and the access of demand 
side in the energy markets is facilitated. This fundamental change poses several challenges both 
for the market operators and the DER participants, which should be addressed before the 
promising potential of the new paradigm can be amassed. As mentioned in Chapter 1, the 
primary focus of this thesis lies on the role DER participants can exhibit in the emerged power 
system setting and the changes that should be introduced to promote and simplify their market 
participation. 
 
2.2.1 The role of distributed energy resources in the energy market 
The main idea behind promoting active consumer participation in energy markets is their 
potential to modify their consumption patterns. Consumers could either reduce their demand 
levels or adjust the timing of their consumption, if they are provided with the suitable 
incentives. However, when they are facing a fixed electricity price (£/MWh) during the whole 
day, their incentive is neutralised. The level and timing of their consumption has not effect on 
their electricity bill, since the cost of each consumed MWh is the same throughout the day and 
potential consumption modifications offer zero benefit. On the contrary, if variable price 
signals are communicated to the consumers, they could be willing to make short-term 
adjustments to their consumption levels, in order to maximise their benefit, taking also into 
account their personal comfort and preferences [14]. The potential of demand participants to 
modify their energy demand levels suggests that they should be characterised by some form of 
flexibility, which would encourage the time-shifting potential of a portion of (or even the entire) 
their demand. More specifically, flexibility refers to a class of loads, which can deviate from 
their baseline electricity consumption. In most cases, these loads are accompanied by a storage 
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component, which can enable the separation of the timing of the energy acquisition from the 
timing of the consumption. Suitable system components that fulfil this attribute and fall under 
that category are flexible demand (FD) and energy storage (ES) technologies [15]. 
As mentioned above, FD includes loads that are capable of decoupling the acquisition and the 
consumption of electrical energy and temporally rearranging it. Typical examples of this type 
of loads constitute electric vehicles, electric heat pumps, wet appliances, air-conditioning units, 
refrigerators, etc. It should be noted that the vast majority of research focusing on FD adopts 
flexible load models conveying their time-shifting behaviour instead of load 
reduction/curtailment ones, mainly due their limited penetration, especially in Europe, and their 
questionable financial performance [17]. Consequently, an accurate and realistic FD 
representation should recognise the energy payback effect and incorporate an energy reduction 
and recovery pattern in FD modelling [18]. The FD model adopted in the context of this 
research does not focus on a specific load type, but a generic FD model has been employed. 
However, the employed model captures the energy payback attribute pattern of the FD, along 
with basic demand characteristics, as presented in more detail in Section 2.4.3. 
On the other hand, ES corresponds to units, which can convert electricity into another form of 
energy that can be stored (kinetic, chemical, etc.) [15]. The capability of storing energy during 
some periods and deploying it at some others is aligned with the time-decoupling attribute 
pertaining to flexible technologies. The value of the flexibility provided by ES units has been 
addressed in [19], while high installation costs and considerable cycle losses, even though 
rapidly improving, constitute inhibiting factors for their wide deployment [19]. 
If the flexibility potential of the above-mentioned technologies was suitably exploited, 
significant benefits would emerge for the efficient and economic operation of the power 
system, as analysed in Sections 2.2.2 and 2.2.3. A thorough review of numerous demand 
response (DR) schemes and programs analysed according to the control mechanism, the 
provided incentives and the DR decision variable, along with various optimisation models for 
the optimal DR control are presented in [20]. 
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2.2.2 Benefits of distributed energy resources’ market participation from the system 
perspective 
The benefits of DER participation in the energy market along with the capability to respond to 
the electricity tariffs would introduce significant benefits both from the system perspective and 
the responsive consumers side, as well. The author in [17] suggests that demand shifting from 
peak to off-peak hours would significantly enhance plant utilisation and efficiency (e.g. low-
cost plants would operate at 85% load factor, while the utilisation of peak plants would be 
limited to only a few hours per year), therefore reducing the system operation cost, since plants 
running on low cost fuels would run more intensely and efficiently. An additional implication 
of the increased plant utilisation would be that the need for new investment in generation 
capacity would deteriorate. 
Moreover, price-responsive consumers have been demonstrated to utilise more efficiently the 
available intermittent renewable energy sources (RES) of the system [21]. Price-responsive 
demand participants can be incentivised to diverge from their original consumption pattern, 
according to the energy availability of the system. Thus, they could be discouraged to consume 
during hours of RES scarcity when system energy cost is high, while encouraging them to 
consume during hours of RES abundance when the energy cost is very low (or even zero). In 
many occasions, RES exhibit high availability during night hours, when the lowest levels of 
demand are observed. In such cases, part of the available RES output is wasted and has to be 
curtailed, unless covered by loads willing to migrate towards these hours and enjoy the benefits 
of low cost energy. 
Apart from the benefits at the generation side of the system, significant benefits emerge for the 
transmission and distribution networks, as well [17]. As far as the transmission network is 
concerned, the energy landscape in the UK is designated by massive energy flows from the 
North to the South of the country, as big urban centres are located at the South and a 
considerable number of power plants at the North. When the transmission system cannot 
withstand the power flows required to cover the load of the south region, inexpensive northern 
generators (e.g. mainly wind farms) are shut down, while more expensive peak southern 
generators are switched on. Apart from the increased operational cost caused by employing 
out-of-merit generators, congestion in the transmission network is alleviated by network 
reinforcements. In both cases, migrating demand from peak to off-peak hours would reduce 
the need for such capital investments. With regards to the distribution network, increased 
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penetration of distributed generation (DG) accompanied with increased consumer 
responsiveness is expected to increase network utilisation [17]. 
Furthermore, even though ancillary services have been traditionally provided by the generation 
side, which used to bear the responsibility of supporting the system in cases of asset failures, 
consumers could also contribute to the system security [14], [22]. Consumers, who are willing 
to reduce or curtail their demand could provide ancillary services for a specific fee. The fact 
that loads are distributed along the whole system provides a unique opportunity for direct 
distributed response to contingencies by activating loads of geographical proximity to the 
occurrence of the contingency [23]. Additionally, demand participants providing ancillary 
services are affected only when they are actually required to provide the service (i.e. when the 
service is exercised), while in the case of traditional generation-side provision, generators are 
stand-by or have allocated a part of their capacity for ancillary services, regardless of whether 
the service is exercised or not. In [24], the impact of the provision of reserve services by 
responsive consumers is analysed for the case of an energy market with high wind power 
penetration and an increase in the consumer’s utility alongside a decreased value of expected 
energy not served; the project is demonstrated for a large-scale power system. 
Apart from these considerable high-level system-wide benefits, significant benefits would also 
emerge at the local level. In [25]-[26], a strategy for the optimal coordination of electric 
vehicles (EVs) at a low voltage grid, characterised by high penetration of photovoltaics (PV), 
is presented. The charging facilities for EVs, which have been enhanced with energy storage 
(ES) units, are employed to provide voltage support services and case studies illustrate 
significant savings in network reinforcement and reduction in potential demand curtailment. 
Furthermore, authors in [27] focus on the problem of optimally managing the charging 
schedule of a population of EVs for a system with high penetration of vehicles, in order to 
avoid excessive voltage drops and equipment overloading. Controlled charging exhibits 
significant improvements compared to uncontrolled operation with network problems being 
alleviated and major infrastructure upgrades and/or reinforcements avoided. If the controlled 
charging case is adopted, considerable populations of vehicles can be accommodated without 
affecting residential load and jeopardizing system security. The case of a population of 
thermostatically controlled loads is studied in [28], where their ability to follow the 
intermittency and variability of RES generation is depicted. Furthermore, the potential to 
reduce the need for load-following and regulation capacity with minor changes in the nominal 
thermostat temperature settings of the loads is investigated. 
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On the other hand, authors in [29]-[30] consider the contribution of DR in local voltage control, 
when combined with sophisticated distribution transformer management techniques (e.g. smart 
transformer, OLTC, etc.) and demonstrate that DR can provide a vital asset, when system 
security is at risk. In the same context, [31] proposes a novel architecture for the control of 
price-responsive loads aiming to mitigate overloads at a local distribution system. Case studies 
establish that significant peak shaving is realised and oversizing of system components is 
limited, when this architecture is implemented, while higher flexibility and efficient operation 
of the system is achieved. Finally, in [32] the effect of demand response (DR) on the 
performance of a distribution-level transformer is assessed and significant improvement in the 
transformer lifetime is demonstrated. 
It is worth-noting that the benefits for an energy services provider (ESP) would be significant, 
even if only a small portion of the demand became price-responsive [33]. 
 
2.2.3 Benefits of distributed energy resources’ market participation from the consumer 
perspective 
As indicated in the previous paragraph, DER participation in electricity markets entails 
significant benefits from the system perspective, if it is wisely managed and properly 
accommodated. However, significant benefits would also accrue for the demand side, both for 
the price responsive loads and for the loads that do not exhibit any responsive behaviour. Most 
of these benefits constitute a direct consequence of the ones outlined in the previous section 
for the system side. 
A brief overview of the demand-side benefits is presented in [34], where benefits are 
categorised into direct, collateral and other benefits. Direct benefits correspond to financial 
benefits from shifting demand from high-priced (peak load) periods to medium and low-priced 
ones and the monetary incentives collected for potential demand reduction, when the system is 
at stress. These benefits are captured in [35], where the authors propose a framework for 
automatic scheduling of residential price-responsive loads, enhanced with a price forecasting 
tool and showcase significant reductions in user payments. Secondly, there are reliability 
benefits, which constitute a direct consequence of the system-wise benefits and correspond to 
the decreased possibility of forced equipment outages due to improved system security and 
reliability. These benefits can be monetary, when the consumer (e.g. industrial load, 
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commercial store, etc.) enjoys any profits through avoiding involuntary load shedding, and/or 
societal that correspond to the pleasure and fulfilment of contributing to the more efficient 
system operation. These benefits are exploited by the consumers who participate in the demand 
response program and the extent of their benefits depends on their actual load size and their 
level of responsiveness to the time-varying electricity prices. 
As far as the collateral benefits are concerned, these comprise derivatives of the system and 
direct benefits and are enjoyed by most or all the consumers. Firstly, they include market 
benefits, which emerge from the increased efficiency in system operation and resource 
allocation which would lower the system costs, and intuitively the consumers’ electricity bills. 
Additionally, reduction in energy demand during peak (high-price) periods entails that the 
wholesale electricity price would decrease [36]. Finally, deferred and/or avoided upgrade or 
construction of system assets at generation, distribution and transmission level, constitute a 
significant cost saving factor. The second part of the collateral benefits is related to reliability 
benefits, which are related to the decreased probability and reduced impact of outages. 
Finally, other benefits could include increased market robustness, enhanced options for 
managing electricity costs, reduced generators market power and environmental benefits. 
The potential benefits discussed in the previous two sections that could emerge, if the 
participation of price-responsive demand in the energy markets is accommodated, do not 
constitute in any case an exhaustive list, but aim to highlight the huge potential and the multi-
level impact of DR. Nonetheless, these benefits introduce several complications, which could 
lead to adverse effects if not addressed effectively. 
 
2.2.4 Challenges associated with the active participation of distributed energy resources 
in the energy market 
The concept of active participation of the demand side in electricity markets is not a novel idea, 
as it emerged several decades ago [37]. However, even though the value of enhancing the role 
of demand is unequivocal and the required technological progress that could facilitate this 
transition has been substantial, only small steps have been taken towards this direction. This 
restrained stance could be attributed to many reasons, with the most important ones being: 
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• Increased complexity of system operation. The introduction and control of a significant 
number of DER components will unavoidably affect the operational complexity. 
System operation so far, included the control of a number (i.e. some hundreds) of 
generators by the system operator. Wide deployment of controllable ES, FD and RES 
participants would introduce thousands or even millions of new components that need 
to be managed. However, considering that the increased flexibility is anticipated to 
mitigate the effect of the increased uncertainty (i.e. high penetration of RES) and the 
control of ES and FD participants will become more cost-efficient, DERs are expected 
to constitute a promising solution [17]. 
• Consumer risk and sophistication issues. In the current power system setting, 
consumers have adopted a passive role, where in most occasions they have a contract 
with a power utility for a fixed electricity price regardless of the timing of their 
consumption. Then, the utility is responsible for fulfilling the consumers’ energy 
requirements in the most efficient way, while maintaining the quality of the provided 
service within specific acceptable limits. Time-of-Use tariffs constitute the only 
exception, since consumption during off-peak periods is encouraged by establishing 
lower prices during these periods. Consequently, the sophistication and expertise of 
consumers regarding the operation and rules of the energy market trading are 
insufficient and their willingness to actively participate in the market bidding process 
is evident. On the other hand, bigger market players (e.g. utilities, network operators, 
etc.), apart from having the expertise and the tools to anticipate the proper bidding 
strategy, they have built a diversified portfolio of different assets and multiple services. 
On the contrary, individual DER participants suffer from unsystematic (‘diversifiable’) 
risk, since they manage only their individual loads and are extremely exposed to price 
spikes and variations. 
• Limited access of demand-side participants to the market. Current legislation dictates 
that the minimum size threshold for participation in the capacity market is 2 MW [38], 
while a typical load estimate for a 100 𝑚2 household is 5 𝑘𝑊 [39]. The main reason 
for introducing this capacity limit is cost-oriented. Participation in the capacity market 
requires recording participants’ exact consumption levels very frequently, (e.g. hourly, 
half-hourly, etc. depending on the market arrangement) and communicating them to the 
market settlement system [14]. On the other hand, participants should be informed 
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about the clearing prices at the same frequency. Consequently, the costs associated with 
the installation and operation of the infrastructure required to facilitate this two-way 
communication for a significant number of consumers would more than counter-
balance the potential savings achieved by demand-side participation. A second intuitive 
reason is that eliminating or reducing the threshold to values that would enable 
residential consumers to achieve active market participation would expand the 
participant numbers at unmanageable levels for the operator. 
• Lack of suitable market framework. A significant portion of the benefits entailed by 
DER participation in energy markets has been established in sections 2.2.2 and 2.2.3. 
The development of a suitable scheme that would quantify and monetize the multitude 
of the derived benefits and distribute them to the proper market participants constitutes 
a challenging task. For example, a DER participant may be employed to support the 
power output of an intermittent RES, while at the same time exploiting varying energy 
prices to perform energy arbitrage. Authors in [40], investigate the performance of a 
portfolio of distributed ES units providing multiple services (e.g. energy arbitrage, 
distribution network congestion management, frequency regulation, etc.) at different 
market prices and identify potential synergies and conflicts among the different 
services. In the same vein, in our example the DER participant would create benefit for 
the portfolio manager through the energy arbitrage service and for the RES owner, as 
well. Additionally, at the same time, it could support network operation through 
congestion management or frequency regulation. These benefits are further enhanced 
if we consider potential capacity savings stemming from the more efficient utilisation 
of the existing generation and network infrastructure. It is evident that a complex and 
sophisticated legislative and regulatory scheme is required to properly address these 
issues and ensure that each individual is properly rewarded for the provided services. 
In this concept, [41] proposes a new pool-based market, where DR is separately traded, 
while explicitly identifying the associated benefits for each market participant and 
comprehensively optimizing the overall benefit. 
• Lack of appropriate ICT infrastructure. The transition to the new era of power systems, 
where smarter and more efficient operation is envisioned, is expected to enhance the 
role of advanced metering, communication systems, control mechanisms and 
information technology. Unfortunately, despite the significant progress accomplished 
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at these sectors, the integration of such technologies in power systems is inadequate. 
Increased penetration of sensory equipment, advanced energy metering, sophisticated 
trading schemes and control equipment will facilitate the wider deployment of DER 
technologies in power systems [17]. Even though most of the components required are 
existent, lack of experience regarding their economic performance and thorough 
assessment of the associated costs and benefits, which are required for such a major 
restructuring, have hindered their wide employment. It is envisioned that a new 
integrated architecture will be fundamental at the new era, where the energy delivery 
and the communications/information systems will be harmonised and will be 
supporting a more efficient energy system operation [17]. 
• Privacy concerns. Traditional centralised mechanisms for generation system 
scheduling require that generation participants should provide their technical and 
economical properties in the form of energy offers, while demand is treated as a fixed, 
inflexible load. However, the transition to the state where DER participation in the 
market is encouraged, would require that DER participants need to submit their own 
characteristics in the form of demand bids, as well. This requirement raises serious 
privacy concerns, since it entails disclosing significant private information regarding 
individual preferences, habits and properties of the users’ assets. One approach to deal 
with such concerns suggests the transition to a decentralised price-responsive 
mechanism, where price signals are communicated to the DER participants, who then 
respond with their preferred consumption schedule in the form of demand bids, without 
the requirement to share any private information [16]. 
Having identified the challenges pertaining to the facilitation of a more active role of DER in 
the electricity market, the Department of Energy and Climate Change (DECC) and the Office 
of Gas and Electricity Markets (Ofgem) have put forward the Smart Meter Roll-out Plan, which 
enforces that all domestic and small business consumers should be provided with smart-meters 
by the end of 2020 [42]. This initiative constitutes part of the national strategy of the United 
Kingdom to move towards a greener and low carbon economy by 2020 [43]. 
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2.3 Aggregation of distributed energy resources in the new market context 
2.3.1 The role of distributed energy resources aggregator 
As discussed in the previous subsections, despite the significant benefits pertaining to the active 
consumer participation in the energy market, significant barriers that hinder its applicability 
emerge. In the Smart Grid era, these challenges have triggered the introduction of the so-called 
DER aggregators in electricity markets [11]; an entity that acts as an intermediate between the 
grid operator and several different flexible consumers. DER aggregators combine a substantial 
number of DER resources (e.g. FD, ES, distributed micro-generators, etc.) into controllable 
portfolios and coordinate their operation according to market opportunities and their individual 
preferences and requirements. 
DER aggregators recognised the market opportunity stemming from the smart operation of 
DERs, while they establish the necessary context required to overcome most of the limitations 
specified in the previous section (mainly operational complexity and lack of consumer 
sophistication issues). Firstly, consumers who are unable to participate in the market for 
regulatory reasons or unwilling to buy energy in the spot market due to their risk-averse 
behaviour or lack of expertise, can sign a contract with a DER aggregator. In this case, the 
consumer will have established fixed electricity price contract, while the aggregator would 
exploit its flexibility potential. The fixed agreed price would be increased compared to the spot 
price, because of the risk now undertaken by the aggregator, which has to trade electricity at a 
varying price, while guarantying a fixed price contract with the consumer. However, more 
sophisticated market products (compared to the fixed price contract example) are expected to 
be developed, as market maturity and participants’ expertise improve. As far as the ICT 
infrastructure is concerned, the need for sophisticated metering and control devices and 
advanced and highly integrated communication and information networks is existent, but 
alleviated. The need for constant two-way communication with each DER participant is now 
avoided, since communication takes place between the market operator and the aggregator. 
However, the need for advanced communication between the aggregator and each DER 
participant remains and is crucial for exploiting the full potential of DER technologies. Finally, 
the system complexity, from the operators’ point of view is only moderately increased since 
the system visibility of each individual participant is limited. Instead, the increased complexity 
is shifted to the aggregator side, which assumes the responsibility to economically coordinate 
the flexible consumers in order to ensure its own profitability, while sufficiently fulfilling 
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consumers’ needs. The entailed complexity of the DER aggregator problem constitutes the 
primary focus of this thesis and will be thoroughly addressed and analysed in the remainder of 
this chapter and the following ones. 
Literature review 
The highly promising potential of DER aggregators is further delineated by the wide available 
literature exploring various aspects surrounding the aggregator integration in energy markets 
and demonstrating the expected benefits. [44]-[47] highlight the intense efforts to identify the 
suitable market arrangements and control schemes required for the efficient aggregator 
operation. The diversity of these approaches is aligned with the complexity of the task, the 
numerous related challenges and the limited experience and expertise on these concepts. 
A bilevel market clearing mechanism for the integration of retail DR market into the wholesale 
one is proposed in [44], where the energy/reserves market is cleared at the upper level and the 
DR market follows at the lower one. Numerical results demonstrate that reserve prices are 
reduced and social welfare is increased compared to existing market structures. A hierarchical 
structure for the activation and control of DR in low voltage grids is introduced in [45], where 
DR is traded at the power market, while providing system support services. Significant benefits 
are obtained when the proposed approach is compared against the current Danish system 
setting, where DR provided down-regulation and network support services. 
A combination of model predictive control and a novel decomposition technique based on 
Douglas-Rachford splitting is employed in [46] to handle the real-time coordination of a large-
scale system of FD units. The individual problems corresponding to each FD unit are solved in 
parallel and optimal coordination is achieved via an iterative negotiation process among the 
units. Simulation results showcase the suitability of the proposed method to handle arbitrarily 
large numbers of units, while achieving noticeable computational savings, compared to the 
original problem. Finally, in [47], trade-offs among resource exploitation, consumer privacy 
and rewards are examined by comparing three different market settings (a benchmark and a 
novel centralised and a decentralised) with different levels of information sharing among the 
participating aggregators and the operator. Case studies suggest that, under the proposed 
centralised approach, enhanced information sharing leads to increased exploitation and rewards 
for the aggregator. On the other hand, when the decentralised setting is regarded, potential 
coalition formation and learning parameters significantly affect exploitation and rewards and 
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should be seriously considered. However, the decentralised setting facilitates the incorporation 
of more detailed models of the participants’ behaviour. 
The potential of DER participants to provide reserve services, if their flexibility is suitably 
exploited, has been identified in section 2.2.2. [44], [45], [47], [53]-[57] examine models of 
DER aggregators which assume participation in energy and ancillary services markets, while 
[48]-[52] focus on different aspects and assume participation only in the energy market. [48]-
[49] propose novel load scheduling algorithms for aggregators of EVs with Vehicle-to-Grid 
(V2G) capability. On the one hand, in [48] consumers decide about the optimal energy to buy 
or sell to the aggregator, considering the load requirements of their residential appliances. On 
the other hand, [49] focuses on deriving the optimal EV charging/discharging schedule, 
incorporating constraints regarding the convenient driving of the EV owners and system safety. 
In [50], the impact of the integration of EVs on the system scheduling and economics is 
analysed and extensive case studies using a full unit commitment model for an entire year on 
a day-by-day basis are carried out. The ability of FD to match random wind power outputs at 
multiple timescales is studied in [51], while [52] examines the impact of the integration of DER 
on network performance (e.g. power transformer capacity, voltage limitations, etc.). 
On the other hand, [53] while focusing on determining the optimal charging/discharging 
schedule of EVs with V2G capability, also considers the option to provide ancillary services 
apart from energy arbitrage. Additionally, a novel EV aggregation process is introduced, which 
employs aggregate parameters to model the energy and power properties of the entire EV fleet. 
In the same vein, [54]-[55] propose novel approaches for simultaneous participation of EV 
aggregators in multiple wholesale markets. More specifically, [55] proposes a bidding process 
for the aggregator in the energy and reserve markets, while incorporating the effect of battery 
degradation. Results suggest that as long as battery costs remain high, energy arbitrage will 
constitute the main revenue stream for the aggregator, while as the battery costs decline a shift 
towards the provision of regulation services is observed. This conclusion highlights the various 
roles that the aggregator can perform in the emerged market context. 
Moreover, two different control algorithms for an aggregator managing industrial and 
commercial thermal energy storage units, are presented in [45], [56]. Two different aggregation 
modes (homogeneous and heterogeneous) are examined in [56] for the case of a supermarket 
refrigeration system and a heating, ventilation, and air conditioning chiller. It has been found 
that the heterogeneous one exhibited increased flexibility and profitability. Finally, in [57], a 
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real-time algorithm for the power balancing problem of a power grid with multiple renewable 
generators coupled with ES units, is presented. The proposed algorithm can be implemented in 
a distributed way and simulations demonstrate the fast convergence and asymptotical 
optimality of the derived solutions. 
As noticed from the works presented above, the portfolio of a DER aggregator typically 
consists of one or a combination of ES, FD and DG units. Therefore, a brief overview of FD, 
ES and DG models will follow in the next subsections. 
 
2.3.2 Modelling approaches for flexible demand 
The capability of consumers to modify the amount of energy demand, as a reaction to energy 
prices has been identified long ago. Initial approaches adopted the concept that a consumer 
behaves in an economically rational way, which emerges from the field of microeconomics 
[58]. This idea is captured in [14], [59], [60] by introducing the own-price (or self) elasticity, 
a linear decreasing function of demand, which is derived as the relationship between the 
relative change in demand with respect to the relative change in price. It reflects the willingness 
of the consumer to pay a specific price for a given amount of energy and it can be regarded as 
the marginal price of energy. Incorporating the own-price elasticity in the market clearing 
problem, explicitly considers the demand responsiveness by modelling the impact of the price 
at each period on the demand bids of the same period. A major drawback of this approach lies 
on the assumption that demand can only be reduced/increased at a specific period, while 
ignoring the impact of nearby periods. However, consumption does not only rise/fall, but is 
mainly redistributed across time [37]. Thus, apart from the own price elasticity, [37], [61]-[63] 
propose the consideration of the cross-price elasticity, which captures that fact that demand 
can decline at one period and reappear at another. The cross-price elasticity expresses the 
impact of energy prices at one period on consumers’ demand at various periods and recognizes 
that demand reductions/increases at one period will lead to increases/reductions at other periods 
(i.e. load-shifting effect).  
Nevertheless, authors in [62] state that, considering the cross-price elasticity of demand, 
reduces the benefits realised by the demand-shifting behaviour. More specifically, case studies 
suggest that when a demand decrease occurs at one period stemming from a price increase at 
the same period, a demand increase is observed during adjacent periods. When subsequent 
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periods have comparable high prices, the effect of the expected demand decrease is weakened 
by these demand uptakes caused by neighbouring periods. Factoring demand cross elasticity 
induces that demand reduced at one period will necessarily be restored at subsequent periods, 
while indefinitely deferring consumption is not permitted. The suitability of own and cross-
price elasticities to capture the shifting capability of price-responsive loads has also been 
questioned in [36]. However, since different types of elasticity exhibit significant drawbacks 
in capturing demand response, more detailed models, which capture more accurately the 
operational characteristics of various types of FD have been employed. 
In [64], FD is represented by ramping limits, minimum energy consumption and minimum 
energy requirements limits and decides its consumption level according to these constraints 
and its personal utility function. In the same vein, [44], [47] assume that demand exhibits lower 
and upper consumption limits, whereas deviations from baseline consumption is considered 
contribution to the up and down-reserve requirements of the system and are respectively 
rewarded. In [57], demand consists of the critical base-loads, which should be satisfied at any 
time, and flexible ones, which could be curtailed up to a limit. A quality-of-service requirement 
is introduced to control the portion of unsatisfied flexible loads. FD participants are split into 
load shifting and load-clipping units in [65]. The former operate on the same principles with 
ES, since they reduce consumption (as ES units discharge) when prices are high and increase 
it (as ES units charge), when prices are low. The latter corresponds to loads that can be curtailed 
up to a limit. The payback effect, which corresponds to the increase in demand following a 
reduction at a previous period is explicitly modelled in [18], [66]. Finally, technology specific 
FD is modelled in [48]-[55], which focus on EVs with flexible charging capability, [45], [56] 
that look on thermal energy storage units and [16] that examines a multitude of FD types, such 
as EVs, electrical heat pumps with heat storage and wet appliances with deferrable initiation 
time. 
 
2.3.3 Modelling approaches for energy storage 
A holistic approach aiming to quantify the benefits of ES on various grid applications, when 
providing multiple system services and its competitiveness with regards to other smart 
technologies such as DR, flexible generation, etc. is presented in [19]. Case studies performed 
for the future GB electricity system reveal that capturing the trade-offs among multiple services 
provided by ES enhances the emerging benefits compared to the different services offered in 
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isolation. Additionally, benefits expand across the generation, transmission and distribution 
levels of the system, while at the same time ES provides network support services and defers 
investments in network level. Finally, ES energy efficiency and storage duration, which 
corresponds to the number of consecutive hours that the ES device can provide maximum 
output, constitute key factors when assessing the value of ES. 
In this context, [40] focuses on the coordination of the provision of multiple interdependent 
services provided by a portfolio of distributed ES units and rewarded at different market prices. 
The authors demonstrate that participation in the balancing market could provide considerable 
revenue streams for the ES owner, depending on the energy price volatility. It is suggested that 
when prices exhibit increased volatility, higher expectation for benefits from energy arbitrage 
encourages reduced commitment on balancing services. However, provision of balancing 
services provides a hedging opportunity against energy price volatility, depending on the risk 
aversion of the ES owner. 
In [57], ES units are co-located with renewable generators and comprise part of the portfolio 
of an aggregator, which also manages a conventional generator and FD units. In [67], [68] ES 
units are explicitly integrated with PV and wind plants to support their market participation. 
On the other hand, in [69] ES devices are operated by the conventional generation players in 
the German energy market. Finally, in [70], [71] ES units are modelled as independent market 
participants with the objective to maximise their own benefits. 
In terms of the operational characteristics of ES, [19], [26], [40], [57], [68]-[71] mainly adopt 
similar models, which include maximum charging/discharging power rates, 
minimum/maximum energy content limits and energy balance of the ES unit over time, 
considering potential energy losses of the charging/discharging cycle. 
 
2.3.4 Distributed micro-generators 
In most of the aforementioned works, the aggregator portfolio includes one or more distributed 
micro-generators, which are employed to cover the energy needs of the portfolio loads, while 
supporting the power system if provision of multiple services is considered. Distributed micro-
generators generally include uncontrollable renewable generation (e.g. wind and PV) and 
dispatchable (controllable) micro-generators (e.g. diesel units). On the one hand, 
uncontrollable generation is characterised by minimal operating cost and limited environmental 
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impact but exhibits significant unpredictability. On the other hand, dispatchable generators are 
readily available to provide the required electrical power, when deemed necessary, but they 
generally have increased operating cost and higher environmental impact. In the context of this 
research, the aggregator is assumed to involve both types of micro-generation, in order to 
explore aspects pertaining to both of them. 
 
2.4 DER aggregator deterministic model 
2.4.1 Nomenclature 
Indexes 
𝑡 Index of time periods, running from 1 to 𝑇. 
𝑏 Index of energy storage (ES) units, running from 1 to 𝐵. 
𝑓 Index of flexible loads (FL), running from 1 to 𝐹. 
𝑤 Index of wind turbines (WT), running from 1 to 𝑊. 
𝑚 Index of micro-generators, running from 1 to 𝑀. 
 
Parameters 
𝐶𝑡
𝑔𝑟𝑖𝑑 Market price at period 𝑡. (£/kWh) 
𝐶𝑚
𝑔𝑒𝑛 Operating cost of micro-generator 𝑚. (£/kWh) 
𝐶𝑑𝑒𝑚 Cost of demand shedding. (£/kWh) 
𝛼 portion of demand that can be curtailed. (%) 
𝐸0,𝑏 Initial energy level of ES unit 𝑏. (kWh) 
𝜂𝑏 Round-trip efficiency of ES unit 𝑏. (%) 
𝐸𝑏𝑚𝑎𝑥 Maximum energy level of ES unit 𝑏. (kWh) 
𝐸𝑏𝑚𝑖𝑛 Minimum energy level of ES unit 𝑏. (kWh) 
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𝑃𝑏𝑠 Maximum power rating of ES unit 𝑏. (kW) 
𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 Baseline demand of FL 𝑓 at period 𝑡. (kW) 
𝑆𝑓 Load shifting limit of FL 𝑓. (%) 
𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 Maximum power sold to the grid at period 𝑡. (kW) 
𝑃𝑡
𝑔,𝑏𝑢𝑦 Maximum power bought from the grid at period 𝑡. (kW) 
𝑃𝑚
𝑔𝑒𝑛 Maximum power rating of micro-generator 𝑚. (kW) 
𝑃𝑡,𝑤𝑤𝑖𝑛𝑑 Available wind power output of WT 𝑤 at period 𝑡. (kW) 
𝑑𝑡
𝑖𝑛𝑓 Inflexible demand at period 𝑡. (kW) 
𝛥𝑡 Temporal resolution of the problem. (h) 
 
Decision variables 
𝑝𝑡
𝑔𝑟𝑖𝑑 Power sold to (positive)/bought from (negative) the grid at period 𝑡. (kW) 
𝑝𝑡,𝑚
𝑔𝑒𝑛 Power output of micro-generator 𝑚 at period 𝑡. (kW) 
𝑝𝑡𝑑𝑒𝑚 Demand shed at period 𝑡. (kW) 
𝑒𝑡,𝑏 Energy level of ES unit 𝑏 at period 𝑡. (kWh) 
𝑝𝑡,𝑏𝑠  Power input (positive) / output (negative) of ES unit 𝑏 at period 𝑡. (kW) 
𝑑𝑡,𝑓𝑠ℎ  Change of demand of FL 𝑓 at period 𝑡 due to load shifting. (kW) 
𝑑𝑡,𝑓𝑡𝑜𝑡𝑎𝑙 Demand of FL 𝑓 at period 𝑡 after load shifting. (kW) 
𝑝𝑡,𝑤𝑤𝑖𝑛𝑑 Dispatched wind power output of WT 𝑤 at period 𝑡. (kW) 
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2.4.2 Introduction 
In this section, we showcase the mathematical formulation of the optimal operation of a DER 
aggregator. In the context of this chapter, the deterministic formulation is firstly presented, 
while its stochastic counterpart is introduced in Chapter 3. In this way, the basic concepts of 
the studied problem will be demonstrated, before proceeding to the investigation of the 
implications of stochasticity on the problem. The case studies presented at section 2.5 will try 
to capture the basic dynamics of the aggregator model in a deterministic framework, before 
introducing its stochastic nature in section 3.1 and proceed with the developed approaches. The 
stochastic components are eventually incorporated into the deterministic formulation in 
Chapters 3-5. 
 
2.4.3 Aggregator model with FD and ES 
As already discussed in the previous sections, a DER aggregator coordinates a cluster of 
flexible and inflexible resources and has to come up with an optimal set of decisions at each 
time period 𝑡 of the operating horizon. In this work, we assume that the aggregator portfolio 
consists of a number of WTs, controllable micro-generators, uncertain inflexible demand and 
a group of FD and ES units. A price-based market clearing mechanism is assumed, where the 
aggregator has to optimise the dispatch of the available resources given the market prices. 
Therefore, the aggregator must schedule the use of the available wind power output, the amount 
of energy that will be bought/sold from/to the grid, the output of the micro-generators, the 
flexible loads’ consumption levels and the storage units’ charging/discharging schedule at each 
time period 𝑡, in order to minimize the overall cost. Wind output and demand can be curtailed, 
if required. 
For a specific operating horizon 𝑡 = {1, . . , 𝑇}, the objective function is expressed in (2.1) in a 
compact form and in (2.2) in an analytical one and comprises of the cost of the energy 
transactions (buying or selling) with the grid, the cost of using the micro-generator and the 
demand shedding cost. In (2.1), 𝑥𝑡 corresponds to the decision variables vector and is defined 
as 𝑥𝑡 ≜ [𝑝𝑡
𝑔𝑟𝑖𝑑, 𝑝𝑡,𝑚
𝑔𝑒𝑛, 𝑝𝑡𝑑𝑒𝑚, 𝑝𝑡,𝑏𝑠 , 𝑑𝑡,𝑓𝑠ℎ , 𝑝𝑡,𝑤𝑤𝑖𝑛𝑑]. Decisions for each period 𝑡 are taken at the 
beginning of the period, where the aggregator has to decide on 𝑥𝑡 based on the available 
information regarding its portfolio (e.g. available wind power output, inflexible demand level, 
etc.). 
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𝐶𝑡𝑜𝑡𝑎𝑙 = min𝑥𝑡
𝑐𝑡Τ ∙ 𝑥𝑡 (2.1) 
𝐶𝑡𝑜𝑡𝑎𝑙 = min𝑥𝑡
{∑ (−𝑝𝑡
𝑔𝑟𝑖𝑑 ∙ 𝐶𝑡
𝑔𝑟𝑖𝑑 + 𝑝𝑡𝑑𝑒𝑚 ∙ 𝐶𝑑𝑒𝑚 + ∑ 𝑝𝑡,𝑚
𝑔𝑒𝑛 ∙ 𝐶𝑚
𝑔𝑒𝑛𝑀
𝑚=1 )𝑇𝑡=1 } (2.2) 
The electrical energy balance of the ES unit 𝑏 at time period 𝑡 is expressed in constraint (2.3), 
including the round-trip efficiency of the battery and the charging/discharging power. Round-
trip efficiency includes the charging/discharging losses of the battery and the grid connection’s 
power electronics and the self-discharging losses of the battery across time.  
Constraint (2.4) captures the maximum depth of discharge and state of charge of the energy 
content of the ES unit 𝑏 at time period 𝑡, while constraint (2.5) corresponds to the maximum 
charging and discharging power limits. In order to maintain energy neutrality and avoid out-
of-horizon effects, the storage energy content at the start and the end of the operating horizon 
are assumed equal, as modelled in (2.6). 
𝑒𝑡,𝑏 = {
𝐸0,𝑏 ∙ 𝜂𝑏 + 𝑝𝑡,𝑏𝑠 ∙ 𝛥𝑡,    𝑖𝑓 𝑡 = 1
𝑒𝑡−1,𝑏 ∙ 𝜂𝑏 + 𝑝𝑡,𝑏𝑠 ∙ 𝛥𝑡,   𝑖𝑓 1 < 𝑡 ≤ 𝑇
 ∀𝑡, 𝑏 (2.3) 
𝐸𝑏𝑚𝑖𝑛 ≤ 𝑒𝑡,𝑏 ≤ 𝐸𝑏𝑚𝑎𝑥 ∀𝑡, 𝑏 (2.4) 
−𝑃𝑏𝑠 ≤ 𝑝𝑡,𝑏𝑠 ≤ 𝑃𝑏𝑠 ∀𝑡, 𝑏 (2.5) 
𝑒𝑇,𝑏 = 𝐸0,𝑏 ∀𝑏 (2.6) 
A generic, technology-agnostic model has been assumed for the representation of flexible 
loads. The time-shifting flexibility of a flexible load 𝑓 is expressed by (2.7) - (2.9). The variable 
𝑑𝑓,𝑡𝑠ℎ represents the change of demand with respect to the baseline level 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 at period 𝑡 due to 
load shifting, taking negative/positive values when demand is moved away from/towards 𝑡. 
Constraint (2.8) expresses the limits of demand change at each period due to load shifting as a 
ratio 𝑆𝑓 (0 ≤ 𝑆𝑓 ≤ 1) of the baseline demand; 𝑆𝑓 = 0 implies that load 𝑓 does not exhibit any 
time-shifting flexibility, while 𝑆𝑓 = 1 implies that the whole demand can be shifted in time. 
Finally, constraint (2.9) ensures that load shifting is energy neutral within the operating 
horizon, i.e. the total size of demand reductions is equal to the total size of demand increases 
(load recovery), assuming without loss of generality that load shifting does not involve energy 
losses. 
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𝑑𝑡,𝑓𝑡𝑜𝑡𝑎𝑙 = 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 + 𝑑𝑡,𝑓𝑠ℎ  ∀𝑡, 𝑓 (2.7) 
−𝑆𝑓 ∙ 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 ≤ 𝑑𝑡,𝑓𝑠ℎ ≤ 𝑆𝑓 ∙ 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 ∀𝑡, 𝑓 (2.8) 
∑ 𝑑𝑡,𝑓𝑠ℎ𝑡 = 0 ∀𝑓 (2.9) 
Moreover, constraint (2.10) sets the maximum value of demand that can be curtailed, as a 
portion of the total demand. Finally, lower and upper limits of the power associated with the 
wind turbines, the grid and the micro-generators are expressed in constraints (2.11) - (2.13) 
respectively, while the portfolio power balance is ensured by (2.14). 
𝑝𝑡𝑑𝑒𝑚 ≤ 𝑎 ∙ (∑ 𝑑𝑡,𝑓𝑡𝑜𝑡𝑎𝑙𝐹𝑓=1 + 𝑑𝑡
𝑖𝑛𝑓) ∀𝑡 (2.10) 
𝑝𝑡,𝑤𝑤𝑖𝑛𝑑 ≤ 𝑃𝑡,𝑤𝑤𝑖𝑛𝑑 ∀𝑡, 𝑤 (2.11) 
−𝑃𝑡
𝑔,𝑏𝑢𝑦 ≤ 𝑝𝑡
𝑔𝑟𝑖𝑑 ≤ 𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 ∀𝑡 (2.12) 
𝑝𝑡,𝑚
𝑔𝑒𝑛 ≤ 𝑃𝑚
𝑔𝑒𝑛 ∀𝑡, 𝑚 (2.13) 
∑ 𝑝𝑡,𝑏𝑠𝐵𝑏=1 − ∑ 𝑝𝑡,𝑤𝑤𝑖𝑛𝑑𝑊𝑤=1 + 𝑝𝑡
𝑔𝑟𝑖𝑑 + ∑ 𝑑𝑡,𝑓𝑡𝑜𝑡𝑎𝑙𝐹𝑓=1 + 𝑑𝑡
𝑖𝑛𝑓 − ∑ 𝑝𝑡,𝑚
𝑔𝑒𝑛𝑀
𝑚=1 − 𝑝𝑡𝑑𝑒𝑚 = 0 ∀𝑡 (2.14) 
 
2.5 Numerical examples 
2.5.1 Description, data and implementation 
The developed case studies simulate the performance of the presented DER aggregator model 
and aim to depict the basic characteristics of its portfolio management, while showcasing the 
impact of the parameters of various portfolio components on its optimal performance. In this 
context, we focus on a DER aggregator operating a portfolio consisting of one wind turbine, 
one controllable micro-generator, inflexible and flexible demand and one energy storage unit. 
Regarding the wind power output, historical data corresponding to the northern UK area (i.e. 
latitude: 57.486, longitude: -2.208) obtained from [72] have been employed. The specific area 
has been selected due to its promising wind potential, but the simulated results could be 
generalised for any wind power time series. The maximum wind power output (i.e. installed 
capacity) is assumed to be 600 kW. Additionally, in order to consider the effect of diverse wind 
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patterns, two different time series for typical days in January have been studied and are 
illustrated in Figure 2.1: 
• Wind_1: wind power output is characterised by a decreasing trend, while low wind 
outputs are observed at peak demand periods. 
• Wind_2: wind power output is characterized by an increasing trend, while maximum 
output coincides with peak demand periods. 
As far as the demand is concerned, a typical demand curve from the UK system has been used, 
as illustrated in Figure 2.2, while the peak portfolio demand is 500 kW. In case studies where 
FD is included, it is assumed that half of the portfolio demand corresponds to FD participants 
(and the remaining 50% refers to inflexible ones), while in cases studies without FD provision 
the whole portfolio demand is inflexible. 
The variability in wind power output is evident in Figure 2.1, where the output can reach very 
low values. In order to cope with such cases, there is a micro-generator with 200kW capacity 
and provision for buying up to 300 kW from the grid. The aggregate energy from these two 
sources can cover the entire portfolio demand in case of adverse wind outputs. 
 
Figure 2.1: Wind profiles 
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Figure 2.2: Market price and demand 
 
Different case studies with different aggregator portfolio compositions and different 
parameters regarding the flexible assets have been simulated, providing valuable insights and 
showcasing significant aspects of the aggregator performance. The four case studies considered 
are the following: 
• Case 1: The aggregator portfolio does not include FD and ES units. In this case, the 
size of the inflexible loads is 500 kW. 
• Case 2: The aggregator portfolio includes only an ES unit with varying energy capacity 
levels of 150, 300 and 450 kWh. The size of inflexible loads is 500 kW.  
• Case 3: The aggregator portfolio includes an FD unit with different shifting limits of 
10%, 30% and 50%. In this case, the size of the inflexible loads is 250 kW, while the 
remaining 250 kW corresponds to FD units. 
• Case 4: The aggregator portfolio consists of both FD and ES units, where the former 
enjoys a shifting limit of 30%, while the latter exhibits energy capacity of 300 kWh. 
Simulation parameters pertaining to all case studies are summarised in Table 2.1. 
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Table 2.1: Case study parameters 
𝐶𝑚
𝑔𝑒𝑛 1 £/kWh 
𝐶𝑑𝑒𝑚 10 £/kWh 
𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 0 
𝑃𝑡
𝑔,𝑏𝑢𝑦 300 kW 
𝑃𝑚
𝑔𝑒𝑛 200 kW 
𝛼 0 
𝛥𝑡 1 h 
 
2.5.2 Case 1: Aggregator portfolio without flexible demand and energy storage 
This case study corresponds to the totally inflexible case, where the aggregator simply exploits 
the available power output, while covering the remaining inflexible demand by procuring 
energy from the grid and, finally employing the micro-generator if this is considered essential. 
The power acquired by the grid, along with the power produced by the wind turbine and the 
micro-generator for the profiles Wind_1 and Wind_2, are illustrated at figures 2.3-2.4.  
 
Figure 2.3 Power provided by the grid, the wind turbine and micro-generator for profile 
Wind_1 in Case 1 
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Figure 2.4: Power provided by the grid, the wind turbine and micro-generator for profile 
Wind_2 in Case 1 
 
We should remind that in Case 1 there are no ES units, while the whole demand is considered 
inflexible. For the case of Wind_1, where wind power output exhibits a downward trend, energy 
supplied by the wind turbine is sufficient to cover demand needs until hour 6, when the grid 
connection is activated. After this period, wind initiates its decreasing trend and steadily 
increasing power is required from the grid. This situation persists until hour 10, where the 
capacity of the grid connection is reached and the micro-generator is employed. The micro-
generator provides considerable amount of energy during hours 14-20, where demand exhibits 
its highest levels and wind is inadequate, hence deployed only at the last hour.  
On the other hand, for profile Wind_2, which shows an increasing wind power output trend, 
the micro-generator is never employed, since there is wind abundance during hours 12-24, 
when the wind turbine entirely satisfies the demand. We should note that apart from wind 
abundance, the concurrence of wind and demand peak periods supports avoiding the use of the 
micro-generator and the grid during hours 12-24. However, during hours 1-12, when the wind 
power is relatively low compared to the demand, the grid is employed to cover the remaining 
energy needs. 
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Figure 2.5: Wind curtailment for profiles Wind_1 and Wind_2 in Case 1 
 
Finally, significant portion of the wind power output must be curtailed in both cases, as 
depicted in Figure 2.5. For profile Wind_1, wind curtailment takes place at the early hours 
(hours 1-6), while for Wind_2 it happens during mid and late hours, depending on when the 
wind output is higher than the required energy. However, profile Wind_2, which corresponds 
to higher wind outputs compared to Wind_1, exhibits higher curtailment levels compared to 
Wind_1. The total aggregator cost for the two wind profiles is £1475.02 and £78.11, 
respectively. 
 
2.5.3 Case 2: Aggregator portfolio with energy storage 
In this case study, we analyse the same portfolio with Case 1, which is now enhanced with ES 
units. Three different energy capacity levels are examined (i.e. ES 1, ES 2, ES 3), which can 
cover varying portions of the total demand for a period and accommodate part of the available 
wind power outputs at periods of wind power abundance. The parameters for each of the ES 
units in each case are presented in Table 2.2. 
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Table 2.2: Parameters for ES units in Case 2 
 ES 1 ES 2 ES 3 
𝑃𝑠(kW/h) 60 120 180 
𝐸𝑚𝑎𝑥  (kWh) 150 300 450 
𝐸𝑚𝑖𝑛 (kWh) 30 60 90 
𝜂 (%) 0.9 0.9 0.9 
𝐸0 (kWh) 75 150 225 
 
The optimal aggregator cost for the three studied cases (ES 1, ES 2, ES 3), along with the case 
where no ES units are included in the aggregator portfolio (obtained at Case 1), are presented 
in Table 2.3 for the two wind profiles. It can be observed that for both wind profiles, including 
an ES unit in the aggregator portfolio and then increasing its maximum energy content 
gradually decreases the entailed cost. The expansion of the aggregator portfolio with ES units 
allows for better utilisation of the portfolio assets and mainly exploits the high wind power 
output at periods where it exceeds demand. This is illustrated in Table 2.4, where we notice 
that wind utilisation (expressed as the ratio of the sum of the dispatched wind across the 
operation horizon divided by the sum of the available wind at the same period) is increased 
when the size of the ES unit is enhanced and compared to the case with no ES, while wind 
curtailment is limited for both wind profiles. Additionally, the grid connection can be activated 
at low priced hours, when its full potential has not been exploited. 
Table 2.3: Optimal aggregator cost for the cases of no ES and three different maximum 
energy levels (ES 1, ES 2, ES 3) for profiles Wind_1 and Wind_2 for Case 2 
 
Wind_1 Wind_2 
No ES £1475.02 £78.11 
ES 1 £1423.62 £75.48 
ES 2 £1389.19 £72.85 
ES 3 £1365.55 £70.28 
 
 
Chapter 2 The need for DER aggregators in the emerging energy market setting 
74 
 
Table 2.4: Wind utilization and curtailment for the cases of no ES and three different 
maximum energy levels (ES 1, ES 2, ES 3) for profiles Wind_1 and Wind_2 for Case 2 
  
ES 1 ES 2 ES 3 
Wind 
utilization 
Wind_1 90.10% 93.30% 96.98% 
Wind_2 90.23% 91.22% 92.32% 
Wind 
curtailment 
(kWh) 
Wind_1 431.76 292.15 131.88 
Wind_2 910.76 818.80 716.29 
 
Figures 2.6-2.7 illustrate the available wind power for Wind_1 and the charging/discharging 
power output of the ES units for the three levels of maximum energy (ES 1, ES 2, ES 3). Since 
Wind_1 corresponds to the case where peak wind output and demand evolve adversely, and 
high wind outputs occur when demand is relatively low, the ES units mainly charge during the 
first periods and the very last ones, when net wind (defined as the difference between the 
available wind output and demand) is positive. This effect becomes more profound when the 
size of the ES units is enhanced and its operation is more flexible (i.e. ES 2 and ES 3), while 
for the case of ES 1, more restrictive parameters lead to more inflexible performance with 
repeating charging and discharging cycles. 
On the other hand, Wind_2 corresponds to the case where wind output and demand progress 
in a similar way and high wind outputs are employed to accommodate the demand of the current 
period. This is illustrated in Figure 2.7, where the ES charging periods do not coincide with the 
high wind output periods, but with the low ones. As presented in Figure 2.8 for ES 3, the grid 
connection is activated during the first periods in order to cover demand and charge the ES 
when market price is still low. The ES is then employed during hours 8-9 to cover demand, 
which has started its upward trend. 
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Figure 2.6: Battery charging/discharging power for ES 1, ES 2 and ES 3 and wind power 
output for profile Wind_1 in Case 2 
 
 
Figure 2.7: Battery charging/discharging power for ES 1, ES 2 and ES 3 and wind power 
output for profile Wind_2 in Case 2 
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Figure 2.8: Demand and battery charging/discharging, grid and wind power output for ES 3 
for profile Wind_2 in Case 2 
 
2.5.4 Case 3: Aggregator portfolio with flexible demand 
In this case study, we analyse the same portfolio with Case 1, which is now enhanced with FD 
units. Three different shifting limits of the FD units are examined (FD 1, FD 2, FD 3), which 
represent the flexibility extent of FD and allow different portions of demand to be shifted across 
time. The shifting parameter, 𝑆, for the FD unit in each case is presented in Table 2.5. 
Table 2.5: Shifting parameters for FD unit in Case 3 
 
FD 1 FD 2 FD 3 
𝑆 10% 30% 50% 
 
Tables 2.6-2.7 present the optimal aggregator cost and wind utilisation and curtailment for the 
four different FD shifting parameter values (No FD, FD 1, FD 2, FD 3) for profiles Wind_1 
and Wind_2. It is evident that exploiting the shifting capability of the FD units, significantly 
enhances the monetary benefits for the aggregator, since cost reduction may exceed 30% (Table 
2.6). Exploiting the shifting potential of FD units introduces redistribution of FD, which is able 
to migrate towards periods, where the energy cost is low, while avoiding demand concentration 
at high priced periods. In this context, an expected demand shift towards periods, when wind 
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remains unexploited, takes place, as displayed in Table 2.7. Wind utilization/curtailment 
exhibit a steadily increasing/decreasing trend, as demand flexibility is augmented  
Table 2.6: Optimal aggregator cost for the cases of no FD and three different shifting limits 
(FD 1, FD 2, FD 3) for profiles Wind_1 and Wind_2 for Case 3 
 
Wind_1 Wind_2 
No FD £1475.02 £78.11 
FD 1 £1279.27 £66.93 
FD 2 £923.79 £46.01 
FD 3 £629.15 £28.19 
 
Table 2.7: Wind utilisation and curtailment for the cases of no FD and three different shifting 
limits (FD 1, FD 2, FD 3) for profiles Wind_1 and Wind_2 for Case 3 
  FD 1 FD 2 FD 3 
Wind 
utilisation 
Wind_1 89.43% 93.71% 97.39% 
Wind_2 91.48% 95.62% 99.19% 
Wind 
curtailment 
(kWh) 
Wind_1 460.81 274.14 113.93 
Wind_2 794.22 408.21 75.84 
 
As previously mentioned, the benefits emerging from the introduction of FD demand in the 
aggregator portfolio stem from the time-shifting potential of FD units towards periods of low 
energy cost. This attribute is showcased in Figure 2.9, which presents the total portfolio 
demand, expressed as the sum of the inflexible demand and the demand of the FD units after 
having exploited their flexibility potential, for the four FD shifting parameters (no FD, FD 1, 
FD 2, FD 3) for profile Wind_1. This case corresponds to low available wind power output at 
peak demand periods, where the micro-generator is employed to cover demand energy 
requirements, while relatively higher wind power is available during hours of low demand. 
Consequently, flexible demand is shifted away from hours 9-22 and towards hours 1-8 and 23-
24 with rising rate as shifting capability is reinforced (see Figure 2.9). Therefore, a decreasing 
part of demand is covered by the micro-generator, as depicted at Figure 2.10, while available 
wind power and the grid connection are employed instead. 
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However, we should emphasise that facilitation of FD participation in energy markets under 
an unconstrained framework would entail significant risks. Communicating a fixed set of prices 
to the FD participants (e.g. DER aggregator) and permitting unrestricted exploitation of low-
priced periods, would lead to inefficient outcomes. Such pricing schemes neglect the natural 
interdependence between (flexible and inflexible) demand and energy prices, as prices are not 
affected by the observed demand response close to real-time [16]. When static pricing 
mechanisms are employed, energy prices naturally reflect the hourly system cost, which tends 
to be high at peak demand periods and vice versa. However, without incorporating the effect 
of demand response on the updated system load (after DR takes place) and the underlying 
system cost, may lead to inefficient market outcomes. This is captured in Figure 2.9, where a 
large portion of demand exhibits time-shifting flexibility (and 50% of demand is assumed to 
be flexible) and higher flexibility potential (in terms of the load shifting limit 𝑆) may result in 
a massive shift towards the low-priced periods, which may create new significant demand 
peaks. The effect of this demand migration is not captured by the communicated prices. 
 
Figure 2.9: Total demand for Case 1 (no FD) and FD 1, FD 2 and FD 3 for profile Wind_1 in 
Case 3 
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Figure 2.10: Micro-generator power output for Case 1 (no FD) and FD 1, FD 2 and FD 3 for 
profile Wind_1 in Case 3 
 
 
Figure 2.11: Total demand for Case 1 (No FD) and FD 1, FD 2 and FD 3 for profile Wind_2 
in Case 3 
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in order to exploit the high wind outputs, as depicted at Figure 2.11. Additionally, wind 
abundance prevents the use of the micro-generator, as the available wind (complemented by 
the grid during the first periods of low wind output) would suffice to cover the portfolio energy 
needs. However, enhancing the time-shifting potential of FD units results in decreased energy 
quantities procured from the grid, since increased parts of demand move towards hours 12-24 
and are covered by the wind resources (Figure 2.12). 
 
Figure 2.12: Power purchased from the grid for Case 1 (No FD) and FD 1, FD 2 and FD 3 
for profile Wind_2 in Case 3 
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combined. As demonstrated in Table 2.8, benefits are expanded by about 13% and 5% for 
profiles Wind_1 and Wind_2 respectively. Additionally, Table 2.9 indicates considerable 
improvement in wind utilisation and curtailment, with the former reaching almost 100% for 
profile Wind_1. Consequently, the simultaneous accommodation of both ES and FD exhibits 
synergistic performance and combined benefits suggest the significant potential of each 
technology. 
Table 2.8: Optimal aggregator cost for the cases of no FD/ES, ES 2, FD 2 and ES 2 + FD 2 
for profiles Wind_1 and Wind_2 for Case 4 
 Wind_1 Wind_2 
No ES/FD 1475.02 78.11 
ES 2 1389.19 72.85 
FD 2 923.79 46.01 
ES 2+FD 2 879.26 40.27 
 
Table 2.9: Wind utilisation and curtailment for the cases of no ES/FD, ES 2, FD 2, ES 2+FD 
2 for profiles Wind_1 and Wind_2 for Case 4 
  No ES/FD ES 2 FD 2 ES 2+FD 2 
Wind 
utilisation 
Wind_1 87.23% 93.30% 93.71% 99.63% 
Wind_2 89.31% 91.22% 95.62% 97.59% 
Wind 
curtailment 
Wind_1 556.701 292.15 274.14 16.01 
Wind_2 996.1326 818.80 408.21 224.42 
 
Finally, Figures 2.13 and 2.15 present the total demand for three of the studied cases, since 
case ES 2 does not exhibit any FD potential and the respective load is similar to the inflexible 
case (no ES/FD), for wind profiles Wind_1 and Wind_2. For the case of Wind_1, ES enhanced 
the migration of loads from hour 12 towards hours 9-11 (Figure 2.13), in order to exploit the 
slightly lower energy prices, when buying from the grid. However, the benefit pertaining to 
this case does not only accrue from exploiting the lower energy prices, but by achieving a better 
performance of the ES unit. Figure 2.14 showcases the charging/discharging patterns of the ES 
units in cases ES 2 and ES 2+FD 2 for profile Wind_1, where it is evident that the ES unit 
exhibits a smoother operation cycle with fewer variations. Additionally, the peak of the 
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discharging cycle has relocated in time to compensate for the increased portion of FD that has 
been shifted to hours 9-11. 
 
Figure 2.13: Total demand for cases with no ES/FD, FD 2 and ES 2+FD 2 for profile 
Wind_1 in Case 4 
 
 
Figure 2.14: Charging/discharging power for cases ES 2 and ES 2+FD 2 for profile Wind_1 
in Case 4 
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differences in both the total demand and the ES unit utilisation, as illustrated in Figures 2.15-
2.16. However, a superior schedule is derived for the aggregator, as the combined performance 
of the ES and FD units facilitates the procurement of energy from the grid during hours 5-7, 
while avoiding hours 8-9, when energy cost is significantly increased (Figure 2.16). 
 
Figure 2.15: Total demand for cases with no ES/FD, FD 2 and ES 2+FD 2 for profile 
Wind_2 in Case 4 
 
 
Figure 2.16: Grid and ES charging/discharging power for cases ES 2 and ES 2+FD 2 for 
profile Wind_2 in Case 4 
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2.6 Concluding remarks 
In this chapter, we discussed the role of demand-side participation of price responsive assets in 
electrical energy markets. Among these assets, ES and FD units exhibit the most promising 
potential, which, if suitably exploited, can significantly support the efficient system operation. 
Significant benefits would emerge from both the power system’s perspective, which expand 
from generation to transmission and distribution levels, and the consumers’ perspective. 
However, introduction of ES and FD participation in energy markets is also associated with 
significant challenges, which include limited market access, lack of suitable regulatory and 
legislative framework and insufficient ICT infrastructure among others. The solution that has 
emerged to address and overcome these challenges is the introduction of the concept of the 
DER aggregator, which constitutes a market entity clustering and operating such flexible 
distributed resources. 
In this chapter, we presented the prevailing approaches for the ES and FD operational models, 
according to which the fundamental DER aggregator deterministic model has been built. This 
model constitutes the basic formulation, which will be the cornerstone of the models proposed 
and analysed in Chapters 3, 4 and 5, and simulated in Chapter 6. Illustrative numerical 
examples, which demonstrate the basic performance characteristics of a DER aggregator 
portfolio consisting of flexible and inflexible demand participants, distributed RES and ES 
units, have been presented in the last section. The cases analysed include an inflexible one with 
no flexible assets and only inflexible demand, a flexible one where both ES and FD units are 
employed and two semi-flexible, where either ES or FD units are introduced. Simulation results 
depict the significant benefits that can be realised if ES or FD units are integrated in the 
aggregator portfolio, with FD units exhibiting the highest potential. Additionally, the 
introduction of either ES or FD does not exploit the entire potential of the portfolio, since the 
synergistic operation of both ES and FD units further enhance the DER aggregator benefits. 
Finally, in cases where the maximum energy content of the ES units and the time-shifting limit 
of the FD units are enhanced, the pertaining benefits are further augmented. 
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Chapter 3  Stochastic modelling of the DER aggregator problem 
using scenario tree formulation 
3.1 Introduction 
Decision-making problems in power systems are significantly affected by uncertain factors, 
where lack of perfect information is a prevailing situation and not an exception. The majority 
of the factors affecting power systems’ optimal operation or the strategy of their major 
participants exhibit stochastic behaviour. Market prices, intermittent RES output, demand 
level, availability of generators and network assets constitute a representative example of such 
factors. In this context, it is evident that the problem of the optimal operation of DER 
aggregators, which has been discussed and formulated in Chapter 2 in a deterministic form, 
encompasses several resources, which exhibit significant unpredictability. However, the 
decision-making process should take place, even in an environment of imperfect information. 
Stochastic programming provides the essential framework for modelling and handling this type 
of problems. In most cases, solutions attained in a stochastic context outperform the ones 
obtained by dropping the inherent variable stochasticity and employing the deterministic 
version of the problem. In a stochastic programming framework, uncertain variables are 
modelled as stochastic processes and described through appropriate probability functions. In 
this case, a set of plausible realisations is employed for the representation of the respective 
stochastic variables, while a probability of occurrence is associated with each realisation 
capturing the likelihood of each of these occurrences being realised. Normally, the number of 
occurrences required to accurately represent the stochastic variable set is substantial and 
suitable reduction techniques are employed to alleviate the computational burden. 
Chapter 3 is organised as follows. Section 3.2 discusses the fundamental principles of 
stochastic programming and presents the two basic stochastic formulations, namely two-stage 
and multistage. The basic features and challenges of each approach are identified and relevant 
literature pertaining to the problem of stochastic scheduling of DER aggregators is presented. 
Section 3.3 focuses on the modelling of stochastic processes, introduces the notion of scenario 
tree approximation of continuous distributions and lays out the main characteristics of scenario 
tree representation. Section 3.4 presents the most popular scenario generation techniques, while 
Section 3.5 introduces the need for scenario reduction to maintain problem tractability in 
stochastic problems. Moreover, a state-of-the art scenario reduction technique is selected and 
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analysed. Section 3.6 extends the deterministic model presented in section 2.4, so that portfolio 
stochasticity is considered and proposes a novel multistage stochastic formulation for the DER 
aggregator model. Representative numerical examples capturing the impact of stochasticity 
compared to the deterministic case are presented, while the impact of varying complexity of 
the scenario tree structure and ranging variability characterising the stochastic process is 
examined in section 3.7. Finally, Section 3.8 concludes the chapter. 
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3.2 Stochastic Programming 
The need to integrate uncertainty characterising multiple factors in power systems into the 
decision-making process encouraged the increased employment of stochastic programming, 
when dealing with such problems. This trend was further advocated by the significant evolution 
of the computational capabilities of recent computing systems, which can handle the 
considerable complexity of stochastic problems. However, the notion of stochastic 
programming is not recent, as it has been proposed by G. B. Dantzig in [73], where various 
optimisation problems are examined assuming that the stochastic variables are modelled with 
discrete probability distributions. Stochastic programming has been employed to tackle a wide 
range of problems in power systems, while a discussion on its applications in the context of the 
DER aggregator stochastic optimisation problem is presented in subsections 3.2.1, 3.2.2.  
The main characteristic of stochastic programming is that it tries to identify solutions in 
optimisation problems which are governed by uncertain factors (e.g. optimal DER aggregator 
operation under uncertain wind power output). The general formulation of a stochastic problem 
is presented in equations (3.1a) - (3.1c), where 𝑔 represents the objective function of the 
stochastic problem, 𝑥 corresponds to the vector of decision variables, ℎ𝑖 are the problem 
constraints and 𝝎 is the vector of random variables, which follow a known probability 
distribution 𝑃. In this problem, the optimal combination of values for the decisions 𝑥 that 
minimises the objective function 𝑔 value, while taking into account the stochasticity of 𝝎 and 
satisfying the constraints ℎ𝑖, has to be derived [74]-[75]. It is assumed that the decisions made 
do not affect the random variables, i.e. the probability distribution 𝑃 is independent of 𝑥. 
 min
𝑥
𝑔(𝑥, 𝝎) (3.1a) 
 s.t. ℎ𝑖(𝑥, 𝝎) ≤ 0, 𝑖 = 1, … , 𝑚 (3.1b) 
 𝑥 ∈ 𝑋 ⊂ ℝ𝑛 (3.1c) 
In stochastic problems (i.e. (3.1a) - (3.1c)) there is a distinction between decisions with regards 
to their timing. More precisely, there is a set of decisions that is made at the beginning of the 
studied horizon, where only partial information regarding the stochastic variable is available 
(e.g. expectation of their future evolution), which are called first-stage (here-and-now) 
decisions. In the next-stage, full information regarding the realisation of the stochastic variable 
is available and the respective decisions are called recourse (wait-and-see) decisions. This 
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attribute constitutes a fundamental difference between stochastic and deterministic approaches, 
since decisions in a stochastic context are made sequentially, as information regarding the 
temporal evolution of the stochastic process are gradually revealed. Depending on the number 
of stages of the problem, which correspond to the points in time, where partial or full 
information regarding the stochastic variable are revealed and a corresponding decision is 
made, stochastic problems are split into two-stage and multistage problems. In the next 
subsections, a brief overview of both approaches (i.e. two-stage and multistage) will be 
discussed and relevant work in the area of DER aggregators adopting both of them will be 
presented. 
 
3.2.1 Two-stage stochastic programming 
In two-stage stochastic problems, decisions are made at the first stage, which aim to minimise 
the expected cost of the second stage, while at the second stage uncertainty is resolved and 
second-stage decisions are made according to the realisation of the stochastic process. The 
general formulation of a two-stage linear stochastic programming problem, where the objective 
function 𝑧 is expressed as the sum of the first-stage costs and the expected second-stage ones 
is the following [76]: 
 min
𝑥
𝑧 = 𝑐𝑇𝑥 + 𝐸𝝎𝑄(𝑥, 𝝎) (3.2a) 
 s. t. 𝐴𝑥 = 𝑏 (3.2b) 
 𝑥 ≥ 0 (3.2c) 
 where 𝑄(𝑥, 𝝎) = min
𝑦
{𝑞𝑇𝑦|𝑊𝑦 = ℎ − 𝑇𝑥} (3.2d) 
 𝑦 ≥ 0 (3.2e) 
In (3.2a) - (3.2e), vectors 𝑥, 𝑦 correspond to the first and second-stage decisions respectively, 
𝑐 is the vector of the cost coefficients, 𝑄(𝑥, 𝝎) represents the second stage objective function 
and 𝐸𝝎 denotes the expectation over the stochastic process 𝝎. Additionally, 𝐴, 𝑏, 𝑞, 𝑊, ℎ, 𝑇 are 
matrices and vectors of appropriate size with 𝐴, 𝑏 being deterministic ones, while 𝑞, 𝑊, ℎ, 𝑇 
may depend on 𝝎 (i.e. the expanded notation is 𝑞(𝝎), 𝑊(𝝎), ℎ(𝝎), 𝑇(𝝎) but 𝝎 has been 
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dropped for notational convenience). Finally, 𝑦 is dependent on 𝝎, since different realisations 
of the stochastic process lead to different second-stage decisions. 
The stochastic process 𝝎 can be either univariate or multivariate depending on the number of 
stochastic variables of the studied problem. Techniques employed to derive and model 𝝎 along 
with the implications on the formulations presented in this and the following section (i.e. 
Section 3.2.2) will be analysed in section 3.3. 
The sequence and timing of the decisions made in a two-stage problem, such as the one 
expressed in (3.2a) - (3.2e), is the following: 
1. In the first stage, decisions 𝑥 are made without knowledge about the realisations of 𝝎 
pertaining to the second stage. 
2. The stochastic process 𝝎 is realised. 
3. Decisions y, which depend on 𝑥 and 𝝎 are made, considering the realisations of 𝝎. 
We should note that two-stage formulations are not necessarily employed for two-period 
problems. As already mentioned, each stage refers to a point in time, when the decision-maker 
has the capability to intervene and make an informed decision, as a reaction to the disclosure 
of additional information regarding the stochastic process (i.e. realisation of stochastic process 
up to the specific stage). Thus, each stage may span more than one time-periods. 
The stochastic process, in most cases, extends to the first stage, but the uncertainty regarding 
the first stage has already been resolved and the respective variable is known and treated as 
deterministic. For example, if we assume that the stochastic process refers to the wind power 
output, which spans the entire horizon of operation (i.e. it includes both the first and the second 
stage), the actual wind power output at the first stage constitutes information already available 
to the decision makers; hence, it is excluded from the stochastic part. 
Literature review 
Existing literature modelling the problem of the optimal operation of DER aggregators mainly 
adopts two-stage formulations [51], [53]-[55], [77]-[83]. A prevailing market framework 
employed in these approaches involves a bi-level market structure, where initial (i.e. first-stage) 
decisions regarding the following day are made during the current one (day-ahead market), 
while corrective actions are determined later in time, when the entailed uncertainty has been 
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resolved (real-time market). In this context, [53]-[55] focus on modelling an aggregated EV 
fleet, which participates in the day-ahead and real-time energy and reserve markets and propose 
different market settings and market participation strategies to achieve profit maximisation of 
their portfolio. More specifically, in [53], [55] the day-ahead optimal charge and discharge 
schedule of the aggregate fleet is determined, along with the optimal participation in the energy 
and reserve market, which are then reassessed close to real-time, as updated information 
regarding the portfolio parameters (e.g. arrival/departure EV times, V2G capability, etc.) and 
system requirements (e.g. reserve deployment, demand levels, etc.) are available. On the other 
hand, [54] proposes a strategy that maximises the negative reserve provision in the day-ahead 
market, while the real-time market (i.e. spot market) is employed only as a back-up energy 
source ensuring that departing EVs exhibit maximum state of charge and the impact on their 
mobility is limited. Authors in [77], examine a market environment, which involves the 
participation of multiple interactive EV aggregators, where the independent system operator 
clears the energy and reserve markets. A two-stage formulation is adopted, where the first stage 
corresponds to the base case scenario and the second one to the individual realisations of the 
stochastic variables, where commitments of inflexible assets (e.g. non-quick start thermal units, 
etc.) cannot be altered between the two stages of the problem. 
In [78] - [80], a similar market setting is adopted for the problem of the optimal scheduling and 
bidding strategy of a microgrid and a DER aggregator respectively, where the real-time market 
is exploited to compensate for any deviations between the day-ahead schedule and the actual 
power delivery at the operating day. Furthermore, authors in [81], focus on the problem of a 
large electricity consumer with multiple resources (e.g. DER aggregator), where bilateral 
contracts constitute the first-stage decisions, while the dispatch of the portfolio resources is 
determined at the second stage, when uncertainty has been resolved. 
Finally, [51], [82], [83] investigate the problem of coordinating DR with uncertain wind power. 
In [51], a bilevel approach for the optimal matching of wind supply and EV charging demand 
is proposed, where at the first level the system operator dispatches power among different EV 
aggregators at a coarse timescale (e.g. every hour), while at the second level the aggregator 
determines the optimal charging schedule at a much finer timescale (e.g. every minute), when 
the prediction accuracy of the wind output and EV availability is significantly enhanced. On 
the other hand, [82],[83] present a two-stage model for a wind power producer employing DR 
to cope with its uncertain output and submits its optimal schedule, where the power offers and 
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DR arrangements are presented in the day-ahead market, while corrective actions are decided 
at the balancing market (i.e. second-stage). 
It is evident that two-stage formulations have been widely adopted for the problem of managing 
DERs in different market settings (e.g. energy and reserve market, day-ahead and balancing 
market, etc.) and from different perspectives (e.g. aggregator, system, wind power producer, 
etc.). The relative modelling simplicity of two-stage formulations, along with their conformity 
with some of the prevailing market settings in power systems, render them suitable candidates 
for such problems. However, multistage formulations, which will be presented in the next 
subsection constitute a more suitable solution, despite their increased modelling complexity. 
 
3.2.2 Multi-stage stochastic programming 
The formulation presented in the previous subsection depicts the basic modelling features of 
two-stage stochastic programs with recourse. However, most problems faced by decision-
makers entail multiple successive decisions made over time, as more information regarding the 
stochastic process becomes available. This contributes towards a better-informed decision 
compared to committing to a decision before the stochastic process is realised and rendered 
unable to further react to the observed outcomes. In this context, multi-stage stochastic 
programming emerges as a potential solution and the respective formulation follows the 
principles presented in subsection 3.2.1 and expands as follows [76]: 
 min
𝑥1
𝑧 = 𝑐1𝑇𝑥1 + 𝐸𝝎𝟐𝑄2(𝑥1, 𝝎𝟐) (3.3a) 
 s. t. 𝐴1𝑥1 = 𝑏1 (3.3b) 
 𝑥1 ≥ 0 (3.3c) 
 where 𝑄2(𝑥1, 𝝎𝟐) = min𝑥2
𝑐2𝑇 ∙ 𝑥2 + 𝐸𝝎𝟑𝑄3(𝑥1, 𝝎𝟐, 𝑥2, 𝝎𝟑) (3.4a) 
 s. t. 𝑇1,1(𝝎𝟐) ∙ 𝑥1 + 𝑇1,2(𝝎𝟐) ∙ 𝑥2 = ℎ1(𝝎𝟐) (3.4b) 
 𝑥2 ≥ 0 (3.4c) 
where (3.3a) - (3.3c) are similar to (3.2a) - (3.2c) and the only difference is that, in the multi-
stage case the expectation of the second period costs is calculated over 𝝎𝟐. The fundamental 
Chapter 3 Stochastic modelling of the DER aggregator problem using scenario tree formulation 
92 
 
difference introduced in the multistage case corresponds to the formulation of the second stage 
problem, which is a separate stochastic problem and is expressed in (3.4a) - (3.4c). In the 
second stage problem 𝑐2 represents the vector of the second stage cost coefficients and 𝑥2 
corresponds to the vector of second stage decisions, which depend on the realisation 𝜔2. 
Consequently, decisions 𝑥2 take place after the uncertainty regarding 𝝎𝟐 has been resolved. 
We should mention that 𝜔1 corresponds to the realisation of the stochastic process 𝝎 at the 
first stage, which is deterministically known and the associated probability of occurrence is 1. 
Finally, 𝑇1,1, 𝑇1,2, ℎ1 are vectors and matrices of appropriate size and depend on 𝝎𝟐, while 
constraint (3.4b) captures the dependence of the two stages and the impact of decisions 𝑥1 on 
𝑥2. 
Similarly, the third stage problem is modelled in (3.5a) - (3.5c), where the objective function 
(3.5a) consists of the cost of the here-and-now decisions 𝑥3 augmented by the costs of the 
following period weighed over the stochastic process 𝝎𝟑 [76]. 
 𝑄3(𝑥1, 𝝎𝟐, 𝑥2, 𝝎𝟑) = min𝑥3
𝑐3𝑇 ∙ 𝑥3 + 𝐸𝝎𝟒𝑄4(𝑥1, 𝝎𝟐, 𝑥2, 𝝎𝟑, 𝑥3, 𝝎𝟑) (3.5a) 
 𝑇2,1(𝝎𝟐, 𝝎𝟑) ∙ 𝑥1 + 𝑇2,2(𝝎𝟐, 𝝎𝟑) ∙ 𝑥2 + 𝑇2,3(𝝎𝟐, 𝝎𝟑) ∙ 𝑥3 = ℎ2(𝝎𝟐, 𝝎𝟑) (3.5b) 
 𝑥3 ≥ 0 (3.5c) 
Finally, if we assume that the studied horizon expands to the 𝑟𝑡ℎ stage, the formulation 
corresponding to the last stage problem can be obtained by applying the same recursive process 
and is modelled, as follows:  
 𝑄𝑟(𝑥1, 𝝎𝟐, … , 𝑥𝑟−1, 𝝎𝒓) = min𝑥𝑟(𝝎𝟐,…,𝝎𝒓)
𝑐𝑟𝑇 ∙ 𝑥𝑟 (3.6a) 
 𝑇𝑟−1,1(𝝎𝟐, … , 𝝎𝒓) ∙ 𝑥1 + 𝑇𝑟−1,2(𝝎𝟐, … , 𝝎𝒓) ∙ 𝑥2 + ⋯ 
 +𝑇𝑟−1,𝑟(𝝎𝟐, … , 𝝎𝒓) ∙ 𝑥𝑟 = ℎ𝑟−1(𝝎𝟐, … , 𝝎𝒓) (3.6b) 
 𝑥𝑟 ≥ 0 (3.6c) 
In multi-stage problems, the sequence and timing of the decisions, such as the one expressed 
in (3.3a) - (3.6c), is the following: 
1. In the first stage, decisions 𝑥1 are made without knowledge about the realisations of 
𝝎𝟐, … , 𝝎𝒓 pertaining to the next stages, while 𝝎𝟏 has been realised with probability 1. 
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2. The stochastic process 𝝎𝟐 is realised. 
3. Decisions 𝑥2, which depend on 𝑥1 and 𝝎𝟐 are made, considering the realisations of 𝝎𝟐, 
which have been revealed at the previous step. 
4. The same process comprising of switching steps of uncertainty resolution and 
subsequent decision-making, persists. 
5. The stochastic process 𝝎𝒓 is realised. 
6. Final stage decision 𝑥𝑟 are made. 
Multi-stage formulations provide a more detailed representation of the studied problem and the 
flexibility of the decision-maker is significantly enhanced. Stochastic variables are partially 
(i.e. stage by stage) revealed and decisions are made sequentially in time, when additional 
information of the stochastic variables is available. Consequently, multi-stage modelling 
exhibits a flexibility feature, compared to the two-stage ones, where decisions are made 
instantly at the first-stage relying only on expectations of the stochastic variables and exposing 
the decision-maker to strategies which may prove very inefficient. 
However, the superiority of multi-stage models comes at a cost. Employing a multi-stage 
modelling framework entails the introduction of non-anticipativity constraints. These 
constraints ensure that if the realisations of the stochastic process are the same up to stage 𝑟, 
then the respective decisions pertaining to this stage should be identical. This requirement is 
dropped in two-stage models, since all the decisions are made prior to the realisation of the 
stochastic variables. This attribute significantly enhances solution efficiency compared to two-
stage formulations, which may end up in sub-optimal solutions, but results in more complex 
models. Additionally, multi-stage models require a more detailed and sophisticated model 
capturing the behaviour of the stochastic process and complying with the partial disclosure of 
the stochastic variables. These issues will be addressed in the following subsections. 
Concerning relevant literature in the area of the DER aggregator scheduling, multi-stage 
formulations have been avoided due to their increased computational complexity. Existing 
approaches focus on two-stage frameworks, as presented in Section 3.2.1, since existing solvers 
can easily handle such problems. On the other hand, introducing multi-stage approaches leads 
to models, which are significantly harder to solve and may soon become intractable, as it will 
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be discussed in Chapter 4, where a decomposition technique is introduced to handle modelling 
complexity issues. 
 
3.3 Modelling of stochastic processes with scenario trees 
The models under discussion in the previous section, whether in a two or a multi-stage 
framework, presume that some of the problem parameters exhibit a stochastic behaviour. In 
this section and in the sequel of this thesis, 𝝎 will represent the stochastic process associated 
with the problem under discussion, while the set of all potential outcomes of 𝝎 will be denoted 
as Ω. For example, if the stochastic process 𝝎 refers to the toss of a dice, Ω will include the six 
possible outcomes of the toss. Additionally, an event corresponds to a subset of outcomes 
pertaining to Ω, where for the dice toss example an even or a less-than-two outcome constitute 
potential events. A collection of such random events is represented by ℱ. Finally, each event 
belonging to ℱ is associated with a probability measure 𝒫, which is a function capturing the 
probability of occurrence related to each event and its values range between zero for impossible 
events and one for events that surely materialise (∶  ℱ → [0,1]). These three components 
(Ω, ℱ, 𝒫) properly define a probability space for a stochastic problem. 
If we consider a single stochastic variable 𝝃 (the stochastic process 𝝎 may refer to multiple 
stochastic variables), the following categorisation may be derived [74]: 
• Discrete stochastic variables, whose possible values can be one of finitely many 
possible outcomes and are adequately expressed by its probability distribution, which 
includes all potential outcomes 𝜉𝑘 , 𝑘 ∈ 𝐾, along with the respective probabilities P, as 
follows: 
 𝑓(𝜉𝑘) = 𝒫(𝝃 = 𝜉 𝑘)  s. t.  ∑ 𝑓(𝜉𝑘) = 1𝑘∈𝐾  
• Continuous stochastic variables, which are represented by the density function 𝑓(𝝃) 
and the cumulative distribution 𝐹(𝝃), while the probability of 𝝃 lying in the interval 
[𝑎, 𝑏], is derived as: 
 𝑃(𝑎 ≤ 𝝃 ≤ 𝑏) = ∫ 𝑓(𝝃)𝑑𝝃𝑏𝑎 ,  where ∫ 𝑑𝐹(𝝃) = 1
+∞
−∞  
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In the latter case, discretisation of the stochastic variable is deemed inevitable in order to solve 
the stochastic problem [74]. In this context, scenario trees are employed to provide a 
discretised approximation of continuous stochastic processes, since they yield coherent 
representations of the potential outcomes. A scenario tree constitutes a set of finite values used 
to model a stochastic process, where each scenario path corresponds to a deterministic 
realisation for the studied horizon. The number of scenarios selected to capture the stochasticity 
of the problem comprises a critical decision. A sufficient number of scenarios is generally 
necessary to model the most plausible realisations, at the expense of increased modelling 
complexity, especially in the case of multi-stage problems. Consequently, the number of 
scenarios is derived considering the trade-off between the representation accuracy and the 
modelling complexity. In many cases, suitable scenario reduction techniques, which decrease 
the cardinality of the scenario set and retain the most representative scenarios, are employed. 
Section 3.5 will discuss the main features of these techniques and will focus and analyse the 
one that has been selected for the DER aggregator problem. Figure 3.1 depicts the basic 
structure of a two-stage and a multi-stage scenario tree, where, for illustration simplicity 
purposes, two potential outcomes of the stochastic variable have been assumed to pertain at 
each decision point at each stage and a horizon of four stages has been selected. 
 
Figure 3.1: Representative scenario tree structures for (a) two-stage and (b) four-stage 
models with two potential realizations at each decision point 
 
Chapter 3 Stochastic modelling of the DER aggregator problem using scenario tree formulation 
96 
 
It is evident that multi-stage scenario trees provide a more accurate representation of the 
stochastic process since more complex transitions and scenario paths are considered compared 
to two-stage ones, while the decision-maker exhibits an additional degree of flexibility, since 
decisions are taken sequentially as the uncertainty unfolds. Thus, a multi-stage formulation will 
be adopted for the DER aggregator problem presented in Chapter 2 and will be presented in 
section 3.6. 
A multi-stage scenario tree consists of a collection of nodes and branches. The nodes represent 
states of the problem at a particular time instant where the stochastic process holds a specific 
value and correspond to the points, where decisions are made. Each node has a single 
predecessor (parent node) and may have multiple successors (children). On the other hand, 
branches model acceptable transitions between the tree nodes and correspond to different 
realisations of the stochastic process. First-stage decisions are made at the first node, the root 
node, where the realisation of the stochastic process is deterministically known. Then, branches 
departing from the root node lead to the second-stage nodes, where second-stage decisions are 
made, considering the different realisations of the stochastic process. Each branch is associated 
with the respective probability of occurrence. This structure expands to the last stage nodes, 
the leaf nodes, where the problem stochasticity has vanished and final decisions are made. Each 
unique path commencing from the root node and terminating at one of the leaf nodes constitutes 
a scenario. Thus, the number of leaf nodes represents the total number of scenarios of the 
scenario tree. The probabilities pertaining to each scenario are derived as the product of the 
probabilities of all the branches, associated with the specific scenario. A detailed description 
of the modelling modifications introduced in the DER aggregator deterministic model in order 
to capture the complex scenario tree transitions, along with a proper definition of the scenario 
tree in mathematical terms, will be presented in section 3.6. 
Two prevailing modelling approaches are adopted, when scenario tree formulations are 
employed for the solution of stochastic problems; the node-variable and the scenario-variable. 
According to the former, the formulation is expressed in terms of the variables associated with 
the decision points (i.e. nodes) of the scenario tree, while the latter employs variables associated 
with the stages and scenarios of the tree. In scenario-variable formulations, the number of 
decision variables corresponds to the product of the problem stages and scenarios and a 
proportional number of constraints needs to be introduced, significantly increasing the 
complexity of the model [76]. Additionally, the introduction of proper non-anticipativity 
constraints is required. However, they exhibit some structural features which can be exploited 
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by decomposition algorithms [76]. On the other hand, node-variable formulations lead to more 
compact models, where the number of decision variables relates to the number of the scenario 
tree nodes. Moreover, the need for non-anticipativity constraints is alleviated, since they are 
implicitly incorporated in the model formulation. In cases of problems with small studied 
horizons (i.e. two-stage problems), the modelling redundancy entailed in the scenario-variable 
formulations may not be critical. However, when stochastic problems with recourse (i.e. 
multistage problems) and expanded horizons are considered, the resulting scenario trees are 
more complex and computational tractability is inhibited. Consequently, a node-variable 
formulation will be adopted for the DER aggregator problem. 
As already mentioned in the previous subsection, the introduction of non-anticipativity 
constraints is deemed necessary in multi-stage scenario tree modelling, especially in scenario-
variable formulations. The connotation of these constraints is two-fold. Firstly, they ensure that 
decisions made at stage 𝑡 exploit already available information regarding the stochastic process 
and are independent of its future realisations. For example, decisions made in stage 3 should 
take into account the evolution of the stochastic process up to this stage (i.e. 𝝎𝟏, 𝝎𝟐), but 
differentiate after this stage depending on its future evolution (i.e. 𝝎𝟑, ⋯ , 𝝎𝑻). Secondly, 
decisions along scenarios exhibiting the same realisations up to stage 𝑘, 𝑘 ∈ {1, ⋯ , 𝑇 − 1}, 
should adhere to identical decisions for the common stages. For example, scenarios 1 and 2 
(and every following scenario couple) in Figure 3.1, which share common nodes up to the third 
stage should have the same decision sequence up to this stage. 
 
3.4 Approximating stochastic processes with scenarios 
3.4.1 The need for scenario generation and reduction techniques 
As discussed in the previous section, stochastic processes modelled by continuous 
distributions, entail the employment of discrete approximations, so that tractability of the 
stochastic problem will be ensured. These approximations are deployed in the form of scenario 
trees. Ideally, the respective scenario trees should include the entirety (i.e. infinitely many) of 
the potential outcomes of the stochastic process. Unless the cardinality of the support of the 
underlying distribution is finite, the derivation of a scenario tree with a finite number of nodes, 
which can adequately represent the potential outcomes and the corresponding probabilities is 
impossible. On the other hand, even in the case of discrete random variables with finite support, 
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the number of nodes and scenarios required to accurately capture the stochastic process grows 
exponentially as the number of stages expands. Consequently, exploitation of tree structures 
with limited size, which would facilitate reliable and efficient decisions, is deemed essential 
[84]. In this context, the quality of the scenario tree directly affects the quality of the obtained 
decisions. The scenario generation methods employed for the construction of the scenario tree, 
along with the suitable scenario reduction techniques used to limit the size of the derived 
scenario tree, constitute critical components of the decision-making process. 
 
3.4.2 Scenario generation methods 
During the last years, the research area of scenario generation and modelling has gained a lot 
of attention and numerous modelling approaches and evaluation techniques have emerged. A 
short overview of the most widely employed scenario generation techniques, follows [76], [85] 
- [87]: 
• Conditional sampling. This category constitutes one of the most prevailing approaches 
for scenario generation. According to this approach, the nodal values of the scenario 
tree are derived either by directly sampling random values from the stochastic process 
𝝎 or by introducing an explicit formula 𝝎𝑡+1 = 𝑧(𝝎𝑡, 𝜀) capturing the stage-wise 
evolution of 𝝎 and sampling the random term 𝜀. However, conditional sampling shares 
two major drawbacks. Firstly, conventional sampling approaches can mainly handle 
univariate stochastic processes. When sampling multivariate processes, each stochastic 
variable (i.e. univariate process) is sampled independently and the derived realisations 
are integrated, in most cases by obtaining all combinations, generating a vector of 
independent random variables. The resulting scenario tree comprises of a significant 
number of nodes and scenarios, while the effect becomes more pronounced as the 
cardinality of the stochastic process and the number of tree stages increase. A second 
drawback lies on the requirement for correlated stochastic vectors, which normally are 
not easily derived. Approaches based on principal component analysis have been 
examined in order to overcome this complication, but relevant applications are limited. 
• Sampling from specified marginals and correlations. This approach emerged as an 
alternative to conditional sampling approaches, when dealing with multivariate 
correlated stochastic processes. Various transformations of the original distributions are 
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introduced by the decision-maker, who designates the marginal distributions and the 
correlation matrices. 
• Moment matching. According to these approaches, discrete distributions matching 
specific statistical properties of the original distribution (e.g. mean, variance, skewness, 
kurtosis, etc.), are derived. 
• Path-based methods. This class of methods generate complete paths (i.e. scenarios) 
spanning the entire decision horizon by unfolding the stochastic process. Time series 
(e.g. autoregressive models) or econometric models are employed for the scenario 
sampling. The resulting model constitutes a set of scenarios, instead of a scenario tree; 
a scenario fan. Suitable clustering/bundling techniques are employed afterwards to 
construct the scenario tree. 
• Scenario reduction. Even though reduction techniques do not explicitly correlate with 
the scenario generation procedure, they implicitly affect the scenarios comprising the 
final scenario tree and thus, the quality of the corresponding approximation. These 
methods begin with a considerably large scenario set, and seek a new set of scenarios 
of prescribed cardinality, whose probability distribution is close to original one, based 
on relevant probability metrics. Generally, they are combined with path-based methods 
and transform the scenario fan into a scenario tree. 
• Internal sampling. Specific approaches (e.g. stochastic decomposition techniques, 
Benders decomposition with importance sampling, etc.) employed for the solution of 
stochastic problems do not rely on predefined scenario tree structures representing the 
stochastic process; instead, scenario sampling is embedded in the solution mechanism. 
Some of these approaches reach the optimal solution by employing an iterative 
mechanism, where the process commences with the existing scenario tree, while 
scenarios and nodes are added/removed in the course of the algorithm. 
The above-mentioned scenario generation approaches have been widely employed, when 
dealing with multistage stochastic problems. Each one of these approaches exhibits significant 
exploitable attributes, along with unavoidable modelling restrictions, so the suitability of each 
approach depends on the specifications of the studied problem. In the context of the DER 
aggregator problem and for the case studies presented in this chapter, path-based methods are 
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employed for the scenario generation process, coupled with a scenario reduction technique, 
which will be presented in the next section. A combination of conditional and internal sampling 
will be introduced for the decomposition technique presented in Chapters 4 and 5. Finally, 
case studies discussed in Chapter 6 will involve a combination of conditional sampling with 
the selected scenario reduction technique, which will be deployed for the validation of the 
models proposed in Chapters 4 and 5. 
 
3.5 Scenario reduction methods 
3.5.1 Introduction 
A brief discussion on the most widely used scenario generation techniques has been presented 
in the previous section, with conditional sampling and path-based methods being the most 
popular ones. However, conditional sampling requires the conditional distributions of the 
stochastic variables and leads to combinatorial explosion of the model; two significant 
drawbacks, when scenario generation methods are employed. Consequently, sampling from 
historical time series or statistical models (e.g. time series models) and deriving representative 
scenarios of the stochastic process constitute the most popular option for generating scenarios 
[88]. With regards to stochastic problems in the area of power systems, the availability of 
historical data for the majority of the system components (e.g. wind output, demand level, 
electrical energy prices, etc.) exhibiting stochastic behaviour, facilitates the adoption of such 
approaches. 
The computational burden associated with scenario-based approximations of stochastic 
problems is directly related with the number of scenarios employed for the representation of 
the stochastic process. The optimal number of scenarios constitutes a compromise between the 
quality of the approximation of the underlying distribution and the modelling complexity of 
the derived scenario tree. Thus, decision-makers seek for scenario trees consisting of a limited 
number of scenarios, while maintaining a reasonably good approximation of the stochastic 
process. 
In this context, various scenario reduction techniques have been proposed mainly relying on 
heuristic and ad hoc rules, while a discussion on the most prominent ones can be found in [89]-
[90]. The scenario reduction techniques (i.e. forward selection and backward reduction) 
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proposed and discussed in [88]-[91] constitute the state-of-the-art techniques employed in 
numerous power systems applications (see [77]-[83]). These algorithms require a scenario fan 
as input and a scenario tree of prescribed cardinality is provided as output. The quality of the 
approximation is evaluated by a probability metric, which corresponds to the distance of the 
probability distributions. Numerical results in [89] demonstrate that the proposed method 
performs efficiently and indicate that a 50% reduction of the initial scenario tree entails only 
10% accuracy loss. Additionally, it is stated that there exists a subtree that exhibits 50% 
accuracy, while including only 2% of the initial scenarios. In the next subsections, one of the 
above-mentioned algorithms, based on backward reduction principles, will be presented. The 
three main components of the selected technique, namely optimal redistribution, backward 
reduction and tree construction will be discussed. 
 
3.5.2 Nomenclature 
𝝎, ?̃? 𝑛-dimensional stochastic processes, running from 1 to 𝑇. 
𝜔𝑖, ?̃?𝑗 Scenarios of 𝝎, ?̃?, respectively. 
𝒫𝑖, 𝒬𝑗 Scenario probabilities for 𝜔𝑖, ?̃?𝑗, respectively, i.e. 𝒫𝑖 ≥ 0, 𝒬𝑗 ≥ 0 
 and ∑ 𝒫𝑖 = 1, ∑ 𝒬𝑗 = 1𝑗𝑖 . 
𝔓, 𝔔 Probability distributions for 𝝎, ?̃?, respectively. 
𝑆, ?̃? Number of scenarios in the initial and the reduced scenario sets. 
𝐽 Index set of deleted scenarios. 
⋕ 𝐽 Number of deleted scenarios. 
𝑠 Number of preserved scenarios, i.e. 𝑠 = 𝑆 − ⋕ 𝐽. 
𝑐𝑡(𝜔𝑖, ?̃?𝑗) Distance between scenarios {𝜔𝑖}1
𝑡 , {?̃?𝑗}1
𝑡
. 
𝑁𝑀𝑡  Number of nodes at stage 𝑡 of the scenario tree. 
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3.5.3 Probability distance metric and optimal redistribution rule 
Let’s assume that we have an 𝑛-dimensional stochastic process 𝝎, which can be approximated 
by a finite number of scenarios 𝜔𝑖 with probabilities 𝒫𝑖, characterised by a probability 
distribution 𝔓. Scenarios 𝜔𝑖 are obtained by employing one of the scenario generation 
techniques discussed in section 3.4 (i.e. path-based methods in our case) and constitute the 
initial scenario fan. The goal of the scenario reduction process is to identify a scenario subset 
?̃?𝑗 of predefined cardinality with probabilities 𝒬𝑗, so that the distance between the new 
probability distribution 𝔔 and the initial one 𝔓 is minimised. For discrete probability 
distributions, like the discrete approximations in our case, the Kantorovich distance is the 
employed probability metric [92], which is defined in (3.7) - (3.8), where |∙| corresponds to the 
Euclidean norm. More specifically, the Kantorovich distance corresponds to the sum of the 
Euclidean distances between the scenarios of the reduced scenario set and their closest 
scenarios among the preserved ones weighed by the respective probabilities of the deleted 
scenarios. 
 𝐷𝐾(𝔓, 𝔔) = ∑ 𝒫𝑖 min𝑗∉𝐽 𝑐𝑇(𝜔
𝑖, ?̃?𝑗)𝑖∈𝐽  (3.7) 
 𝑐𝑡(𝜔𝑖, ?̃?𝑗) = ∑ |𝜔𝜏𝑖 − ?̃?𝜏
𝑗|𝑡𝜏=1  (3.8) 
After the deleted scenarios have been selected, the respective probabilities are assigned to the 
remaining ones according to (3.9) - (3.10), which constitute the optimal redistribution rule. 
Thus, the updated probabilities of the remaining scenarios are determined as the summation of 
their individual probabilities and the probabilities of the deleted scenarios that where closer to 
them according to 𝑐𝑡. Intuitively, all deleted scenarios have zero probability. 
 𝒬𝑗 = 𝒫𝑗 + ∑ 𝒫𝑖𝑖∈𝐽(𝑗)  (3.9) 
 𝐽(𝑗) ≜ {𝑖 ∈ 𝐽 ∶  𝑗 = 𝑗(𝑖)}, 𝑗(𝑖) ∈ 𝑎𝑟𝑔 min
𝑗∉𝐽
𝑐𝑡(𝜔𝑖, ?̃?𝑗) , ∀𝑖 ∈ 𝐽 (3.10) 
 
3.5.4 Backward scenario reduction 
The optimal deletion of scenarios, according to the probability metric described in subsection 
3.5.3, and the reassignment of the probabilities of the deleted scenarios based on the optimal 
redistribution rule, relies on backward reduction principles. Backward reduction techniques 
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initiate with a large number of scenarios 𝑆, while scenarios are removed from the initial 
scenario set iteratively, until a reduced approximation of prescribed cardinality has been 
reached (i.e. when 𝑆 − 𝑠 scenarios have been deleted). The main steps of the backward 
reduction algorithm are summarised in Table 3.1. 
The deletion procedure starts (Step 0) with the computation and sorting (for computational 
performance improvement) of the pairwise Euclidean distances of the initial scenarios 1, ⋯ , 𝑆 
according to (3.8). In Step 1, the minimum distance is selected for each scenario and, then it is 
weighed by the respective scenario probability. The scenario corresponding to the minimum 
weighted distance 𝑙1 is selected for deletion. At the end of Step 1, the set of the deleted scenarios 
contains only scenario 𝑙1, while the set of the remaining ones includes the initial scenarios, 
excluding 𝑙1. Every next Step i involves the evaluation of the weighted distances of the updated 
set of deleted scenarios, whether one of the remaining scenarios has been deleted. The 
scenarios, which would entail the minimum distance between the updated sets of the deleted 
and remaining scenarios if selected for deletion, is selected to be removed. The same process 
continues iteratively for i Steps, until the desired number of scenarios have been retained. 
For illustrative purposes, let’s explore a simplified case, which assumes that the set of initial 
scenarios consists of 6 scenarios (i.e. {1,2,3,4,5,6}). After calculating the pairwise distances, 
we also assume the scenario 4 is deleted (i.e. 𝑙1 = 4) and the sets of deleted and remaining 
scenarios comprise of scenarios {4} and {1,2,3,5,6}, respectively. At the second step of the 
process, the calculation of the following distances is required: 𝑐11-𝑐14, 𝑐22-𝑐24, 𝑐33-𝑐34, 𝑐55-
𝑐54, 𝑐66-𝑐64. Each of these distance pairs (i.e. 𝑐11-𝑐14) correspond to the minimum distance 
between the scenarios of the subscript (i.e. scenarios {1,4}) from the remaining scenarios (i.e. 
scenarios {2,3,5,6}). More specifically, 𝑐11 = min(𝑐12, 𝑐13, 𝑐15, 𝑐16) corresponds to the 
distance of scenario 1, if it was selected for deletion, from the remaining ones, while 𝑐14 =
min (𝑐42, 𝑐43, 𝑐45, 𝑐46) captures the distance of the already deleted scenario from the remaining 
ones. Thus, each distance pair depicts the distance between the two sets for each potential 
candidate scenario. The distance pairs are weighted by the respective probabilities and the one 
with minimum distance, which would remove the smallest amount of information, is deleted. 
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Table 3.1: Backward reduction algorithm for optimal scenario deletion 
Step 0 1. Compute distances between all scenario pairs 
𝑐𝑘𝑗 ≜ 𝑐𝑇(𝜔𝑘, ?̃?𝑗), ∀𝑘, 𝑗 ∈ {1, ⋯ , 𝑆} 
2. Sort computed distances {𝑐𝑘𝑗 ∶  𝑗 = 1, ⋯ 𝑆}, 𝑘 = 1, ⋯ , 𝑆 
Step 1 1. Compute 𝑐𝑙𝑙
[1] ≜ min
𝑗≠𝑙
𝑐𝑙𝑗, 𝑙 = 1, ⋯ , 𝑆 
2. Compute 𝑧𝑙
[1] ≜ 𝑝𝑙𝑐𝑙𝑙
[1], 𝑙 = 1, ⋯ , 𝑆 
3. Choose 𝑙1 ∈ 𝑎𝑟𝑔 min𝑙 ∈{1,⋯,𝑆} 𝑧𝑙
[1] 
4. Set 𝐽[1] ≜ {𝑙1} 
Step i 1. Compute 𝑐𝑘𝑙
[𝑖] ≜ min
𝑗∉𝐽[𝑖−1]∪{𝑙}
𝑐𝑘𝑗,   for   𝑙 ∉ 𝐽[𝑖−1], 𝑘 ∈ 𝐽[𝑖−1] ∪ {𝑙} 
 2. Compute 𝑧𝑙
[𝑖] ≜ ∑ 𝑝𝑘𝑐𝑘𝑙
[𝑖]
𝑘∉𝐽[𝑖−1]∪{𝑙} ,   for   𝑙 ∉ 𝐽[𝑖−1] 
 3. Choose 𝑙𝑖 ∈ 𝑎𝑟𝑔 min𝑙∉𝐽[𝑖−1] 𝑧𝑙
[𝑖] 
 4. Set 𝐽[𝑖] ≜ 𝐽[𝑖−1] ∪ {𝑙𝑖} 
Step S-s+1 1. Obtain the index set of the deleted scenarios 𝐽 ≜ 𝐽[𝑆−𝑠] 
 2. Redistribute probabilities of deleted scenarios according to (3.9)-(3.10) 
 
3.5.5 Scenario tree construction algorithm 
The scenario tree construction algorithm employs the backward reduction method analysed in 
subsection 3.5.4, in order to construct a scenario tree with predefined number of nodes per 
stage. It is assumed that the scenario fan has been derived according to one of the scenario 
generation methods discussed in section 3.4 and the required number of nodes per stage is 
available, before the algorithm commences. The procedure starts from the leaf nodes of the 
scenario tree and traverses the stages towards the root node and constructs the scenario tree by 
merging and deleting scenarios. At Step 1, which corresponds to stage 𝑇, the backward 
reduction algorithm is applied on scenarios spanning the entire scenario tree. The scenarios 
selected for deletion are entirely removed from the scenario tree, since they are similar for the 
entire horizon 1, ⋯ , 𝑇 and their probabilities are reassigned to remaining ones. Then, the 
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process moves one step backwards (i.e. towards the root node) at stage 𝑇 − 1, and the backward 
reduction algorithm is now applied on the scenarios that were retained at the previous step. 
However, only the nodes residing at stages 1, ⋯ , 𝑇 − 1 are considered for each scenario (i.e. 
the leaf nodes do not participate in the distance calculations). The scenarios selected for 
deletion at the end of this step are not eliminated from the scenario tree; instead, similar 
scenarios are merged for stages 1, ⋯ , 𝑇 − 1, since they are considered very close to each other, 
but the leaf nodes remain intact. This clustering process generates branching points at stage 
𝑇 − 1 at nodes where scenario merging takes place. These sequential backward steps continue, 
until the root node has been reached and the algorithm terminates. The final scenario tree has 
been constructed. The main steps of the algorithm are summarised in Table 3.2. 
Table 3.2: Scenario tree construction algorithm based on backward reduction principles 
Let the number of nodes per stage 𝑁𝑀𝑡  be given 
Step 1 1. Apply backward reduction algorithm described in section 3.5.4 
2. Find the index set 𝐽𝑇 ⊂ {1, ⋯ , 𝑆} = 𝐼𝑇+1   s.t.   ⋕ 𝐼𝑇+1 = 𝑁𝑀𝑇  
3. Set 𝐼𝑇 ≜ 𝐼𝑇+1 ∖ 𝐽𝑇 and 𝜔𝑎𝑝𝑝𝑖 ≜ 𝜔𝑖, 𝑖 ∈ 𝐼𝑇 
4. Derive updated probabilities 𝜋𝑇𝑖 , 𝑖 ∈ 𝐼𝑇 
Step T-t+1 1. Apply backward reduction algorithm described in section 3.5.4 
2. Find the index set 𝐽𝑡 ⊂ 𝐼𝑇+1   s.t.   ⋕ 𝐼𝑡 = 𝑁𝑀𝑡  
3. Set 𝐼𝑡 ≜ 𝐼𝑡+1 ∖ 𝐽𝑡 
4. For ∀𝑗 ∈ 𝐽𝑡 select 𝑖∗ ∈ 𝑎𝑟𝑔 min𝑖∈𝐼𝑡
𝑐𝑡(𝜔𝑖, 𝜔𝑗) 
5. Add 𝜋𝑡+1
𝑗  to 𝜋𝑡+1𝑖
∗  
6. Merge scenario 𝑗 with 𝑖∗s.t.  𝜔𝜏,𝑎𝑝𝑝
𝑗 ≜ 𝜔𝜏𝑖
∗   for   𝜏 = 2, ⋯ , 𝑡 
𝜔𝜏,𝑎𝑝𝑝
𝑗 ≜ 𝜔𝜏
𝑗   for   𝜏 = 𝑡 + 1, ⋯ , 𝑇 
7. Set 𝜔𝑡,𝑎𝑝𝑝𝑖 ≜ 𝜔𝑡+1,𝑎𝑝𝑝𝑖 ,   𝜋𝑡𝑖 ≜ 𝜋𝑡+1
𝑗 ,   𝑖 ∈ 𝐼𝑡 
Step T 1. Set 𝜔1,𝑎𝑝𝑝𝑖 ≜ 𝜔1∗ 
2. {𝜔𝑡,𝑎𝑝𝑝𝑖 }𝑡=1
𝑇
 is the reduced tree 
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An illustrative example of the scenario tree construction algorithm described in Table 3.2, is 
presented in Figure 3.2, where one scenario is removed at each step. In this example, it is 
assumed that the initial scenario fan consists of 8 scenarios, spanning 6 stages and at each step 
the red scenario is deleted, while the green remains. At the first step, the algorithm pointer is 
located at stage 𝑇 and scenarios 7 (i.e. red scenario) and 8 (i.e. green scenario) are the closest 
ones, with scenario 7 selected for deletion. Since the distance comparison refers to the entire 
horizon, scenario 7 is entirely removed. At the next step, the algorithm pointer moves to stage 
𝑇 − 1, where the selected scenario pair consists of scenarios 1 and 2. At this step, the scenario 
distances evaluated for the selection of the “pair of interest” (i.e. scenarios 1 and 2) are 
calculated considering only the nodes pertaining to stages 1 to 𝑇 − 1. Consequently, only nodes 
spanning periods 1 to 𝑇 − 1 of the scenario pair are merged, while nodes that belong to stage 
𝑇 remain intact. This merging process introduces a branching point at stage 𝑇 − 1, as we can 
notice at the upper right figure. The same process repeats at the next steps, with the algorithm 
pointer moving backwards one stage at a time, merging similar scenarios and creating the 
respective branching points. The algorithm terminates, when the pointer reaches the root node, 
where no further merging can take place. We should notice that scenarios characterised by 
considerable distances, corresponding to more extreme potential outcomes, may not be affected 
by the merging process (i.e. scenario 8), if the respective probability of occurrence is 
sufficiently large (i.e. negligible probability will decrease the scenario distance and result in 
the deletion of scenario). 
 
Figure 3.2: Illustrative 3-stage scenario tree 
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3.6 DER aggregator stochastic model using scenario trees 
3.6.1 Nomenclature 
Indexes 
𝑡 Index of stages, running from 1 to𝑁𝑇. 
𝑛 Index of nodes, running from 1 to𝑁𝑁. 
𝑏 Index of energy storage (ES) units, running from 1 to 𝐵. 
𝑓 Index of flexible loads (FL), running from 1 to 𝐹. 
𝑤 Index of wind turbines (WT), running from 1 to 𝑊. 
𝑚 Index of micro-generators, running from 1 to 𝑀. 
 
Parameters 
𝐶𝑡
𝑔𝑟𝑖𝑑 Market price at stage 𝑡. (£/kWh) 
𝐶𝑚
𝑔𝑒𝑛 Operating cost of micro-generator 𝑚. (£/kWh) 
𝐶𝑑𝑒𝑚 Cost of demand shedding. (£/kWh) 
𝛼 portion of demand that can be curtailed. (%) 
𝐸0,𝑏 Initial energy level of ES unit 𝑏. (kWh) 
𝜂𝑏 Round-trip efficiency of ES unit 𝑏. (%) 
𝐸𝑏𝑚𝑎𝑥 Maximum energy level of ES unit 𝑏. (kWh) 
𝐸𝑏𝑚𝑖𝑛 Minimum energy level of ES unit 𝑏. (kWh) 
𝑃𝑏𝑠 Maximum power rating of ES unit 𝑏. (kW) 
𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 Baseline demand of FL 𝑓 at stage 𝑡. (kW) 
𝑆𝑓 Load shifting limit of FL 𝑓. (%) 
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𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 Maximum power sold to the grid at stage 𝑡. (kW) 
𝑃𝑡
𝑔,𝑏𝑢𝑦 Maximum power bought from the grid at stage 𝑡. (kW) 
𝑃𝑚
𝑔𝑒𝑛 Maximum power rating of micro-generator 𝑚. (kW) 
𝑃𝑛,𝑤𝑤𝑖𝑛𝑑 Available wind power output of WT 𝑤 at node 𝑛. (kW) 
𝑑𝑛
𝑖𝑛𝑓 Inflexible demand at node 𝑛. (kW) 
𝜏(𝑛) Stage to which node 𝑛 belongs. 
Φ(𝑛) A time-ordered set that contains all parent nodes of tree node 𝑛, 
including 𝑛 as the last element. 
Φ𝑡(𝑛)  Parent tree of node 𝑛 at stage 𝑡. 
𝜋𝑆 Probability of scenario 𝑠 to occur. 
𝜋𝑛 Probability of node 𝑛 to occur. 
𝛥𝑡 Temporal resolution of the problem. (h) 
 
Decision variables 
𝑝𝑛
𝑔𝑟𝑖𝑑 Power sold to (positive)/bought from (negative) the grid at node 𝑛. (kW) 
𝑝𝑛,𝑚
𝑔𝑒𝑛 Power output of micro-generator 𝑚 at node 𝑛. (kW) 
𝑝𝑛𝑑𝑒𝑚 Demand shed at node 𝑛. (kW) 
𝑒𝑛,𝑏 Energy level of ES unit 𝑏 at node 𝑛. (kWh) 
𝑝𝑛,𝑏𝑠  Power input (positive) / output (negative) of ES unit 𝑏 at node 𝑛. (kW) 
𝑑𝑛,𝑓𝑠ℎ  Change of demand of FL 𝑓 at node 𝑛 due to load shifting. (kW) 
𝑑𝑛,𝑓𝑡𝑜𝑡𝑎𝑙 Demand of FL 𝑓 at node 𝑛 after load shifting. (kW) 
𝑝𝑛,𝑤𝑤𝑖𝑛𝑑 Dispatched wind power output of WT 𝑤 at node 𝑛. (kW) 
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3.6.2 Introduction 
In this section, the deterministic DER aggregator model presented in Chapter 2 is extended to 
cope with the stochastic nature of some components of the aggregator portfolio and a novel 
multistage stochastic formulation for the DER aggregator problem is presented. The primary 
focus lies on the inherent stochasticity pertaining to the inflexible demand level and the 
available wind power output, since historical data is readily available regarding both resources 
compared to the stochastic behaviour of FD and ES participants, which has not been thoroughly 
studied and availability of the respective data is limited. However, the proposed stochastic 
framework can be easily extended to capture additional stochastic parameters associated with 
additional portfolio components.  
Case studies presented in this section will assume that normal probability distributions 
sufficiently represent the stochastic process; a prevailing approach in the existing literature 
[51], [77]-[79], [81]. Cases with univariate (i.e. only wind or only demand stochasticity 
considered) and multivariate (i.e. both wind and demand uncertainty considered) stochastic 
processes are examined. The purpose of the case studies lies in capturing the impact of the 
stochastic behaviour of the aggregator portfolio assets and illustrate the impact of different tree 
structures. In this context, for simplicity purposes, potential temporal dependencies of the 
stochastic variables (i.e. conditional probability on previous realizations) are ignored. 
Additionally, possible interdependencies among different stochastic variables, when a 
multivariate stochastic process is assumed, are not modelled. The impact of such dependencies 
will be explicitly taken into consideration in the case studies presented in Chapter 5, where 
autoregressive models (e.g. AR, ARIMA, VAR, etc.) are employed to represent the stochastic 
process. 
 
3.6.3 Scenario tree model definition 
As mentioned in the previous subsection, the uncertainties considered in the context of this 
work include the stochastic wind power output and the inflexible demand level. The temporal 
evolution of the stochastic process is captured with a multistage scenario tree comprising of 
𝑁𝑁 nodes and spanning 𝑁𝑇 stages, where 𝑁𝑁𝑡  nodes belong to each stage 𝑡. Each node 𝑛 should 
have a single predecessor and may have multiple successors. Additionally, function 𝜏(𝑛) is 
employed to return the stage that each stage belongs to, while the set Φ(𝑛) consists of all the 
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parent nodes of 𝑛, starting from the root node and including 𝑛. Similarly, Φ𝑡(𝑛) corresponds 
to the parent node of node 𝑛 at stage 𝑡. The first node 𝑛 = 1 corresponds to the initial state of 
the stochastic process, where it is deterministically known. Figure 3.3 illustrates a 
representative 3-stage (i.e. 𝑁𝑇 = 3) scenario tree with 7 nodes (i.e. 𝑁𝑁 = 7). 
 
Figure 3.3: Illustrative 3-stage scenario tree 
 
A scenario corresponds to a unique realisation of the stochastic process, spanning the entire 
horizon, moving from the root node to a leaf node. It is represented by 𝑆 = {𝑠𝑡}𝑡=1
𝑁𝑇 , where 𝑠𝑡 
denotes a 𝑡-stage node belonging to scenario 𝑆. For example, when referring to the third 
scenario in Figure 3.3, it is designated as 𝑆 = {1,3,6} and refers to path 1 → 3 → 6. The 
transition probability from node 𝑛1 to node 𝑛2, which belong to the successive stages 𝜏(𝑛1) 
and 𝜏(𝑛2), respectively, is denoted as 𝑝𝑛1,𝑛2, as depicted in Figure 3.3. Intuitively, no transition 
probabilities pertain to the leaf nodes. The probabilities of each scenario 𝜋𝑆 are derived as the 
product of the transition probabilities along the path of the scenario, and are calculated as in 
(3.11). Similarly, the probability of occurrence of node 𝑛 is given in (3.12). 
𝜋𝑆 = ∏ 𝑝𝑠𝑡−1,𝑠𝑡
𝑁𝑇
𝑡=2
 (3.11) 
𝜋𝑛 = ∏ 𝑝Φ𝑡(𝑛),Φ𝑡+1(𝑛) 
𝜏(𝑛)−1
𝑡=1
 (3.12) 
By definition, the probabilities of occurrence of all scenarios should sum up to one, while the 
probability of the root node is equal to one, since it refers to a deterministic state. Finally, each 
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node 𝑛 corresponds to a vector 𝜔𝑡, which represents a realisation of the stochastic process 𝝎 
at stage 𝑡, namely a wind power output 𝑃𝑛,𝑤𝑤𝑖𝑛𝑑 and a demand value 𝑑𝑛
𝑖𝑛𝑓. 
 
3.6.4 DER aggregator model under wind power output and inflexible demand 
stochasticity 
The deterministic DER aggregator model presented in Chapter 2 is expanded in order to 
facilitate the incorporation of stochastic inflexible demand and wind power output. It is 
assumed that all stochastic variables are defined in a common and complete probability space 
(Ω, ℱ, 𝒫). Then, 𝝎𝑛 corresponds to the vector of the stochastic variables at node 𝑛 and vector 
𝜔𝑛 = (𝑑𝑛
𝑖𝑛𝑓, 𝑃𝑛,𝑤𝑤𝑖𝑛𝑑) ∈ 𝛺𝜏(𝑛) represents a realisation of the stochastic process 𝝎  at node 𝑛 of 
stage 𝑡, where 𝑑𝑛
𝑖𝑛𝑓 and 𝑃𝑛,𝑤𝑤𝑖𝑛𝑑 correspond to the inflexible demand and wind realisations at 
node 𝑛, respectively. The vector of decision variables 𝑥𝑛 ≜
[𝑝𝑛
𝑔𝑟𝑖𝑑, 𝑝𝑛,𝑚
𝑔𝑒𝑛, 𝑝𝑛𝑑𝑒𝑚, 𝑝𝑛,𝑏𝑠 , 𝑑𝑛,𝑓𝑠ℎ , 𝑝𝑛,𝑤𝑤𝑖𝑛𝑑] is defined per node in scenario tree formulations, since 
different decisions are taken at each node 𝑛 depending on the particular realisation 𝜔𝑛. 
The objective function is similar to (2.2) with every cost component defined in terms of the 
nodes 𝑛, while the total cost is derived as the summation of the costs over all nodes weighed 
by the respective nodal probabilities. Function 𝜏(𝑛) is employed for the modelling of the cost 
of energy transactions with the market, since it is period-specific and does not vary per node. 
𝐶𝑡𝑜𝑡𝑎𝑙 = min𝑥𝑛
{∑ 𝜋𝑛 [−𝑝𝑛
𝑔𝑟𝑖𝑑𝐶𝜏(𝑛)𝐺𝑟𝑖𝑑 + 𝑝𝑛𝑑𝑒𝑚𝐶𝑑𝑒𝑚 + ∑ (𝑝𝑛,𝑚
𝑔𝑒𝑛𝐶𝑚
𝑔𝑒𝑛)
𝑀
𝑚=1
]
𝑁𝑁
𝑛=1
} (3.13) 
The operation of the ES units is modelled in (3.14) - (3.17), where Φ𝑡(𝑛) and 𝜏(𝑛) are 
introduced to capture the cross-stage scenario relationships. In (3.14), Φ𝑡−1(𝑛) is employed to 
trace the parent node for each node 𝑛 and ensure that the electrical energy balance is respected 
for all transitions, while 𝜏(𝑛) distinguishes the root node from the rest. Similarly, in (3.17) 
𝜏(𝑛) is used to identify the leaf nodes. 
𝑒𝑛,𝑏 = {
𝐸0,𝑏 ∙ 𝜂𝑏 + 𝑝𝑛,𝑏𝑠 ∙ 𝛥𝑡,      𝑖𝑓 𝜏(𝑛) = 1 
𝑒Φ𝑡−1(𝑛),𝑏 ∙ 𝜂𝑏 + 𝑝𝑛,𝑏
𝑠 ∙ 𝛥𝑡,     𝑖𝑓 1 < 𝜏(𝑛) ≤ 𝑁𝑇
 ∀𝑛, 𝑏 (3.14) 
𝐸𝑏𝑚𝑖𝑛 ≤ 𝑒𝑛,𝑏 ≤ 𝐸𝑏𝑚𝑎𝑥 ∀𝑛, 𝑏 (3.15) 
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−𝑃𝑏𝑠 ≤ 𝑝𝑛,𝑏𝑠 ≤ 𝑃𝑏𝑠 ∀𝑛, 𝑏 (3.16) 
𝑒𝑛,𝑏 = 𝐸0,𝑏 𝑖𝑓 𝜏(𝑛) = 𝑁𝑇 ∀𝑛, 𝑏 (3.17) 
Constraints (3.18) - (3.20) correspond to the FD model, where 𝜏(𝑛) is employed to express 
base demand 𝐷𝜏(𝑛),𝑓𝑏𝑎𝑠𝑒  , which is stage-specific and does not depend on the node 𝑛, while Φ(𝑛) 
is used in (3.20) to guarantee energy neutrality across all scenarios. 
𝑑𝑛,𝑓𝑡𝑜𝑡𝑎𝑙 = 𝐷𝜏(𝑛),𝑓𝑏𝑎𝑠𝑒 + 𝑑𝑛,𝑓𝑠ℎ  ∀𝑛, 𝑓 (3.18) 
−𝑆𝑓 ∙ 𝐷𝜏(𝑛),𝑓𝑏𝑎𝑠𝑒 ≤ 𝑑𝑛,𝑓𝑠ℎ ≤ 𝑆𝑓 ∙ 𝐷𝜏(𝑛),𝑓𝑏𝑎𝑠𝑒  ∀𝑛, 𝑓 (3.19) 
∑ 𝑑?̃?,𝑓𝑠ℎ
?̃?∈Φ(𝑛)
= 0 𝑖𝑓 𝜏(𝑛) = 𝑁𝑇 ∀𝑛, 𝑓 (3.20) 
Finally, constraints (3.21) - (3.24) impose lower and upper limits on demand curtailed, wind 
power output, power from the grid, micro-generator output and (3.25) ensures the portfolio 
power balance, while the only difference compared to (2.10) - (2.14) is that they are defined 
for every node 𝑛. 
𝑝𝑛𝑑𝑒𝑚 ≤ 𝑎 ∙ (∑ 𝑑𝑛,𝑓𝑡𝑜𝑡𝑎𝑙 + 𝑑𝑛
𝑖𝑛𝑓
𝐹
𝑓=1
) ∀𝑛 (3.21) 
𝑝𝑛,𝑤𝑤𝑖𝑛𝑑 ≤ 𝑃𝑛,𝑤𝑤𝑖𝑛𝑑 ∀𝑛, 𝑤 (3.22) 
−𝑃𝜏(𝑛)
𝑔,𝑏𝑢𝑦 ≤ 𝑝𝑛
𝑔𝑟𝑖𝑑 ≤ 𝑃𝜏(𝑛)
𝑔,𝑠𝑒𝑙𝑙 ∀𝑛 (3.23) 
𝑝𝑛,𝑚
𝑔𝑒𝑛 ≤ 𝑃𝑚
𝑔𝑒𝑛 ∀𝑛, 𝑚 (3.24) 
∑ 𝑝𝑛,𝑏𝑠
𝐵
𝑏=1
− ∑ 𝑝𝑛,𝑤𝑤𝑖𝑛𝑑
𝑊
𝑤=1
+ 𝑝𝑛
𝑔𝑟𝑖𝑑 + ∑ 𝑑𝑛,𝑓𝑡𝑜𝑡𝑎𝑙
𝐹
𝑓=1
+ 𝑑𝑛
𝑖𝑛𝑓 − ∑ 𝑝𝑛,𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
− 𝑝𝑛𝑑𝑒𝑚 = 0 ∀𝑛 (3.25) 
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3.7 Numerical examples 
3.7.1 Description, data and implementation 
The case studies presented in this section aim to reveal some fundamental insights regarding 
the operation of the DER aggregator portfolio under a multistage stochastic framework and 
capture the impact of basic modelling features (i.e. stochastic process variability, scenario tree 
complexity, etc.) on the derived optimal operational schedule. Consequently, the case studies 
presented in Chapter 2 are extended in order to capture the inherent stochasticity of some 
portfolio components. In this context, the parameter setting of the DER aggregator portfolio 
employed in Case 4 (i.e. ES 2 and FD 2) are used in this section, while a bivariate stochastic 
process comprising of the wind power output and inflexible demand, has been assumed.  
As mentioned before, the main purpose of these case studies lies in showcasing basic aspects 
pertaining to the transition from a deterministic to a stochastic framework. As a result, a simple 
model has been employed for modelling the stochastic process, where time-correlations and 
inter-dependencies among the stochastic variables are not taken into account, since they are 
considered as out of scope for the purposes of this chapter. The impact of such factors is rather 
crucial and would further enhance the quality of the obtained decisions and the trends presented 
in the section, hence they will be addressed in Chapters 4 and 5 and showcased by the case 
studies presented in Chapter 5. 
A simple, but very common in the existing literature approach [51], [77]-[79], [81], has been 
employed for the modelling of the stochastic variables, where they are assumed to follow 
normal distributions. The mean value of the normal distributions corresponds to the respective 
deterministic values considered in the case studies of Chapter 2 (i.e. illustrated in Figures 2.1-
2.2), while the standard deviation is assumed to be 12.5% of the mean value. The three normal 
distributions (i.e. one for each wind power output profile and one for the inflexible demand) 
are simulated and two sets of 500 unique 24-hour scenarios are derived. Since the realisations 
pertaining to the 1st stage correspond to deterministic variables, which have already been 
resolved, the respective values used in Chapter 2 have been employed. The simulated scenarios, 
which form a scenario fan, constitute the input of the scenario reduction technique discussed 
in section 3.5, and scenario trees with different levels of complexity depending on the case 
study, are derived. The mean values, along the 5th and 95th percentile corresponding to the two 
wind power output profiles and the inflexible demand are illustrated in Figures 3.4-3.5. 
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Figure 3.4: Mean value, 5th and 95th percentile for profiles Wind_1 and Wind_2 in Case_1 
 
 
Figure 3.5: Mean value, 5th and 95th percentile for inflexible demand in Case_1 
 
Different case studies, where different scenario tree structures (i.e. different number of nodes 
per stage) and varying levels of variability associated with the stochastic process, are 
investigated. The three case studies considered are the following: 
• Case 1: The stochastic process is assumed to follow normal distributions with the 
standard deviation being 12.5% of the respective hourly mean values, while scenario 
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reduction is applied to obtain a tree of prescribed structure. The composition of the 
DER aggregator portfolio resembles the one employed in Case 4 of Chapter 2, while 
both wind profiles are examined (i.e. Wind_1 and Wind_2). This case study constitutes 
the base case. 
• Case 2: The same stochastic process and portfolio composition with Case 1 is 
employed, while scenario trees with four different nodal compositions of increasing 
complexity are examined. In this case study, the impact of the tree complexity on the 
derived solution is discussed. 
• Case 3: Three different stochastic processes are examined, which are assumed to follow 
normal distribution characterised by different standard deviations. The aggregator 
portfolio and the scenario trees derived from the three processes share the same features 
with Case 1. In this case study, the impact of different levels of variability pertaining to 
the stochastic process is captured. 
 
3.7.2 Case 1: DER aggregator stochastic scheduling with uncertain inflexible demand 
and wind power output (Base case) 
In this case study, the deterministic framework examined in Case 4 of Chapter 2 is extended to 
incorporate stochastic inflexible demand and wind power output. The simulation of the normal 
distributions characterising the stochastic process has yielded two sets of 500 scenarios (i.e. 
one for each wind profile), while the proposed scenario reduction technique has been 
implemented to generate the respective scenario trees with the structural features presented in 
Table 3.3. The selected tree structure consists of a moderate number of nodes and scenarios, 
while each node corresponds to a realisation pair (i.e. one inflexible demand and one wind 
output value), since the studied stochastic process is bivariate. The expected aggregator costs 
for the two wind profiles, along with the cost corresponding to the respective deterministic 
cases (i.e. for Wind_1 and Wind_2), are illustrated in Figure 3.6. 
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Table 3.3: Nodes per stage, total number of nodes and scenarios of the scenario tree 
employed in Case 1 
Nodes per stage 
Number of 
nodes 
Number of 
scenarios 
1-3-6-9-12-15-18-21-24-27-30-33-36-
39-42-45-48-51-54-57-60-63-66-69 
829 69 
 
In Figure 3.6, we should observe that in both cases (i.e. Wind_1 and Wind_2) the incorporation 
of the stochasticity pertaining to the inflexible demand and the wind power output leads to 
considerable increase in the expected aggregator cost. Even though, a simplified stochastic 
model has been selected to capture the entailed stochasticity and a scenario tree of moderate 
complexity has been employed, there exists a 2.5% and 10% rise in the expected cost 
respectively. This can be mainly assigned to the fact that the flexible resources of the aggregator 
portfolio cannot be operated at their maximum flexibility, while the aggregator should 
coordinate its resources such that the expected optimal schedule across all scenarios is derived. 
Thus, the optimal schedule of the ES and FD units should respect their individual constraints 
across all scenarios. For example, the energy content of an ES unit at a node should be such 
that charging/discharging actions at every child node are accommodated, while its energy 
balance is respected. On the other hand, in the deterministic case, resource flexibility is 
exploited at the most efficient way considering the only available potential outcome. 
  
(a) (b) 
Figure 3.6: Actual and expected aggregator cost in the deterministic (Case 4 in Chapter 2) 
and stochastic models, respectively for profiles Wind_1 (a) and Wind_2 (b) in Case_1 
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More specifically, Figure 3.7 illustrates the energy content of the ES unit in the deterministic 
and stochastic models for wind profile Wind_1. The energy content in the deterministic case 
has been obtained for Case 4 in Chapter 2, while the expected content in the stochastic case has 
been derived by weighting the nodal energy content values at each stage by the respective 
probabilities (i.e. at each node the expected energy content is obtained as summation of the 
product of the nodal probabilities and the nodal energy content levels). The wind and demand 
variability pertaining to the stochastic case have introduced restrictions in the optimal ES 
operation, since the nodal energy content needs to accommodate multiple intertemporal 
constraints (i.e. energy balance equations). Consequently, this inability to exploit the flexibility 
of the ES unit at its full extent is depicted in Figure 3.7, in which during stages 2-5 and 11-14 
the ES unit does not reach its maximum and minimum energy levels respectively. On the 
contrary, the energy content limits are attained in the deterministic case, where the optimal 
operation is not constrained by the portfolio stochasticity. 
 
Figure 3.7: Actual and expected energy content of the ES unit in the deterministic (Case 4 in 
Chapter 2) and stochastic models, respectively for profile Wind_1 in Case_1 
 
In general, the same interpretation, but at a lower degree, extends to the stochastic scheduling 
of the FD unit, which is presented in Figure 3.8, in comparison with the deterministic case. In 
this figure, we can observe that the stochastic load shifting is less intense compared to the 
deterministic case and this effect is more pronounced at stages 11,21 and 23. The difference in 
the impact of the incorporated stochasticity between the ES and the FD units mainly stems 
from the higher flexibility associated with the operation of the FD units. The optimal load 
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shifting is limited by the energy neutrality constraint expressed in (3.20), which constrains the 
FD operation across every scenario compared to the energy balance equation expressed in 
(3.14), which imposes node by node limitations on the energy content of the ES units. 
 
 
Figure 3.8: Actual and expected load shifting of the FD unit in the deterministic (Case 4 in 
Chapter 2) and stochastic models, respectively for profile Wind_1 in Case_1 
 
Finally, the decreased flexibility in the optimal scheduling of the aggregator portfolio, limits 
the aggregator’s capability to exploit the available wind potential associated with profile 
Wind_1, as depicted in Figure 3.9, which illustrates the actual and expected wind curtailment 
in the deterministic and stochastic cases, respectively. We should remind that profile Wind_1 
corresponds to the case where peak wind output occurs at off-peak stages, while wind output 
variability is more pronounced at stages 1-8 and significantly lower during the remaining ones. 
In the stochastic case, the discussed limitations in the operation of the flexible resources (i.e. 
ES and FD units) lead to increased wind curtailment during the first 6 stages, while in the 
deterministic case they are capable of accommodating the increased wind output during the 
first stages and curtailment is observed only during the first stage. 
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Figure 3.9: Actual and expected wind power output curtailment in the deterministic (Case 4 
in Chapter 2) and stochastic models, respectively for profile Wind_1 in Case_1 
 
The basic features pertaining to the operation of the DER aggregator portfolio associated with 
wind profile Wind_2, where demand and wind power output exhibit similar temporal 
progression, are presented in Figures 3.10-3.12. We should remind that the solution obtained 
from a stochastic model does not constitute the best solution for each individual realisation of 
the stochastic process, but it is the best if all of them, weighted by their respective probabilities, 
are considered. In this context, the optimal solution pre-positions the decision maker against 
all potential outcomes in the best possible way [76]. This attribute is clearly depicted in Figures 
3.10-3.12. In Figure 3.12, where wind curtailment is illustrated, the solution corresponding to 
the deterministic case advises towards curtailing significant portion of the available wind at 
stages 14-17, while the stochastic solution suggests a smoother utilisation of the wind 
resources, where a smaller portion of wind is curtailed at stages 14-16, but the curtailment 
period is expanded to stages 11-24. Intuitively, the examined scenario tree includes scenarios 
with higher and lower wind power outputs and, thus, the expected wind curtailment in the 
stochastic case is derived as a weighted average across all scenarios. In this context, the 
operation of the ES and FD units is aligned with this principle and they adopt more moderate 
operational schedules. The ES unit (Figure 3.10) is employed during stages 11-22 to 
accommodate the variability of the inflexible demand and the wind power output and adhere 
to a moderate charging/discharging schedule with the energy content never exceeding 50% of 
the energy capacity; something that was not deemed necessary in the deterministic case, where 
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the ES unit was not deployed during stages 9-22. Finally, a similar concept applies to the 
operation of the FD unit, which is illustrated in Figure 3.11, where the deterministic and 
stochastic schedules are similar during the stages that demand reduction takes place (stages 1-
11), but diverge during the stages that correspond to demand recovery (stages 12-24). At these 
stages, demand recovery is more evenly distributed in time adapting to the various potential 
stochastic outcomes, compared to the deterministic case, where the load shifting schedule 
exhibits significant spikes, since it conforms to a single scenario. 
 
Figure 3.10: Actual and expected energy content of the ES unit in the deterministic (Case 4 
in Chapter 2) and stochastic models, respectively for profile Wind_2 in Case_1 
 
 
Figure 3.11: Actual and expected load shifting of the FD unit in the deterministic (Case 4 in 
Chapter 2) and stochastic models, respectively for profile Wind_2 in Case_1 
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Figure 3.12: Actual and expected wind power output curtailment in the deterministic (Case 4 
in Chapter 2) and stochastic models, respectively for profile Wind_2 in Case_1 
 
3.7.3 Case 2: DER aggregator stochastic scheduling for different scenario tree 
structures 
In this case study, the same parameter settings with Case 1 are considered, while ranging 
scenario tree structures are employed with Tree 2 corresponding to the one examined in Case 
1. Four different scenarios trees are examined, which are characterised by increasing number 
of scenarios and nodes per stage, as we move from Tree 1 to Tree 4. The respective structural 
characteristics associated with each scenario tree are presented in Table 3.4. On the one hand, 
the first scenario tree includes a limited number of scenarios, where each stage involves one 
additional node compared to the previous one. On the other hand, 10 additional nodes pertain 
to each stage compared to the previous one in Tree 4. Adopting more complex scenario tree 
structures for the representation of the stochastic process would capture more potential 
outcomes and transitions and would provide an uncertainty model of enhanced accuracy. 
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Table 3.4: Nodes per stage, total number of nodes and scenarios of the 4 scenario trees 
employed in Case 2 
 Stage Tree 1 Tree 2 Tree 3 Tree 4 
Nodes 
per 
stage 
1 1 1 1 1 
2 2 3 5 10 
3 3 6 10 20 
4 4 9 15 30 
5 5 12 20 40 
6 6 15 25 50 
7 7 18 30 60 
8 8 21 35 70 
9 9 24 40 80 
10 10 27 45 90 
11 11 30 50 100 
12 12 33 55 110 
13 13 36 60 120 
14 14 39 65 130 
15 15 42 70 140 
16 16 45 75 150 
17 17 48 80 160 
18 18 51 85 170 
19 19 54 90 180 
20 20 57 95 190 
21 21 60 100 200 
22 22 63 105 210 
23 23 66 110 220 
24 24 69 115 230 
Number of nodes 300 829 1381 2761 
Number of scenarios 24 69 115 230 
 
The actual and the expected aggregator cost for the deterministic case and the 4 scenario tree 
structures examined, respectively for the wind profiles Wind_1 and Wind_2, are presented in 
Figure 3.13. Firstly, we observe that increasing the complexity of the scenario tree and 
providing a finer representation of the stochastic process enhances the entailed aggregator cost. 
The solution of the deterministic problem constitutes a lower bound on the cost of operating 
the aggregator portfolio, since it is based on a single scenario (i.e. an expected outcome of the 
stochastic variables). Every scenario tree introduced exhibits a more costly solution than its 
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deterministic counterpart, where the cost rises with the increasing tree complexity for both 
wind profiles. Scenario trees of enhanced complexity introduce more complicated branching 
among tree nodes and the exploitation of flexible resources (i.e. ES and FD units) is more 
constrained. 
The consideration of wind and demand stochasticity has a greater impact in the case of profile 
Wind_2, where an increase of more than 12% is observed, for the comparison of Trees 3 and 4 
with the deterministic case. On the other hand, the respective increase is around 3.5% in the 
case of wind profile Wind_2. The resource scheduling obtained in the case of wind profile 
Wind_2 relies more on the utilisation of the available wind output (hence the lower cost range) 
compared to Wind_1, and the impact of the pertaining stochasticity is higher. Finally, we should 
notice that, in both cases, even though more complex tree structures provide a gradually 
increased expected cost due to the inclusion of additional stochastic outcomes, the benefit 
diminishes after Tree 4. Therefore, Tree 3 properly captures the problem stochasticity as 
modelled by the adopted stochastic process by considering the most impactful potential 
outcomes and, after this point, the benefits have been exploited. 
  
(a) (b) 
Figure 3.13: Actual and expected aggregator cost for the deterministic model (Case 4 in 
Chapter 2) and for 4 different scenario trees (Tree 1-Tree 4) of increasing complexity for 
profiles Wind_1 (a) and Wind_2 (b) in Case_2 
 
Figures 3.14-3.15 illustrate the expected energy content of the ES unit and the wind power 
output curtailment for the 4 different scenario trees for profile Wind_1. The differences in the 
expected values are mainly noticed during the first stages, since wind variability in wind profile 
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Wind_1 is enhanced at these stages. Regarding the energy content of the ES units, we should 
notice that the schedule pertaining to Tree 1 is deviating from the trend observed during stages 
1-6 in the remaining ones (i.e. Trees 2-4), since it is based on a “naive” uncertainty 
representation. However, Trees 2-4 exhibit almost the same expected operation of the ES units, 
while increased tree complexity suggests a more constrained utilisation during stage 4 (Figure 
3.14). 
Moreover, there is no wind curtailment experienced due to the increased wind variability of 
the first stages, when Tree 1 is considered. This supports the inadequacy of Tree 1 to provide 
a fine representation of the stochastic process. On the other hand, expected utilisation of 
resources, when Trees 2-4 are introduced, cannot accommodate the highly variable wind power 
output and significant portion of the available wind is curtailed during the first stages. 
 
Figure 3.14: Expected energy content of the ES unit for 4 different scenario trees (Tree 1-
Tree 4) of increasing complexity for profile Wind_1 in Case_2 
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Figure 3.15: Expected wind power output curtailment for 4 different scenario trees (Tree 1-
Tree 4) of increasing complexity for profile Wind_1 in Case_2 
 
Figures 3.16-3.17 present the expected energy content of the ES unit and the wind power output 
curtailment for the 4 different scenario trees for profile Wind_2. Unlike wind profile Wind_1, 
wind outputs with high variability in Wind_2 are observed at stages 12-24 and coincide with 
the stages associated with high demand variability. In this case, the flexible resources are not 
employed to accommodate the high wind availability of the first stages so that it will be utilised 
during periods of high demand (i.e. which happens in Wind_1), but are mainly employed to 
limit the variability of total demand and redistribute it at neighbouring stages. Consequently, 
the expected operation of the ES unit, along with the required wind curtailment are primarily 
node-specific and depend on the potential outcomes of the stochastic process pertaining to the 
associated scenario tree. This is noticed in Figures 3.16-3.17, where noticeable differences exist 
among the different scenarios, but do not exhibit any specific pattern. However, in both figures, 
Tree 1, which corresponds to the most simplified tree structure, exhibits higher variability, 
while Trees 2-4 depict a more constrained operational schedule.  
We should emphasise the significant difference between the insights revealed, when 
investigating wind profiles Wind_1 and Wind_2. In case of Wind_1, the flexible resources of 
the aggregator portfolio are employed to cope with the deviation in the temporal evolution of 
the wind and demand levels, while tree structures of enhanced complexity tend to increasingly 
restrain this behaviour. On the other hand, when Wind_2 is considered, increased tree 
complexity still imposes constraints on the expected operation, but it depends more on the 
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nodal values of the stochastic process (i.e. it adapts more on the included scenarios). This is 
because flexible resources are primarily employed to limit the observed wind and demand 
variability. In both cases, the extension of the deterministic model to accommodate stochastic 
demand and wind output exhibits significant effects on the derived solution. However, the 
relative values and the dependence among the wind output and the demand levels, significantly 
affect the optimal management of the aggregator portfolio and should be taken into 
consideration. A model able to capture such dependencies is proposed in Chapter 4 and 
examined in Chapter 5. 
 
Figure 3.16: Expected energy content of the ES unit for 4 different scenario trees (Tree 1-
Tree 4) of increasing complexity for profile Wind_2 in Case_2 
 
 
Figure 3.17: Expected wind power output curtailment for 4 different scenario trees (Tree 1-
Tree 4) of increasing complexity for profile Wind_2 in Case_2 
0
50
100
150
200
250
300
350
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
En
er
gy
 c
on
te
nt
 (k
W
h)
Stage
Tree 1 Tree 2 Tree 3 Tree 4
0
10
20
30
40
50
60
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Po
w
er
 (k
W
)
Stage
Tree 1 Tree 2 Tree 3 Tree 4
Chapter 3 Stochastic modelling of the DER aggregator problem using scenario tree formulation 
127 
 
3.7.4 Case 3: DER aggregator stochastic scheduling for different variability levels of the 
stochastic process 
In this case study, the same parameter settings with Case 1 are considered, while ranging 
variability levels of the stochastic process are employed, Var 1 - Var 3, with Var 2 
corresponding to the distribution setting examined in Case 1. Three different normal 
distributions are examined, which are characterised by increased standard deviation, moving 
from distribution Var 1 to Var 3. The respective parameters associated with each distribution 
are presented in Table 3.5. The same principle with the previous cases has been applied with 
500 unique scenarios, forming a scenario fan, being sampled from each distribution for each 
wind profile (i.e. Wind _1 and Wind_2). The presented scenario reduction technique is applied 
on the derived scenarios and scenario trees with the same structural characteristics, as in Case 
2 (i.e. Tree 1-Tree 4), are obtained for each distribution and for each wind profile. The purpose 
of this case study lies in investigating the impact of increased stochastic process variability on 
the value pertaining to more complex scenario trees. 
Table 3.5: Standard deviation of the normal distribution modelling the stochastic process for 
the three scenarios in Case 3 
 Var 1 Var 2 Var 3 
Standard 
deviation 
5% of the mean value 12.5% of the mean value 20% of the mean value 
 
Figures 3.18-3.19 illustrate the actual and expected aggregator cost for the deterministic case 
and the 12 combinations of scenario tree structures and stochastic process variability for the 
two wind profiles. The conclusions associated with both wind profiles are similar. Firstly, in 
all cases, the aggregator cost derived from the solution of the deterministic model constitutes a 
lower bound for the costs derived by the respective stochastic process, regardless of the 
stochastic model adopted. Moreover, it can be noticed that in both cases and for all the 
stochastic processes (i.e. Var 1 – Var 3), more complex scenario tree structures always lead to 
increased expected aggregator scheduling cost. However, the enhancement of the expected cost 
depends on the variability of the stochastic process. On the one hand, when a distribution with 
a small standard deviation and low variability is assumed (i.e. Var 1), the benefit of increased 
tree complexity diminishes after moderate tree structures (i.e. Tree 2). On the other hand, when 
a distribution with a large standard deviation and high variability is employed (i.e. Var 3), the 
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respective benefit is gradually enhanced even for more complex tree structures (i.e. Tree 4). 
When the distribution exhibits moderate variability (i.e. Var 2), an intermediate effect is 
observed, where the increased benefits pertain up to Tree 3. 
 
Figure 3.18: Actual and expected aggregator cost for the deterministic model (Case 4 in 
Chapter 2) and for 4 different scenario trees (Tree 1-Tree 4) of increasing complexity for 3 
variability levels of the stochastic process for Wind_1 in Case_3 
 
 
Figure 3.19: Actual and expected aggregator cost for the deterministic model (Case 4 in 
Chapter 2) and for 4 different scenario trees (Tree 1-Tree 4) of increasing complexity for 3 
variability levels of the stochastic process for Wind_2 in Case_3 
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3.8 Concluding remarks 
In this chapter, we discussed the impact of the inherent stochasticity pertaining to the assets of 
the DER aggregator portfolio on the optimal decision-making process and we addressed 
methods and challenges associated with the modelling process of such uncertainties. The lack 
of perfect information regarding the portfolio features and the market conditions, when a 
decision has to be made, constitutes a prevailing case and renders the decision maker unable to 
proceed to fully-informed decisions. The need to facilitate the decision-making process even 
in an environment of imperfect information has motivated the introduction of stochastic 
programming. Stochastic programming provides the essential framework for handling such 
problems exhibiting significant unpredictability.  
Stochastic models are split into two-stage and multistage ones, depending on the decision-
maker’s ability to intervene and perform corrective actions, based on updated information 
about the evolution of the stochastic process. In two-stage models, decisions are made at the 
first stage, based on the anticipation of the potential outcomes of the stochastic process and 
second-stage decisions emerge as responses to its actual realisation across the entire operating 
horizon. On the other hand, multi-stage frameworks introduce the notion of sequential 
decision-making at each stage of the problem, where partial or full resolution of the entailed 
uncertainty at each stage enhances the solution quality, since multiple corrective actions can 
be performed. However, significant challenges associated with the computational complexity 
emerge, when multistage models are employed. Thus, multistage models have been avoided in 
relevant literature in the context of the DER aggregator problem. 
The computational burden issues encountered, when scenario-based approximations of 
stochastic problems in a multistage framework are employed, are directly related with the 
number of scenarios employed for the representation of the stochastic process. The optimal 
number of scenarios constitutes a compromise between the quality of the approximation of the 
underlying distribution and the modelling complexity of the derived scenario tree. Thus, 
decision-makers seek for scenario trees consisting of a limited number of scenarios, while 
maintaining a reasonably good approximation of the stochastic process. The computational 
burden associated with multistage stochastic models is alleviated, when suitable scenario 
reduction techniques are employed.  
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Therefore, in this chapter, the deterministic model presented in Chapter 2 has been extended 
to capture the unpredictability of the DER aggregator portfolio and a novel multistage 
stochastic model has been proposed. A state-of-the-art scenario reduction technique, based on 
backward reduction principles and employing the Kantorovich distance for the scenario 
evaluation, has been introduced to reduce the size of the scenario tree. Illustrative numerical 
examples presented in this chapter, have demonstrated that the incorporation of the 
stochasticity pertaining to the inflexible demand and the wind power output leads to 
considerable increase in the expected aggregator cost. This stems from the fact that the flexible 
resources of the aggregator portfolio cannot be operated at their maximum flexibility, while 
the aggregator should coordinate its resources, such that the optimal expected chedule across 
all scenarios is derived. Additionally, increasing the complexity of the employed scenario tree 
and providing a finer representation of the stochastic process, has been shown to enhance the 
entailed aggregator cost. However, a saturation of the benefits pertaining to more complex tree 
structures has been observed, after a sufficient number of scenarios and nodes had been 
included. Moreover, the enhancement of the expected cost has been found to depend on the 
variability of the stochastic process. In cases, where the underlying distribution of the stochastic 
process exhibits increased variability, the benefits associated with more complex tree structures 
are augmented, while distributions featuring low variability can be adequately modelled by 
simpler scenario trees. 
On the other hand, the impact of the relative temporal evolution of the wind power output and 
inflexible demand has been demonstrated to have a significant impact on the optimal portfolio 
schedule, when stochasticity was considered. Thus, a novel formulation will be presented in 
Chapters 4 and 5, explicitly capturing the interdependencies among different stochastic 
variables and a suitable testing framework for the quantification of the respective benefits will 
be presented in Chapter 6. 
Finally, we should emphasise that the impact of incorporating stochasticity in the DER 
aggregator problem is expected to be more profound, if the discrete nature characterising the 
decisions regarding the portfolio components is taken into account. In the context of this 
research, simple models have been employed for modelling the DER included in the aggregator 
portfolio (e.g. ES, FD, micro-generators, etc.). However, the majority of these assets exhibit 
discrete operational characteristics and requirements. On the one hand, controllable micro-
generators are generally more flexible compared to the generators employed for the national 
level power production, but still unit commitment and ramping constraints limit their output. 
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On the other hand, flexible demand generally exhibits limitations stemming from the specific 
operational requirements of each flexible load. For example, the operation of wet appliances 
(e.g. washing machines, washer-dryers, etc.), which exhibit a significant flexibility potential is 
based on the execution of user-called cycles which comprise of a sequence of phases occurring 
at a fixed order. These cycles are characterised by fixed duration and power demand and cannot 
be modified or interrupted, once initiated [15], [16]. In a similar way, charging and discharging 
of electric vehicles is expected to take place at specific charging power levels, instead of a 
continuous charging range between a maximum and a minimum limit [15], [16]. The 
irreversibility and uncontrollability of such discrete operational features are expected to 
magnify the effect of decisions based on poor information regarding the evolution of the 
stochastic process, since once a decision has been made (i.e. the initiation of an operating cycle 
for a wet appliance), it cannot be reversed upon the availability of updated information. 
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Chapter 4 Stochastic dual dynamic programming for 
computational complexity reduction 
4.1 Introduction 
As discussed in Chapter 3, stochastic programming problems can be divided into static (two-
stage) and dynamic (multistage) problems. Static problems identify the optimal set of decisions 
at the first stage, while considering a set of potential stochastic outcomes. On the other hand, 
dynamic problems are employed when multiple decisions can be made at various stages of the 
operating horizon, while uncertainty regarding future outcomes is partially or fully resolved. 
In these cases, the timing of the decision, along with the available information for the decision-
maker at the specific time point, is considered significant.  
However, dynamic problems, as demonstrated in Chapter 3, suffer from the so-called curse of 
dimensionality. Discrete approximations of the stochastic process in the form of scenario trees 
are employed so that computational tractability is ensured. The size and structure of the derived 
approximation constitutes a compromise between the required modelling accuracy and the 
problem complexity. As the quality of the approximation is enhanced, the size of the respective 
scenario tree expands and computational burden is exponentially increased. This effect is 
further magnified, when the operating horizon is widened and multidimensional stochasticity 
is considered. 
Scenario reduction approaches, which decrease the cardinality of the required scenario set, 
while retaining a sufficient part of the available information, are employed to overcome 
computational complexity issues. However, in most cases, the size of the provided scenario 
tree is still limited and unable to efficiently capture the underlying distribution of the stochastic 
process. Consequently, suitable decomposition techniques are introduced, which can split the 
original problem into multiple smaller ones, while both enhance computational time and 
increase the solution accuracy by taking into consideration more detailed stochastic 
approximations. In this context, stochastic dual dynamic programming (SDDP) provides the 
required modelling framework, where computational burden is relieved based on dynamic 
programming principles, while problem stochasticity is efficiently taken into account. 
Chapter 4 is organised as follows. Section 4.2 identifies restrictions of scenario tree 
formulations in relevant literature, associated with the cardinality of the employed scenario set. 
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Section 4.3 introduces dynamic programming, which partitions a multistage problem into 
simpler single-stage ones, and presents the general formulation basic terminology, along with 
the solution process of a representative problem. Section 4.4 extends dynamic programming 
decomposition for a stochastic framework and discusses stochastic solution evaluation 
approaches and modelling requirements of the stochastic process. Section 4.5 elaborates on the 
limitations of dynamic programming approaches (i.e. curse of dimensionality) and introduces 
dual dynamic programming that mitigates these complications. Section 4.6 focuses on Benders 
decomposition, which is based on dual dynamic programming principles, and lays out its basic 
concepts, main components and step-by-step implementation. Section 4.7 presents its 
multistage counterpart, namely Nested Benders decomposition and analyses its basic concepts, 
main components and step-by-step implementation. Section 4.8 extends the multistage 
algorithm for a stochastic framework, presents the decomposed version of the DER aggregator 
model employing stochastic dual dynamic programming and discusses the main algorithmic 
features. Finally, Section 4.9 concludes the chapter. 
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4.2 Cardinality restrictions in scenario-based approximations 
As discussed in Chapter 3, stochastic models pertaining to the problem of the DER aggregator 
scheduling mainly adopt static modelling approaches. Additionally, in most cases, a simplified 
representation of the uncertainty space is usually assumed, utilising various scenario generation 
and reduction techniques [57], [77]-[83], [93]. In [78], a risk-constrained two-stage stochastic 
formulation is presented, where stochasticity is captured through a Monte-Carlo scenario based 
approach and uncertain parameters are assumed to follow normal zero-mean distributions. 
Ignoring potential dependencies among these uncertainties, 5000 scenarios are initially 
sampled and are then reduced to 100 for computational tractability purposes. Authors in [93] 
model uncertainties surrounding load and renewable power output using univariate normal 
distributions, fit to historical data. In [82]-[83], a fixed number of scenarios is generated via 
Monte-Carlo simulation to model net wind output and day-ahead (DA) price uncertainty. In 
[57], a simplistic uniform distribution is assumed to capture the uncertainty associated with the 
demand of flexible loads. Authors in [77], [80] develop scenarios describing electric vehicle 
(EV) uncertain characteristics. In both cases a very limited number of scenarios (100 and 185 
respectively) are retained for a 24h scheduling horizon. A wide variety of uncertain variables, 
including solar irradiance, wind speed, inflexible demand and the availability of distributed 
generation (DG), energy storage units and the main grid are explored in [79], [81]. In both 
cases, even though a large number of scenarios is initially sampled, only a small number is 
preserved after the scenario reduction procedure, resulting in a coarse coverage of the 
uncertainty space. 
It is evident that a fundamental limitation of scenario modelling approaches, as the ones 
employed in [57], [77]-[83], [93], lies in dealing effectively with the high dimensional 
stochastic problem faced by the DER aggregator. When such approaches consider multivariate 
uncertainty, a combinatorial explosion of the possible realisations is expected as the planning 
horizon expands, and the problem soon becomes intractable. Consequently, the deployment of 
scenario reduction techniques is unavoidable. Even the employment of static modelling 
approaches, which are characterised by significantly reduced computational complexity 
compared to dynamic ones, prove to be ineffective in facilitating more accurate scenario-based 
approximations. Consequently, the performance of dynamic approaches, despite providing 
greater flexibility to the decision-maker and yielding more efficient solutions, suffer from 
similar dimensionality problems. In order to overcome computational tractability issues 
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introduced by multidimensional stochasticity, a decomposition approach based on dynamic 
programming principles will be presented in this section.  
 
4.3 Deterministic dynamic programming 
4.3.1 General formulation and Principle of Optimality 
Dynamic programming is a dynamic optimisation approach, which has been introduced by R. 
Bellman [94] in 1955, while its applications vary from control theory and planning industrial 
production lines to optimal purchasing and inventory policies and power system planning and 
operation [94], [95]. In general, dynamic programming aims to derive the optimal policy for 
the decision maker in a multistage problem. In this context, the terms of policy and optimal 
policy, which are fundamental in the context of dynamic programming are introduced in [94]. 
Policy corresponds to rule which provides a sequence of acceptable decisions. Thus, the 
optimal policy refers to the sequence of decision, which demonstrates the maximum benefit 
according to a predefined criterion [94]. The cornerstone of dynamic programming lies on the 
Principle of Optimality or Bellman’s principle, which has been introduced in [94], as follows:  
“An optimal policy has the property that whatever the initial state and initial 
decisions are, the remaining decisions must constitute an optimal policy with 
regard to the state resulting from the first decision.” 
The connotation of the Principle of Optimality is that an optimal sequence of decisions can be 
split into sub-sequences of optimal decisions. Specifically, when a decision is made in the 
course of an optimal policy, the system changes and the subsequent decision needs to be 
optimal, regardless of the previous decision, but only considering the new system state. In the 
context of dynamic programming, the system state is significant, while the path that led to this 
particular state is unimportant. Consequently, the optimal policy corresponds to a rule, which 
defines the optimal decision with respect to the current system state. The formal equation of 
the Principle of Optimality has been expressed in [94], [95], as follows1: 
𝑓𝑡(𝒙𝑡) = min𝒙𝑡∈𝐹(𝒙𝑡)
[𝑐𝑡(𝒙𝑡, 𝒙𝑡+1) + 𝑓𝑡+1(𝒙𝑡+1)] (4.1) 
                                                 
1 The formal equation in [94], [95] refers to a maximization problem, but the equivalent equation for a 
minimization problem is straightforwardly derived by substituting the max term with the min. 
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where 𝑡 corresponds to the current stage of the problem, in which a decision must be made. 
The vector of state variables 𝒙𝑡 represents the system state at the end of stage 𝑡 − 1 and at the 
beginning of stage 𝑡, while equivalently 𝒙𝑡+1 captures the vector of the state variables at the 
end of period 𝑡 after making the optimal decision and 𝐹(𝒙𝑡) the set of potential system states 
at stage 𝑡. Additionally, 𝑐𝑡 refers to cost pertaining to stage 𝑡 and depends on both the system 
state 𝒙𝑡 before the optimal decision is made and the system state 𝒙𝑡+1 after it is made. Thus, 𝑓𝑡 
includes the cost of the optimal decision both on the current stage 𝑡 and the subsequent until 
the end of the operating horizon and depends only on the current system state 𝒙𝑡, as 
demonstrated in the Principle of Optimality. Finally, 𝑓𝑡+1 refers to the cost of all the future 
stages, excluding the current one 𝑡. 
According to the Principle of Optimality, when an optimal decision needs to be made, only the 
initial system state, captured by the state variables 𝒙𝑡, is relevant. Then the optimal decision 
set is identified by evaluating (4.1) and a transition to system state 𝒙𝑡+1 is observed. The cost 
of the optimal decision set is divided into the cost pertaining to the current period, augmented 
by the future cost to the end of the operating horizon, associated with the specific decision. 
This captures the recursive nature of dynamic programming, where at each stage 𝑡 an optimal 
decision is made, considering its impact on the entire operating horizon and it is re-evaluated 
at its stage. Consequently, the optimal decisions are determined as a trade-off between the cost 
incurred at the current stage and the future costs that are associated with the current decision. 
In subsection 4.3.2, the process of approximating the impact of current decisions on the future 
costs will be discussed. The step-by-step decision sequence for a 3-stage problem, as expressed 
in (4.1), is the following: 
1. Decisions pertaining to stage 1 are made, taking into account the initial system state, 
𝒙1, and the costs associated with stage 1 and stages 2 to 3, by evaluating: 
𝑓1(𝒙1) = min𝒙1∈𝐹(𝒙1)
[𝑐1(𝑥1, 𝑥2) + 𝑓2(𝑥2)] (4.2) 
2. Decisions pertaining to stage 2 are made, considering the system state at the beginning 
of stage 2, 𝒙2, and the costs associated with stage 2 and stage 3, by assessing: 
𝑓2(𝒙2) = min𝒙2∈𝐹(𝒙2)
[𝑐2(𝒙2, 𝒙3) + 𝑓3(𝒙3)] (4.3) 
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3. Decisions pertaining to stage 3 are made, assuming the system state at the beginning of 
stage 3, 𝒙3, and the costs associated with the current stage, by determining: 
𝑓3(𝒙3) = min𝒙3∈𝐹(𝒙3)
[𝑐3(𝒙3, 𝒙4)] (4.4) 
In this problem, stage 3 corresponds to the terminal stage and 𝒙4 corresponds to the system 
state at the end of the operating horizon. It is assumed that there is no terminal cost capturing 
the impact of 𝒙4 on the value remaining after end of the horizon (i.e. salvage cost), but any cost 
function could be included. We should also emphasise that even though the future cost at each 
stage 𝑡 depends on both 𝒙𝑡 and 𝒙𝑡+1, when it constitutes current state’s problem it depends 
solely on 𝒙𝑡, according to the Principle of Optimality. 
A basic feature of dynamic programming is that a multistage problem is decomposed into 
simpler single-stage ones, as depicted in (4.2) - (4.4). Each single-stage problem includes a 
term capturing the impact of the current decision on the following stages. The recursive nature 
of solution process, along with the future cost approximation approach will be analysed in the 
next subsection. Finally, very basic terms associated with dynamic programming that will be 
used in the next sections, include: 
• Master problems: A collection of single-stage problems, which capture the problem 
encountered at the current stage (e.g. 𝑓1(𝒙1) at stage 1). In the context of the DER 
aggregator examined in Chapter 2, the master problem at stage 𝑡 corresponds to the cost 
of the optimal resource scheduling at the current stage. 
• Sub-problems: A collection of single-stage problems, which represent the future cost 
until the end of the operating horizon pertaining to the current stage (e.g. 𝑓2(𝒙1, 𝒙2) at 
stage 1). In the context of the DER aggregator problem, the sub-problem at stage 𝑡 
corresponds to the cost incurred at stages 𝑡 + 1 to 𝑇, as a consequence of the decision 
made at stage 𝑡. 
• Decision variables: The vector of optimal decisions 𝒚𝑡 made at stage 𝑡, considering the 
initial system state and the impact of 𝒚𝑡 on the current and future costs.  
• State variables: The vector that can independently and completely describe the system 
state without any requirement for additional data, regarding the process that led to the 
specific state. In the context of the DER aggregator problem, the state variables are 
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related to the assets that require intertemporal constraints to model their performance, 
namely ES and FD unit. Regarding the ES units, the state variables correspond to the 
energy content of the ES unit at stage 𝑡, while as far as the FD units are concerned the 
aggregate load shift up to stage 𝑡 constitute the required state variables. For example, if 
at stage 𝑡 this information is available, the optimal charging/discharging schedule that 
would satisfy equation (2.3) and the optimal load shift for periods 𝑡 + 1 to 𝑇, 
considering the load shifted up to period 𝑡, that would satisfy equation (2.9), could be 
derived. 
• State equations: Equations that capture the temporal evolution of the state variables 
across the stages. More specifically, they correspond to the relation between the state 
variable values at the current and the next stage, while considering the optimal decisions 
at the current stage and are given by (4.5). 
𝒙𝑡+1 = 𝒙𝑡 + 𝒚𝑡 (4.5) 
• State space: The set of allowable values of the state variables 𝒙𝑡. In the context of the 
DER aggregator problem, the state space includes every potential value of the energy 
content and the aggregate load shift of an ES and an FD unit, respectively. 
 
4.3.2 Solution process of dynamic programming problems 
The solution of dynamic problems involves a recursive process (i.e. backward recursion), 
which initiates from the last stage, where the approximation of the respective future cost is not 
necessary, and moves towards the first one. The problem solved at the last stage 𝑇 is expressed 
in (4.6). 
𝑓𝑇(𝒙𝑇) = min𝒙𝑇∈𝐹(𝒙𝑇)
[𝑐𝑇(𝒙𝑇, 𝒙𝑇+1)] (4.6) 
where 𝑓𝑇 corresponds to the cost pertaining to the last stage 𝑇, while 𝒙𝑇 and 𝒙𝑇+1 represent 
the vectors of the state variables at the beginning and the end of stage 𝑇, respectively and 𝐹(𝑥𝑇) 
the set of potential system states at stage 𝑇. The values of the state variables 𝒙𝑇 are finalised 
and constitute inputs for the stage 𝑇 problem, but are unknown when the specific problem is 
solved (the process initiates at this stage). Thus, dynamic programming employs discretisation 
of the state variables in order to overcome this complication. A discrete set of values of 𝒙𝑇 are 
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selected and problem (4.6) is solved for selected values of 𝒙𝑇. The pairs of state variable 
discretizations and optimal objective function values for 𝑓𝑇 are retained for the next step. 
The recursive algorithm proceeds to stage 𝑇 − 1, which is the next one that will be solved, and 
is expressed in (4.7). 
𝑓𝑇−1(𝒙𝑇−1) = min𝒙𝑇−1∈𝐹(𝒙𝑇−1)
[𝑐𝑇−1(𝒙𝑇−1, 𝒙𝑇) + 𝑓𝑇(𝒙𝑇)] (4.7) 
where, similarly to (4.6), where 𝑓𝑇−1 corresponds to the cost pertaining to the current stage 𝑇 −
1, while 𝒙𝑇−1 and 𝒙𝑇 represent the vectors of the state variables at the beginning and the end 
of stage 𝑇 − 1, respectively and 𝐹(𝒙𝑇−1) the set of potential system states at stage 𝑇 − 1. 
Additionally, 𝒙𝑇−1 is not available when stage 𝑇 − 1 problem is solved and a set of state space 
discretisations is employed, as in (4.6). The solution of (4.7) entails the calculation of the future 
cost term 𝑓𝑇(𝒙𝑇) for various values of 𝒙𝑇. However, it is not certain that the required values 
of 𝒙𝑇 will be included in the set of discretisations selected at the previous step and, most 
probably, the respective pair of state variable 𝒙𝑇 and optimal value of 𝑓𝑇(𝒙𝑇) will not be 
available. In such case, suitable approximation methods (i.e. interpolation) are employed to 
estimate the required value. 
The same recursive process continues until the first stage has been reached. At the first stage, 
problem (4.8) is solved. 
𝑓1(𝒙1) = min𝒙1∈𝐹(𝒙1)
[𝑐1(𝒙1, 𝒙2) + 𝑓2(𝒙2)] (4.8) 
where, similarly to (4.6) - (4.7), 𝑓1 corresponds to the cost pertaining to the first stage, whsile 
𝒙1 and 𝒙2 represent the vectors of the state variables at the beginning and the end of the first 
stage, respectively and 𝐹(𝒙1) the set of potential system states at stage 1. At the first stage, 
which corresponds to the current stage (or a time-point with known features), the values of 𝒙1 
are known, while the values of 𝑓2(𝒙2) for discrete values of 𝒙2 are available from the solution 
of the stage 2 problem. 
The solution obtained at stage 1 constitutes the optimal set of decisions for stage 1, while 
recursive substitution of 𝒙2, ⋯ , 𝒙𝑇, calculated using (4.5), in equations (4.8),⋯,(4.7) and (4.6) 
yield the optimal decisions for stages 2, ⋯ , 𝑇, respectively. 
 
Chapter 4 Stochastic dual dynamic programming for computational complexity reduction 
140 
 
4.4 Stochastic dynamic programming 
4.4.1 General formulation and solution process 
Stochastic dynamic programming is based on the same principles with its deterministic 
counterpart, where discretisation of the state space is introduced to approximate the value of 
the future cost for different values of 𝒙𝑡 at different stages of the problem. However, in the 
stochastic case, each single-stage problem is solved for the potential outcomes of the stochastic 
process pertaining to the studied problem. The optimal objective function values are calculated 
across the distribution of the stochastic process and they are substituted in equations (4.6) - 
(4.8) by their expected values. The optimal values express the expected values of 𝑓𝑡(𝒙𝑡) 
weighted by the respective probabilities of occurrence of the stochastic realisations.  
Consequently, the introduction of stochasticity in a dynamic programming problem 
encompasses the employment of the stochastic Principle of Optimality [96], which is presented 
in (4.9). 
𝑓𝑡(𝒙𝑡) = min𝒙𝑡∈𝐹(𝒙𝑡)
𝔼𝝎𝑡[𝑐𝑡(𝒙𝑡, 𝒙𝑡+1) + 𝑓𝑡+1(𝒙𝑡+1)] (4.9) 
where 𝔼𝝎𝑡[∙] denotes the expectation of the term in the bracket over the stochastic process 𝝎𝑡 
at stage t and 𝑓𝑡 corresponds to the expected cost over 𝝎𝒕 at stage 𝑡. Similarly, the immediate 
cost at stage 𝑡, 𝑐𝑡(𝒙𝑡, 𝒙𝑡+1), and the future cost for stages 𝑡 + 1 to 𝑇, 𝑓𝑡+1(𝒙𝑡+1), refer to 
expected cost values over 𝝎𝑡. 
Let’s assume that for the problem corresponding to stage 𝑡, the stochastic process 𝝎𝒕 consists 
of 𝑗 realisations (i.e. 𝜔𝑡1, ⋯ , 𝜔𝑡𝑗) with respective probabilities of occurrence 𝜋𝜔𝑡1 , ⋯ , 𝜋𝜔𝑡𝑗 . In 
this case, the stage 𝑡 problem is expressed in an analytical form in (4.10). In case the underlying 
distribution of the stochastic process 𝝎 is continuous, a discrete approximation should be 
derived. The most popular methods for the approximation of continuous distributions are 
briefly discussed in subsection 3.4.2. 
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𝑓𝑡(𝒙𝑡) = 𝜋𝜔𝑡1 { min𝒙𝑡∈𝐹(𝒙𝑡)
[𝑐𝑡(𝒙𝑡, 𝒙𝑡+1) + 𝑓𝑡+1(𝒙𝑡+1)]} + 
(4.10)  𝜋𝜔𝑡2 { min𝒙𝑡∈𝐹(𝒙𝑡)
[𝑐𝑡(𝒙𝑡, 𝒙𝑡+1) + 𝑓𝑡+1(𝒙𝑡+1)]} + ⋯ + 
 𝜋𝜔𝑡𝑗 { min𝒙𝑡∈𝐹(𝒙𝑡)
[𝑐𝑡(𝒙𝑡, 𝒙𝑡+1) + 𝑓𝑡+1(𝒙𝑡+1)]} 
The solution process includes the same steps outlined in subsection 4.3.2, but instead of solving 
the stage 𝑡 problem for each discretised value of 𝒙𝑡, each value of 𝒙𝑡 is solved for every 
realisation of 𝝎𝑡. Consequently, the problem associated with a single value of 𝒙𝑡 is solved 𝑗 
times. When all the problems pertaining to stage 𝑡 have been solved, the respective values of 
𝑓𝑡(𝒙𝑡) are deterministically known and can be employed for the solution of the problem 
referring to stage 𝑡 − 1. Similar to the deterministic case, the same process is recursively 
repeated until the first stage, where both the stochastic process 𝝎1 and the values of the state 
variables 𝒙1 are known, has been reached. 
The solution obtained, when a deterministic dynamic problem is solved, corresponds to the 
optimal set of decisions pertaining to the entire operating horizon. On the contrary, when a 
stochastic dynamic problem is considered, the respective solution corresponds to expected 
values, while the optimal set of decisions is dependent on the realisations of the stochastic 
process. Consequently, only the first-stage decisions constitute an implementable set of actions, 
since the uncertainty pertaining to the first stage, has been resolved when the corresponding 
decision is made. However, an optimal policy has been derived for the remaining stages 𝑡 =
{2, ⋯ , 𝑇}, which provides a rule for deriving the optimal decisions, once the stochasticity 
associated with stage 𝑡 has been resolved. 
This feature constitutes a significant benefit of dynamic programming approaches compared to 
scenario tree approximations. Solutions corresponding to scenario tree formulations are 
explicitly tailored to the employed scenario set, while the optimal decision set is obtained for 
the assumed outcomes of the stochastic process. However, when the stochasticity pertaining to 
stage 𝑡 is resolved, the realised outcome of the stochastic process will, most probably, not have 
been included in the scenario set. In this case, scenario tree solutions are not implementable, 
when the realisations of the stochastic process diverge from the scenario tree nodal values. On 
the other hand, dynamic programming determines an optimal policy for each stage 𝑡, which 
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constitutes a rule that provides the optimal decision set considering the realized values of the 
stochastic process. 
 
4.4.2 Evaluation of the solutions obtained from stochastic dynamic problems 
As discussed in the previous subsection, solutions obtained from stochastic dynamic problems 
are expressed in the form of an optimal policy that suggests the optimal decisions when the 
stochastic process has been realised, instead of a definite set of decisions for the entire operating 
horizon. The absence of a discrete set of scenarios, as in scenario tree approximations (see 
Chapter 3), or a single potential scenario, as in deterministic dynamic problems (see section 
4.3), necessitates the introduction of an alternative approach for the evaluation of the derived 
policy. Monte-Carlo validation constitutes the most common approach for the assessment of 
the optimal policies obtained from stochastic dynamic problems [74], [75]. 
Monte-Carlo validation is based on repeated random sampling of the underlying probability 
distribution, which can either be discrete or continuous, and provides a set of potential 
outcomes of the stochastic process, along with their probabilities of occurrence. The number 
of scenarios generated from the Monte-Carlo sampling of the probability distribution 
constitutes a decision-maker’s choice and depends on the nature of the studied problem. The 
optimal policies determined during the solution of the dynamic problem are employed to 
identify the optimal set of actions for each scenario. When a single scenario is considered, a 
deterministic version of the problem expressed in (4.10) is solved, while the expected future 
cost approximations (i.e. the pairs of 𝒙𝑡 and expected 𝑓𝑡) for each stage 𝑡 are used to determine 
the optimal decisions 𝒚𝑡. The same process is repeated for every stage of the operating horizon 
and every scenario included in the Monte-Carlo validation set. The total cost of each scenario 
corresponds to the summation of the immediate costs 𝑐𝑡 for every stage 𝑡. 
Each scenario derived by Monte-Carlo sampling corresponds to a unique realiaation of the 
stochastic process, while the optimal decisions pertaining to each scenario provide useful 
insights to the decision-maker regarding the potential states of the studied problem. Moreover, 
the cost expectation over all scenarios, if the respective scenario probabilities are considered, 
along with probability distribution of the scenario costs can significantly enhance the 
assessment of the derived optimal policy and provide additional insights. Case studies 
presented in Chapter 6 will propose a Monte-Carlo framework for the assessment of the 
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quality of the solutions obtained from two different stochastic modelling approaches (i.e. 
scenario tree versus dynamic programming approaches). 
 
4.4.3 Stochastic process requirements 
A significant limitation of the conventional dynamic programming approaches presented in 
subsection 4.4.2 is the requirement of temporal independency of stochastic process. Temporal 
independency indicates that the realisation of the stochastic process at stage 𝑡 should not 
depend on the realisations at stage 𝑡 − 1. This requirement is enforced by the Principle of 
Optimality (see subsection 4.4.1), which entails that the state variables of the system should 
completely capture the current system state, without need for prior information. However, if 
temporal dependency is considered, the realisations of the stochastic process at the current 
stage would require information of the realisations observed at the previous one. Consequently, 
in such a case, the stochastic process should be included in the vector of the problem state 
variables. Two novel extensions of the stochastic dynamic programming approaches, which 
would overcome the temporal independence restrictions will be proposed in Chapter 5, while 
simulations presented in Chapter 6 will demonstrate the benefit of considering temporal 
characteristics of the stochastic processes. 
 
4.5 Curse of dimensionality 
In Chapter 3, scenario tree models have been introduced, as a method to capture uncertainty in 
stochastic problems. However, the need to employ discretised approximations of the 
probability distributions pertaining to the stochastic process triggers problems associated with 
the combinatorial explosion of the problem [76]. As the number of stochastic variables 
included in the stochastic process and the number of stages increase, the complexity of the 
respective scenario tree exponentially increases and the computational burden is enhanced. 
Even though temporal decomposition of the problem mitigates computational complexity 
issues, dynamic programming suffers from the so-called curse of dimensionality, which 
confines its applicability in large-scale problems [96]. The term dimensionality refers to the 
cardinality of the vector of state variables at stage 𝑡. As described in section 4.4.1, each single 
stage problem is solved for a number of discretised values of 𝒙𝑡 for the approximation of the 
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future cost 𝑓𝑡+1. In case of a multidimensional state variable vector, the respective single stage 
problem is solved for all the combinations of the discretised state variables. For example, if we 
assume that the examined problem includes 𝑘 state variables and 𝑙 discretisations are employed 
for the future cost approximations, each single stage problem is solved 𝑙𝑘 times. Table 4.1 
illustrates the number of single-stage problems that need to be solved at each stage 𝑡 for ranging 
discretisation levels and state variable dimensionality, assuming 10 state space discretisation 
levels and a 3-dimensional state variable vector, respectively. We should note that the number 
of problem calculations pertaining to stage 𝑡 refer only to the calculations entailed by the state 
variable discretisation. When stochastic dynamic problems are considered, each state variables 
combination is solved for all the realisations of the stochastic process. For example, if 𝑚 
realisations are employed to capture the problem stochasticity at stage 𝑡, the respective single 
stage problem calculations are given by 𝑚 ∙ 𝑙𝑘. 
Table 4.1: Number of single stage problem calculations for varying state variable 
dimensionality and discretisation levels in dynamic programming problems 
State variable 
dimensionality 
Single-stage problem 
calculations 
Discretisation 
levels 
Single-stage problem 
calculations 
2 102 5 53 = 125 
4 104 10 103 = 1000 
6 106 15 153 = 3375 
8 108 20 203 = 8000 
10 1010 25 253 = 15625 
 
The curse of dimensionality inhibits the applicability of dynamic programming approaches on 
problems including considerable number of state variables. However, two main approaches 
that limit the impact of increased state space dimensionality, have been proposed: 
• Reducing the required state space discretisations [97]: Similar to the number of nodes 
employed to approximate the probability distribution in scenario tree modelling, the 
number of discretisations of the state space constitutes responsibility of the decision-
maker. If an optimal policy of reduced accuracy is deemed acceptable, a limited number 
of discretisations would be sufficient. However, in most cases, the best possible 
accuracy level is required and alternative reduction approaches are introduced. 
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Intuitively, the number of discretisations required to accurately cover the entire state 
space is directly related to its size. Thus, if specific areas of the state space 
corresponding to infeasible solutions, as dictated by the problem constraints (i.e. 
maximum and minimum charging/discharging power limits for ES units), are removed, 
the number of required discretisations is reduced. An alternative approach proposed in 
[97], suggests a more informed selection of the discretisation points, where only a 
restricted set of discretisations is initially considered, while the most interesting points 
gain increased attention with additional points around them being examined. However, 
reduction of the final number of discretisations is not guaranteed. State space reduction 
approaches can moderately limit the number of state space discretisations in specific 
applications, but their potential is very limited. 
• Alternative approaches for the future cost approximation [98]: According to this class 
of approaches, the number of discretisations is readily reduced and suitable 
approximation methods are employed when a future cost value for a non-discretised 
point of the state space is required. The most popular method of this class is the 
interpolation, where interpolating the values of the two closest discretised point of the 
state space provides the respective future cost value for any non-discretised points. 
However, interpolation does not always accurately capture the true future cost evolution 
between the discretised values and may provide unreliable estimation. In this context, 
an alternative approach proposes the introduction of analytical representations of the 
future cost values around the discretised points [98]. According to this approach, a very 
limited number of discretisations is required and analytical functions, modelling the 
evolution of the future cost around these points, are deployed. This approach has 
triggered the introduction of dual dynamic programming, which has been demonstrated 
to mitigate state space dimensionality issues and attain robust solutions [96], [98]. Dual 
dynamic programming employs linear constraints to provide a piecewise linear 
approximation of the future cost function around the discretisation points of the state 
space. However, the suitability of linear constraints to accurately approximate the future 
cost functions depends on the characteristics of the examined problem, as depicted in 
Figure 4.1. We should notice that in Figure 4.1, when the future cost function exhibit 
non-convex or non-concave characteristics, the employed linear constraints may 
remove useful parts of the state space, which may correspond to the optimal solution. 
Thus, an important restriction of dual dynamic programming approaches lies in the 
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requirement for the problem to be convex or concave. The DER aggregator problem 
presented in Chapter 2 constitutes a convex problem and suitable decomposition 
schemes based on dual dynamic programming may be deployed. One of the prevailing 
decomposition approaches based on dual dynamic programming principles, the 
Benders decomposition algorithm, is presented in section 4.6, while its extension for 
stochastic multistage problems is discussed in sections 4.7 and 4.8. 
 
(a) (b) 
Figure 4.1: Future cost function approximation through Benders cuts in the case of (a) 
convex and (b) non-convex functions. 
 
4.6 Benders decomposition  
4.6.1 General formulation 
Benders decomposition [99] is a decomposition algorithm, based on dynamic programming 
principles, which was proposed in 1962 by J. F. Benders for the solution of mixed integer 
optimisation problems. The algorithm focuses on problems exhibiting a special structure, 
which involves the presence of complicating variables. The term ‘complicating variables’ 
refers to variables that hinder the natural decomposition of the problem into multiple 
uncorrelated individual subproblems. The general structure of the problems, which can be 
solved employing Benders decomposition, is the following: 
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 𝑧 = 𝑚𝑖𝑛[𝒄𝑇𝒙 + 𝒅𝑇𝒚] (4.11) 
 s.t.  𝑨𝒙 ≥ 𝒃 (4.12) 
 𝑬𝒙 + 𝑭𝒚 ≥ 𝒉 (4.13) 
 𝒙 ≥ 0, 𝒚 ≥ 0 (4.14) 
where 𝒙, 𝒚 denote the decision variables of the problem, while 𝒛 corresponds to the objective 
function of the problem and constitutes a linear combination of the decision variables. In (4.11) 
- (4.14) 𝒙 is the complicating variable, while 𝒚 is the non-complicating one. The presence of 𝒙 
in (4.13) hinders the decomposition of the problem into two unrelated subproblems, where each 
of them would separately determine the optimal decisions 𝒙 and 𝒚, considering (4.12) and 
(4.13) respectively. However, (4.13) couples the two decision variables into one constraint and 
direct separation is infeasible. 
The main principle of Benders decomposition lies in the partitioning of the initial problem into 
a master problem and a subproblem, exploiting the problem structure as expressed in (4.11) - 
(4.14) and the presence of the complicating variables. The master problem optimises the 
complicating variable, while an approximation of the value of the subproblem is employed. 
The optimal solution derived from the master problem constitutes a trial solution, which is 
used during the solution of the subproblem. The subproblem optimises the non-complicating 
variable with regards to the trial values of the complicating one (provided by the master 
problem), while the impact of the trial solutions on the optimal subproblem value is captured 
via the dual variables of the coupling constraint (4.13). The dual variables, along with the trial 
solutions, are employed to construct linear approximations of the subproblem optimal value 
with respect to the complicating variable; the so-called Benders cuts. The Benders cuts are 
appended to the master problem and provide a piecewise linear approximation of the 
subproblem, when the master problem is solved. Benders decomposition algorithm is an 
iterative process, which involves the successive solution of the master problems, where trial 
values of the complicating variable are identified, and the subproblems, where Benders cuts 
corresponding to the trial values, are derived. At each iteration, an additional cut is appended 
to the master problem, improving the subproblem approximation, while the algorithm 
terminates when a representation of prescribed accuracy has been constructed. 
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4.6.2 Main components of the Benders decomposition algorithm 
As stated in the previous section, Benders decomposition splits the problem (4.11) - (4.14) into 
a master problem and a subproblem and linear constraints are employed to approximate the 
subproblem’s objective function value in the master problem. A brief discussion on the basic 
components associated with the decomposition process, namely the master problem, the 
subproblem, the Benders cuts, the termination criterion and the bounds employed for its 
calculation, follows hereafter. 
Master Problem 
The master problem includes only the complicating variables 𝒙 and the scalar variable 𝛼, which 
is introduced to approximate the value of the subproblem. The general structure of the master 
problem is presented in (4.15), where 𝑖 and 𝐼 indicate the iteration index and set, respectively 
and 𝛼(𝒙𝑖), 𝝀𝑖 correspond to the subproblem optimal value for 𝒙𝑖 and the associated dual 
variables, respectively. The construction of the Benders cut will be discussed in the relevant 
subsection. We should note that 𝒙𝑖 constitutes an input parameter, when the master problem 
pertaining to iteration 𝑖 is solved. 
 𝑧𝑖 = 𝑚𝑖𝑛[𝒄𝑇𝒙 + 𝛼] 
 s.t. 𝑨𝒙 ≥ 𝒃 
 𝑎 ≥ 𝛼(𝒙𝑖) − (𝒙 − 𝒙𝑖)𝑇𝑬𝑇𝝀𝑖 𝑖 = {1, ⋯ , 𝐼} (4.15) 
 𝒙 ≥ 0 
Subproblem 
The subproblem includes only the non-complicating variables 𝒚, while the optimal solution is 
determined for the trial values 𝒙𝑖 provided by the master problem solution. Thus, 𝒙𝑖 constitutes 
an input for the coupling constraint, while 𝝀𝑖 constitute the dual variables associated with the 
coupling constraint. The interpretation of the dual variables 𝝀𝑖 is that it captures the change in 
the optimal objective function value 𝛼(𝒙𝑖) for a unit change of the trial values 𝒙𝑖 and are 
employed to communicate the impact of 𝒙𝑖 on the subproblem. The general structure of the 
subproblem is presented in (4.16). 
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 𝛼(𝒙𝑖) = 𝑚𝑖𝑛[𝒅𝑇𝒚] 
 s.t. 𝑭𝒚 ≥ 𝒉 − 𝑬𝒙𝑖 : 𝝀𝑖  (4.16) 
 𝒚 ≥ 0 
Benders cuts 
Benders cuts are introduced to approximate the value of the subproblem, when the master 
problem is solved, and are iteratively appended to the master problem, gradually improving the 
approximation quality. They are constructed for each trial value 𝒙𝑖 determined by the master 
problem and the dual variables of the coupling constraint are employed to represent the effect 
of a unit change in 𝒙𝑖 on the optimal subproblem value. In the context of dynamic 
programming, the set of Benders cuts provides an approximation of the future cost function, 
which, in the case of convex problems, is approximated from below (i.e. cuts lie below the 
actual future cost function) [99]. Intuitively, employing the dual variables for the future cost 
function approximation exhibits increased accuracy compared to interpolating between 
discretised points of the state space. The Benders cut derived at iteration 𝑖 is given in (4.17), 
while an illustrative example of the approximation of the future cost function through Benders 
cuts at iteration 𝐼, is presented in Figure 4.2. 
 𝑎 ≥ 𝛼(𝒙𝑖) − (𝒙 − 𝒙𝑖)𝑇𝑬𝑇𝝀𝑖 (4.17) 
 
 
Figure 4.2: Illustrative example of the approximation of the future cost function through 
Benders cuts at iteration 𝒊. 
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Termination (convergence) criterion 
The Benders algorithm terminates, when the upper and lower bounds are close enough so that 
the convergence criterion expressed in (4.18) is satisfied for a sufficiently small number 𝜖 (i.e. 
convergence tolerance), introduced by the decision-maker. At iteration 𝑖 when convergence is 
achieved, the subproblem approximation 𝛼 is very close to the actual subproblem value 𝛼(𝒙𝑖) 
and 𝒙𝑖 and 𝒚, pertaining to the current iteration, constitute the optimal solution of the problem. 
 𝑧𝑖 − 𝑧𝑖 ≤ 𝜖 (4.18) 
Upper bound 
At iteration 𝑖, the subproblem constitutes a “more constrained” version of the original non-
decomposed problem, since 𝒙𝑖 is fixed to the master problem solution and only 𝒚 is optimised. 
Consequently, the objective function value of the original problem for this solution corresponds 
to an upper bound of the problem and is illustrated in (4.19). 
 𝑧𝑖 = 𝒄𝑇𝒙𝑖 + 𝛼(𝒙𝑖) (4.19) 
Lower Bound 
The master problem illustrated in (4.15) corresponds to a “more relaxed” version of the original 
non-decomposed problem. As discussed in the previous subsection, Benders cuts provide an 
approximation to the actual subproblem value. They are iteratively built and appended to the 
master problem gradually improving the accuracy of the corresponding approximation. 
Theoretically, an infinite (in practice very large) number of cuts is required to accurately 
represent the future cost function. However, the master problem employs only a subset of the 
potentially available set of cuts. Thus, the value of the master problem solved at iteration 𝑖 
constitutes a lower bound of the original problem, since a subset of cuts is disregarded, and is 
illustrated in (4.20). 
 𝑧𝑖 = 𝒄𝑇𝒙𝑖 + 𝑎 (4.20) 
We should note that Benders cuts expressed in (4.17) require that the respective subproblem is 
feasible; hence, they are called optimality cuts. When the subproblem is infeasible, instead of 
the optimality cuts, Benders decomposition algorithm deploys the feasibility cuts, which forbid 
infeasible solutions. However, if suitable slack variables are introduced to the subproblem, 
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ensuring the subproblem feasibility, feasibility cuts are no longer required, as long as the 
respective dual variables capture and communicate the infeasibility issue to the master problem 
[100]. 
 
4.6.3 Benders decomposition algorithm 
The step-by-step implementation of Benders decomposition algorithm discussed in the 
previous subsections is presented in Table 4.2. 
Table 4.2: Step-by-step implementation of Benders decomposition algorithm 
Step 1 Initialize iteration index and upper and lower bounds. 
𝑖 = 1, 𝑧𝑖 = 0, 𝑧𝑖 = +∞. 
Define convergence tolerance 𝜖. 
Step 2 Solve master problem (4.15) considering all cuts appended up to 
iteration 𝑖 (no cuts for 𝑖 = 1). 
Obtain complicating variables 𝒙𝑖. 
Step 3 Solve subproblem (4.16) for complicating variable values 𝒙𝑖. 
Obtain dual variables 𝝀𝑖. 
Step 4 Check convergence criterion (4.18) by evaluating the difference 
between the upper (4.19) and lower (4.20) bounds. 
Step 5 If convergence has been achieved, 𝒙𝑖 constitutes the optimal solution. 
Jump to Step 8. 
Step 6 If convergence has not been achieved, create Benders cut according to 
(4.17) using 𝒙𝑖 and 𝝀𝑖. 
Step 7 Increment iteration index 𝑖 = 𝑖 + 1 and jump to Step 2. 
Step 8 End 
 
4.7 Multistage (Nested) Benders decomposition 
4.7.1 General formulation 
As stated in the previous section, Benders decomposition algorithm is a decomposition 
technique, which partitions the original problem into a master problem, including the 
Chapter 4 Stochastic dual dynamic programming for computational complexity reduction 
152 
 
complicating variables, and a subproblem, which involves the non-complicating ones. The 
problem decomposition is not performed on a temporal or stage-wise basis, but, generally, the 
master problem and the subproblem refer to two distinct aspects of the system operation. 
Authors in [101] develop a security-constrained unit commitment model, where Benders 
decomposition is used to decouple the unit commitment and the network security problems. In 
a similar vein, the author in [100] proposes a stochastic framework for transmission expansion 
planning problem, where Benders decomposition is employed to separate the investment and 
operational problems. In the same context, [102] introduces a novel decomposition scheme for 
long-term planning problems, where a highly generalisable extension of the classical Nested 
Benders algorithm, which addresses complexities pertaining to the presence of non-sequential 
investment state equations, is proposed. However, Nested (multistage) Benders decomposition 
has emerged as an extension of the classic Benders decomposition, facilitating the partitioning 
of multistage problems [96]. Nested Benders decomposition is based on the same principles 
with classic Benders decomposition, where the original problem is separated in a sequence of 
master problems and subproblems, which exhibit similar properties with the ones presented in 
section 4.6. A major difference stems from the nested nature of the multistage algorithm, where 
a single stage optimisation problem may correspond to a master problem and a subproblem at 
the same time. The nested structure pertaining to problems employing Nested Benders 
algorithm will be more obvious, if we consider the three-stage problem presented in (4.21) - 
(4.27) and discuss the main features of the algorithm. Problem (4.21) - (4.27) exhibits similar 
structure with problem (4.11) - (4.14), but the presence of the two coupling constraints (4.25) 
- (4.26) introduces coupling among all problem stages. 
 𝑓(𝒙1, 𝒙2, 𝒙3) = 𝑚𝑖𝑛[𝒄1𝑇𝒙1 + 𝒄2𝑇𝒙2 + 𝒄3𝑇𝒙3] (4.21) 
 s.t. 𝑨1𝒙1 ≥ 𝒃1 (4.22) 
 𝑨2𝒙2 ≥ 𝒃2 (4.23) 
 𝑨3𝒙3 ≥ 𝒃3 (4.24) 
 𝑬1𝒙1 + 𝑭2𝒙2 ≥ 𝒉1 (4.25) 
 𝑬2𝒙2 + 𝑭3𝒙3 ≥ 𝒉2 (4.26) 
 𝒙1, 𝒙2, 𝒙3 ≥ 0 (4.27) 
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where, 
𝑓 Objective function of the original problem. 
𝒙1, 𝒙2, 𝒙3 Vectors of decision variables for stages 1,2,3. 
𝒄1𝑇, 𝒄2𝑇, 𝒄3𝑇 Vectors of cost coefficients for decision variables 𝒙1, 𝒙2, 𝒙3. 
𝑨1, 𝑨2, 𝑨3 Matrix of constraint coefficients for non-coupling constraints. 
𝒃1, 𝒃2, 𝒃3 Matrix of constraint limits for non-coupling constraints. 
𝑬1, 𝑬2, 𝑭2, 𝑭3 Matrix of constraint coefficients for coupling constraints. 
𝒉1, 𝒉2 Matrix of constraint limits for coupling constraints. 
The structure of the original (i.e. non-decomposed) problem presented in (4.21) - (4.27) can be 
exploited and Benders decomposition can be applied and resolve the coupling limitations. In 
this context, the original problem can be decomposed into a sequence of master and 
subproblems. The temporal decomposition process starts with the separation of the first stage 
problem from the remaining periods, resulting in master problem (4.28) and subproblem (4.29). 
Master problem for stage 1 
 𝑓(𝒙1) = 𝑚𝑖𝑛[𝒄1𝑇𝒙1 + 𝑎1] 
 s.t. 𝑨1𝒙1 ≥ 𝒃1 
 𝑎1 ≥ 𝛼1(𝒙1𝑖 ) − (𝒙1 − 𝒙1𝑖 )
𝑇𝑬1𝑇𝝀𝒙1
𝑖  (4.28) 
 𝒙1 ≥ 0 
where 𝑓(𝒙1) corresponds to the approximate objective function of the original problem, 𝑎1 
represents the approximation of the subproblem’s optimal value and 𝝀𝒙1𝑖  denotes the dual 
variable obtained from the subproblem’s coupling constraints at iteration 𝑖 for trial value 𝒙1𝑖 . 
Subproblem for stage 1 
 𝑎1(𝒙1𝑖 ) = min[𝒄2𝑇𝒙2 + 𝒄3𝑇𝒙3] 
 s.t. 𝑨2𝒙2 ≥ 𝒃2 
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 𝑨3𝒙3 ≥ 𝒃3 
 𝑭2𝒙2 ≥ 𝒉1 − 𝑬1𝒙1𝑖  (4.29) 
 𝑬2𝒙2 + 𝑭3𝒙3 ≥ 𝒉2 
 𝒙2, 𝒙3 ≥ 0 
where 𝒙1𝑖  denotes the trial value of the complicating variable 𝒙1 provided by the master problem 
at iteration 𝑖 and 𝑎1(𝒙1𝑖 ) represents the subproblem’s objective function value for the trial value 
𝒙1𝑖 . We should note that master problem (4.28) is aligned with the requirements of Benders 
decomposition, since it only contains the complicating variable 𝒙1 and the coupling constraints 
have been avoided. However, subproblem (4.29) still includes a coupling constraint, which 
associates stages 2 and 3 and can be further decomposed into master problem (4.30) and 
subproblem (4.31) following the same procedure. 
Master problem for stage 2 (subproblem for stage 1) 
 𝑎1(𝒙1𝑖 ) = min[𝒄2𝑇𝒙2 + 𝑎2] 
 s.t. 𝑨2𝒙2 ≥ 𝒃2 
 𝑭2𝒙2 ≥ 𝒉1 − 𝑬1𝒙1𝑖  (4.30) 
 𝑎2 ≥ 𝑎2(𝒙2𝑖 ) − (𝒙2 − 𝒙2𝑖 )
𝑇𝑬2𝑇𝝀𝒙2
𝑖
 
 𝒙2 ≥ 0 
where 𝒙1𝑖 , 𝒙2𝑖  denote the trial values of the complicating variables 𝒙1, 𝒙2 provided by the first 
and second stage master problems, respectively at iteration 𝑖, 𝑎1(𝒙1𝑖 ) corresponds to the 
approximate objective function of second stage master problem (and the first stage 
subproblem), 𝑎2 represents the approximation of the second stage subproblem’s optimal value 
and 𝝀𝒙2𝑖  is the dual variable obtained from the subproblem’s coupling constraints at iteration 𝑖 
for the trial value 𝒙2𝑖 . 
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Subproblem for stage 2 
 𝑎2(𝒙2𝑖 ) = min 𝒄3𝑇𝒙3 
 s.t. 𝑨3𝒙3 ≥ 𝒃3 
 𝑭3𝒙3 ≥ 𝒉2 − 𝑬2𝒙2𝑖  (4.31) 
 𝒙3 ≥ 0 
where 𝒙2𝑖  denotes the trial value of the complicating variable  𝒙2 provided by the second stage 
master problem at iteration 𝑖. The second stage subproblem (4.31) is decoupled from the 
remaining stages and includes only non-complicating variables. Thus, further decomposition 
of the problem is not deemed essential. However, if the third stage is included in the 
decomposition process, for the sake of completeness, (4.31) will constitute the respective third 
stage master problem, while the subproblem will have a zero value, since no future cost is 
entailed. If the studied problem exhibits any remaining cost after the third stage, the respective 
cost function will represent the third stage subproblem. All in all, 𝑓(𝒙1) approximates the cost 
of the original problem, 𝑎1 approximates the second and third stage cost and 𝑎3 approximates 
the third stage cost. The same process can be repeated and expanded for operating horizons of 
any duration. 
 
4.7.2 Main components of the Nested Benders decomposition algorithm 
Nested Benders decomposition is based on the same principles with classic Benders 
decomposition, but the focus on multistage problems introduces some modifications. Classic 
Benders decomposition algorithm involves the sequential solution of the master and 
subproblems. However, when multistage problems are considered, the solution process is 
modified and the forward and backward passes are deployed. A brief discussion on the basic 
components associated with the multistage decomposition process, namely the forward pass, 
the backward pass, the master problem, the subproblem and the bounds employed for its 
calculation, follows. 
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Forward pass 
The forward pass refers to the sequential solution of all the master problems (4.32) providing 
the trial values of the complicating variables, employed for the solution of the subproblems. 
Backward pass 
The backward pass refers to the sequential solution of all the subproblems (4.33) for the trial 
values of the complicating variables identified during the forward pass, where the respective 
dual variables are obtained and the respective Benders cuts are constructed. 
Master problem 
The master problems include only the complicating variables pertaining to the current stage 
while the objective function corresponds to the minimisation of the costs of all stages until the 
end of the operating horizon, including the current one. The general formulation of the stage t 
master problem is given in (4.32). We should emphasise that the stage 𝑡 master problem at 
iteration 𝑖 is solved for the trial variable 𝒙𝑡−1𝑖  provided by the previous period’s master problem 
at the current iteration 𝑖. However, the respective Benders cuts pertaining to the stage 𝑡 master 
problem have been constructed at the backward pass of the previous iteration 𝑖 − 1 for the trial 
value 𝒙𝑡𝑖−1. 
 𝑎𝑡−1(𝒙𝑡−1𝑖 ) = min[𝒄𝑡𝑇𝒙𝑡 + 𝑎𝑡] 
 s.t. 𝑨𝑡𝒙𝑡 ≥ 𝒃𝑡 
 𝑭𝑡𝒙𝑡 ≥ 𝒉𝑡−1 − 𝑬𝑡−1𝒙𝑡−1𝑖  (4.32) 
 𝑎𝑡 ≥ 𝛼𝑡(𝒙𝑡𝑖−1) − (𝒙𝑡 − 𝒙𝑡𝑖−1)
𝑇𝑬𝑡𝑇𝝀𝒙𝑡
𝑖−1
 
 𝒙𝑡 ≥ 0 
Subproblem 
The stage 𝑡 subproblem includes only the complicating variables pertaining to stage 𝑡 + 1, 
while the values of the complicating variables associated with stage 𝑡 are provided by the 
respective master problem. The objective function corresponds to the minimisation of the costs 
of all stages until the end of the operating horizon, excluding the current one. The general 
formulation of the stage 𝑡 − 1 subproblem is given in (4.33). 
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 𝑎𝑡−1(𝒙𝑡−1𝑘 ) = min[𝒄𝑡𝑇𝒙𝑡 + 𝑎𝑡] 
 s.t.  𝑨𝑡𝒙𝑡 ≥ 𝒃𝑡 
 𝑭𝑡𝒙𝑡 ≥ 𝒉𝑡−1 − 𝑬𝑡−1𝒙𝑡−1𝑖  (4.33) 
 𝑎𝑡 ≥ 𝑎𝑡(𝒙𝑡𝑖 ) − (𝒙𝑡 − 𝒙𝑡𝑖 )𝑭𝑡𝑇𝝀𝒙𝒕
𝒊  
 𝒙𝑡 ≥ 0 
Upper bound 
The recursive substitution of the future cost approximation, as expressed in the objective 
function of (4.32), in (4.19) suggests that (4.34) constitutes an upper bound of the original 
problem. We could notice that each value of the complicating variables 𝒙𝑡𝑖  at iteration 𝑖 is 
determined with the value of the previous period’s complicating variable already calculated at 
the previous step (i.e. it constitutes an input for the stage 𝑡 problem). Intuitively, the 
simultaneous optimisation of the complicating variables will always provide a better solution. 
Thus (4.34) corresponds to the upper bound of the original problem’s value. 
𝑧𝑖 = ∑ 𝒄𝑡𝑇𝒙𝑡𝑖
𝑇
𝑡=1
 
(4.34) 
Lower bound 
Similar to the classic Benders approach, the upper bound employed at the Nested Benders 
decomposition (4.35) corresponds to the objective function value of the first stage master 
problem, which still constitutes a “more relaxed” version of the original problem.  
 𝑧𝑖 = 𝒄1𝑇𝒙1𝑖 + 𝑎1 (4.35) 
 
4.7.3 Nested Benders decomposition algorithm 
The step-by-step implementation of the Nested Benders decomposition algorithm discussed in 
the previous subsections is presented in Table 4.3. 
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Table 4.3: Step-by-step implementation of the Nested Benders decomposition algorithm 
Step 1 Initialize iteration index and upper and lower bounds. 
𝑖 = 1, 𝑧𝑖 = 0, 𝑧𝑖 = +∞. 
Define convergence tolerance 𝜖. 
Step 2 Solve 1st stage master problem (4.32) and update lower bound (4.35). 
Step 3 Check convergence criterion (4.18) by evaluating the difference 
between the most recent values of the upper and lower bounds. 
Step 4 If convergence has been achieved, 𝒙𝑡𝑖  constitutes the optimal solution. 
Jump to Step 10. 
Step 5 If convergence has not been achieved, jump to Step 6. 
Step 6 Run Forward Pass and solve master problems (4.32) for every stage 
considering all cuts appended up to iteration 𝑖 (no cuts for 𝑖 = 1). 
Obtain trial values of the complicating variables 𝒙𝑡𝑖 . 
Step 7 Update upper bound (4.34). 
Step 8 Run Backward Pass and solve subproblems (4.33) for every stage 𝑡 and 
for all trial values 𝒙𝑡𝑖  obtained at the forward pass of iteration 𝑖. 
Obtain dual variables 𝝀𝒙𝑡𝑖 . 
Create Benders cuts using 𝒙𝑡𝑖  and 𝝀𝒙𝑡
𝑖
. 
Append cuts to the suitable master and subproblems. 
Step 9 Increment iteration index 𝑖 = 𝑖 + 1 and jump to Step 2. 
Step 10 End. 
 
4.8 Stochastic dual dynamic programming in the DER aggregator problem 
4.8.1 Nomenclature 
Indexes 
𝑡 Index of stages, running from 1 to 𝑁𝑇. 
𝑖 Index of iterations, running from 1 to 𝐼. 
𝑘 Index of forward pass runs, running from 1 to 𝑁𝐾. 
𝑠 Index of backward pass realizations, running from 1 to 𝑁𝑆. 
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𝑏 Index of energy storage (ES) units, running from 1 to 𝐵. 
𝑓 Index of flexible loads (FL), running from 1 to 𝐹. 
𝑤 Index of wind turbines (WT), running from 1 to 𝑊. 
𝑚 Index of micro-generators, running from 1 to 𝑀 
 
Parameters 
𝐶𝑡
𝑔𝑟𝑖𝑑 Market price at stage 𝑡. (£/kWh) 
𝐶𝑚
𝑔𝑒𝑛 Operating cost of micro-generator 𝑚. (£/kWh) 
𝐶𝑑𝑒𝑚 Cost of demand shedding. (£/kWh) 
𝛽 portion of demand that can be curtailed. (%) 
𝐸0,𝑏 Initial energy level of ES unit 𝑏. (kWh) 
𝜂𝑏 Round-trip efficiency of ES unit . (%) 
𝐸𝑏𝑚𝑎𝑥 Maximum energy level of ES unit 𝑏. (kWh) 
𝐸𝑏𝑚𝑖𝑛 Minimum energy level of ES unit 𝑏. (kWh) 
𝑃𝑏𝑠 Maximum power rating of ES unit 𝑏. (kW) 
𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 Baseline demand of FL 𝑓 at stage 𝑡. (kW) 
𝑆𝑓 Load shifting limit of FL 𝑓. (%) 
𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 Maximum power sold to the grid at stage 𝑡. (kW) 
𝑃𝑡
𝑔,𝑏𝑢𝑦 Maximum power bought from the grid at stage 𝑡. (kW) 
𝑃𝑚
𝑔𝑒𝑛 Maximum power rating of micro-generator 𝑚. (kW) 
𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑  Available wind power output realization 𝑘 of WT 𝑤  
 at stage 𝑡 at iteration 𝑖. (kW) 
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𝑑𝑡,𝑘,𝑖
𝑖𝑛𝑓  Inflexible demand realization k at stage 𝑡 at iteration 𝑖. (kW) 
𝐶𝑝𝑒𝑛 Penalization term for slack variables. (£) 
𝑒𝑡,𝑘,𝑖,𝑏 Trial values of ES unit 𝑏 for the construction of cut 𝑘 at iteration 𝑖. (kWh) 
𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔
 Trial values of FD unit 𝑓 for the construction of cut 𝑘 at iteration 𝑖. (kW) 
𝜆𝑡,𝑘,𝑠,𝑖,𝑏𝐸  Dual variables associated with ES unit 𝑏 for the construction  
 of cut 𝑘 at iteration 𝑖. (£/kWh) 
𝜆𝑡,𝑘,𝑠,𝑖,𝑓𝐷  Dual variables associated with FD unit 𝑓 for the construction  
 of cut 𝑘 at iteration 𝑖. (£/kW) 
𝛥𝑡 Temporal resolution of the problem. (h) 
 
Decision variables 
𝑝𝑡,𝑘,𝑠,𝑖
𝑔𝑟𝑖𝑑  Power sold to (positive)/bought from (negative) the grid at stage 𝑡  
 for trial value 𝑘 and realization 𝑠 at iteration 𝑖. (kW) 
𝑝𝑡,𝑘,𝑠,𝑖,𝑚
𝑔𝑒𝑛  Power output of micro-generator 𝑚 at stage 𝑡 for trial value 𝑘  
 and realization 𝑠 at iteration 𝑖. (kW) 
𝑝𝑡,𝑘,𝑠,𝑖𝑑𝑒𝑚  Demand shed at stage 𝑡 for trial value 𝑘 and realization 𝑠  
 at iteration 𝑖. (kW) 
𝑒𝑡,𝑘,𝑠,𝑖,𝑏 Energy level of ES unit 𝑏 at stage 𝑡 for trial value 𝑘  
 and realization 𝑠 at iteration 𝑖. (kWh) 
𝑝𝑡,𝑘,𝑠,𝑖,𝑏𝑠  Power input (positive) / output (negative) of ES unit 𝑏 at stage 𝑡  
 for trial value 𝑘 and realization 𝑠 at iteration 𝑖. (kW) 
𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑠ℎ  Change of demand of FL 𝑓 at stage 𝑡 for trial value 𝑘  
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 and realization 𝑠 at iteration 𝑖 due to load shifting. (kW) 
𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙  Demand of FL 𝑓 at stage 𝑡 for trial value 𝑘 and realization 𝑠  
 at iteration 𝑖 after load shifting. (kW) 
𝑝𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑  Dispatched wind power output of WT 𝑤 at stage 𝑡  
 for trial value 𝑘 and realization 𝑠 at iteration 𝑖. (kW) 
𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏1 , 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏2   Slack variables modelling positive/negative energy  
  content deviations of ES unit b. (kWh) 
𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓3 , 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓4   Slack variables modelling positive/negative aggregate load  
 shifting deviations of FD unit 𝑓. (kW) 
?̃?𝑡,𝑘,𝑠,𝑖,𝑏, ?̃?𝑡,𝑘,𝑠,𝑖,𝑓
𝑎𝑔𝑔  Auxiliary variables introduced for the dual variable calculation. 
 
4.8.2 Literature review 
As discussed in the previous section, Nested Benders decomposition emerges as a valuable 
asset, when multistage problems with multidimensional state space are considered. However, 
the algorithmic process presented in subsection 4.7.3 is applicable only on deterministic 
problems. Stochastic dual dynamic programming (SDDP) constitutes an extension to Nested 
Benders decomposition capable of accommodating stochastic variables pertaining to the 
studied problem. SDDP was proposed by Pereira and Pinto [96], [103] in 1985 and has been 
widely applied in hydroelectric scheduling problems [96], [98], [103]-[107]. The objective of 
these applications is to determine the optimal schedule of the hydro resources for each stage of 
the planning horizon, while optimising the use of expensive thermal generators (i.e. compared 
to the hydro generators) and avoid failures in load supply. The considerable number of hydro 
plants, with each one of them introducing an additional state variable corresponding to the 
reservoir storage level at stage 𝑡, along with the multiple interconnections among them, 
demonstrate a complex high-dimensional problem. Additionally, the problem exhibits 
stochasticity associated with the imperfect prediction of future water inflows, which are 
directly related to the available power output of the hydro plants. 
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A fundamental feature of dynamic programming problems, both in deterministic and stochastic 
frameworks, is that the optimal strategy is derived by evaluating the impact of the decision on 
the current stage, while assessing the future consequences of the decision. In the context of the 
hydroelectric scheduling, the optimal use of the available water resources is determined 
considering both the optimal operation at the current stage, along with the expectation about 
the available water resources for the remaining stages. On the one hand, if water resources are 
depleted and limited inflow occurs at the next stages, expensive thermal generation will have 
to be employed. On the other hand, if limited use of the available water resources is decided 
and reservoirs exhibit increased water levels (i.e. thermal generators will have to be employed), 
while high water inflows are observed in the following stages, water will be spilled and energy 
will be wasted. Consequently, in stochastic dynamic programming problems, the optimal state 
of the system at each stage is identified by evaluating the trade-off between exploiting the 
available resources at the current stage and preserving them for use in the future, considering 
the expectation of the stochastic parameters of the problem. 
Equation (4.36) corresponds to the objective function of a multistage stochastic problem, where 
𝒞 represents the total operating cost, 𝝎𝑡|𝝎𝑡−1 corresponds to the probability of 𝝎𝑡 conditioned 
on 𝝎𝑡−1 and 𝔼𝝎[∙] denotes the expectation of the terms within the bracket over the stochastic 
process 𝝎. Equation (4.36) clearly captures the decision trade-off and demonstrates the 
recursive nature of the problem, where decisions are made sequentially as the stochastic 
process unfolds and more information becomes available to the decision maker. 
𝒞 = min
𝒙1
[𝒄1Τ𝒙1 + 𝔼𝝎2 [min𝒙2
𝒄2Τ𝒙2 + 𝔼𝝎3|𝝎2 [min𝒙2
𝒄3Τ𝒙3 + 𝔼𝝎𝑇|𝝎𝑇−1 [min𝒙𝑇
𝒄𝑇Τ𝒙𝑇]]]] (4.36) 
In [96], [103], SDDP is employed for the optimal allocation of hydro resources, where 
uncertain water inflows are modelled as independent random vectors [96] or a multivariate 
stochastic streamflow model [103] with a limited number of realisations per stage being 
employed in both cases. In [98], a similar approach, but extended for scenario tree formulations 
of the stochastic process, is presented and tested on the same scenarios as in [103]. In the same 
context, [104] presents an SDDP approach for the optimal medium-term hydrothermal 
scheduling applied at the Greek system, considering uncertain water inflows, which can be 
employed to determine well-hedged management strategies for individual reservoirs. The 
proposed approach is examined on 50 scenarios, obtained by a uniform random number 
generator, where observed values are assumed to deviate 70% from the average value of 
Chapter 4 Stochastic dual dynamic programming for computational complexity reduction 
163 
 
expected rainfall. In [105], the case of price-maker hydro plants is examined and a novel 
approach for the strategic bidding of a company managing a portfolio of plants is developed, 
while a piecewise linear approximation of the future benefit function (i.e. aligned with the 
concavity requirements of SDDP) is proposed. Monte-Carlo simulation is employed to 
generate 50 water inflow scenarios for a system of 5 hydro plants and a 60-stage planning 
horizon. 
The profit maximisation problem of a power company participating in the spot market, under 
spot price and hydro inflows uncertainty, is discussed in [106]. In this case, the decision maker 
should consider both the operational cost, which depends on the uncertain inflows, and the 
price, which constitutes an additional state variable. However, the expansion of the state space 
to include the market price, prevents SDDP from being directly applicable, since future cost 
functions become non-convex. More specifically, future cost functions are convex with regards 
to spot prices but concave with regards to reservoir volumes. Consequently, a hybrid SDDP 
and SDP (i.e. Stochastic Dual Programming) is proposed, where a discrete Markov model is 
employed to capture spot price stochasticity. Finally, 50 inflows scenarios and 5 price 
discretisations are considered, while the stochastic variables are assumed to be sequentially 
(i.e. temporally) uncorrelated and independent of each other. 
The problem of optimal hydrothermal scheduling of a system including wind farms, under 
uncertain wind power output, water inflows and market prices, is examined in [107]. The 
proposed model introduces a continuous approximation of generator and pump start-up costs, 
while including linearised power flow constraints. Wind and inflow stochasticity is captured 
through 54 weather scenarios for a simulation period of 169 weeks, examined in weekly steps. 
Additionally, an exogenous price model is employed to capture market price stochasticity and 
allocate price levels to each weather scenario. The price model mainly aims to capture 
locational price differences and not temporal ones, since prices remain stable across each wind-
inflow scenario. A major limitation of the proposed approaches lies in the selected time 
resolution (i.e. one week) during which stochasticity is assumed to have been resolved at the 
beginning of the week. Apart from this unrealistic assumption, potential dependencies among 
the 3 stochastic variables are ignored, while correlation among successive weeks is not 
considered. 
It has become apparent that applications of SDDP have mainly focused on hydrothermal 
scheduling and several aspects pertaining to hydro-dominated systems. However, there exists 
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a limited number of applications on transmission investment planning [108]-[109]. Authors in 
[108] present an integrated generation and transmission planning, where both Benders 
decomposition and SDDP are employed. Initially Benders algorithm partitions the problem 
into an investment and an operational problem, and a feasible candidate investment plan, 
among a given set of potential plans, is identified. Then, SDDP is deployed for the solution of 
the operational problem, and an optimality check of the derived solution is performed, 
providing feedback to the investment problem regarding the potential of the selected plan, 
compared to the best available one. Historical data are employed to model stochasticity 
pertaining to the operational problem. Finally, [109] presents a novel dynamic optimisation 
model for the generation and transmission investment planning problem based on a modified 
SDDP algorithm, which accommodates the unique requirements of the investment problem. 
Firstly, the requirement of dual dynamic programming for problem convexity (i.e. so that the 
calculation of the required dual variables is not prevented) is relaxed to accommodate the 
lumpy integer investment decision variables. Secondly, a dynamic constraint, which modifies 
the allowable state space preventing already selected investment options from being reselected, 
is introduced. Finally, the traditional convergence criterion, which will be presented in the next 
subsection, is revised to align with the introduced modifications. 
SDDP constitutes a significant asset when solving high-dimensional stochastic problems. 
Hence, it has been widely adopted for the decomposition of hydrothermal scheduling problems, 
which are characterised by increased complexity and high-dimensionality. However, a 
significant limitation of most of the above-discussed approaches, which will be discussed in 
the next subsection and Chapter 5, lies in the requirement for serially uncorrelated stochastic 
variables; the realisations of the stochastic process at stage 𝑡 should not depend on the observed 
values at 𝑡 − 1. The reason for this restriction is twofold. Firstly, the Principle of Optimality 
dictates that optimal decisions are made with regards to the current state, whereas the actions 
that led to the current state are irrelevant. If temporal dependencies of the stochastic variables 
are considered, the Principle of Optimality will require the expansion of the state space, which 
would incorporate the required temporal information. Secondly, the assumption that the 
realisations of the stochastic variables at stage 𝑡 do not affect the ones at stage 𝑡 + 1 implies 
that the future cost functions are the same across every stage. Consequently, Benders cuts can 
be shared among every subproblem pertaining to stage 𝑡, significantly accelerating the solution 
of the problem. This feature will be more evident in the next two subsections, where a thorough 
discussion on SDDP will be presented. The deployment of scenario trees for modelling the 
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stochastic process as in [96], [98], [103] constitutes an approach to bypass this restriction, since 
branching captures the temporal characteristics of the stochastic process to some extent (refer 
to Chapter 3 for limitations of scenario tree models), but the inability to share cuts among nodes 
of the same stage lowers the computational benefit. A novel extended SDDP approach, which 
captures temporal correlations and dependencies among the stochastic variables will be 
presented in Chapter 5. The novel approach will also enhance the solution quality compared 
to scenario trees and retain the cut sharing feature. 
 
4.8.3 Main components of the SDDP algorithm employed for the DER aggregator 
problem 
The key principle of SDDP is that the original multistage stochastic problem can be 
decomposed into a series of single-stage master problems and subproblems, with appropriate 
dual variables employed for their coordination. The main concepts of Nested Benders 
decomposition pertain to the SDDP algorithm, while various modifications are deployed to 
handle the problem stochasticity. SDDP can be implemented to the stochastic multistage DER 
aggregator problem discussed in Chapter 3, since it constitutes a high-dimensional problem 
(i.e. significant number of DER) and its optimal operation is affected by diverse uncertain 
parameters. 
In general, the formulation presented in Section 3.6.4 is aligned with the one employed in this 
section, but the node-variable modelling has been dropped and variables are expressed with 
regards to the corresponding stages and realisations of the stochastic process. In this context, it 
is assumed that the stochastic process 𝝎 is defined in a common and complete probability space 
(Ω, ℱ, 𝒫), while 𝝎𝑡 corresponds to the vector of random variables at stage 𝑡 and 𝜔𝑡,𝑠 =
(𝑑𝑡,𝑠
𝑖𝑛𝑓, 𝑝𝑡,𝑠,𝑤𝑤𝑖𝑛𝑑) ∈ Ω𝑡 represents realisation 𝑠 of the stochastic process 𝝎 at stage 𝑡. In the studied 
problem, we focus on the stochasticity pertaining to the level of inflexible demand 𝑑𝑡,𝑠
𝑖𝑛𝑓 and 
the available wind power output 𝑝𝑡,𝑠,𝑤𝑤𝑖𝑛𝑑, but the analysed model can be extended to capture 
stochasticity associated with any model parameter (i.e. apart from parameters of the objective 
function, which may hinder problem convexity) in a straightforward way. Similarly, the vector 
of decision variables 𝑥𝑡,𝑠 ≜ [𝑝𝑡,𝑠
𝑔𝑟𝑖𝑑, 𝑝𝑡,𝑠,𝑚
𝑔𝑒𝑛 , 𝑝𝑡,𝑠𝑑𝑒𝑚, 𝑝𝑡,𝑠,𝑏𝑠 , 𝑑𝑡,𝑠,𝑓𝑠ℎ , 𝑝𝑡,𝑠,𝑤𝑤𝑖𝑛𝑑] and the vector of state 
variables 𝑠𝑡,𝑠 ≜ [𝑒𝑡,𝑠,𝑏, 𝑑𝑡,𝑠,𝑓
𝑎𝑔𝑔] are defined for each realisation 𝑠 at stage 𝑡. We should remind 
that state variables are introduced to completely capture the current system state without any 
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prior knowledge and for the DER aggregator problem they correspond to the energy content 
𝑒𝑡,𝑠,𝑏 of each ES unit 𝑏 for each realisation 𝑠 and stage 𝑡 and the aggregate shifted load 𝑑𝑡,𝑠,𝑓
𝑎𝑔𝑔 
of each FD unit 𝑓 for each realisation 𝑠 at stage 𝑡. Additionally, we should note that both the 
vectors of decision and state variables depend on the stochastic process (i.e. 𝑥𝑡,𝑠 ≜ 𝑥𝑡,𝑠(𝜔𝑡,𝑠) 
and 𝑠𝑡,𝑠 ≜ 𝑠𝑡,𝑠(𝜔𝑡,𝑠)) but dependence on 𝜔𝑡,𝑠 has been dropped for notational convenience. 
If the SDDP decomposition process is applied, the objective function expressed in (4.36) is 
now reformulated as in (4.37), where ℳ1 corresponds to the optimal costs incurred by the 
immediate first stage decisions of master problem 𝑀1. Then, 𝒮2(𝑥1, 𝜔2) represents the 
respective optimal value for the sub-problem 𝑆2 related to 𝑀1, where the future cost for horizon 
𝑡′ = {2, . . , 𝑇} is minimised by sub-problem 𝑆2, given the optimal decisions 𝑥1 of 𝑀1 for 
realisation 𝜔2 ∈ 𝛺2. The problem formulation for the subsequent stages is illustrated in (4.37), 
which constitutes a generalisation of (4.37) and symbols are used in the same context but 
indexes 𝑡 and 𝑡 + 1 are denoting the master and sub-problems, respectively. It is assumed that 
the terminal cost 𝒮𝑇+1(𝑥𝑇, 𝜔𝑇+1) = 0, but it could be any convex function representing future 
costs after 𝑇. In the DER aggregator problem, the cost 𝒄𝑡Τ𝒙𝑡 pertaining to stage 𝑡 is given in 
(4.39), where subscript 𝑠 has been dropped, since uncertainty has been resolved, when 
decisions 𝒙𝑡 are made. The realisations 𝜔𝑡 are derived either from scenario tree structures 
constructed according to the approaches discussed in sections 3.4-3.5 or by sampling a 
continuous distribution, when temporal independence has been assumed. In the case of a 
temporally independent stochastic process the expectation term 𝔼𝝎𝑡+1|𝝎𝑡 in (4.39) is substituted 
by 𝔼𝝎𝑡+1, where the inclusion of the conditional probability distribution is not required. 
 𝑀1: 𝒞 = ℳ1 = min𝒙1
[𝒄1Τ𝒙1 + 𝔼𝝎𝟐[𝒮2(𝑥1, 𝜔2)]] (4.37) 
 𝑀𝑡: ℳ𝑡(𝑥𝑡−1, 𝜔𝑡) = min𝒙𝑡
[𝒄𝑡Τ𝒙𝑡 + 𝔼𝝎𝑡+1|𝝎𝑡[𝒮𝑡+1(𝑥𝑡, 𝜔𝑡+1)]] (4.38) 
 𝒄𝑡Τ𝒙𝑡 = −𝐶𝑡
𝑔𝑟𝑖𝑑 ∙ 𝑝𝑡
𝑔𝑟𝑖𝑑 + 𝐶𝑚
𝑔𝑒𝑛 ∙ 𝑝𝑡,𝑚
𝑔𝑒𝑛 + 𝐶𝑑𝑒𝑚 ∙ 𝑝𝑡𝑑𝑒𝑚 (4.39) 
In essence, the algorithm determines the optimal decision set 𝒙𝑡 for each stage 𝑡 by building a 
piece-wise linear outer approximation of 𝔼𝝎𝒕+𝟏|𝝎𝒕[𝒮𝑡+1(𝑥𝑡, 𝜔𝑡+1)] and identifying an 
approximate future cost function 𝔖𝑡+1(𝑥𝑡, 𝜔𝑡+1) [110]. Therefore, a set of linear constraints 
(‘Benders’ cuts’) is gradually built and appended to each master problem 𝑀𝑡 and the 
expectation terms in (4.37) - (4.38) are replaced by 𝑎2 and 𝑎𝑡+1 respectively, which are 
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constrained by the inequalities given in (4.74) for the aggregator problem. In the sequel of this 
subsection, a discussion on the modifications introduced to the Nested Benders decomposition 
algorithm presented in the previous section, when stochastic variables are considered, is given. 
Additionally, the master and subproblem formulations pertaining to stage 𝑡 for the DER 
aggregator problem will be introduced. 
Forward Pass 
During the forward pass, at each iteration, ‘areas’ of the state space 𝒔𝑡 that have substantial 
impact on the objective function (i.e. areas that are more likely to occur) are identified by 
solving 𝑀𝑡 for all stages of the operating horizon (see equations 4.40-4.55). These values are 
stored for use during the backward pass calculation when the approximation of 𝑆𝑡+1 is 
constructed. By identifying and focusing solution search around such areas of interest, naive 
discretisation of the state space is avoided and significant computational savings are achieved. 
Each run of the forward pass involves the sampling of different values of the stochastic 
variables. In the ideal case, every realisation of the stochastic process should be simulated 
during each forward pass run. On the one hand, exhaustive simulation of all potential outcomes 
would significantly undermine the computational benefits of the decomposition algorithm. On 
the other hand, the main purpose of the forward pass is to drive the solution process towards 
‘interesting’ areas of the state space; hence, only a subset 𝑘 = {1, ⋯ , 𝑁𝐾} of the potential 
realisations need to be obtained and solved at each forward pass. Realisations 𝑘 pertaining to 
the same stage 𝑡 can be solved in parallel at each iteration, leading to significant computational 
benefits. 
Backward pass 
During the backward pass, 𝔖𝑡+1 is gradually improved for 𝑡 = {1, . . , 𝑇} at each iteration with 
Bender’s cuts being constructed for the areas of the state space identified during the forward 
pass. Consequently, optimal decisions for 𝑀𝑡, which are the values of the state variables 
corresponding to period 𝑡, are applied on 𝑆𝑡+1 with their impact on 𝒮𝑡+1 captured through the 
corresponding dual variables. For each point of interest 𝑘, the backward pass is solved for all 
the 𝑠 = {1, . . , 𝑁𝑆} different samples of the stochastic variables, leading to 𝑘 ∙ 𝑠 problems for 
each period. In order to alleviate the computational burden that arises due to the large number 
of problems, the sub-problems referring to the same period can be solved in parallel (see 
equations 4.56-4.73).  
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The sub-problems consist of all the constraints introduced for 𝑀𝑡, augmented by constraints 
(17) - (18), where the auxiliary variables ?̃?𝑡,𝑏,𝑠 and ?̃?𝑡,𝑓,𝑠
𝑎𝑔𝑔 are introduced and capture the impact 
of  𝑠𝑡 on 𝒮𝑡. After solving all the sub-problems referring to period 𝑡, the respective cuts for 
each point of interest 𝑘 are built as per (16) at each iteration 𝑖, where 𝑎𝑡,𝑘, 𝜆𝑡,𝑏,𝑘𝐸  and 𝜆𝑡,𝑓,𝑘𝐷  are 
calculated from (19) - (21). The derived cuts from 𝑆𝑡+1 are appended to the master problem 𝑀𝑡 
pertaining to period 𝑡. 
Master problems 
The single stage master problem 𝑀𝑡,𝑘,𝑖 pertaining to stage 𝑡 for realisation of the stochastic 
process 𝑘 at iteration 𝑖 is presented in (4.40) - (4.55). The master problem formulation 
constitutes a modified version of the multistage scenario tree formulation presented in Chapter 
3 according to the dynamic programming principles discussed in this chapter, while nodal 
relationships have been dropped and all variables depend on the stage 𝑡 and the sampled 
realisation 𝑘. Each master problem provides the optimal set of decisions 𝒙𝑡,𝑘,𝑖 considering the 
system state at the beginning of the stage captured by 𝒔𝑡,𝑘,𝑖, the realisation of the stochastic 
process 𝝎𝑡,𝑘,𝑖 and the system operational constraints. As discussed in the previous sections, 
information associated with the previous stages is captured via the problem state variables 
𝑒𝑡,𝑘,𝑖,𝑏, 𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔  and employed in (4.41) and (4.47) - (4.48). Three significant modifications with 
regards to the scenario tree formulation are worth noting. Firstly, the stage-wise decomposition 
of the DER aggregator problem entails the inclusion of 𝑎𝑡 in the objective function, which 
provides an approximation of the future cost function pertaining to each single-stage problem 
and is constrained by the set of employed Benders cuts in (4.55). The Benders cuts construction 
will be discussed in detail in the following subsections. Secondly, even though optimality cuts 
are constructed in (4.55), slack variables ensuring problem feasibility for any input are 
introduced so that the construction of the required feasibility cuts is avoided. Infeasibilities in 
dual dynamic programming problems are triggered by the violation of the intertemporal 
constraints, which correspond to the state equations of the problem. Consequently, four slack 
variables, which allow positive and negative deviations from the feasible solution space, have 
been defined and introduced in (4.41) and (4.47). The penalisation of the slack variables with 
a significant cost parameter (i.e. 100 times higher than the system costs) in the objective 
function, ensures that the infeasibility issue will be communicated to the master problem 
through the derived dual variables. Finally, an additional state variable 𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔  is introduced to 
capture the inter-stage operation of the flexible loads and convey it across stages. This state 
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variable represents the aggregate shifted load until the current period in order to ensure shifting 
neutrality across the operating horizon. 
𝑀𝑡,𝑘,𝑖: 
ℳ𝑡,𝑘,𝑖(𝒔𝑡−1,𝑘,𝑖, 𝝎𝑡,𝑘,𝑖) = 
(4.40) 
= min
𝒙𝑡,𝑘,𝑖
{−𝑝𝑡,𝑘,𝑖
𝑔𝑟𝑖𝑑𝐶𝑡
𝑔𝑟𝑖𝑑 + 𝑝𝑡,𝑘,𝑖𝑑𝑒𝑚𝐶𝑑𝑒𝑚 + ∑ 𝑝𝑡,𝑘,𝑖,𝑚
𝑔𝑒𝑛 𝐶𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
+ [∑(𝑠𝑙𝑡,𝑘,𝑖,𝑏1 + 𝑠𝑙𝑡,𝑘,𝑖,𝑏2 )
𝐵
𝑏=1
+ ∑(𝑠𝑙𝑡,𝑘,𝑖,𝑓3 + 𝑠𝑙𝑡,𝑘,𝑖,𝑓4 )
𝐹
𝑓=1
] 𝐶𝑝𝑒𝑛 + 𝑎𝑡} 
𝑒𝑡,𝑘,𝑖,𝑏 = {
𝐸0,𝑏 ∙ 𝜂𝑏 + 𝑝𝑡,𝑘,𝑖,𝑏𝑠 ∙ 𝛥𝑡 + 𝑠𝑙𝑡,𝑘,𝑖,𝑏1 − 𝑠𝑙𝑡,𝑘,𝑖,𝑏2 ,       𝑖𝑓 𝑡 = 1
𝑒𝑡−1,𝑘,𝑖,𝑏 ∙ 𝜂𝑏 + 𝑝𝑡,𝑘,𝑖,𝑏𝑠 ∙ 𝛥𝑡 + 𝑠𝑙𝑡,𝑘,𝑖,𝑏1 − 𝑠𝑙𝑡,𝑘,𝑖,𝑏2 ,         𝑖𝑓 1 < 𝑡 ≤ 𝑇
 ∀𝑏 (4.41) 
𝐸𝑏𝑚𝑖𝑛 ≤ 𝑒𝑡,𝑘,𝑖,𝑏 ≤ 𝐸𝑏𝑚𝑎𝑥 ∀𝑏 (4.42) 
−𝑃𝑏𝑠 ≤ 𝑝𝑡,𝑘,𝑖,𝑏𝑠 ≤ 𝑃𝑏𝑠 ∀𝑏 (4.43) 
𝑒𝑇,𝑖,𝑘,𝑏 = 𝐸0,𝑏 ∀𝑏 (4.44) 
𝑑𝑡,𝑘,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙 = 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 + 𝑑𝑡,𝑘,𝑖,𝑓𝑠ℎ  ∀𝑓 (4.45) 
−𝑆𝑓 ∙ 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 ≤ 𝑑𝑡,𝑘,𝑖,𝑓𝑠ℎ ≤ 𝑆𝑓 ∙ 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 ∀𝑓 (4.46) 
𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 = {
𝑑𝑡,𝑘,𝑖,𝑓𝑠ℎ + 𝑠𝑙𝑡,𝑘,𝑖,𝑓3 − 𝑠𝑙𝑡,𝑘,𝑖,𝑓4 ,                 𝑖𝑓 𝑡 = 1
𝑑𝑡−1,𝑘,𝑖,𝑓
𝑎𝑔𝑔 + 𝑑𝑡,𝑘,𝑖,𝑓𝑠ℎ + 𝑠𝑙𝑡,𝑘,𝑖,𝑓3 − 𝑠𝑙𝑡,𝑘,𝑖,𝑓4 ,    𝑖𝑓 1 < 𝑡 ≤ 𝑇
 ∀𝑓 (4.47) 
𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 = 0,     𝑖𝑓 𝑡 = 𝑇 ∀𝑓 (4.48) 
𝑝𝑡,𝑘,𝑖𝑑𝑒𝑚 ≤ 𝛽 ∙ (∑ 𝑑𝑡,𝑘,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙
𝐹
𝑓=1
+ 𝑑𝑡,𝑘,𝑖
𝑖𝑛𝑓 ) (4.49) 
𝑝𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 ≤ 𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑  ∀𝑤 (4.50) 
−𝑃𝑡
𝑔,𝑏𝑢𝑦 ≤ 𝑝𝑡,𝑘,𝑖
𝑔𝑟𝑖𝑑 ≤ 𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙  (4.51) 
𝑝𝑡,𝑘,𝑖,𝑚
𝑔𝑒𝑛 ≤ 𝑃𝑚
𝑔𝑒𝑛 ∀𝑚 (4.52) 
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∑ 𝑝𝑡,𝑘,𝑖,𝑏𝑠
𝐵
𝑏=1
− ∑ 𝑝𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑
𝑊
𝑤=1
+ 𝑝𝑡,𝑘,𝑖
𝑔𝑟𝑖𝑑 + ∑ 𝑑𝑡,𝑘,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙
𝐹
𝑓=1
+ 𝑑𝑡,𝑘,𝑖
𝑖𝑛𝑓 − ∑ 𝑝𝑡,𝑘,𝑖,𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
− 𝑝𝑡,𝑘,𝑖𝑑𝑒𝑚 = 0 (4.53) 
𝑠𝑙𝑡,𝑘,𝑖,𝑏1 , 𝑠𝑙𝑡,𝑘,𝑖,𝑏2 , 𝑠𝑙𝑡,𝑘,𝑖,𝑓3 , 𝑠𝑙𝑡,𝑘,𝑖,𝑓4 ≥ 0 ∀𝑏, 𝑓 (4.54) 
𝛼𝑡 ≥ 𝒮𝑡,𝑘,𝑖−1 (𝑒𝑡,𝑘,𝑖−1,𝑏, 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
) + ∑ 𝜆𝑡,𝑘,𝑖−1,𝑏𝐸 ∙ (𝑒𝑡,𝑘,𝑖,𝑏 − 𝑒𝑡,𝑘,𝑖−1,𝑏)
𝐵
𝑏=1
 
∀𝑘, 𝑖 (4.55) 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑓𝐷 ∙ (𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 − 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
)
𝐹
𝑓=1
 
Subproblems 
The single stage subproblem 𝑆𝑡,𝑘,𝑠,𝑖 pertaining to stage 𝑡 − 1 for state variable value 𝑘, for 
realisation of the stochastic process 𝑠 at iteration 𝑖 is presented in (4.56) - (4.73). As discussed 
in the previous sections 𝑆𝑡,𝑘,𝑠,𝑖 represents the future cost function for 𝑡 = {𝑡, ⋯ , 𝑇}. 
Consequently, there are subproblems associated with all stages apart from the first one, since 
the first stage cost does not exhibit any previous stage (i.e. master problem). The sub-problems’ 
formulation is very similar to the one presented for the master problems, apart from two 
important differences. Firstly, the subproblems are solved for the 𝑘 ∙ 𝑠 combinations of the trial 
values and the realisations of the stochastic process, while each one of them corresponds to a 
pair of these values. Consequently, when 𝑠 realisations of the stochastic process are simulated, 
the trial variable values are fixed to the 𝑘 values derived from the solution of the respective 
master problems. Secondly, two auxiliary variables ?̃?𝑡,𝑘,𝑠,𝑖,𝑏, ?̃?𝑡,𝑘,𝑠,𝑖,𝑓
𝑎𝑔𝑔  are introduced in (4.71) - 
(4.72) and are equalised with trial values associated with the specific subproblem. The dual 
variables corresponding to these constraints capture the change in the optimal objective 
function value following a unit change in the trial values. The derived dual variables 𝜆𝑡,𝑘,𝑠,𝑖,𝑏𝐸 , 
𝜆𝑡,𝑘,𝑠,𝑖,𝑓𝐷  will be employed for the construction of the Benders cuts pertaining to stage 𝑡. The cut 
construction process will be discussed in the next subsection. 
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𝑆𝑡,𝑘,𝑠,𝑖: 
𝒮𝑡,𝑘,𝑠,𝑖(𝒔𝑡−1,𝑘,𝑖, 𝝎𝑡,𝑠,𝑖) = 
(4.56) 
= min
𝒙𝑡,𝑘,𝑠,𝑖
{−𝑝𝑡,𝑘,𝑠,𝑖
𝑔𝑟𝑖𝑑 𝐶𝑡
𝑔𝑟𝑖𝑑 + 𝑝𝑡,𝑘,𝑠,𝑖𝑑𝑒𝑚 𝐶𝑑𝑒𝑚 + ∑ 𝑝𝑡,𝑘,𝑠,𝑖,𝑚
𝑔𝑒𝑛 𝐶𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
+ [∑(𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏1 + 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏2 )
𝐵
𝑏=1
+ ∑(𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓3 + 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓4 )
𝐹
𝑓=1
] 𝐶𝑝𝑒𝑛 + 𝑎𝑡} 
𝑒𝑡,𝑘,𝑠,𝑖,𝑏 = ?̃?𝑡,𝑘,𝑠,𝑖,𝑏 ∙ 𝜂𝑏 + 𝑝𝑡,𝑘,𝑠,𝑖,𝑏𝑠 ∙ 𝛥𝑡 + 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏1 − 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏2  ∀𝑏 (4.57) 
𝐸𝑏𝑚𝑖𝑛 ≤ 𝑒𝑡,𝑘,𝑠,𝑖,𝑏 ≤ 𝐸𝑏𝑚𝑎𝑥 ∀𝑏 (4.58) 
−𝑃𝑏𝑠 ≤ 𝑝𝑡,𝑘,𝑠,𝑖,𝑏𝑠 ≤ 𝑃𝑏𝑠 ∀𝑏 (4.59) 
𝑒𝑇,𝑖,𝑘,𝑠,𝑏 = 𝐸0,𝑏 ∀𝑏 (4.60) 
𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙 = 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 + 𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑠ℎ  ∀𝑓 (4.61) 
−𝑆𝑓 ∙ 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 ≤ 𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑠ℎ ≤ 𝑆𝑓 ∙ 𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 ∀𝑓 (4.62) 
𝑑𝑡,𝑘,𝑠,𝑖,𝑓
𝑎𝑔𝑔 = ?̃?𝑡,𝑘,𝑠,𝑖,𝑓
𝑎𝑔𝑔 + 𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑠ℎ + 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓3 − 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓4  ∀𝑓 (4.63) 
𝑑𝑡,𝑘,𝑠,𝑖,𝑓
𝑎𝑔𝑔 = 0,     𝑖𝑓 𝑡 = 𝑇 ∀𝑓 (4.64) 
𝑝𝑡,𝑘,𝑠,𝑖𝑑𝑒𝑚 ≤ 𝛽 ∙ (∑ 𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙𝐹𝑓=1 + 𝑑𝑡,𝑠,𝑖
𝑖𝑛𝑓 )   (4.65) 
𝑝𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑 ≤ 𝑃𝑡,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑  ∀𝑤 (4.66) 
−𝑃𝑡
𝑔,𝑏𝑢𝑦 ≤ 𝑝𝑡,𝑘,𝑠,𝑖
𝑔𝑟𝑖𝑑 ≤ 𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙  (4.67) 
𝑝𝑡,𝑘,𝑠,𝑖,𝑚
𝑔𝑒𝑛 ≤ 𝑃𝑚
𝑔𝑒𝑛 ∀𝑚 (4.68) 
∑ 𝑝𝑡,𝑘,𝑠,𝑖,𝑏𝑠
𝐵
𝑏=1
− ∑ 𝑝𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑
𝑊
𝑤=1
+ 𝑝𝑡,𝑘,𝑠,𝑖
𝑔𝑟𝑖𝑑 + ∑ 𝑑𝑡,𝑘,𝑠,𝑖,𝑓𝑡𝑜𝑡𝑎𝑙
𝐹
𝑓=1
+ 𝑑𝑡,𝑠,𝑖
𝑖𝑛𝑓 − ∑ 𝑝𝑡,𝑘,𝑠,𝑖,𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
− 𝑝𝑡,𝑘,𝑠,𝑖𝑑𝑒𝑚 = 0 (4.69) 
𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏1 , 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑏2 , 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓3 , 𝑠𝑙𝑡,𝑘,𝑠,𝑖,𝑓4 ≥ 0 ∀𝑏, 𝑓 (4.70) 
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?̃?𝑡,𝑘,𝑠,𝑖,𝑏 = 𝑒𝑡−1,𝑘,𝑖,𝑏 : 𝜆𝑡,𝑘,𝑠,𝑖,𝑏𝐸  ∀𝑏 (4.71) 
?̃?𝑡,𝑘,𝑠,𝑖,𝑓
𝑎𝑔𝑔 = 𝑑𝑡−1,𝑘,𝑖,𝑓
𝑎𝑔𝑔  : 𝜆𝑡,𝑘,𝑠,𝑖,𝑓𝐷  ∀𝑓 (4.72) 
𝛼𝑡 ≥ 𝒮𝑡,𝑘,𝑖 (𝑒𝑡,𝑘,𝑖,𝑏, 𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔
) + ∑ 𝜆𝑡,𝑘,𝑖,𝑏𝐸 ∙ (𝑒𝑡,𝑘,𝑖,𝑏 − 𝑒𝑡,𝑘,𝑖,𝑏)
𝐵
𝑏=1
+ 
∀𝑘, 𝑖 (4.73) 
+ ∑ 𝜆𝑡,𝑘,𝑖,𝑓𝐷 ∙ (𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 − 𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔
)
𝐹
𝑓=1
 
Benders Cuts 
Similar to the Benders cuts’ construction in the deterministic case illustrated in (4.17), cuts in 
the stochastic case are derived according to (4.74) for the stage 𝑡 master problem. However, 
instead of using the deterministic values of 𝛼(𝒙𝑖) and 𝝀𝑖, the expected ones are employed 
because of the problem stochasticity. In (4.74) the over-barred quantities correspond to the trial 
values, which have been provided by the master problems and employed for the construction 
of the respective cut. At the backward pass of the SDDP algorithm, one cut is constructed for 
each trial value and 𝑘 Benders cuts are appended to the previous stage’s master and 
subproblems. Consequently, the respective parameters used for the cut construction are 
averaged over the 𝑠 realisations simulated for each trial value. The respective formulas are 
given in (4.75) - (4.77). Benders cuts are shared among all master and subproblems pertaining 
to stage 𝑡 and 𝑡 − 1 respectively, since temporal independence of the stochastic process has 
been assumed. We should note that if a scenario tree formulation is adopted, the expectation 
over the 𝑠 realisations, considering the conditional probabilities (i.e. branching probabilities) 
is employed, instead of averaging. 
𝛼𝑡 ≥ 𝒮𝑡,𝑘,𝑖−1 (𝑒𝑡,𝑘,𝑖−1,𝑏, 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
) 
∀𝑘, 𝑖 (4.74) + ∑ 𝜆𝑡,𝑘,𝑖−1,𝑏
𝐸 ∙ (𝑒𝑡,𝑘,𝑖,𝑏 − 𝑒𝑡,𝑘,𝑖−1,𝑏)
𝐵
𝑏=1
 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑓𝐷 ∙ (𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 − 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
)
𝐹
𝑓=1
 
𝒮𝑡,𝑘,𝑖 = ∑ 𝒮𝑡,𝑘,𝑠,𝑖/𝑁𝑆
𝑁𝑆
𝑠=1
 ∀𝑡, 𝑘, 𝑖 (4.75) 
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𝜆𝑡,𝑘,𝑖,𝑏𝐸 = ∑ 𝜆𝑡,𝑘,𝑠,𝑖,𝑏𝐸
𝑁𝑆
𝑠=1
/𝑁𝑆 ∀𝑡, 𝑘, 𝑖, 𝑏 (4.76) 
𝜆𝑡,𝑘,𝑖,𝑓𝐷 = ∑ 𝜆𝑡,𝑘,𝑠,𝑖,𝑓𝐷
𝑁𝑆
𝑠=1
/𝑁𝑆 ∀𝑡, 𝑘, 𝑖, 𝑓 (4.77) 
Upper bound 
As in the deterministic case, the objective function value of the original problem for the trial 
values constitutes an upper bound to the optimal solution. However, in the stochastic case, the 
forward pass is calculated 𝑁𝐾 times and 𝑁𝐾 sets of trial values, corresponding to different 
realisations of the stochastic process, are derived. Thus, an expected upper bound is employed, 
where the expectation of the 𝑁𝐾 forward passes is considered, as shown in (4.78). 
𝑧𝑖 = ∑ 𝒄𝑡,𝑘T 𝒙𝑡,𝑘
𝑁𝐾
𝑘=1
/𝑁𝐾 (4.78) 
Lower bound 
The same lower bound with the deterministic case is applicable to the stochastic one. 
Consequently, the first period’s objective function value still constitutes a lower bound to the 
original problem and is given in (4.79). 
 𝑧𝑖 = ℳ1 (4.79) 
Convergence criterion 
The stochasticity of the upper bound prevents the two bounds from converging, if the 
deterministic convergence criterion is considered. Intuitively, an expected upper bound, which 
corresponds to the realisations considered at each forward pass run depends on the considered 
realisation set and is prone to sampling deviations. Consequently, a confidence interval of the 
upper bound is deployed and convergence is achieved when the lower bound falls within this 
interval. The mean value and the standard deviation of the 𝑁𝐾 forward pass runs, given in 
(4.79) – (4.80), are employed to define the confidence interval according to (4.81). The selected 
confidence level constitutes a decision-maker’s choice, who selects the number of standard 
deviations considered for the interval definition. A 95% confidence interval constitutes a 
reasonable choice in most applications and, thus the range of the interval is assumed to be 1.96 
standard deviations. 
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𝜎𝑖 = √
1
𝑁𝐾 − 1 ∑ ∑(𝒄𝑡,𝑘
T 𝒙𝑡,𝑘 − 𝑧
𝑖)
2
𝑁𝑇
𝑡=1
𝑁𝐾
𝑘=1
 (4.80) 
𝑧𝑖 − (1.96σ
𝑖
√NS
 ) ≤ 𝑧𝑖 ≤ 𝑧
𝑖 + (1.96σ
𝑖
√NS
 ) (4.81) 
However, if the 𝑘 sampled realisations of the stochastic process during the forward pass run 
exhibit significant deviations from each other, the respective upper bound values pertaining to 
each run will also exhibit significant differences, creating a considerably wide confidence 
interval. Thus, the convergence criterion (4.81) may lead to premature convergence of the 
algorithm, which is attributed to the sampling deviations instead of having accurately 
approximated the future cost function. The SDDP algorithm terminates when future cost 
function approximations of sufficient quality have been constructed. The approximation 
quality is implicitly captured by the lower bound, which corresponds to the first stage 
immediate costs, augmented by the expected future costs approximated by the respective 
Benders cuts. When the lower bound does not enhance in successive iterations, the 
approximation quality can no longer be improved. Thus, an additional convergence criterion is 
deployed, as expressed in (4.82). 
 𝑧
𝑖−𝑧𝑖−1
𝑧𝑖−1 ≤ 𝜖 (4.82) 
 
4.8.4 SDDP decomposition algorithm 
The step-by-step implementation of the SDDP decomposition algorithm discussed in the 
previous subsections is presented in Table 4.4, while the basic steps of the solution process are 
illustrated in Figure 4.3. 
Table 4.4: Step-by-step implementation of the SDDP decomposition algorithm 
Step 1 Initialize iteration index and upper and lower bounds. 
𝑖 = 1, 𝑧𝑖 = 0, 𝑧𝑖 = +∞. 
Define convergence tolerance 𝜖. 
Step 2 Solve 1st stage master problem (4.40) - (4.55) and update lower bound 
(4.79). 
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Step 3 Check convergence criteria (4.81), (4.82) by evaluating the upper 
bound confidence interval and the relative change of the lower bound. 
Step 4 If convergence has been achieved, 𝒙1,𝑖 constitutes the optimal solution. 
Jump to Step 14. 
Step 5 If convergence has not been achieved, jump to Step 6. 
Step 6 Run Forward Pass 𝑘 = {1, ⋯ , 𝑁𝐾} times and solve master problems 
(4.40) - (4.55) for every stage 𝑡 considering all cuts appended up to 
iteration 𝑖 (no cuts for 𝑖 = 1). 
Obtain trial values of the state variables 𝒔𝑡,𝑘,𝑖. 
Step 7 Update upper bound (4.34). 
Step 8 Initialize stage, trial value and realization indexes. 
𝑡 = 𝑇,  𝑘 = 1, 𝑠 = 1. 
Step 9 Run Backward Pass and solve subproblems (4.56) - (4.74) for trial 
value 𝒙𝑡,𝑘,𝑖 obtained at the forward pass of iteration 𝑖 and realization 
𝜔𝑡,𝑠,𝑖. 
Obtain dual variables 𝜆𝑡,𝑘,𝑠,𝑖,𝑏𝐸 , 𝜆𝑡,𝑘,𝑠,𝑖,𝑓𝐷 . 
Step 10 Increment realization index 𝑠 = 𝑠 + 1. 
If 𝑠 = 𝑁𝑆, jump to Step 11. 
Else, jump to Step 9. 
Jump 11 Calculate expected subproblem objective function value and dual 
variables from (4.75) - (4.77). 
Create Benders cuts using 𝒔𝑡,𝑘,𝑖 and 𝜆𝑡,𝑘,𝑠,𝑖,𝑏𝐸 , 𝜆𝑡,𝑘,𝑠,𝑖,𝑓𝐷  from (4.74). 
Append cuts to the suitable master and subproblems. 
Step 12 Increment trial value index 𝑘 = 𝑘 + 1. 
If 𝑘 = 𝑁𝐾, jump to Step 13. 
Else, initialize realization index 𝑠 = 1 jump to Step 9. 
Step 13 Decrement stage index 𝑡 = 𝑡 − 1. 
If 𝑡 = 2, increment iteration index 𝑖 = 𝑖 + 1 and jump to Step 2. 
Else, initialize trial value and realization indexes 𝑘 = 1, 𝑠 = 1 and 
jump to Step 9. 
Step 14 End. 
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Figure 4.3: Illustrative flowchart of the solution process of the SDDP algorithm. 
 
4.8.5 Benefits of SDDP decomposition 
The benefits of employing SDDP decomposition in the stochastic multistage DER aggregator 
problem can be summarised, as follows: 
• Problem descaling. The computational complexity of multistage stochastic problems 
grows significantly, when additional variables and constraints are involved (i.e. when 
the aggregator portfolio is enhanced with additional components). The problem 
becomes more pronounced when the cardinality of the stochastic process is augmented 
with additional uncertain variables. The stage-wise decomposition of the original 
problem into smaller single-stage ones significantly reduces complexity and high-
dimensional problems become manageable. 
• Parallel computing. The elimination of intertemporal constraints pertaining to the 
original problem (e.g. energy balance equation of ES units), which is facilitated by the 
introduction of state variables, allows the parallel processing of single-stage problems 
at each stage 𝑡 during the forward and backward pass runs. Parallel processing enhances 
the computational benefits of the decomposition process. 
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• Operational strategies. The optimal strategies provided by scenario tree models are 
explicitly tailored to the examined scenario set, which will most probably not unfold. 
The observed values of the stochastic process, when uncertainty has been resolved, will 
not belong to the examined scenario set. Consequently, the optimal strategy will not be 
directly applicable to the realised scenario. However, the dual dynamic decomposition 
process involves the approximation of the future cost function at each stage 𝑡, 
employing Benders cuts. Each operational stage 𝑡 master problem provides an optimal 
strategy, which determines the optimal set of decisions for any realisation of the 
stochastic process 𝝎𝑡. 
• Uncertainty models. The discussion presented in this section adhered to the assumption 
that the stochastic process is temporally uncorrelated or modelled with a scenario tree 
model. However, this constitutes a quite unrealistic or restrictive assumption for most 
real-life problems. SDDP can be extended to capture temporal correlations, along with 
dependencies among the stochastic variables. Additionally, the underlying stochastic 
model can be directly integrated in the solution process, as long as the model linearity 
is preserved. The respective extensions of the SDDP algorithm are presented in 
Chapter 5, while the benefits associated with these extensions are demonstrated via 
simulations in Chapter 6. 
 
4.9 Concluding remarks 
In this chapter, we addressed the computational tractability issues introduced by 
multidimensional stochasticity, when scenario tree models are employed. In this context, a 
decomposition technique was introduced, namely stochastic dual dynamic programming 
(SDDP) and applied in the stochastic multistage DER aggregator problem. Dynamic 
programming is established, employing the Principle of Optimality, which demonstrates that 
an optimal sequence of decisions can be split into sub-sequences of optimal decisions. Thus, 
the original problem is decomposed into several single-stage ones, when dynamic 
programming is employed, and optimal decisions pertaining to each stage constitute an optimal 
policy for the entire operating horizon. Even though temporal decomposition of the problem 
mitigates computational complexity issues, dynamic programming suffers from the curse of 
dimensionality, which confines its applicability in large-scale problems. Dual dynamic 
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programming has been introduced to overcome such complications, since it has been 
demonstrated to mitigate state space dimensionality issues and attain robust solutions. 
According to dual dynamic principles, the original multistage stochastic problem is 
decomposed into a series of single-stage master problems and sub-problems, with appropriate 
dual variables employed for their coordination. Finally, SDDP constitutes an extension of this 
approach so that stochasticity pertaining to the studied problem can be considered. Problem 
descaling and opportunity for parallel processing of the single-stage problems introduce 
significant computational benefits, when SDDP is employed. However, the presented approach 
assumes that the stochastic process does not exhibit temporal dependency; a quite unrealistic 
assumption. Thus, two novel extensions of the classic SDDP algorithm, which can 
accommodate both temporal correlations and dependencies among the stochastic variables, 
will be presented in Chapter 5, while the associated benefits will be illustrated in Chapter 6. 
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Chapter 5 Stochastic dual dynamic programming extension 
capturing temporal and cross-variable dependencies 
5.1 Introduction 
In the previous chapters, the problem of the optimal operation of the DER aggregator has been 
discussed and the impact of uncertainty pertaining to some of its portfolio components has been 
analysed. As stated in Chapter 3, existing approaches in relevant literature mainly focus on 
two-stage stochastic modelling frameworks and employ suitable scenario generation and 
reduction techniques for the construction of discrete approximations of the stochastic process. 
However, the high dimensionality of the problem, emanating from the multitude of portfolio 
assets and their diverse individual operational requirements, increases the computational 
complexity of the problem and introduces serious modelling limitations. In most cases, a 
reduced scenario set, which may not accurately capture the properties of the stochastic process, 
is employed. These complications become more pronounced, when multidimensional 
stochasticity is considered and the operating horizon is expanded. Combinatorial explosion of 
the potential stochastic outcomes hinders the deployment of detailed stochastic approximations 
and limit the number of considered future scenarios. 
The SDDP decomposition algorithm has been introduced in Chapter 4 and employed for 
suitably decomposing the stochastic DER aggregator problem. The stage-wise decomposition 
of the original problem, along with the Monte-Carlo sampling of the stochastic process, 
mitigate computational tractability issues and enhance computational performance. However, 
classical SDDP approaches rely on the assumption that temporal correlations and potential 
dependencies among the stochastic variables can be neglected. This assumption constitutes a 
quite restrictive feature, since the stochastic process may exhibit significant correlations that 
may affect the optimal solution. Thus, in this chapter, the classical SDDP framework is 
extended to capture such dependencies, while the stochastic process is directly integrated in 
the solution algorithm. The benefits of the presented extensions will be showcased in 
illustrative case studies presented in Chapter 6. 
Chapter 5 is organised as follows. Section 5.2 discusses the impact of temporal and cross-
variable relationships on the optimal decision making process. Section 5.3 identifies the 
limitations associated with the requirement for serially uncorrelated stochastic processes, 
suggested in the classical SDDP framework. Section 5.4 presents a class of linear stochastic 
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models, which can articulate temporal and intervariable dependencies of the stochastic process, 
namely autoregressive (AR) and vector autoregressive (VAR) models. A generalised 
mathematical reformulation of the traditional SDDP framework, which can accommodate 
temporally correlated stochastic processes through the integration of an AR model, is proposed 
in Section 5.5. The proposed reformulation is extended to capture dependencies among the 
variables of the stochastic process in Section 5.6. Finally, Section 5.7 concludes the chapter. 
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5.2 Impact of dependencies in stochastic processes 
Different stochastic variables can exhibit significant correlations which may affect optimal 
decisions. For example, temporal dependencies may exist between the current state and future 
evolution of an uncertain variable. In the power systems context, the available wind power 
output constitutes a representative example of a stochastic variable exhibiting considerable 
temporal correlation [111]. The wind power output at the current stage is directly linked to the 
output observed at the previous stage. Intuitively, higher outputs are more likely to extend to 
the next stages, while the probability of sharp upturns/declines is relatively low. 
In addition, different uncertainty sources may not be independent since relationships exist 
between different uncertain variables, due to confounding factors such as weather conditions. 
In this context, a stochastic process modelling the available wind power output at different 
locations provides a perfect example of cross-variable dependency [111]. Wind farms located 
at the same geographical area are likely to exhibit similar outputs, since weather conditions are 
closely related. As the geographical area expands, prevailing weather conditions are diversified 
and correlations among wind farms tend to diminish. Similar correlations can be identified 
among many components of the DER aggregator portfolio, apart from the spatial wind power 
output dependency. For example, increased/decreased wind power outputs may affect 
consumers’ daily activities and consumption patterns (e.g. avoid outdoor activities, spend more 
time at home, etc.). Likewise, energy prices and weather conditions may have a significant 
impact on the flexible consumers’ willingness to modify their consumption patterns. Finally, 
flexible and inflexible demand levels, along the available wind power output affect the 
respective energy prices, if a cost-reflective price scheme is employed. Such correlations are 
expected to be more pronounced in an aggregator context due to limited locational dispersity 
and asset operational diversity. 
Extensive research has been conducted in modelling multivariate dependencies and capturing 
their impact on the optimal decision-making process. A statistical modelling framework, 
comprising of a hierarchical clustering method based on self-organising maps and a hidden 
Markov model, is proposed in [111] for the characterisation of the spatiotemporal correlations 
of a group of wind farms. Illustrative case studies depict the significant impact of these 
correlations on the system operation and reliability. Similarly, in [112], the authors demonstrate 
that ignoring the stochastic dependence characterising the multivariate uncertainty around wind 
farms’ output, can lead to suboptimal planning and operation decisions. 
Chapter 5 Stochastic dual dynamic programming extension capturing temporal and cross-
variable dependencies 
182 
 
In a similar vein, authors in [113] present numerous composite modelling approaches for 
capturing complex non-linear dependency patterns in large power system datasets. Moreover, 
in [114] a multivariate conditional parametric model is proposed for forecasting power output 
from multiple wind farms, while modelling their spatiotemporal dependence; authors show 
substantial improvement in forecast quality when the dependence structure is explicitly 
modelled. The self-scheduling strategy of an energy utility operating a group of thermal 
generators is examined in [116], while a Gaussian Copula function is introduced to capture the 
dependence between the stochastic load and market prices. Case studies demonstrate that 
ignoring dependencies of the stochastic process entails increased utilisation of the portfolio 
generators and, thus, leads to decreased expected profitability. Finally, authors in [115] 
introduce a novel framework for the transmission and network expansion problem, where 
multiple sources of operational stochasticity are considered. The proposed approach explicitly 
accounts for inter-spatial dependencies between loads in various locations and intermittent 
generation units' output, while the loss of information induced when multivariate uncertainty 
is approximated as univariate, is demonstrated to lead to suboptimal decisions. 
These insights reveal a fundamental limitation of scenario modelling approaches, as the ones 
employed in relevant literature presented in Chapter 3, in dealing effectively with the high 
dimensional stochastic problem faced by the DER aggregator. When such approaches consider 
multivariate uncertainty, a combinatorial explosion of the possible realisations is expected as 
the planning horizon expands, and the problem soon becomes intractable. 
Consequently, the deployment of scenario reduction techniques is unavoidable. In general, 
such techniques determine the final set of considered scenarios ‘a priori’, according to relevant 
distance metrics and on a basis not informed by their actual bearing on the problem’s objective 
function. Thus, the impact of each scenario on the actual problem is disregarded and potentially 
important scenarios are not considered. All in all, the requirement for computational tractability 
imposes limits on the number of scenarios that can be considered, inadvertently leading to 
disregarding temporal and multivariate dependencies. 
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5.3 Limitations of the temporal independency assumption  
The SDDP algorithm presented in the previous chapter entails the sampling of realisations 
{𝜔𝑡}𝑡=1𝑇 , which can be obtained either from a continuous or a discrete stochastic process 𝛚. 
Sampling from a continuous probability distribution exponentially increases the problem 
complexity, as the planning horizon expands and leads to intractability issues. This 
intractability is mainly overcome by assuming that 𝝎 is stage-wise independent; a prevailing 
assumption in literature (e.g. see [96], [103]-[109]). This assumption entails two important 
implications for the SDDP algorithm. Firstly, sharing the constructed Benders cuts among all 
𝑀𝑡/𝑆𝑡 pertaining to the same stage is allowed, at the cost of ignoring the time-dependence of 
𝝎. Secondly, the consideration of conditional probability distributions exponentially increases 
the number of potential outcomes that should be considered at each stage (see Section 3.4). 
Thus, the temporal independence assumption conveniently reduces the problem complexity 
and enhances the convergence properties of the algorithm. 
An alternative approach lies in deriving a discretised representation, such as a scenario tree 
(see Chapter 2 for scenario tree models), where a trade-off between representation complexity 
and accuracy exists. Scenario trees capture the temporal evolution of the stochastic process 
through scenario branching, while branching probabilities are derived, considering both the 
underlying probability distribution and the employed scenario reduction technique. However, 
when multidimensional uncertainty is considered, this approach ends up with very simple tree 
structures, unable to accurately capture 𝝎, in order to avoid a combinatorial explosion. 
Both approaches presented above deal with the issue of computational tractability by resorting 
to simplification. However, cases studies in Chapter 3 demonstrated that the structural 
complexity of the employed scenario tree significantly affects the optimal DER aggregator 
strategy. In these case studies, it has been assumed that the underlying probability distribution 
modelling the demand and wind output potential outcomes (i.e. normal distribution) does not 
exhibit temporal correlations. The impact of the scenario tree structure, when temporal 
correlations are considered, is expected to be more pronounced. The impact of temporal 
correlations is examined in the case studies presented in Chapter 6. 
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5.4 Linear stochastic models capturing temporal correlations and 
dependencies among the stochastic variables 
5.4.1 Autoregressive models 
The proposed algorithm can accommodate the incorporation of stochastic models which 
capture temporal relationships in 𝝎, as long as the linearity of the stochastic problem is 
preserved, so that the computation of the required dual variables is not inhibited. 
Autoregressive (AR) models constitute suitable candidates, since they can articulate complex 
temporal stochastic relationships, while retaining the linearity of the problem. Additionally, 
they have been widely employed in power systems literature for the representation of stochastic 
processes [118]. 
An AR model depicts the evolution of a multivariate stochastic process 𝝎, as a linear function 
of the previous 𝑝 instances of the process. More specifically, an AR process indicates that each 
output of the stochastic variable 𝜔 at stage 𝑡 depends linearly on its own 𝑝 previous instances 
and a random error term. We should note that only dependencies on the previous values of the 
same stochastic variable can be modelled. A different class of AR models, capable of capturing 
dependencies on the observed realisations of every variable of the stochastic process, will be 
introduced in the next section. 
The only limitation of employing AR models for the representation of stochastic processes, lies 
in the requirement for stationarity. A stochastic process is defined as stationary when its joint 
probability distribution remains constant over time. This implies that the main statistical 
moments, such as the mean and the variance, do not change as time evolves. A variety of 
standard tests exist to examine the stationarity of a stochastic process. If a stochastic process 
exhibits non-stationarity, suitable transformations that guarantee that stationarity is achieved, 
can be introduced. A more detailed discussion on stationarity tests and transformations will be 
presented in Chapter 6. 
Consequently, a 𝑝𝑡ℎ order AR model has been adopted to represent the 𝑦-dimensional 
stochastic process 𝝎, as expressed in (5.1), where 𝝎𝒕 corresponds to the random variables’ 
realisation at stage 𝑡, 𝝋𝑖 correspond to 𝑝 time-invariant 𝑦×1 matrices, 𝝎𝑡−𝑝 represents the 
values of 𝝎𝒕 𝑝 time-periods before 𝑡 and 𝜺𝑡 is a 𝑦×1 error term matrix. The error matrix 𝜺𝑡 
should contain zero-mean terms (i.e. 𝔼(𝜺𝑡) = 0), while 𝔼(𝜀𝑡𝜀𝑡′) = 𝐾 and 𝔼(𝜀𝑡𝜀𝑡−𝑝′ ) = 0, ∀𝑝 
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should stand for their covariances, denoting that there is no serial correlation in 𝜺𝑡. Even 
though, the AR model expressed in (5.1) can represent a 𝑦-dimensional stochastic process, only 
correlation along the same dimension (i.e. the same stochastic variable) can be captured. The 
formulas introduced to sample realisations from the AR(2) model of a 2-dimensional stochastic 
process (i.e. 𝜔1, 𝜔2) are depicted in (5.2) - (5.3) for illustrative purposes. 
𝝎𝑡 = ∑ 𝝋𝑖
𝑝
𝑖=1
𝝎𝑡−𝑖 + 𝜺𝑡 ∀𝑡 (5.1) 
 𝜔𝑡1 = 𝜑1,1𝜔𝑡−11 + 𝜑1,2𝜔𝑡−21 + 𝜀𝑡1 ∀𝑡 (5.2) 
 𝜔𝑡2 = 𝜑2,1𝜔𝑡−12 + 𝜑2,2𝜔𝑡−22 + 𝜀𝑡2 ∀𝑡 (5.3) 
Finally, even though an AR model has been selected to capture temporal correlations in the 
examined DER aggregator problem, any linear stochastic model could be incorporated in the 
classical SDDP algorithm in a straightforward way, following the process outlined in section 
5.5. 
 
5.4.2 Vector autoregressive models 
The deployment of AR models for the representation of the stochastic process provides the 
suitable framework for capturing the temporal correlations pertaining to stochastic variables. 
However, the need to model dependencies among the stochastic variables, necessitates the 
introduction of a more sophisticated multivariate stochastic model capable of articulating more 
compound relationships. In this context, a generalised class of autoregressive models, namely 
the vector autoregressive (VAR) models, are employed to represent the stochastic process. 
VAR models can articulate complex temporal and cross-variable stochastic relationships, while 
maintaining the desired problem linearity. Additionally, VAR models have been demonstrated 
to enhance the modelling accuracy of the stochastic process when compared to univariate AR 
models, in power systems applications [119], [120]. 
A VAR model depicts the evolution of a multivariate stochastic process 𝝎, as a linear function 
of the previous 𝑝 instances of the entire process (i.e. across all dimensions). Consequently, a 
𝑝𝑡ℎ order VAR model has been adopted to represent the 𝑦-dimensional stochastic process 𝝎, 
as expressed in (5.4), where 𝝎𝑡 corresponds to the random variables at 𝑡, 𝐴𝑝 corresponds to 𝑝 
time-invariant 𝑦×𝑦 matrices, 𝝎𝑡−𝑝 represents the values of 𝝎𝒕 𝑝 time-periods before 𝑡 and 𝜺𝑡 
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denotes a 𝑦×1 error term matrix. The error matrix 𝜺𝑡 should contain zero-mean terms (i.e. 
𝔼(𝜺𝑡) = 0), while 𝔼(𝜺𝑡𝜺𝑡′ ) = 𝐾 and 𝔼(𝜺𝑡𝜺𝑡−𝑝′ ) = 0, ∀𝑝 should stand for their covariances, 
denoting that there is no serial correlation in 𝜺𝑡. The formulas introduced to sample realisations 
from the VAR(1) model of a 2-dimensional stochastic process (i.e. 𝜔1, 𝜔2) are depicted in (5.5) 
- (5.6) for illustrative purposes. 
𝝎𝑡 = ∑ 𝐴𝑖 ∙ 𝝎𝑡−𝑖
𝑝
𝑖=1
+ 𝜺𝑡 ∀𝑡 (5.4) 
 𝜔𝑡1 = 𝐴1,1𝜔𝑡−11 + 𝐴1,2𝜔𝑡−12 + 𝜀𝑡1 ∀𝑡 (5.5) 
 𝜔𝑡2 = 𝐴2,1𝜔𝑡−11 + 𝐴2,2𝜔𝑡−12 + 𝜀𝑡2 ∀𝑡 (5.6) 
The stationarity limitations associated with autoregressive models, expand to the case of VAR 
models. Similar tests with the AR case exist for the stationarity assessment of the stochastic 
process, while the same range of transformations that ensure stationarity are available. A more 
detailed discussion on stationarity tests and transformations will be presented in Chapter 6, as 
already mentioned. 
Finally, even though a VAR model has been selected to capture temporal and cross-variable 
dependencies in the examined DER aggregator problem, any linear stochastic model could be 
incorporated in the classical SDDP algorithm in a straightforward way, following the process 
outlined in section 5.5. 
 
5.5 Modifications in the SDDP algorithm to accommodate serially 
correlated stochastic processes - AR model case 
As discussed in the previous section, AR models have been widely used to model stochastic 
processes in power system problems [118]. In this section, relevant modifications in the SDDP 
algorithm presented in subsection 4.8.4, entailed by the direct integration of the AR model in 
the solution process, will be introduced. Thus, the stochastic model will constitute an internal 
part of the solution process, instead of being employed for sampling potential stochastic 
outcomes. An AR(1) model will be employed to represent the stochastic wind power outputs 
for the DER aggregator problem in the case studies presented in Chapter 6. Thus, in the sequel 
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of this section, the main modifications for the general case of an AR(𝑝) process and an AR(1) 
one modelling wind power output, are presented: 
• State space expansion. As discussed in Chapter 4, the state variables of the stochastic 
problem include the available information required to capture the current system state 
and drive the optimal decision. In the DER aggregator problem, the energy content of 
the ES units and the aggregate load shifting of FD units comprise the required state 
variables, in the absence of temporal stochastic correlations. When temporal 
dependencies are considered, the state space is expanded to involve the previous 𝑝 
realisations of the stochastic process, which are essential for the estimation of the 
current stage’s realisations, according to (5.1). Consequently, the expanded state space 
is defined as 𝑠𝑡 ≜ {𝑒𝑡,𝑏, 𝑑𝑡,𝑓
𝑎𝑔𝑔, 𝝎𝑡−1, ⋯ , 𝝎𝑡−𝑝}, which for the DER aggregator case 
collapses to 𝑠𝑡 ≜ {𝑒𝑡,𝑏, 𝑑𝑡,𝑓
𝑎𝑔𝑔, 𝑃𝑡−1,𝑤𝑤𝑖𝑛𝑑 }. 
• Dual variables and cut construction. The expansion of the state space introduces 
additional dual variables, which should be included in the cut construction. The Benders 
cut pertaining to stage 𝑡 represents an approximation of the future cost until the end of 
the operating horizon and captures the impact of immediate decisions on the subsequent 
stages. Current decisions are communicated to the next stages through the state 
variables, while their impact is captured via the respective dual variables. 
Consequently, additional dual variables are calculated for each lag factor 𝑝 and for each 
dimension 𝑦 and relevant terms are included in the constructed cut. The dual variables 
pertaining to the state 𝑡 master problem or subproblem at iteration 𝑖 solved for trial 
value 𝑘 correspond to 𝜆𝑡,𝑘,𝑖,𝑝𝜔 , which is a 𝑦×𝑝-dimensional vector. Each element 
captures the impact of the previous realisations of the 𝑦𝑡ℎ stochastic variable at stage 
𝑡 − 𝑝 on the current value of the same (i.e. 𝑦𝑡ℎ) stochastic variable. As stated earlier, 
the impact of cross-variable dependencies is not captured by the AR model. The 
respective formulas for the general case are given in (5.7) - (5.9), while for the DER 
aggregator in (5.10) - (5.12). The expanded Benders cut version expresses the future 
cost functions with regards to the observed outcomes of the stochastic process at the 
current stage. Thus, the impact of the potential future realisations is explicitly 
considered in the derivation of the optimal strategy. 
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 ?̃?𝑡−𝑝,𝑘,𝑠,𝑖 = 𝝎𝑡−𝑝,𝑘,𝑖 : 𝝀𝑡,𝑘,𝑠,𝑖,𝑝𝜔  ∀𝑝 (5.7) 
𝝀𝑡,𝑘,𝑖,𝑝𝜔 = ∑ 𝝀𝑡,𝑘,𝑠,𝑖,𝑝𝜔
𝑁𝑆
𝑠=1
/𝑁𝑆 ∀𝑡, 𝑘, 𝑖, 𝑝 (5.8) 
𝛼𝑡 ≥ 𝒮𝑡,𝑘,𝑖−1 (𝑒𝑡,𝑘,𝑖−1,𝑏, 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
, 𝝎𝑡−1,𝑘,𝑖−1, ⋯ , 𝝎𝑡−𝑝,𝑘,𝑖−1) 
∀𝑘, 𝑖 (5.9) 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑏𝐸 ∙ (𝑒𝑡,𝑘,𝑖,𝑏 − 𝑒𝑡,𝑘,𝑖−1,𝑏)
𝐵
𝑏=1
 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑓𝐷 ∙ (𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 − 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
)
𝐹
𝑓=1
 
+ ∑ 𝜆𝑡,𝑘,𝑖,𝑗𝜔
𝑝
𝑗=1
∙ (𝝎𝑡−𝑗,𝑘,𝑖 − 𝜔𝑡−𝑗,𝑘,𝑖−1) 
 ?̃?𝑡−1,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑 = 𝑃𝑡−1,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑  : 𝜆𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑  (5.10) 
𝜆𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 = ∑ 𝜆𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑
𝑁𝑆
𝑠=1
/𝑁𝑆 ∀𝑡, 𝑘, 𝑖, 𝑤 (5.11) 
𝛼𝑡 ≥ 𝒮𝑡,𝑘,𝑖−1 (𝑒𝑡,𝑘,𝑖−1,𝑏, 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
, 𝑃𝑡−1,𝑘,𝑖−1,𝑤
𝑤𝑖𝑛𝑑
) 
∀𝑘, 𝑖 (5.12) 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑏𝐸 ∙ (𝑒𝑡,𝑘,𝑖,𝑏 − 𝑒𝑡,𝑘,𝑖−1,𝑏)
𝐵
𝑏=1
 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑓𝐷 ∙ (𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 − 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
)
𝐹
𝑓=1
 
+𝜆𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 ∙ (𝑃𝑡−1,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 − ?̅?𝑡−1,𝑘,𝑖−1,𝑤𝑤𝑖𝑛𝑑 ) 
• Limits on upper and lower bounds of the stochastic process. An important implication 
of the integration of the AR model is that when sampling 𝝎 from an AR model, output 
cannot be forced to conform to the underlying process bounds (e.g. maximum wind 
power output). When sampling from a continuous distribution, the decision-maker can 
directly intervene and correct the simulated scenario set within the acceptable limits. 
However, ex-post adjustment of these offending realisations to within the acceptable 
domain (e.g. negative values corrected to 0) undermines model convexity, when the AR 
model has been integrated in the solution process [117]. This issue can be mitigated by 
employing penalty variables for each of the terms of 𝝎𝑡 with upper and lower limits. 
For the DER aggregator model, we focus on the available wind power output, which 
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physically cannot be negative and cannot exceed the installed capacity. Thus, variables 
𝑦𝑡,𝑘,𝑖 = [𝑦𝑡,𝑘,𝑖,𝑤𝑤1 , 𝑦𝑡,𝑘,𝑖,𝑤𝑤2 ] are introduced and penalised with factor 𝐶𝑝𝑒𝑛2, which is a 
vector consisting of 2𝑤 elements; appropriate penalty terms are appended to the 
objective functions of all 𝑀𝑡 and 𝑆𝑡, as in (5.13) (i.e. master problem equation). 
Constraints (5.14) - (5.17) are included to restrict 𝝎𝑡 and (4.50)/(4.66) are omitted from 
𝑀𝑡/𝑆𝑡, respectively. More specifically, master problems will include (4.41) - (4.49), 
(4.52) - (4.54), (5.1), (5.12) - (5.17), while subproblems will include (4.57) - (4.65), 
(4.67) - (4.72), (5.1), (5.10), (5.12) - (5.17). 
ℳ𝑡,𝑘,𝑖(𝒔𝑡−1,𝑘,𝑖, 𝝎𝑡,𝑘,𝑖) = 
(5.13) 
= min
𝒙𝑡,𝑘,𝑖
{−𝑝𝑡,𝑘,𝑖
𝑔𝑟𝑖𝑑𝐶𝑡
𝑔𝑟𝑖𝑑 + 𝑝𝑡,𝑘,𝑖𝑑𝑒𝑚𝐶𝑑𝑒𝑚 + ∑ 𝑝𝑡,𝑘,𝑖,𝑚
𝑔𝑒𝑛 𝐶𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
+ 𝑦𝑡,𝑘,𝑖𝐶𝑝𝑒𝑛2
+ [∑(𝑠𝑙𝑡,𝑘,𝑖,𝑏1 + 𝑠𝑙𝑡,𝑘,𝑖,𝑏2 )
𝐵
𝑏=1
+ ∑(𝑠𝑙𝑡,𝑘,𝑖,𝑓3 + 𝑠𝑙𝑡,𝑘,𝑖,𝑓4 )
𝐹
𝑓=1
] 𝐶𝑝𝑒𝑛 + 𝑎𝑡} 
 𝑝𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 ≤ 𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 + 𝑦𝑡,𝑘,𝑖,𝑤𝑤1 + 𝑦𝑡,𝑘,𝑖,𝑤𝑤2  ∀𝑤 (5.14) 
 𝑦𝑡,𝑘,𝑖,𝑤𝑤1 ≤ 𝑊𝑤𝑚𝑎𝑥 − 𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑  ∀𝑤 (5.15) 
 𝑦𝑡,𝑘,𝑖,𝑤𝑤1 ≤ 0 ∀𝑤 (5.16) 
 𝑦𝑡,𝑘,𝑖,𝑤𝑤2 ≥ 0 ∀𝑤 (5.17) 
We should emphasise that, when subproblem 𝑆𝑡 is solved for an out-of-bounds value 
of 𝝎𝑡, the specific realisation of 𝝎𝑡 does not constitute a valid point of the state space 
and the respective dual variables do not interpret the real impact of 𝜔𝑡 on 𝒮𝑡. As such, 
the construction of the respective cut is omitted. 
• Realisation sampling and complexity. We should note that the increased complexity of 
the stochastic process, compared to the classical approach, is not reflected in the 
solution process. If we consider that stochasticity pertaining to the first stage has 
already been resolved and 𝝎1 corresponds to a deterministic value, the sampling of 
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future realisations is performed by sampling 𝜺𝑡 and applying (5.1). Thus, a sophisticated 
stochastic model, collapses into naive white error sampling, when integrated in the 
SDDP formulation, while only increasing the state space dimensionality. However, it 
is crucial that 𝝎𝑡−𝑝 refers to deterministic and already-resolved quantities, when 𝑀𝑡/𝑆𝑡 
are solved, so they comprise inputs of the model. Consequently, the state space 
expansion does not entail increased computational burden and complexity. 
• Step-by-step implementation of the algorithm. The step-by-step solution process of the 
extended SDDP algorithm is the same with the one presented in Table 4.4. However, 
there are two main differences. Firstly, every run of the forward and backward passes 
requires the sampling of the error term 𝜺𝑡, in order to derive the realisation of the 
stochastic process for the respective stage. Secondly, Benders cuts are constructed only 
for dual variables corresponding to valid state space points. 
 
5.6 Modifications in the SDDP algorithm to accommodate temporal and 
cross-variable dependencies - VAR model case 
As discussed in section 5.4, VAR models are deployed when complex temporal and cross-
variable dependencies exist among the different variables of the stochastic process. In this 
section, relevant modifications in the SDDP algorithm presented in subsection 4.8.4, entailed 
by the direct integration of the VAR model in the solution process, will be introduced. Similar 
to the AR case, the stochastic model will constitute an internal part of the solution process, 
instead of being employed for sampling potential stochastic outcomes. A VAR(1) model will 
be employed to represent the stochastic inflexible demand levels and wind power outputs (i.e. 
as in the case studies presented in Chapter 2) for the DER aggregator problem in the case 
studies presented in Chapter 6. Thus, in the sequel of this section, the main modifications for 
the general case of a VAR(𝑝) process and a VAR(1) one modelling inflexible demand and 
wind power output are presented. We should note that these modifications are aligned with the 
ones introduced for the extension of the SDDP algorithm to accommodate temporal 
correlations. As stated in the previous section, the proposed modifications are highly 
generalisable and applicable to any linear stochastic model. The main difference compared to 
the previous case is that the step-by-step solution process should adapt to the cross-variable 
dependence of the stochastic process. 
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• State space expansion. As in the previous case, the state space has to be expanded and 
is defined as 𝑠𝑡 ≜ {𝑒𝑡,𝑏, 𝑑𝑡,𝑓
𝑎𝑔𝑔, 𝝎𝑡−1, ⋯ , 𝝎𝑡−𝑝}, which for the DER aggregator case 
collapses to 𝑠𝑡 ≜ {𝑒𝑡,𝑏, 𝑑𝑡,𝑓
𝑎𝑔𝑔, 𝑃𝑡−1,𝑤𝑤𝑖𝑛𝑑 , 𝑑𝑡−1
𝑖𝑛𝑓 }. 
• Dual variables and cut construction. The expansion of the state space introduces 
additional dual variables, which should be included in the cut construction. 
Consequently, dual variables are calculated for each lag factor 𝑝 and for each dimension 
𝑦 and relevant terms are included in the constructed cut. The dual variables pertaining 
to the state 𝑡 master or subproblem at iteration 𝑖 solved for trial value 𝑘 correspond to 
𝜆𝑡,𝑘,𝑖,𝑝𝜔 , which is a 𝑦×𝑦×𝑝-dimensional vector. Each element captures the impact of the 
previous realisations of the 𝑖𝑡ℎ, 𝑖 ∈ {1, ⋯ , 𝑦} stochastic variable at stage 𝑡 − 𝑝 on the 
current value of the 𝑗𝑡ℎ, 𝑗 ∈ {1, ⋯ , 𝑦} stochastic variable. For example, if one lag factor 
is assumed (i.e. 𝑝 = 1) for a VAR model representing a 2-dimensional stochastic 
process (i.e. 𝝎1, 𝝎2), 𝜆𝑡,𝑘,𝑖,𝑝𝜔  will correspond to a 2×2 matrix, for specific 𝑘, 𝑖. The first 
pair of variables will capture the impact of the realisations of 𝝎1, 𝝎2 at stage 𝑡 − 1 on 
the outcome of 𝝎1 at stage 𝑡, while the second pair will capture the same impact on the 
outcome of 𝝎2. The respective formulas for the general case are the same with AR case 
and are given in (5.2) - (5.4). The formulas associated with the DER aggregator 
problem, when both inflexible demand and wind power output exhibit stochasticity, are 
given in (5.5) - (5.7). 
 ?̃?𝑡−1,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑 = 𝑃𝑡−1,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑  : 𝜆𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑  (5.18) 
 ?̃?𝑡−1,𝑘,𝑠,𝑖
𝑖𝑛𝑓 = 𝑑𝑡−1,𝑘,𝑖
𝑖𝑛𝑓  : 𝜆𝑡,𝑘,𝑠,𝑖𝑑𝑒𝑚  (5.19) 
𝜆𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 = ∑ 𝜆𝑡,𝑘,𝑠,𝑖,𝑤𝑤𝑖𝑛𝑑
𝑁𝑆1
𝑠=1
/𝑁𝑆1 ∀𝑡, 𝑘, 𝑖, 𝑤 (5.20) 
𝜆𝑡,𝑘,𝑖𝑑𝑒𝑚 = ∑ 𝜆𝑡,𝑘,𝑠,𝑖𝑤𝑖𝑛𝑑
𝑁𝑆2
𝑠=1
/𝑁𝑆2 ∀𝑡, 𝑘, 𝑖 (5.21) 
𝛼𝑡 ≥ 𝒮𝑡,𝑘,𝑖−1 (𝑒𝑡,𝑘,𝑖−1,𝑏, 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
, 𝑃𝑡−1,𝑘,𝑖−1,𝑤
𝑤𝑖𝑛𝑑
, 𝑑𝑡−1,𝑘,𝑖−1
𝑖𝑛𝑓
) ∀𝑘, 𝑖 (5.22) 
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+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑏𝐸 ∙ (𝑒𝑡,𝑘,𝑖,𝑏 − 𝑒𝑡,𝑘,𝑖−1,𝑏)
𝐵
𝑏=1
 
+ ∑ 𝜆𝑡,𝑘,𝑖−1,𝑓𝐷 ∙ (𝑑𝑡,𝑘,𝑖,𝑓
𝑎𝑔𝑔 − 𝑑𝑡,𝑘,𝑖−1,𝑓
𝑎𝑔𝑔
)
𝐹
𝑓=1
 
+𝜆𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 ∙ (𝑃𝑡−1,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 − ?̅?𝑡−1,𝑘,𝑖−1,𝑤𝑤𝑖𝑛𝑑 ) 
+𝜆𝑡,𝑘,𝑖𝑑𝑒𝑚 ∙ (𝑑𝑡−1,𝑘,𝑖
𝑖𝑛𝑓 − ?̅?𝑡−1,𝑘,𝑖−1
𝑖𝑛𝑓 ) 
• Limits on upper and lower bounds of the stochastic process. As in the AR case, ex-post 
adjustment of offending realisations (i.e. out of the allowed bounds) to within the 
acceptable domain (e.g. negative values corrected to 0) undermines model convexity, 
when the VAR model has been integrated in the solution process [117]. This issue can 
be mitigated by employing penalty variables for each of the terms of 𝝎𝑡 with upper and 
lower limits. For the DER aggregator model, this refers to both terms of 𝝎𝑡 (i.e. 
inflexible demand and wind power output), which physically cannot be negative and 
cannot exceed their peak values. Thus, variables 𝑦𝑡,𝑘,𝑖 = [𝑦𝑡,𝑘,𝑖,𝑤𝑤1 , 𝑦𝑡,𝑘,𝑖,𝑤𝑤2 , 𝑦𝑡,𝑘,𝑖𝑑1 , 𝑦𝑡,𝑘,𝑖𝑑2 ] 
are introduced and penalised with factor 𝐶𝑝𝑒𝑛2, which is a vector consisting of 2 ∙ (𝑤 +
1) elements; appropriate penalty terms are appended to the objective functions of all 
𝑀𝑡 and 𝑆𝑡, as in (5.23) (i.e. master problem equation). Constraints (5.24) - (5.29) are 
included to restrict 𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 , 𝑑𝑡,𝑘,𝑖
𝑖𝑛𝑓 , where 𝑊𝑤𝑚𝑎𝑥, 𝐷𝑚𝑎𝑥 denote the wind and demand 
acceptable peak values, respectively and 𝑑𝑡,𝑘,𝑖𝑠𝑙  represents a slack variable introduced to 
capture the corrected value of inflexible demand (i.e. if the bounds are exceeded). 
Consequently, the power balance equations (4.53)/(4.69) are updated to include the 
corrected inflexible demand value 𝑑𝑡,𝑘,𝑖𝑠𝑙 . Additionally, (4.50)/(4.66) are omitted from 
𝑀𝑡/𝑆𝑡, respectively. More specifically, master problems will include (4.41) - (4.49), 
(4.52) - (4.54), (5.4), (5.22) - (5.29), while subproblems will include (4.57) - (4.65), 
(4.67) - (4.72), (5.4), (5.18) - (5.19), (5.22) - (5.29). 
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ℳ𝑡,𝑘,𝑖(𝒔𝑡−1,𝑘,𝑖, 𝝎𝑡,𝑘,𝑖) = 
(5.23) 
= min
𝒙𝑡,𝑘,𝑖
{−𝑝𝑡,𝑘,𝑖
𝑔𝑟𝑖𝑑𝐶𝑡
𝑔𝑟𝑖𝑑 + 𝑝𝑡,𝑘,𝑖𝑑𝑒𝑚𝐶𝑑𝑒𝑚 + ∑ 𝑝𝑡,𝑘,𝑖,𝑚
𝑔𝑒𝑛 𝐶𝑚
𝑔𝑒𝑛
𝑀
𝑚=1
+ 𝑦𝑡,𝑘,𝑖𝐶𝑝𝑒𝑛2
+ [∑(𝑠𝑙𝑡,𝑘,𝑖,𝑏1 + 𝑠𝑙𝑡,𝑘,𝑖,𝑏2 )
𝐵
𝑏=1
+ ∑(𝑠𝑙𝑡,𝑘,𝑖,𝑓3 + 𝑠𝑙𝑡,𝑘,𝑖,𝑓4 )
𝐹
𝑓=1
] 𝐶𝑝𝑒𝑛 + 𝑎𝑡} 
 𝑝𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 ≤ 𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑 + 𝑦𝑡,𝑘,𝑖,𝑤𝑤1 + 𝑦𝑡,𝑘,𝑖,𝑤𝑤2  ∀𝑤 (5.24) 
 𝑦𝑡,𝑘,𝑖,𝑤𝑤1 ≤ 𝑊𝑤𝑚𝑎𝑥 − 𝑃𝑡,𝑘,𝑖,𝑤𝑤𝑖𝑛𝑑  ∀𝑤 (5.25) 
 𝑑𝑡,𝑘,𝑖𝑠𝑙 = 𝑑𝑡,𝑘,𝑖
𝑖𝑛𝑓 + 𝑦𝑡,𝑘,𝑖𝑑1 + 𝑦𝑡,𝑘,𝑖𝑑2   (5.26) 
 𝑦𝑡,𝑘,𝑖𝑑1 ≤ 𝐷𝑚𝑎𝑥 − 𝑑𝑡,𝑘,𝑖
𝑖𝑛𝑓   (5.27) 
 𝑦𝑡,𝑘,𝑖,𝑤𝑤1 , 𝑦𝑡,𝑘,𝑖𝑑1 ≤ 0 ∀𝑤 (5.28) 
 𝑦𝑡,𝑘,𝑖,𝑤𝑤2 , 𝑦𝑡,𝑘,𝑖𝑑2 ≥ 0 ∀𝑤 (5.29) 
• Realisation sampling and complexity. Similar to the AR case, future realisations are 
obtained by sampling 𝜺𝑡 and applying (5.4). Thus, a complex multidimensional 
stochastic model (i.e. VAR model), which captures temporal and cross-variable 
relationships, collapses into naive white error sampling. 
• Step-by-step implementation of the algorithm. The step-by-step solution process of the 
extended SDDP algorithm is similar to the classical SDDP approach. However, as in 
the AR case, there are two main differences. Firstly, every run of the forward and 
backward passes entails the sampling of a pair of error terms 𝜺𝑡 as in (5.5) – (5.6), in 
order to derive the realisations of both stochastic variables for the respective stage. 
More specifically, during every backward pass run, an additional iteration, where the 
second stochastic variable is sampled, is included. Secondly, Benders cuts are 
constructed only for dual variables corresponding to valid state space points. 
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5.7 Concluding remarks 
In this chapter, the impact of potential temporal and cross-variable dependencies pertaining to 
a stochastic process was addressed. Two different classes of autoregressive models, namely 
AR and VAR models were deployed to model stochastic variables in the DER aggregator 
problem. These models have been demonstrated to articulate complex temporal stochastic 
relationships, while retaining the linearity of the problem. In this context, the classical SDDP 
approach, which discourages serial correlations, was extended to capture complex stochastic 
relationships. A highly generalisable mathematical reformulation of the classical SDDP 
method, presented in Chapter 4, has been proposed. The performance of the proposed 
extensions, along with benefits of considering complex stochastic models in the DER 
aggregator problem will be illustrated in case studies presented in Chapter 6. 
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Chapter 6 Case studies 
6.1 Introduction 
The four previous chapters of this thesis (i.e. chapters 2 to 5) have presented and analysed the 
problem of optimal scheduling of the portfolio of a DER aggregator, while the significance of 
the stochasticity pertaining to various portfolio assets has been addressed as well. Additionally, 
limitations associated with current approaches in the literature have been identified and a novel 
multistage stochastic optimisation framework for the DER aggregator problem, when a 
multidimensional stochastic process is considered, has been proposed. Computational 
tractability issues stemming from the multidimensionality of the stochastic process and the 
intertemporal characteristics of the portfolio assets (i.e. ES and FD units), have motivated the 
deployment of a suitable decomposition technique, based on dual dynamic programming 
principles (i.e. SDDP). Finally, two novel extensions of the employed decomposition 
technique, which can accommodate temporal and cross-variable dependencies of the stochastic 
process, have been proposed. 
For comprehensively capturing and validating the suitability and efficiency of the proposed 
approaches, studies on the DER aggregator problem have been developed and analysed. These 
studies initially focus on showcasing significant operational aspects associated with the DER 
aggregator optimal resource scheduling, when stochastic wind power output and inflexible 
demand are considered. Case studies, presented in Chapter 3, have been performed on the 
basis of an uncorrelated stochastic process, where potential temporal and cross-variable 
dependencies were deliberately disregarded. However, case studies presented in this chapter, 
explicitly consider such dependencies, which are captured via the deployment of suitable AR 
and VAR models. Additionally, the implications of different portfolio compositions and 
operational characteristics, which correspond to different flexibility levels, have also been 
examined. 
However, apart from justifying the theoretical properties of the decomposition approaches 
proposed in Chapters 4 and 5, a novel simulation framework is employed to compare the 
performance of the proposed approaches with the scenario tree formulation presented in 
Chapter 3. In this context, the extended SDDP model is compared against scenario tree models 
of different structural complexity, while the trade-off between computational complexity and 
solution efficiency is captured. These case studies aim to address the impact of explicitly 
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considering dependencies pertaining to the stochastic process and highlight decision sub-
optimality, when such dependencies are disregarded. 
Chapter 6 is organised as follows. Section 6.2 discusses the context of the case studies, outlines 
the fitting process of the stochastic models, introduces the employed simulation framework and 
lays out the case studies inputs, assumptions and simulation tools. Sections 6.3 and 6.4 present 
results associated with algorithmic performance of the extended SDDP models and the derived 
DER aggregator strategies. Sections 6.5 and 6.6 compare the solution efficiency and the 
computational complexity of the proposed SDDP approaches with scenario tree models of 
varying structural complexity. Section 6.7 demonstrates the computational superiority of the 
proposed algorithm compared to scenario tree models for large-scale problems. Section 6.8 
explores the scalability potential of the proposed algorithm. Finally, Section 6.8 concludes the 
chapter. 
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6.2 Data, simulation framework and implementation 
6.2.1 Case studies framework 
The developed case studies, presented in this chapter, investigate four main aspects of the 
proposed stochastic framework for the DER aggregator problem. Firstly, the proposed 
extensions of the classical SDDP algorithm are deployed for the DER aggregator problem and 
algorithmic performance features, along with optimal DER aggregator strategies are examined. 
Two different case studies are investigated, where the first one focuses on the optimal DER 
aggregator scheduling under wind power output stochasticity, while the second one includes 
both wind power output and inflexible demand uncertainty. The former deploys an AR model 
to capture the stochastic wind power outputs, while a VAR model is employed by the latter to 
represent the bivariate stochastic process (i.e. stochastic wind and inflexible demand), as 
presented in Chapter 5. Additionally, the impact of different compositions of the DER 
aggregator portfolio are analysed. These features are discussed in Case 1 and Case 2. Secondly, 
the efficiency of the derived solutions is compared against traditional scenario tree models with 
varying levels of structural complexity (i.e. different number of nodes and scenarios). The 
benefits associated with the extended SDDP models, which capture temporal and cross-
variable dependencies, are validated and the trade-off between solution efficiency and 
computational complexity is demonstrated. These features are discussed in Case 3 and Case 4. 
Thirdly, the computational benefits of the extended SDDP approach, when dealing with large-
scale problems are highlighted in Case 5. Fourthly, the scalability potential of the proposed 
approach is examined. Case studies presented in this chapter adhere to a limited portfolio size, 
in order to ensure low computational times and facilitate easier elaboration on the results. The 
derived DER aggregator operational strategies do not depend on the portfolio size and similar 
insights are expected for larger portfolios. Finally, scalability issues are discussed in section 
6.8. Overall, the four case studies, which will be presented, are the following: 
• Case 1: The proposed SDDP model with the AR extension is employed for the optimal 
DER aggregator scheduling under stochastic wind power output. 
• Case 2: The proposed SDDP model with the VAR extension is employed for the 
optimal DER aggregator scheduling under stochastic wind power output and inflexible 
demand. 
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• Case 3: The proposed SDDP model with the AR extension is compared against scenario 
tree models with varying levels of structural complexity. 
• Case 4: The proposed SDDP model with the VAR extension is compared against 
scenario tree models with varying levels of structural complexity. 
• Case 5: The proposed SDDP model with the VAR extension is employed to solve a 
large-scale problem (i.e. several thousands of scenarios) and is compared against 
scenario tree models with varying levels of structural complexity. 
The purpose of the first four case studies (i.e. Case 1-Case 4) mainly lies in assessing the impact 
of stochasticity on the optimal decision-making process of the DER aggregator. In this context, 
the operating horizon of the studied problems has been reduced to 6ℎ, mainly for three reasons. 
Firstly, forecasting of the stochastic process is generally not considered sufficiently accurate 
beyond that horizon and normally updated forecasts are available before the end of this horizon. 
Given that more accurate information becomes available, the derived operational schedule is 
suitably revised. Secondly, the operational characteristics of the ES (primarily) and FD units 
are not large enough to warrant consideration of strategic decision-making beyond a few hours 
ahead of need. Thirdly, as discussed in Chapter 4, only first-stage decisions can be directly 
enforced, when stochastic models are employed. Thus, the proposed framework for the 
comparison of the two stochastic approaches (i.e. SDDP and scenario tree models) will be 
assessed on the basis of the first-stage decision quality (i.e. see subsection 6.2.4). In such a 
context, a 6-h horizon is large enough to ensure that a well-informed first-stage decision will 
be determined. On the other hand, Case 5 focuses on demonstrating the computational 
superiority of the extended SDDP approach against scenario tree models in addressing large-
scale problems and, therefore, the operating horizon is expanded to 24ℎ. 
The following subsections discuss in detail the input data for each case, the fitting process of 
the autoregressive models (i.e. AR and VAR) and the framework employed for the solution 
comparison of the extended SDDP models with the scenario tree ones. 
 
6.2.2 Pre-processing of wind time series and AR model fitting for Cases 1 and 3 
Cases 1 and 3 examine the problem of the optimal scheduling of a DER aggregator portfolio 
under wind power output uncertainty. As discussed in section 5.5, an autoregressive model, 
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which is embedded in the SDDP algorithm solution process, is employed to capture wind power 
stochasticity. However, the deployment of autoregressive models for modelling stochastic 
processes necessitates the stationarity of the stochastic process. A stochastic process is defined 
as stationary when its joint probability distribution remains constant over time. This implies 
that the main statistical moments, such as the mean and the variance, do not change as time 
evolves. A multitude of standard tests, which investigate the stationarity of a time series, exist, 
with the most widely employed being the autocorrelation function (ACF), the partial 
autocorrelation function (PACF) and the augmented Dickey-Fuller (ADF) test. ACF expresses 
the correlation between a time series 𝑦𝑡 with a delayed version of itself 𝑦𝑡−𝑘, 𝑘 = 1, ⋯ , 𝐾, as a 
function of the delay 𝑘. PACF captures the correlation between a time series 𝑦𝑡 with a delayed 
version of itself 𝑦𝑡−𝑘, 𝑘 = 1, ⋯ , 𝐾, as a function of the delay 𝑘, while accounting for the 
correlation values at lags 1, ⋯ , 𝑘 − 1. For stationary processes, the ACF and PACF should 
either gradually disappear (i.e. reach very low values) or cut off after 𝑘 lags. The interpretation 
of the exact behaviour of the ACF and PACF suggests the suitable AR model (i.e. AR, MA or 
ARMA), which should be employed for modelling the stochastic process. The general 
formulation of an ARMA model with 𝑝 autoregressive and 𝑞 moving average terms is given in 
(6.1), where 𝝎𝑡, 𝝎𝑡−𝑖 correspond to the random variables’ realisation at stages 𝑡, and 𝑖 stages 
before 𝑡, respectively, 𝝋𝑖, 𝜽𝑗 represent the autoregressive and moving-average parameters, 
respectively and 𝜺𝑡, 𝜺𝑡−𝑗 denote the error terms at stage 𝑡 and 𝑗 stages before 𝑡, respectively. 
The presence of AR, MA or both terms indicates an AR, an MA or an ARMA model. Finally, 
the ADF test examines the null hypothesis of a stochastic process having a unit root, where 
failure to reject the null hypothesis signifies the non-stationarity of the stochastic process. 
𝝎𝑡 = ∑ 𝝋𝑖
𝑝
𝑖=1
𝝎𝑡−𝑖 + ∑ 𝜽𝑗𝜺𝑡−𝑗
𝑞
𝑗=1
+ 𝜺𝑡 ∀𝑡 (6.1) 
As previously discussed, historical data corresponding to the Northern UK area (i.e. Latitude: 
57.486, Longitude: -2.208) obtained from [72] have been employed for modelling wind power 
output. A monthly time series (i.e. wind power output in February) has been employed, so that 
seasonal effects are avoided. The ACF and PACF of the wind power output time series derived 
from MATLAB [121], are illustrated in Figures 6.1-6.2. Even though the PACF terms become 
insignificant after the 6th lag term, as depicted in Figure 6.2, the ACF ones, while gradually 
decreasing, they remain significant even after the 20th lag term. This provides an indication of 
non-stationarity for the examined time series. This is further supported by the ADF test, where 
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the wind power output time series fails to reject the null hypothesis. Consequently, the 
deployment of an ARMA model will not provide a sufficient representation of the stochastic 
process. 
 
Figure 6.1: ACF of wind power output time series 
 
 
Figure 6.2: PACF of wind power output time series 
 
Various time series transformations have been proposed, in order to ensure the stationarity of 
a time series, such as logarithmic transformation, inverse transformation, differencing, etc. 
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[118]. However, in the case of an AR model integrated in the SDDP algorithm, a linear 
transformation is preferred, since model linearity should be preserved, as discussed in Chapter 
5. The respective ACF and PACF of the wind power output time series, after the differencing 
transformation has been applied, are illustrated in Figures 6.3-6.4. The ACF gradually fades 
away, while the PACF cuts off after the 6th term. This is further supported by the ADF test, 
where the wind power output time series rejects the null hypothesis of a unit root. 
Consequently, the deployment of an autoregressive model (i.e. AR, MA or ARMA) can 
sufficiently represent the stochastic process. 
 
Figure 6.3: ACF of the wind power output time series after differencing for stationarity 
 
 
Figure 6.4: PACF of wind power output time series after differencing for stationarity 
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The selection of the appropriate model orders (i.e. 𝑝 or 𝑞) is performed by assessing the Akaike 
information criterion (AIC) and the Bayesian information criterion (BIC). These criteria 
measure the relative quality of a selected model, when representing a specific dataset. In 
general, they estimate the information loss, when a model is employed to represent a given 
time series. They both introduce penalty terms related to the number of parameters of the 
examined model, in order to avoid overfitting (i.e. fitting an unnecessarily complex model), 
while BIC employs heavier penalisation than AIC. Lower AIC and BIC values indicate that 
the respective model provides a more accurate representation of the stochastic process. The 
AIC and BIC values for every combination of models including up to 5 autoregressive and 
moving average terms, pertaining to the examined wind power output time series, are presented 
in Tables 6.1-6.2. 
Table 6.1: AIC values for different number of autoregressive and moving average terms for 
modelling wind power output with ARMA models 
  Number of moving average terms 𝒒 
 
 0 1 2 3 4 5 
Number of 
autoregressive 
terms 𝒑 
0 
 
7,150 6,820 6,736 6,660 6,659 
1 7,049 6,718 6,668 6,665 6,665 6,643 
2 6,741 6,661 6,662 6,660 6,638 6,638 
3 6,666 6,662 6,664 6,638 6,673 6,632 
4 6,666 6,655 6,639 6,640 6,632 6,634 
5 6,664 6,649 6,639 6,641 6,634 6,636 
 
Table 6.2: BIC values for different number of autoregressive and moving average terms for 
modelling wind power output with ARMA models 
  
Number of moving average terms 𝒒 
 
 0 1 2 3 4 5 
Number of 
autoregressive 
terms 𝒑 
0 
 
7,154 6,829 6,750 6,679 6,682 
1 7,054 6,727 6,682 6,683 6,688 6,670 
2 6,750 6,674 6,680 6,683 6,665 6,670 
3 6,679 6,680 6,687 6,666 6,705 6,668 
4 6,685 6,678 6,666 6,672 6,669 6,675 
5 6,687 6,677 6,671 6,677 6,675 6,681 
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Both criteria suggest that increasing the number of autoregressive and moving average terms, 
enhances the representation quality of the respective model. The simulation process analysed 
in subsection 6.2.4 introduces two different autoregressive models; the true model and an AR 
model. The former is assumed to provide an accurate representation of the probability 
distribution, pertaining to the wind power output and provides the necessary scenarios for the 
required simulations, while the latter is integrated in the SDDP model. Consequently, the 
selection of the appropriate model order in each case is performed based on different 
requirements, depending on the role of each model. Regarding the true model, the main 
requirement lies on the model accuracy, when representing the stochastic process; hence, an 
ARIMA (5,1,2) model is selected. The ARIMA model is similar to the ARMA model, where 
the middle term (i.e. I=1) corresponds to the levels of differencing of the time series, in order 
to reach stationarity. The autoregressive and moving average terms of the ARIMA(5,1,2) 
model are given in Table 6.3, while the error term corresponds to 𝜀𝑡~𝑖𝑖𝑑 𝑁(0, 24.242), where 
‘iid’ stands for independent and identically distributed. On the other hand, when the AR model 
is integrated in the SDDP algorithm, the main requirement is model simplicity, since additional 
model orders would increase the number of state variables; thus, an AR(1) model is selected. 
The autoregressive parameter of the AR(1) model is 𝜙1 = 0.7867, while the respective error 
is given by 𝜀𝑡~𝑖𝑖𝑑 𝑁(0, 34.672). The fitting process for both autoregressive models is 
performed following a forward-backward approach, where the sum of a least-squares criterion 
is minimised for a forward model, and the analogous criterion for a time-reversed one. 
Table 6.3: Autoregressive and moving average terms of the ARIMA(5,1,2) model capturing 
wind power output stochasticity 
 𝒊, 𝒋 
 1 2 3 4 5 
Autoregressive 
terms 𝝓𝒊 
2.0751 -1.7654 0.9638 -0.4107 0.1002 
Moving average 
terms 𝜽𝒋 
-0.4987 -0.4783    
 
In order to ensure that the fitted models (i.e. ARIMA(5,1,2) and AR(1)) maintain the 
stationarity of the initial time series, we sample 1000 50-stage scenario paths and we extract 
the mean and the variance at each stage. As stated earlier, if stationarity is preserved, the 
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specific statistical moments should remain stable over time. The mean and variance over the 
simulated horizon for the two models are presented in Figures 6.5-6.6. Both figures 
demonstrate that the mean of the simulated scenarios does not fluctuate, as time evolves. 
However, the variance is not constant over time in both cases.  
 
Figure 6.5: Mean and variance per stage corresponding to 1000 50-stage wind power output 
scenarios obtained from simulation of the ARIMA(5,1,2) model 
 
 
Figure 6.6: Mean and variance per stage corresponding to 1000 50-stage wind power output 
scenarios obtained from simulation of the AR(1) model 
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This is an expected phenomenon and is attributed to transient effects at the beginning of the 
simulation, which emerge due to the absence of pre-sample data. In such cases, some time is 
required before the statistical properties of the simulated scenarios stabilise to the ones 
characterising the underlying autoregressive model. Thus, oversampling of the stochastic 
model is required and a number of initial stages is discarded (i.e. 20 stages). For example, if 6-
stage scenarios are required (i.e. as in the case studies that are presented), the simulating 
horizon is expanded to 26 stages and only the last 6 stages are retained. 
 
6.2.3 Pre-processing of wind and inflexible demand time series and VAR model fitting 
for Cases 2, 4 and 5 
Cases 2 , 4 and 5, which are presented in this chapter, examine the problem of the optimal 
scheduling of a DER aggregator portfolio under wind power output and inflexible demand 
uncertainty. As discussed in section 5.6, a vector autoregressive model, which is embedded in 
the SDDP algorithm solution process, is employed to capture wind power and inflexible 
demand stochasticity. However, the stationarity requirement discussed in the previous 
subsection for an AR model, expands to the case of a VAR one. Thus, the same tests, which 
were deployed for the stationarity assessment in the previous subsection, are employed for the 
VAR case.  
The same historical wind power output, employed for fitting the AR models in Cases 1 and 3, 
are employed in Cases 2 and 4. Thus, the insights derived from the stationarity tests and the 
introduced differencing transformation, are deployed in the case of multidimensional 
uncertainty (i.e. Cases 2, 4 and 5). However, lack of available historical inflexible demand and 
wind power output data at the distribution level, pertaining to the same time periods and nearby 
locations, necessitates the introduction of a synthetic demand time series. In this context, a 
typical monthly demand curve is employed and 10% of the hourly demand level is assumed to 
follow wind power output deviations. In this context, an increase in wind power output is 
assumed to trigger an (ten times smaller) increase in inflexible demand levels and vice versa. 
We should note that the expected correlations between wind power and inflexible demand at 
the distribution level are more pronounced compared to the transmission level, where the 
locational and operational diversity of system loads is significantly enhanced. The aggregator 
portfolio is significantly localised and the impact of weather conditions are expected to be 
correlated to the demand levels. The respective wind power output and inflexible demand data, 
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which will be employed for fitting the multidimensional stochastic model, are illustrated in 
Figure 6.7. 
 
Figure 6.7: Wind power output and inflexible demand data employed for fitting the VAR 
models in Cases 2 and 4 
 
Similar to the AR case, the ACF and PACF, which are illustrated in Figures 6.8-6.9, are 
employed to test the time series stationarity. Both figures demonstrate that the inflexible 
demand time series is non-stationary, since the ACF exhibits an oscillating behaviour, while 
the first term of the PACF indicates the existence of significant correlation. This is further 
supported by the ADF test, where the wind power output time series fails to reject the null 
hypothesis. However, this is an expected conclusion, since inflexible demand constitutes a 
periodic time series with a strong diurnal component. 
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Figure 6.8: ACF of inflexible demand time series 
 
 
Figure 6.9: PACF of inflexible demand time series 
 
In order to remove the diurnal component of the inflexible demand time series, subtraction of 
the hourly mean demand value and division by the hourly standard deviation is performed, as 
in (6.2). In (6.2), 𝑑𝑡 denotes the original demand time series, ?̅?𝑘,  𝜎𝑘𝑑𝑒𝑚 correspond to the mean 
and standard deviation at stage 𝑘, where 𝑘 = {1, ⋯ ,24} and 𝑑𝑡𝑡𝑟 represents the time series after 
removing the diurnal component. The mean value and variance of the inflexible demand time 
series at each stage are illustrated in Figure 6.10. Intuitively, stages exhibiting lower mean 
demand values correspond to lower variance levels. Then, the differencing transformation is 
applied on the derived time series and the updated ACF and PACF are presented in Figures 
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6.11-6.12. Both figures demonstrate that the transformed time series is stationary, since the 
ACF gradually fades away, while both the first and the second term of the PACF, which were 
significant, have been substantially reduced. This is further supported by the ADF test, where 
inflexible demand time series rejects the null hypothesis of a unit root. Consequently, the 
deployment of a VAR model can sufficiently represent the stochastic process. 
𝑑𝑡𝑡𝑟 =
𝑑𝑡 − ?̅?𝑘
𝜎𝑘𝑑𝑒𝑚
 , where 𝑘 = 𝑚𝑜𝑑(𝑡, 24) ∀𝑡 (6.2) 
 
Figure 6.10: Inflexible demand mean value and variance at each stage 
 
 
Figure 6.11: ACF of the inflexible demand time series after mean subtraction, division by the 
standard deviation and differencing for stationarity 
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Figure 6.12: PACF of the inflexible demand time series after mean subtraction, division by 
the standard deviation and differencing for stationarity 
 
The AIC and BIC values for VAR models including up to 10 autoregressive terms, associated 
with the examined wind power output and inflexible demand time series, are presented in Table 
6.4. A VAR(1) model is selected for integration in the SDDP algorithm due to the desire for 
model simplicity over representation accuracy. The autoregressive terms of the VAR(1) model 
are given in Table 6.5, while the error terms correspond to 𝜀1,𝑡~𝑖𝑖𝑑 𝑁(0, 0.6552), 
𝜀2,𝑡~𝑖𝑖𝑑 𝑁(0,24.57). 
Table 6.4: AIC and BIC values for different number of autoregressive terms for modelling 
wind power output and inflexible demand with VAR models 
  AIC BIC 
number of 
autoregressive 
terms 𝑝 
1 8.050 8.082 
2 7.733 7.783 
3 7.643 7.712 
4 7.578 7.665 
5 7.558 7.663 
6 7.548 7.672 
7 7.534 7.676 
8 7.527 7.687 
9 7.533 7.712 
10 7.528 7.725 
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Regarding the true model, the AIC criterion suggests that a VAR(8) constitutes the optimal 
number of autoregressive terms. However, the BIC criterion indicates that a selection of a high 
order model would lead to an overfitted model; thus, a VAR(5) model is selected. The 
autoregressive terms of the VAR(5) model are given in Table 6.6, while the error term 
corresponds to 𝜀1,𝑡~𝑖𝑖𝑑 𝑁(0, 0.6082),  𝜀2,𝑡~𝑖𝑖𝑑 𝑁(0, 17.822). The fitting process for both 
vector autoregressive models is performed following the maximum likelihood criterion to 
estimate the model parameters. 
Table 6.5: Autoregressive terms of the VAR(1) model capturing wind power output and 
inflexible demand stochasticity 
 𝒊 = 𝟏 
Autoregressive terms 𝑨𝒊 
-0.059 -0.00144 
7.191 0.771 
 
Table 6.6: Autoregressive terms of the VAR(5) model capturing wind power output and 
inflexible demand stochasticity 
 𝒊 
 𝟏 2 3 4 5 
Autoregressive 
terms 𝑨𝒊 
-0.12 0.01 -0.18 -0.01 -0.1 0.01 -0.1 -0.004 -0.17 -0.01 
3.4 1.5 3.1 -1.3 2 0.8 1.6 -0.4 1.2 0.07 
 
Finally, Figures 6.13-6.14 illustrate the mean and variance of 1000 50-stage wind power output 
and inflexible demand scenarios, respectively simulated from the VAR(1) and VAR(5) models. 
Both figures demonstrate the same transient effects at the first stages observed at the previous 
subsection. Thus, oversampling of the stochastic process beyond the required operating horizon 
is introduced and the initial sampled stages are discarded. 
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Figure 6.13: Mean and variance per stage corresponding to 1000 50-stage inflexible demand 
scenarios obtained from simulation of the VAR(1) and VAR(5) models 
 
 
Figure 6.14: Mean and variance per stage corresponding to 1000 50-stage wind power output 
scenarios obtained from simulation of the VAR(1) and VAR(5) models 
 
6.2.4 Simulation framework for the assessment of extended SDDP models and scenario 
tree formulations 
As stated in Chapter 3, only the first-stage decisions are directly implementable, when 
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corresponding to the remaining stages until the end of the operating horizon depend on the 
considered potential outcomes of the stochastic process (i.e. scenarios). However, more often 
than not, the plausible realisations included in the scenario set, will not be realised. Regardless 
of the quality of the stochastic model and its capability to accurately capture the characteristics 
of the underlying probability distribution, the observed realisations will deviate from the 
considered scenarios. Additionally, more accurate information regarding the evolution of the 
stochastic process becomes available as time passes and the employed models are solved again, 
evaluating the updated estimations (i.e. rolling planning modes). This aspect constitutes a major 
limitation of scenario tree models, where optimal decisions are explicitly tailored to the 
examined scenario set. On the other hand, as discussed in Chapter 4, dynamic programming 
approaches provide an optimal strategy at each stage of the problem, which can be evaluated 
for any potential realisation. For example, at a particular stage of the problem, if we assume 
that the outcome of the stochastic process is known, the optimal decisions for this stage can be 
obtained, since an approximation of the future cost function for the corresponding subproblem 
is available. Consequently, the assessment of the solution obtained from the extended SDDP 
models and the scenarios tree formulations is performed on the basis of the first stage decisions. 
In this context, we assume that there exists a stochastic model (i.e. ARIMA or VAR model), 
the ‘true model’, which perfectly captures the underlying probability distribution of the 
stochastic process. The true model will provide the necessary scenarios for every stochastic 
model deployed in the context of the simulation framework. Historical or synthetic data are 
employed to determine the true model’s parameters, as discussed in subsections 6.2.2, 6.2.3, 
while it is simulated to provide a sufficient number of scenarios for the assessment process. 
More specifically, 1000 scenarios are simulated for the case of the univariate stochastic process 
(i.e. wind power output stochasticity), while 5000 are sampled for the bivariate one (i.e. wind 
power output and inflexible demand stochasticity). An increased number of scenarios has been 
selected to capture the properties of the bivariate stochastic process, since, intuitively, more 
scenarios are required to represent potential dependencies among the two stochastic variables. 
We should note that first-stage decisions significantly depend on the assumed first-stage 
realisation of the stochastic process. Low wind power output in the first stage is more likely to 
lead to a more conservative utilisation of the portfolio resources, while a high output will most 
probably trigger the charging of the ES unit and migration of FD towards the first period. 
Consequently, 10 different starting points for the wind power output are selected, in order to 
ensure that the decision-making process is not prone to the selection of the starting point. Each 
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starting point corresponds to 5% - 95% of the wind turbine’s capacity 𝑊𝑤𝑚𝑎𝑥 with a step of 
10%. The probability of occurrence of each starting point is obtained from the probability 
density function of the historical wind time series and is illustrated in Figure 6.15. The 
significant wind potential of winter months is depicted by the increased probabilities of starting 
points pertaining to higher wind power outputs. In the same context, 24 starting points for the 
inflexible demand, which represent typical demand levels at different hours of the day, have 
been selected, while the respective probability of occurrence, associated with each one of them 
is 4.17% (i.e. 1/24, since inflexible demand starting points are equiprobable). The mean values 
of the synthetic demand time series (see subsection 6.2.3), presented in Figure 6.10, constitute 
the selected inflexible demand starting points. Consequently, there are 10 starting points for 
the simulations of the univariate stochastic process and 240 points for the simulation of the 
bivariate one. 
 
Figure 6.15: Probability of occurrence of wind power output starting points 
 
The stochastic models employed by both the extended SDDP (which will be denoted as SDDPe 
in the remainder), and the scenario tree models are obtained by simulating time series of the 
true model. Regarding the former, a long time series (i.e. 500 stages) is simulated and used for 
fitting the autoregressive models (i.e. AR(1) and VAR(1) for the univariate and bivariate cases, 
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1000 and 5000 scenarios, respectively for each starting point. Then, the scenario reduction 
technique, presented in Chapter 3, is applied and six scenario trees of increasing complexity 
are derived. The structural characteristics of the respective scenario trees are discussed in 
subsection 6.2.5. As discussed earlier in this subsection, only the first stage decisions from the 
seven models (i.e. 6 scenario trees and the SDDPe model) are retained and used for out-of-
sample Monte-Carlo validation. 
Finally, the obtained first stage decisions are enforced on the scenario set initially sampled 
from the true model for each starting point and each scenario is independently solved to 
optimality. We should emphasise that this corresponds to a total of 10000 (i.e. 1000 scenarios 
* 10 starting points) considered scenarios in the univariate case and 1.2 million (5000 scenarios 
240 starting points) in the bivariate one.  
For benchmarking purposes, the results of two additional models are reported. Firstly, the 
traditional SDDP algorithm, where temporal and cross-variable independence of the stochastic 
process is assumed, is simulated. In this context, a lattice approach, where all scenarios are 
equiprobable and stochastic transitions do not consider the previous realizations of the 
stochastic process, is adopted. Secondly, an idealized deterministic model is also implemented, 
where the aggregator is assumed to have perfect information regarding the future evolution of 
uncertain variables. In that case, optimal first stage decisions are obtained for each scenario 
separately. We will refer to this model as the perfect one in the case studies, since optimal 
decisions are determined assuming perfect information for the entire operating horizon. 
 
6.2.5 Scenario tree structures 
The simulation framework discussed in subsection 6.2.4, introduces the comparison between 
the proposed SDDPe models and scenario tree formulations with varying structural 
characteristics. Consequently, six different scenarios trees (i.e. C1 to C6) are derived following 
the scenario reduction process presented in Chapter 3. The structural characteristics of the 
respective scenario trees are illustrated in Table 6.7, where it is evident that their structural 
complexity is enhanced from C1 to C6. We should note that scenario trees of enhanced 
complexity consist of increased number of nodes and include more scenarios. Consequently, 
they provide a more detailed representation of the stochastic process, while capturing more 
accurately the potential temporal and cross-variable dependencies. The number of nodes and 
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scenarios comprising the most detailed scenario tree representation (i.e. C6), have been selected 
based on the characteristics of the stochastic process and the size of the operating horizon. The 
number of scenarios, pertaining to C6, are deemed adequate to accommodate the temporal 
evolution of both stochastic processes (i.e. univariate and bivariate) and capture their impact 
on the optimal DER aggregator strategies. This is demonstrated in the case studies, where the 
marginal benefits pertaining to more complex scenario tree structures diminish for more 
complex scenario trees. Finally, scenario trees C5 and C6 are far more complex than the two-
stage models deployed for the DER aggregator problem in the existing literature.  
Table 6.7: Scenario tree structure for Case 3 and 4 
Complexity 
level 
Structure 
(nodes per stage) 
Number of 
nodes 
Number of 
scenarios 
C1 1-1-1-1-1-1 6 1 
C2 1-2-2-2-2-2 11 2 
C3 1-2-4-6-8-10 31 10 
C4 1-2-4-8-12-16 43 16 
C5 1-2-4-8-16-32 63 32 
C6 1-3-9-27-81-243 364 243 
  
One the other hand, Case 5, which involves an expanded operating horizon of 24ℎ, aims at 
highlighting the computational benefits of the proposed SDDP approach in dealing with large-
scale problems. In this context, a population of 200,000 scenarios has been sampled from the 
same true model with Cases 2 and 4 and, in order to examine the impact of the scenario tree 
size on computation time, five different scenario trees (i.e. D1-D5) of varying complexity have 
been constructed. The structural characteristics of the respective scenario trees are illustrated 
in Table 6.8, where it is evident that their structural complexity is enhanced from D1 to D5. 
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Table 6.8: Scenario tree structure for Case 5 
Complexity 
Level 
Structure 
(nodes per stage) 
Number of 
nodes 
Number of 
scenarios 
D1 
1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-1-
1-1-1 
24 1 
D2 
1-2-4-8-16-32-48-72-108-160-245-365-455-
570-710-890-1110-1390-1530-1680-1850-
2040-2255-2500 
18,041 2,500 
D3 
1-2-4-8-16-32-64-128-192-288-432-650-
970-1460-2190-3280-4100-5125-6400-
8050-10100-12600-15850-20000 
91,942 20,000 
D4 
1-2-4-8-16-32-64-128-256-450-785-1370-
2060-3090-4630-6945-10420-13025-16280-
20350-25435-31795-39745-50000 
226,891 50,000 
D5 
1-2-4-8-16-32-64-128-256-512-1024-2048-
3070-4610-6910-10370-15550-23300-
29160-36450-45650-57200-71550-90000 
397,915 90,000 
 
6.2.6 Aggregator portfolio data for SDDP model with AR extension for Cases 1 and 3 
The DER aggregator portfolio is similar to the one examined in Chapters 2 and 3 and consists 
of an ES unit, an FD unit, a wind turbine and an inflexible load. The DER aggregator should 
determine the optimal set of decisions for dispatching its available flexible resources, while 
facing uncertainty regarding the available wind power output. Stochasticity pertaining to the 
available wind power output is captured through an AR model, while the pre-processing of the 
available data and the AR fitting process have been analysed in subsection 6.2.2. The 
parameters of the described portfolio are presented in Tables 6.9-6.11 and will be used in Cases 
1 and 3. In Case 1, the efficiency of the ES unit is assumed to be 1, since we focus on the 
algorithmic features of the extended SDDP models and the impact of stochasticity on the 
derived strategies. Different efficiency levels would introduce additional implications 
associated with the operation of the ES unit, which lie out of the scope of the particular case. 
However, in Case 2, where we concentrate on the evaluation of the obtained solutions, a 
realistic value of 0.9 has been selected. 
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The peak demand of the aggregator’s portfolio is 400 kW when the flexibility option is not 
exercised (i.e. no load shifting occurs), while the total portfolio demand is equally split between 
flexible and inflexible loads. The maximum power that can be imported from the grid is 400 
kW, so that sufficient demand supply is ensured (i.e. when no load shifting occurs), even when 
there is wind scarcity. Furthermore, the micro-generator is employed only at extreme cases, 
when an anticipated inflexible demand increase coincides with stages of very low wind outputs. 
Finally, for the sake of completeness, 10% of the portfolio demand can be curtailed at each 
stage if this is deemed necessary, even though the system setup ensures that this will not be 
necessary. 
Table 6.9: ES unit’s operational characteristics for Cases 1 and 3 
Operational characteristic Value 
𝐸𝑏𝑚𝑎𝑥 700 kWh 
𝐸𝑏𝑚𝑖𝑛 140 kWh 
𝑃𝑏𝑠 280 kW 
𝐸0,𝑏 350 kWh 
𝜂𝑏 0.9, 1 
 
The operational characteristics of the ES unit have been selected such that it can cover the 
biggest part of the total demand for a stage and, also, accommodate a considerable portion of 
available wind power outputs at stages of wind power abundance. We should note that a 
number of simplifications have been introduced with regards to the case studies presented in 
Chapters 2 and 3. Firstly, the option of exporting power to the grid is not available, so that 
employing the flexible resources of the aggregator portfolio for energy arbitrage with the 
upstream system is avoided (i.e. 𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 = 0). Secondly, the market price and the flexible and 
inflexible demand profiles are assumed to be constant across the operating horizon. The 
rationale for these simplifications is aligned with the main purpose of the presented case 
studies, which is to capture the impact of the stochasticity pertaining to the available wind 
power outputs. Thus, we decide to solely focus on the optimal allocation of the available 
resources and their deployment for the optimal wind power management. The introduction of 
additional dynamic system components (i.e. market price and demand levels), along with the 
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option to retrieve a portion for the sustained costs through energy arbitrage, would mitigate the 
effect of an under-informed first stage decision and would dilute the revealed insights. 
Nevertheless, the impact of these aspects (i.e. time-varying flexible and inflexible demand and 
energy arbitrage) has already been discussed in the case studies presented in Chapters 2 and 
3. 
Table 6.10: Flexible and inflexible demand characteristics for Cases 1 and 3 
𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 200 kW 
𝑆𝑓 10% 
𝑑𝑡
𝑖𝑛𝑓 200 kW 
 
Table 6.11: System parameters for Cases 1 and 3 
𝑊𝑤𝑚𝑎𝑥 1000 kW 
𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 0 
𝑃𝑡
𝑔,𝑏𝑢𝑦 400 kW 
𝑃𝑚
𝑔𝑒𝑛 100 kW 
𝛽 0.1 
𝐶𝑡
𝑔𝑟𝑖𝑑 0.15 £/kWh 
𝐶𝑚
𝑔𝑒𝑛 1 £/kWh 
𝐶𝑑𝑒𝑚 10 £/kWh 
 
Finally, the impact of different flexibility levels on the optimal DER aggregator strategy is 
examined in Case 1 and it is captured through different values of the load shifting factor, 𝑆, as 
presented in Table 6.12. 
Table 6.12: Shifting parameters for FD unit in Case 1 
 
No FD FD 1 FD 2 FD 3 
𝑆 0 10% 30% 50% 
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6.2.7 Aggregator portfolio data for SDDP model with VAR extension for Cases 2, 4 and 
5 
The DER aggregator portfolio is similar to the one presented in subsection 6.2.6 (and Chapters 
2 and 3) and it consists of an ES unit, an FD unit, a wind turbine and an inflexible load. 
However, in this case, the DER aggregator should determine the optimal allocation of its 
portfolio assets, while facing uncertainty regarding the level of inflexible demand to be served 
and the available wind power output. Stochasticity pertaining to the available wind power 
output and inflexible demand is captured through a VAR model, while the pre-processing of 
the available data and the VAR fitting process have been analysed in subsection 6.2.3. The 
assumptions and simplifications introduced for the system configuration in the AR case in 
subsection 6.2.6 expand to the system parameters for the VAR case, employed in Cases 2 and 
4. The parameters of the respective portfolio are presented in Tables 6.13-6.15. The main 
differences compared to the AR case lie on the stochasticity of the inflexible demand and the 
increased relative capacity of the micro-generator with regards to the power available from the 
grid. The efficiency of the ES unit has been set to 1 and 0.9 in Case 2 and 4/5, respectively, as 
explained in subsection 6.2.6. 
Table 6.13: ES unit’s operational characteristics for Cases 2 and 4 
Operational characteristic Value 
𝐸𝑏𝑚𝑎𝑥 700 kWh 
𝐸𝑏𝑚𝑖𝑛 140 kWh 
𝑃𝑏𝑠 280 kW 
𝐸0,𝑏 350 kWh 
𝜂𝑏 0.9,1 
 
Table 6.14: Flexible demand characteristics for Cases 2 and 4 
𝐷𝑡,𝑓𝑏𝑎𝑠𝑒 200 kW 
𝑆𝑓 10% 
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Table 6.15: System parameters for Cases 2 and 4 
𝑊𝑤𝑚𝑎𝑥 700 kW 
𝑃𝑡
𝑔,𝑠𝑒𝑙𝑙 0 
𝑃𝑡
𝑔,𝑏𝑢𝑦 300 kW 
𝑃𝑚
𝑔𝑒𝑛 300 kW 
𝛽 0.1 
𝐶𝑡
𝑔𝑟𝑖𝑑 0.15 £/kWh 
𝐶𝑚
𝑔𝑒𝑛 1 £/kWh 
𝐶𝑑𝑒𝑚 10 £/kWh 
 
Finally, the impact of different flexibility levels on the optimal DER aggregator strategy is 
examined in Case 1 and it is captured through different values of the load shifting factor, 𝑆, as 
presented in Table 6.16. 
Table 6.16: Shifting parameters for FD unit in Case 2 
 
No FD FD 1 FD 2 FD 3 
𝑆 0 10% 30% 50% 
 
6.2.8 Implementation 
The models presented and discussed in this thesis have been implemented in MATLAB R2015a 
and 2017a [121] and FICO Xpress [122], on a 64-bit 3.33 GHz Intel Xeon computer with 10 
GB RAM. FICO Xpress is an optimization-oriented software and its solvers require 
significantly less time to solve complex optimization problems. Thus, the developed 
optimization models, such as the extended SDDP, the multistage scenario tree and the Monte-
Carlo models, have been implemented in FICO Xpress. On the other hand, MATLAB offers a 
more user-friendly modelling environment and it was employed for data collection and 
manipulation, stochastic model fitting, implementation of the scenario reduction algorithm and 
the coordination of the different modules of the assessment framework presented in subsection 
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6.2.4. All required modules have been implemented in MATLAB 2015a, while the 2017a 
version has been deployed for the VAR model fitting, since a more efficient version of the 
VAR fitting function has been included in the Econometrics toolbox. 
 
6.3 Case 1: Optimal aggregator scheduling under wind power output 
stochasticity, employing SDDP algorithm extended with AR model 
The main objective of this case study lies in deploying the extended SDDP algorithm for the 
optimal scheduling of the resources pertaining to the DER aggregator portfolio, when wind 
power output stochasticity is captured by an AR(1) model. The performance of the SDDP 
algorithm, along with the key aspects of the derived optimal strategy, will be discussed and 
analysed. Additionally, the impact of key features of the studied problem, such as the wind 
power output at the first stage (i.e. wind power output starting point) and the flexibility extent 
of the DER aggregator portfolio, on the performance of the algorithm and the optimal strategy 
will be examined. 
In this context, the DER aggregator portfolio and system parameter settings described in 
subsection 6.2.6 (i.e. Tables 6.9-6.11) are employed and an intermediate wind power output 
starting point is assumed. An intermediate starting point is expected to increase the impact of 
wind stochasticity on the decision-making process. Intuitively, a starting point corresponding 
to an extreme initial wind power output, either high or low, is highly likely to be followed by 
scenarios characterised by extreme wind power outputs. If wind power abundance pertains to 
the first stage, the next stages are more likely to exhibit high wind potential and vice versa. 
However, an intermediate starting point may generate scenarios corresponding to both high 
and low wind outputs. Thus, the fourth wind power output starting point (i.e. see Figure 6.15) 
has been selected, which denotes that the available initial wind power is 0.35 p.u. (i.e. 350 kW).  
Figure 6.16 illustrates the lower bound and the upper bound interval (i.e. upper bound up and 
down denote the boundaries of the confidence interval) of the SDDPe algorithm across the 
performed iterations of the algorithm. Convergence of the two bounds is achieved after 7 
iterations of the algorithm, while the respective simulation time is 1.2s. The gradual 
improvement of the future cost function approximation is demonstrated by the steady 
improvement of the lower bound after the second iteration. A sudden change (i.e. upper bound 
spike and lower bound dip) pertaining to both bounds is observed at the second iteration, which 
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emanates from the extreme dual variable values determined at the first iteration. The solution 
of the master problems at the first iteration is performed without any appended cuts and, thus, 
the obtained trial values may correspond to extreme, or even infeasible, points of the state 
space. Consequently, the Benders cuts constructed around these points, provide a very poor 
approximation of the future cost function and lead to unusual decisions. However, the 
continuous addition of cuts, gradually improves the determined strategy, until convergence is 
reached at the 7th iteration. Additionally, we should note that the lower bound falls within the 
upper bound interval at the fifth iteration. However, the augmented convergence criterion, 
expressed in (4.80)-(4.81), entails the stabilisation of the lower bound, so that premature 
convergence is avoided. Finally, we should note that the expected value of the lower bound, 
when convergence has been achieved, corresponds to £122.33. This value constitutes the 
expected cost for the DER aggregator, when managing the specific portfolio of assets, while 
facing wind power output uncertainty captured by the specific AR(1) model. 
 
Figure 6.16: Lower bound and upper bound interval of the extended SDDP algorithm for the 
4th wind starting point 
 
As discussed in Chapter 4, the evaluation of the optimal strategy obtained by the solution of 
stochastic dynamic programming problems is performed by Monte-Carlo validation, due to the 
absence of a discrete scenario set. In this context, 100 scenarios are sampled from the AR(1) 
and the optimal decisions pertaining to each one are determined, employing the future cost 
approximations constructed for the master problem of each stage. Figures 6.17-6.18 illustrate 
the expected load shifting, battery charging/discharging power, power obtained from the grid, 
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dispatched and curtailed wind power for the 100 simulated scenarios. The stochasticity 
pertaining to the wind power output, combined with the intermediate wind power output 
starting point, triggers the exploitation of the portfolio flexibility during the first stages. We 
should note that the problem uncertainty is enhanced as time evolves, since scenario 
realisations become more diverse. For example, if decreased wind power output is realised at 
stage 𝑡, an even lower wind power output may follow at stage 𝑡 + 1. Thus, the decision maker 
attempts to reduce the energy requirements of the last stages in the anticipation of adverse wind 
power scenarios. Consequently, a migration of power demand of the FD unit and a subsequent 
discharging of the ES unit are depicted in Figure 6.17. Additionally, the grid is deployed during 
the middle periods to compensate potential low wind power outputs and cover the charging 
requirements of the ES unit. Finally, the inclination to reduce the energy requirements during 
the last stages, hinders the utilisation of the available wind power, which has to be curtailed, as 
showcased in Figure 6.18. 
 
Figure 6.17: Expected load shifting and charging/discharging power of the FD and ES units, 
respectively for the 4th wind starting point 
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Figure 6.18: Expected grid power, wind power used and wind power curtailed for the 4th 
wind starting point 
 
The same procedure is repeated for the same DER aggregator portfolio and for 4 different wind 
starting points, in order to depict the impact of the initial wind power output on the derived 
optimal strategy. The four selected starting points span the entire range of potential points and 
correspond to available wind power output of 0.05 p.u., 0.35 p.u., 0.65 p.u. and 0.95 p.u. (i.e. 
1st, 4th, 7th and 10th starting points in Figure 6.15). 
Figure 6.19 illustrates the lower bounds of the SDDPe algorithm pertaining to the examined 
starting points across the required algorithm iterations. Convergence to the optimal solution is 
achieved after 6-10 iterations of the algorithm depending on the starting point, while the 
respective simulation time ranges between 1s and 1.4s. In general, the first 4-5 iterations are 
spent until the approximation of the future cost functions reaches a relative level of quality, 
while the remaining iterations introduce slight improvements. Starting point 1 constitutes the 
only exception, since the respective approximations are significantly improved at iteration 7. 
This can be attributed to the low initial wind power output, which may yield negative wind 
realisations at the next stages. In such cases, the respective dual variables are considered invalid 
and the Benders cuts, pertaining to the infeasible state space points, are discarded. The 
elimination of these cuts, impedes the solution process; hence, the DER aggregator problem 
corresponding to starting point 1 converges after 10 iterations. On the other hand, the problem 
referring to the 10th starting point, exhibits the fastest convergence features due to the wind 
power abundance, which renders the problem trivial (i.e. available wind power output covers 
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the portfolio energy requirements). Finally, we should note that the expected lower bounds 
associated with each starting point converge to lower values for starting points corresponding 
to higher initial wind power output. Intuitively, increased wind availability during the first stage 
is more likely to extend the next stages, while the DER aggregator may exploit the expected 
wind potential and limit its expected aggregator costs. More specifically, the available wind 
power pertaining to the scenarios related to the 7th and 10th starting points would suffice to 
cover the biggest part of the portfolio energy needs (i.e. the expected lower bounds are £3.4 
and 0, respectively). 
 
Figure 6.19: Lower bound of the extended SDDP algorithm per iteration for different wind 
power output starting points 
 
Figures 6.20-6.22 illustrate the expected charging/discharging power of the ES units, grid 
power and curtailed wind power, respectively, for the four examined wind power output 
starting points. We should observe that the increased wind potential, pertaining to starting 
points with higher initial wind power output, introduces increased utilisation of the ES unit. 
Therefore, the ES unit is barely employed, when starting point 1 is considered, while it reaches 
its maximum power rating (i.e. at stages 2 and 3 and closely at 4) for starting point 10, as 
depicted in Figure 6.20. 
The limited wind power potential, associated with lower starting points necessitates the 
deployment of the grid connection, in order to satisfy the portfolio energy requirements. 
However, as the initial available wind power is enhanced, a lower portion of the energy needs 
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is covered by power procurement from the grid, as showcased in Figure 6.21. The potential of 
the DER aggregator to cover the biggest part of its portfolio energy needs, when higher starting 
points are considered, as discussed earlier, is aligned with the respective minor power quantities 
purchased from the grid. Finally, the available wind power that cannot be exploited by the 
available portfolio resources and needs to be curtailed is enhanced for higher wind starting 
points, as illustrated in Figure 6.22. 
 
Figure 6.20: Expected charging/discharging power of the ES units for different wind power 
output starting points 
 
 
Figure 6.21: Expected grid power for different wind power output starting points 
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Figure 6.22: Expected curtailed wind power for different wind power output starting points 
 
Finally, the impact of different levels of the flexibility extent of the FD unit, captured through 
different values of the load shifting limit 𝑆𝑓, on the DER aggregator problem, is explored in 
the following case study. In this context, four different flexibility levels, corresponding to a 
totally inflexible portfolio and increasing load shifting capability of the FD units (i.e. FD 1 to 
FD 3), employing the parameter values presented in Table 6.12, are considered. Figure 6.23 
illustrates the lower bound values for the performed iterations of the SDDPe algorithm for the 
four examined cases. We should observe that the lower bound dips, pertaining to the second 
and third iterations (i.e. also observed in the previous cases), are significantly augmented, when 
the flexibility extent of the FD units is enhanced. This is an expected outcome, if the dual 
variable calculation and cut construction process is considered. The absence of Benders cuts 
during the first iteration may accommodate the solution search around areas of the state space 
that may cause infeasibility problems. More specifically, in the examined problem, the solution 
of the master problems at the first iteration is performed, considering only the current stage 
costs (i.e. future costs are zero due to the absence of cuts). However, the derived solutions for 
stages 𝑡 = 1, ⋯ , 𝑇 − 1 may hinder the feasibility of the stage 𝑇 master problem, where the 
energy neutrality constraints of the ES and FD units should be satisfied (i.e. see constraints 
(4.44), (4.48)). The flexibility of the ES and FD units is entirely exploited at stages 𝑡 =
1, ⋯ , 𝑇 − 1 without considering the requirements of the subsequent stages. Thus, the aggregate 
load shifting of the FD unit and the energy content of the ES at stage 𝑇 may be such that (4.44), 
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(4.48) cannot be satisfied, rendering the respective master problem infeasible. As discussed in 
Chapter 4, infeasibility issues, introduced by such constraint violations, are overcome with the 
deployment of suitable penalisation variables, which discourage solutions around infeasible 
areas of the state space. The respective dual variables, associated with trial values obtained 
from infeasible master problems, exhibit very large values, which cause the dips observed 
during the first iterations in Figure 6.23. These dips are intensified, when the flexibility extent 
of the FD unit is enhanced, since increased potential load shifting during stages 𝑡 = 1, ⋯ , 𝑇 −
1 corresponds to larger violations of constraints (4.44), (4.48). On the other hand, the inflexible 
case (i.e. no FD) does not suffer from such constraint violations, and, thus, the expected lower 
bound does not exhibits sudden dips. 
Figure 6.24 presents a magnified version of the expected lower bound evolution illustrated in 
Figure 6.23, which, however, focuses on the lower bound values at the last iterations. We 
should notice that the totally inflexible portfolio exhibits the highest lower bound value, since 
stages of high wind potential cannot be exploited by shifting a portion of the portfolio demand. 
However, we should emphasise that the expected lower bound is increased, as the flexibility 
extent of the DER aggregator portfolio is enhanced. This may constitute a counter-intuitive 
result, but it emphasises the risks encountered by the DER aggregator, when wind power output 
stochasticity is considered. On the one hand, the capability to shift bigger portions of FD 
towards periods of high wind potential, enhances the DER aggregator decision-making 
flexibility, along with the associated benefits. On the other hand, increased portfolio flexibility, 
augments the impact of higher load shifting, if adverse wind power output is realised. More 
specifically, the anticipation of favourable wind power output in the last stages, will trigger a 
decrease of FD at the first stages and a subsequent migration towards the last ones. However, 
if the expected wind power outputs are not realised, the impact of the enhanced portfolio 
flexibility is augmented, since increased energy must be recovered from alternative (and more 
expensive) resources. 
Chapter 6 Case studies 
229 
 
 
Figure 6.23: Lower bound of the extended SDDP algorithm per iteration for different 
flexibility levels of the FD units 
 
 
Figure 6.24: Magnified version of Figure 6.23, focusing on the final lower bound values 
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6.4 Case 2: Optimal aggregator scheduling under wind power output and 
inflexible demand stochasticity, employing SDDP algorithm extended 
with VAR model 
The main objective of this case study lies in deploying the extended SDDP algorithm for the 
optimal scheduling of the resources, pertaining to the DER aggregator portfolio, when wind 
power output and inflexible demand stochasticity is captured by a VAR(1) model. The 
performance of the SDDP algorithm, along with the key aspects of the derived optimal strategy, 
will be discussed and analysed. Additionally, the impact of key features of the studied problem, 
such as the wind power output and inflexible demand level at the first stage (i.e. wind power 
output and inflexible demand starting point) and the flexibility extent of the DER aggregator 
portfolio, on the performance of the algorithm and the optimal strategy will be examined. 
In this context, the DER aggregator portfolio and system parameter settings described in 
subsection 6.2.7 (i.e. Tables 6.13-6.15) are employed and intermediate wind power output and 
inflexible demand starting points are assumed. Intermediate starting points are expected to 
provide insights pertaining to normal operating conditions and constitute the base case. Starting 
points corresponding to extreme initial inflexible demand level and wind power output, either 
high or low, are highly likely to be followed by extreme scenarios, as discussed in the previous 
section. The optimal strategy associated with such scenarios would entail the under (e.g. a low 
demand and high wind power starting point) or overutilization (e.g. a high demand and low 
wind power output starting point) of the portfolio assets. However, the impact of different 
starting points on the optimal aggregator strategy is examined in the sequel of this section. In 
the context of the base case, the 3rd wind power output (i.e. see Figure 6.15) and the 13th 
inflexible demand starting points have been selected, which denotes that the available initial 
wind power is 0.25 p.u. (i.e. 175 kW), while the inflexible demand is 0.85 p.u. (i.e. 237 kW). 
Figure 6.25 illustrates the lower bound and the upper bound interval (i.e. upper bound up and 
down denote the boundaries of the confidence interval) of the SDDPe algorithm across the 
performed iterations of the algorithm. Convergence of the two bounds is achieved after 10 
iterations of the algorithm, while the respective simulation time is 1.8s. The gradual 
improvement of the future cost function approximation, discussed in the previous section, is 
demonstrated by the steady improvement of the lower bound. Even though, the two cases are 
not directly comparable, since they involve a modified DER aggregator portfolio and a 
different stochastic model, a significant difference in the upper bound intervals of the two 
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cases, is observed. The width of the upper bound interval captures the variability of the optimal 
costs corresponding to the various forward pass runs performed at each iteration. In the 
examined case, where multidimensional stochasticity pertains to the DER aggregator problem, 
the width of this interval is significantly smaller, compared to the previous case. The 
multidimensionality of the stochastic process significantly confines the available options for 
the DER aggregator and leads to a very limited set of potential decisions. The DER aggregator 
adopts a more conservative stance in the anticipation of potential unfavourable outcomes of 
the stochastic variables. 
This aspect is demonstrated by Figures 6.26-6.27, which illustrate the expected utilisation of 
the different portfolio components over the operating horizon, when 100 scenarios of the 
stochastic process are deployed, as explained for case 1. Figure 6.26 depicts that the DER 
aggregator attempts to concentrate the energy needs of the flexible components towards the 
first stages. In this context, a significant migration of FD towards the first three stages is 
observed, while the ES unit is mainly charging during the first four stages. On the other hand, 
the demand of the FD unit is decreased during the last three stages, while the ES unit is 
employed to support the energy requirements of the portfolio. The conservative DER 
aggregator strategy is also supported by the fact that the ES unit does exploit its full 
charging/discharging potential (i.e. 280 kW) at any stage; on the contrary, it exhibits significant 
underutilisation (i.e. less than 30%). 
 
Figure 6.25: Lower bound and upper bound interval of the extended SDDP algorithm for the 
3rd wind and 13th demand starting point 
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Similarly, the grid connection is deployed at its full capacity at the first four stages, while its 
utilisation is significantly reduced at the last ones, as presented in Figure 6.27. The rationale of 
the conservative resource utilisation lies in that fact that the employment of expensive portfolio 
assets (i.e. micro-generator) is avoided under any realisation of the stochastic variables, as 
depicted in Figure 6.27. A more aggressive strategy, which would exhibit an increased 
utilisation of the flexible resources pertaining to the aggregator portfolio, would entail the 
deployment of the costly micro-generator in order to cover the portfolio energy needs, in case 
adverse scenarios are realised. All in all, we should remind that the SDDP algorithm determines 
an optimal strategy, considering all the potential outcomes of the stochastic process. As stated 
in Chapters 3 and 4, when multistage stochastic models are employed, the obtained strategies 
do not constitute the optimal solution for each individual scenario separately considered, but 
the best one for the entire stochastic process [76]. The benefit of optimal strategies provided 
from the extended SDDP algorithm will be demonstrated in sections 6.5, 6.6. 
 
Figure 6.26: Expected load shifting and charging/discharging power of the FD and ES units, 
respectively for the 3rd wind and 13th demand starting point 
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Figure 6.27: Expected grid, micro-generator and wind power for the 3rd wind and 13th 
demand starting point 
 
The same procedure is repeated for the same DER aggregator portfolio and for 4 different wind 
starting points, in order to depict the impact of the initial wind power output on the derived 
optimal strategy. The selected starting points correspond to available wind power output of 
0.05 p.u., 0.25 p.u., 0.45 p.u. and 0.65 p.u. (i.e. 1st, 3rd,5th and 7th starting points in Figure 6.15). 
Starting points referring to wind power outputs higher than 0.65 p.u. are not considered, since 
the scenarios pertaining to them, entirely cover the portfolio energy requirements and the 
derived optimal strategies are equivalent. 
Figure 6.28 illustrates the lower bounds of the extended SDDP algorithm pertaining to the 
examined starting points across the required algorithm iterations. Convergence to the optimal 
solution is achieved after 7-9 iterations of the algorithm depending on the starting point, while 
the respective simulation time ranges between 1.4s and 1.8s. Similar to the previous case, the 
first 4-5 iterations are spent until the approximation of the future cost functions reaches a 
relative level of quality, while the remaining iterations introduce slight improvements. 
Firstly, we should note that a similar effect with Case 1 is observed for the impact of wind 
power output starting points on the expected aggregator cost, as captured by the expected lower 
bound. Starting points pertaining to higher initial wind power output correspond to lower 
values of the lower bound, since increased wind availability during the first stage is more likely 
to extend the next stages. In these cases, the DER aggregator may exploit the expected wind 
potential and limit its expected costs. In extreme cases, where wind scarcity or abundance is 
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expected (i.e. starting points 1 and 7, respectively) the aggregator exhibits significantly 
enhanced or negligible costs, respectively. In such cases, the value of strategic decision-making 
is undermined and the impact of the problem stochasticity on the optimal strategy is reduced. 
On the one hand, on the expectation of a very high wind power output, which will entirely 
cover the portfolio energy requirements, the strategic utilisation of the portfolio resources is 
rendered unimportant. On the other hand, given that a very low wind power output is expected, 
energy requirements are satisfied by the most expensive portfolio assets (i.e. micro-generator) 
and, still the strategic positioning of the portfolio is inconsequential. Thus, convergence in such 
cases (i.e. 1st and 7th starting point) is achieved within fewer iterations. 
 
Figure 6.28: Lower bound of the extended SDDP algorithm per iteration for different wind 
power output starting points for the 13th inflexible demand starting point 
 
Figures 6.29-6.30 illustrate the expected charging/discharging power of the ES unit and power 
provided by the grid connection, respectively. Unlike Case 1, the optimal utilisation of the 
portfolio flexible resources does not exhibit any correlation with the specific wind starting 
point. The multidimensionality of the stochastic process, along with the considered 
dependencies, introduce more complex scenarios compared to the univariate case (i.e. wind 
power output uncertainty). Thus, the devised strategy for each starting point depends on the 
specific scenarios and the respective combination of wind power output and inflexible demand 
values. This is demonstrated in Figure 6.29, while similar trends are observed for the FD units. 
The deployment of the grid connection exhibits a more straightforward trend. As the initial 
wind power output is enhanced, an increased portion of the portfolio energy requirements is 
covered by the available wind, while a smaller part is covered by the grid. Even though the 1st 
-1000
-500
0
500
1000
1500
1 2 3 4 5 6 7 8 9
Ex
pe
ct
ed
 c
os
t (
£)
Iteration
Starting point 1 Starting point 3 Starting point 5 Starting point 7
Chapter 6 Case studies 
235 
 
and 7th starting points exploit the full or negligible capacity of the grid connection, an 
interesting aspect, associated with the remaining two starting points, is observed. When the 3rd 
starting point is considered, the grid connection is deployed at full capacity during the first 
stages, while energy requirements at the last stages are reduced in the expectation of low wind 
power outputs. On the other hand, the 5th starting point exhibits an increased expectation for 
higher wind power outputs and the deployment of the grid connection is postponed for later 
stages. 
 
Figure 6.29: Expected charging/discharging power of the ES units for different wind power 
output starting points for the 13th inflexible demand starting point 
 
 
Figure 6.30: Expected grid power for different wind power output starting points for the 13th 
inflexible demand starting point 
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The same process, deployed for different wind power output starting points, is repeated for 3 
different inflexible demand points, in order to depict the impact of the initial demand on the 
derived optimal strategy. The starting point selected for the base case application (i.e. 13th 
starting point) corresponds to an intermediate inflexible demand level; thus, the additional 
points will refer to the maximum and minimum potential initial demand, as illustrated in Figure 
6.10 (i.e. 3rd and 18th point, respectively). 
Figure 6.31 illustrates the lower bounds of the SDDPe algorithm pertaining to the examined 
starting points across the required algorithm iterations. Convergence to the optimal solution is 
achieved after 9 iterations of the algorithm for all starting points, while the respective 
simulation time ranges between 1.4s and 1.6s. Similar to the previously examined cases, the 
first 5 iterations are spent until the approximation of the future cost functions reaches a relative 
level of quality, while the remaining ones introduce slight improvements. 
However, we should note that only minor differences in the iteration-wise evolution of the 
lower bounds pertaining to the selected starting points, are noticed. Comparable trends are 
observed for each lower bound, while the exact values at each iteration of the algorithm depend 
on the specific demand levels, associated with each starting point. In this context, Figure 6.31 
demonstrates that starting points corresponding to increased initial inflexible demand exhibit 
enhanced expected DER aggregator cost. This constitutes an expected outcome, since higher 
inflexible demand starting points enhance the energy requirements of the aggregator portfolio 
and necessitate increased utilisation of the available resources. However, the periodic nature of 
inflexible demand, which may only deviate around its mean value at every stage 𝑡 (see 
inflexible demand pre-processing in subsection 6.2.3), reduces the impact of the starting point 
selection on the expected cost. Even though this effect is less pronounced compared to the 
impact of the wind power starting points, still an 8% difference in the expected cost exists 
between the two extreme cases (i.e. 3rd and 18th starting points). 
The observed similarity in the convergence behaviour of the algorithm for different inflexible 
demand starting points is not extended to the utilisation of the portfolio assets in each case. 
Figure 6.32 illustrates the expected charging/discharging power of the ES unit over 100 
scenarios and, similarly to previous cases (and unlike Case 1), the optimal utilisation of the 
portfolio flexible resources does not exhibit any correlation with the specific inflexible demand 
starting point. The consideration of a multidimensional stochastic process, where both wind 
power and inflexible demand exhibit simultaneous variations, complicates the system 
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dynamics; thus, the utilisation of flexible resources is adapted to characteristics of the 
scenarios, corresponding to each starting point. Similar behaviour is observed in the 
deployment of the FD units for different starting points. 
 
Figure 6.31: Lower bound of the extended SDDP algorithm per iteration for different 
inflexible demand starting points for the 3rd wind power output starting point 
 
 
Figure 6.32: Expected charging/discharging power of the ES units for different inflexible 
demand starting points for the 3rd wind power output starting point 
 
0
50
100
150
200
1 2 3 4 5 6 7 8 9
Ex
pe
ct
ed
 c
os
t (
£)
Iteration
Starting point 3 Starting point 13 Starting point 18
-150
-100
-50
0
50
100
150
1 2 3 4 5 6Po
w
er
 (k
W
)
Stage (h)
Starting point 3 Starting point 13 Starting point 18
Chapter 6 Case studies 
238 
 
Finally, the impact of different levels of the flexibility extent of the FD unit, captured through 
different values of the load shifting limit 𝑆𝑓, on the DER aggregator problem, is explored in 
the following case study. In this context, four different flexibility levels, corresponding to a 
totally inflexible portfolio and increasing load shifting capability of the FD units (i.e. FD 1 to 
FD 3), employing the parameter values presented in Table 6.16, are considered. Figure 6.33 
illustrates the lower bound values for the performed iterations of the SDDPe algorithm for the 
four examined cases.  
Similar sudden dips, pertaining to the lower bound, with the ones discussed in Case 1, are 
observed in this case, while a similar dip is exhibited by the bound corresponding the totally 
inflexible portfolio. This dip is triggered by the violation of constraint (4.44), which ensure the 
energy neutrality of the ES unit. Interestingly, Figure 6.33 demonstrates that enhancing the 
flexibility extent of the DER aggregator portfolio does not alleviate the impact of the entailed 
stochasticity, as perceived by the decision-maker at the first stage of the problem. We should 
note, once more, that the lower bound does not capture the expected cost of the optimal 
scheduling of the DER aggregator across the operating horizon. On the contrary, it captures the 
impact of the considered stochastic process on the optimal DER aggregator strategy, as 
perceived for the first stage of the horizon, where problem stochasticity has not been resolved. 
Intuitively, if the devised strategy is implemented on different realisations of the stochastic 
process, enhanced portfolio flexibility will introduce decreased DER aggregator costs. 
 
Figure 6.33: Lower bound of the extended SDDP algorithm per iteration for different 
flexibility levels of the FD units 
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6.5 Case 3: Optimal aggregator scheduling under wind power output and 
inflexible demand stochasticity, employing SDDP algorithm extended 
with VAR model 
The main objective of this case study lies in validating the solution efficiency and quantify the 
expected benefit of the proposed SDDP model, which has been extended so that temporal 
dependencies of the stochastic process are captured. In this context, the proposed model is 
compared against six scenario trees of increased structural complexity, whose structural 
characteristics are presented in Table 6.7, following the simulation framework outlined in 6.2.5. 
Scenario trees with enhanced number of nodes and scenarios accommodate a more detailed 
representation of the stochastic process, while capturing its temporal evolution more 
accurately. Thus, the comparison of the proposed approach with different trees will provide an 
indication of the quality of the derived optimal strategies. Additionally, potential bias towards 
specific wind power outputs, whose impact on the optimal solution has been demonstrated in 
Cases 1 and 2, is prevented, since various wind power output starting points are considered. 
Finally, we should emphasise that the proposed simulation framework captures the impact of 
suboptimal first-stage decisions on the subsequent operation. Perfect information regarding the 
evolution of the stochastic process is assumed from the second stage, onwards. The 
consideration of decision sub-optimality at the subsequent stages is expected to increase the 
benefits pertaining to the proposed approach. 
Figure 6.34 illustrates the expected monthly aggregator cost for the different scenario tree 
structures, the SDDPe model and under perfect information conditions. These costs are derived 
by taking the expectation over all 10 thousand realisations and extrapolating the costs of the 
examined 6-hour horizon to a monthly horizon. It can be observed that the solutions obtained 
by the proposed SDDPe model outperform the first 2 scenario tree types by 10%. The third tree 
type (i.e. C3) exhibits a significant decrease in the expected cost, suggesting that 10 scenarios 
provide a more precise representation of the problem stochasticity. However, a reduction of 
2% is introduced by the SDDPe model. The benefits of the SDDPe approach over scenario tree 
models prevail until scenario tree C4, where a 1% benefit is observed. It is only after tree C5, 
that the solutions obtained from scenario trees outperform the ones derived from the SDDPe 
model. However, the respective difference is insignificant (i.e. about 1%). We should note that 
the selected structure of the last two scenario trees (i.e. C5 and C6), where double and triple 
branching has been assumed, respectively, aims to provide a significantly accurate 
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representation of the stochastic process. This is demonstrated by the fact that the expected cost, 
pertaining to the respective scenario tree solutions, is very close to the cost corresponding to 
the perfect scenario. Thus, the solution quality of the proposed model is comparable with the 
most sophisticated scenario tree structures. Finally, we should remind that existing approaches 
in the literature deploy far simpler scenario models (i.e. two-stage ones) for more complex 
stochastic processes. 
It should be mentioned that the simulation times for the SDDPe model are equivalent to the 
simpler scenario tree types, while it is almost half of the most complex one. The computational 
benefit is even more pronounced if the planning horizon is increased, as it will be demonstrated 
in Case 5. 
 
Figure 6.34: Expected cost over wind power output starting points for extended SDDP 
model, different scenario tree types and under perfect information conditions 
 
Figure 6.35 depicts the comparison of the expected cost between the SDDPe model and the 1st, 
3rd and 6th scenario tree structures for each wind output starting point, where positive (negative) 
values signify that SDDPe outperforms (under-performs) the scenario tree solution for the 
specific wind output. This comparison aims to reveal the impact of different wind power output 
starting points on the efficiency of the derived solutions and the benefits interlocked by the 
proposed SDDPe model. In this context, we should notice that SDDPe performs significantly 
better than the simpler trees for almost all starting points, while it exhibits similar solution 
quality with the most complex ones. In general, benefits are augmented for low wind starting 
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points, while they diminish when the last ones are considered. This is an expected outcome, 
which is aligned with the conclusions of Cases 1 and 2. Low wind starting points suggest that 
most probably less wind will be available in the operating window, rendering the quality of the 
forecast important and increasing the impact of strategic decisions regarding initial positioning 
of the DER aggregator portfolio. On the other hand, for high-wind starting points, abundance 
of wind power is expected and whichever decision is made at the beginning of the period has 
minor impact on the aggregator’s expected cost. Regarding the intermediate points, SDDPe 
evidently outperforms simple scenario trees (i.e. C1, C2), while it exhibits slightly decreased 
solution quality compared to the most complex ones. 
 
Figure 6.35: Difference in expected cost between the extended SDDP model and C1, C3, C6 
for different initial wind power output 
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6.6 Case 4: Optimal aggregator scheduling under wind power output and 
inflexible demand stochasticity, employing SDDP algorithm extended 
with VAR model 
The main objective of this case study lies in validating the solution efficiency and quantify the 
expected benefit of the proposed SDDPe model, which has been extended so that temporal and 
cross-variable dependencies of the stochastic process are captured. In this context, the proposed 
model is compared against six scenario trees of increased structural complexity, whose 
structural characteristics are presented in Table 6.7, following the simulation framework 
outlined in 6.2.5. Similar to the case presented in section 6.5, the comparison of the proposed 
approach with different trees will provide an indication of the quality of the derived optimal 
strategies. Additionally, potential bias towards specific wind power outputs and inflexible 
demand levels, whose impact on the optimal solution has been demonstrated in Cases 1 and 2, 
is prevented, since various starting points are considered. Finally, we should emphasise that 
the proposed simulation framework captures the impact of suboptimal first-stage decisions on 
the subsequent operation. Perfect information regarding the evolution of the stochastic process 
is assumed from the second stage, onwards. The consideration of decision sub-optimality at 
the subsequent stages is expected to increase the benefits pertaining to the proposed approach. 
Figure 6.36 compares the expected monthly aggregator cost obtained from each of the six 
scenario tree models (i.e. C1-C6), the proposed (SDDPe) and traditional SDDP models and the 
model involving perfect information. These costs are derived by taking the expectation over all 
1.2 million realisations and extrapolating the costs of the examined 6-hour horizon to a monthly 
horizon. The performance of the scenario tree approach is improved as the complexity of the 
employed tree is enhanced, given that the representation of the stochastic process becomes 
more accurate and thus better-informed decisions are made. The proposed SDDPe model 
massively outperforms the two simpler scenario tree models C1 and C2 by 10-20%, while 
showcasing a benefit of approximately 0.5-3% with respect to models C3-C5. The most 
complex tree model (C6) slightly outperforms the SDDP approach (i.e. by 0.6%). As expected, 
the perfect information model yields the lowest cost, but the savings it yields compared to 
SDDP and C6 are relatively small (1-1.5%). Finally, it can be observed that the proposed 
SDDPe approach provides better results than the traditional one, exhibiting a benefit of 4.3%. 
Intuitively, disregarding the temporal characteristics of the stochastic process by assuming 
stage-wise independence leads to poorer first-stage decisions. 
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Figure 6.36: Expected cost over all starting points for SDDP, SDDPe, different scenario tree 
types and under perfect information conditions. 
 
In order to compare the computational performance of the different models, Table 6.17 presents 
the number of decision variables, total constraints and time-coupling constraints corresponding 
to each of the eight models. The computational effort of the scenario tree approach is 
exponentially aggravated as the complexity of the employed tree is enhanced, as demonstrated 
in Table 6.17. Regarding the traditional and the proposed SDDP models, the respective 
numbers correspond to the total number of variables and constraints included in a single-stage 
problem (𝑀𝑡/𝑆𝑡) -which are solved sequentially- multiplied by the number of such single-stage 
problems. These numbers are lower than the numbers corresponding to all scenario trees. It 
should be noted that time-coupling constraints which significantly contribute to problem 
complexity are inherently avoided by SDDP and SDDPe. 
The proposed SDDPe approach also involves less computational time than scenario trees C4-
C6, as depicted in Figure 6.37. The average computation time of the SDDPe approach was 
1.15s and the algorithm converged after 5-7 iterations. These computational advantages are 
driven by the fact that SDDP involves stage-wise decomposition of the optimization problem. 
The computational performance of the traditional SDDP algorithm is slightly better than the 
proposed one due to the stage-wise independence assumption. However, the computational 
advantage of SDDP and SDDPe is not particularly pronounced due to the small operation 
horizon of the study. 
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All in all, the combination of the insights from Figure 6.37 and Table 6.17 demonstrate that 
SDDPe achieves a better trade-off between solution efficiency and computational performance 
with respect to scenario-tree-based approaches, since it yields a similar aggregator’s expected 
cost with the one achieved by the most complex scenario trees, while it exhibits a similar 
computational performance with the simplest scenario trees. 
Table 6.17: Number of decision variables, total and coupling constraints for SDDP and 
different scenario tree types 
 
Decision 
variables 
Total 
constraints 
Time-coupling 
constraints 
SDDP 19*11 20*11 0 
SDDPe 19*11 20*11 0 
C1 36 68 7 
C2 66 126 14 
C3 126 258 70 
C4 186 390 112 
C5 378 886 224 
C6 2184 5584 1701 
 
 
Figure 6.37: Simulation time for SDDP, SDDPe and different scenario tree types. 
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Figure 6.38 presents the expected cost savings achieved by the proposed SDDPe model with 
respect to the scenario tree models C1, C2, C3 and C5 for the different wind power output 
starting points, where positive (negative) values signify that SDDPe outperforms 
(underperforms) the scenario tree solution. First of all, SDDPe outperforms the two simpler 
scenario tree models C1 and C2 for all starting points. However, this benefit is significantly 
higher for starting points involving lower wind power and diminishes as we move to starting 
points involving higher wind power. This effect emerges as low wind power starting points 
indicate that less wind power is likely available in the operating horizon, increasing the impact 
of strategic decisions regarding the use of flexible DER in the aggregator’s portfolio. On the 
other hand, high wind power starting points indicate that abundance of wind power is likely 
available in the operating horizon, and strategic decisions have minor impacts on the 
aggregator’s expected cost. 
Compared to the scenario tree models C3 and C5, SDDPe provides consistently better results 
for middle and high wind power starting points, and slightly worse results for low wind power 
starting points. This effect emerges since low wind power output starting points are more likely 
to yield scenarios with negative wind power outputs, in which case the construction of 
meaningful cuts within the SDDP algorithm is inhibited and thus the solution quality 
deteriorates. These results justify our decision to employ multiple starting points in the 
comparison of the different models. 
 
Figure 6.38: Difference in expected cost between extended SDDPe and C1, C2, C3, and C5, 
respectively for different wind power output starting points 
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Finally, Figure 6.39 compares the expected aggregator cost obtained from the different models 
in a similar logic with Figure 6.36, but the comparison now refers to different cases regarding 
the extent of demand flexibility in the aggregator’s portfolio, as expressed by the load shifting 
limit 𝑆𝑓. The particularly interesting result lies in the fact that the simpler scenario tree models 
C1-C3 exhibit an increase in expected cost with increasing demand flexibility. This counter-
intuitive result emerges because the effect of a strategic decision based on less accurate 
information is intensified when the aggregator manages a more flexible portfolio. In other 
words, the aggregator commits more deeply on a poor decision, which has an irreversible effect 
on its strategy (i.e. charging an ES unit or shifting an FD unit). Even though the increased 
demand flexibility levels persist over the entire operating horizon, the loss induced by the poor 
first stage strategic decisions is not recovered in the subsequent periods. On the other hand, the 
more complex scenario tree models C4-C6 as well as the proposed SDDP model always exploit 
additional demand flexibility in a beneficial for the aggregator way, as indicated by the 
decreasing expected cost in Figure 6.39. This result should not be confused with the insights 
obtained in Cases 1 and 2, regarding the impact of the different levels of portfolio flexibilities. 
In this case, the presented expected cost refers to the expectation of the aggregator cost over 
all 1.2 million scenarios, when they have been deterministically solved. On the other hand, the 
results presented in Cases 1 and 2 capture the impact of flexibility on the perception of the 
expected costs, as encountered by the aggregator at the first stage, while the problem 
stochasticity has not been resolved. 
 
Figure 6.39: Expected cost for 𝑺𝒇 = {𝟎%, 𝟏𝟎%, 𝟐𝟎%, 𝟑𝟎%} for extended SDDP, different 
scenario tree types and under perfect information conditions 
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6.7 Case 5: Application of the extended SDDP algorithm on a large-scale 
problem 
The main objective of this case study lies in highlighting the computational benefits of the 
proposed SDDPe approach in dealing with large-scale problems. In this context, the same DER 
aggregator portfolio with Cases 2 and 4 is deployed, while the operating horizon is expanded 
to 24h, so that a significantly expanded scenario set will be required to capture the problem 
stochasticity. Therefore, a population of 200,000 scenarios is sampled for the true model and 
five scenario trees (i.e. D1-D5) of increased structural complexity (see Table 6.8) are 
constructed, employing the scenario reduction technique outlined in Chapter 3. 
Figure 6.40 illustrates the simulation time for the SDDP, SDPPe and the different scenario tree 
models. It is evident that the computational benefits of the proposed SDDP approach are 
significantly more pronounced, when solving large-scale stochastic problems. Figure 6.40 
demonstrates that the SDDPe algorithm massively outperforms every scenario tree model, 
except from D1, which comprises of only one scenario. The simulation time of the proposed 
model is similar to the simplest scenario trees (i.e. D1-D2), while the simulation time savings 
reach 98%, when compared to D5.  
 
 
Figure 6.40: Simulation time for SDDP, SDDPe and different scenario tree types 
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We should note that the reported times refer solely to the solution of the optimization problem, 
while the requirements of the scenario reduction process -which in this case study involved 
several hours- are not included. As discussed in the previous case study, the traditional SDDP 
approach exhibits slightly lower computation time than the proposed one due to the 
independence simplifications. 
 
6.8 Scalability of the proposed SDDP model 
The main objective of this case study lies in exploring the scalability of the proposed algorithm 
and its applicability on problems of increased size. The complexity of a dual dynamic 
programming problem is significantly affected by the expansion of the state space. In such 
cases, the solution space is also expanded and additional Benders cuts approximating the future 
cost function may be required to reach the selected accuracy level. In this context, two different 
cases are examined, which would entail the expansion of the state space. Firstly, a ranging 
number of flexible resources (i.e. ES and FD units) are assumed to pertain to the aggregator 
portfolio. Given that solution times should refer to similar problems, the existing flexible assets 
are split into smaller individual components. Thus, each ES and FD unit is split into 5 and 10 
different units, where each one exhibits a proportional share of the initial unit’s size, while the 
operational characteristics are proportionately modified so that the same flexibility level is 
retained. In the second case, the number of stochastic processes involved in the examined 
problem is augmented. In this context, instead of a VAR(1) model representing the stochastic 
process, 4 and 8 different VAR(1) models are deployed. This corresponds to multiple WTs and 
inflexible loads pertaining to the aggregator portfolio, while they exhibit the same probability 
distribution in pairs. In this case, potential dependencies among different WTs and inflexible 
demand units are not captured, but this lies out of the scope of this case study. Simulations are 
performed for intermediate wind power output and inflexible demand starting points. 
Figures 6.39-6.40 illustrate the simulation times corresponding to different portfolio sizes and 
number of stochastic processes. It is evident that in both cases, simulation times are increased, 
as the size of the examined problem is enhanced. However, the observed increase exhibits a 
linear trend. The temporal decomposition of the problem prevents the exponential increase of 
the computational complexity and the required simulation time. The expansion of the state 
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space enhances the problem complexity, but within manageable limits. Thus, Figures 6.39-6.40 
demonstrate the potential of the proposed model to efficiently handle larger scale problems. 
 
Figure 6.41: Simulation time of the extended SDDP model for different portfolio sizes 
 
 
Figure 6.42: Simulation time of the extended SDDP model for different number of stochastic 
processes 
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6.9 Concluding remarks 
In this chapter, the proposed extended SDDP models, which were discussed in Chapters 4 and 
5, were deployed for the solution of the DER aggregator problem presented in Chapter 2. 
Suitable AR and VAR models were employed to capture the wind power output and the 
simultaneous wind power output and inflexible demand stochasticity, respectively. The 
deployment of AR models for the representation of the stochastic process introduced the 
requirement for stationarity of the respective stochastic variables. Thus, the stationarity 
characteristics of the studied uncertain variables were investigated and suitable transformations 
were introduced to mitigate the observed non-stationarity. Case studies highlighted the main 
features, associated with the performance of the SDDP algorithm, while interesting insights 
were revealed regarding the impact of the induced stochasticity on the optimal DER aggregator 
strategies. Additionally, a suitable simulation framework was proposed for the validation and 
assessment of the extended SDDP approaches, where they are compared with scenario tree 
formulations of different structural complexity. The scenario reduction technique, presented in 
Chapter 4 was deployed for the construction of scenario trees with increasing number of nodes 
and scenarios, which provide more accurate representations of the stochastic process. Case 
studies demonstrated that the proposed approaches achieve a better trade-off between solution 
efficiency and computational performance compared to scenario tree models. Additionally, the 
impact of the portfolio flexibility on the derived optimal strategies was explored. Interestingly, 
simpler scenario tree models exhibited an increase in expected cost, as demand flexibility was 
enhanced. This implied that the effect of a strategic decision based on less accurate information 
(i.e. simpler scenario trees) is intensified when the aggregator manages a more flexible 
portfolio, since the aggregator commits more deeply on a poor decision, which has an 
irreversible effect on its strategy. Finally, the scalability of the extended SDDP models was 
verified through appropriate case studies. 
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Chapter 7 Concluding remarks and future work 
7.1 Conclusions 
The envisaged decarbonisation of both the generation and the demand side of power systems 
In Europe is expected to pose significant challenges in the efficient and secure operation of 
power systems. The considerable deployment of low cost renewable generation, along with the 
introduction of new demand, originating from the electrification of the transport and heating 
sectors, is expected to introduce significantly enhanced generation and network cost and 
reduced asset utilisation. Therefore, balancing challenges may restrain the utilisation efficiency 
of renewable generation and hinder the exploitation of its GHG emission reduction potential. 
In the context of these challenges, the need and value of system flexibility becomes more 
pronounced. 
The emerging paradigm shift towards the Smart Grid concept [12] has vigorously encouraged 
the broad deployment of flexible resources, such as energy storage (ES) and flexible demand 
(FD) units, in the energy system. If the flexibility potential pertaining to ES and FD units is 
suitably coordinated and efficiently exploited, significant financial, technical and 
environmental benefits would emerge for the future power systems that will facilitate the 
efficient transition to the envisaged low-carbon future. In the post deregulation era, the 
establishment and implementation of the appropriate frameworks, which would promote the 
competitiveness in electricity markets, are expected to enhance systems’ operational efficiency 
and facilitate the large-scale integration of RES, ES and FD market participants. Therefore, in 
the deregulated energy sector, the deployment of flexibility pertaining to ES and FD units is 
directly associated with their efficient integration in the electricity market. However, 
significant barriers, such as limited market access, absence of a suitable market framework, 
lack of appropriate ICT infrastructure, consumer risk and sophistication issues, increased 
operational complexity and privacy concerns, pose significant barriers to exploitation of the 
flexibility potential pertaining to ES and FD units. 
In the Smart Grid era, these challenges have triggered the introduction of the so-called 
distributed energy resources (DER) aggregators in electricity markets [11]. The DER 
aggregator constitutes an entity that assumes the role of the intermediary between the market 
operator and several different flexible consumers and/or producers, which would, otherwise, 
exhibit no access to the electricity market. Therefore, the DER aggregator presents the 
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necessary framework for the market realisation of the promising operational flexibility 
potential of ES and FD units. 
The diversity of resources pertaining to the DER aggregator portfolio, combined with the 
diverse requirements, constraints and operational characteristics, associated with each portfolio 
component renders the optimal resource coordination a challenging high-dimensional task. 
Additionally, the majority of the factors affecting the coordination of its portfolio components 
exhibit a stochastic behaviour. Stochastic components range from the highly intermittent and 
unpredictable renewable generation to the actual levels of demand, the market prices and the 
individual characteristics of FD and ES components. 
Existing literature focusing on the problem of the optimal operation of DER aggregators mainly 
adopts two-stage stochastic formulations. According to these approaches, optimal decisions are 
made at the first stage, aiming to minimize expected costs in the anticipation of the potential 
future outcomes of the stochastic variables. A limited set of scenarios (i.e. scenario fan) is 
deployed to represent the plausible outcomes of the stochastic process. The relative modelling 
simplicity of two-stage formulations, along with their conformity with some of the prevailing 
market settings in power systems, render them suitable candidates for such problems and justify 
their wide deployment in the DER aggregator context. However, modelling simplicity comes 
at a cost, since two-stage formulations exhibit significant limitations. 
Firstly, two-stage modelling approaches rely on the simplistic assumption that the stochasticity 
pertaining to the examined problem is fully resolved, when the second stage decisions are 
made. Therefore, second stage decisions are made, considering that perfect information 
regarding the uncertain variables for the entire operating horizon is available. This constitutes 
a quite unrealistic assumption, since the evolution of stochastic processes even a few time 
periods ahead cannot be accurately predicted. Moreover, a fundamental feature of two-stage 
formulations lies in the fact that the option for corrective decisions is available only at one 
point in time (i.e. between the two stages). Therefore, second-stage decisions refer to the entire 
operating horizon, when multiperiod problems are considered. In this context, decisions 
referring to a particular time period tend to evaluate outdated information, when made at the 
beginning of the operating horizon. Under this assumption, the decision-maker fails to realise 
the timing flexibility and the subsequent learning pertaining to its decisions. Finally, stochastic 
processes may exhibit significant correlations which may affect optimal decisions, if they are 
not properly captured. On the one hand, temporal dependencies may exist between the current 
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state and the future evolution of a stochastic variable. On the other hand, different uncertainty 
sources may not be independent since relationships pertain among different uncertain variables, 
due to confounding factors such as weather conditions. In the presence of temporal and cross-
variable correlations, the value of timing flexibility and learning becomes more pronounced. 
Knowledge of the most updated information regarding the evolution of the stochastic process 
render some scenarios more probable than others, which deemed probable at first, but become 
obsolete or highly unlikely on the updated information. Multistage formulations set the 
necessary framework for capturing the potential timing flexibility of decisions and exploiting 
the available learning feature. They explicitly capture the potential for multiple successive 
decisions to be made over time, as more information regarding the stochastic process becomes 
available. The stochastic process is partially revealed and decisions are made sequentially in 
time, when additional information of the stochastic variables is available. This contributes 
towards better-informed decisions compared to committing to a decision before the stochastic 
process is realised and rendered unable to further react to the observed outcomes. 
This thesis has focused on addressing and modelling the problem of the optimal DER 
aggregator scheduling, when multidimensional uncertainty is considered. In this context, a 
novel multistage stochastic model has been proposed and analysed, while suitable 
dimensionality reduction and decomposition techniques have been deployed to tackle the 
computational issues stemming from the high dimensionality of the problem. The employed 
decomposition technique has been extended to explicitly account for potential temporal and 
cross-variable dependencies pertaining the stochastic process. 
The impact of the inherent stochasticity pertaining to the assets of the DER aggregator portfolio 
on the optimal decision-making process has been discussed, while methods and challenges 
associated with the modelling process of such uncertainties have been addressed. A novel 
multistage stochastic framework for the optimal DER aggregator scheduling has been 
proposed, introducing the notion of sequential decision-making at each stage of the problem. 
In this context, the partial or full resolution of the entailed uncertainty at each stage enhances 
the solution quality, since multiple corrective actions can be performed according to the 
updated information. A scenario tree-based approximation has been deployed for the 
representation of the stochastic process. The structural characteristics of the employed scenario 
tree (i.e. nodes, scenarios, nodal transitions) capture the temporal evolution of the stochastic 
process. Computational burden issues arising from the enhanced scenario tree complexity, 
when multidimensional stochastic processes are considered, have been alleviated with the 
Chapter 7 Concluding remarks and future work 
254 
 
deployment of a prevailing scenario reduction technique, based on backward reduction 
principles. In the context of the employed approach, the structural characteristics of the 
deployed scenario tree constitute a decision-maker’s input and emerge as a trade-off between 
the quality of the stochastic approximation and the complexity of the derived tree. Illustrative 
numerical examples have demonstrated that the incorporation of the stochasticity pertaining to 
inflexible demand levels and wind power output significantly affects the expected aggregator 
cost. 
Given that scenario-tree approximations suffer from the so-called curse of dimensionality, a 
decomposition technique, based on dual dynamic programming principles, has been deployed 
to alleviate computational tractability problems. These problems become more pronounced in 
the consideration of multidimensional stochastic processes and are intensified when the 
modelling horizon is expanded. In this context, stochastic dual dynamic programming (SDDP) 
introduces a stage-wise decomposition of the original problem, while Monte-Carlo sampling 
of the potential stochastic realisations is employed for the derivation of the optimal strategies 
at each stage. Significant computational benefits emerge from the problem descaling and the 
parallelization of the solution process, which enhance the decision maker’s modelling 
capabilities, since expanded DER aggregator portfolios and multidimensional stochastic 
processes are efficiently managed. Finally, the proposed decomposition approach yields 
optimal operational strategies pertaining to each stage of the problem, which can be employed 
to determine the optimal decisions at any time step and for any realisation of the stochastic 
process. This constitutes a significant feature compared to scenario tree approaches, where 
optimal decisions explicitly conform to the considered plausible outcomes of the stochastic 
process. 
A fundamentally novel extension of the classical SDDP approach, which explicitly captures 
the impact of temporal dependencies of the stochastic process on the optimal strategy, has been 
proposed. Autoregressive models (AR), which can articulate the temporal evolution of the 
stochastic process, have been deployed for the stochastic representation and have been directly 
integrated in the algorithmic solution process. Therefore, the stochastic model becomes an 
internal part of the algorithm and optimal solutions are derived in an efficient manner by 
iteratively traversing the state-space, while considering the impact of the temporal properties 
of the stochastic process on the optimal decisions. A highly generalisable reformulation of the 
solution process has been presented, which can be deployed for the integration of any linear 
stochastic model. Case studies have discussed and analysed the implementation and the main 
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algorithmic features of the proposed approach, while showcasing its fast convergence 
properties. Additionally, the impact of different portfolio operational characteristics has been 
explored. 
A further fundamentally novel extension of the classical SDDP approach, which explicitly 
captures the impact of both temporal and cross-variable dependencies pertaining to the 
stochastic process on the optimal strategy, has been proposed. Vector Autoregressive models 
(VAR), which can capture complex relationships among the different components of the 
stochastic process, have been deployed for the stochastic representation and have been directly 
integrated into the algorithmic solution process. Similar to the previous extension, the 
stochastic model becomes an internal part of the algorithm and optimal solutions are derived 
in an efficient manner by iteratively traversing the state-space, while considering the impact of 
the temporal and cross-variable dependencies of the stochastic process on the optimal 
decisions. A highly generalisable reformulation of the solution process has been presented, 
which can be deployed for the integration of any linear stochastic model. Case studies have 
discussed and analysed the implementation and the main algorithmic features of the proposed 
approach, while showcasing its fast convergence properties. Additionally, the impact of 
different portfolio operational characteristics has been explored. Finally, case studies exploring 
the scalability of the proposed model have demonstrated its promising potential to handle large-
scale problems. 
For the first time, a simulation framework for the validation and assessment of SDDP models 
has been proposed, based on comparisons against scenario trees of increased complexity. The 
proposed framework aims to validate the capability of the proposed approaches to accurately 
capture dependencies pertaining to the DER aggregator problem, while exhibiting reduced 
levels of modelling complexity. Case studies have demonstrated that the extended SDDP 
models achieve a better trade-off between solution efficiency and computational performance. 
Additionally, results have highlighted the value of strategic positioning of the DER aggregator 
portfolio, when limited renewable generation is available. Finally, the effect of a strategic 
decision-making based on less accurate information has been shown to be intensified when the 
aggregator manages a more flexible portfolio. 
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7.2 Future work 
7.2.1 Detailed modelling of the generation components 
Controllable micro-generators included in DER aggregator portfolios typically constitute back-
up energy resources, which are deployed when renewable generation cannot sufficiently cover 
the portfolio energy requirements. The intermittency and high variability of renewable 
generation, along with the stochasticity of the flexible and inflexible demand levels, necessitate 
the employment of expensive fast-response micro-generators so that curtailment of demand is 
avoided. Even though controllable micro-generators are generally more flexible compared to 
the generators employed for the national level power production, unit commitment and ramping 
constraints limit their operation. The detailed modelling of the operational constraints and 
characteristics of these generators, necessitate the introduction of binary variables. This 
modelling requirement poses a significant challenge for dynamic programming models, where 
problem linearity should be preserved, so that the derivation of the required dual variables is 
not hindered. However, appropriate relaxation techniques, which employ an equivalent relaxed 
version of the initial mixed-integer problem, exist, and the capability to extract the dual variable 
calculation is preserved. The potential implications and the required algorithmic modifications 
that would be deemed necessary, if these approaches are deployed in a stochastic dual dynamic 
programming context, should be explored and properly addressed. Finally, in the presence of 
binary variables capturing the discrete nature of the operational decisions of the micro-
generators, the impact of strategic decision-making is expected to be more pronounced. 
 
7.2.2 Deployment of specific flexible demand models 
The DER aggregator model presented in Chapter 2 and extended in the remaining Chapters of 
this thesis, adopted a generic model representing flexible demand. The modelling simplicity 
associated with such models combined with their capability to reveal the basic features of 
flexible demand participants, such as the demand reduction potential and the load recovery 
effect, is aligned with the main scope of this work. However, flexible demand generally 
exhibits limitations stemming from the specific operational requirements of each flexible load. 
For example, the operation of wet appliances (e.g. washing machines, washer-dryers, etc.), 
which exhibit a significant flexibility potential is based on the execution of user-called cycles 
which comprise of a sequence of phases occurring at a fixed order. These cycles are 
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characterised by fixed duration and power demand and cannot be modified or interrupted, once 
initiated [15], [16]. In a similar context, charging and discharging of electric vehicles is 
expected to take place at specific charging power levels, instead of a continuous charging range 
between a maximum and a minimum limit [15], [16]. The irreversibility and uncontrollability 
of such discrete operational features are expected to magnify the effect of decisions based on 
poor information regarding the evolution of the stochastic process, since once a decision has 
been made (i.e. the initiation of an operating cycle for a wet appliance), it cannot be reversed 
upon the availability of updated information. The integration of more sophisticated models, 
capturing the operational characteristics of specific FD units, entails the deployment of binary 
and/or integer variables. The implications of this requirement are the same with generation-
side ones. 
 
7.2.3 Integration of additional stochastic parameters 
The stochastic models presented in Chapters 3, 4 and 5 account for stochasticity pertaining to 
the inflexible demand level and wind power output of the DER aggregator portfolio. The 
specific uncertain components have been selected due to their well-established impact on the 
optimal DER aggregator scheduling and the availability of historical data which can be 
employed for fitting the stochastic models. However, as discussed in Chapter 3, the optimal 
decision-making process is influenced by numerous uncertain factors. As far as the flexible 
demand units are concerned, their availability, operational requirements and flexibility extend 
of FD units is highly uncertain. For example, if we assume that a number of flexible EVs is 
included in the DER aggregator portfolio, the individual driving patterns, along with the energy 
requirements of each vehicle are not available beforehand. However, the derivation of a 
stochastic model capturing the stochastic nature of FD units constitutes a highly challenging 
task due to the limited deployment of flexible resources in the current system; hence, it has 
attracted reduced research interest and limited amount of data is available. 
 
7.2.4 Provision of multiple services 
The benefits that would emerge for the generation, transmission and distribution sectors of 
power systems, if FD and ES participation if properly address and facilitated, have been 
thoroughly discussed in Chapters 1 and 2. In the envisaged decarbonised power system setting, 
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operational flexibility would be of paramount importance and FD and ES units are expected to 
assume an active role in the provision of balancing and ancillary services. Participation of the 
DER aggregator in such market segments could enhance system benefits and increase the 
monetary incentives for flexible assets. Therefore, future work should involve the extension of 
the current model for the provision of multiple services (i.e. network support, frequency 
regulation, etc.), apart from energy arbitrage. However, this would introduce several challenges 
that should carefully be addressed. Firstly, the development of a suitable scheme and proper 
market arrangements that would quantify and monetize the multitude of the derived benefits 
and distribute them to the proper market participants is deemed necessary. Additionally, the 
capacity and ancillary services markets exhibit special characteristics, such as the uncertainty 
of reserve exercise by the contracted participants. In order to accurately capture the dynamics 
of these markets, additional stochastic components should be integrated.  
 
7.2.5 Extension of the proposed simulation framework 
The simulation framework proposed in Chapter 6, which has been deployed for the assessment 
of the different stochastic approaches developed in the context of this thesis, provides an 
indication of the quality of different stochastic approaches. However, an important limitation 
lies in the fact that only the impact of the first stage decisions on the optimal operation of the 
subsequent periods is captured. This limitation is introduced by scenario-tree formulations 
which determine optimal decisions explicitly tailored to the examined scenario set. On the other 
hand, stochastic dual dynamic programming approaches, construct future cost approximations 
pertaining to every stage of the problem, which can be deployed for any realisation of the 
stochastic process. Therefore, the respective first stage decisions of each model constitute the 
only directly comparable feature. Future work should focus on the expansion of the scope of 
the proposed simulation framework so that solution quality over the entire horizon can be 
assessed. This would entail the development of a suitable stochastic model that would update 
the realisations of the stochastic process in a rolling planning context. This implies that after 
the initial models have been solved, the uncertainty pertaining to the second stage should be 
resolved. Then, the same models should be deployed again and the respective second stage 
optimal decisions should be made considering both the realised second stage value and the 
updated information regarding the future evolution of the stochastic process. 
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