Associated with an estimable parameter, we consider a linear combination of Ustatistics. V-statistic and LB-statistic are its special cases. In this paper the kernel of the estimable parameter is assumed to be non-degenerate. For the difference between this linear combination and the well-known U-statistic, we derive upper bounds of its absolute moments about the origin and the mean. Using these upper bounds we show Berry-Esseen bound for the linear combination of U-statistics with exact expressions.
Introduction
Let θ(F ) be a regular functional or an estimable parameter of a distribution F and g(x 1 , . . . , x k ) be its symmetric kernel of degree k. Let X 1 , . . . , X n be a random sample of size n from the distribution F . As estimators of θ(F ), Ustatistic and V-statistic are well-known: U-statistic U n is given by
where 1≤j 1 <···<j k ≤n denotes the summation over all integers j 1 , . . . , j k satisfying 1 ≤ j 1 < · · · < j k ≤ n. V-statistic V n is given by
g(X j 1 , . . . , X j k ) (1.2) (see, for example, Lee (1990) ).
To explain LB-statistic, only at this paragraph we consider the Bayes estimation of the estimable parameter θ(F ) for a distribution F . As a prior distribution of F , we assume the Dirichlet process with parameter α on (R, B) where R is the real line, B is the class of Borel sets and α is a finite non-null measure on (R, B) . (For the Dirichlet process, see Ferguson (1973) .) Based on this prior and the squared error loss, we can get the Bayes estimate of θ(F ),θ(F ), which is given by Theorem 1 of Yamato (1977) , p. 61. where r 1 +···+rn=k denotes the summation over all non-negative integers r 1 , . . . , r n satisfying r 1 +· · ·+r n = k (see Corollary of Theorem 1 of Yamato (1977), p. 62) . From this point of view, we say B n is LB-statistic. As stated in Introduction of Nomachi and Yamato (2001) , LB-statistic may be considered as the average of the kernel g over all the unordered arrangements of k X's chosen, allowing repetition, from X 1 , . . . , X n .
In Section 2, we introduce a linear combination Y n of U-statistics which is different from a linear combination of U-statistics given by Sen (1977) , p. 319. Vstatistic and LB-statistic given by (1.2) and (1.3), respectively, are special cases of the statistic Y n .
In Section 3, we show almost sure convergence of Y n and for the difference Y n − U n we derive absolute moments about the origin and its mean. Using these moments, we show the Berry-Esseen bound for the statistic Y n . As a special case, we can obtain the Berry-Esseen bounds for V-statistic and LB-statistic. For V-statistic our condition is weaker than Janssen (1980 Janssen ( ), (1981 . Under more weaker conditions, Chen (1980) gives the Berry-Esseen theorem for V-statistic without exact description of bound. Under the similar condition to that of Chen (1980) , our result gives the exact Berry-Esseen bound for V-statistic with exact description.
In Section 4, which is the Appendix, we give proofs of Propositions and Theorems presented in Section 3, and show some Propositions and Lemmas necessary for these proofs.
Linear combination of U-statistics
Let w(r 1 , . . . , r j ; k) be a nonnegative and symmetric function of positive integers r 1 , . . . , r j such that j = 1, . . . , k and r 1 + · · · + r j = k, where k is the degree of the kernel g and fixed. We assume that at least one of w(r 1 , . . . , r j ; k)'s is positive. We put
for j = 1, 2, . . . , k, where the summation + r 1 +···+r j =k is taken over all positive integers r 1 , . . . , r j satisfying r 1 + · · ·+ r j = k with j and k fixed. For j = 1, . . . , k, let g (j) (x 1 , . . . , x j ) be the kernel given by As an estimator of θ, we consider a linear combination of U-statistics given by A linear combination of U-statistics, whose special case is V-statistic, is also given by (3.2) of Sen (1977) , p. 319. However, the statistic Y n is distinct from it in the sense that a function w determines kernels and coefficients of U-statistics on the right-hand side of (2.1), for a given estimable parameter θ with the kernel g.
For example, let w be the function given by
for positive integers r 1 , . . . , r j such that j = 1, . . . , k and r 1 +· · ·+r j = k. For the equation r 1 + · · · + r j = k with j and k fixed, the number of its solutions is
In terms of the U-statistics U (j) n , j = 1, . . . , k associated with these kernels, the statistic Y n given by (2.1) is written as
which is equal to the LB-statistic B n given by (1.3). (For this representation of the LB-statistic, see Nomachi and Yamato (2001) .) Let w be the function given by Charalambides and Singh (1988), p. 2540, (2.25) Charalambides and Singh (1988) , p. 2535, (2.2)). Therefore the kernel g (j) (x 1 , . . . , x j ) is equal to
In terms of the U-statistics U (j) n , j = 1, . . . , k associated with these kernels, the statistic Y n given by (1.5) is written as
which is equal to the V-statistic V n given by (1.2). (See Yamato and Toda (2001) , Lee (1990), p. 183-184 and Koroljuk and Borovskich (1994) , p. 40).
If we consider the case of w(1, 1, . . . , 1; k) = 1 and w(r 1 , . . . , r j ; k) = 0 for positive integers r 1 , . . . , r j such that j = 1, . . . , k − 1 and
Thus the corresponding statistic Y n is equal to U-statistic U n . In the following Section 3, we show some asymptotic properties and Berry-Esseen bounds for the statistic Y n .
Moments and Berry-Esseen bounds
For the kernel g(x 1 , . . . , x k ), we put
We consider the non-degenerate kernel. Hence, we suppose that σ 1 > 0. For d and D defined in Section 2, we suppose that there exists a positive constant β 1 such that
We note that the left-hand side is nonnegative from the assumption. The inequality (3.1) is equivalent to
For the LB-statistic given by (1.3), β 1 = k(k − 1) and for the V-statistic given by (1.2), β 1 = k(k − 1)/2. These are shown in Proposition A.1 of Appendix.
Since we have β 1 = 0 for the U-statistic, the U-statistic U n is not included in the following discussion.
The U-statistic given by (1.1) converges to θ = Eg(X 1 , . . . , X k ) as n → ∞ w.p.1 (with probability one) provided E|g(X 1 , . . . , X k )| < ∞. Thus by (2.1) we have the following convergence of B n .
We consider the difference between the two statistics Y n and U n . We rewrite the relation (2.1) as follows:
where
For the absolute moment of R n , we show its upper bound.
Proposition 3.2. For a positive integer r(≥ 1) and any integers
where α r is a positive constant not depending on the distribution F . Then
Thus we have the following Corollary.
, is shown by Grams and Serfling (1973), p. 157-158 . By Minkowski's inequality, we have
For the U-statistic, it is well-known that
(see, for example, Lee (1990), p. 20-21) . Applying this and (3.4) to the righthand side of (3.5), we have the following Corollaries.
Corollary 3.5. For an arbitrary ε > 0,
The corresponding result to the V-statistic, P [sup n≥N |V n −θ| > ε] = O(N −r+1 ), is given by Janssen (1981) , p. 45. By the similar method to this, we can show (3.6). 
where ν r is a positive constant not depending on the distribution F . Then we have
and
where C 1 , C 2 are positive constants not depending on the distribution F .
Hereafter we use C, C 1 , C 2 , C 3 , C 4 as generic positive constants not depending on the distribution F .
In the following discussion we assume that E|g(X 1 , . . . , X k ) − θ| 3 is finite with respect to the Berry-Esseen bound for the U-statistic.
Theorem 3.8. We assume that σ 2 1 > 0 and
, where ξ and ν 2 are positive constants such that kσ 2 1 ≤ ν 2 ≤ ξ 2/3 . Then for n ≥ k
where Φ is the distribution function of N (0, 1).
Especially for V-statistic, Janssen (1980 Janssen ( ), (1981 give the Berry-Esseen bounds under the condition that E|g (X j 1 , . . . ,
The above results are derived under the conditions weaker than Janssen (1980 Janssen ( ), (1981 .
The different conditions on moments give another versions of the BerryEsseen bound for Y n as follows. The following is shown by the similar method to Theorem 3.8.
Theorem 3.10. We assume that σ 2 1 > 0 and
, where ξ and ν 3/2 are positive constants such that ν 3/2 ≤ ξ 2 . Then for n ≥ k
Note that under the condition of Theorem 3.10, the existence of Var(B n ) is not an assurance and so we can not consider the convergence of √ n(Y n − EY n )/ Var(Y n ) in this case. The following bound is derived under conditions weaker than the previous ones. Especially for V-statistic, Theorem 6 of Chen (1980) gives the Berry-Esseen Theorem under the similar conditions. Our result gives the exact Berry-Esseen bound for V-statistic.
For the following theorem, in addition to (3.1), we suppose that there exists a positive constant β 2 such that
For both LB-statistic and V-statistic, β 2 = k(k − 1) 2 (k − 2)/2, which is shown in Proposition A.2 of Appendix.
where ξ, η, µ 1 are positive constants such that 2µ 1 ≤ η 2/3 and η 2 ≤ ξ. Then for n ≥ k
By induction we can easily get the relation,
Proof of Proposition 3.1. From (2.1), we have
On the right-hand side, the U-statistics U n and U (j) n (j = 1, . . . , k − 1) converge to their expectation, respectively. As n tends to ∞, the coefficient of the first term converges to 1 by (3.1) and for the second term D(n, k) converges to 0 by (3.2). Thus Y n converges to θ w.p.1.
Proof of Proposition 3.2. Applying Minkowski's inequality to (3.3),
Under the assumption, {E|U
r . Thus applying (3.1) and (3.2) to the right-hand side of the above, we have {E
Proof of Proposition 3.6. From (3.3), we have
Applying the same argument to this as to the proof of Proposition 3.2, and using the relations E|U
n | r ≤ C 2 ν r n 1−r (1 ≤ r < 2) (see, for example, Lee (1990) , p. 120-121), we have
r n 1/r−1 (1 ≤ r < 2). Thus we get (3.7) and (3.8).
Proof of Proposition 3.7. From the relation Y n = U n + R n , we have
By (3.7), Var(R n ) ≤ Cν 2 n −3 . Using this and Chebyshev's inequality, Lee (1990) , p. 12 and p. 15). So we have Var(U n ) ≤ (k 2 σ 2 1 /n) + (C 2 ν 2 /n 2 ). Thus we get (3.9).
Proof of Theorem 3.8. From the relation Y
Let G n and Φ n be the distribution functions of √ n(Y n − EY n )/kσ 1 and √ n(U n − θ)/kσ 1 , respectively. Then under the condition which is assumed
(see, for example, Koroljuk and Borovskich (1994), p. 276 and Serfling (1980), p. 193) . Applying the relation (3) of Lee (1990) , p. 187 or Lemma 1 of Janssen (1980) to (A.1), for any ε > 0 we have
For the second term on the right-hand side, by (3.7) with r = 2 we have
Choosing ε = n −2/3 , we get
Applying (A.2) and (A.4) to (A.3) with ε = n −2/3 , and using the relations kσ 2 1 ≤ ν 2 ≤ ξ 2/3 , we can get (3.10).
Proof of Corollary 3.9. From (3.10) and the relation of Lemma 3 of Janssen (1980), we have 
which is bounded by (Cξ/k 3 σ 3 1 )n −1/2 because of the assumption kσ 2 1 ≤ ν 2 ≤ ξ 2/3 . Applying this and (A.2) to the right-hand side of (A.3), we get (3.11). 
