We classify Baker domains U for entire maps with fj U univalent into three di erent types, giving several criteria which characterize them. Some new examples of such domains are presented, including a domain with disconnected boundary in C and a domain which spirals towards in nity.
Introduction
Let f : C ! C be an entire transcendental map. Then f induces a partition of the complex plane into two completely invariant sets: the Fatou set and the Julia set. The rst one, F(f), is de ned as the set of points z 2 C for which the sequence of iterates ff n g n 0 forms a normal family in some neighbourhood of z. Its complement is the Julia set, J(f). Clearly, the Fatou set is an open set of C while the Julia set is closed. It is a special property of entire transcendental maps that both sets are unbounded. Refer, for example, to Ber2, BR] for the general description of the dynamics of these maps.
Since F(f) is completely invariant, its connected components must map among themselves. We say that a connected component U of F(f) is periodic of period p 1, if f p (U) U. Note that unlike the case of rational maps, it is possible to have f p (U) (b) U is a component of the parabolic basin of a parabolic point z 0 2 @U and f np (z) ?! n!1 z 0 for all z 2 U, (c) U is a Siegel disc, i.e. U is conformally equivalent to a disc and f p j U is analytically conjugate to a rigid rotation, (d) f np (z) ?! n!1 1 for all z 2 U. In this case, U is called a Baker domain. We refer to Ber2] for a complete exposition about this classi cation. We observe that Baker domains do not exist for entire transcendental maps, for which Sing(f ?1 ) is bounded, where Sing(f ?1 ) denotes the closure in C of the set of all critical and asymptotic values of f (see EL1] ).
The rst example of an entire function with a Baker domain was given by Fatou in Fa] , who considered the function f(z) = z + 1 + e ?z and showed that the right half-plane is contained in an invariant Baker domain. Since then, plenty of other examples have been found, showing various properties that are possible for this type of Fatou components (see BD2, Ber1, BW, EL2, H1, RS1, RS2] ). It was proved in Ba2] that all Baker domains for entire transcendental maps are simply connected.
In this paper we deal with univalent Baker domains, i.e. Baker domains on which f p is univalent. Examples of such domains can be found among the references above (see also Section 5).
Let f : C ! C be an entire transcendental map and let U C be a univalent Baker domain. Replacing f by its iteration, we assume from now on that U is invariant, i.e. f(U) U. It is known (see Ber2]) that U nf(U) consists of at most one point. But the case f(U) = U n fz 0 g is impossible, because U is simply connected and fj U is a homeomorphism. Hence, in this case we have f(U) = U.
We will classify invariant univalent Baker domains and study the relation between the dynamics of f and the geometry of U.
De nition 1.1. A point 2 b C in the boundary of a simply connected domain U C is called accessible from U if there exists a curve : 0; +1) ! U which lands at , i.e. (t) tends to as t ! +1. If the boundary of U is locally connected, then all its points are accessible.
Following Go, Pe] we say that two such curves 1 and 2 are in the same access to , if for every neighbourhood V b C of there exists a curve : 0; 1] ! U \ V , such that (0) 2 1 and (1) 2 2 . Equivalently, an access is a homotopy class within the family of curves~ : 0; 1] ! b C , such that~ ((0; 1)) U and~ (1) = . It is obvious that accesses de ne an equivalence relation.
It is known (see Ba1]) that for every Baker domain U, the point at in nity is accessible from U. In fact, for any point z 2 U, if we choose z : 0; 1] ! U to be any curve connecting z and f(z), then the standard estimates of the hyperbolic metric on U (see Lemma 2.2) show that the invariant curve ? z = S n 0 f n ( z ) lands at 1, so it de nes an access to in nity. We say that z tends to 1 through this access. It is easy to show that this access does not depend on the choice of the curve z . In fact, it is also independent of the choice of the point z 2 U, as stated in the following lemma. Lemma A. The forward iterates of all points in U tend to in nity through the same access.
We will call this access the forward dynamical access to in nity. The two cases give rise to dynamically di erent types of Baker domains. It is then natural to look for some geometric criteria which characterize hyperbolic and parabolic types. In Section 3 we show that the two types can be distinguished by the behaviour of the orbits of points in U in relation with the distance to the boundary of U (Corollary 3.4 We are not aware of any example of a univalent Baker domain with more than two accesses to in nity (and therefore with more than two components of its boundary in C { see Lemma 3.1). The problem of constructing such a domain is related to nding a holomorphic self-map of C with a Siegel disc or Herman ring around 0 having an access to in nity (see Section 5).
A di erent set of natural questions concerns the geometry of Baker domains. All previously known examples of Baker domains either contain a half-plane or are contained in a straight band. This suggests the question whether it is possible to nd a Baker domain whose \asymptotic direction" to in nity is not a straight line. In Section 6 we show the existence of an entire map with a univalent Baker domain that spirals towards in nity. This construction is done using an approximation theory method used by Eremenko and Lyubich in EL2] .
Notation. The terms \the closure" and \the boundary" of a set A C refer to the closure and boundary in b C = C f1g, but the symbols A and @A denote the closure and boundary in C . For a point z 2 C and sets A; B C we use the notation diam A = supfjz ? wj j z; w 2 Ag, dist(z; A) = inffjz ?wj j w 2 Ag, dist(A; B) = inffjz ?wj j z 2 A; w 2 Bg. If U is a univalent Baker domain, z 2 U and n > 0, then we denote by f ?n (z) the preimage of z under inverse branches of f ?1 leading into U.
Preliminaries Hyperbolic metric and distortion estimates
We will use the following Koebe distortion theorem (see e.g. CG]).
Koebe's Theorem. Let : D ! C be a univalent holomorphic map. Then: We will also use the following standard estimate of the hyperbolic metric (see e.g. CG]).
Lemma 2.2. Let U C be a simply connected domain, such that C n U contains at least two points and let U be the hyperbolic metric on U. Boundary behaviour of the Riemann map Let U C be a simply connected domain such that its complement is in nite and let R : D ! U be a Riemann mapping. In this subsection we recall some basic facts concerning the behaviour of R at the boundary of D . For details we refer the reader to CL, M] and P].
The following is the classical Fatou theorem.
Fatou's Theorem. For almost every 2 R=(2 Z ) there exists the radial limit lim r!1 R(re i ):
Moreover, if we x such that this limit exists, then for almost every 0 the radial limit at 0 is di erent from the radial limit at .
The following Lindel of-type theorem is very useful. Theorem 2.3. Let : 0; +1) ! U be a curve which lands at a point in the boundary of U. Then the curve R ?1 in D lands at some point v of @D. Moreover, R has the non-tangential limit at v equal to . In particular, curves which land at di erent points of the boundary of U necessarily correspond to curves which land at di erent points of @D. 3 Classi cation of univalent Baker domains: proof of Theorem B
First we prove some useful lemmas which give necessary and su cient conditions for two curves to be in one access. The proof of Lemma 3.2 can be found also in Go].
Lemma 3.1. Let ? : (0; 1) ! U be a simple arc with both ends landing at the same point in the boundary of U (i.e. ? f g is a Jordan curve). Let 1 = ?((0; 1=2]), 2 = ?( 1=2; 1)).
Then the following statements are equivalent:
(a) 1 and 2 are in the same access to , (b) R ?1 ( 1 ) and R ?1 ( 2 ) land at the same point of @D, (c) ? f g does not dissect the boundary of U.
Proof.
(a) ) (b) For n > 0 let V n be a sequence of neighbourhoods of in b C , such that T n>0 V n = f g. By assumption, there exist curves n : 0; 1] ! U \ V n , such that n (0) 2 1 , n (1) 2 2 . By Theorem 2.3, R ?1 ( k ) for k = 1; 2 lands at some point v k = e i k 2 @D. Suppose v 1 6 = v 2 . For 2 0; 2 ) let l denote the radial segment fre i j r 2 0; 1]g. Using the Fatou theorem, we can nd two pointsṽ k = e i~ k ; k = 1; 2, di erent from v 1 ; v 2 , such that R has the radial limit atṽ k equal to k 6 = and the points v 1 ; v 2 are in di erent components of the set D nL, where L = l~ 1 l~ 2 . Then R ?1 ( n ) for large n must intersect L at some point w n 2 D . Taking a subsequence, we can assume w n !ṽ k as n ! 1 for k = 1 or 2, so R(w n ) ! k . This is a contradiction, since n V n implies R(w n ) ! . (b) ) (c) Let v 2 @D be the common landing point of R ?1 ( 1 ) and let R ?1 ( 2 ) and S be the component of D n R ?1 (?), such that @S \ @D = fvg. Suppose the Jordan curve ? f g dissects the boundary of U. Then the boundary of R(S) contains points from the boundary of U di erent from . Hence, we can take a curve : 0; +1) ! R(S) landing at a point 0 2 @U, 0 6 = (e.g. we can take (0) close to the boundary of U and connect it by a straight line segment to a suitable point of the boundary of U). By Theorem 2.3, the curve R ?1 ( ) must land at some point v 0 2 @S \ @D, v 0 6 = v. This leads to a contradiction. Proof. By the de nition of an access, it is easy to check that if a curve : 0; +1) ! U lands at , then there exists an open set W U, such that W and every curve~ : 0; +1) ! W landing at is in the same access to as . Using this, we can assume that 1 ; 2 are homeomorphic to 0; 1). Note also that if 1 and 2 intersect at a sequence of points converging to , then they are in the same access to and R ?1 ( 1 ), R ?1 ( 2 ) land at the same point of @D. Therefore, we can assume additionally that 1 and 2 are disjoint. Then connect 1 (0) to 2 (0) by a simple arc in U disjoint from 1 2 and use Lemma 3.1.
Remark. Note that all the results listed in Subsection 2 together with the two above lemmas apply also for the map from H + de ned in Section 1 instead of the Riemann mapping R from D .
The proof of Lemma A follows now easily from Lemma 3.2.
Proof of Lemma A. Recall that Lemma 2.2 easily implies that each curve ? z de ned in Section 1 lands at in nity. By Theorem 2.3, the curve R ?1 (? z ) lands at some point v of @D. The dynamics of h = R ?1 f R implies that v = 1. By Lemma 3.2, we conclude that all curves ? z must be in the same access to 1. This also shows that the forward dynamical access is well de ned.
To prove Theorem B, we need some preliminary estimates re ecting the relation between the distance of a point to the boundary of U and the distance between successive iterates. Given z 2 U, let
The following lemma is a slightly di erent version of In particular, in both cases for every z 2 U there exist c 1 ; c 2 > 0, such that for every n 2 Z, c 1 (f n (z)) c 2 :
Proof. Let z 2 U. Since H + contains the disc centred at w of radius Im(w), the Koebe Theorem implies that dist(z; @U) 1 4 j 0 (w)jIm(w) = 1 4 j 0 (w)jjwj sin(Arg(w)). Connect w to g(w) by a straight line segment S H + . Note that dist(S; @H + ) = Im(w).
Suppose U is of hyperbolic type. Then diam S = (a ? 1)jwj, so by Corollary 2.1, the distortion of on S is bounded by a constant% 1 depending only on a and Arg(w). Hence, jf(z) ? zj (a ? 1)% 1 j 0 (w)jjwj. This gives the rst inequality.
To obtain the second one, suppose that ( In the parabolic case, the proof is similar and we leave it to the reader.
Directly from this lemma we can deduce the following characterization of hyperbolic and parabolic type.
Corollary 3.4. U is of hyperbolic type if and only if sup z2U (z) < 1.
We are now ready to prove Theorem B. ?z n j ! 0, so passing to the limit we get f( ) = . Suppose 1 has another limit point for t ! 0 (resp. t ! ?1), di erent from . Then there is a continuum of such points and repeating the above arguments, we would have a continuum of xed points of f. This shows that 1 has a limit for t ! 0 (resp. t ! ?1), in particular f ?n (z) ! as n ! +1. By the Snail Lemma (see e.g. M]), is either repelling or parabolic with multiplier 1.
The same argument as in the proof of Lemma A shows that f ?n (z) ! through the same access for every z 2 U (the backward dynamical access). Recall that 2 is in the forward dynamical access to 1.
Suppose U is of parabolic type. Then, by de nition, both e 1 and e 2 land at 1. Hence, Theorem 2.3 implies = 1. Moreover, by Lemma 3.1, 1 and 2 are in the same access to 1, so the backward dynamical access is equal to the forward one. On the other hand, if U is of hyperbolic type, then e 1 lands at 0 and e 2 land at 1, so by Lemma 3.1, 1 and 2 cannot be in the same access to 1. Hence, in the hyperbolic case if = 1, then the forward and backward dynamical accesses are di erent.
Consequences
Theorem B has several consequences concerning both the boundary behaviour of the Riemann map and the geometry of the boundary of the Baker domain.
The rst consequence is as stated in the introduction:
Corollary C. If U is a univalent Baker domain of hyperbolic type II, then @U is disconnected.
Proof. This follows directly from Theorem B and Lemma 3.1.
Consider now the speed of convergence to 1 of forward or backward iterates of points from U. By Lemma 3.3, it is related to the shape of the domain U. Moreover, by Bergweiler's result about the distance of points from the post-singular set P(f) = S n 0 f n (Sing(f ?1 )) to @U (Lemma 3 in Ber1] ) and Lemma 3.3, for every compact set K U there exists a constant q > 0 and n 0 , such that for every z 2 K and every n > n 0 , dist(f n (z); P(f)) qjf n+1 (z) ? f n (z)j:
The estimates of the hyperbolic metric from Lemma 2.2 imply (see e.g. Ber2]) that for any invariant Baker domain U (not necessarily univalent), we have jf n (z)j=C jf n+1 (z)j Cjf n (z)j for every z 2 U, where C > 0 is a constant depending on z. This implies log jf n (z)j = O(n):
In the univalent case, we can slightly improve these estimates. Note rst that by Corollary 2.1, the distortion of f n on a compact set K U is bounded by a constant depending only on K. Therefore, the Koebe theorem implies that for every compact set K U there exists a constant c > 0, such that for every z 2 K and every n 2 Z, j(f n ) 0 (z)j=c jf n+1 (z) ? f n (z)j cj(f n ) 0 (z)j:
Hence, if the forward or backward iterates tend to in nity, then the speed of convergence is closely related to the speed of the growth of the derivative. In particular, by Theorem B, Corollary 4.1. For every z 2 U, the series P 1 n=0 j(f n ) 0 (z)j is diverging. Moreover, if U is of parabolic type or hyperbolic type II, then the series P 0 n=?1 j(f n ) 0 (z)j is diverging for every z 2 U and if U is of hyperbolic type I, then the series P 0 n=?1 j(f n ) 0 (z)j is converging for every z 2 U.
Using the Koebe theorem for the Riemann map R : D ! U, it is easy to check that for every compact set K U there exist constants c 1 ; : : : ; c 4 > 0, such that for every z 2 K and every n 2 Z, 1 c 1 a 2jnj j(f n ) 0 (z)j c 1 a 2jnj jf n (z)j c 2 a 2jnj if U is of hyperbolic type, 1 c 3 n 4 j(f n ) 0 (z)j c 3 n 4 jf n (z)j c 4 n 4 if U is of parabolic type.
(In the hyperbolic case the constant a is such that fj U is conjugate by to z 7 ! az.) Theorem B gives another corollary concerning the speed of convergence to 1 of forward and backward iterates in the parabolic case.
Corollary 4.2. If U is of parabolic type, then for every " > 0 there exists z 2 U and n 0 , such that jf n+1 (z) ? f n (z)j < "jf n (z)j for every n 2 Zwith jnj > n 0 .
Proof. Fix a point z 0 2 @U and take " > 0. By Lemma 3.3, for z 2 U with su ciently large Im(w), we have (f n (z)) > 2=" for every n 2 Z. This implies jf n+1 (z) ? f n (z)j < " 2 jf n (z) ? z 0 j: Moreover, by Theorem B, f n (z) ! 1 as n ! 1. Hence, we have jf n (z) ? z 0 j < 2jf n (z)j for large jnj, which ends the proof.
Note that the reciprocal of this corollary does not hold (see the example in Subsection 5.2).
Remark 4.3. We do not know any good lower estimates for the series from Corollary 4.1. For instance, it would be interesting to check whether it is possible to have j(f n ) 0 (z)j ! 0 as n ! +1 (which is equivalent to jf n+1 (z) ? f n (z)j ! 0). This can happen for non-univalent Baker domains (e.g. for the map f(z) = z +e ?z studied in BD2]), but in all known univalent examples we have jf n+1 (z) ? f n (z)j > const. Geometrically, this is related to the problem of nding a Baker domain forming a cusp at in nity (see Lemma 3.3).
Concerning the boundary behaviour of the Riemann map we have the following corollaries.
Corollary 4.4. If U is of hyperbolic type, then has non-tangential limits at 0 (equal to from Theorem B) and 1 (equal to 1). Corollary 4.5. If U is of parabolic type, then has a limit equal to 1 along every curve : 0; +1) ! H + , such that lim t!+1 (t) = 1 and Im( (t)) > y 0 for some constant y 0 > 0. Proof. Let ? = (fIm(w) = y 0 g). By Theorem B, ? f1g is a Jordan curve. Let S be the component of b C n (? f1g) containing (fIm(w) > y 0 g). Since ( (t)) must approach the boundary of U as t ! +1, it is su cient to show that S does not contain points from @U.
This follows from Lemma 3.1.
The following corollary states that in the parabolic case there exist trajectories lying arbitrarily close to in nity.
Corollary 4.6. If U is of parabolic type, then for every M > 0 there exists z 2 U, such that the entire orbit of z in U is outside the disc of radius M, i.e. jf n (z)j > M for every n 2 Z. Proof. Fix M > 0. Let ? n = (fIm(w) = ng) for n > 0. Then ? n contains the entire trajectory of the point (n i) in U. We prove that if n is su ciently large, then jzj > M for every z 2 ? n . Suppose this is not true. Then there exists a sequence z n k 2 ? n k , such that n k ! +1 and jz n k j M. But Im( ?1 (z n k )) = n k , so by Corollary 4.5, z n k ! 1, which is a contradiction.
The following is a curious observation.
Corollary 4.7. If U is of parabolic type and has a limit at 1, then there are no periodic points in @U. If U is of hyperbolic type and has limits at 0 and 1, then either there are no periodic points in @U (provided U is of type II ) or there is exactly one periodic point in @U (provided U is of type I ), i.e. the xed point from Theorem B.
In particular, by the Carath eodory theorem, this holds when the boundary of U is locally connected.
Proof. Let 0 2 C be a periodic point of period p in @U. Take a sequence of points z n 2 U, such that z n ! 0 as n ! +1. Passing to a subsequence, we can assume additionally that f pn (z n ) ! 0 . Let w n = ?1 (z n ) andw n = ?1 (f pn (z n )). Then jw n j ! 1 and passing to a subsequence, we can assume w n ! v for some v in the boundary of H + . In the parabolic case, we havew n = w n + pn, so one of the sequences w n ,w n tends to 1. By assumption, has a limit at 1, which must be equal to 1 by the dynamics of f. Hence, one of the sequences z n , f pn (z n ) tends to 1, which is a contradiction. In the hyperbolic case,w n = a pn w n and similar argument implies that one of the sequences w n ,w n tends either to 1 or to 0. The rst possibility, as previously, leads to a contradiction. If the second one holds, note that by assumption, has a limit at 0 which is equal to by Theorem B. Therefore, 0 = .
Remark 4.8. It was proved in PZ] that if U is the immediate basin of attraction of an attracting or parabolic point for a rational map f, then periodic sources are dense in the boundary of U. To our knowledge it is not known, whether this holds for entire maps. For rotation domains of rational or entire maps, it is not known whether they must contain periodic sources.
We remark that, by Corollary 4.7 and the density of periodic sources in the Julia set, it can never occur that the Julia set coincides with the boundary of a univalent Baker domain. This is possible for the immediate basin of an attracting xed point, e.g. for the map f(z) = e z , 2 (0; 1=e).
Examples of three types of Baker domains

Hyperbolic type I
Let f(z) = 2?log 2+2z ?e z . It was shown in Ber1] that f has an invariant univalent Baker domain U containing the half-plane fRe(z) < ?2g and the boundary of U is a Jordan curve. One can observe these facts by considering the map F(w) = 1 2 w 2 e 2?w , which is a projection of f by w = e z , i.e. F(w) = e f(z) . A simple computation shows that F has only two critical points (at z = 0 and z = 2) which are xed, and an asymptotic value at z = 0. Let V be the immediate basin of (super)attraction of z = 0 and let U be the preimage of V under exp. By Ber3], the Fatou set of F lifts to the Fatou set of f, so U is a Fatou component. Note that jF(w)j < jwj for jwj < e ?2 and the circles fjwj = rg are lifted to the lines fRe(z) = log rg. Hence, U is invariant, contains the half-plane fRe(z) < ?2g and the orbits of all points from U escape to in nity. It follows that U is an invariant Baker domain. It is shown in Ber1] (using polynomial-like maps) that the boundary of V is a Jordan curve in C , so the boundary of U is a Jordan curve passing through in nity. By BW], this implies that fj U is univalent.
Proposition 5.1. The Baker domain U is of hyperbolic type I.
Proof. Consider the map f as a map of the real line into itself. It is easy to check that f has two xed points: q = log 2, which is superattracting and p ?1, which is repelling (see Figure 3) . The map is strictly increasing on the in nite segment S = (?1; p) and f(x) < x for every x 2 S. Hence, for any x 2 S we have f n (x) ?! n!+1 1 and (fj S ) ?n (x) ?! n!+1 p. This shows that S U and p is a repelling xed point in @U. By Theorem B, U is of hyperbolic type I and the iterates of all points from U behave in the same way as for points in S. 
Hyperbolic type II: the standard family
Let f(z) = z + + sin(z) for 0 < < 2 and 0 < < 1. Projecting f by w = e iz , we obtain the map F(w) = e i we 2 (w?1=w) which is a holomorphic self-map of C = C n f0g. It is easy to check that F restricted to the unit circle S 1 is the well-known standard family of circle maps, studied initially by Arnold in A] .
It has been shown that for appropriately chosen values of the parameters and , the map F has a Herman ring V symmetric with respect to S 1 (see e.g. Ba3, F, H1] ). This means that V is conformally equivalent to an annulus and Fj V is conformally conjugate to an irrational rigid rotation.
Like in the previous example, it is easy to check that lifting V by e iz we obtain a Fatou component U of f, which is an invariant Baker domain, symmetric with respect to the real axis. Since V is a rotation domain, the map F is univalent in V . Using the fact f(z + 2k ) = f(z) + 2k one can easily show that fj U must also be univalent.
On the real axis, the forward iterates under f tend to +1 and the backward ones to ?1. Since @U is symmetric with respect to R, Lemma 3.1 implies that the backward dynamical access must be di erent from the forward one. Therefore, U is a Baker domain of hyperbolic type II and @U is disconnected.
We remark that the boundary of U has at least two connected components but it is not known whether these are the only two. As noted in BD1], it is not known whether the Herman ring V contains 0 and 1 in its boundary. If that were the case and these points were accessible from V , then U would have in nitely many accesses to in nity and @U would have in nitely many components. Numerical estimates seem to indicate this does not hold (see Figure 4) . However, there exists an example of a univalent Baker domain U, such that @U has exactly two components. In Theorem 7 of BD1] the authors modify a construction of M. Herman   H2 ] and E. Ghys Gh] to obtain an example of an analytic transcendental self-map f of C , such that f has a Herman ring V symmetric with respect to S 1 and @V consists of two quasicircles in C . The lift by exp of such a Herman ring gives an invariant univalent Baker domain U, such that @U has exactly two components.
Parabolic type: the semistandard map
Consider F(w) = e we w , known as the semistandard map. Then 0 is the xed point of F and F 0 (0) = e . Under the exponential map, F lifts to the map f(z) = z + + e z . Note that if we choose the value of appropriately, so that the xed point w = 0 is say, attracting, then its immediate basin of attraction lifts to a domain containing a left half-plane fRe(z) < x 0 g for some x 0 , on which all iterates under f must tend to 1 (like in Bergweiler's example).
However, the Baker domain obtained in this way is non-univalent. 6 Example of a univalent spiraling Baker domain
For any a > 0 we construct an entire transcendental map F : C ! C with an invariant Baker domain U, such that F is univalent on an open neighbourhood of U and U fre i j a log r + 1 < < a log r + 1 ; r > r 1 g; U fre i j a log r + 2 < < a log r + 2 ; r > r 2 g for some constants 1 ; 2 ; 1 ; 2 ; r 1 ; r 2 , such that 0 < i ? i < 2 , r i > 0, i = 1; 2. First we prove a general lemma about constructing invariant Baker domains using the approximation theory, based on the method from EL2]. Arakeljan's Theorem. Let E C be a closed set. The following properties are equivalent:
1. Every function continuous on E and analytic in the interior of E can be uniformly approximated by entire functions, 2. b C n E is connected and locally connected at 1. Set E = W 1 W 2 , = G and choose " > 0 smaller than c i for i = 1; : : : ; 4. By the Arakeljan theorem, there exists an entire map F : C ! C , such that jF(z) ? G(z)j < " for every z 2 W 1 W 2 . This together with the assumption (a) implies that F(V 1 ) V 1 and V 1 is contained in some F-invariant Fatou component U. By the assumption (d), there are no F-xed points in V 1 , so by the classi cation of Fatou components, F n (z) ! 1 as n ! +1 for every z 2 U. On the other hand, by the assumption (c), we have F(W 2 ) W 2 and W 2 is contained in a basin of an attracting xed point from W 2 . This implies that U \ W 2 = ; and also that F is not a polynomial (because W 2 is unbounded). Moreover, F(@V 2 ) W 2 by the assumption (b), so U V 2 . Thus, U is an invariant Baker domain, such that V 1 U and U V 2 .
Suppose now that the additional assumptions of the lemma are satis ed. We show that for su ciently small ", F is univalent on V 2 . Suppose that F(z 1 ) = F(z 2 ) for some z 1 ; z 2 2 V 2 . By the assumption (h), we can assume jz 1 ?z 2 j < 1. Let (z) = F(z)?G(z) for z 2 W 1 W 2 . By the assumption (e), is de ned on every disc centred at z 2 V 2 of radius c 5 . Since j j < ", by the Cauchy formula for 0 we get j 0 (z)j < "=c 5 for every z 2 V 2 :
This together with the assumption (f) gives j (z 1 ) ? (z 2 )j (c 6 =c 5 )"jz 1 ? z 2 j; so using the assumption (g) we get c 7 jz 1 ? z 2 j jG(z 1 ) ? G(z 2 )j = j (z 1 ) ? (z 2 )j (c 6 =c 5 )"jz 1 ? z 2 j: This implies z 1 = z 2 provided " < c 5 c 7 =c 6 .
To construct our spiraling example, we de ne the suitable domains V 1 , V 2 , W 1 , W 2 together with the map G, such that all the assumptions of Lemma 6.1 are satis ed.
Let H(w) = 4(w ? 5) + 5 for w 2 C . Set 0 = arctan a, s = sin 2 0 and de ne P 1 = fw j x > jyj s + 6g;P 1 = H(P 1 ) = fw j x > 4 1?s jyj s + 9g; P 2 = fw j x > ?jyj s + 4g;P 2 = H(P 2 ) = fw j x > ?4 1?s jyj s + 1g; S = fw j x > ?2 1?s jyj s + 3g; l = fw j x = ?2 1?s jyj s + 2g;
where w = x + iy 2 C . ThenP 1 P 1 P 1 P 2 P 2 S S P 2 and l P 2 n S. See Denote by Log the branch of the logarithm de ned on C n (?1; 0] leading to the strip fz j jIm(z)j < g. Note that Log(P 1 ) fx + iy j x > x 0 ; ? =3 < y < =3g for some x 0 > 0.
Let Q(z) = cos 0 e i 0 z and let = exp Q Log :
De ne V i = (P i );Ṽ i = (P i ); i = 1; 2; W 1 = (S); ? = (l):
An easy calculation shows that the image of a horizontal line fx+iy 0 j x 2 Rg under exp Q is a spiraling curve fre i j = a log r + y 0 g. Hence, V 1 contains a suitable spiraling domain and V 2 is contained in another such domain. Moreover, the intersection of Q(fz j jIm(z)j < g) with any vertical line is an open interval of length 2 , so exp is univalent on Q(fz j jIm(z)j < g). Hence, is univalent on C n (?1; 0] . De ne G(z) = (H( ?1 (z))) for z 2 W 1 . De ne also W 2 to be the component of C n ? disjoint from W 1 . (See Figure 7) By de nition, G(V 1 ) =Ṽ 1 V 1 and G(@V 2 ) = @Ṽ 2 W 2 . Moreover, G(W 2 ) = D, so it is a bounded subset of W 2 and dist(G(W 2 ); @W 2 ) > C 1 for some constant C 1 > 0. Hence, the assumption (c) of Lemma 6.1 is satis ed.
A straightforward computation shows jwj ?s =C 2 < j 0 (w)j < C 2 jwj ?s (1) for some constant C 2 > 0 and every w 2 C n (?1; 0] . Moreover, we have Lemma 6.2. There exists c > 0 such that dist(w; @P i ) > cjwj s for every w 2 @P i ; i = 1; 2; dist(w; l) > cjwj s for every w 2 @P 2 ; dist(w; @P 2 ) > cjwj s for every w 2 @S:
Proof. Note that the sets @P i ; @P i ; @S; l are disjoint curves described by equations of the form x = Ajyj s + B for some A; B 2 R. Hence, clearly we can assume that jwj is su ciently large. Then the constants B are small compared to jyj s , so to prove the lemma, it is su cient to show that for given A 1 
