Abstract-We provide a low complexity communication protocol for relay channels that can achieve a significant rate reliably even when a code word spans only finite number of fading blocks on average. Both full duplex and half duplex relay are considered. In the past, when a fixed rate code word spans a finite number of fading blocks, the capacity is zero. Therefore, a large amount of research has tried to reduce outage probability and increase throughput, such as the high signal-to-noise ratio (SNR) diversity-and-multiplexing-gain-tradeoff study of relay channels. Differently, the protocol in this paper achieves a significant information rate with asymptotically zero error probability (no outage) when the number of information bits represented by a code word increases to infinity. This performance is achieved by employing rateless codes and acknowledgements so that the destination obtains just enough mutual information to decode. This approach has the advantages that the protocol is not channel statistics dependent, has low complexity, is power efficient, has high performance, and can be easily generalized to other network communication settings.
I. INTRODUCTION
We provide a low complexity communication protocol for relay channels that can achieve a significant rate even when a code word spans only finite number of fading blocks on average. The rate is achieved with asymptotically zero error probability.
Relay channels [1] has received renewed attention recently as a result of the goal to design low power and bandwidth efficient mobile communication networks. A method to achieve this goal is by cooperative communication among the nodes in a network. The relay channel is a basic element in such a network. Consequently, its study offers significant insight into the design. A significant amount of research has focused on the worst channel condition, which is the slow fading modeled by quasi-static or block fading. If one employs the traditional fixed rate code approach, the capacity in such a channel is zero because the outage is nonzero for any finite signal-to-noise ratio (SNR). The goal of these research works, e.g. in [2] - [5] , are to increase diversity and throughput.
The drawback of the traditional fixed-rate coding approach is that sometimes, the receiver has more than enough mutual information to decode and sometimes it has insufficient amount of mutual information to decode (outage). Both cases results in a waste of transmit power and bandwidth. This motivates us to find a communication protocol so that the receiver always has just enough mutual information to decode, eliminating the outage and the waste of transmission time slots.
In the proposed protocols for full duplex and half duplex relay, the source and the relay employ the same rateless code book. Each code word in the code book has infinite length. The source or the relay keeps transmitting a code word until an acknowledgement is received from the receiver, indicating that the receiver has just enough mutual information to decode. The key idea of the protocols is to keep the relay-destination channel busy for as long as possible in order to maximize the rate. This work is built on our earlier work of a lossless layered approach for point-to-point MIMO channels that eliminated outage [6] . In [7] , rateless codes for relay channel is also proposed for half duplex relay channel. We show that the protocol in this paper outperforms the protocol there. The protocols in this paper have the advantages that it is not channel statistics dependent, has low complexity, is power efficient, has high performance, and can be easily generalized to other network communication settings. A more detailed discussion of the advantages is provided in Section IV.
In the next section, we briefly review rateless coding scheme for channel-with-acknowledgement and recall the definition of relay channels. The proposed communication protocols for full-duplex and half-duplex relay channels and performance is presented in Section III. Section IV concludes.
II. PRELIMINARIES
The procedure to apply a rateless code [8] to a channel-withacknowledgement is as follows. A rateless code book has 2 LI code words of infinite length. An information message of L I bits selects one of the code words to transmit. The receiver is assumed to have perfect channel state information (CSI), which is used to calculate average mutual information. If the average mutual information multiplied by (1 − β LI ), where 1 β LI > 0, after n channel uses is larger than LI n k , the receiver sends an acknowledgement to the transmitter to ask the transmitter to transmit the next information message. This procedure is an extreme case of hybrid ARQ and was used for a novel layered strategy for MIMO channels in [6] , which shows that the decoding error probability approaches zero as L I → ∞, for some positive sequence β LI → 0 using a information spectrum approach [9] , if the channel state satisfies certain regularity condition. As an example, when channel statistics changes with L I so that a received code word spans only one fading block on average, the achievable rate is still equal to ergodic capacity, if i.i.d. input distribution over time is used [6] . If one is allowed to make the transmission power as a function of time, the achievable rate is even higher than the ergodic capacity. It is remarkable that such little feedback of acknowledgement can make the capacity of a nearly quasi-static fading channel positive. Note that the condition of sending acknowledgement only uses the realizations of the channel states. It is a different problem than errors-and-erasures decoding schemes studied by Forney and Telatar [10] , [11] , where the We consider both full-duplex and half-duplex relay channels [2] , [12] . We also specialize the channel model to a scalar fading channel to illustrate the proposed protocol, which can be directly applied to MIMO relay channels by combining with the layering scheme in [6] . The relay channels is composed of three nodes, source, relay, and destination as shown in Figure  1 . The source wants to communicate to the destination and the relay tries to help by decoding and forwarding. Ideally, the received signal Y t ∈ C at the destination and received signal Y 1t ∈ C at the relay are
where X t ∈ C is the signal transmitted by the source and X 1t ∈ C is signal transmitted by the relay, H
∈ C are fading coefficients of Source-Destination, Relay-Destination, and Source-Relay channels respectively, and Z t ∈ C and Z 1t ∈ C are white Gaussian noises. All of the random variables in Equations (1 and 2) are assumed to be circularly symmetric complex Gaussian random variables. The variances of the signals, X t and X 1t , and the noises, Z t and Z 1t , are normalized to one. Therefore, the variances of the fading coefficients reflect the channel gain and the transmit power. Although for simplicity, the source-destination and relay-destination signals are assumed to be synchronized, which is hard to achieve in practice, the synchronization is not necessary for the proposed protocol because we use successive decoding and cancellation receiver. When the signals X 1t 's are decoded, X t 's are considered as noises which have the same variance whether they are synchronized or not. The only signaling required among the nodes are three acknowledgements, Ack RD , Ack DR , and Ack DS , as shown in Figure 1 . These acknowledgements are sent once per transmitted code word. Therefore, they require little bandwidth and power in the feedback link.
III. LOW COMPLEXITY PROTOCOLS AND THEIR PERFORMANCE
In this section, we describe the proposed communication protocol for full-duplex relay channels in detail and briefly extend it to half-duplex case. The performance is analyzed for i.i.d. ergodic fading channels and simulated for block fading channels. 
A. Full-Duplex Relay Channels
The key idea is that once the relay is able to decode a message, the source starts to transmit the second message. The destination has to rely on the relay to collect enough mutual information to decode the first message. This would keep relaydestination channel to be on as long as possible, and thus increase the throughput.
We first use a example to illustrate the proposed protocol before describing it formally using flow chart. The source, relay, and the destination use the same rateless code book. The meaning of the three acknowledgements used in the protocol are as follows.
• Ack RD is sent from the relay to the destination to tell the destination that the information sent by the source can be decoded by the relay.
• Ack DR is sent from the destination to the relay to ask the relay send a new code word if the relay has it.
• Ack DS is sent from the destination to the source to tell the source send a new code word.
At the source, the encoder uses a message of L I bits to select an infinitely long code word. The symbols in the code word is transmitted one after another until Ack DS is received. Therefore, the relay is transparent to the source, i.e., the source operates as if the relay does not exist. Figure 2 is a typical example of the transmission timing. The number m in the block represents the code word corresponding to the m th message sent by the source. For the first five information messages transmitted by the source, the relay is able to decode the messages before the destination can. Once the relay is able to decode the message, it sends Ack RD to the destination to inform the destination of such. For the first three information messages, the destination sends Ack DS immediately after receiving Ack RD to ask the source to transmit a new code word. To prevent the relay from having too much backlog of messages to be relayed, we introduce a maximum delay d. Assuming the maximum delay d = 2, the exception happens during the block of the 4-th message transmitted by the source. When the Ack RD is received, the source is transmitting the k = 4-th message and the relay is transmitting the i = 1-st message. Therefore, k − i = 3 is greater than d = 2. Consequently, the destination decides not to transmit Ack DS until it accumulate enough mutual information to decode the 4-th message by itself without the help of the relay, thus reducing the backlog. Separately, when the source is transmitting the 6-th message, the destination is able to decode the message before the relay can, and thus an Ack DS is sent.
The decoding method at the destination is the successive decoding and cancellation used in our MIMO layering method in [6] . In the above example, the destination decode the first message by combining the mutual information from the source and the relay. Then the signal X 1t of the first block is cancelled before the decoding of the second message. After the second message is decoded, X 1t 's can be cancelled and the 4-th message can be decoded without the help of the relay.
The protocol at the relay is shown in Figure 3 . The relay listens to the source until it has accumulated enough mutual information I(X t ; Y 1t |h .) The relay sends Ack RD to the destination to let the destination know. If the destination sends Ack DS to ask the source to send a new code word immediately, then with probability one, the destination needs the relay's help to decode this information. Therefore, the relay decodes the information message, and stores it in a First In First Out (FIFO) queue. At the same time, the relay keeps transmitting symbols in a code word encoded by the first information message in the queue. The code book is the same as the one used by the source. The first symbol transmitted by the relay is right after the last symbol of the same code word transmitted by the source. If Ack DR is received, the relay transmits next coded information message in the queue. In this way, a code word received by the destination with the help of the relay has two parts, the first part is transmitted by the source and the second part is transmitted by the relay at a later time. Therefore, to the decoder at the destination, the code word seems coming from a single sender with the first part experiences source-destination channel and the second part experiences relay-destination channel.
The protocol at the destination is shown in Figure 4 . For the destination, the benefit of having a relay is the extra mutual information I(X 1t ; Y t |h
). Therefore, the goal of the protocol at the destination is to take advantage of this extra mutual information as much as possible. As a result, with an exception, the destination will send Ack DS to ask the source start to transmit a new code word if the relay can decode the information (which is indicated by Ack RD ) before the destination can do it. Then the destination will use the mutual information I(X t ; Y t |X 1t , h
) accumulated so far, combined with the mutual information from the relay later to decode the information message. The exception happens when the relay-destination channel condition is bad and it takes too long for the relay to transmit a message that causes a backlog greater than the maximum delay d. That is, when the relay is still transmitting the i-th message, the source is already transmitting the k-th message. Since the destination has finite memory, we do not want the backlog k − i exceed a maximum delay d. On the other hand, if a block is decodable at the destination (assuming X 1t can be cancelled) before the relay can decode it, an Ack DS is sent immediately to ask the source start a new code word.
The protocol can work for a wide range of channel statistics. We first apply it to i.i.d. fading channels to obtain the performance as a baseline. Dropping the time index, we define I (SR)
. We distinguish the following cases according to the qualities of the channels. 
1) I
(SD) ≥ I (SR) : In this case, the destination can always decode the message before the destination can. Therefore, the relay's help is not needed and the achievable rate is
In this case ( Figure 5 ), the relay can finish helping transmission before the next message can be decoded by the destination. Therefore, the achievable rate depends on how fast the relay can decode the message and is I (SR) . 3) I (SD) < I (SR) and I (SR) > I (SRD) : In this case (Figure 6 ), allowing the maximum delay d be large will make the relay always transmit. Therefore, the achievable rate is the mutual information received at the destination, which is I (SRD) .
Combining the three cases, we have shown the following. Proposition 1: For i.i.d full-duplex fading relay channels, the following rate is achievable.
Note that the rigorous proof is omitted due to space limit. If we restrict the distribution of X and X 1 to be independent, the above is also the capacity of the physically degraded or reversely degraded relay channels studied in [1] .
For block-fading relay-channel with acknowledgement, the rate can not exceed I (SRD) but sometimes can be higher than R full . The reason is that whenever the source-relay channel condition is good due to channel fluctuation, the destination will ask the help of the relay, thus will take advantage of the relay-destination channel. However, the flip side of the channel fluctuation is that sometimes, the down turn of the source-relay channel can starve the queue in the relay and thus under-use the relay destination channel. These two effects is illustrated in Figure 7 , which shows the simulated achievable rates of block-fading relay-channels when the quality of sourcerelay channels change. The accurate analysis may be done by analyzing how much time the the relay-destination channel is idle for specific fading statistics. We observe that the rate of i.i.d fading relay channel in Equation 3 is a good approximation of the performance. What is remarkable is that on average, a code word in the simulation spans less than 1 4 of the length of a fading block. There will be nonzero outage if a fixed rate code is used.
B. Half-Duplex Relay Channels
The design strategy for the full-duplex relay channel can be applied to half duplex relay channel. We describe it briefly. If the relay is able to decode the message, the destination will ask the source to transmit a new message while the relay is relaying the message. In [7] , the source will keep transmitting the same message when the relay is transmitting. Therefore, in the proposed protocol the relay-destination is on for longer time, resulting in higher throughput. There is one problem here. After the relay finishes transmission and returns to the listening mode, the destination has been listening to the new code word for a while and the relay would have less chance to be able to decode the message before the destination is able to. This problem can be solved by making the source transmit a new message whenever the relay starts to listen and later finish transmitting the old message, which requires one bit extra feedback, when the relay is in transmission mode. Figure 8 shows such an example.
For the above protocol, the following proposition can be proved. The proof is omitted to save space.
Proposition 2: For i.i.d half-duplex fading relay channels, the following rate is achievable.
(SD) (4) It can be proved that R half exceeds the achievable rate in [7, Corollary 1] by
and the rates are equal if I (SR) ≤ I (SD) . Figure 9 shows that the rate achieved in a slow block fading channel is close to the ergodic rate R half , even when on average, a codeword spans less than 1 4 of the length of a fading block in the simulation.
IV. CONCLUSIONS AND FUTURE WORK
In summary, the proposed protocol has the following advantages.
1) The protocol is universal in that it does not depend on the channel statistics. It automatically adapts to fast or slow channel fluctuation by means of acknowledgement and rateless codes. 2) The complexity is low due to the following reasons.
a) The relay is transparent to the source. The source operate as if the relay does not exist. b) The source and the relay use the same code book. To the destination, a code word seems being received from a single sender. The first part of the code word experiences source-destination channel and the second part experiences relay-destination channel with interference from source-destination channel. c) The relay and the source do not need to be synchronized at the destination because successive decoding and cancellation is used. d) Successive decoding and cancellation make it possible to use scalar rateless codes even if the nodes have multiple transmit antennas, where the layering in [6] can be employed. e) The signaling is simple. Only a few acknowledgements are need for each decoded code word. This reduces the required rate of the feedback link.
3) The protocol is power efficient because there is no waste of mutual information, contrary to the fixed-rate code case where the destination could have excessive or insufficient mutual information for decoding, causing the waste of source and relay transmission power and bandwidth. This is crucial for battery operated mobile devices. 4) The protocol has high performance in various channels, even when the fading block size is comparable to the code word length. 5) The protocol can be easily generalized for cases where there are more than one relay or the relay has its own information to transmit to the destination. Future work includes total power constraint analysis, and generalization to other network settings.
