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Abstract 
Natural microbiota are essential to the health of living systems - from the human gut to 
coral reefs. Although advances in DNA sequencing have allowed us to catalogue many of 
the different organisms that make up these microbial communities, significant challenges 
remain in understanding the complex networks of interspecies metabolic interactions they 
exhibit. These interactions are crucial to community stability and function, and are highly 
context-dependent: the availability of different nutrients can determine whether a set of 
microbes will interact cooperatively or competitively, which can drastically change a 
community’s structure. Disentangling the environmental factors that determine these 
behaviors will not only fundamentally enhance our knowledge of their ecological 
properties, but will also bring us closer to the rational engineering of synthetic microbiomes 
with novel functions. Here, I integrate modeling and experimental approaches to quantify 
the dependence of microbial communities on environmental composition. I then show how 
this relationship can be leveraged to facilitate the design of synthetic consortia. 
The first chapter of this dissertation is a review article that introduces a framework 
for cataloguing interaction mechanisms, which enables quantitative comparisons and 
predictive models of these complex phenomena. The second chapter is a computational 
 viii 
study that explores one such attribute – metabolic cost – in high detail. It demonstrates how 
a large variety of molecules can be secreted without imposing a fitness cost on microbial 
organisms, allowing for the emergence of beneficial interspecies interactions. The third 
chapter is an experimental study that determines how the number of unique environmental 
nutrients affects microbial community growth and taxonomic diversity. The integration of 
stoichiometric and consumer resource models enabled the discovery of basic ecological 
principles that govern this environment-phenotype relationship. The fourth chapter applies 
these principles to the design of engineered communities via a search algorithm that 
identifies environmental compositions that yield specific ecosystem properties. This 
dissertation then concludes with extensions of the modeling methods used throughout this 
work to additional model systems. 
Future work could further quantify how microbial community phenotypes depend 
on each of the individual factors explored in this thesis, while also leveraging emerging 
knowledge on interaction mechanisms to design synthetic consortia.
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Introduction and background 
 
This introduction has been published as the following Review Article: 
Pacheco, A.R., & Segrè, D. (2019). A multidimensional perspective on microbial 
interactions. FEMS Microbiology Letters, June, 1–11. 
 
Summary 
Beyond being simply positive or negative, beneficial or inhibitory, microbial interactions 
can involve a diverse set of mechanisms, dependencies, and dynamical properties. These 
more nuanced features have been described in great detail for some specific types of 
interactions, (e.g. pairwise metabolic cross-feeding, quorum sensing, or antibiotic killing), 
often with the use of quantitative measurements and insight derived from modeling. With 
a growing understanding of the composition and dynamics of complex microbial 
communities for human health and other applications, we face the challenge of integrating 
information about these different interactions into comprehensive quantitative frameworks. 
Here, we review literature on a wide set of microbial interactions, and explore the potential 
value of a formal categorization based on multidimensional vectors of attributes. We 
propose that such an encoding can facilitate systematic, direct comparisons of interaction 
mechanisms and dependencies, and we discuss the relevance of an atlas of interactions for 




Microbes form complex ecosystems comprising up to hundreds or thousands of different 
species1–8. Increased exploration of these communities enabled by new technologies has 
yielded a wealth of information on their constituent organisms, as well as growing insight 
into the complex and rich web of relationships the organisms form between each other. As 
the study of microbial communities embraces a more systems-oriented approach9–13, more 
and more attention is being directed toward the myriad ways microbes interact, as well as 
toward the crucial roles these interactions play in defining community function. These 
relationships, which can range from mutualistic exchange of metabolic products14,15, to 
antagonistic secretion of antibiotics16–18, to direct predation of individual organisms19–21, 
make up a vast space of relationships that are ubiquitous in the microbial world. 
Despite the diversity and abundance of microbial life on the planet, we still face 
fundamental challenges in addressing broad, important questions pertaining to microbial 
interrelationships: are specific types of interactions more common among certain taxa than 
others? How prevalent is mutualism across all environments? How can we systematically 
compare interactions across individual studies? A first step in answering these questions is 
to categorize interactions based on common, recurrent properties. We may start with a 
widely-used classification system that is based on determining the ecological outcome each 
organism experiences in a pairwise interactions (Figure 1A). These outcomes, on a very 
general level, can be either positive, neutral, or negative and can encompass all possible 
pairs of effects: from mutualism (in which both participants experience a positive outcome) 
to competition (both participants experience a negative outcome). Between these two 
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extremes are combinations of positive, neutral, and negative outcomes such as amensalism, 
in which the actor experiences no benefit or detriment and the recipient experiences a 
negative outcome. Though this framework has formed the basis for a broad corpus of 
ecology research11, it is limited in that it cannot capture many nuances that are crucial in 
determining how individual interactions arise, change, and affect a community22–24. 
Moreover, there exist inconsistencies in the very language used to describe these ecological 
outcomes, hindering comparison of intermicrobial behaviors between different disciplines 
and prompting efforts to standardize how interactions are described25–27.  
In light of these limitations, we ask if it is possible to use additional interaction 
properties to enhance the vocabulary we use to describe and compare them. It has indeed 
become possible to capture more and more fine details of interactions through recently-
developed technologies and computational tools, such as measurements of individual 
exchanged molecules using metabolomics28–30, inference of entire co-occurrence networks 
based on metagenomic sequencing3,31–34, and direct detection of interspecies synergy using 
microfluidics35,36. Unfortunately, as this wealth of data is often reported on an observation-
by-observation basis, it remains difficult to comprehensively classify interactions and 
systematically compare them across studies. As a way of facing this challenge, we may 
therefore look for inspiration in integrative categorizations of complex phenomena in other 
areas of biology (e.g. metabolic networks37,38, protein interaction networks39, or 16s 
sequences40), which have become valuable standardized repositories of knowledge, as well 
as starting points for data-driven analyses that would have been otherwise 
impossible31,41,42.  
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In this mini-review, we compile a diverse list of known microbial interactions and 
comment on how difficult it can be to describe and classify them based solely on their 
ecological outcomes. We then provide an example of how one can instead embrace the 
multifaceted nature of microbial relationships by explicitly ascribing numerical variables 
to different properties of the interacting partners. In doing so, we propose a framework for 
encoding interaction data in a way that enables quantitative analysis and comparison across 
studies. This formalization could therefore be viewed as one of many incremental steps 
needed to better understand these phenomena, as well as a way to encourage conversations 
on how to structure future methodical comparisons, data-mining efforts, and data-driven 
analyses.  
 
Microbial interactions are multidimensional, dynamic phenomena 
Examples of interactions that can be best understood by more explicitly accounting for 
different attributes include those that change significantly based on spatial configurations. 
An interesting example is that of Aggregatibacter actinomycetemcomitans (Aa) and 
Streptococcus gordonii (Sg), bacteria isolated from the human oral cavity. Sg has been 
shown to secrete lactate, the preferred carbon source of Aa, as a metabolic byproduct43,44. 
Lactate is taken up by Aa, which experiences growth benefits as a result45. It has been 
shown in a murine infection model, however, that while this metabolic exchange benefits 




Figure 1. The multifaceted nature of microbial interactions. (a). Axes commonly used to classify 
interactions, adapted from Lidicker, 1979. A single interaction can be represented as a point within 
the axes, which quantify the ecological outcomes experienced by the participants and the strength 
of the interaction. For example, a point close to the bottom of the axes (corresponding to -+) 
represents an altruistic scenario in which one participant experiences a net negative outcome and 
the second participant receives a positive one. (b-d). Examples of attributes observed in interactions 
that resist straightforward, benefit-oriented classification. Each of the interactions displayed feature 
some kind of mutualistic outcome, but exhibit crucial dependencies that impact the nature of the 
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interaction. (b). An interaction that confers differing benefits on its participants based on their 
spatial configuration, reported by Kelsic et al.17. Here, a colony of Streptomyces “P” produces an 
antibiotic that kills sensitive E. coli “S” within a given radius. If, however, an antibiotic-degrading 
Streptomyces population “RD” is placed within this radius, E. coli is able to survive within its 
immediate vicinity. Therefore, depending on its location, E. coli can either experience a neutral or 
negative effect from the antibiotic-producing Streptomyces. (c). Time-dependent intraspecies 
interaction between Vibrio fischeri cells within the light organ of the Hawaiian bobtail squid. 
During the day, the squid releases the majority of V. fischeri, diminishing their concentration within 
the organ. As the V. fischeri population regrows, individuals secrete signaling molecules that, upon 
reaching a critical concentration, lead to the expression of luminescence genes. In this way, the 
symbionts allow the squid to bioluminesce at night. The day-night cycle therefore drives this 
transition through its effects on squid physiology, signaling molecule concentration, and bacterial 
cell density. (d). Two mutualistic interactions that impose differing metabolic costs on participants. 
Top: Intraspecies interactions within Pseudomonas fluorescens populations reported by Rainey and 
Rainey46. Initially, cooperating individuals secrete an adhesive polymer to form a biofilm. This 
process occurs at a metabolic cost to individual organisms. Over time, defecting individuals stopped 
producing the polymer but continued benefitting from the collective production within the group. 
This ‘cheating’ diminished the viability of the community in the short term, leading to more 
complex interaction dynamics over longer timescales. Bottom: A simplified schematic of a 
mutualistic interaction based on non-costly overflow metabolism demonstrated by Ponomarova et 
al. Here, Saccharomyces cerevisiae uses overflow metabolism to secrete amino acids which allow 
for the growth of Lactococcus lactis. L. lactis, in turn, provides glucose and galactose to the yeast 
through lactose hydrolysis, yielding a stable symbiotic relationship47. Though these two mutualisms 
are fundamentally different, neither represents the sole possible outcome of costly or non-costly 
interactions. Previous work has shown how cheating could in fact stabilize mutualisms48, and that 
cheating itself may pose less of a threat to community collapse as commonly thought49. 
potent antimicrobial. Stacy et al. demonstrated that Aa can adopt a twofold detoxification-
dispersion response to this challenge, which allows it to spatially position itself at an 
optimal distance from Sg and detoxify the hydrogen peroxide to consume lactate50. This 
response is also thought to yield benefits to Sg, enhancing the overall fitness of the 
community and the strength of the infection. This interaction could be termed mutualistic 
using a simple interpretation of ecological outcome since, despite a clear antagonistic 
action by one of its participants, it results in a net beneficial relationship. However, only 
adopting such an interpretation risks abstracting away key nuances within the interaction 
that detail paradoxical, yet important, mechanisms for cooperation and competition. A 
different example of spatially-dependent interactions was investigated by Kelsic et al. 
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using a synthetic community made up of Escherichia coli and two Streptomyces strains 
isolated from soil17. In this study, E. coli were exposed to an antibiotic-producing 
Streptomyces strain on an agar plate. As the E. coli population was sensitive to the 
antibiotic produced, it was only able to grow outside the radius formed by the antagonistic 
Streptomyces. However, if an antibiotic-degrading Streptomyces strain was placed within 
this killing radius, E. coli were shown to grow in an area around the detoxifying strain 
(Figure 1B). As such, the spatial configuration of the interaction directly determined the 
growth outcomes of its participants. Recent modeling efforts have also demonstrated how 
the nature of an interaction can change when spatial information is considered51, 
underscoring the importance of capturing these dependencies. 
 As with spatial organization, temporally-dependent sharing of nutrients or toxin 
sequestration have also been shown to affect the nature of microbial interactions. For 
example, in the same study mentioned above, Kelsic et al. used dynamical modeling to 
show how four organisms with varying degrees of antibiotic production and degradation 
capabilities could stably coexist in various temporal modes (stable equilibrium, limit 
cycles, or chaotic oscillations) without spatial separation17. In nature, the importance of 
temporal dynamics on interactions is particularly evident in host-microbe symbioses, 
where circadian cycles impact gene regulation and metabolic processes in the host and 
among their symbionts52–55. A classic example of such a scenario is the intraspecies 
signaling patterns shown within the Vibrio fischeri communities living within the squid 
Euprymna scolopes. V. fischeri colonize the light organ of the squid, allowing it to 
bioluminesce at night. This result arises from a sequence of biological processes, all 
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ultimately driven by the day-night cycle (Figure 1C)56. As the nature of these interactions 
vary drastically over different temporal scales, it is important to consider this attribute as a 
crucial factor in classification. 
 The classic axes commonly used to describe ecological interactions (Fig. 1A) are 
also limited in the sense that specific points on this graph (e.g. ++) group together 
interactions that may be based on very different mechanisms and costs of metabolite 
production and exchange. For example, two organisms that benefit metabolically from each 
other (thus falling in the ++ category) may do so in two fundamentally different ways: a 
first possibility is an interaction mediated by evolved secretion of metabolically-costly 
products15,57–60. A second type of interaction could be the outcome of secreted byproducts 
that are not costly to the producer, and that are not ‘intended’ to specifically benefit any 
other particular organism. Such non-costly secretions are also described as byproduct 
benefits61, and can lead to the emergence of mutually beneficial interactions through selfish 
actions by individual organisms. Examples of this type of metabolite-mediated exchange 
include overflow metabolism and secretion of incompletely-reduced carbon sources62,63, 
which are secretions that can be strongly dependent on environmental context64–66. 
Importantly, the cost of metabolite production and secretion can change the interaction’s 
susceptibility to cheating phenotypes67–69, which can have implications for the long-term 
stability of the relationship (Figure 1D). Additionally, the strong environmental 
dependence of interactions is especially problematic when studying ‘uncultivable’ 
organisms or when designing synthetic microbial communities, whose members may have 
metabolic dependencies that are difficult to satisfy experimentally70–72. The formation of 
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an interaction often requires the fulfillment of particular environmental conditions, such as 
the presence of specific carbon or nitrogen sources or a particular pH range, which might 
be strongly modulated by spatial or temporal dynamics. 
 For some interactions, the ecological outcomes incurred by their participants 
remain unclear. Nonetheless, other properties can be clearly identified to yield insight into 
the mechanisms of the relationship, as exemplified by the interaction between two archaea: 
Igniococcus hospitalis and Nanoarchaeum equitans. Both species are able to form a stable 
co-culture, but such a partnership is only necessary for the survival of N. equitans, and not 
for that of I. hospitalis73. In co-culture experiments, N. equitans appears to rely on H2S, the 
primary metabolic end product of I. hospitalis, as well as on amino acids and lipids 
provided by I. hospitalis74,75. This interaction would therefore appear to be parasitic. 
However, this relationship results in no detriment to the I. hospitalis population and there 
even appear to be evolved structural features that allow for a tight physical connection 
between both organisms. This strong coupling suggests that there is some benefit given by 
N. equitans to I. hospitalis, though experiments have so far been unable to identify such a 
mechanism and as such any definitive labeling of an interaction type remains elusive. This 
interaction exhibits other important properties, such as contact-dependence, that are not 
captured in a framework based solely on ecological outcomes. 
 Finally, interactions that involve three or more species present further classification 
challenges. It is often possible to assign clear benefits when the participants in a 
multispecies interaction can be divided into two distinct roles, as in, for example, an 
interaction observed between Myxococcus xanthus and a consortium of prey bacteria76. 
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Here, the predatory M. xanthus can be assigned a positive outcome and its prey bacteria 
can collectively be assigned a negative, detrimental one. Additionally, if an interaction 
confers effects of the same sign to all recipients (e.g. a tripartite symbiosis in which all 
organisms benefit77 it is possible to place it on an ecological outcome axis. If, however, 
different members within a higher-order interaction are influenced by effects of different 
signs, as is likely to occur within complex communities, it becomes less clear how to 
classify the interaction without reducing it to a set of pairwise interactions. This limitation 
has important implications for understanding the structure and function of natural microbial 
ecosystems. Though pairwise relationships can be used to gain insights into overall 
community features78–80, their predictive power can vary depending on the model used or 
on interaction mechanisms81,82. As such, the way in which features of higher-order 
interactions are represented must be carefully considered.  
 
A multidimensional framework for describing microbial interactions 
The above examples pose the question of whether it is possible to move beyond individual 
narratives and formally encode multiple features of observed microbial interactions, 
extending the classical ecological outcome axis. If some of these features are ubiquitous 
across microbial communities, one could formalize the multidimensional nature of 
microbial relationships and devise an expanded list of attributes that can classify 
interactions at a higher resolution and in a manner that better highlights their diverse, 
dynamic qualities. In this section, we introduce a possible scheme for capturing some of 
these attributes, and exemplify the application of this framework to a compendium of 
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interactions found in the literature. The attributes we will consider here are: the molecular 
vehicle (if present) that mediates the interaction, whether the interaction is specific to a 
particular recipient, whether there is a fitness cost to engaging in the interaction, the site 
(cytoplasm, membrane, or extracellular) in which the interaction takes place, the biome or 
habitat in which the interaction has been observed, whether the interaction was observed 
to depend on specific spatial configurations, temporal dynamics, or direct physical contact, 
as well as the sign of the ultimate ecological outcome incurred by the participants. It is our 
hope that incorporating these attributes, further formalized in  
Table 1, into descriptions of interactions will enhance our understanding of the landscape 
of known microbial relationships.  
 The set of interactions to which we applied the proposed framework consists of 74 
microbial relationships sourced from the literature, which together make up a ‘catalog’ in 
which each interaction is characterized by a ‘barcode’ of quantifiable attributes 
(Supplementary Table 1). As we focused almost exclusively on collecting interactions that 
had sufficient data to assign values to each of our attributes, our catalog is limited to a small 
set of well-characterized observations. Nonetheless, it is intended to represent a cross-
section of all known interactions, featuring a wide variety of biomes, mechanisms, taxa, 
and dependencies. We also note that our assigning of features is specific to the experiments 
reported in each study that we sourced. As a result, the attributes we report here should not 




Table 1. Definitions of key microbial interaction attributes. We describe microbial interactions 
using a number of attributes, each of which is assigned a numerical value based on experimental 
observations. Each attribute defined here corresponds to a column in our interaction catalog 
(Supplementary Table 1). We quantify most features in a binary way: using a ‘0’ if the interaction 
does not exhibit a certain attribute and a ‘1’ if it does. For example, if an interaction involved the 
exchange of a peptide, it would contain a ‘1’ in the ‘peptides’ column. Costs and ecological 
outcomes are specific to the organisms in the interactions, that is, there are columns for costs and 
outcomes for each of the participants. In a pairwise commensal interaction, for instance, there 
would be a ‘0’ in the column corresponding to the outcome gained by participant 1 and a ‘1’ in the 




   
SPECIFICITY 
The reported mechanism of interaction is deployed in a manner specific to the 
recipient (e.g. signaling molecules specific to one species vs. nonspecific secretion 





Engagement in the reported interaction (e.g. secreting a metabolite) imposes a 
fitness burden on a participant (i.e. the individual fitness/growth rate of an organism 






The ultimate ecological effect the interaction confers on each participant. 
Combining these values for both participants in a pairwise interaction yields its 
















Reported relationship features organisms interacting according specific temporal 





Reported interaction features organisms displaying particular spatial configurations 
(e.g. colonies separated by some distance on an agar plate as opposed to interacting 





The site, relative to the microbes involved, in which the interaction is reported to 
take place: extracellular (e.g. signaling molecule release or metabolic exchange), 
membrane (e.g. protein docking or conjugation), or cytoplasm (e.g. direct 
predation). 





The biome(s) in which the interaction or participating organisms have been 
observed: aquatic, biofilm, food product, multicellular host, soil, synthetic, or 
ubiquitous. 






The type of molecule that mediates the interaction: small molecules (e.g. 
carbohydrates or metabolic intermediates, but not secondary metabolites), nucleic 
acids (e.g. DNA), peptides (e.g. amino acids), or secondary metabolites (e.g. quorum 
sensing molecules). 




encode the complex nature of observed microbial interactions in a manner that is 
compatible with current methods of data collection. Nonetheless, the gradual establishment 
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of a standardized set of attributes to be measured in newly designed experiments could lead 
to large compendia of these multi-dimensional traits that may enable more generalizable 
insights. 
 A majority of the interactions that we compiled occurred between two distinct 
microbial species. However, we have also included some interactions that have been 
studied at lower taxonomic resolutions (e.g. at the genus or phylum level). Some of these 
relationships list multiple species of a particular genus — or even relatively undefined 
consortia of organisms — as individual participants. Although different species within a 
large taxonomic grouping will undoubtedly display varying interaction properties 
individually, studies may group several organisms together to highlight their collective 
performance of a function of interest. For example, a set of nitrogen-fixing archaea was 
framed as a single entity that engages in an interaction with organisms of the bacterial 
genus Desulfosarcina (catalog entry 6,83). In grouping these varied organisms together, 
Dekas et al. highlighted the cooperative behavior of the archaeal consortium as it applied 
to its bacterial symbionts. Since identifying relationships of interest in complex natural 
microbial systems sometimes necessitates such levels of abstraction, our catalog reflects 
the taxonomic groupings for each interaction as they were reported. 
 As an example of how a specific interaction can be translated into our proposed 
multi-dimensional classification, we will analyze here in detail a predatory relationship 
between two opportunistic pathogens: Pseudomonas aeruginosa and the filamentous form 
of the fungus Candida albicans, initially identified by Hogan and Kolter (84, catalog entry 
48). Here, P. aeruginosa is reported to form a biofilm on the filaments of C. albicans, 
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which kills the fungus. By eliminating a competitor, this action allows P. aeruginosa to 
more effectively consume nutrients. We quantify the ecological outcomes of this 
interaction by assigning a positive outcome to P. aeruginosa and a negative one to C. 
albicans. The study also described mechanisms displayed by P. aeruginosa, that were 
necessary to initiate the interaction, chief among which was an ability to differentiate the 
filamentous form of the fungus from the yeast form. We therefore deem this interaction to 
be targeted towards a particular organism and phenotype, as the bacterium did not attack 
yeast-form C. albicans. The authors described a dependence of the interaction on quorum-
sensing pathways, indicating the probable role of secondary metabolites. Since these 
molecules are exchanged between organisms, we record the extracellular environment as 
the primary site for this relationship. As the activation pathways that lead to the formation 
of biofilms and the secretion of secondary metabolites are metabolically costly, we assign 
to P. aeruginosa a positive metabolic cost of initiating predation. Since the interaction 
results in the death of C. albicans, we also deem the interaction to impose a fitness cost on 
the fungus. Lastly, the interaction features direct contact between both species and depends 
on their spatial proximity, so we list contact and space as key dependencies. In all, we 
describe this interaction with 22 different variables, which collectively make up its 
interaction ‘barcode.’ 
 Though this ‘barcoding’ constitutes a rudimentary formalization of the complex 
attributes an interaction can exhibit, it has some immediate ramifications. Firstly, it may 
allow for identification of interaction attributes that may not be intuitively correlated. For 
example, are interactions involving signaling molecules more likely than others to also 
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exhibit spatial dependence? In which environments could such correlations hold? Using 
our limited dataset, for instance, we calculated a Spearman correlation coefficient of 0.41 
between the column detailing spatial dependence and the column containing secondary 
metabolite data (compared to -0.24, -0.04, and -0.04 for small molecules, nucleic acids, 
and peptides respectively). Though modest, this significant correlation (p = 0.0003) hints 
at possible relationships between spatial dependence and secondary metabolite use for 
interactions in our dataset. By performing similar analyses on a greater number of 
interactions, it may be possible to infer stronger, additional correlation patterns emerging 
from the data. For example, it would be possible to ask if all ‘barcode’ combinations tend 
to occur, or if there are specific attribute combinations that are either very frequent or rare. 
Moreover, it would be possible to highlight the discovery of new types of interactions that 
exhibit unique attribute combinations not previously observed. Such a framework could 
also be useful for identifying commonalities among interactions from different biomes, and 
for comparing seemingly unrelated interactions to each other.  
 An ability to answer the general questions discussed above would undoubtedly 
require more data than the small collection of interactions we have compiled here. 
Moreover, annotating newly discovered interactions to the level of detail we propose is not 
a trivial task, as generating a single interaction ‘barcode’ likely requires deployment of a 
variety of different experimental and computational methods9,11 in addition to manual 
curation of the catalog itself. Because of these challenges, some mechanistic attributes 
remain unknown even for the relatively well-characterized set of interactions that we have 
compiled here. For instance, the presence and strength of a microbial interaction can also 
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be determined by environmental constraints such as temperature85–87 and pH88–90, as well 
as by the chemical composition of the environments47,64–66,91. Moreover, microbial 
interactions may change based on properties of the populations themselves such as relative 
population size80,92, order of colonization93,94, or stochasticity in community assembly95–97. 
Future cataloguing and analysis efforts would benefit from the reporting of as many of 
these attributes as possible in individual studies, as well as from improved data mining 
methods to incorporate existing data into numerical frameworks. 
 Despite these challenges, we will outline how a quantitative method of comparing 
interactions may be approached using the dataset we have compiled. Here, we used our 
annotation framework to calculate distance metrics between each interaction. These 
distances consider, in an unbiased way, all of the attributes we have annotated for each 
interaction. In this manner, we are able to generate a hierarchical tree and heatmap (Figure 
2) to visualize which interactions are most similar to each other. As our encoding of 
interaction properties yielded numerical vectors that are difficult to parse and intuitively 
compare by eye, such a tree (which likely bears no resemblance to evolutionary or 
phylogenetic trees) is a useful way to visually interpret similarities or differences between 
interactions. Our clustering yielded several key observations: for one, the example of 
prophage-bacteria mutualism reported by Barondess and Beckwith (98, catalog entry 43) is, 
perhaps intuitively, grouped furthest away from all other organisms. This grouping 
occurred independently of the large relative taxonomic difference between viruses and 
bacteria, archaea, and eukaryotes, as taxonomic information was not considered for the 
clustering. Instead, its grouping is likely due to the ubiquity of this interaction in terms of 
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habitat – it is generally not limited to a particular environment, which differentiates it from 
other interactions in our dataset. As data on more and more interactions becomes available, 
we may begin to use such clustering techniques to gain more universal insight on the 
general global distributions of certain interaction types. 
 In addition, this analysis revealed proximity between some interactions based on 
mechanism of action. For example, siderophore-mediated signaling interactions reported 
separately by Lamont et al. in Pseudomonas (99, catalog entry 49) and Guan et al. in Vibrio 
(100, catalog entry 73) are grouped within the same cluster. Interactions not mediated by 
any molecular exchange (Catalog entries 28, 32, 40, 41, and 46) are also largely grouped 
separately from those that require a molecular vehicle. In addition, observations of direct 
amino acid exchange (101–105, catalog entries 31, 12, 54, 55, and 9) display close proximity 
despite having been observed in very different habitats. This grouping shows that our 
clustering is sensitive to mechanism of action, and may provide a tool for identifying 
similar interactions across very different ecosystems.  
Another feature of this multi-dimensional distance analysis is that it does not 
necessarily group interactions within the same benefit/detriment category together (e.g. all 
commensal interactions or all mutualistic interactions), as shown in the close groupings of 
a Burkholderia-Rhizopus toxin-dependent interaction106 and a eukaryote-bacteria protein-
based relationship (107, catalog entries 17 and 18). These interactions, despite involving 
very different mechanisms, are similar in a less straightforward way: they are both 




Figure 2. Hierarchical clustering of microbial interactions, numbered according to their catalog 
entry in Supplementary Table 1. Numerical values for interaction attributes (specificity, costs, 
ecological outcomes, dependencies, site, habitat, and compounds involved) were normalized from 
0-1. Multi-column attributes (i.e. those that contain specific values for individual participants, such 
as ecological outcome and cost) were additionally encoded into single unique values using the 
Cantor pairing function. Unknown values (comprising 2.1% of the dataset) were imputed with the 
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mean of each column to enable all interactions to be compared. The normalized values were used 
to calculate pairwise distances between each interaction using Spearman’s rho. Hierarchical 
clustering was then performed to generate a tree based on the resulting distance matrix. Taxonomic 
information (which was not used to generate clustering), as well as habitat information is displayed 
for all interactions. 
therefore stems from this combination of features, which is rare in the dataset and places 
them at a greater distance from most other interactions. Such a use of a combination of 
factors to determine proximity is essential for more complete comparisons of interactions, 
and can also provide clues as to the types of interactions that may be rare in nature or have 
yet to be observed. 
 Lastly, this framework can be extended to analyzing interactions that involve more 
than two organisms. For example, the ‘ecological outcome’ and ‘cost’ categories can have 
as many columns as there are partners within any given interaction. In this way, it is 
possible to assign corresponding values to each participant within the entire multispecies 
relationship. To compare these attributes with those of other interactions, we used a pairing 
function to collapse these multivariable characteristics into single unique numerical values. 
In this way, for example, we can directly compare a synthetic tripartite symbiosis between 
Azotobacter, Alternaria, and Chlamydomonas (77, catalog entry 8) with all others in our 
dataset. This example clustered very closely to a relationship between yeast and 
Acinetobacter (108, catalog entry 52), allowing us to appreciate similarities in their 
mechanisms (both interactions involved the exchange of small molecules and have 
spatially-dependent components) despite each having a different number of individual 
participants. If, however, an interaction involving more than two organisms can be divided 
into two clear roles, it is still possible to analyze it under a pairwise framework. For 
example, in the relationship involving Thioploca, a genus of marine sulfur bacteria, and a 
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set of anaerobic ammonium oxidizing (anammox) bacteria, Thioploca is defined as the first 
participant as it was observed to unidirectionally provide small molecules to the anammox 
consortium, which is defined collectively as the second participant (109, catalog entry 68). 
We can then analyze such an interaction in the same way as we would those involving two 
distinct organisms. As a result, we notice that this interaction is grouped closely to other 
marine bacterial metabolic exchanges, showing that interactions with similar attributes can 
cluster together independently of the number of organisms involved. 
 The specific encoding structure we have proposed here is flexible, as different 
attributes can be highlighted using variants of the framework and refined as additional 
cases and data become available. In addition, our particular clustering analysis is highly 
sensitive to the distance metrics used and to the numerical inputs that were used to quantify 
individual attributes. Therefore, further research could address the question of whether 
alternative metric schemes should be used or different methods for dimensionality 
reduction could be employed. Regardless of the comparison techniques employed, 
however, we believe that a continued effort to formally encode interaction properties as we 
have done here could facilitate comparisons of diverse inter-microbial networks, especially 
as data from multiple microbial ecosystems are increasingly made available by research 
groups. While the formalization exemplified here is limited to a numerical representation 
of known attributes, a framework like it could help implement more comprehensive 
mathematical models for microbial ecosystem dynamics, applicable to understanding 
complex natural communities. For example, different interaction attributes could translate 
to specific terms in appropriate differential equations that describe community 
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function81,82,110 enabling quantitative predictions of population dynamics. If available, data 
providing deeper information on interaction mechanisms, such as gene expression, binding 
affinities, and reaction rates could be also systematically encoded in future compendia. 
Such an encoding would need to be much more complex than the simple framework we 
have proposed here in order to enable comparison across interactions, but it would have 
the potential to facilitate quantitative community modeling efforts. For example, 
transporter parameters such as %& and '&() values can be directly incorporated into 
metabolic cross-feeding simulations using genome-scale models111,112. Additionally, the 
design of synthetic microbial consortia could greatly benefit from the availability of a 
curated list of interaction properties. One could imagine selecting candidate organisms 
based on their known interactions in certain contexts, potentially expediting the process of 
assembling multispecies communities with desired phenotypes. 
 
Discussion 
Descriptions of microbial interactions range from those that report individual symbioses in 
exquisite detail, to an increasing number of large-scale measurements of pairwise 
interactions enabled by new technologies. As we try to make sense of these interactions 
with the aid of network analyses and computer simulations, an emerging challenge is how 
to categorize these different types of relationships and formally encode their underlying 
mechanisms and attributes to enable comparison across datasets. In this mini-review, we 
provided examples of well-characterized microbial interactions to highlight their complex 
nature, and we illustrated the limitations of a broadly-used ecological classification system. 
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At the same time, we showed how one can in principle distill recurrent interaction 
characteristics that can be translated into multi-dimensional profiles. In an effort to 
embrace these details and characterize interactions in a more unified framework, we 
proposed a list of quantifiable attributes that can more fully capture the multidimensional 
nature of these phenomena. We compiled a collection of diverse interactions and 
quantitatively compared them according to these attributes, showing how such analysis can 
serve as a stepping stone towards more comprehensive quantitative frameworks for 
addressing important questions in microbial ecology.  
 As more data becomes available for a greater number of interactions, we may begin 
to incorporate additional attributes that can impact their interpretation, such as dependence 
on environmental substrates, pH, or strain abundances. In addition, if non-mechanistic data 
from methods such as network inference are also to be incorporated into future iterations 
of this framework, it will be important to add identifiers to denote the experimental and 
computational techniques used to infer the resultant interactions. These considerations are 
crucial, as variability in different methods of inferring interactions is likely to have an 
impact on which data are available to collect and compare. 
 We anticipate that efforts similar to the one proposed here could grow into large 
databases of microbial relationships based on detailed observations, phenotypic 
measurements, and ecosystem-level sequencing efforts. As we continue to gather data 
about microbial interactions and learn which of their attributes are most useful to encode, 
a standard format for these knowledge repositories (e.g. SBML for systems biology113 or 
SBOL for synthetic biology114) may emerge to further codify reporting methods and 
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facilitate comparative analyses. We therefore hope that, by compiling, classifying, and 
analyzing this small collection of microbial relationships, our effort can motivate further 
efforts and conversations on how to gather, formalize, and mine multi-dimensional data on 
microbial interactions.  
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Chapter 2: 
Costless metabolic exchange shapes microbial interactions 
 
This chapter has been published as the following Article: 
Pacheco, A. R., Moel, M., & Segrè, D. (2019). Costless metabolic secretions as drivers of 
interspecies interactions in microbial ecosystems. Nature Communications, 10(1), 103. 
 
Summary 
Metabolic exchange mediates interactions among microbes, helping explain diversity in 
microbial communities. As these interactions often involve a fitness cost, it is unclear how 
stable cooperation can emerge. Here we use genome-scale metabolic models to investigate 
whether the release of “costless” metabolites (i.e. those that cause no fitness cost to the 
producer), can be a prominent driver of intermicrobial interactions. By performing over 2 
million pairwise growth simulations of 24 species in a combinatorial assortment of 
environments, we identify a large space of metabolites that can be secreted without cost, 
thus generating ample cross-feeding opportunities. In addition to providing an atlas of 
putative interactions, we show that anoxic conditions can promote mutualisms by 
providing more opportunities for exchange of costless metabolites, resulting in an 
overrepresentation of stable ecological network motifs. These results may help identify 




The astonishing number of microbial species observed in nature1–3 seems to contradict 
classical ecological theory, which predicts far less biodiversity in many nutrient-poor 
environments115,116. A variety of explanations have been proposed as possible solutions to 
this discrepancy17,117–120, including metabolic cross-feeding42,121,122. This phenomenon, in 
which one species produces metabolites that are then consumed by another, has been 
shown to enhance the capacity of microbes to survive in resource-poor 
environments15,58,123. However, it is not clear how these cooperative phenotypes emerge, 
as they often involve the exchange of metabolites that are costly for the producer. This 
apparent altruism introduces the potential for the rise of cheating organisms that do not 
contribute common goods but still benefit metabolically from others, challenging 
community stability124. Previous studies have addressed this dilemma in different 
ways60,125–127, though some modes of exchange are not associated with a drop in fitness61. 
Given the evolutionary dilemmas associated with costly cooperation, we ask here whether 
the exchange of metabolic secretions that do not impose an effective fitness cost can in 
principle help account for the degrees of biodiversity observed in nature. 
It is known that microbes often secrete waste products (e.g. E. coli secreting acetate 
under limited oxygen) that can support other species15. This phenomenon may allow 
community benefits to emerge as a product of otherwise selfish acts by individual 
organisms. It is not obvious, however, whether such behavior extends beyond a few 
fermentation byproducts or how widely it varies across microbial species and 
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environmental contexts128. Moreover, it is not clear whether these byproducts have the 
potential to enable or enhance growth of other species in complex communities. 
Here, we use computational metabolic modeling to explore the environmental 
modifications brought about by “costless” metabolite secretion, as well as the interspecies 
interactions enabled by this type of exchange. For our purposes, we define a metabolite as 
costless if the predicted growth rate of an organism secreting that metabolite is not less 
than its growth rate when the metabolite is not secreted. As we will illustrate in detail, the 
costless nature of a given metabolic secretion is strongly dependent on environmental 
conditions and may hinge on the techniques used to generate predictions. Our 
computational framework is based on flux balance analysis (FBA)129, which we use to 
predict the growth phenotypes and beneficial interactions mediated by costless metabolites 
for 24 microbial species under a large set of carbon source combinations. Through this 
method, we obtain a global view of cross-feeding opportunities that can mediate the 
emergence of beneficial interactions and the maintenance of biodiversity in natural 
communities. 
Previous computational models of microbial community metabolism have yielded 
useful predictions on mutually beneficial and competitive behaviors58,64,123,130–133. In this 
study, we evaluate the impact of costless metabolic secretions by applying FBA to a large 
space of microbial species and environmental conditions. Moreover, we quantify the 
degree to which environmental variables, such as oxygen and carbon source, contribute to 
costless metabolic secretions, interspecies interactions, and community stability. Though 
the present work focuses on secretions and interactions predicted computationally, we 
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restricted our analysis to microbes associated with high-quality and experimentally-
verified in silico models, which have allowed us to make predictions consistent with 
previously established empirical knowledge. However, the current analysis should be 
viewed as an exploration of a large space of stoichiometrically possible costless 
interactions (inscrutable to such an extent at the experimental level), whose global patterns 
can motivate and inform future experimental and theoretical endeavors. 
 
Results 
Metabolite secretion cost depends on environmental context 
Understanding whether the secretion of a metabolite by an organism is associated with a 
decrease in fitness (interpreted here as growth rate) is difficult to assess experimentally, 
but can be readily calculated using genome-scale models of metabolism (see Methods). For 
example, one can impose the secretion of a given compound at a given rate '*, and then 
ask whether this constraint is expected to cause the organism’s growth rate ('+,*) to be less 
than its growth rate without this constraint ('+,-). A small set of simulations of this kind 
for a single organism (Supplementary Figure 1) exemplifies the spectrum of possible 
outcomes: depending on the carbon sources provided, different metabolites can be 
produced either (i) at the expense of growth capacity, (ii) with no apparent effect, or (iii) 
even to its benefit. For cases (ii) and (iii), since fitness is not reduced by the metabolite 
secretion, '+,* ≥ '+,-. The existence of solutions that satisfy this equation (i.e. flux states 
that have higher growth in presence of a metabolic secretion) forms the basis of our 
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subsequent calculations. The above equation can thus be viewed as the defining 
characteristic of a costless metabolic secretion.  
We note that while FBA provides mechanistic insight into the tradeoff between 
metabolic reaction costs and benefits, current predictions (including those on the costless 
nature of a metabolic secretion) may depend on factors not captured by our method, 
including temperature86, signaling and gene regulation134–138, pH changes139 and explicit 
pathway-dependent cost of enzyme production140. Our definition of ‘costless’ may 
therefore be interpreted as a heuristic that captures expected spontaneous metabolite 
secretions, in contrast to secretion that would be associated with a growth or fitness 
reduction.  
 
Costless secretions promote environmental enrichment 
Having illustrated in an individual case how metabolite secretion costs can strongly depend 
on carbon sources, we sought to map the prevalence of costless secretions across a broad 
set of organisms and environments. As an initial core analysis, we carried out a total of 
1,051,596 unique simulations, each with two organisms from a set of 14 genome-scale 
models of facultative anaerobes and two carbon sources from a set of 108 compounds 
(Figure 3, Supplementary Table 9, Supplementary Table 2). We chose facultative 
anaerobes in order to allow a direct comparison of secretion profiles in oxic vs. anoxic 
conditions. Each simulation was conducted as an iterative process that emulates a coculture 
experiment, uniquely defined by the organisms involved, the carbon sources provided, and 
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Figure 3. Simplified schematic of example computational pairwise cross-feeding simulation. 
Simplified schematic of an in silico experiment: A growth medium (/0) containing two carbon 
sources (1, 2) with or without oxygen (3) is provided to genome-scale metabolic models of two 
microbial organisms (4, 5). If at least one organism grows, any costlessly-secreted metabolites (60) 
are added to the medium, which is fed back to the organisms. This process is repeated for a series 
of iterations 7, and terminates at iteration 7*, defined as the last iteration in which any new 
metabolites were secreted into the medium. 
the availability of oxygen. At each iteration, we used FBA to determine the ability of each 
organism to grow on the provided medium, in addition to the set of metabolites predicted 
to be spontaneously (i.e. costlessly) secreted by each microbe. We incorporated several 
measures into these simulations to minimize false positive reporting of secreted metabolites 
(see Methods). 
If at the first iteration (7 = 1) at least one organism was able to grow on the carbon 
sources provided, all costless metabolites were added to the medium for the next iteration. 
This process was repeated until no new metabolites were produced (defining a final 
iteration	7 = 7*). Upon running such simulations for all combinations of species and 
environments, we obtained distributions for the value of 7* (Figure 4a). A majority of cases 
reached a steady state after only one iteration, possibly due to organisms secreting multiple 










Figure 4. Analysis of costlessly-secreted metabolites in pairwise simulations. Only simulations that 
led to growth of at least one organism are shown. (a). Distribution of number of expansions until 
final medium expansion iteration. 92% of simulations reached a steady medium composition after 
only one iteration with oxygen, compared to 82% of simulations without oxygen. (b). Distribution 
of the number of metabolites secreted into the medium by one or both organisms in a pair after one 
iteration of FBA (7 = 1). These distributions were unimodal for both conditions, centered between 
two and three metabolites with oxygen and around five metabolites without oxygen. After this first 
iteration, the maximum number of secreted metabolites was 11 with oxygen and 16 without oxygen. 
In the anoxic simulations, the central carbon metabolites most commonly secreted after the first 
iteration were fermentation byproducts such as acetate, formate, succinate, and ethanol. These 
metabolites were secreted in 87.5%, 74.5%, 25.7%, and 20.2% of growth-yielding simulations 
respectively. With oxygen, the most commonly secreted central carbon metabolites after the first 
iteration were formate and acetate, secreted in 46.8% and 18.3% of growth-yielding simulations 
respectively. (c) Distribution of the number of metabolites secreted by one or both organisms after 
the last iteration of FBA (7 = 7;). The last iteration is defined as the iteration in which no additional 
metabolites were released into the medium. The total number of secreted metabolites followed 
similar distributions with a maximum at 18 and 21 metabolites for oxic and anoxic conditions, 
respectively. Despite the large variability in number of expansions and number of secreted 
metabolites, we observe a poor correlation between these distributions, indicating that a simulation 
resulting in a high number of expansions does not necessarily result in a high number of metabolites 
being secreted (Supplementary Figure 3). 
In aggregate, our simulations showed a rightward shift in the diversity of 
metabolites secreted under anoxic conditions when compared to the number secreted when 
oxygen was available (Figure 4b), as well as a shift in the quantity of metabolites secreted 
between the first and last iteration of each simulation (Figure 4c). This latter effect reflects 
organisms taking up metabolites secreted by themselves or their partner, and secreting 
different metabolites as a response. Based on these results, we hypothesized that oxygen 
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availability would be among the best indicators of the metabolites secreted in a simulation. 
To quantify this effect, we applied a machine learning approach to a modified simulation 
set consisting of all 14 organisms individually feeding on a single carbon source (see 
Methods). Using this method, we found that sets of secreted metabolites could be used to 
yield varying degrees of information on simulation starting conditions. Specifically, 
oxygen availability, species identity, and carbon source type could be predicted with cross-
validation accuracies of 93.4%, 58.0%, and 85.3%, respectively. Notably, organism 
identity appeared to be not strongly associated with specific costless secretions compared 
to carbon source and oxygen. This may be due to the fact that, while an organism may have 
a pathway to secrete a particular byproduct, utilization of that pathway would be strongly 
contingent on the presence of the necessary substrates. The observed associations of 
secretions with the carbon source mirrored previous experimental observations, which 
identified carbon sources as the main drivers of community composition through metabolic 
cross-feeding42. While the specific concentration of environmental substrates could in 
principle affect predicted secretions, we found through dynamic flux balance analysis112,141 
(dFBA) simulations that substrate concentration had a negligible effect on the identity of 
secreted metabolites (see Methods, full data available at https://static-
content.springer.com/esm/art%3A10.1038%2Fs41467-018-07946-
9/MediaObjects/41467_2018_7946_MOESM5_ESM.xlsx). Nonetheless, one should 
consider the possibility that this result may be due to limitations of constraint-based 
modeling, which may be overcome in future studies. 
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Useful costlessly-secreted byproducts are abundant 
Our analysis revealed that most organisms secreted a broad distribution of metabolically 
useful compounds without cost in a variety of environmental conditions (Figure 5, 
Supplementary Figure 4a). Though inorganic compounds such as water and carbon dioxide 
were, as expected, the most commonly secreted molecules across all simulations, nitrogen-
containing compounds such as nitrite, ammonium, and urea were secreted in 73.5% of the 
analyzed cases, suggesting maintenance of an appropriate carbon-to-nitrogen ratio in the 
cell. We note specifically that nitrite is secreted in fewer than 100 simulations with oxygen, 
but its secretion is prevalent in anoxic simulations — a phenomenon previously observed 
in anaerobic enteric bacteria142. Moreover, approximately 10% of anoxic simulations 
resulted in at least one organism fully reducing nitrate into nitrogen gas, suggesting that 
anaerobic respiration was a preferred strategy in some environments. Organic acids made 
up the second most abundant category of costless secretions, followed by nucleotides, 
peptides, and carbohydrates. Altogether, this space of secreted metabolites points to a large 
variety of molecules that can be freely produced in resource-poor environments. 
Despite our careful design of the simulation process, it remains difficult to quantify 
the degree to which these secretions will be observed experimentally. For this reason, we 
have relied exclusively on genome-scale metabolic models that have undergone 
experimental validation under conditions that in many cases mirror those that we have 
simulated, in addition to imposing our own set of constraints (see Methods). Moreover, 
though empirical testing of every simulation we performed is inaccessible, we note that 
experimental data from previously published work supports key portions of our predictions  
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Figure 5. Categorization of metabolites secreted costlessly in all simulations. (a,b). Categorization 
for all simulations with oxygen (a) and without oxygen (b). Though inorganic waste products (e.g. 
water, CO2) make up the majority of unique metabolites secreted with and without oxygen, release 
of potentially valuable metabolites such as organic acids, carbohydrates, and peptides are observed 
in a major subset of simulations. In simulations in which at least one organism fully reduced nitrate 
into nitrogen gas, we observed a modest reduction in the number of fermentation byproducts 
secreted (2.81 ± 1.11 metabolites for non-nitrate respirers vs 2.38 ± 0.54 metabolites for nitrate 
respirers). 
(Supplementary Table 5). In an additional effort to ensure the accuracy of the set of secreted 
metabolites, we also carried out all simulations using alternative objective functions. In 
particular, though optimization of growth reflects the possibility of organisms “selfishly” 
growing as rapidly as possible and “unintentionally” secreting useful metabolites, 
alternative objective functions may best capture metabolic regimes relevant across 
different conditions. We therefore compared metabolite secretion profiles inferred by 
maximizing growth to those obtained through minimization of biomass production, as well 
as maximization and minimization of ATP production. All objectives gave rise to secretion 
profiles highly similar to each other, with an increase of only 0.18% of all predicted 
metabolic secretions in the growth maximization condition relative to the others (see details 





































Given the abundance of secretions from different organisms, we asked whether 
specific metabolite secretions were highly correlated. In particular, we used a Spearman 
correlation analysis to identify secretion patterns that appeared with high frequency 
(Supplementary Figure 6). In the presence of oxygen, we observed a strong co-occurrence 
of glycerol, lactate, succinate, malate, and acetate, which may reflect the high frequency of 
secretion of these carbon-containing compounds. We also observed positive, but weaker 
correlations between these metabolites and other central carbon compounds such as 
fumarate, citrate, and 2-oxoglutarate. Our analysis also pointed to the simultaneous release 
of multiple nitrogen-containing compounds, chiefly urea, ammonium, and nitrate. Without 
oxygen, we observed stronger correlations between secretion of nitrogen-containing 
compounds and fermentation byproducts. Amino acids also co-occurred with high 
frequency without oxygen in patterns consistent with examples of previously studied 
exometabolomic profiles, including those showing co-secretion of central carbon 
intermediates in E. coli and of amino acids in yeast108,143, as well as time-dependent 
patterns of metabolites released simultaneously in soil communities144. These co-secretion 
profiles suggest that environments modified by metabolic activities of existing organisms 
may be simultaneously enriched by specific combinations of molecules. 
Having mapped the space of metabolites secreted at no fitness cost to the producer, 
we sought to understand which metabolites could be subsequently taken up by other 
organisms. We found that the organic metabolites most commonly exchanged across 
species were central carbon intermediates, secreted mainly in anoxic conditions 
(Supplementary Figure 4b). These secretion patterns mirrored those of anoxic gut bacteria, 
 35 
which divide the task of digesting complex polysaccharides by exchanging intermediate 
organic acids121,145. Importantly, we observed that amino acids, secreted chiefly by S. 
cerevisiae, but also in a substantial number of simulations by S. enterica, K. pneumoniae, 
and E. coli, were among the most frequently exchanged costless metabolites. This 
phenomenon has been previously documented in relation to overflow metabolism in S. 
cerevisiae146 and E. coli147,148, as well as in yeast-bacteria symbioses47,149. This high 
prevalence of exchange underscores the metabolic utility of these secreted byproducts. 
 
Costless metabolite exchange enhances growth capabilities 
We next assessed how often the exchange of costlessly produced molecules could directly 
enable growth of other organisms that would otherwise not grow on the initial 
environmental nutrients. Before taking into account the costless secretions, 18.2% and 
11.9% of simulations predicted growth of both organisms with and without oxygen 
respectively (Figure 6a). After the organism pairs were allowed to exchange costlessly-
secreted metabolites, our algorithm predicted a substantial increase in growth-supporting 
environments (72.7% with oxygen and 82.5% without oxygen relative to minimal 
medium), suggesting that exchange of costlessly-secreted metabolites can enable growth 
of additional organisms in resource-poor environments. 
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Figure 6. Growth outcomes of pairwise cross-feeding simulations. (a). Growth outcomes of all in 
silico experiments with and without oxygen, grouped by pairwise growth phenotype. (b). 
Organism-specific growth outcomes. Size of circles represent the relative number of environments 
in which an organism was able to grow out of 5,774 in silico experiments with each partner. 
Organisms are abbreviated as follows: BS: B. subtilis; EC: E. coli; KP: K. pneumoniae; LL: L. 
lactis; ME: M. extorquens; PA: P. aeruginosa; PG: P. gingivalis; RS: R. sphaeroides; SB: S. 
boydii; SC: S. cerevisiae; SE: S. enterica; SO: S. oneidensis; SS: Synechocystis; ZM: Z. mobilis. 
(c, d) Frequency of obligate pairwise growth by species in single carbon source simulations for 
oxic (N = 69,420, (c) and anoxic (N = 52,897, (d) conditions. Each color ribbon is unique to an 
individual species pair. Width of ribbons is proportional to the number of experiments in which 
obligate syntrophy was predicted for each species pair. Radial axis colors represent directionality 
of exchange: Blue: Organism provided essential metabolites to partner organism in over 75% of 
simulations; Red: Organism received essential metabolites in over 75% of simulations; Gray: Both 
organisms gave and received essential nutrients in most simulations. Most pairings of organisms 
were imbalanced, with one organism more frequently providing essential nutrients to another. For 
example, with oxygen, Synechocystis relied on metabolites from 9 different organisms across the 
vast majority of simulations in which it grew with a partner. As all organisms were grown 
heterotrophically, carbon dioxide and ammonium were the main byproducts that enabled growth 
of Synechocystis in these simulations. 
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In addition to a global increase in growth capabilities due to costless metabolite 
secretion, we observed species-specific growth patterns that varied widely across our 
dataset (Figure 6b). L. lactis and P. gingivalis, for example, are host-associated microbes 
that are auxotrophic for a wide range of metabolites and that often depend on metabolic 
products from the host or other commensal microbes150,151. In our study, these organisms 
failed to grow in all simulations even after costless metabolites were made available by a 
partner. This failure to sustain growth of highly dependent organisms suggests that there is 
an upper limit to the degree to which costless metabolite production can enable species 
growth, especially in the minimal environments that were tested. Nonetheless, most of the 
metabolites that these organisms require to grow were producible separately by multiple 
species, suggesting a possible important role of multi-partner cross-feeding interactions in 
complex communities. Aside from these extreme cases, our analysis shed light on the 
performance of generalist organisms, such as E. coli, K. pneumoniae, S. cerevisiae, and S. 
enterica. These organisms grew in at least half of all tested environmental conditions, in 
contrast with organisms such as M. extorquens or Z. mobilis, which exhibited much more 
limited pairwise growth capabilities. The growth patterns of these latter organisms suggest 
a greater dependence on the metabolic byproducts of their partners, particularly in anoxic 
conditions.  
As our study relied on a limited set of curated metabolic models, we wondered how 
sensitive these results are to the organisms being assessed. In order to explore possible bias, 
we conducted additional simulations in which we binned organisms by environmental 
habitat. These simulations were separated into three sets: the first with 13 aquatic microbes 
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grown aerobically, the second with 12 soil microbes grown aerobically, and the third with 
12 human gut-associated microbes grown anaerobically. These simulations employed 
additional genome-scale models (including obligate aerobes or obligate anaerobes, see 
Supplementary Table 9) that were not used in our core analysis of 14 facultative anaerobes. 
By analyzing the expanded set of organisms in a habitat-specific manner, we found that 
exchange of costless metabolites substantially improved the ability of minimal 
environments to support pairwise growth in all three habitats (Supplementary Figure 7a). 
Notably, metabolite secretion and exchange for aquatic and soil microbes resembled the 
profiles found for the core organisms grown with oxygen (Supplementary Figure 7b, c, 
Supplementary Table 7). Conversely, the distribution of secreted metabolites for gut-
associated microbes featured widespread secretion and exchange of organic acids that were 
similar to those found across core organisms grown anoxically (Supplementary Figure 7d, 
Supplementary Table 7). 
 
Costless metabolic exchange yields specific obligate partnerships 
After analyzing general growth outcomes across our entire simulation set, we sought to 
determine which specific organisms could not grow without the costless secretions of a 
partner. Our simulations identified a diverse space of such organisms, with most species 
exhibiting at least one case of obligate syntrophy with all others (Figure 6c, d). Though 
many organisms had balanced distributions of dependence (i.e., organism 4 enabled the 
growth of organism 5 in some cases, and organism 5 enabled the growth of 4 in others), the 
majority of such relationships were unidirectional. One striking example of this 
 39 
phenomenon is that of cyanobacteria and heterotrophic organisms, with Synechocystis 
depending frequently on other organisms. We also observed that E. coli, B. subtilis, and S. 
cerevisiae, three species commonly used as model microbial organisms, were more 
frequently the giving organisms in cases of obligate syntrophy. These pairings not only 
shed light on the mechanisms behind interspecies codependencies, but may also serve as a 
map for assembling co-dependent synthetic communities stabilized by costless metabolic 
exchange. 
 
Carbon sources exhibit cooperativity in promoting growth 
In addition to characterizing the global space of in silico growth phenotypes, we examined 
how cooperativity of carbon sources could enhance growth capabilities in organism pairs. 
Drawing from techniques used to quantify epistasic interactions152, we defined the 
cooperativity index < of two carbon sources 1 and 2 as the difference between the number 
of simulations that resulted in growth from both carbon sources (=>,?) and the product of 
the number of simulations that resulted from single carbon sources (=>,	=?). These counts 
were normalized by the total number of simulations involving the specific pairing of carbon 
sources being analyzed (represented here by the combinatorial formula @A
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This metric reflects the cooperative potential of each carbon source pair relative to 
that of each carbon source in isolation. Upon averaging a single carbon source over its 
 40 
cooperativity index, we obtain a relative degree to which a carbon source “depends” on 
another to sustain growth. By framing cooperativity in this context, we observed that 
simple sugars such as glucose and sucrose had relatively low cooperativity indices, that is, 
they were able to sustain growth efficiently on their own. In contrast, more complex 
molecules and dipeptides had higher average cooperativity indices, indicating they 
performed better in the presence of another carbon source. We grouped these average 
cooperativity indices through hierarchical clustering (Supplementary Figure 8, 
Supplementary Table 8) and observed general clustering by carbon source type—
especially with sugars and amino acids appearing in distinct groups. This analysis 
illustrates the nonlinear effects of adding additional nutrients to a minimal medium, 
underscoring the observed complex metabolite usage patterns in organism pairs. 
 
Costless cross-feeding can offset competition for nutrients 
Our analysis so far has examined the contexts in which a metabolite can be secreted 
costlessly, as well as the potential for these metabolites to promote growth. Additional 
insight about the relevance of these interactions can be obtained by comparing them to 
ecological expectations of cooperation and competition. Towards this goal, we defined six 
types of possible interactions: non-interaction, commensalism (unidirectional exchange), 
and mutualism (bidirectional exchange), each with or without competition for a primary 
carbon source (Figure 7a). We chose to decouple competition for nutrients from exchange 
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Figure 7. Distribution of metabolic interaction types. (a). Schematic representation of interaction 
types arising from costlessly-secreted metabolites. Competition is defined as both organisms 
consuming the same carbon source. Commensalism is defined as a unidirectional exchange of one 
or more costlessly-secreted metabolites, and mutualism is defined as a bidirectional exchange of 
one or more costlessly-secrete metabolites. (b). Overall distributions of competitive and 
noncompetitive interactions for oxic (out of 164,939 simulations that yielded pairwise growth) and 
anoxic conditions (out of 115,463 simulations that yielded pairwise growth). (c) Overall 
distributions of general interactions mediated by costless metabolites for oxic and anoxic 
conditions. These interactions at the level of secreted metabolites exist simultaneously with 
competition or no competition for a primary carbon source. (d) Organism-specific growth outcomes 
and interaction type distributions. Size of circles represent the relative number of environments in 
which an organism was able to grow out of 5,774 in silico experiments with each partner. 
Organisms are abbreviated as follows: BS: B. subtilis; EC: E. coli; KP: K. pneumoniae; LL: L. 
lactis; ME: M. extorquens; PA: P. aeruginosa; PG: P. gingivalis; RS: R. sphaeroides; SB: S. boydii; 
SC: S. cerevisiae; SE: S. enterica; SO: S. oneidensis; SS: Synechocystis; ZM: Z. mobilis.  
of secreted metabolites in order to more fully understand the degree to which the latter can 
promote organism coexistence despite resource scarcity. When analyzing our dataset under 
this framework, we found that competition for one or both carbon sources constituted the 
majority of all interactions (Figure 7b), as previously observed experimentally153. 
However, these predicted competitive phenotypes were observed to frequently occur 
simultaneously with potentially beneficial interactions mediated by metabolic byproducts. 
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Our modeling predicted bidirectional interactions to be far more common without 
oxygen than with oxygen (Figure 7c). We obtained a more fine-grained perspective on 
costless metabolic interactions by considering the distributions of interaction types by 
species pairs (Figure 7d). For example, the majority of pairings of M. extorquens with B. 
subtilis, E. coli, and K. pneumoniae exhibited commensal interactions (chiefly with M. 
extorquens receiving). In contrast, the distribution of interactions shifted toward mutualism 
when oxygen was made unavailable. These patterns were also mirrored in a majority of 
individual species pairings. As with the positive shift observed in the distributions of 
secreted metabolites (Figure 4b, c), we attributed the increased prevalence of mutualistic 
interactions without oxygen to a greater availability of metabolic byproducts that 
contributed to reciprocity. To test this hypothesis, we performed a small subset of “hybrid” 
in silico experiments, where we analyzed the interactions that arose from one species being 
grown with oxygen and the other without oxygen. We studied the examples of E. coli with 
B. subtilis and S. enterica, whose pairwise simulations showed greater amounts of 
mutualistic interactions without oxygen (Figure 8). These hybrid simulations demonstrated 
how an organism grown anoxically can provide a higher number of useful byproducts to 
its aerobic partner, leading to bidirectional interactions when both are grown without 
oxygen. 
We also analyzed the interaction type distributions of our habitat-specific 
simulation sets. Though direct comparison between oxic and anoxic conditions was not 




Figure 8. Interaction type distributions from hybrid oxic-anoxic simulations for two organism pairs. 
(a) E. coli with B. subtilis. (b). E. coli with S. enterica. Both hybrid simulations demonstrate that 
regardless of organism, availability of oxygen is a strong determiner of the potential for 
bidirectional exchange. When oxygen is not provided to an organism in these simulations, it tends 
to provide metabolites to its partner, resulting in an abundance of commensal interactions. These 
scenarios may act as a ‘stepping stone’ toward fully anoxic environments, in which mutualistic 
interactions become more prevalent.to those in our core set. This was particularly evident 
when comparing competition and exchange patterns between our core set grown with 
oxygen and the aerobic aquatic and soil organisms (Supplementary Figure 7e, f, h, i). We 
nonetheless noticed a substantial difference between the interactions predicted in the gut-
associated microbes and our 14 core organisms grown anoxically. In simulations of gut-
associated organisms, we predicted a lower frequency of competition and mutualism 
(Supplementary Figure 7g, j). We suspect that the widespread costless secretion of amino 
acids by B. adolescentis and F. prausnitzii may be skewing these distributions, as an 
abundance of valuable secreted byproducts may preclude their partner organism from 
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Costless secretions can produce stable interaction motifs 
Lastly, we combined data generated by our algorithm with ecological network simulations 
to understand how the simultaneous competition for common nutrients and cooperation 
through costless metabolite exchange could jointly affect the stability of pairwise consortia. 
Using the general interaction types outlined previously (non-interaction, commensalism, 
and mutualism with and without competition), we first enumerated all possible interaction 
network motifs (Figure 9a) and calculated the frequency with which each motif was 
observed in our simulation set (Figure 9b). For non-interacting motifs, our simulations 
predicted an almost exclusive representation of relationships involving competition for a 
primary carbon source. The distribution between competitive and non-competitive motifs 
was more balanced for commensal and mutualistic interactions, showing a slight 
preference for interactions involving competition. 
In order to simulate how these interactions could contribute to stable symbioses, 
we created a dynamical chemostat model of two arbitrary species consuming carbon 
sources and exchanging costless metabolites according to each motif type (see Methods, 
Supplementary Figure 9). By varying the maximum specific growth rates (H&()) of each 
species from 0 to 1 hr-1, we simulated the growth of the pair under each motif type for 500 
hours. If both species reached nonzero equilibrium abundances at the end of the simulation, 
we determined the motif type to allow for stability at that combination of specific growth 
rates. We mapped the space of stable species pairs under each motif type, observing that 




Figure 9. Interaction motif analysis and dynamical modeling of motif stability. (a) Schematic 
representation of specific motif types. Motifs are named according to three features: the interaction 
type (non-interacting, N; commensal, C; mutualistic, M), the number of carbon sources consumed 
by the pair (1-2), and competition for a primary carbon source (no competition, a; competition, b). 
Orange circles denote organisms, black dots denote primary carbon sources, and violet dots indicate 
any arbitrary number of costlessly-shared metabolites. Arrows indicate direction of metabolite 
flow. (b). Frequency of specific motif types. Height of empty white bars indicate the total number 
of simulations that exhibited the general motif type (Non-interacting, commensal, mutualistic). 
Colored bars within indicate the number of the specific motif type (N1a, N1b, etc.). (c) Stability 
space of motifs from dynamical chemostat modeling, as a function of the specific growth rates of 
the two organisms involved (GR1, GR2). Red indicates area of stable coculture. 
(Figure 9c). Notably, though motif N1b was highly prevalent in the costless FBA 
simulation set, this motif represents competitive exclusion and cannot result in long-term 
stability. In contrast, though complete nutrient-organism orthogonality can yield stability 
over the whole space of parameters (N2a), this motif was not predicted to occur in the 
mechanistic simulations. An intermediate case between these two extremes (N2b) 
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source utilization: in this case, which frequently occurs in our dataset, stability is 
achievable only for a narrow set of specific growth rates. 
Our models predicted a marked increase in stability when costless metabolite 
exchange was enabled. In motif C1a, for example, the rate of costless metabolite secretion 
from organism 1 is enough to sustain organism 2, even when the specific growth rate of 
organism 2 is greater. This nonintuitive space of stable solutions is the result of the effective 
growth rate of organism 2 being reduced such that its rate of byproduct consumption does 
not exceed the rate of secretion by organism 1. Nonetheless, competition for primary 
carbon sources leads to decreases in the space of possible stable solutions, as observed in 
motifs C1b and C2b. In motif C2b, both organisms are competing for a carbon source and 
organism 1 is providing one or more costless metabolites to organism 2. Our dynamical 
modeling showed that the specific growth rate of organism 1 must usually be greater than 
that of organism 2 in order for both species to be stable. When feedback is allowed to occur 
(mutualism), the potential for stability greatly increases across our parameter space, even 
in the presence of competition for carbon sources. These motifs, with their associated 
prevalence data and dynamical properties, can overall serve as an atlas for guiding the 
engineering of stable synthetic consortia built off of costless metabolic relationships. 
 
Discussion 
We have investigated the pairwise growth phenotypes and interactions of 24 diverse 
microbial species in over 2 million computational experiments. We found that resource-
poor environments can provide the basis for the release of a wide variety of useful 
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metabolic products secreted without cost by their producing organism; these costless 
metabolic products provide, in a manner chiefly dependent on oxygen availability and 
environmental composition, valuable environmental enrichment, nearly doubling the 
potential of minimal environments to sustain growth. We further found that exchange of 
costless metabolites established beneficial uni- and bidirectional interspecies interactions, 
associated with different chances of stability of the ensuing consortia. 
Our iterative medium expansion method allowed us to observe which metabolites 
were secreted in response to others in a mechanistic fashion, highlighting the capability of 
costless metabolites to enrich minimal environments and sustain biodiversity, even when 
organisms were competing for the same primary nutrients. Though spatial segregation of 
competing organisms can also allow for stable communities17,112,154, purely competitive 
phenotypes can lead to community collapse in homogenous environments, which can limit 
taxonomic diversity in nature155. By studying the prevalence of mutually beneficial 
interactions in the presence of competition, our study can help understand metabolic 
dynamics in resource-poor environments, such as the oligotrophic communities found in 
the open ocean. Costless secretions, analogous to metabolic leakage behind the Black 
Queen Hypothesis60,125 may also contribute to the maintenance of small genomes in 
resource-poor environments, as the metabolic needs of some organisms can be fulfilled by 
others. Interestingly, the prediction that resource-poor environments can lead to diverse 
secretions and thus to the emergence and maintenance of beneficial interspecies 
interactions is consistent with prior suggestions that resource abundance or lack of stress 
may detriment metabolic exchange156–160. 
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Our interaction analysis provides deeper mechanistic insight into the increased 
prevalence of mutualistic interactions without oxygen, a phenomenon that has been 
previously predicted computationally132 and that provides a window into metabolic 
relationships in environments harboring steep oxygen gradients, such as the human gut161. 
By carrying out a set of hybrid oxic-anoxic in silico experiments, we observed that the 
additional metabolites secreted anoxically by a facultative anaerobe could provide valuable 
nutrients for aerobically growing organisms. This phenomenon has been suggested to play 
an important role in maintaining equilibrium in communities at oxic-anoxic interfaces in 
the mammalian gut162,163 and could be the subject of further mechanistic studies. 
  Although our modeling method considered a wide space of mechanistic constraints 
in predicting costless metabolic exchange, we acknowledge that secretion patterns and 
exchange potential are also defined by a variety of other biological factors that fall outside 
the scope of our modeling framework133, such as temperature86, signaling and regulatory-
based decisions134–138, pH changes and metabolite toxicity139, and concentration-dependent 
thermodynamic gradients86,164. In addition, the cost of metabolite secretion and the 
cooperative or competitive nature of an interaction may change when interpreted across 
different timescales128, a quality that is not fully captured by the framework described here. 
In spite of these limitations, however, our analysis is able to demonstrate the plausibility 
of widespread costless cross-feeding in nature. Our results can also serve as a basis for 
prioritizing future specific experiments, for which model predictions could be thought of 
as a null hypothesis against which to compare empirical measurements. Dynamical 
modeling coupled with these metabolic analyses could then be used to obtain the parameter 
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space most likely to yield desired stable partnerships in vivo. Because this approach relies 
on screening environments that can yield synergy as opposed to engineering individual 
strains, and because this analysis is also easily scalable to a large number of organisms and 
environments, our approach has the potential to simplify the process of assembling 
synthetic communities165 and to yield an enhanced understanding of microbiomes. 
 
Methods 
Selection and modification of genome-scale metabolic models 
A genome-scale metabolic reconstruction was obtained for each of the 14 facultative 
anaerobic organisms used in the analysis, as well as for the organisms used in our habitat-
specific simulations (Supplementary Table 9). Genome-scale metabolic models are 
mathematical representations of an organism’s known metabolic network, which are used 
to generate mechanistic predictions of growth and resource allocation in a variety of 
environmental conditions. The process of generating a genome-scale metabolic model has 
been outlined conceptually166–169 and described procedurally170 by various groups, and 
generally comprises an automatic generation of a model based on pathway and genome 
data followed by manual curation by integrating phenotyping, metabolomic, or 
transcriptomic data171. We note that although an automatically-generated draft metabolic 
model can be constructed for virtually any organism for which a genome annotation exists, 
the space of high-quality, experimentally-verified metabolic models that have undergone 
the manual curation process summarized above is comparatively very small172. This is due 
to the time and resources needed to complete the curation process, which can span from 
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six months170 to more than ten years for the iteratively-refined model of E. coli K-12173. 
We nonetheless consider this process to be essential in producing models that can generate 
the mechanistic cross-feeding predictions detailed here, which rely on verified metabolic 
capabilities in monoculture.  
The models used in this analysis span five taxonomic phyla, as well as a variety of 
primary metabolic strategies (Supplementary Table 9). In addition, these models describe 
several organisms that are commonly used for in vivo studies (E. coli K-12, S. enterica 
LT2, etc.), making the resulting costless cross-feeding predictions particularly useful for 
synthetic ecology experiments and microbial community assembly. Importantly, each 
metabolic model includes reactions that account for the energy requirements of organism 
growth, as well as those of metabolite production and secretion. These requirements are 
often incorporated as two key reactions: (1) NGAM, or non-growth-associated ATP 
maintenance, which comprises an ATP hydrolysis step that simulates ATP usage for 
processes that are not needed for growth; and (2) GAM, or growth-associated ATP 
maintenance, which accounts for energy usage in growth associated processes such as 
macromolecule and protein synthesis. A minimum level of flux (typically determined 
experimentally) must flow through each of these reactions in order for the models to grow 
in silico. In this way, energetic costs of growth and metabolite production and transport are 
accounted for in the models. 
Each model was imported into MATLAB (The MathWorks, Inc., Natick, 
Massachusetts) using the COnstraint-Based Reconstruction and Analysis 
(COBRA) Toolbox174, a software platform for constraint-based modeling of metabolic 
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networks. In order to enable in silico cross-feeding to be correctly classified, the namespace 
of all of the metabolic compounds in each of the models was standardized to be internally 
consistent. This was performed via a computational pipeline with additional manual 
curation for irregularly-annotated metabolites. 
 
Computational methodology description and inputs 
Our computational method comprises a set of programs written in MATLAB that use Flux 
Balance Analysis (FBA) to mechanistically define the growth status and metabolic 
exchange of microbes through costlessly-secreted byproducts. Briefly, FBA is a 
mathematical method that determines an optimal distribution of metabolic flux through a 
biochemical network that will maximize a given objective, usually biomass129. An FBA 
problem is framed in the context of several constraints, namely: (i) S, the stoichiometric 
matrix of dimensions J × L where	J is the number of metabolites and L is the number of 
reactions in the model; (ii) M, the vector of all reaction fluxes; and (iii) '&NO and '&(), flux 
constraints placed on M, defined by enzymatic capacity and experimentally measured 
uptake rates. 
We employ FBA to determine if an organism is able to grow on the in silico growth 
media conditions we define, in addition to which metabolites are taken up and costlessly 
secreted. We first apply FBA by maximizing for growth and obtaining an optimal growth 
rate for an organism, '+,-. To determine which metabolites are secreted costlessly, we set 
this growth rate as a minimum for the biomass flux and apply FBA again, recording any 
metabolites that were secreted and the new growth rate, '+,*. We also apply the additional 
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constraint of minimizing all reaction fluxes across the network to more closely simulate 
efficient use of the proteome and minimize cycling of metabolites through the network175. 
Our linear program therefore becomes: 
min	|M|, 
s.t.: 
S ∙ M = 0, 
'&NO ≤ M ≤ 	'&() , 
'+,* ≥ '+,-. 
 
This optimization aims to encompass any enzymatic cost incurred by the organism in 
synthesizing and exporting any metabolite we deem to be costless. During each step in 
which growth or metabolite absorption and secretion are computed, FBA optimizations are 
performed separately for each in silico organism 4 and 5, with biomass production set as 
the objective function while minimizing the sum of the absolute value of M. Because we 
focus on the emergence of potential metabolic exchange through the availability of 
costlessly-secreted metabolites, our modeling framework purposefully keeps FBA 
optimizations separate for each model without accounting for spatial or temporal 
community structure. It is also for this reason that we establish the biomass fluxes of each 
in silico organism as the objective functions to be optimized, as we are concerned with 
secretion of potentially useful metabolic byproducts that arise out of “selfish” optimal 
growth. This assumption of maximum growth with proteome optimality is also key for 
translating these organisms and predictions to in vivo synthetic ecologies, where biomass 
optimization more closely describes the behavior of organisms in batch or continuous 
culture176. In simulations where we employed alternative objective functions, we optimized 
either minimization of biomass production, maximization of ATP production, or 
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minimization of ATP production (all with a lower bound for biomass flux set at 0.01 hr-1) 
to compare secretion profiles to those observed under biomass maximization. For ATP 
maximization and minimization functions, we set the ATP maintenance reaction in each of 
the models as the objective. 
Our algorithm requires six inputs: 1: a data structure containing the genome-scale 
metabolic models to be used, 2: a list of carbon sources, 3: the number AW of in silico 
organisms to be simulated together (for pairwise simulations AW = 2), 4: the number AX; 
of carbon sources to be provided to each simulation, 5: a Boolean variable 3 = {1,0} that 
specifies if oxygen will be made available to the in silico organisms, and 6: a list of 
metabolites that makes up a simulated base growth medium, /&NO . This base medium 
contains various nitrogen, sulfur, and phosphorus sources, as well as vitamins, ions, and 
metals needed for growth of the organisms (Supplementary Table 3). 
We focused on pairwise species growth with two carbon sources (AW,AX; = 2). 
Although each genome-scale metabolic model we used has been manually curated to 
reflect in vivo metabolic capabilities, very few experiments have been performed to verify 
FBA-generated predictions for more than a single species 112,177. We therefore limit the 
number of in silico species to two, in order to interpret the growth and cross-feeding 
predictions with greater confidence. This limit also constrains the combinatorial space of 
the simulations, which grows exponentially and becomes numerically intractable with 
more models and carbon sources. In addition, limiting simulations to AW = 2 allows for 
greater experimental accessibility for assembling synthetic ecologies based on costless 
metabolite exchange. Our algorithm can nonetheless be applied to any {AW, AX; > 0}. 
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The list of all possible carbon sources was defined primarily from the carbon 
sources contained in the BIOLOG Phenotyping MicroArray 1 (PM1) plate, which is used 
for phenotyping and curation of genome-scale metabolic models178–180. The carbon sources 
we selected are common mono- di- and polysaccharides, all 20 amino acids, dipeptides, 
and organic acids contained in the PM1 plate. We also supplemented the list with additional 
carbon sources known to be consumed by the in silico organisms, for a total of 108 
(Supplementary Table 2). 
To permit uptake of the metabolites in the medium, the constraint on the uptake 
flux bound '&()  for each exchange reaction pertaining to a medium metabolite was 
removed in each of the models 4 and 5. This bound was fully removed ('&() =1000 
mmol*gDW-1*hr-1) for non-limiting medium components, and was set to ('&() =10 
mmol*gDW-1*hr-1) for the growth-limiting carbon sources 1 and 2. This latter value is 
drawn from experimentally-estimated uptake rates of sugars by E. coli in exponential 
growth conditions173, and is applied equally to all other species to simulate general 
availability of the carbon sources in the environment. In all aerobic simulations, the 
maximum uptake rate for oxygen was also unconstrained ('&() =1000 mmol*gDW-1*hr-
1), so as not to explicitly model conditions similar to those of overflow metabolism. All 




Computing growth, secretion, and cross-feeding 
We describe the FBA operations at the core of our algorithm as a function \ that, given a 
medium condition / and organisms 4 and 5, outputs the binary growth status ] of the 
organisms, as well as the set of metabolites 6 secreted costlessly by the organisms:  
\({/, 4, 5}) = {], 6} 
Each in silico experiment # for a given organism pair with a pair of carbon sources 
is made up of an initialization step, an expansion step consisting of series of applications 
of \, and a completion step (Supplementary Figure 2). In the initialization step, two 
organisms 4 and 5 are selected, and a medium /- is defined. /- contains the minimal 
medium /&NO, two carbon sources 1 and 2, and the variable 3, which denotes the presence 
or absence of oxygen. 
In the expansion step, the function \ is applied for a series of iterations 7. In each 
iteration,	\ simulates the growth of both organisms in the current medium condition and 
returns the Boolean growth statuses ]0 = {=`, =a} (where =`, =a = {0,1}) of both organisms 
and the set of any costlessly-secreted metabolites, 60. To avoid recording metabolites 
reported to be secreted only as a result of numerical uncertainty in FBA, a minimal lower 
flux bound of 0.01 mmol*gDW-1*hr-1 was applied as a cutoff for determining secretion. If 
at least one organism in the pair grows, the medium is supplemented with 60: 
/0bc = /0 + 60. 
As long as new metabolites continue to be secreted into the medium, that is, 
/0 > /0ec, 
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\ continues to be applied. This stepwise expansion simulates the organisms responding to 
the costlessly-secreted metabolites being secreted and generating a richer medium. The 
completion step occurs when no new metabolites are secreted, 
/0 == /0ec 
and the final iteration before this stabilization occurs is defined as 7;. Our algorithm 
therefore carries out individual in silico experiments #`,a
>,?,f, defined as the output resulting 
from 7* applications of \ given organisms 4 and 5, carbon sources 1 and 2, and the presence 




0i = \({/-, 4, 5})0hc
0i . 
 
Dynamical modeling of interaction motifs 
We designed a dynamical modeling method to simulate the long-term stability of each 
pairwise interaction type observed in our in silico experiments. We first established a graph 
theory framework to map each simulation to a specific interaction motif, each of which 
accounted for the general interaction type (non-interacting, commensal, or mutualistic), the 
number of carbon sources consumed by the pair, and the competition status for the carbon 
sources (“a” denotes no competition, “b” denotes competition) (Figure 7a). We next 
applied a differential equation-based growth model to each specific motif. Since motifs 
with two carbon sources can be represented by more than one motif topology, we selected 
one representative topology from these motifs to simplify the space of dynamical modeling 
simulations. These equations were modeled off Monod dynamics181 and are intended to 
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simulate growth of species in a chemostat, with constant replenishment of medium 






s − tj` (2) 
where H&(),` is the maximum specific growth rate of organism 4 in h-1, J> is the 
concentration of carbon source 1 in g*L-1, nop,qr  is the concentration of 1 at which 
organism 4 reaches half its maximal growth rate in g*L-1, and t is the chemostat dilution 
rate in h-1. If two carbon sources are present and the organism is determined to take up both 
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s − tJ> (3) 
where 	vqr is the nutrient input rate for J> in g*L
-1*h-1, and %qr is the ratio of nutrient 
consumed by the organism 4 in gnutrient*gcells-1. This equation is modified with an additional 
term (organism 5) to simulate competition for J>. 
To simulate metabolic exchange, equations for the abundances of costlessly-
produced metabolites (Jw ) in g*L-1 were defined as follows: 
 kJw`
kl






s − tJw`) (4) 
Here, metabolite Jw` is produced by organism 4 and consumed by organism 5. nqwp is the 
synthesis rate of the metabolite in hr-1, %qwp,ox  is the ratio of metabolite consumed by the 
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population ja in gmetabolite*gcells-1, and nox,qwp is the concentration of metabolite needed for 
the population ja to reach half of its maximum growth rate in g*L-1. 
We then combine equations 2-4 to fit the particular motif being modeled 
(Supplementary Figure 9). The values of the parameter values are described in 
Supplementary Table 4 and are based on values reported by Smith182, Balagaddé et al.183, 
and those based on reasonable estimates for resource consumption. For each motif, we vary 
the maximum specific growth rate of both organisms from 0 to 1 hr-1 and run the simulation 
for 500 hours. If both organism abundances are above 0.05 g*L-1 at the end of the 
simulation, we determine the motif to be stable at the prescribed growth rates.  
 
Support vector machine classification 
We trained three separate support vector machine (SVM) classifiers to quantify the degree 
to which oxygen availability, species identity, and carbon source type contribute to the 
variability in secretion profiles. SVMs were constructed using the MATLAB function 
‘fitcsvm’ for the two-class oxygen availability vector, and using the MATLAB function 
‘fitcecoc’ for the multi-class species and carbon source category vectors. Secretion profiles 
were represented as a binary matrix, with each row representing a simulation and each 
column denoting a metabolite. Cross validation was performed by: 1. randomly partitioning 
the matrix of secreted metabolites into 10 sets of equal size, 2. training the classifier on 9 
of the sets and testing on the remaining set, 3. repeating training and testing for the 
remaining 9 partitions, and 4. combining accuracy statistics for each set. 
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Dynamic flux balance analysis simulations 
We carried out a set of simulations to determine the effect of substrate concentration on 
metabolite secretion patterns. For these simulations, we used the COMETS (Computation 
of Microbial Ecosystems in Time and Space) software package112, which uses dynamic 
flux balance analysis (dFBA)141 to integrate metabolic fluxes over sequential time 
intervals. This method enables specification of substrate concentrations as well as 
measurement of biomass growth and byproduct concentrations. As dFBA is more time- 
and computationally-intensive than our primary FBA-based algorithm, we limited the 
number of COMETS simulations to analyzing single organisms growing on one carbon 
source. For each organism-carbon source pair, we ran COMETS with three different carbon 
source concentrations (0.01 mM, 20 mM, and 200 mM) for a simulated two hours to 








Microbial community responses to environmental complexity 
 
This chapter has been published as the following preprint: 
Pacheco, A. R., & Segrè, D. (2020). The effects of environmental complexity on microbial 




Environmental composition is a major, though poorly understood determinant of 
microbiome dynamics. Here we ask whether general principles govern how key microbial 
community properties, i.e. yield and diversity, scale with the number of environmental 
molecules. By assembling hundreds of synthetic consortia, we found that community yield 
remains constant as a function of environmental complexity, in agreement with additive 
expectations of an idealized model. However, taxonomic diversity is much lower than 
expected. By quantifying this deviation with a metric for epistatic interactions between 
environments, we uncovered simple ecological rules that govern how communities respond 
nonlinearly to the coupling of different nutrient sets. Our results demonstrate that 
environmental complexity alone is not sufficient for maintaining microbiome diversity, 





Changes in environmental molecules can dramatically alter microbial community 
properties, as observed in dietary shifts in humans184,185 or nutrient fluctuations in marine 
or terrestrial ecosystems186,187. Moreover, in the nascent field of synthetic ecology, a central 
unresolved challenge is how to design communities with specific functions by engineering 
their molecular environments64,188,189. Despite its importance, we lack a generalized 
understanding of how environmental complexity, i.e. the number of different substrates, 
affects microbial ecosystems. Although classical ecological theories based on competitive 
exclusion and niche partitioning would suggest greater biodiversity in more complex 
environments115,190, factors such as organism-specific metabolic capabilities191,192 and 
interspecies interactions42,193 can cause significant deviations from this expectation. More 
recent studies exploring environmental complexity have reported conflicting results on its 
role in modulating growth yields and biodiversity194–197, motivating the need for a 
systematic exploration of its effects in well-controlled conditions. Here, we quantify how 
the yield and diversity of over 280 synthetic communities scale with increasing 
environmental complexity, examining how these properties differ from expectations based 
on those in simpler environments. Through a quantitative analysis by which we compare 
our data with mathematical models, we reveal that these scaling relationships can be 
explained by a set of ecological rules for combining environments, with implications for 




Assembly of multispecies communities and combinatorial nutrient conditions  
We first designed microcosms with varying degrees of initial taxonomic and substrate 
complexity (Figure 10a-d). Based on an experiment that assessed the nutrient utilization 
capabilities of various bacterial species (Supplementary Figure 10, Supplementary Figure 
11, Supplementary Table 10, Supplementary Table 11), we selected 13 organisms and 32 
carbon sources intended to maximize taxonomic variability across environments. These 
organisms, which are not representative of any particular biome, were also chosen as they 
can be readily cultured individually and introduced into combinatorial environments in a 
controlled way. We generated increasingly complex combinations of our 32 nutrients in a 
hierarchical manner, so that we could quantitatively compare the effects of higher-order 
combinations with those of simpler ones (Figure 10d). Additionally, each environment 
contained the same amount of carbon irrespective of nutrient complexity (Figure 10b), 
enabling us to specifically assess the impact of increased resource heterogeneity. Our 
organisms were inoculated into these environments at equal amounts (Supplementary 
Table 12, Supplementary Table 13), and the resultant cultures were grown and passaged 
into fresh media at rates informed by pilot experiments in order to maximize the chance of 
each having consumed the provided substrates and reached a stable composition 
(Supplementary Figure 12, Supplementary Figure 13b). In total, variants of this procedure 
were applied to generate 282 unique community-environment pairings (Supplementary 
Table 14).  
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Figure 10. Experimental schematic for testing microbial community responses to environmental 
complexity. (a). Communities were assembled by combining a defined number of organisms 
(Supplementary Figure 10a, Supplementary Table 10) at equal ratios. (b). These mixed cultures 
were then inoculated into deep-well plates containing a minimal medium plus equimolar 
combinations of up to 32 carbon sources (Supplementary Figure 10b, Supplementary Table 11, 
Supplementary Table 12, Supplementary Table 13). The communities were either grown in batch 
or diluted into fresh media over the course of several days (Supplementary Table 14). (c). Biomass 
yields were then assessed using a spectrophotometer and composition was determined using either 
agar plating or 16s sequencing. (d). Experiments are designed such that community phenotypes in 
more complex environments can be directly compared to simpler environments containing the same 
nutrients. Simpler environments are used to generate expectations of phenotype in more complex 
compositions. (e). Monod consumer resource modeling framework. Resources (pink and yellow) 
are utilized by organisms according to a stoichiometric matrix < and converted into biomass J. In 
this example, the bottom green organism is able to utilize both resources more efficiently than the 
top blue one as denoted in the shades in the < matrix and of the nutrient-organism arrows. The blue 
organism converts both the pink and yellow nutrients into a brown metabolite according to the 
species-specific stoichiometric matrix t. This secreted metabolite cannot be consumed by the blue 
organism in this example, but it can be utilized by the green organism as indicated by the < matrix 
and the arrows. 
Measuring synthetic community yield as a function of environmental complexity 
We initially asked whether and how the yield of a community as a whole varies with 
increasing environmental complexity. To generate an expectation of this effect, we applied 
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a consumer resource model (CRM, Figure 10e)198 to a statistical ensemble of simulated 
communities. This model predicted that, on average, community yield does not change 
significantly with environmental complexity (Supplementary Figure 14). Indeed, despite 
comprising a diverse set of organisms on heterogeneous nutrient combinations, our in vitro 
13-species community data closely matched this expectation (Figure 11a). To further 
explore possible deviations from this overall effect, we established a metric that quantifies 
how much the yield $	on a specific composite environment differs from the expectation 
based on its constituent environments (Figure 10d). This ‘epistasis’ metric #y , similar to 
those used to describe nonlinearities between genetic152 or environmental66 perturbations, 
is defined as the difference between the observed and expected yield on the combination 
of two environments z and {, i.e.,	#y = $(z{) − ($(z) + $({)) 2⁄ . An #y  value of zero 
would thus reflect the naïve assumption that, since all environments contain the same total 
amount of carbon, the yield in a complex environment should be the same as the 
combination of yields on its corresponding simpler environments.  
The distributions of yield epistasis scores #y  for our 13-species community 
(referred to as com13) and for the CRM simulations were centered at zero (Figure 11d), 
confirming that our experiment and the corresponding model match our expectation of 
yield additivity. Despite this overall behavior, various nutrient combinations in our 
experiments resulted in significant deviations from #y = 0 (Supplementary Figure 15). For 




Figure 11. Changes in community yield in response to environmental complexity. (a-c). Biomass 
yields for com13 (a), com3 (b), and com4 (c) measured at the experimental endpoint (6 passages 
at 48-hour frequencies, Supplementary Table 14). Here, the central mark indicates the median, the 
top and bottom box edges indicate the 25th and 75th percentiles, respectively, the whiskers extend 
to the most extreme points not considered outliers, and the red ‘+’ symbols indicate outliers plotted 
individually. Sample sizes are outlined in Supplementary Table 12. (d). Distribution of yield 
epistasis #y for all three communities and simulated communities predicted using a consumer 
resource model (CRM). The simulated communities are composed of 13 organisms whose nutrient 
utilization capabilities were randomly sampled 50 times from a uniform distribution. Upper bars 
denote mean and standard deviation. Significance levels are calculated between each community 
distribution and that of the CRM using a paired t-test, and are indicated by (***) } < 0.001 (} =
0.84 for com13, 3.6 × 10eÑ for com3, and 2.1 × 10eÑ for com4). 
displayed an #y  value of 0.13 (2Ö), indicating improved growth on this more complex 
composition than on the individual nutrients. Conversely, the combination of D-glucose 
and D-sorbitol resulted in an #y  score of -0.19 (3Ö), suggesting that the community might 
be displaying reduced efficiencies in using one substrate in the presence of another, 
representing a type of ‘resource interference’ previously observed experimentally194,199.  
While our 13-species community matched the expectation that yields are additive 
on average, we realized that this property could reflect at least two distinct underlying 
effects. On the one hand, additivity might be a property of the metabolism of individual 
organisms, which is propagated to the community level when organisms are cultured 
together. On the other hand, it could be an ecological property that emerges only in 
complex communities. To address this question, we compared the 13-species community 
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results with those of similar experiments performed on smaller (3- and 4-species) consortia, 
as well as on individual organisms. Surprisingly, the yields observed in these experiments 
deviated from the constant overall yield observed for the complex communities, instead 
increasing with environmental complexity (Figure 11b, c, Supplementary Figure 16, 
Supplementary Figure 17). Correspondingly, for both of the small communities and some 
of the individual organisms, the distribution of #y  was significantly skewed in the positive 
direction (Figure 11d, Supplementary Figure 17), suggesting that the additivity of yields 
on combined environments may not hold for individual organisms and small communities. 
This effect may be due to metabolic nonlinearities associated with each individual 
organism, which dominate the scaling of yield for small communities. However, these 
nonlinearities may dampen upon reaching a certain threshold of community complexity, 
giving rise to the flat yield scaling observed for com13 (Figure 11a, d). This would imply 
that the average yield additivity emerges as an ecological property, which may balance the 
metabolic synergy present in individual organisms (Supplementary Text). 
 
Environmental complexity is not necessary for maintenance of taxonomic diversity 
Our analysis has so far focused on a single collective trait of microbial communities, i.e. 
the total yield, but has not provided insight into how environmental complexity affects the 
balance between different organisms and the ensuing community structure. We thus used 
16s amplicon sequencing to measure the endpoint taxonomic distributions of two 13-
species communities under increasingly complex environments (com13, com13a, 
Supplementary Table 14). This analysis revealed considerable variation across different 
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environments (Figure 12a, Supplementary Figure 18) and high degrees of consistency 
across replicates and experiments irrespective of environmental complexity 
(Supplementary Figure 19, Supplementary Figure 20), suggesting that the assembly 
patterns of these communities are largely deterministic based on nutrient composition. To 
more deeply analyze the contributions of defined nutrient sets to specific community 
structures, we applied a clustering analysis that yielded an environment-phenotype 
mapping spanning our entire dataset (Supplementary Figure 30). This mapping 
demonstrated how distinct – and often unrelated – environments can nonintuitively result 
in similar taxonomic compositions, which reflect previously-identified family-level 
functional relationships in natural microbiomes (Supplementary Text, Supplementary 
Figure 31)42. 
Though the overall species abundance distributions in our communities were 
similar to those of natural microbiota200–202 (Supplementary Figure 21), we noticed that 
very few organisms out of the original 13 persisted in any single environment (Figure 12a, 
Supplementary Figure 18). To determine the possible cause of these losses in diversity, we 
examined the taxonomic compositions of com13 in single carbon sources, and found that 
many organisms did not persist in a community context despite being able to utilize a given 
substrate in monoculture (Figure 12b). This discrepancy was particularly striking in the D-
glucose condition, in which, despite all but one organism being able to metabolize this 




Figure 12. Endpoint taxonomic properties of 13-species community in up to 32 carbon sources 
(com13). (a). Mean species relative abundances. Environments with more than two nutrients are 
abbreviated (e.g. condition 4-1 contains the carbon sources in the first two 2-nutrient conditions, 
etc.). For complete environmental compositions see Supplementary Table 12. Gray circles indicate 
community growth below OD600 0.05. Initial compositions and compositions across all replicates 
are found in Supplementary Figure 20a. (b). Species-specific differences in growth between 
monoculture (Biolog assay, Supplementary Figure 11a) and single-carbon source community 
contexts. (c, d). Comparison of observed community species richness	Ü (c) and Shannon entropy	á 
(d) with phenotypes predicted by consumer resource models. The nutrient utilization capabilities 
of simulated organisms are either the same on average (CRM-A) or variable, allowing for 
generalists and specialists (CRM-B). Error bars indicate s.e.m. No significant increases in Ü or á 
were identified when comparing the single-nutrient cases to the 32-nutrient cases (one-tailed paired 
t-test	} = 0.107 for	Ü and 0.180 for	á). (e). Representation of the fraction of nutrients usable by 
each organism (âäã`å). Organisms are sorted by decreasing âäã`å. Left: each organism has the same 
fixed probability of consuming a given nutrient. Right: this probability varies for each organism, 
determined by the fraction of nutrients that were consumed by each organism in our initial 
phenotypic assay (Supplementary Figure 11a). (f, g). Distributions of species richness epistasis (#ç, 
f) and Shannon entropy epistasis (#é, g) scores for experiment and CRM. Upper bars denote mean 
and standard deviation. Significance values are calculated against the distributions for CRM-A and 
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are indicated by (***) } < 0.001	(} = 2.0 × 10eÑ for #ç and 1.6× 10eè	for #é). (h). Schematic 
and prevalence of different epistasis types. Illustrations are representative examples. Type I: The 
environment AB results in the presence of an organism not observed in either environment A or B; 
Type II: AB results in the union of organisms from A and B; Type III: AB contains only the 
organisms from the lowest-diversity environment; Type IV: AB results in a more complex loss of 
diversity. 
range of metabolic capabilities in monoculture, such as C. glutamicum, were not observed 
at all in the single-nutrient environments, suggesting that the structure of our communities 
was largely driven by competition. In support of this reasoning, we also found generally 
poor correlations between the yields reached by the organisms in monoculture and in 
com13 (Supplementary Figure 22), indicating that monoculture resource utilization 
patterns are not necessarily predictive of how an organism will behave in a community. 
Despite the prevalence of interspecies competition, there were instances in which 
organisms unable to grow in monoculture on a given nutrient did survive in the same 
nutrients in a community context (Figure 12b). For example, the community grown on D-
ribose contained P. putida despite its inability to utilize this substrate (Supplementary 
Figure 11b). A possible explanation is that P. fluorescens, which was present in high 
abundance, secreted organic acids that sustained P. putida after catabolizing D-ribose into 
glyceraldehyde 3-phosphate. Indeed, such metabolic transformations are well-documented 
in strains of P. fluorescens that share the relevant genes with our strain203–205. 
The availability of hierarchical nutrient combinations gave us the opportunity to 
extend our analysis of diversity to multi-nutrient conditions and ask whether, beyond 
anecdotal cases, general principles seem to govern the scaling of diversity at increasing 
environmental complexity. We thus first used our 16s data to calculate the species richness 
Ü and Shannon entropy á values of our communities at each degree of environmental 
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complexity – from 1 to 32 carbon sources. Our initial expectation that more carbon sources 
would create more niches and therefore lead to higher diversity was clearly contradicted 
by the data, as neither diversity metric increased significantly as a function of 
environmental complexity (Figure 12c, d). In fact, some single-carbon source conditions 
resulted in greater diversity than other more complex environments, suggesting that the 
number of substrates is not a key determining factor of taxonomic diversity for these 
communities. Moreover, species co-occurrence patterns that we observed in single-nutrient 
environments were not preserved in more complex settings (Supplementary Figure 23).  
In order to more systematically assess the effects of combinations of environments 
on diversity, we defined epistasis metrics #ç and #é for species richness and Shannon 
entropy, respectively. Like our epistasis scores for yield, these metrics quantify changes in 
taxonomic diversity based on expectations of these quantities on simpler environments:	
#ç = Ü(z{) −max(Ü(z), Ü({)) 
#é = 	á(z{) − max(á(z),á({)) 
These scores draw from expectations of a lower bound for Ü and á based on the intuition 
that a community on a more complex environment z{ should be at least as taxonomically 
diverse as that on z or {. By computing these epistasis values for community compositions 
simulated using our consumer resource model, we found that the predicted distributions of 
#ç and #é were both centered at zero (Figure 12f, g), confirming that our definition of 
epistasis constitutes a reasonable baseline to which we could compare our experimental 
results. In contrast to this basic expectation, but consistent with the low levels of diversity 
observed experimentally, the distributions of both scores for our in vitro 13-species 
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communities were significantly skewed to the left (#ç = −0.65 ± 1.47, #é = −0.50 ±
0.58; Figure 12f, g). In other words, our experiments revealed the pervasive presence of 
negative epistasis in how diversity behaves upon mixing two sets of resources. 
To better understand the causes underlying this phenomenon, we examined how 
the taxonomic compositions exhibited in individual environments translated to those in 
combinations of environments. We found that the taxonomic outcomes of combining two 
nutrient sets could be classified into four basic types (Figure 12h, Supplementary Table 
19). Interestingly, in about 20% of the cases displayed, the combined environment resulted 
in the appearance of one or more organisms that had not grown on the individual 
environments (Type I), suggesting the presence of beneficial interspecies interactions. 
However, the most common pattern emerging from our data was the dominance of the least 
diverse constituent environment (Type III, accounting for 40% of the cases). All instances 
of this dominance, which resembles complete buffering epistasis152, were associated with 
strongly negative values of #ç, accounting in large part for the overall negative bias of the 
distribution.  
The prevalence of the Type III pattern highlighted that even complex combinations 
of nutrients often lead to the dominance of a single organism (Supplementary Table 19). 
We thus sought to determine whether this observation could be explained by explicitly 
considering the nutrient use capabilities of our organisms. To do this, we applied our 
consumer resource model to simulate two sets of 13-species communities: one based on 
the naive assumption that all organisms consume the same number of usable nutrients on 
average (CRM-A), and another in which the proportion of nutrients usable by each 
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organism was based on our initial experimental phenotypic assay (Supplementary Figure 
11a), thereby reflecting the presence of metabolic generalists and specialists (CRM-B, 
Figure 12e). We found that, while species richness and Shannon entropy were predicted to 
increase with environmental complexity in the CRM-A communities (Ü reaching a 
maximum of ~7 coexisting species), they remained relatively flat in CRM-B communities 
(Ü reaching a maximum of ~3 coexisting species, a value very similar to experimental 
observations (Figure 12c)). Predicted epistasis scores were also negatively skewed in 
CRM-B (Figure 12f, g), suggesting that reduced taxonomic diversity in complex 
environments could be the outcome of competition in communities with uneven metabolic 
capabilities (Supplementary Figure 24). The important role of generalists in determining 
the final composition of a community was also confirmed by more detailed analyses of 
smaller communities, which illustrated that metabolic exchange could slightly dampen 
losses in taxonomic diversity (Supplementary Text). 
 
Discussion 
Disentangling how multispecies microbial communities grow on mixtures of substrates 
remains highly challenging. Though our simplified experimental system is still far from 
the complexity of natural microbiomes, it captures properties that go beyond those 
observable in small artificial consortia. In particular, we identified a simple additive 
principle that explains how average total yields remain invariant with increasing 
environmental complexity – a consequence of all available resources being efficiently 
utilized given enough organisms with varied metabolic capabilities. Though one could 
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expect this behavior to arise in communities well adapted to a specific environment, it is 
surprising that it also emerged in our synthetic consortia composed of organisms from 
different biomes grown on artificial combinations of carbon sources. The notion that 
synthetic communities may spontaneously converge to states resembling natural 
communities is also corroborated by the similarity of our taxonomic abundance 
distributions to those observed for a number of complex microbiota (Supplementary Text, 
Supplementary Figure 21). A closer analysis of the compositions of our communities also 
revealed that increased environmental complexity does not guarantee greater taxonomic 
diversity beyond that already possible on individual nutrients42. This result underscores the 
dependence of biodiversity on an interplay of features, such an appropriate balance of 
generalists and specialists and the existence of evolved interdependencies125,197,206. An 
improved understanding of the rules that govern how nutrient sets combine will therefore 
be necessary for designing complex communities with desired taxonomic properties, as 
well as for the generation of phenomenological laws and multiscale models that can shed 




Selection and initial metabolic profiling of organisms 
In order to maximize the chance of obtaining communities with diverse taxonomic profiles 
from different environmental compositions, the organisms selected were drawn from a 
number of bacterial taxa known to employ varying metabolic strategies. In addition, given 
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the growing relevance of synthetic microbial communities to industrial and 
biotechnological applications177,210–212, we chose to employ bacterial species that have 
previously been used as model organisms and have well-characterized metabolic 
capabilities. This criterion, paired with the availability of flux-balance models associated 
with a majority of these organisms, allows us to explore the metabolic mechanisms 
observed in our various experimental conditions with higher confidence. These selection 
principles resulted in a set of 15 candidate bacterial organisms spanning three bacterial 
phyla (Actinobacteria, Firmicutes, and Proteobacteria, Supplementary Table 10, 
Supplementary Figure 10a). 
A microtiter plate-based phenotypic assay was used to assess the metabolic 
capabilities of each of the 15 candidate organisms. Each organism, stored in glycerol at -
80˚C, was initially grown in 3mL of Miller’s LB broth (Sigma-Aldrich, St. Louis, MO) for 
18 hours with shaking at 300 rpm at each organism’s recommended culturing temperature 
(Supplementary Table 10). To maximize oxygenation of the cultures and prevent biofilm 
formation, culture tubes were angled at 45˚ during this initial growth phase. Candidate 
organism Streptococcus thermophilus was found to have produced too little biomass in this 
time period and was grown for an additional 8 hours. Each culture was then separately 
washed three times by centrifuging at 8000 rpm for 2 minutes, removing the supernatant, 
suspending the pellet in 1mL of M9 minimal medium with no carbon source, and vortexing 
or triturating to homogenize. The cultures were then diluted to OD600 0.5 ± 0.1 as read by 
a microplate reader (BioTek Instruments, Winooski, VT) and distributed into each well of 
three PM1 Phenotype MicroArray Plates (Biolog Inc., Hayward, CA) per organism at final 
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OD600 of 0.05. The carbon sources in the PM1 plates (Supplementary Table 11, 
Supplementary Figure 10b) were resuspended in 150 µl of M9 minimal media prepared 
from autoclaved M9 salts (BD, Franklin Lakes, NJ) and filter-sterilized MgSO4 and CaCl2 
prior to inoculation. The cultures in each PM1 plate were incubated at each organism’s 
recommended culturing temperature with shaking at 300rpm for 48 hours. After this 
growing period, the OD600 of each culture was measured by a microplate reader to 
quantify growth. To account for evaporation in the outer wells of the plates, which could 
yield in inflated OD readings, three ‘evaporation control’ plates with no carbon source were 
inoculated with bacteria at a final OD600 of 0.05 and incubated at 30˚C for 48 hours. The 
averaged OD600 readings of these plates were subtracted from the readings of the bacterial 
growth plates to correct for evaporation. A one-tailed t-test was performed using these 
corrected OD600 values to determine significance of growth above the value of the 
negative controls (p < 0.05). These final growth yields for the 15 candidate organisms are 
reported in Supplementary Figure 11a, and aggregated analyses of the growth profiles of 
the organisms are reported in Supplementary Figure 11b-d. 
After this initial metabolic profiling, Streptococcus thermophilus was not included 
in any of the subsequent experiments as it displayed too low of a growth rate in the initial 
overnight growth phase and grew very minimally (no more than OD600 0.2) in fewer than 
20% of the carbon sources in the PM1 plate. After inclusion in an initial mixed-culture 
experiment (com14, Supplementary Table 14), Salmonella enterica was also removed from 
future experiments due to its high levels of growth on all but one of the PM1 plate carbon 
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sources. Its exclusion, meant to prevent its complete dominance in the subsequent mixed-
culture experiments, resulted in a final set of 13 bacterial organisms. 
For experiments involving a subset of the 13 organisms, the organisms were chosen 
to ensure they could be differentiated via agar plating. In the 3-species community 
experiment involving E. coli, M. extorquens, and S. oneidensis in combinations of 5 
nutrients (com3a), the organisms were selected based on their easily differentiable colony 
morphologies (Supplementary Figure 25). In the second 3- and 4-species community 
experiments (B. subtilis, M. extorquens, P. aeruginosa, and S. oneidensis (com3 and 
com4)), selection was informed by differentiable colony morphology and additional 
metabolic criteria based on generalist-specialist relationships. Absolute growth yield on the 
Biolog PM1 plates was also considered, with the goal of including both high- and low- 
yielding organisms. Therefore, P. aeruginosa (high-yield generalist), B. subtilis (low-yield 
specialist), M. extorquens (low-yield generalist), and S. oneidensis (high-yield specialist) 
were selected. 
 
Selection of nutrients and assembly of combinatorial media 
The nutrients used in all experiments were selected from the 95 carbon sources contained 
in the Biolog PM1 Phenotype MicroArray Plate. This plate contains a variety of molecule 
types such as mono- and disaccharides, sugar alcohols, organic acids, amino acids, and 
more complex polymers (Supplementary Table 11, Supplementary Figure 10b). Using the 
metabolic profiling experiments for each individual organism as a basis (Supplementary 
Figure 11a), different criteria were established to choose the carbon sources used in each 
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experiment depending on the desired complexity of the environment. An overarching 
criterion was that each experiment contain at least one sugar, one organic acid, and one 
amino acid to increase the possibility of synergistic interactions between nutrients and 
nutrient use orthogonality between the organisms.  
For the communities grown in 5 carbon sources (i.e. com3a and com13a in D-
Glucose, pyruvate, D-glcNAc, L-proline, and L-threonine), the following criteria were 
applied: D-glucose was selected as it resulted in the highest yield of each of the individual 
organisms, pyruvate was an organic acid with relatively high yields, D-glcNAc was a more 
complex sugar that resulted in varying individual growth yields, and L-proline and L-
threonine were amino acids that resulted in generally high and low individual species 
yields, respectively. Communities were grown in all combinations of these five carbon 
sources (5 conditions of 1 carbon source, 10 of 2, 10 of 3, 5 of 4, and 1 of 5) for a total of 
31 unique environmental compositions (Supplementary Table 13). 
The carbon sources for the 32-nutrient experiments were selected based on the 
following criteria: nutrients in which generalists individually displayed low levels of 
growth but favored at least one specialist (3 nutrients), nutrients that resulted in high-
variance in growth yields across species (5 nutrients), and nutrients that resulted in low-
variance in growth yields across species (7 nutrients). These criteria were meant to increase 
the probability of observing more taxonomically diverse communities. The remaining 21 
nutrients were selected based on the total species-specific yields they conferred 
(Supplementary Figure 11a), with higher-yielding nutrients being prioritized. Communities 
were grown in selected combinations of these 32 carbon sources (32 conditions of 1 carbon 
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source, 16 of 2, 8 of 4, 4 of 8, 2 of 16, and 1 of 32) for a total of 63 unique environmental 
compositions (Supplementary Table 12). The selected combinations were chosen based on 
the Biolog biomass yields of the 13 organisms under each carbon source, with the lowest-
yielding nutrient (D-sorbitol) being paired with the highest (D-glucose) followed by the 
second-lowest and second-highest, etc.  
Combinatorial media conditions were assembled by resuspending each carbon 
source in distilled water to stock concentrations of 1.25 mol C/L and filter sterilizing using 
0.2 µm membrane filter units (Nalgene, Rochester, NY). Carbon source stock solutions 
were stored at 4˚C for no longer than 30 days. A liquid handling system (Eppendorf, 
Hamburg, Germany) was used to distribute the individual carbon source stocks in the 
appropriate combinations in 96-well plates. The combinatorial nutrient stocks were then 
sterilized with filter plates (Pall Corporation, Port Washington, NY) via centrifugation at 
4000rpm for 2 minutes. These were then combined with M9 minimal medium (containing 
M9 salts, MgSO4, CaCl2, and no carbon) and filter-sterilized water to final working 
concentrations of 50 mM C in 96 deep-well plates (USA Scientific, Ocala, FL) for a total 
volume of 300 µl. This working concentration was selected such that all organisms would 
not grow beyond the linear range of OD600 for biomass measurements. 
 
Culturing and quantification of microbial communities in combinatorial media 
All communities were assembled using a bottom-up approach, with each organism initially 
grown separately and diluted to the same starting concentrations before being combined in 
mixed cultures. For all experiments, each organism was inoculated from a glycerol stock 
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stored at -80˚C into 3 mL of LB broth and incubated at 30˚C with shaking at 300 rpm for 
18 hours. The culture tubes were angled at 45˚ to prevent biofilm formation and encourage 
oxygenation of the cultures.  
The overnight cultures were then washed three times by centrifuging at 8000 rpm 
for 2 minutes, resuspending in M9 medium without carbon, and vortexing and triturating 
if necessary to homogenize. The individual cultures were then diluted to OD600 of 0.5 ± 
0.05, combined at equal proportions, and inoculated in biological triplicate into the 
combinatorial media plates at final concentrations of OD600 0.05 in 300 µl. Each plate 
additionally contained three control wells: one uninoculated well with 50 mM C of D-
glucose to control for contamination, and two inoculated wells with no nutrient to assess 
the decay of the initial inocula. The communities were grown at 30˚C with shaking at 300 
rpm for periods of 24 or 48 hours before each passage. At each passaging step, the cultures 
were triturated 10 times to ensure the communities were homogenized and 10 µl were 
transferred to 290 µl of fresh media for the subsequent growth period. Yields of the cultures 
were quantified by transferring 150 µl to clear 96-well plates (Corning, Corning, NY) and 
reading absorbance (OD600) using a microplate reader (BioTek-Synergy HTX). Biomass 
quantities are reported as the difference between the raw OD600 readings of each sample 
and the mean OD600 value of the negative control wells. Outlying OD600 readings were 
removed by calculating Z-scores í for each individual measurement ì` using the median 






where ìî is the median across three biological replicates and 0.6745 represents the upper 
quartile of the normal standard distribution, to which the MAD converges. If the Z-score 
of an individual measurement exceeded 3.5, it was considered an outlier and removed. This 
process resulted in the elimination of 8 data points (out of 192) for com3, 15 for com4, 10 
for com13, and 17 (out of 768) across the four monocultures. A summary of the organisms, 
nutrients, and culturing conditions for each experiment is found in Supplementary Table 
14. 
Communities to be sequenced were centrifuged at 4000 rpm for 10 minutes and the 
supernatant was removed. Cell pellets were stored at -20˚C until DNA collection was 
performed using a 96-well genomic DNA purification kit (Invitrogen). To harvest the 
DNA, each cell pellet was resuspended in 180µl lysis buffer containing 25 mM Tris-HCl, 
2.5 mM EDTA, 1% Triton X-100, and 20 mg/ml Lysozyme (Sigma-Aldrich). The samples 
were mixed by vortexing and incubated at 37˚C for 30 minutes, after which 20mg/ml of 
RNase A (Invitrogen, Carlsbad, CA) and 20 mg/ml of Proteinase K (Invitrogen) with 
PureLink Pro 96 Genomic Lysis/Binding Buffer (Invitrogen) were added. The samples 
were mixed by vortexing and centrifuged after each reagent was added. The samples were 
incubated at 55˚C for 30 minutes, after which 200 µl of 100% ethanol (Sigma-Aldrich) 
were added. DNA from the resulting lysates was purified using a vacuum manifold 
according to the purification kit protocol (Invitrogen). Purified DNA was normalized to 15 
ng/µl using a NanoDrop 1000 spectrophotometer (Thermo Scientific, Waltham, MA). 
Library preparation was performed based on a paired-end approach developed by Preheim 
et al.213, which targets the V4 region of the 16s rRNA gene with the primers U515F (5’-
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GTGCCAGCMGCCGCGGTAA) and E786R (5’-GGACTACHVGGGTWTCTAAT). 
Libraries were sequenced using an Illumina MiSeq platform at either the MIT 
BioMicroCenter, Cambridge, MA (com13a) or at QuintaraBio, Boston, MA (com13). 
QIIME2214 was used to demultiplex raw files and produce FASTQ files for forward and 
reverse reads for each sample. DADA2215 was used to infer sequence variants from each 
sample and a naïve Bayes classifier was used to assign taxonomic identities using a custom 
reference database with a 95% confidence cutoff. 
Communities to be assayed by agar plating were diluted by a factor of 104 and 
spread on LB agar plates using autoclaved glass beads. Plates were prepared by autoclaving 
and distributing 18 mL of LB agar (Sigma-Aldrich) into petri dishes using a peristaltic 
pump (TriTech, Los Angeles, CA). Inoculated plates were incubated at 30˚C and imaged 
after 72 hours using a flatbed scanner for colony counting. Colony counts for com3 and 
com4 were adjusted based on a standard dilution of the community members at equal 
concentrations measured by OD. 
Significance between growth yields under differing environments was determined 
using a one-sided two-sample t-test with significance cutoffs of 0.05, 0.01, and 0.001. 
Species richness (Ü) is defined as the number of different organisms detected in a particular 
environment. Shannon entropy (á) is defined as follows: 
á = −ï}` logô }`
`
 
where }` is the relative abundance of organism 4 in a sample.  
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For hierarchical clustering analysis of communities, Spearman correlation 
coefficients were computed either for pairs of environments or pairs of organisms based 
on normalized vectors of species abundances. Hierarchical clustering was performed on 
the correlation coefficients using the ‘clustergram’ function in MATLAB, which calculated 
distances between clusters using the UPGMA method based on Euclidean distance. 
 
Computation of nonlinearity scores for yield, species richness, and Shannon entropy 
To quantify nonlinearities in how taxonomic diversity and balance could change in 
incrementally more complex environments, we first established definitions of expected 
values of species richness Ü and Shannon entropy á based on their values in lower-
complexity conditions. Let a combined set of nutrients z{ be defined as the union of 
nutrient sets z and {. For nutrient sets z, {, and z{, the vectors of species abundances in 
each set are defined as öõ, öú , and öõú , respectively. The species richness values Ü for each 
set are therefore simply the number of positive species abundance values in each vector. 
Based on the organisms that survived in sets z and {, we establish the naïve assumption 
that at least as many organisms as survived in either environment will also survive in set 
z{. We therefore define öùûüù0ãù†,õú as max(öõ, öú), and	Üùûüù0ãù†,õú as the number of 
organisms contained in this set. Our epistasis score for species richness #ç,õú  becomes: 
#ç,õú = Üõú − Üùûüù0ãù†,õú. 
We use a similar expectation to calculate Shannon entropy epistasis #é, where . We 
first calculate the observed á for nutrient set z{ as áõú = −∑öõú logô öõú , and the 
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expected á	for nutrient set z{ based on z and { as áùûüù0ãù†,õú = max	(áõ,áú). The 
epistasis score for Shannon entropy #é,õú is therefore: 
#é,õú = áõú − áùûüù0ãù†,õú. 
 
Flux balance modeling 
To estimate the number of secreted and absorbed metabolites in com4, we used 
experimentally-validated genome-scale models for each of the four organisms216–219. 
Genome-scale models are mathematical representations of the known metabolic capacities 
of individual organisms133. They are constrained by known maximum metabolic fluxes 
'q§û through internal and transport reactions, as well as by reaction stoichiometric 
constraints represented by a matrix Ü. Flux balance analysis (FBA), a mathematical 
optimization technique, can then be applied to the models in order to define the metabolic 
fluxes ' within the organism’s network that will maximize a particular objective, such as 
growth129. This technique allows us to interrogate the growth rate of organisms under 
specific environmental conditions, as well as rates of nutrient consumption and metabolite 
secretion.  
Our application of FBA uses the COBRA toolbox220 and is largely based off of an 
implementation used in a previous study66. Here, we employed FBA to simulate the growth 
of the four organisms in com4 in the 63 combinatorial medium conditions we tested 
experimentally. We first defined an in silico M9 minimal medium consisting of the various 
inorganic molecules present in the in vitro minimal medium (Supplementary Table 16). 
These molecules were provided to the genome-scale models at nonlimiting availabilities 
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by setting the corresponding maximum flux bounds 'q§û to 1000 mmol/gDW/hr. 
Depending on the environmental condition, we supplied each in silico organism with the 
appropriate carbon sources by setting the corresponding maximum flux bounds 'q§û to 10 
mmol/gDW/hr. We then applied FBA by maximizing the growth rate and minimizing the 
sum of the fluxes in the network. This latter step was employed in order to more closely 
model proteome usage and minimize metabolite cycling throughout the network175. The 
optimization problem applied is therefore:  
min	|M|, 
s.t.: 
S ∙ M = 0, 
'&NO ≤ M ≤ 	'&() , 
 
If an in silico organism grew on a given environmental condition, we recorded 
which organic metabolites were predicted to be taken up and secreted. These are 
summarized for all environments in Supplementary Table 17. 
 
Consumer resource modeling 
We employed a dynamical modeling framework to simulate the yields of arbitrary 
communities in increasingly complex environments, as well as the relative abundances of 
com4. The model is an adaptation of Robert MacArthur’s consumer resource model221–223 
and a subsequent modification by Marsland et al.198, which simulates the abundances of 
organisms over time as a function of resource availability, metabolic preferences, and 
exchange of secreted metabolites.  
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We define the individual species abundances as A` for 4 = 1,… , Ü, and the resource 
abundances as ¶> for 1 = 1,…í. The key variable in calculating the abundances A` is a 
stoichiometric resource utilization matrix <`>, which defines the uptake rate per unit 
concentration of resource 1 by organism 4 (Figure 10e). To calculate the growth of each 
organism on each resource, we multiply this matrix by a Monod consumption term 
¶> 	(n`,§ − ¶>)⁄  that simulates concentration-dependent resource depletion. Each 
consumed resource type 1 with abundance ¶> is therefore consumed by organism 4 at a 
rate <`> ¶> 	(n`,§ − ¶>)⁄ . These resources 1 are then transformed into other resources 2 by 
the organisms via a species-specific normalized stoichiometric matrix t>?`. A fraction ß of 
the resultant metabolic flux is returned to the environment to be made available to other 
organisms, while the rest is used for growth. In addition to these resource consumption 
terms, the species abundances are also defined by (i) a species-specific conversion factor 
from energy uptake to growth rate =`, (ii) a scaling term representing the energy content of 
each resource ®>, (iii) a quantity representing the minimal energy uptake required for 
maintenance of each species J`, and (iv) a dilution rate k. These terms are further defined 










™ − kA` (5) 
The resource abundances ¶> are first defined by a continuous external supply rate ´> in 
addition to the constant dilution rate k (Supplementary Table 18). Each resource is then 
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consumed, in a manner dependent on the matrix <`>, and converted to other nutrients based 















We selected the parameters for our equations based on experimental observations 
and quantities obtained from the literature. The dilution rate k was based on the 48-hour 
dilution timeframe we used in our experiments, in which 10 µl of culture was passaged into 
a total of 300 µl of fresh, uninoculated media. The resource input rate ´> was defined 
similarly for all nutrients, equaling the initial concentration of each nutrient divided by a 
48-hour dilution timeframe. Kinetic growth curves for com14 (Supplementary Table 14, 
Supplementary Figure 26a) were used to estimate the orders of magnitude for the remaining 
parameters, based on the community reaching an average of approximately 2.4 × 10¨ 
CFU/mL (OD600 0.3) within 20 hours in 50 mM C of D-glucose. The conversion factor 
from energy uptake to growth rate =`, as well as the energy content of each resource ®>, 
were set to 1 and 1 × 10¨, respectively, in order to approximate this magnitude of growth. 
The Monod resource consumption half-velocity constant was set to 3000 g/mL for all 
nutrients in order to approximate the experimentally-observed growth timeframe. Lastly, 
the minimum energy requirements for all organisms J` were informed by the community 
yields at steady state and the leakage fraction ß> was set to 0.8 based on community 
simulations in Marsland et al.198. These quantities are summarized in Supplementary Table 
18. 
 87 
In our initial CRM simulations, in which we generated a null model for community 
yield under increasing environmental complexity (Supplementary Figure 14), we simulated 
the growth of a community containing Ü = 13 arbitrary organisms. These organisms were 
defined by randomly-populated nutrient preference matrices <, in which each organism 
had a 50% chance of being able to utilize a particular nutrient. In this way, the organisms 
had comparatively even, though not necessarily intersecting, nutrient utilization profiles. 
Each community was simulated 50 times in each environment, so that the nutrient 
preference matrices could be randomly repopulated. This process allowed us to more 
effectively sample the large space of possible nutrient utilization matrices and obtain a 
clearer indication of how mean community yields changed in response to increasing 
environmental complexity. The environments were generated from a set of í = 32 
arbitrary nutrients, which were combined in a scheme similar to that of com3, com4, and 
com13: 32 conditions with one nutrient, 16 conditions with two nutrients, and so on, up 
until one condition with all 32 nutrients. To test the effects of metabolic exchange, our 
simulations contained between 1 and 10 unique secreted metabolites, which could also be 
consumed by organisms according to randomly-defined preferences in <. For a more 
realistic representation of metabolic conversion, these byproducts were matched with 
primary nutrients in conversion matrix t, which was randomly populated according to a 
transition probability of 0.25, meaning that a given metabolic byproduct had a 25% chance 
of being converted from a given primary nutrient. This matrix was normalized across each 
primary nutrient to ensure conservation of mass. Our results for yield, species richness, and 
Shannon entropy are presented as the average across all quantities of metabolic byproducts. 
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The initial species and resource abundances were set to 6 × 10≠ CFU/mL and 1.5 g/mL, 
respectively, to approximate the initial OD600 of 0.05 and the initial nutrient concentration 
of 50 mM C of glucose used in our experiments. We then simulated the growth of these 
communities over the course of 288 hours (based on com3, com4, and com13 culturing 
timescale) with a timestep of 0.01 hours and quantified their yields at the endpoints. 
For our simulations of species dynamics in com3 and com4, we parametrized the 
nutrient preference matrix < based on the growth yields of each individual organism on the 
32 individual carbon sources (Supplementary Figure 16b). To determine the fraction of 
each nutrient 1 that could be converted to a secreted metabolite 2, we used flux-balance 
models for each of the four relevant organisms216–219. We calculated the secretion fluxes of 
metabolic byproducts from the organisms under each of the 32 individual nutrients using 
the technique described above, and used the ratio of secretion to intake fluxes to populate 
the t matrix. This matrix was then normalized across each primary nutrient to ensure 
conservation of mass. Nutrient uptake efficiencies for these secreted metabolites were then 
assigned according to the same monoculture growth data used to define preferences for the 
primary nutrients. As with our initial arbitrary communities, initial species abundances 
were set to 6 × 10≠ CFU/mL and initial nutrient abundances were set to 1.5 g/mL. We then 
simulated the growth and potential metabolic exchange of all four community members in 
coculture over the course of 288 hours with a timestep of 0.01 hours in the 63 
environmental conditions for com3 and com4 (Supplementary Table 12). 
To simulate the growth of randomly-defined communities containing generalist and 
specialist organisms, we again relied on random sampling to populate the resource 
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preference matrix <. For our 4-species communities, we used a more stringent generalist-
specialist designation based on how many nutrients were able to be consumed by the top 
organisms in our Biolog assay: an organism was classed as a generalist if it was able to 
grow on more than 90% of the nutrients (e.g. P. aeruginosa), and a specialist if it was able 
to grow on fewer than 50% of the nutrients (e.g. B. subtilis). Therefore, if an organism was 
a generalist it had a 90% chance of consuming any given nutrient, versus a 50% chance if 
it was a specialist. For our first 13-species community, each organism had a probability of 
0.5 of utilizing a particular nutrient. In our second 13-species community, this probability 
was defined by the proportion of nutrients each com13 organism was able to utilize in our 
Biolog assay. For the nutrient conversion matrix t, we established a fixed probability of a 
particular organism 4 converting a nutrient 1 into a metabolite 2 of 25%. We carried out 
50 random simulations of these communities, randomly repopulating the < and t matrices 
each time to adequately sample the possible space of nutrient preferences and conversions. 
These simulations were also run with the same parameters, initial conditions, and 
timeframe as those for com4. 
 
Code availability 





Evolutionary algorithms for microbial community design 
 
This chapter is a manuscript in preparation to be submitted as: 
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communities via environmental modification. (In preparation). 
 
Summary 
Despite a growing understanding of how environmental composition affects microbial 
community properties, it remains difficult to apply this knowledge to the rational design of 
synthetic multispecies consortia. This is because natural microbial communities can harbor 
thousands of different organisms and environmental substrates, making up a vast 
combinatorial space that precludes exhaustive experimental testing and computational 
prediction. Here, we present a method based on the combination of machine learning and 
dynamic flux balance analysis (dFBA) that selects optimal environmental compositions to 
produce target community phenotypes. In this framework, dFBA is used to model the 
growth of a community in candidate environments. A genetic algorithm is then used to 
evaluate the behavior of the community relative to a target phenotype, and subsequently 
adjust the environment to allow the organisms to more closely approach this target. We 
apply this iterative process to in silico communities of varying sizes, showing how it can 
rapidly identify environments that yield desired phenotypes. Moreover, this novel 
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combination of approaches produces testable predictions for the in vivo assembly of 
microbial communities with specific properties, and can facilitate rational environmental 
design processes for complex microbiomes. 
 
Introduction 
Microbial communities are complex ecosystems that are crucial to the health and function 
of many biomes, from aquatic ecosystems to the human gut2,224–227. In addition to yielding 
a growing understanding of the composition of various microbial ecosystems228–230, recent 
advances in DNA sequencing and synthetic biology have enabled new efforts to engineer 
synthetic multispecies consortia for a variety of applications177,231,232. For example, 
multispecies systems have been designed to degrade complex substrates or pollutants233–
236, as well as to produce biofuels and molecules for human consumption236–239. Advances 
such as these portend the advent of new applications in synthetic ecology, in which 
communities of microbes can be readily designed for a vast number of useful outputs. 
However, this promise is hampered by the difficulty in genetically manipulating individual 
organisms at community scales, as well as by the lack of a mechanistic understanding of 
how environmental factors and interspecies interactions shape communities91,165,240. These 
challenges open up the important question of whether a more accessible parameter, i.e. the 
chemical composition of the environment, can be modulated to confer specific functions 
on microbial consortia. 
A number of studies have demonstrated the crucial role that changes in 
environmental composition play in defining microbial community phenotypes184–187. As 
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natural ecosystems contain complex combinations of different nutrients, studies have also 
begun to disentangle the nonintuitive relationship between community properties and 
resource identity and heterogeneity186,194,197,241,242. These observations point to the 
manipulation of environmental composition as a promising method for producing synthetic 
consortia with defined functions. However, recent work has demonstrated that community 
growth and structure can be so sensitive to environmental composition that even closely-
related environments can produce very different communities242,243. Therefore, in order to 
reach a phenotype of interest, in practice it often remains necessary to explicitly test a 
multitude of different specific nutrient combinations – a task that can quickly become 
experimentally intractable. For example, screening a consortium under all combinations of 
20 nutrients – a quantity vastly lower than the number of unique metabolites found in 
natural settings – would require 1.05 million individual experiments, a scale that remains 
inaccessible with current microbiological methods. Organism-specific computational 
models can be deployed to run in silico analogs of these experiments30–32, though the 
number of simulations required would also rapidly become computationally intractable for 
more complex environmental search spaces.  
Here, we present the design of a genetic algorithm (GA) framework to rapidly 
identify environmental compositions that result in target community phenotypes. Our 
method, conceptually similar to processes used to evolve communities toward specific 
functions244–246, searches large spaces of nutrient combinations to produce candidate 
environmental compositions that optimize a given ecological objective. As we currently 
lack, to our knowledge, large experimental sets of community phenotypes in combinatorial 
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environments, we used computational modeling to generate over 6,000 unique 
environment-community pairings. Using this dataset, we demonstrate the ability of our 
genetic algorithm to identify environments that confer specific target community 
taxonomic compositions and desired patterns of metabolic secretion and exchange. 
Importantly, this method is able to produce detailed community-level information without 
requiring explicit ecological parameters as input, allowing it to serve as a versatile tool for 




Generation of microbial community phenotypes in combinatorial environments 
In order to test our search algorithm, we first generated a mapping of environmental 
composition to community phenotype using a dynamic flux balance analysis (dFBA) 
technique. This method, carried out using the COMETS software package112,247, allows for 
a mechanistic evaluation of community growth and metabolic exchange using 
experimentally-validated computational models of individual organisms (see Methods). 
Predictions using dFBA have been shown to accurately recapitulate key microbial 
phenotypes, while also generating broader statistical mappings of community structure and 
interactions66,133,248. Moreover, the use of these models allows us to enumerate a complete 
set of environment-phenotype mappings that is large but tractable. This dataset thus permits 
us to identify every possible solution and evaluate the quality of solutions identified by our 
algorithm against a known maximum. Our mapping was generated by simulating the 
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growth of 13-species communities in a variety of environmental compositions. These in 
silico organisms were selected as they represent a diverse cross-section of taxa and 
metabolic capabilities. As such, their selection was intended to maximize the variability of 
yields, taxonomic compositions, and interspecies interactions across different 
environments. We used combinations of up to 4 of 20 different carbon sources in order to 
generate a total of 6,196 unique environmental compositions, to which we added equal 
amounts of all 13 organisms (see Methods). The growth of these communities in all 
environments were then simulated over a 24-hour timespan. 
Our simulated communities displayed high degrees of compositional variability 
across the environmental conditions we tested (Figure 13a). Specifically, six in silico 
organisms (B. subtilis, E. coli, P. aeruginosa, S. boydii, S. coelicolor, and S. oneidensis) 
reached relative abundances of more than 50% in at least one environment and all 
organisms encountered at least one environment in which they could not grow. Organism 
relative abundances displayed mean variances of 0.02, mean species richness values of 
3.30 ± 0.99, and mean Shannon entropy values of 1.29 ± 0.49 (Figure 13b,c), which were 
comparable to those of similarly-sized communities assayed experimentally242. Moreover, 
we encountered a wide distribution in the number of metabolic exchanges across 
environments. We define a metabolic exchange as the transfer of a unique metabolite from 
one organism to another, and found that our environments resulted in 435.49 ± 106.49 such 
transfers on average (Figure 13d). Interestingly, the failure of six organisms (K. 




Figure 13. Structural and ecological properties of simulated 13-species communities. (a). Relative 
abundances of organisms after 24 hours of growth in all 6,196 combinatorial environmental 
compositions. (b-d). Distributions of species richness (b), Shannon entropy (c) and total number 
of exchanges (d) observed across all environments. Here, one exchange is defined as the transfer 
of a unique metabolite from one organism to another, e.g. the secretion of metabolite J by organism 
z and its absorption by organism { represents one exchange. As our simulations contained 737 
unique metabolites, the total possible number of exchanges (i.e. if each organism transfers each 
metabolite to each other organism) totals @13
2
C × 737, or 57,486. 
 of which have a variety of metabolic auxotrophies150,151,249,250, to grow in any environment 
suggests that the levels of metabolic exchange observed in our communities was not 
enough to sustain these more specialized organisms. In sum, these results illustrate the 
nonintuitive relationship between environmental composition and community structure. 
 
A simple evolutionary algorithm rapidly identifies environmental compositions 
Having generated a wide array of phenotypic data, we designed a search algorithm to 
identify environments within our dataset that would result in specific community 
properties. This method, a genetic algorithm based on the process of natural selection251, 
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functions as follows: first, a population of â environmental compositions is generated, each 
containing a random assortment of a maximum of A unique nutrients. Community 
phenotypes (e.g. species abundances, interspecies interactions, metabolic secretions) on 
each environment are recorded, and each environment is scored according to the 
community function being optimized. A subset Ö consisting of the top-performing 
environments is then selected to be propagated to the next generation. The remaining 
â − Ö environments are generated by combining nutrients contained in the top Ö 
environments (crossover), and by introducing new nutrients (mutation) at rates defined by 
a parameter grid search (Supplementary Figure 35). These new â environments are 
provided to the in silico communities, and the optimization process continues for ! 
generations (Figure 14). The objective of the algorithm is therefore to converge to a final 
set of environmental compositions that confer the desired properties on the community 
being tested, without prior knowledge of the dataset’s structure.  
We first applied this framework to identify environments that would maximize the 
final taxonomic balance of our communities. Though it is uncommon for organisms to be 
equally represented innatural settings200–202,252–254, coexistence of multiple organisms is a 
desirable property for engineered consortia91,255 thus motivating the need to identify 
environments that result in relatively even species abundances. To do this, we applied the 
genetic algorithm to search for environments that would maximize the Shannon entropy of 
our in silico communities (see Methods). In order to gain a statistical representation of its 




Figure 14. Schematic of genetic algorithm process for microbial community design. (a). A set of â 
environmental compositions, each containing a varying number of limiting nutrients, is randomly 
generated. (b). The community phenotype observed in each environment is determined. As a 
representative example, this figure shows the GA process with taxonomic balance as the objective 
to be optimized. The environments are ranked according to their resulting communities’ taxonomic 
balance, and (c) the top Ö environments are selected. Here, the environments that yielded the top 
Ö = 2 taxonomically balanced communities are chosen. (d). A new population of â environments 
is generated. First, the top Ö environments are carried over into the new population as ‘parents’, 
and the remaining â − Ö ‘offspring’ environments are generated via multipoint crossover (i.e. the 
individual nutrients in the parents are shuffled to produce heterogeneous offspring). Variation is 
introduced into the new population via mutation, in which each individual element has a defined 
probability of being changed into a new one (red squares). (e). The process of environment ranking, 
propagation, crossover, and mutation is carried out for a total of ! generations. 
compositions of â = 10 environments. For each GA process, we recorded the generation 
at which the algorithm’s proposed solutions crossed the 99th percentile of all solutions as a 
way to quantify its performance. We found that, on average, our algorithm identified 
solutions that exceeded the 99th percentile of Shannon entropy values after approximately 
3 generations (Figure 15a, Supplementary Table 22). As each generation tested â = 10 
environments, this performance represents explicitly testing only 30 unique in silico 
experiments out of a total of 6,196 total nutrient combinations. Though the algorithm 
generally converged quickly to near-optimal solutions, we observed some variability in the 
specific environmental compositions it selected. For this particular objective, our method 
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resulted in 12 distinct environmental compositions across the 50 different random seed 
environments, all of which showed high degrees of consistency and taxonomic balance in 
the resultant communities (Figure 15a, inset). 
In addition to optimizing general ecological properties, we tested the capability of 
our algorithm to identify environments that would maximize more specific features. We 
first chose to optimize the relative abundances of individual organisms and selected B. 
subtilis, which grew in 2,130 out of 6,196 environments (Figure 13a), as a representative 
example. Again using 50 random seed sets, we found that the genetic algorithm was able 
to identify solutions that exceeded the 99th percentile of B. subtilis abundances after 
approximately 8 generations on average (Figure 15b). We found that our algorithm 
converged to fewer distinct environmental compositions for this objective across our 50 
random seeds, from which 4 distinct environments emerged (Figure 15b, inset). These 
environments nonetheless all conferred very high relative abundances to B. subtilis. Testing 
this capability for the remaining organisms revealed that similarly low numbers of 
generations were required to converge to optimal solutions (Supplementary Table 22), 
demonstrating the utility of this framework to identify environments that maximize 
individual species abundances.  
Interspecies metabolic cooperation, often associated with microbial ecosystem 
stability, is a common target mechanism for community engineering210,256. Nonetheless, 
identifying environments that lead to the emergence of specific interactions remains an 




Figure 15. Performance of genetic algorithm on various ecological objectives. The average number 
of generations (using 50 random seed sets of â = 10 environments) required to identify 
environments that surpassed the 99th percentiles of (a) community Shannon entropy, (b) the relative 
abundance of B. subtilis, and (c) the total number of metabolic exchanges between organisms. 
Insets show the organism relative abundances of the top environmental conditions identified. All 
quantities, including results for optimization of the remaining 12 organisms’ relative abundances, 
are found in Supplementary Table 22. 
desired patterns of metabolic exchange from our computational dataset. We set the total 
number of interspecies exchanges as our objective function, in order to identify the 
environments that would maximize metabolic cooperation across all organisms. Our 
genetic algorithm was able to identify environments that surpassed the 99th percentile of 
metabolic exchanges after 6 generations on average, representing a total of 60 in silico 
experiments (Figure 15c, Supplementary Table 22). Notably, the selected environments 
resulted in varied taxonomic compositions, ranging from those with high abundances of E. 
coli and S. oneidensis to those with more balanced compositions (Figure 15c, inset). This 
result suggests that, within our dataset, the degree of metabolic exchange does not 
necessarily correlate with community taxonomic composition. 
Given its ability to optimize the general prevalence of interspecies interactions, we 
tested our algorithm on more specific patterns of secretion and exchange. In particular, we 
sought to determine if we could identify environments that resulted either in greater 
metabolic flux toward one particular organism or in greater overall secretion of a particular 
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metabolite, as such specific phenomena are commonly leveraged for synthetic community 
design210,256. We again used B. subtilis as a representative organism to test the former 
capability, finding that our GA identified environments that surpassed the 99th percentile 
of metabolic exchanges toward this organism after 9 generations on average. Testing the 
same capability with our remaining organisms as targets showed similar performance 
(Supplementary Table 22). We next set the net community-level output of specific 
metabolites from all organisms as an optimization target, in order to identify environments 
that would maximize their secretion. To do this, we selected 24 metabolites: 12 that were 
most highly secreted across all 6,196 simulations, and 12 that were least secreted. For the 
former set, we found that our algorithm identified solutions surpassing the 99th percentile 
of secretion after, on average, 11 generations (Supplementary Table 22). However, our 
algorithm’s performance suffered for metabolites with low secretion flux, requiring on 
average 143 generations to reach this same benchmark. 
Despite eventually converging to near-optimal solutions for all of the metabolite 
secretion patterns we tested, the longer convergence time needed to identify solutions for 
some metabolites prompted us to quantify its dependence on the number of times a 
particular metabolite was observed. We thus analyzed the average number of generations 
needed to surpass the 99th percentile for a given target metabolite with respect to the 
number of times it was observed in our dataset, finding that these two quantities were 
inversely proportional to each other (Supplementary Figure 36a). Though this effect 
reveals a limitation of our method, a large number of generations is needed for a rare 
minority of objectives. For this dataset, we determined that the secretion of 61.4% of 
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organic metabolites could be maximized within 50 generations, with only 21.5% of 
metabolites requiring over 100 generations (Supplementary Figure 36b). 
 
Searching for community phenotypes in larger combinatorial spaces 
Having benchmarked our GA framework on an exhaustive environment-phenotype 
mapping, we aimed to test its performance in a much larger search space. We thus applied 
it to determine whether certain environmental compositions could yield communities with 
highly specific organism relative abundances. This goal draws from efforts to precisely 
control organism ratios in mixed cultures, which is particularly relevant for synthetic 
communities applied to the synthesis of biofuels or chemicals257–259. Here, we sought to 
identify environments that would allow one of three organisms – B. subtilis, E. coli, and S. 
coelicolor – to reach a high abundance in a community (95%), while maintaining the 
remaining two at low abundances (2.5%). We used a list of 154 limiting carbon sources, 
from which a maximum of 3 could be selected by our algorithm. This search space, 
consisting of 596,904 unique environmental compositions, remains computationally 
expensive to test explicitly using ecological modeling methods like dFBA and nearly 
impossible to test experimentally. Therefore, this application illustrates the capability of 
our GA framework to operate in an exploratory fashion within spaces that cannot be fully 
mapped.  
To search this larger combinatorial space, we carried out dFBA simulations of our 
community in the selected environments as they were produced by the genetic algorithm 
instead of generating a full environment-phenotype mapping a priori as above (see 
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Methods). The quality of these environments was assessed by calculating the sum squared 
error (SSE) between the resulting community compositions and our target abundances 
(0.95, 0.025, 0.025), and the objective of the GA was therefore to minimize this quantity. 
We found that, by iteratively searching this large combinatorial space, the GA framework 
was able to identify environments that allowed each organism to reach a high relative 
abundance while keeping the remaining two at low, but nonzero abundances (Figure 16a-
c). Interestingly, the algorithm converged on multiple such environmental compositions, 
indicating a type of metabolic flexibility with regards to specific final taxonomic 
compositions. 
We examined some of these environmental compositions in greater detail, 
identifying common interaction network structures that conferred the desired community 
phenotypes (Figure 16d-f). For example, in one of the environments that was selected to 
have B. subtilis dominate the community, our dFBA simulation revealed that it was the 
exclusive consumer of two out of three primary nutrients (L-arabinitol and arbutin, Figure 
16d). The third nutrient, L-histidine, was shared between the three organisms. A similar 
structure was also observed for the environments that optimized dominance of E. coli and 
S. coelicolor (Figure 16e,f), suggesting that nutrient specificity was a major driving force 
of organism dominance in these communities. We also observed dense networks of 
metabolic byproduct exchange, with molecules such as acetate, formate, glycine, and 
succinate being frequently transferred between organisms. Given that a crucial element of 




Figure 16. Simulated time-course trajectories of three-species community growth under various 
GA-determined environments. Genetic algorithm was used to determine environments that would 
allow B. subtilis (a), E. coli (b), and S. coelicolor (c) to reach abundances of 95% while the 
remaining organisms remained in the communities at basal levels. Dark lines indicate mean growth 
curves and shaded regions encompass the maximum and minimum relative abundances for each 
organism across 10 random environment seed sets. (d-f). Interaction network structures of 
representative environments that confer dominance to B. subtilis (d), E. coli (e), and S. coelicolor 
(f). Elongated ovals represent organisms, pink hexagons represent primary nutrients 
(environmental composition), and gray circles represent exchanged metabolites. Select commonly-
exchanged metabolites are labeled. 
exchanges (along with consumption of a third primary nutrient) may be allowing the 
communities to remain stable with the desired taxonomic proportions.  
 
Discussion 
The rational design of multispecies communities toward defined phenotypes is a 
challenging, yet enticing, goal of synthetic ecology. As the phenotypic traits of 
communities in complex settings remain difficult to predict82,242,260, fulfilling this potential 
will require a synthesis of computational and experimental methods that focus on different 
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aspects of these communities177,261,262. Here, we explored the potential for different 
combinations of limiting nutrients to shape the taxonomic structures and interaction 
properties of in silico microbial communities, and presented a search algorithm to identify 
specific nutrient combinations that would result in desired phenotypes. We showed how 
this algorithm was quickly able to identify high-quality solutions for a variety of ecological 
objectives: from overall taxonomic balance to specific organism abundances and patterns 
of metabolic secretion and exchange. Given these capabilities, this method represents a 
computationally-inexpensive way to rapidly screen very large combinatorial spaces to 
produce desired community properties. Moreover, in addition to optimizing the various 
objectives tested here, our dFBA-genetic algorithm framework can be extended to 
encompass a greater number of important environmental attributes, such as varying 
nutrient concentrations and spatiotemporal nutrient variation112,247. 
Despite the flexibility and mechanistic insight afforded by a dFBA approach, 
engineering synthetic ecologies in vitro will inevitably require experimental validation of 
modeling predictions. Our approach can be applied to this goal in two ways. First, in silico 
analogs of a desired experimental system may be iteratively screened as we have performed 
here, and the final environments generated by the genetic algorithm may then be explicitly 
tested experimentally. In this way, our method serves to generate an accessible number of 
testable hypotheses pertaining to specific ecological systems. Pairing of flux balance 
models and confirmatory experiments in this way has been used extensively to obtain a 
greater understanding of organism function as well as exploring previously unknown 
phenotypes133,174,263–265. However, as high-quality genome-scale reconstructions are 
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limited to relatively few well-characterized model organisms, the applicability of this 
method is limited to a small set of community taxonomic compositions. A second strategy 
can forgo the dFBA component altogether, and use the evolutionary algorithm as a way to 
search through experimentally-derived community phenotypic data. As we showed how 
the GA was able to reach high-quality solutions with relatively few experimental data 
points, one could envision implementing a similar framework alongside the in vitro testing 
of a community. Here, iterative cycles of testing could be fed into a GA structure, which 
could inform the next stage of experiments. Given the increasing accessibility of high-
throughput platforms for microbial ecology (e.g. microfluidics, microdroplets, etc.)266–268, 
a search algorithm like ours can feasibly be deployed alongside such techniques to rapidly 
reach predefined community objectives. 
 
Methods 
Generation of environment-phenotype mapping with dFBA 
We employed a dynamic flux balance analysis (dFBA) method141 to test the response of a 
multispecies community in a combinatorial assortment of environments. This process, 
which was carried out using the COMETS (Computation of Microbial Ecosystems in Time 
and Space) software package112,247, allowed us to extract a wide array of phenotypic data 
from simulated microbial communities. The process by which COMETS carries out these 
simulations has been outlined in detail in previous publications66,112,247, and was carried out 
in the following way for our application: (1) Combinatorial environments were generated 
by combining an in silico minimal medium with limiting quantities of a set of carbon 
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sources. This minimal medium, modeled after the composition of M9, contained molecules 
necessary for growth such as water, ions, and sources of nitrogen, phosphorus, and sulfur 
introduced at nonlimiting concentrations. Limiting amounts of 20 carbon sources were then 
added on an environment-by environment basis. These nutrients, an assortment of sugars, 
organic acids, and amino acids (Supplementary Table 21), were added in all combinations 
of up to 4 at equimolar ratios such that the total concentration of carbon in each 
environment was 50 mM C in 400 µL. This scheme resulted in 6,196 unique environmental 
compositions. (2) Genome-scale reconstructions129,133 of 13 specific microbial organisms 
were placed in our in silico media compositions. These organism-specific models span a 
wide range of taxa and metabolic strategies, and were selected to maximize variation in 
endpoint community composition and interactions across our combinatorial environments 
(Supplementary Table 20). Based on an approximate total inoculum of OD600 0.05 
corresponding to 1.6 × 10è cells in 400 µL, and a cell mass of 2.8 × 10ecÆ grams dry 
weight (gDW)269, all 13 organisms were inoculated into our in silico media at equal ratios 
of 3.45 × 10eè gDW for a total inoculum of 4.48 × 10e≠ gDW (OD600 0.05 total). The 
growth of these mixed cultures was then simulated in COMETS over the course of 24 
hours, with a death rate parameter of 0.1 and a timestep of 0.01 hours112. Once completed, 
the total final biomass quantities, relative abundances, and secreted and absorbed 
metabolites for each environment were recorded. 
For our second, exploratory application of the genetic algorithm, a larger pool of 
154 carbon sources was used from which a maximum of three nutrients were selected per 
environment, resulting in 596,904 unique environmental compositions. Three organism 
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genome-scale reconstructions (B. subtilis, E. coli, and S. coelicolor (Supplementary Table 
20)) from our list of 13 were used and inoculated into our environments in a similar way 
to that described above. However, we did not explicitly simulate the community 
phenotypes in all combinatorial environments. Instead, only the environmental 
compositions selected by the genetic algorithm in each generation were tested and their 
performance recorded as above.  
 
Design and parametrization of genetic algorithm 
A genetic algorithm is a search heuristic based on the principle of evolution by natural 
selection, which optimizes a particular objective function via the modification of a 
population of individual solutions251. Our selection of a genetic algorithm was based on its 
applicability to the optimization of nonlinear problems, which reflect the nature of complex 
environment-phenotype relationships in microbial communities. In our implementation, 
the individual solutions being modified are unique environmental compositions expressed 
as vectors denoting the presence of a particular nutrient. The objective function varied 
according to the phenotype being optimized. In this work, we selected a number of different 
objective functions to maximize, namely: (1) the overall Shannon entropy of a community 
as a reflection of taxonomic balance, (2) the relative abundances of each of the 13 in silico 
organisms, (3) the total number of metabolic exchanges, (4) the total metabolic flux 
directed at each of the 13 in silico organisms, (5) the total secretion flux of 24 different 
metabolic byproducts, and (6) the approximation of target relative abundances. The 
modifications of different solutions take place over the course of multiple ‘generations,’ in 
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which each solution is scored according to the phenotype being optimized, and the best 
solutions are used to seed a new generation of candidate solutions. This process continues 
with the intent of converging on a set of optimal solutions. 
Our implementation of the GA begins with a randomly-generated population made 
up of â environmental compositions. In order to demonstrate its extensibility to be used in 
parallel to an in vitro experimental system, we sought to minimize the number of 
environmental compositions â tested in each generation. Therefore, we limited the number 
of compositions to an experimentally-tractable â = 10 in each generation. The â 
environments were initialized with random assortments of up to A nutrients (A = 4 for our 
initial benchmarking study, and A = 3 for the second exploratory example). The 
community phenotypes resulting from each environment in the population (either pre-
generated dFBA data in our benchmarking study, dFBA data generated as-needed in our 
exploratory example, and, in principle, experimental data if being used alongside an in 
vitro system) are recorded and used to rank each environment according to the objective 
function. The algorithm then selects the top Ö environments to serve as ‘parents’ to the 
next generation of solutions. Having selected a set ofÖ parent environments, the algorithm 
then uses them to populate a new generation of â candidate solutions. This step takes place 
through processes of crossover (the individual elements of the parents are combined) and 
mutation (random, new elements are introduced). In our implementation, the parent 
nutrient vectors are linearized, and the remaining â − 	Ö environments are populated with 
random assortments of the nutrients contained in the parent vector. Mutation then occurs, 
in which the individual nutrients of all â environments are subject to being randomly 
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replaced by a nutrient yet unused in the set. The number of environments subject to 
crossover, as well as the probability of any individual nutrient being subject to mutation, 










 via a parameter grid search. To do this, we selected three representative objective 
functions: (1) maximization of community Shannon entropy, (2) maximization of the 
relative abundance of B. subtilis, and (3) maximization of the total number of metabolic 
exchanges. We then varied the values of }
<
 from 0 to 1 in intervals of 0.1, and the values 
of }
í
 from 0 to 0.45 in intervals of 0.05. The values of }
í
 were maintained under 0.5 in 
order to ensure the GA process would not diverge from optimal solutions via excessive 




, we applied our GA 50 times, each with a random 
seed set of â = 10 different environments. We then evaluated the performance of the GA 
for each objective using a performance score Ü. This score is based on a combination of 
two metrics: (1) the number of generations required for a set of solutions to surpass the 99th 
percentile of a given objective (!ØØ) and (2) the percentile reached at the final generation 
of the algorithm â∞ù±†. Since a lower !ØØ denotes better performance, the performance 
score Ü is defined as follows: 
Ü = ≤1 − !ØØ≥ ¥ + ≤â∞ù±†µ ¥ 
Where !ØØ≥  and â∞ù±†µ  are normalized from 0 to 1, such that Ü can range from 0 to 2. We 
found that the best [}∑, }∏] values were [0.7, 0.45] for our first objective, [1, 0.3] for our 




 values were consistent with commonly-used crossover parameter values270, we noticed 
low variability in performance scores Ü with respect to changing mutation probabilities }
í
. 
We thus used an average best [}∑, }∏] values ([0.8, 0.4]) for all of our GA objectives. For 
a population size of â = 10, a }
<
 value of 0.8 therefore results in Ö = 2 environments 
being selected to carry over and seed a new generation. 
Once a new generation of environments is created via carryover, crossover, and 
mutation, the community phenotype in in each environment is recorded, and the 
environments are ranked. In our implementation, this process of selection continues until 
a maximum of generations ! is reached (Figure 14). 
 
Code availability 




Metabolic modeling for engineered multicellular interactions 
 
Summary 
Understanding how individual components contribute to the function of living systems is 
a central goal of biology. Systems-level approaches, enabled by high-throughput data 
collection methods, have enabled new ways of mapping these relationships by identifying 
interactions that underlie complex phenotypes. In particular, constraint-based and 
dynamical metabolic modeling methods have emerged as powerful methodologies that 
have produced and validated key biological predictions in a variety of systems – from 
metabolite flux in bacterial fermentation pathways to symbiotic interactions in multispecies 
communities. The flexibility of this method, paired with the increased availability of cell- 
and species-specific metabolic models, makes it particularly relevant to biological 
engineering applications. Here, I detail the use of metabolic models in two such systems: 
a synthetic ecological switch made of two bacterial populations, and an in vitro 
representation of the human blood-brain barrier. In both of these applications, key 
metabolic interactions are described using constraint-based models, which elucidate the 
mechanisms that are necessary to maintain stability and function. These examples 
showcase the utility of metabolic modeling to the development of a broad spectrum of 




Engineering of synthetic ecological circuits 
Introduction 
Interest in the application of engineered microbial consortia to industrial, medical, and 
environmental processes is rapidly increasing thanks to an improved understanding of the 
crucial roles that microbes play in ecosystems across the globe177,231,232. Synthetic ecology, 
as this nascent field is known, is similar to synthetic biology in that it applies engineering 
principles to create a biological system with a novel designed function from basic 
parts177,262. However, it differs in that it involves the application of these principles to 
multispecies consortia. As such, it aims to leverage properties exhibited by natural 
microbial ecosystems (e.g. competition, division of labor, or interdependence) to a 
particular biological task. Given these complexities, the question arises as to why one 
would desire to embrace them when many individual organisms can readily be modified 
for a variety of applications. Indeed, engineering of single organisms (either through 
directed evolution or direct genetic modification) has enabled a broad range of applications 
from detection of inflammation in the human gut271 to the production of valuable 
compounds236–239. Nonetheless, communities of different microbes can perform functions 
that no organism could individually, and they often display greater stability and resiliency 
to perturbations210,272,273. Therefore, synthetic ecology represents a promising avenue to 
design new ecosystems with beneficial properties. 
Given their similarities, it is nonetheless useful to contextualize the field of 
synthetic ecology with advances in synthetic biology. In particular, it is important to 
recognize how the many successful synthetic biology applications emerging today could 
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not have been possible without a fundamental understanding of how their constituent 
genetic parts function. Pioneering studies achieved this understanding through the 
introduction of simple genetic circuits into bacteria, which laid the groundwork for the 
generation of more complex genetic devices154,274–276. One of these first circuits was the 
genetic toggle switch, a system composed of two genes that repress each other277. 
Activation of one gene vs. another could be achieved by the addition of a chemical inducer, 
which 'flipped' the system into one of two stable equilibrium states. The genetic toggle 
switch represented a breakthrough in genetic engineering, demonstrating how individual 
parts could be combined to confer a novel function into a living organism. Given that in 
synthetic ecology entire microbial species can be thought of as analogous to the genetic 
parts in synthetic biology177,261, we ask if a similar application of engineering principles 
can be applied in a synthetic ecology context: instead of manipulating the expression levels 
of genes, can the abundances of organisms be modulated? Such an application would not 
only yield fundamental knowledge about interspecies interactions, it would also lay a 
foundation for more complex synthetic ecosystem-wide behaviors. 
A number of research groups have made progress in engineering such circuit-like 
behaviors into multispecies consortia210,278. For example, Balagaddé et al. have created a 
synthetic predator-prey system in a microfluidic environment, demonstrating the process 
by which novel capabilities can be introduced into bacterial microcosms183. Despite their 
success in engineering this desired behavior, their experimental design and results highlight 
fundamental challenges that pertain to designing and sustaining synthetic ecologies. 
Namely, as multiple organism variants are involved, the stability of the system was difficult 
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to maintain over long timescales. Other groups have demonstrated long-term circuit 
stability in communities279,280, though fine-tuning such functions remains very challenging. 
Additionally, while synthetic circuits that rely on repression of a gene can re-activate target 
genes through induction, an extinct organism cannot be 'resurrected' in a synthetic 
ecological circuit. Therefore, if engineered suppression of a particular organism is desired, 
mechanisms must be in place to maintain suppressed organisms in a community at a basal 
level. 
Here, as a step toward engineering more complex synthetic behaviors in 
multispecies consortia, we outline a framework for the creation of a synthetic ecological 
toggle switch. This system, in which two distinct bacterial populations mutually suppress 
each other's abundances in a bistable fashion, serves as a conceptual platform to understand 
the synthesis of ecological and genetic mechanisms that are necessary to achieve desired 
community behaviors. We specifically leverage the exchange of costlessly-secreted 
metabolites, which we have previously determined to enhance species survival66, to 
stabilize our synthetic community. On top of this mutualistic structure, we introduce a 
genetic circuit based on cell-cell signaling to produce the desired bistable switching 
behavior. We show how this decoupling of mechanisms, modeled through a combination 
of stoichiometric and phenomenological techniques, has the potential to induce engineered 
behaviors in a community while preventing population collapse. Informed by preliminary 
experiments, we comment on technical challenges relevant to the development of 




Design of a synthetic ecological toggle switch 
We propose a synthetic ecological “toggle” system to dynamically control the relative 
abundances of two bacterial populations in a chemostat setting (Figure 17). The mechanism 
that induces this behavior is independent of primary metabolism, instead depending on 
cell-cell signaling molecules called acyl-homoserine lactones (AHLs). The expression of 
AHLs, which have been increasingly used to engineer community-wide behaviors135,278,281, 
can be readily tuned to achieve desired dynamic properties. In this system, the two cell 
populations are designed to exist in one of two states: “active” or “inactive.” In the “active” 
state, a population secretes an AHL that induces expression of a “suicide” gene in the other, 
causing its decline. Importantly, these states are controlled by two inducer molecules, such 
that when one population is in the “active” state, the other is in the “inactive” state. This 
dynamic is achieved via a genetic toggle switch in each population, which, depending on 
the inducer molecule introduced, causes the stable switching of the populations into 
opposite states (Figure 17). 
We have defined a phenomenological model to describe the dynamics of this system, based 
on literature and experimentally-derived values for AHL production and sensitivity 
(Methods, Supplementary Table 24)182,183. The model predicts stable coexistence and 
robust switching behaviors when the two populations are not competing for a limiting 
nutrient (Figure 18a). This scenario served as a basis for understanding the parameter space 




Figure 17. Design for a synthetic ecological toggle switch. (a). Schematic of desired circuit 
function. Upon application of an inducer at time l-, population 71 secretes an acyl-homoserine 
lactone (AHL) signaling molecule. This molecule is taken up by population 72, in which the 
expression of a “suicide” gene is induced, leading to the decline of 72. This state is then stably 
maintained by the two populations. (b). Proposed coarse-grained circuit topology of one half of the 
synthetic community toggle system (population 71). (1) In the absence of any inducer molecule, 
the genetic toggle switches in both cell populations are mutually repressive, blocking the secretion 
of any AHL molecule. (2) Inducer 42 is introduced, switching 71 into the “active” state and 72 into 
the “inactive” state. This lifts the repression of ∞2 in 71 and allows for the production of AHL 
molecule j1. The opposite effect occurs in 72, where ∞2 blocks the production of AHL molecule j2 
(not shown). (3) Molecule j1 is taken up by 72, inducing expression of a suicide gene which 
diminishes the abundance of 72 in the chemostat. Because ∞2 is active, this state is maintained 
unless inducer 41 is applied, which would result in the secretion of j2 and the decline of 71. In this 
way, transient induction with one of two molecules cause a bistable population switch in a 
chemostat environment. See Methods for detailed selection of relevant genetic components. 
Nonetheless, cocultures often do not exhibit such nutrient orthogonality in vitro. We thus 
modeled the system with the presence of metabolic competition between the two 
populations, which led to the collapse of one population upon activation of AHL secretion 
(Figure 18b). 
The collapse of the community under a realistic metabolic scenario indicates that 
an additional mechanism is required to maintain population stability in the presence of the 




Figure 18. Model-predicted performance of community toggle function under three metabolic 
conditions. Two community members with the same specific growth rates are allowed to reach 
stable equilibrium. At l = 100h, inducer 42 is introduced, leading to the production of AHL j1 
by 71, which induces the decline of 72. At l = 200h, the switch is reversed, causing 71 to cease 
production of j2 and 72 to begin production of j2. (a). No metabolic competition: The two 
populations are not competing for consumption of the limiting nutrient, allowing for stable 
switching behavior. (b). Competition: The populations compete for a carbon source, leading to 
collapse of 72 upon toggle induction. (c). Competition + mutualism: The populations are still 
competing for a limiting nutrient provided in the medium, but are each auxotrophic for one arbitrary 
amino acid. The opposite population costlessly produces the corresponding amino acid in a defined 
environment, which stabilizes the community and allows for switching behavior, albeit at a much 
lower OD. Dilution rates, starting abundances, growth rates, AHL production and sensitivity 
constants, and amino acid production and consumption coefficients are based on previously-
implemented AHL-based community circuits and are outlined in Supplementary Table 24. 
extensively to maintain stable multi-population consortia57,91,282,283, serves as a promising 
candidate to fulfill this requirement. However, given that most such schemes often involve 
extensive genetic manipulation to drive the secretion of relevant exchange metabolites, we 
drew from principles described in previous work66,242,284 to leverage environmental 
composition as a more accessible way to induce mutualistic interactions between the two 
populations. We specifically looked toward the “costless” secretion of certain metabolites, 
which occurs primarily as a function of environmental composition66. A system made up 
of two co-dependent populations can therefore be constructed as follows: (1) Two distinct 
metabolic auxotrophies can be engineered into each population via a targeted gene 
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knockout. (2) An environmental composition can be selected such that the metabolites 
required to fulfill the engineered auxotrophies are secreted costlessly by each of the 
populations.  
We determined that a number of environments can induce such mutualisms, which 
manifest in defined interaction topologies. We integrated one such mutualistic interaction 
topology into our model, which we parameterized with data derived from flux balance 
analysis (FBA) (see Methods). This modeling predicted maintenance of community 
stability in the presence of the AHL-mediated behavior, allowing for the bistable 
alternation of population abundances to take place (Figure 18c).  
This analysis indicates that obligate mutualism, driven by exchange of costlessly-
secreted metabolites, can stabilize a two-species microbial community in a chemostat 
undergoing an induced “toggle” switching behavior. Moreover, it highlights the interplay 
between the metabolic and genetic components that confer a particular engineered function 
on a heterogeneous population. Guided by this modeling, we have selected and have begun 
to test candidate environments, genetic components, and cell lines that are compatible with 
our desired engineered behavior (see Methods).  
Despite this progress, significant challenges stand in the way of fully building the 
proposed community in vitro. For example, genetic drift, which currently lies outside the 
scope of our phenomenological modeling framework, can cause instabilities in the circuit 
over long timescales, leading to loss of circuit functionality285,286. Testing of circuit 
functionality in vitro in a chemostat over long timescales can elucidate the impact of 
genetic drift and loss of synchronization. The volume of the chemostat itself may be tuned 
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to mitigate this effect, though previous studies designing synthetic community-wide 
behaviors have relied on microfluidic chambers to prevent loss of synchrony183,287. Another 
challenge is the dependence of the system on reliable transcriptional regulation and AHL 
orthogonality. Although the modular design of the system allows the expression of each 
component to be tuned to a certain degree, it may not be enough to generate the desired 
behavior in vitro. In this event, alternative circuit architectures may be considered for more 
reliable implementation of the modeling predictions. It is also possible to use FBA to 
quantify the cost of cell-cell signaling218, which may enable a cost-benefit analysis in 
synthetic systems that rely on quorum sensing. Despite these challenges, this ongoing work 
represents a synthesis of computational modeling, synthetic biology, and ecological 
interactions that forms a conceptual structure on which to base the design of complex 
synthetic behaviors in microbial consortia. 
Methods 






s − t7` 
where 7` is the population abundance in g/L, Hq§û,` is the specific maximum growth rate 
of the population in hours-1, =` is the concentration of limiting nutrient in g/L, n0p,p is the 
half velocity constant for consumption of =` by 7` in g/L, and D is the dilution rate in hours-
1. The abundance of a resource gi is given by 
k=`
kl








where Ü∫p  is the nutrient stock concentration for =` in g/L, and %∫p  is the ratio of nutrient 
consumed by the population 7` in gnutrient/gcells. Production of a secreted metabolite í` by 









s − t(í`) 
where í` is the concentration of amino acid 4 in g/L, %∏op  is the synthesis rate of the 
metabolite in hr-1, %∏ªx  is the ratio of metabolite consumed by the population 7a in gM/gcells, 
and n∏0x is the concentration of metabolite needed for the population 7a to reach half of its 
maximum growth rate in g/L. 
Because commensalism (specifically, commensalism “C2b”) was the most 
prevalent interaction type predicted to be driven by costless metabolites in previous work66, 
we first incorporated this interaction motif into our dynamical model. To further narrow 
the space of possible interactions, we limited this analysis to interactions in which an amino 
acid was exchanged, as pairwise growth between species auxotrophic for costly amino 
acids have been shown to exhibit higher growth yields in coculture57. In previous work, we 
determined that a range of amino acids including alanine, arginine, methionine, and 
cysteine could be produced costlessly in various simulations; specifically, stable 
commensalism C2b involving amino acids was observed in approximately 15,000 out of a 
total of 49,000 total environments that yielded commensal interactions66.  
Motif C2b is defined by population 7c consuming resources =c and =ô, and 
producing metabolite íc. Population 7ô competes with 7c for =ô, and consumes íc. 
Population growth rates, carbon source consumption rates, and metabolite production and 
 121 
consumption rates were obtained from previously reported FBA simulations66. This 
framework can be readily modified to describe mutualism, among other interactions. 
We next introduced AHL-driven dynamics into our model. Here, the growth rates 
of individual population 7` are defined similarly to the commensal case, with the addition 











æ − t7` 
where k` is the death rate of the population as the result of suicide gene expression in hr-1, 
zù,a is the extracellular concentration of AHL from population 7a in nM, nõù,` is the 
concentration of AHL needed to induce the suicide promoter to half its maximal value in 
nM, and 2 is the Hill coefficient. Concentration of extracellular AHL is defined as:  
kzù,`
kl
= nõo,`7` − zù,`≤kõΩ,p + t¥ 
where nõo,` is the production rate of AHL zù,` in nM•L/g/hr, and kõΩ,p is the extracellular 
degradation rate of the AHL in hr-1. 
To simulate competition between the populations, growth of both populations 
depended only on a single carbon source =`. To yield obligate mutualism and resource 
sharing, amino acid production and consumption was incorporated according to the 
equation for †õõp
†ã
. This format allowed for simulation of an arbitrary mutualism scenario 
“M2b”, with competition for one of two carbon sources and obligate crossfeeding of two 
secreted metabolites66. Parameter values for growth, resource consumption, and AHL 
production are reported in Supplementary Table 24. 
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We next outline the selection of genetic components for our ecological toggle 
system. We have designed and begun testing a proposed circuit topology for an 
implementation of the proposed toggle community in two E. coli variants. This design is 
based on previous work involving AHL-mediated communication and application of 
“suicide” genes for population control183,278. The chosen “suicide” gene codes for the CcdB 
protein, which belongs to a type II toxin-antitoxin system. CcdB is a poison that interacts 
with DNA gyrase in the cell, preventing cell division and becoming bactericidal at high 
concentrations288. 
The toggle mechanism is a modified form of the genetic toggle switch design 
implemented by Gardner et al.277, with pLac (BBa_R0010) and pBAD (BBa_I0500) 
serving as the toggle promoters, repressed by proteins LacI (∞c) and AraC (∞ô), respectively. 
Each state of the toggle can be induced by providing either IPTG (4c) or L-arabinose (4ô) 
into the medium. The mutually repressive nature of the switch results in a memory element, 
requiring only a transient external induction for one state of the switch to be active (Figure 
17). 
Expression of an AHL-synthesizing protein is under the control of this toggle 
mechanism. Upon exposure to inducer 4c (IPTG), for example, the toggle mechanism in 
population 7c will allow for transcription of an AHL-synthesizing protein. This protein will 
synthesize a signaling molecule that will diffuse into the environment and into cells of 
population 7ô. This population constitutively expresses a transcription factor that binds to 
the incoming AHL, inducing expression of the suicide gene CcdB. This induction is 
expected to result in population 7ô decreasing in abundance within the chemostat. 
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The system has been designed so that transient exposure to inducer 4ô will have an 
opposite effect on the community, ceasing expression of the AHL-synthesizing protein in 
population 7c and commencing expression of the AHL-synthesizing protein in population 
7ô. This way, only transient exposure to one of two inducer molecules is hypothesized to 
induce a stable switch in the relative abundances of two populations (Figure 17). 
The systems used for mediating cell-cell signaling are the commonly-used Rhl and 
Las quorum sensing systems isolated from Pseudomonas aeruginosa. We have begun 
building and characterizing components of these signaling systems to obtain the parameters 
needed to refine our dynamical models for AHL production and sensitivity. Namely, we 
have built a 2-transcriptional unit device containing a pRhlI promoter controlling the 
expression of GFP, followed by a unit constitutively expressing the regulator RhlR. Upon 
induction with C4-homoserine lactone (C4HSL), RhlR will bind to C4HSL and initiate 
transcription of GFP. Here, GFP fluorescence is a proxy for future expression of the CcdB 
gene. Induction has been quantified using a plate reader spectrophotometer, resulting in a 
half-induction constant of 102 nM of C4HSL (Supplementary Figure 37). Cloning of these 
parts has been carried out in a E. coli DH5a chassis with the use of a modified Modular 
Cloning (MoClo) assembly method289,290.  
Upon obtaining the range of promoter induction using standard concentrations of 
AHL, a bioassay will be carried out to quantify production of AHL by the opposing species. 
Two strains, one synthesizing C12HSL (induces the Las system), and another synthesizing 
C4HSL (induces the Rhl system) will be cultured separately. The inducible testing 
constructs described above will be exposed to supernatants from the producing strains, and 
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their fluorescence levels will be compared to those under standard concentrations of 
signaling molecules. 
The production, growth, and sensitivity values will be included in the dynamical 
models to further refine predictions for circuit functionality and stability, and further inform 
the design and implementation of the full toggle system.  
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Stoichiometric modeling of blood-brain barrier metabolism 
 
This section has been published in the following Article: 
 
Maoz, B. M., Herland, A., FitzGerald, E.A., Grevesse, T., Vidoudez, C., Pacheco, A R., 
Sheehy, S.P., Park, T.-E., Dauth, S., Mannix, R., Budnik, N., Shores, K., Cho, A., Nawroth, 
J.C., Segrè, D., Budnik, B., Ingber, D.E., & Parker, K.K. (2018). A linked organ-on-chip 
model of the human neurovascular unit reveals the metabolic coupling of endothelial and 
neuronal cells. Nature Biotechnology, 36(9), 865–874. 
 
Introduction 
The neurovascular unit (NVU) is a complex anatomical structure that regulates metabolic 
processes within the central nervous system291. It contains endothelial cells that form tight 
junctions as part of the blood-brain barrier (BBB), as well as a basal lamina that contains 
pericytes, astrocytes, and neurons292,293. The function of these neurons is highly dependent 
on the transport of nutrients through this structure, as well as on the complex metabolic 
interactions that occur between the cell types294. Because of this strong metabolic coupling, 
a loss of structural or functional integrity in the NVU can rapidly affect brain function291,295. 
Understanding the metabolic processes that are carried out in the NVU is therefore crucial 
to mapping the physiology of the central nervous system, as well as that of disease 
pathogenesis in the brain. 
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 Animal models, which are commonly used to assess the function of the NVU, are 
limited in their ability to mechanistically resolve the temporally-dependent metabolic 
exchanges between cell types296. Moreover, their applicability to human BBB function is 
hampered by species-specific physiological differences297. Various in vitro systems have 
therefore been developed to culture different NVU cell types and assay their metabolic 
function298. In particular, microfluidic organ chips have presented an accessible means to 
quantify the metabolic contributions of endothelial cells and astrocytes to neuronal 
function299–301. In this study, a linked brain-on-chip model is constructed to model 
metabolite flux across the BBB, in order to assay the dependence of neurons on specific 
nutrient contributions from different cell types265. In order to provide further mechanistic 
resolution pertaining to the synthesis of neurotransmitters by neurons, we carried out 
metabolic flux balance analysis to quantify the metabolic transformations that occur across 
the BBB. This analysis, coupled with proteomic and metabolomic measurements enabled 
by our microfluidic organ chip, provides a highly detailed view into neuronal metabolism 
and central nervous system function. 
 
Flux-balance modeling of NVU metabolic turnover 
The microfluidic device constructed to quantify metabolic turnover across the NVU 
consists of three distinct chambers: two ‘BBB chips’ containing pericytes, astrocytes, and 
human brain microvascular endothelial cells (HBMVECs), and one ‘brain chip’ containing 
neurons and astrocytes (Figure 19a). The brain chip is placed between the two BBB chips, 
such that the neurons receive nutrients only via the epithelial cells, pericytes, and astrocytes 
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that make up the engineered blood-brain barrier. Additionally, this configuration allows 
metabolite flux through the BBB to be sampled and quantified. 
In this study, we aimed to better understand the dependence of neuronal function 
on the metabolic contributions of cells making up the BBB. Specifically, we sought to 
determine the impact of BBB metabolic efflux on neuronal signaling, as measured by 
synthesis of the key neurotransmitter gamma-aminobutyric acid (GABA). Although the 
production of GABA is known to be coupled to levels of lactate and pyruvate via the 
tricarboxylic acid (TCA) cycle and shuttling of glutamine and glutamate302, the sources of 
these metabolites and the locations of their interconversions remain unknown303,304. To 
determine these mechanisms, C13-labeled glucose was supplied to the vascular channel of 
the influx BBB chip (Figure 19a). This C13-glucose was found to be transported across the 
artificial BBB, allowing it to penetrate into all downstream compartments265. Moreover, a 
consistent increase in C13-lactate and C13-pyruvate in each downstream compartment 
indicated the presence of glycolytic activity in each section of the NVU system. Given the 
brain’s preference for pyruvate as an energy source for neurons302, it is likely that 
glycolysis was carried out by astrocytes within the brain chip. Moreover, the synthesis of 
glutamine was detected in all chambers containing astrocytes, while C13-GABA was 
determined to be produced only in the brain chip. The synthesis of GABA demonstrated 
the functionality of the neurons, as well as the effects of metabolite flux through the BBB. 
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Figure 19. Quantification of metabolic flux across a decoupled neurovascular unit (NVU). (a). 
Schematic of NVU microfluidic device. Two BBB chips flank a central brain chip, which contains 
a mixture of human neurons (green) and astrocytes (blue). The two BBB chips are separated into 
upper and lower chambers by a porous membrane. The lower chambers contain HBMVECs 
(magenta) cultured in a cell culture medium mimicking blood, and the upper chambers contain 
astrocytes (blue) and pericytes (yellow) cultured in a culture medium mimicking cerebrospinal fluid 
(CSF). The membrane between the chambers allows for nutrient exchange across the artificial 
BBB. Nutrients can then flow into the central brain chamber, and metabolite concentrations can be 
quantified before and following entry through the brain chamber. (b). FBA-predicted GABA 
production (modeled as flux through synaptic cleft) under varied nutrient conditions. Fluxes are 
measured in µmol/gWB/min, where gWB denotes grams wet brain. In each condition, the neuronal 
uptake rate of either glucose (glc), or lactate and pyruvate together (lac and pyr) were fixed to each 
value along the x-axis at a resolution of 0.001 µmol/gWB/min. 
To quantify these findings, we carried out metabolic flux balance analysis (FBA) 
of the neurons in our system. This modeling was performed using a genome-scale 
metabolic reconstruction of the human neuron and astrocyte, which contains all the 
metabolic reactions that are known to occur in both cell types263. This model was further 
modified to fit the experimental constraints of our microfluidic NVU system (see 
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Methods). The metabolic flux of GABA, which is produced by neurons, across the neuron-
astrocyte synaptic cleft was quantified as a function of provided glucose, lactate, and 
pyruvate. While glucose was supplied exogenously, lactate and pyruvate were initially 
generated via glycolysis in the astrocytes and provided to neurons solely via the synaptic 
cleft.  
We found that the rate of predicted neurotransmitter production was in agreement 
with experimental measurements of C13-GABA within the microfluidic NVU265, 
demonstrating the quantitative accuracy of the model. As expected302, our model predicted 
that a basal level of exogenous glucose flux is a prerequisite for neuronal function and 
GABA synthesis, while much smaller uptake fluxes for lactate and pyruvate were required 
for near-optimal GABA production (Figure 19b). Nonetheless, the absence of astrocytic 
lactate and pyruvate resulted only in a nominal detriment to GABA production, 
demonstrating the capability of neurons to independently generate these prerequisite 
molecules via glycolysis305. We further determined via FBA that flux of exogenous lactate 
and pyruvate not produced by the astrocytes could contribute to neurotransmitter synthesis, 
a prediction that was corroborated by experimental measurements265. 
These results reveal the mechanisms that underlie neurotransmitter production and 
neuronal function. Specifically, they underscore the varied metabolic sources of neural 
signaling, and provide a quantitative basis for the contributions of astrocytes and pericytes 
to brain metabolism. Additionally, our decoupled NVU microfluidic system represented 
an accessible means to experimentally verify FBA-derived predictions, which further 
supports the utility of integrating mathematical models with experimental design. 
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Methods 
Flux balance analysis (FBA) was used to study the metabolic interactions between the 
neurons and astrocytes, as well as their reliance on external metabolite sources129,306. Our 
application of FBA relies on a genome-scale metabolic reconstruction of the human neuron 
and astrocyte263 based on the human metabolic network reconstruction Recon 1307, as well 
as on proteomic and metabolomic data that map gene expression in the parenchymal cells 
to metabolic reaction activity. Because GABA flux from the Brain on a Chip compartment 
was measured, the study’s GABAergic neuron-astrocyte reconstruction was selected as the 
most relevant to our application. The model contains an extracellular compartment, as well 
as neuronal and astrocytic cytoplasmic and mitochondrial compartments. Transport 
reactions between these compartments are unconstrained (vmax = 1000), and vmax values of 
metabolite exchange reactions with the environment were defined experimentally in the 
study. All fluxes are reported as µmol•g wet brain-1•min-1 and all FBA simulations were 
carried out using the COBRA toolbox, a MATLAB package for FBA model 
optimization174. 
The objective function for the neuron-astrocyte model was initially defined as the 
sum of fluxes of ATP in the neuron and astrocyte. FBA was run on the unmodified model 
to define the ATP demand of both cell types. The resulting fluxes were set as vmin values 
for their corresponding ATP demand reactions in subsequent simulations. L-lactate and 
pyruvate transport from the astrocyte to the neuron was blocked in order to measure the 
contribution of exogenous L-lactate, pyruvate, and glucose to neuronal GABA production. 
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With these constraints in place, neuronal GABA secretion was selected as the objective 
function to be maximized through FBA.  
Subsequent simulations varied the vmax values of either glucose, or equimolar 
quantities of L-lactate and pyruvate uptake from the environment. These simulated medium 
conditions are summarized in Supplementary Table 25, and were used to quantify variation 
in GABA exchange. 
Glucose, L-lactate, and pyruvate uptake vmax values were modulated from an initial 
vmax of zero to a maximum of 0.6 µmol/gWB/min - twice the published glucose uptake vmax. 
We note that the published exchange vmax values of L-lactate and pyruvate are two orders 
of magnitude lower than that of glucose, meaning that increasing these fluxes to glucose 
uptake levels represents a less physiologically-relevant phenotype. Nonetheless, this flux 
range was chosen to simulate high levels of L-lactate and pyruvate in the Brain on a Chip 
influx medium. 
Total neuronal GABA output under any set of constraints in a given time interval 
was calculated using the expression 
!z{zãøã = '¿õúõ 	×	J±ùäªø±	 × 	A±ùäªø±o 	×	∆l, 
where '¿õúõ	is in µmol•g wet brain-1•min-1, the mass of the neuron is estimated at 1e-6 g308, 
and the number of neurons in the Brain on a Chip is estimated at 65,000. 
 
Code availability 




Discussion and perspective 
 
This dissertation has explored the dependence of microbial interactions on multiple abiotic 
and biotic factors, with a particular focus on environmental composition as a key ecological 
modulator. In doing so, our results quantify the diverse and multifaceted nature of 
microbial interactions while outlining model-guided strategies to design engineered 
communities with novel functions. In the following section, we summarize some of our 
key findings and suggest possible avenues to explore the mechanisms that underlie 
microbial interactions, as well as future applications in synthetic ecology. 
 Microbial interactions are not only influenced by a multitude of factors, but are 
themselves key drivers of community structure and function15,42,58,121–123. In Chapter 1, we 
designed a rudimentary framework to quantify the presence of these factors as a way to 
compare interactions across experiments and biomes in a more standardized way. We 
argued how the growing availability of large datasets on microbial communities brought 
about by high-throughput technologies both enables and necessitates such comparative 
frameworks, which can yield a more comprehensive understanding of how interactions 
shape living systems. However, our ability to identify general ecological patterns based 
solely on the interactions identified in this study (Supplementary Table 1) remains 
incomplete. While future studies can continue compiling data from individual reports to 
address this limitation, this is a process that must currently be performed in a largely 
manual fashion. We therefore envision the creation of standardized formats for reporting 
 133 
interaction data, similar to those already utilized for metabolic networks and genetic 
circuits113,114. Such efforts would therefore enable more far-reaching analyses of the 
contributions of individual interaction mechanisms to ecological phenotypes across the 
biosphere. 
 Subsequent chapters focused on two ecological dependencies described in our 
analysis: metabolic cost and environmental composition. In Chapter 2, we established a 
baseline for how the secretion of “costless” metabolites could result in beneficial 
interspecies interactions. We showed how these interactions could enable the growth of 
new organisms in resource-poor environments, highlighting their role in the maintenance 
of biodiversity. Despite the quality of the organism-specific models we used in our study 
(Supplementary Table 9), even the best genome-scale metabolic models still contain a 
number of inaccuracies133,309. These can compound when combining two or more 
organisms, which impacts the predictive capacity of our pairwise in silico experiments. 
While our study was chiefly aimed at producing a statistical basis for the role of costless 
secretion in microbial ecosystems, future work can focus on validating the overall patterns 
of secretion and exchange we predicted computationally. Additionally, experiments 
involving metabolomics or cross-feeding assays can be designed to specifically test 
species-specific codependencies. 
 In addition to its purely computational nature, the work in Chapter 2 was limited to 
pairs of organisms grown on pairs of carbon sources. While this choice allowed us to more 
easily map environment to phenotype while still producing a very large set of interactions 
(~2 million simulations, Figure 3), the microcosms that were examined here were much 
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less complex than many natural ecosystems1–8. Our work in Chapter 3 partially addressed 
these concerns through an in vitro study on how increasingly complex environmental 
compositions affect communities of different sizes. We showed that an interplay between 
environmental complexity and composition, as well as species-specific metabolic 
capabilities, underlies patterns of taxonomic diversity in microbial communities. Future 
work can expand the number of organisms and environmental molecules we tested here in 
order to more broadly map the environment-phenotype relationships explored in our study. 
In addition, it remains to be seen whether other ecological principles and dependencies not 
explicitly studied here can further explain patterns of biodiversity in nature. For example, 
studies exploring resource heterogeneity have been largely limited to macroecological 
systems, in which the spatial distribution of nutrients has been shown to regulate population 
dynamics310,311. In addition, changes in nutrient concentrations have been shown to drive 
ecosystem-scale phenomena such as eutrophication312, as well as microscale interaction 
strengths313. Given the importance of these dependencies, as well as that of others such as 
pH139 and temporal fluctuations17,52–55, a larger-scale study that can integrate these factors 
can enable more unified theories on microbiome assembly. 
 An improved knowledge of how environmental composition and complexity 
modulate microbial ecosystems is also crucial for the engineering of synthetic 
communities. Chapters 4 and 5 of this thesis explored the idea that, as it remains difficult 
to engineer metabolic co-dependencies in microbial communities, it may be possible to 
rationally select environmental compositions that yield specific ecological phenotypes. We 
have shown how this is possible using a simple evolutionary algorithm, which we used to 
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find environments that maximized a number of community objectives. As this work was 
also carried out using genome-scale models of metabolism, it is limited by their predictive 
accuracy and mechanistic scope. More accurate models, as well as those that integrate a 
broader variety of mechanisms additional to metabolism133, can lead to enhanced 
applicability to engineered systems. Nonetheless, this evolutionary algorithm framework 
was designed with the possibility of direct experimental integration in mind. Enabled by 
new methods in automation and high-throughput testing266–268, one could envision such an 
algorithm directly assaying communities in a large number of environmental conditions, 
as we did computationally. Such capabilities could greatly facilitate the process of 
designing microbiomes, which, when paired with new technologies for targeted genome 






Appendix I: Supplementary Information for Chapter 1 
Supplementary Table 1. Microbial interaction catalog. 








- Parachlamydia Acanthamoeba spp. 
Candidatus 
Procabacter sp. OEW1 
Parachlamydia 





woodii Pelobacter acidigallici   Bacteria Bacteria   
3 
Acinetobacter - 












bacteria   Bacteria Bacteria   
6 
Archaea - 
Desulfosarcina Archaea Desulfosarcina sp.   Archaea Bacteria   
7 
Aspergillus - 
Streptomyces Aspergillus nidulans 
Streptomyces 




Chlamydomonas Azotobacter sp. Alternaria sp. 
Chlamydomona
s sp. Bacteria Eukarya Bacteria 
9 
Bacillus - 
Debaryomyces Bacillus sp.            Debaryomyces vanriji   Bacteria Eukarya   
10 
Bacteroides - 
Bacteroides Bacteroides ovatus  
Bacteroides vulgatus 
and others    Bacteria Bacteria   
11 
Bacteroides - 
Bacteroides Bacteroides, donor Bacteroides, recipient   Bacteria Bacteria   
12 
Bacteroidetes - 
Actinobacteria Bacteroidetes Actinobacteria    Bacteria Bacteria   
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13 Baumannia - Sulcia 
Baumannia 










adolescentis Roseburia sp.   Bacteria Bacteria   
16 
Burkholderia - 
Purpureocillium Burkholderia gladioli 
Purpureocillium 
lilacinum   Bacteria Eukarya   
17 
Burkholderia - 





Jidaibacter  Acanthamoeba spp.   Bacteria Eukarya   
19 
Cellulomonas - 
Diazotrophs Cellulomonas sp. Diazotrophs sp.   Bacteria 
Bacteria
, 
Archaea   
20 
Stachybotrys - 













Rhodoferax, or Delftia   Bacteria Bacteria   
23 
Donghicola - 
Phaeodactylum Donghicola sp. 
Phaeodactylum 
tricornutu   Bacteria Eukarya   
24 
Escherichia - 
Acinetobacter Escherichia coli  Acinetobacter baylyi   Bacteria Bacteria   
25 
Escherichia - 
Actinobacillus Escherichia coli Actinobacillus sp.   Bacteria Bacteria   
26 






Stenotrophomonas Fusarium oxysporum   Bacteria Eukarya   
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sulfurreducens    Bacteria Bacteria   




sulfurreducens   Bacteria Bacteria   
29 
Halomonas - 
Amphidinium Halomonas sp. 
Amphidinium 
operculatum   Bacteria Eukarya   
30 
Igniococcus - 
Nanoarchaeum Igniococcus hospitalis 
Nanoarchaeum 












pneumophila Acanthamoeba spp.   Bacteria Eukarya   
33 
Marinobacter - 
Scrippsiella Marinobacter sp. Scrippsiella trochoidea   Bacteria Eukarya   
34 
Mesorhizobium - 
Lobomonas Mesorhizobium loti  Lobomonas rostrata   Bacteria Bacteria   
35 
Mesorhizobium - 



















sp. ER1.6/6 Xylella fastidiosa   Bacteria Bacteria   









Viruses   
40 
Nitrosomonas - 
















thermautotrophicus    Bacteria Bacteria   
43 Phage - Escherichia Phage lambda Escherichia coli   Viruses Bacteria   
44 
Phytoplankton - 





Eukarya Archaea   
45 
Prochlorococcus - 




















filamentous form   Bacteria Eukarya   
49 
Pseudomonas - 























cerevisiae  Lactococcus lactis 
Lactobacillus 












Azospirillum Staphylococcus sp. Azospirillum brasilense   Bacteria Bacteria   
56 
Streptococci - 
Capnocytophaga Streptococci sp. Capnocytophaga sp.   Bacteria Bacteria   
57 
Streptococcus - 












thermophilus   
Lactobacillus 
bulgaricus   Bacteria Bacteria   
60 
Streptococcus - Oral 
caries community Streptococcus mutans 
Oral caries-associated 
community   Bacteria Bacteria   
61 Streptomyces - 
Actinomycetes 
Streptomyces 
coelicolor Actinomycetes   Bacteria Bacteria   
62 
Streptomyces - 





























s sp.      Roseiflexus castenholzii   Bacteria Bacteria   
68 Thioploca - Annamox Thioploca 
Anaerobic ammonium-
oxidizing (anammox) 





azotonutricium  Treponema primitia    Bacteria Bacteria   
70 
Trichoderma - 







harzianum Moniliophthora roreri   Eukarya Eukarya   
72 Vibrio - Salpingoeca Vibrio fischeri Salpingoeca rosetta   Bacteria Eukarya   





florentina      Lactobacillus nagelii             Eukarya Bacteria   
 
No. 
Specificity Initial fitness costs Benefits conferred 














1 1 unknown unknown unknown unknown unknown unknown 
2 0 0 0 - 1 1 - 
3 1 0 0 - 1 1 - 
4 0 0 0 - 0 1 - 
5 0 0 0 - 1 1 - 
6 0 0 0 - 0 1 - 
7 1 1 0 - 1 unknown - 
8 0 0 0 0 1 1 1 
9 0 0 0 - 0 1 - 
10 0 1 0 - 1 1 - 
11 1 1 1 - 0 1 - 
12 0 0 0 - 0 1 - 
13 1 1 1 - 1 1 - 
14 0 0 0 - 0 1 - 
15 0 0 0 - 0 1 - 
16 1 1 0 - 1 -1 - 
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17 1 unknown unknown - 1 1 - 
18 1 unknown unknown - 1 1 - 
19 0 0 0 - 0 1 - 
20 1 1 1 - -1 -1 - 
21 0 0 1 - unknown 1 - 
22 1 0 0 - 1 1 - 
23 0 0 0 - 1 1 - 
24 1 1 0 - 1 1 - 
25 unknown unknown unknown - 0 1 - 
26 1 unknown 1 - unknown -1 - 
27 1 1 1 - 1 1 - 
28 1 1 unknown - 1 unknown - 
29 1 1 1 - 1 1 - 
30 0 0 0 - unknown 1 - 
31 0 0 0 - 0 1 - 
32 1 0 1 - 1 -1 - 
33 0 0 0 - 1 1 - 
34 1 unknown unknown - 1 1 - 
35 1 1 1 - 1 1 - 
36 1 0 0 - 1 1 - 
37 0 0 1 - 0 1 - 
38 1 1 1 - 1 -1 - 
39 1 0 0 - 1 -1 - 
40 0 1 1 - 1 1 - 
41 1 0 0 - 1 -1 - 
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42 0 0 0 - 1 1 - 
43 0 0 1 - 1 1 - 
44 0 0 0 - 0 1 - 
45 0 0 0 - 0 1 - 
46 0 0 0 - 0 1 - 
47 0 1 1 - 1 -1 - 
48 1 1 1 - 1 -1 - 
49 1 1 1 - 1 1 - 
50 1 1 0 - 1 1 - 
51 0 0 0 - 0 1 - 
52 0 0 0 - 0 1 - 
53 0 0 0 0 1 1 1 
54 0 0 0 - 0 1 - 
55 0 0 0 - 0 1 - 
56 0 0 0 - 0 1 - 
57 1 1 0 - 1 1 - 
58 0 0 1 - 1 1 - 
59 1 1 1 - 0 1 - 
60 1 1 1 - 1 1 - 
61 1 1 1 - unknown unknown - 
62 0 0 1 - unknown 1 - 
63 0 0 0 - 0 1 - 
64 0 0 0 - 1 1 - 
65 0 0 0 - 1 1 - 
66 0 0 0 - unknown 1 - 
67 0 0 0 - 0 1 - 
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68 0 0 0 - unknown 1 - 
69 1 unknown unknown - 1 1 - 
70 0 0 0 - 1 1 - 
71 1 1 1 - 1 -1 - 
72 1 1 unknown - unknown 1 - 
73 1 1 1 - 1 1 - 
74 1 1 1 - 0 1 - 
 
No. 
Reported Dependencies Location 
Contact-dependent Temporally-dependent Spatially-dependent 
Relative to 
microbes Habitat 
1 1 0 1 Cytoplasm Aquatic/Soil 
2 0 0 0 Extracellular Aquatic 
3 1 0 1 Extracellular Biofilm 
4 0 1 0 Extracellular Aquatic 
5 0 0 0 Extracellular Soil 
6 0 0 1 Extracellular Aquatic 
7 1 0 1 Extracellular Soil 
8 1 0 1 Extracellular Synthetic 
9 0 0 0 Extracellular Aquatic 
10 0 0 0 Extracellular Multicellular host 
11 1 0 0 Membrane Multicellular host 
12 0 0 0 Extracellular Aquatic 
13 0 0 0 Extracellular Multicellular host 
14 0 0 0 Extracellular Multicellular host 
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15 0 0 0 Extracellular Multicellular host 
16 0 0 1 Extracellular Multicellular host 
17 1 0 1 Cytoplasm Soil 
18 1 0 1 Cytoplasm Aquatic/Soil 
19 0 0 0 Extracellular Soil 
20 0 0 1 Extracellular Multicellular host 
21 0 0 0 Extracellular Aquatic 
22 1 0 0 Membrane Aquatic 
23 0 0 0 Extracellular Aquatic 
24 1 0 0 Membrane Soil/Multicellular host 
25 0 0 1 Extracellular Multicellular host 
26 1 0 0 Membrane Soil 
27 1 0 1 Membrane Soil 
28 1 0 0 Cytoplasm Multicellular host 
29 0 0 0 Extracellular Aquatic 
30 1 0 0 Extracellular Aquatic 
31 0 0 0 Extracellular Food product 
32 1 0 1 Cytoplasm Aquatic/Soil 
33 0 1 0 Extracellular Aquatic 
34 0 0 0 Extracellular Aquatic 
35 0 0 0 Extracellular Aquatic 
36 0 0 0 Extracellular Multicellular host 
37 0 0 0 Extracellular 
Aquatic/Soil/Multicellular 
host 
38 0 0 1 Extracellular Soil 
39 1 0 1 Cytoplasm Soil 
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40 0 0 0 Extracellular Soil 
41 1 0 1 Cytoplasm Aquatic/Soil 
42 0 0 0 Extracellular Aquatic 
43 1 1 0 Cytoplasm Ubiquitous 
44 0 0 0 Extracellular Aquatic 
45 0 0 0 Extracellular Aquatic 
46 0 0 0 Extracellular Soil 
47 0 0 1 Extracellular Soil 
48 1 0 1 Extracellular Biofilm 
49 0 0 1 Extracellular Biofilm 
50 0 0 0 Extracellular Multicellular host 
51 0 0 0 Extracellular Multicellular host 
52 0 0 1 Extracellular 
Aquatic/Soil/Multicellular 
Host 
53 0 0 0 Extracellular Multicellular host 
54 0 0 0 Extracellular Food product 
55 0 0 0 Extracellular Soil 
56 0 0 1 Extracellular Multicellular host 
57 1 0 1 Extracellular Multicellular host 
58 0 0 1 Extracellular Multicellular host 
59 0 0 0 Extracellular Food product 
60 1 0 1 Membrane Multicellular host 
61 0 0 1 Extracellular Soil 
62 0 0 0 Extracellular Soil 
63 0 0 0 Extracellular Aquatic 
64 1 0 1 Extracellular Aquatic 
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65 0 0 0 Extracellular Soil 
66 0 0 0 Extracellular Aquatic 
67 0 0 0 Extracellular Aquatic 
68 1 0 0 Extracellular Aquatic 
69 0 0 0 Extracellular Multicellular host 
70 0 0 0 Extracellular Soil 
71 0 0 1 Extracellular Soil 
72 0 0 1 Extracellular Aquatic 
73 0 0 0 Extracellular Biofilm 
74 0 0 0 Extracellular Food product 
 
No. Compounds involved References 
Small molecules Nucleic acids Peptides Secondary metabolites 
1 unknown unknown unknown unknown 
315 
2 1 0 0 0 
316,317 
3 1 0 0 1 
316,318 
4 1 0 0 0 
120 
5 1 0 0 0 
69,319–321 
6 1 0 0 0 
69,83 
7 0 0 0 1 
322,323 
8 1 0 0 0 
69,77 
9 1 0 0 0 
69,105 
10 1 0 0 0 
206 
11 0 1 0 0 
324 




13 0 0 1 0 
69,325 
14 1 0 0 0 
69,326 
15 1 0 0 0 
69,326 
16 0 0 0 1 
327 
17 0 0 0 1 
106,323 
18 unknown unknown 1 unknown 
107 
19 1 0 0 0 
69,328 
20 0 0 0 1 
323,329–331 
21 0 1 0 0 
332 
22 1 0 0 0 
333 
23 1 0 0 0 
69,334 
24 0 0 1 0 
335 
25 1 0 0 0 
69,336 
26 0 0 0 1 
337 
27 1 0 0 0 
338 
28 0 0 0 0 
339,340 
29 1 0 0 0 
69,341 
30 1 0 1 1 
75 
31 0 0 1 0 
69,103 
32 0 0 0 0 
342 
33 0 0 0 1 
343 
34 1 0 0 0 
344 
35 1 0 0 1 
109 
36 1 0 0 0 
323,345 




38 0 0 0 1 
317,346 
39 0 1 1 0 
347 
40 0 0 0 0 
14,348,349 
41 0 0 0 0 
98 
42 1 0 0 0 
69,350 
43 0 1 1 0 
69,351 
44 1 0 0 0 
69,352 
45 1 0 0 0 
16 
46 0 0 0 0 
84,323 
47 0 0 0 1 
99,323 
48 0 0 0 1 
353 
49 0 0 0 1 
69,354 
50 0 0 0 1 
69,108 
51 1 0 0 0 
47 
52 1 0 0 0 
69,104 
53 1 0 1 0 
69,102 
54 1 0 0 0 
69,355 
55 0 0 1 0 
356 
56 1 0 0 0 
43–45,50 
57 0 0 0 1 
69,357 
58 1 0 0 0 
358–360 
59 0 1 0 0 
323,361 
60 0 0 1 0 
362 
61 0 0 0 1 
363,364 
62 0 1 0 0 
69,365 




64 1 0 0 0 
123,369 
65 1 0 0 0 
370,371 
66 1 0 0 0 
69,372 
67 1 0 0 0 
323,373 
68 1 0 0 0 
374 
69 1 0 1 0 
100,323 
70 1 0 0 0 
69,149 
71 0 0 0 1 
315 
72 0 0 1 0 
316,317 
73 0 0 0 1 
316,318 










Appendix II: Supplementary Information for Chapter 2 
 
Supplementary Figure 1. Three modes of in silico metabolite secretion by E. coli (iJO1366) in 
anoxic conditions as defined by FBA. What makes a metabolite costless is dependent on the 
environment. (a) Increasing the secretion flux of a ‘costly’ product, such as succinate, imposes a 
reduction in growth rate when glucose and glycerol are supplied as carbon sources. When the 
carbon sources are replaced with citrate and trehalose, succinate is secreted without a cost to growth 
rate. (b) With glucose and glycerol as carbon sources, E. coli is predicted to have a wide range of 
fluxes at which formate can be secreted without a cost to its growth rate. Formate would, according 
to our definition, be secreted ‘costlessly’ by E. coli under the applied environmental conditions. (c) 
Some costlessly-secreted metabolites must be secreted at a given rate in order to maximize growth. 
If an upper bound is placed on acetate secretion, E. coli must allocate resources away from biomass 
in order to cope with its limited ability to secrete fermentation byproducts. Acetate would therefore 





Supplementary Figure 2. Detailed example of single in silico experiment, illustrating three phases. 
Initialization: A minimal medium !"#$ common to all simulated conditions (composed of salts, 
metals, vitamins, as well as nitrogen, phosphorous, and sulphur sources) is defined prior to 
execution of the pipeline. This medium is supplemented with two carbon sources, % and &.The 
Boolean variable ' = {0,1} defines whether or not oxygen is present in the environment. Here, 
' = 1. These together define the initial medium set, !..Expansion: The function / is applied to 
genome-scale metabolic models of two organisms (1, 2) in a series of iterations, 4. In each iteration, 
/ simulates the growth of both organisms in the current medium condition and returns the Boolean 
growth statuses 56 = {78, 79} of both organisms and the set of any costlessly-secreted metabolites, 
:6. Here, in the first iteration, ;< = {1,0} since organism 1 grew but organism 2 did not. Since at 
least one organism in the pair grew, the medium is updated (!6=< = !6 + :6) and / is applied 
again until no new metabolites are secreted. Completion: When no new metabolites are added to 
the medium, the experiment is complete. The last iteration with any new secreted metabolites is 
defined as 4?. 
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Supplementary Figure 3. Correlation between total number of metabolites secreted costlessly and 
the number of expansions in each in silico experiment. (a,b) correlation for simulations with (a) 
and without (b) oxygen. We observe a poor correlation between number of secreted metabolites 
and number of expansions in both oxic and anoxic simulations. This lack of correlation suggests a 
lower rate of metabolite exchange with increasing iterations, with most organisms quickly 
stabilizing their environment within one or two expansions. With oxygen, for example, only the K. 
pneumoniae and Synechocystis pair exhibited more than three medium expansions, with acetate, 
formate, citrate, and L-malate being the only metabolites secreted at these iterations. These 
scenarios accounted for only 40 simulations. Without oxygen, there were 697 simulations that 
reached more than three medium expansions, with 10 organisms being represented. However, this 
anaerobic set was dominated by the S. cerevisiae-P. aeruginosa pair, with fermentation byproducts 












Supplementary Figure 4. Range of costlessly-secreted and exchanged metabolites. (a) Cumulative 
sum of in silico experiments in which metabolite was secreted (top), and sorted heatmap of 
metabolites secreted in at least one simulation, arranged by secreting organism (bottom). (b) 
Cumulative sum of in silico experiments in which each secreted metabolite was taken up by another 
organism (top), and sorted heatmap of metabolites secreted and taken up in at least one simulation, 







Supplementary Figure 5. Comparison of secretion profiles under alternative objective functions. 
The three alternative objectives (minimization of growth “Min Growth,” maximization of ATP 
production “Max ATP,” and minimization of ATP production “Min ATP”) are compared to the 
growth maximization “Max Growth” objective. NS is defined as the number of simulations in which 
a metabolite was secreted. (a,b,c) Comparison of values of NS between Max Growth and Min 
Growth (a), Max ATP (b), and Min ATP (c), respectively. Secretion profiles predicted under Max 
Growth were robust, with metabolite secretion frequencies correlating highly between it and Min 
Growth (R2 = 0.95), Max ATP (R2 = 0.99), and Min ATP (R2 = 0.95). The most similar condition 
to Max Growth was Max ATP, with only one metabolite (5'-Deoxyadenosine) being reported under 
Max Growth and not under Max ATP. We observed greater differences in predicted secretions 
between the maximization and minimization objectives, with 9 metabolites reported under Max 
Growth and Max ATP that were not present under Min Growth or Min ATP (Supplementary Table 
5). (d) Heatmap showing differences in NS by organism (@ = 0.002 ± 0.033). Differences are 












Supplementary Figure 6. Clustered Spearman correlation of secreted metabolites for simulation set. 
(a) Clustered correlations for simulations with oxygen. A strong co-occurrence of carbon-
containing compounds (e.g. acetate, succinate, glycerol, lactate, malate) is observed. Positive 
correlations between these molecules and central carbon intermediates (e.g. citrate, fumarate, 2-
oxoglutarate) are also present, in addition to co-secretion of nitrogen-containing compounds (e.g. 
ammonium, nitrate, urea). (b) Clustered correlations for simulations without oxygen. Strong 
correlations in secretion are observed between fermentation products and nitrogen-containing 
compounds, as well as among some amino acids (e.g. cysteine, methionine, alanine). 
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Supplementary Figure 7. Habitat-specific secretion patterns, growth outcomes, and interaction 
patterns. (a) Growth outcomes of all simulations, grouped by pairwise growth phenotype. Exchange 
of costlessly-secreted metabolic products can allow for substantial increases in the ability of 
organisms to survive (increases in growth-supporting environments of 65.5% in aquatic habitats, 
55.5% in soil habitats, and 50.7% in gut habitats). (b-d) Categories of secreted metabolites for 
aquatic, soil, and gut-associated microbes respectively. Percentages are relative to the number of 
simulations in which both organisms grew. (e-f) Overall distributions of 
competitive/noncompetitive interactions for aquatic, soil, and gut-associated microbes 
respectively. (h-j) Overall distributions of general interactions mediated by costless metabolites for 
aquatic, soil, and gut-associated microbes respectively. These interactions at the level of secreted 
metabolites exist simultaneously with competition or no competition for a primary carbon source. 
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Supplementary Figure 8. Cooperativity indices of all carbon source pairs. (a, b) Cooperativity 
indices for simulations with (a) and without oxygen (b). Heatmaps are clustered by average carbon 
source cooperativity index. We find that simple sugars generally exhibit relatively low 
cooperativity indices, meaning that they are able to sustain growth efficiently on their own. More 
complex molecules and dipeptides exhibit higher average cooperativity indices, indicating they are 
more effective in allowing for organism growth when in the presence of another carbon source. 
Distinct clusters of carbohydrates and amino acids appear, suggesting carbon sources have similar 
cooperative effects by type. Carbon sources are listed in Supplementary Table 7 for enhanced 











Supplementary Figure 9. Example of chemostat dynamical modeling for motif M1b (mutualism 
with one carbon source consumed and competition). (a) Schematic of motif, demonstrating all state 
variables and direction of metabolite flow. (b) Differential equations for modeling the motif. The 
organism abundances are defined by a maximum specific growth rate, @"EF, as well as the 
availabilities of the carbon sources and exchanged metabolites on which they depend. Carbon 
source abundances are defined by a constant influx rate, G", and by the consumption rate of each 
organism. Exchange metabolite abundances are defined by the abundance and secretion rate of the 
producing organism, as well as by the consumption rate of the consuming organism. All quantities 
are also governed by a dilution rate in a simulated chemostat. c Trajectories of state variables under 
two conditions, each defined by the maximum specific growth rates of the organisms. Condition 1: 
@"EF,< = 0.25	hrL<, @"EF,M = 0.8	hrL<; Condition 2: @"EF,< = 0.15	hrL<, @"EF,M = 0.8	hrL<. 
The dilution rate is set to 0.2	hrL< in both conditions and the remaining parameters and initial 
conditions are defined in Supplementary Table 3. Condition 1 shows a stabilization of the system 
with both organisms reaching similar abundances at equilibrium. This occurs despite organism 2 
having a much higher maximum specific growth rate than organism 1, as organism 2 must scale its 
effective growth rate down to account for its dependence on the secreted metabolite from organism 
1 (OP<). In condition 2, although the maximum specific growth rate of organism 2 is high, the 
maximum specific growth rate of organism 1 is less than the dilution rate. This difference leads to 
organism 1 being eliminated from the system, which, in turn, eliminates organism 2 due to its 







Supplementary Table 2. Carbon sources used in pairwise simulations. Metabolite names follow the 







Subcategory 2 Subcategory 1 Category 
1,3-Propanediol 13ppd Sugar alcohols Monosaccharides Carbohydrates 
Acetate ac Monocarboxylic acids Carboxylic acids Organic acids 
Acetoacetate acac 3-Oxocarboxylic acids Carboxylic acids Organic acids 
N-Acetyl-D-
glucosamine acgam Amino sugars Monosaccharides Carbohydrates 
N-Acetyl-D-
mannosamine acmana Amino sugars Monosaccharides Carbohydrates 
Adenosine adn Ribonucleosides Nucleosides Nucleic acids 
2-Oxoglutarate akg 2-Oxocarboxylic acids Carboxylic acids Organic acids 
D-Alanine ala-D Other amino acids Amino acids Peptides 
L-Alanine-L-
Asparagine ala-L-asp-L Dipeptides Amino acids Peptides 
L-Alanine-L-
Glutamine ala-L-gln-L Dipeptides Amino acids Peptides 
L-Alanine-L-
Glutamate ala-L-glu-L Dipeptides Amino acids Peptides 
L-Alanine-L-
Histidine ala-L-his-L Dipeptides Amino acids Peptides 
L-Alanine-L-
Leucine ala-L-leu-L Dipeptides Amino acids Peptides 
L-Alanine-L-
Threonine ala-L-thr-L Dipeptides Amino acids Peptides 
L-Alanine ala-L Common amino acids Amino acids Peptides 
L-Arginine arg-L Common amino acids Amino acids Peptides 
L-Asparagine asn-L Common amino acids Amino acids Peptides 
L-Aspartic acid asp-L Common amino acids Amino acids Peptides 
Butyrate but Monocarboxylic acids Carboxylic acids Organic acids 
Cellobiose cellb Disaccharides Disaccharides Carbohydrates 
Citrate cit Tricarboxylic acids Carboxylic acids Organic acids 
L-Cysteine cys-L Common amino acids Amino acids Peptides 
Deoxyadenosine dad_2 Deoxyribonucleosides Nucleosides Nucleic acids 
Dextrin dextrin Polysaccharides Polysaccharides Carbohydrates 
Ethanol etoh Sugar alcohols Monosaccharides Carbohydrates 
D-Fructose  
6-phosphate f6p Sugar 6 phosphates Sugar phosphates Carbohydrates 
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Formate for Monocarboxylic acids Carboxylic acids Organic acids 
Fructose fru Ketoses Monosaccharides Carbohydrates 
L-Fucose fuc-L Deoxy sugars Monosaccharides Carbohydrates 
Fumarate fum Dicarboxylic acids Carboxylic acids Organic acids 
D-Glucose  
1-phosphate g1p Sugar 1 phosphates Sugar phosphates Carbohydrates 
Glucose  
6-phosphate g6p Sugar 6 phosphates Sugar phosphates Carbohydrates 
D-Galactose gal Deoxy sugars Monosaccharides Carbohydrates 
D-Galactarate galct-D Dicarboxylic acids Carboxylic acids Organic acids 
D-Galactonate galctn-D Dicarboxylic acids Carboxylic acids Organic acids 
D-Galacturonate galur Dicarboxylic acids Carboxylic acids Organic acids 
D-Glucosamine 
6-phosphate gam Amino sugars Monosaccharides Carbohydrates 
D-Glucosamine gam6p Sugar 6 phosphates Sugar phosphates Carbohydrates 
D-Glucose glc-D Aldoses Monosaccharides Carbohydrates 
D-Gluconate glcn Sugar acids Monosaccharides Carbohydrates 
D-Glucarate glcr Dicarboxylic acids Carboxylic acids Organic acids 
D-Glucuronate glcur Dicarboxylic acids Carboxylic acids Organic acids 
L-Glutamine gln-L Common amino acids Amino acids Peptides 
L-Glutamate glu-L Common amino acids Amino acids Peptides 
Glutarate glutar Dicarboxylic acids Carboxylic acids Organic acids 
Glyoxylate glx 2-Oxocarboxylic acids Carboxylic acids Organic acids 
Glycine-L-
Asparagine gly-asn-L Dipeptides Amino acids Peptides 
Glycine-L-
Aspartic acid gly-asp-L Dipeptides Amino acids Peptides 
L-Cysteine-
Glycine gly-cys-L Dipeptides Amino acids Peptides 
Glycine-L-
Glutamine gly-gln-L Dipeptides Amino acids Peptides 
Glycine-L-
Glutamate gly-glu-L Dipeptides Amino acids Peptides 
Glycine-L-
Methionine gly-met-L Dipeptides Amino acids Peptides 
Glycine-L-
Phenylalanine gly-phe-L Dipeptides Amino acids Peptides 
Glycine-L-
Proline gly-pro-L Dipeptides Amino acids Peptides 
Glycine-L-
Tyrosine gly-tyr-L Dipeptides Amino acids Peptides 
Glycine gly Common amino acids Amino acids Peptides 
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Glycerol  
3-phosphate glyc Sugar alcohols Monosaccharides Carbohydrates 
Glycerol glyc3p Sugar 3 phosphates Sugar phosphates Carbohydrates 
Glycolate glyclt Dicarboxylic acids Carboxylic acids Organic acids 
L-Histidine his-L Common amino acids Amino acids Peptides 
L-Isoleucine ile-L Common amino acids Amino acids Peptides 
Inosine ins Ribonucleosides Nucleosides Nucleic acids 
D-Lactate lac-D Hydroxycarboxylic acids Carboxylic acids Organic acids 
L-Lactate lac-L Hydroxycarboxylic acids Carboxylic acids Organic acids 
Lactose lcts Disaccharides Disaccharides Carbohydrates 
L-Leucine leu-L Common amino acids Amino acids Peptides 
L-Lysine lys-L Common amino acids Amino acids Peptides 
L-Lyxose lyx-L Aldoses Monosaccharides Carbohydrates 
Alpha Methyl D 
glucoside madg 
Carbohydrate 
derivatives Glycans Carbohydrates 
D-Malate mal-D Hydroxycarboxylic acids Carboxylic acids Organic acids 
L-Malate mal-L Hydroxycarboxylic acids Carboxylic acids Organic acids 
Maltose malt Disaccharides Disaccharides Carbohydrates 
Maltotriose malttr Polysaccharides Polysaccharides Carbohydrates 




derivatives Glycans Carbohydrates 
Melibiose melib Disaccharides Disaccharides Carbohydrates 
L-Methionine-
L-Alanine met-L-ala-L Dipeptides Amino acids Peptides 
L-Methionine met-L Common amino acids Amino acids Peptides 
Mannitol mnl Sugar alcohols Monosaccharides Carbohydrates 
Ornithine orn-L Other amino acids Amino acids Peptides 
Phenylacetic 
acid pac Monocarboxylic acids Carboxylic acids Organic acids 
Phenethylamine peamn Biogenic amines Amines Peptides 
L-Phenylalanine phe-L Common amino acids Amino acids Peptides 
Pimelate pime Dicarboxylic acids Carboxylic acids Organic acids 
Propionate ppa Monocarboxylic acids Carboxylic acids Organic acids 
L-Proline pro-L Common amino acids Amino acids Peptides 
Putrescine ptrc Biogenic amines Amines Peptides 
Pyruvate pyr 2-Oxocarboxylic acids Carboxylic acids Organic acids 
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D-Ribose rib-D Aldoses Monosaccharides Carbohydrates 
L-Rhamnose rmn Deoxy sugars Monosaccharides Carbohydrates 
D-Sorbitol sbt-D Sugar alcohols Monosaccharides Carbohydrates 
L-Serine ser-L Common amino acids Amino acids Peptides 
Spermidine spmd Biogenic amines Amines Peptides 
Succinate succ Dicarboxylic acids Carboxylic acids Organic acids 
Sucrose sucr Disaccharides Disaccharides Carbohydrates 
D-tartrate tartr-D Dicarboxylic acids Carboxylic acids Organic acids 
L-tartrate tartr-L Dicarboxylic acids Carboxylic acids Organic acids 
Tricarballylate tcb Tricarboxylic acids Carboxylic acids Organic acids 
L-Threonine thr-L Common amino acids Amino acids Peptides 
Thymidine thymd Deoxyribonucleosides Nucleosides Nucleic acids 
Trehalose tre Disaccharides Disaccharides Carbohydrates 
L-Tryptophan trp-L Common amino acids Amino acids Peptides 
Tyramine tym Biogenic amines Amines Peptides 
L-Tyrosine tyr-L Common amino acids Amino acids Peptides 
Uridine uri Ribonucleosides Nucleosides Nucleic acids 
L-Valine val-L Common amino acids Amino acids Peptides 
D-Xylose xyl-D Aldoses Monosaccharides Carbohydrates 
Xylitol xylt Sugar alcohols Monosaccharides Carbohydrates 
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Supplementary Table 4. Dynamical modeling parameters and initial conditions 







µ"EF [0-1] hr-1 
Q 0.2 hr-1 
R6 0.04 g*L-1 
G" 4 g*L-1 
ST 0.023 gnutrient*gcells-1 
RTP  10 hr-1 
STP,U 0.025 gnutrient*gcells-1 









 V< 0.1 g*L-1 
VM 0.1 g*L-1 
O⍺ 4 g*L-1 
OX 4 g*L-1 
OP< 0 g*L-1 


















Observed secretion/exchange phenomenon References 
Secretion of central 
carbon intermediates 
and other metabolites 




E. coli and S. cerevisiae observed to secrete Glucose-6-
phosphate, Fructose-6-phosphate, Fructose-1,6-
bisphosphate, Glyceraldehyde-3-phosphate, 
Phosphoenolpyruvate, Pyruvate, Acetyl-CoA, Citrate, 
Isocitrate, α-Ketoglutarate, Fumarate, Malate, and 
Glyoxylate. E. coli observed to secrete Acetate, Oroate, 
and Uracil. S. cerevisiae observed to secrete ethanol. All 






such as Bacillus 
subtilis 
85 unique metabolites, including nucleotides, organic 
acids, vitamins, carbohydrates, and amino acids were 




acids by anaerobic 
organisms 
Transfer of electrons between organisms through 




Secretion of amino 




E. coli and S. cerevisiae observed to secrete Alanine, 
Valine, Aspartate, Homoserine, Methionine, Tryptophan, 
Tyrosine, Proline, Serine, Glycine, and Arginine. E. coli 
observed to secrete Leucine, Isoleucine, Threonine, 
Phenylalanine, Glutamine, and Histidine. S. cerevisiae 







PCC6803 takes up 
ammonium as a 
nitrogen source in 
most cases of 
metabolic exchange 
Various cyanobacteria are known to preferentially use 
ammonium as a nitrogen source when available. 
375 
376 
Exchange of amino 
acids between 
bacteria and yeast 









Supplementary Table 6. List of metabolites predicted under growth maximization objective 
(maxGro) but not under one or more of the following objective functions: growth minimization 
(minGro), ATP maximization (maxATP), and ATP minimization (minATP). NS is defined as the 
total number of simulations in which a metabolite was secreted. 






minATP Secreting organisms 
1,5-
Diaminopentane 26 0 26 0 M. extorquens (no O2) 
Agmatine 249 0 644 0 S. enterica (no O2) 
L-arginine 276 0 377 0 P. aeruginosa (no O2) S. cerevisiae (no O2) 
5'-
Deoxyadenosine 3148 0 0 0 S. cerevisiae (no O2) 
Sulfite 185 0 169 0 P. aeruginosa (no O2) S. oneidensis (with O2) 
Sulfate 1 0 2 0 S. cerevisiae (with O2) 
Spermidine 13 0 13 0 S. cerevisiae (with O2) 
L-sorbose 
1391 0 1391 0 
P. aeruginosa (no O2) 
S. cerevisiae (no O2) 
S. enterica (no O2) 
L-tryptophan 13 0 13 0 S. cerevisiae (no O2) 
Thiosulfate 
2151 0 2253 0 
E. coli (no O2)  
K. pneumoniae (no O2, with 
O2) 
S. boydii (no O2) 
S. enterica (no O2) 










Supplementary Table 7. Metabolite exchange frequencies for habitat-specific simulations. NE is 
defined as the total number of simulations in which a metabolite was exchanged. In total, there 
were 72,026, 94,269, and 120,662 simulations in which there was at least one metabolite exchanged 
in aquatic, soil, and gut habitats respectively. 
Aquatic (With O2) Soil (With O2) Gut (No O2) 
Metabolite NE Metabolite NE Metabolite NE 
Acetate 39744 Acetate 42489 L-Serine 67913 
Carbon 
dioxide 19457 Carbon dioxide 31366 L-Glutamine 67912 
Ammonium 18743 Oxygen 26000 L-Cysteine 67831 
Succinate 12580 Ammonium 21199 L-Leucine 67830 
Urea 11242 Formate 21186 L-Methionine 67828 
Iron (II) 10240 Urea 18607 Phosphate 67357 
L-Alanine 8374 Succinate 18157 Ammonium 44862 
Formate 7775 Pyruvate 8651 L-Threonine 44839 
Pyruvate 7658 L-Alanine 8391 Nicotinate 44809 
Hydrogen 6927 D-Lactate 6787 Maltohexaose 34541 
D-Lactate 6636 L-Malate 6779 L-Arginine 34040 
L-Malate 6025 L-Tryptophan 5685 L-Valine 33930 
L-Tryptophan 4680 Phosphate 5572 L-Isoleucine 33918 
Phosphate 4219 Iron (II) 4534 L-Tryptophan 33890 
Citrate 2475 Hydrogen 3549 L-Proline 32664 
Glycolate 1980 Glycerol 3354 L-Alanine 28111 
L-Arginine 1344 Xanthine 2124 L-Tyrosine 28110 
L-Glutamate 1300 Guanine 2063 Carbon dioxide 27539 
Glycine 1241 L-Arginine 1513 Ethanol 24641 
Xanthine 1085 L-Glutamate 1483 Orotate 24180 
Fumarate 1027 Glycine 1353 Formate 20453 
Guanine 941 Thymine 1093 L-Lactate 12109 
Adenine 602 2-Oxoglutarate 1064 Folate 11472 
L-Proline 593 Allantoin 902 Succinate 9226 
Allantoin 573 Adenine 899 Glycine 9179 
Indole 529 Hypoxanthine 835 Acetate 8144 
Thymine 497 L-Proline 696 Hydrogen 7829 
Hypoxanthine 424 Ethanol 546 Nitrite 4008 
Glycerol 420 Fumarate 545 Glycolate 2284 
2-Oxoglutarate 308 Indole 527 Iron (II) 779 
Ethanol 303 5-Methylthio-D-ribose 413 Adenine 744 
L-Valine 282 L-Valine 329 Isocitrate 577 
L-Lactate 244 L-Lactate 312 Urea 470 
L-Ornithine 213 L-Cysteine 304 Hypoxanthine 464 
Uracil 213 L-Ornithine 250 Xanthine 406 
L-Cysteine 133 Adenosine 3,5-bisphosph. 237 Uracil 400 
Putrescine 125 Methanol 225 Allantoin 242 
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(S)-Propane-
1,2-diol 112 Thiosulfate 185 Fumarate 150 
Biotin 91 Uracil 151 (S)-Propane-1,2-diol 132 
L-Aspartate 77 (S)-Propane-1,2-diol 112 Butyrate 113 
Hexadecanoate 23 L Sorbose 105 Propanal 104 
(R)-Glycerate 15 L-Aspartate 101 Hexanoate 103 
Choline 11 Xylitol 101 Putrescine 99 
D-Alanine 10 Putrescine 100 Thymine 76 
L-Isoleucine 5 Biotin 91 Agmatine 43 
  Hydrogen peroxide 91 L-Ornithine 32 
  Hexadecanoate 36 Propionate 16 
  Choline 33 L-Asparagine 5 
  Phenylacetaldehyde 27 Guanine 4 
  Nitrate 26   
  Citrate 7   
  dTTP 6   

















Supplementary Table 8. Carbon sources listed according to cooperativity index clustering for oxic 
and anoxic simulations. List order follows clustering in Supplementary Figure 8 (down y-axis, 
across x-axis). 

























Inosine L-Aspartic acid 




N-Acetyl-D-glucosamine D-Glucosamine 6-phosphate 
Ethanol L-Lactate 
Putrescine D-Glucose 1-phosphate 
Trehalose Glucose 6-phosphate 

















D-Glucose 1-phosphate Maltotriose 
D-Glucosamine 6-phosphate L-Asparagine 
D-Fructose 6-phosphate Lactose 






























Alpha Methyl D glucoside Dextrin 















Glycine-L-Cysteine Glycine-L-Aspartic acid 








1,3-Propanediol Beta Methylglucoside 
Tyramine Alpha Methyl D glucoside 
 
Supplementary Table 9. Organisms used in pairwise simulations 
Organisms used in core analysis 
No. Model Name Species Genus Family Order Class Phylum Domain 
1 B_subtilis Bacillus subtilis Bacillus Bacillaceae Bacillales Bacilli Firmicutes Bacteria 




teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 




ales Bacilli Firmicutes Bacteria 




obacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






es Bacteroidetes Bacteria 






obacteria Proteobacteria Bacteria 




teobacteria Proteobacteria Bacteria 






ycotina Ascomycota Fungi 






teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






ria Cyanobacteria Bacteria 










Organisms used in core analysis (cont.) 
No. Metabolic 




















78578 iYL1228 1229 1658 2262 3 (c,e,p) 
377 
4 Facultative 
Anaerobe MG1363 iNF517 516 650 754 2 (c,e) 
150 
5 Facultative 
Anaerobe AM1 M_extorquens - 1074 1142 2 (c,e) 
217 
6 Facultative 
Anaerobe PA01 iMO1056 1056 760 883 2 (c,e) 
218 
7 Facultative 
Anaerobe iVM679 iVM679 
 564 679 2 (c,e) 151 
8 Facultative 
Anaerobe 2.4.1 iRsp1095 1095 796 1158 3 (c,e,p) 
249 
9 Facultative 
Anaerobe sb227 iSbBS512 1147 1912 2592 3 (c,e,p) 
378 
10 Facultative 
Anaerobe Sc288 iAZ900 900 1597 1240 8 (c,e,r,g,m,n,p,v) 
379 
11 Facultative 
Anaerobe LT2 STM_v1.0 1270 1119 2201 3 (c,e,p) 
380 
12 Facultative 
Anaerobe MR-1 iSO783 783 774 634 2 (c,e) 
219 
13 Facultative 
Anaerobe PCC6803 iJN678 678 795 863 3 (c,e,p) 
381 
14 Facultative 





Organisms used in soil habitat analysis 
No. Model Name Species Genus Family Order Class Phylum Domain 






teobacteria Proteobacteria Bacteria 
2 













bacteria Proteobacteria Bacteria 
4 B_subtilis Bacillus subtilis Bacillus Bacillaceae Bacillales Bacilli Firmicutes Bacteria 




teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 




obacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






ycotina Ascomycota Fungi 






teobacteria Proteobacteria Bacteria 






ycotina Ascomycota Fungi 











Organisms used in soil habitat analysis (cont.) 
No. Metabolic 















 iHD666 666 732 794 4 (c,e,m,o) 383 
3 Obligate 
Aerobe J2315 iKF1028 1028 834 859 2 (c,e) 
384 
4 Facultative 










78578 iYL1228 1229 1658 2262 3 (c,e,p) 
377 
7 Facultative 
Anaerobe AM1 M_extorquens - 1074 1142 2 (c,e) 
217 
8 Facultative 
Anaerobe PA01 iMO1056 1056 760 883 2 (c,e) 
218 
9 Obligate 
Aerobe KT2440 iJN746 746 911 950 3 (c,e,p) 
385 
10 Facultative 





Anaerobe LT2 STM_v1.0 1270 1119 2201 3 (c,e,p) 
380 
12 Obligate 
Aerobe H222 iMK735 735 1111 1336 2 (c,e) 
386 
13 Facultative 





Organisms used in aquatic habitat analysis 
No. Model Name Species Genus Family Order Class Phylum Domain 






teobacteria Proteobacteria Bacteria 






bacteria Proteobacteria Bacteria 




teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






obacteria Proteobacteria Bacteria 






ria Cyanobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






teobacteria Proteobacteria Bacteria 






ria Cyanobacteria Bacteria 













Organisms used in aquatic habitat analysis (cont.) 
No. Metabolic 











Aerobe ADP1 iAbaylyiV4 774 701 875 3 (c,e,p) 
382 
2 Obligate 










78578 iYL1228 1229 1658 2262 3 (c,e,p) 
377 
5 Facultative 
Anaerobe PA01 iMO1056 1056 760 883 2 (c,e) 
218 
6 Obligate 
Aerobe KT2440 iJN746 746 911 950 3 (c,e,p) 
385 
7 Facultative 





7942 iJB785 785 768 850 7(e,p,c,u,cm,um,cx) 
 
9 Facultative 
Anaerobe LT2 STM_v1.0 1270 1119 2201 3 (c,e,p) 
380 
10 Facultative 
Anaerobe MR-1 iSO783 783 774 634 2 (c,e) 
219 
11 Facultative 
Anaerobe PCC6803 iJN678 678 795 863 3 (c,e,p) 
385 
12 Obligate 





Organisms used in human gut habitat analysis 
No. Model Name Species Genus Family Order Class Phylum Domain 






eria Actinobacteria Bacteria 
2 B_subtilis Bacillus subtilis Bacillus Bacillaceae Bacillales Bacilli Firmicutes Bacteria 






es Bacteroidetes Bacteria 




s Clostridia Firmicutes Bacteria 




s Clostridia Firmicutes Bacteria 




teobacteria Proteobacteria Bacteria 




s Clostridia Firmicutes Bacteria 






teobacteria Proteobacteria Bacteria 
9 L_lactis Lactococcus lactis Lactococcus Streptococcaceae 
Lactobacill
ales Bacilli Firmicutes Bacteria 






crobia Euryarchaeota Archaea 




teobacteria Proteobacteria Bacteria 














Organisms used in human gut habitat analysis (cont.) 
No. Metabolic 











Anaerobe L2-32 iBif452.V01.00 452 702 699 1 
387 
2 Facultative 
Anaerobe 168 iBsu1103 1103 1138 1437 2 (c,e) 
216 
3 Obligate 













MG1655 iJO1366 1366 1136 2251 3 (c,e,p) 
173 
7 Obligate 





78578 iYL1228 1229 1658 2262 3 (c,e,p) 
377 
9 Facultative 
Anaerobe MG1363 iNF517 516 650 754 2 (c,e) 
150 
10 Obligate 
Anaerobe Fusaro iMG746 746 719 741 2 (c,e) 
390 
11 Facultative 
Anaerobe sb227 iSbBS512 1147 1912 2592 3 (c,e,p) 
378 
12 Facultative 





Appendix III: Supplementary Information for Chapter 3 
Supplementary Text 
Drivers of yield epistasis in communities of varying sizes. Our observation that the yields 
of individual organisms and small communities increased with environmental complexity 
– but those of larger communities remained constant – suggests an interplay between 
different mechanisms that either enhance or dampen !"  based on initial community size. 
On the one hand, community experiments (Supplementary Figure 26) and previous 
studies66,194 have indicated that microbial growth efficiency can scale nonlinearly with 
concentration, and that community growth rates can increase with environmental 
complexity (Supplementary Figure 27a)186,391. Such metabolic nonlinearities may be more 
dominant in smaller communities given that they can be more commonly dominated by a 
single organism (Supplementary Figure 32). On the other hand, ecological phenomena such 
as cross-feeding could make a wider pool of nutrients available over time, enriching even 
simple environments42 and thereby reducing the positive impact that initially complex 
environments have on yields. Given that they contain a greater variety of organisms, it may 
be that larger communities allow for the accumulation of more of these nutrients, 
potentially explaining the lack of skewness in !" . This notion is supported by our 
observation that the yields of a different 13-species community grown in fewer carbon 
sources (com13a) did not significantly increase with environmental complexity 
(Supplementary Figure 27b), as well as by the distribution of !"  for com13 being skewed 
at earlier experimental timepoints (Supplementary Figure 28). In addition, we observed 
evidence of possible byproduct utilization in the form of diauxic shifts in batch culture 
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experiments (Supplementary Figure 12a, Supplementary Figure 26a-c). Nonetheless, it is 
not clear whether the number of secreted metabolic byproducts would be expected to 
increase significantly with environmental complexity. In fact, stoichiometric modeling 
suggested that the number of secreted metabolites quickly plateaus as the number of 
resources increases Supplementary Figure 29). Furthermore, such an amplification of the 
space of available nutrients would result in increased taxonomic diversity66,392, which was 
not observed experimentally. 
 
Generating specific environment-phenotype mappings. Given the taxonomic variability 
observed across our dataset, we suspected that unrelated nutrient combinations could 
nonintuitively yield similar taxonomic compositions. A hierarchical clustering of all 63 
nutrient combinations revealed such environment-phenotype pairings (Supplementary 
Figure 30), which also resulted in the emergence of three distinct organism groupings 
(Supplementary Figure 31). These groupings, which resemble previously-identified 
family-level functional relationships in natural communities42, provide insight into the 
types of nutrients that need to be present to favor a particular taxon. They do not, however, 
explain how individual carbon sources behave in higher-order combinations. We therefore 
generated a linear model to determine whether any particular carbon sources were more 
universally associated with higher taxonomic diversity. Indeed, although we identified a 
number of such nutrients, we still found that their effects could be eclipsed by those that 
disproportionately favored a single organism (Supplementary Table 15). 
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Modeling the effects of generalists on community diversity. While individual nutrient 
combinations can explain specific community properties, the lack of an observed 
relationship between environmental complexity and taxonomic diversity prompted us to 
hypothesize whether the patterns we identified could be explained by a broader ecological 
principle. Specifically, we sought to determine whether some properties of the nutrient use 
capabilities of our organisms could account for the low degrees of taxonomic diversity we 
observed. We therefore first used our consumer resource model to simulate the taxonomic 
compositions of com3 and com4, which were strikingly low in biodiversity and often 
dominated by the organisms with the broadest nutrient utilization capabilities 
(Supplementary Figure 32). Our model was parametrized with experimentally-obtained 
growth data (Supplementary Figure 16b) and featured the potential for cross-feeding of 
secreted byproducts42,198 informed by flux-balance predictions of metabolic turnover 
(Supplementary Figure 29a). This parametrization enabled us to make quantitative 
estimates of community growth trajectories and metabolic exchange (Supplementary 
Figure 33), yielding accurate predictions of the dominance of P. aeruginosa – which had 
the broadest set of usable carbon sources – across most conditions in com4. However, our 
model could not fully explain the dominance of S. oneidensis in com3 or the increases in 
yield we observed experimentally (Supplementary Figure 34). 
Despite some inaccuracies, our experimentally-parametrized model recapitulated 
the low levels of taxonomic diversity we observed in vitro. We thus asked whether, beyond 
the specific details of our small consortia, this effect could be explained by the resource 
utilization capabilities of a community’s constituent organisms, as previously suggested 
 185 
based on field observations197. To do this, we generated simulated 4-species communities 
whose constituent organisms had either uniform or uneven nutrient use capabilities 
determined via random sampling. These models showed that the presence of a generalist 
organism robustly decreased community diversity, in a way that strongly depended on the 
presence (but not necessarily quantity) of available secreted metabolites (Supplementary 




Supplementary Figure 10. Organisms and carbon sources used in experiments. (a-b). Phylum- (a) 




Supplementary Figure 11. Results of Biolog phenotypic assay. (a). Average (3-replicate) species-
specific growth profiles on Biolog carbon sources in M9 minimal medium after 48 hours. Raw 
OD600 values were corrected for liquid evaporation and a significance cutoff was applied to 
determine growth above the levels of the negative controls. Nutrients on which growth was not 
observed are marked in red. (b). Growth capabilities of all 15 organisms on 95 Biolog nutrients. 
Values displayed are the fraction of a specific nutrient type on which an organism displayed growth. 
(c, d). Hierarchical clustering of 13 selected organisms based on Spearman correlations of growth 
profiles on all 95 (c) and on 32 selected nutrients (d). Organisms are abbreviated as: Ab: A. baylyi, 
Bl: B. licheniformis, Bs: B. subtilis, Cg: C. glutamicum, Ec: E. coli, Ll: L. lactis, Me: M. extorquens, 
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Supplementary Figure 12. Growth curves for multispecies communities in combinatorial 
environments. (a). Growth trajectories of 14-species communities (com14, Supplementary Table 
14) on combinations and different concentrations (25 mM C and 50 mM C) of D-glucose (Glc), 
citrate (Cit), glucose-6-phosphate (G6P), and a-D-lactose (Lcts). Double-carbon source conditions 
contain 50 mM C of total carbon source, for 25 mM C of each individual nutrient. (b). Growth 
trajectories of 13-species community (com13a) on equimolar concentrations (50 mM C) of five 
carbon sources: D-glucose (DGlc), pyruvate (Pyr), GlcNAc (GlcNAc), L-proline (Pro), and L-





Supplementary Figure 13. Taxonomic data for 13-species community grown on five carbon sources 
(com13a, Supplementary Table 5): D-glucose (DGlc), pyruvate (Pyr), GlcNAc (GlcNAc), L-
proline (Pro), and L-threonine (Thr). (a). Relative abundance plots of all replicates over time. (b). 










Supplementary Figure 14. Consumer-resource model-predicted yields for simulated 13-member 
communities. Final biomass values after simulated 288 hours of community growth (corresponding 
to the full experimental timescale of com3, com4, and com13) on different combinations of 
nutrients. Here, final community yields converge to a median based on the total nutrient 
concentration (approximately 3 × 10' CFU/mL, where an OD600 of 1 is estimated at 8 × 10' 
CFU/mL). Here, as with all subsequent boxplots, the red central mark indicates the median, the top 
and bottom box edges indicate the 25th and 75th percentiles, respectively, the whiskers extend to the 
most extreme points not considered outliers, and the red ‘+’ symbols indicate outliers plotted 
individually. Paired t-tests showed that no significant changes in yield occurred with increasing 
environmental complexity () = 0.07 for 1 vs. 2 nutrients, 0.08 for 2 vs. 4 nutrients, 0.13 for 4 vs. 
8 nutrients, 0.71 for 8 vs. 16 nutrients, and 0.9 for 16 vs. 32 nutrients). 
 
 
Supplementary Figure 15. Yield epistasis !" for com3, com4, and com13 between community 
yields on pairs of carbon sources and yields on the corresponding single carbon sources. Error bars 
indicate standard deviation. 
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Supplementary Figure 16. Endpoint nutrient combination-specific growth yields for multispecies 
communities com3, com4, and com13 (a) (Supplementary Table 14) and single organisms (b) on 





Supplementary Figure 17. Monoculture biomass yields in combinatorial nutrients for (a) B. subtilis, 
(b) M. extorquens, (c) P. aeruginosa, and (d) S. oneidensis. (e). Distributions of yield epistasis !" 
for four organisms. Bars and notches indicate mean and standard deviation. Significance 
determined using a one-sample t-test against a mean of zero and is indicated by (*) p < 0.05, (**) 
p < 0.01, and (***) p < 0.001. P-values for organisms are: 0.007 (B. subtilis), 0.122 (M. extorquens), 
1.05e-4 (P. aeruginosa), and 0.056 (S. oneidensis). (f). Yield epistasis !"for four single organisms 





Supplementary Figure 18. Mean relative abundances (averaged over 3 replicates) for 13-species 
community grown on five carbon sources (com13a): D-glucose (DGlc), pyruvate (Pyr), GlcNAc 





Supplementary Figure 19. Distributions of inter-replicate coefficients of variation for 13-species 
community grown on 32 carbon sources (com13, a) and 13-species community grown on 5 carbon 
sources (com13a, b). (c, d). Inter-replicate coefficients of variation vs. number of carbon sources 
for com13 (c) and com13a (d) with Spearman correlation coefficients -. No significant correlations 
were found between inter-replicate variability and environmental complexity for either community 





Supplementary Figure 20. Endpoint taxonomic distributions over all replicates for 13-species 
community grown on 32 carbon sources (com13, a) and 13-species community grown on 5 carbon 
sources (com13a, b). We encountered general consistency in community composition between 
comparable conditions of the two 13-species experiments. The D-glucose, pyruvate, and D-
GlcNAc conditions had the same dominant organisms in both experiments (P. aeruginosa, A. 
baylyi, and P. aeruginosa, respectively), and the L-proline condition was composed of A. baylyi, 
P. aeruginosa, and a third organism in both experiments with only the identity of the third organism 
being different (P. putida in com13 and S. coelicolor in com13a). Nonetheless, in com13, L- 
threonine resulted in a dominance of S. oneidensis in two of the replicates and of P. aeruginosa in 
one replicate, while com13a resulted in dominance of V. natriegens in all three replicates. However, 
com13 grew very minimally in L-threonine (OD600 0.03 ± 0.04) in comparison to com13a (0.15 ± 
0.02), in addition to having a very high inter-replicate coefficient of variation for this condition 





Supplementary Figure 21. Rank-abundance plots for 13-species community grown on 32 carbon 
sources (com13, a) and 13-species community grown on 5 carbon sources (com13a, b). These 
relationships displayed decay patterns separated at characteristic scales of approximately 102 reads, 
resembling double-power law relationships previously observed in a variety of natural ecosystems 
orders of magnitude more complex than our model communities 200–202. Despite difference in scale, 
this rank-abundance relationship suggests fundamental structural similarities in community 
composition across experimental systems. Moreover, this similarity extends to the scaling and 
prevalence of very low-abundance taxa, indicating the abundances of these community members 
are accurately represented within our populations. 
 
 
Supplementary Figure 22. Organism-specific yields in 13-species community grown on 32 carbon 





Supplementary Figure 23. Hierarchical clustering of Spearman correlations between organism 
relative abundances across com13 environments (Supplementary Table 12). (a). Clustering of 
species-species correlations across single-nutrient conditions. We found that the overall structure 
of the species-species clusters in mixed cultures was dramatically different from that of the 
monocultures (Supplementary Figure 11d), with much lower degrees of interspecies similarities. 
In com13, higher degrees of similarity were observed between B. subtilis, S. coelicolor, and S. 
oneidensis, likely due to their co-occurrence in D-cellobiose. This similarity was not observed in 
the monoculture data, in which B. subtilis correlated more strongly with organisms that did not 
remain in com13. The species-species clustering of com13 also highlighted the profound 
dissimilarities between P. fluorescens and both A baylyi and P. aeruginosa. These anticorrelations 
contrast with the monoculture data, as P. fluorescens had displayed relatively high degrees of 
similarity with both organisms. This difference further clarifies the competitive effects observed 
between P. fluorescens and these two organisms in a community setting, which leads to exclusion 
of specific organisms despite their ability to utilize the provided nutrients. (b). Clustering of 
species-species correlations across multiple-nutrient conditions. We observed that the similarities 
between E. coli and P. fluorescens were more pronounced than in the single-nutrient conditions, 
reflecting the ability of these two organisms to coexist in across different environments (e.g. D-
trehalose + D-serine and D-glcNAc + D-galacturonate). Despite also having the ability to coexist 
in more complex environments, the correlations between A. baylyi and P. aeruginosa decreased in 
the multiple-nutrient conditions. In fact, P. aeruginosa was found to be the most dissimilar 





Supplementary Figure 24. Distributions of average model-predicted species richness and Shannon 
entropy for simulated communities. (a-d). Average species richness (a, b) and relative Shannon 
entropy (c, d) for randomly-parametrized four-species communities containing either one (b, d) or 
no generalists (a,c). (e-h). Average species richness (e, f) and relative Shannon entropy (g, h) for 
13-species communities with either uniform (e, g) or experimentally-derived (f, h) resource 
utilization capabilities. Relative Shannon entropy is computed by dividing the model-predicted 
Shannon entropy for a given simulation by the maximum theoretical Shannon entropy for a 4- or 
13-species community. (i-l). Distributions of species richness / (i, j) and Shannon entropy 0 (k, l) 
for 13-species communities with uniform (i, k) and experimentally-derived (j, l) nutrient utilization 
preferences. Each line represents the trajectory of species richness or Shannon entropy relative to 
the number of carbon sources supplied for a certain number (0-10) of secreted metabolites (SM) 














Supplementary Figure 26. Analysis of community growth yields in single (25 mM C) and double 
(50 mM C) concentrations of nutrients. (a-c). Growth trajectories for 14-species community 
(com14) in two concentrations of D-glucose (Glc, a), citrate (Cit, b), and glucose-6-phosphate 
(G6P, c). (d). Ratio of community biomass values between single and double nutrient 
concentrations at endpoint (d) and for maximum OD values (e). As the amount of resources was 
doubled, we expected a ratio of biomass at of 0.5 between the two concentrations. However, the 
observed average ratio was 0.74 ± 0.03, suggesting that some organisms grow more efficiently on 








Supplementary Figure 27. Growth phenotype for 13-species community com13a. (a). Generation 
time vs. number of nutrients for 13-species community grown on five carbon sources (com13a, 
Supplementary Table 14). Generation time was calculated by obtaining the maximum slope in 
biomass (Supplementary Figure 12b) using a moving window encompassing 5 hours. Significance 
is calculated by comparing generation times between single- and multiple-nutrient conditions and 
is indicated by (*) p < 0.05 (paired t-test ) = 0.03 for 1 vs. 2 nutrients, 0.02 for 2 vs. 3 nutrients, 
0.52 for 3 vs. 4 nutrients, and 0.33 for 4 vs. 5 nutrients). (b). Growth yields grouped by the number 
of carbon sources in each environment at the end of the experiment (144h). For complete 
description of sample size see Supplementary Table 13. No significant increase in yield with 
environmental complexity was detected (paired t-test ) = 0.49 for 1 vs. 2 nutrients, 0.18 for 2 vs. 





Supplementary Figure 28. Yield epistasis !"for com3, com4, and com13 after the first 48 hours of 
growth. P-values for each community are: 0.002 (com3), 1.1e-7 (com4), and 0.001 (com13) 




Supplementary Figure 29. Flux balance analysis-predicted number of absorbed and secreted 
metabolites for 4-species community made up of B. subtilis, M. extorquens, P. aeruginosa, and S. 
oneidensis in combinations of up to 32 carbon sources. (a). Number of nutrients taken up by any 
of the four organisms vs. number of provided nutrients. (b). Number of secreted metabolites 
secreted by any of the four organisms vs. the number of provided nutrients. (c). Relationship 
between number of secreted metabolites and absorbed nutrients. A logistic function provided the 





Supplementary Figure 30. Hierarchical clustering of 63 nutrient combinations according to 
Spearman correlations between community taxonomic distributions. Clusters C1 and C2a-c are 
designated according to higher-level branches. Compositions of the 63 environments are provided 
in Supplementary Table 12. C1 contains 17 conditions and C2 contains the remaining 46. 
Conditions that were clustered closely in C1 included D-mannose and D-glcNAc + D-galacturonate 
(conditions 15 and 42), which displayed almost equal distributions of E. coli and P. fluorescens, as 
well as conditions 26, 28, 29, and 38 (D-xylose, D-galactose, D-G6P, and D-trehalose + D,L-
serine), which displayed distributions of E. coli, P. aeruginosa, and P. fluorescens. Subcluster C2a 
contains a variety of nutrient combinations ranging from one to 8 carbon sources. Despite this 
variability, these environments all resulted in communities that were dominated by P. aeruginosa. 
Subcluster C2b was mainly represented by environments containing organic acids, which yielded 
communities composed of A. baylyi and P. aeruginosa. Subcluster C2c contained the most 
environmentally-complex conditions (with both 16-carbon source and the 32-carbon source 
condition) and displayed some of the most pronounced differences when compared to those in other 
clusters. In particular, conditions 15, 32, and 42 (D-mannose, D-sorbitol, and D-glcNAc + D-





Supplementary Figure 31. Relative abundances of organism groupings (Acinetobacter, 
Pseudomonas, and ‘Other’) that emerged from hierarchical clustering according to nutrient type 
(A: amino acid, C: carbohydrate, O: organic acid). Single nutrient conditions (3 = 1) contain only 
one nutrient type, while multiple-nutrient conditions (3 > 1) contain at least one of the nutrient 
types shown. For example, the L-glutamine condition would be categorized under ‘A’ for amino 
acid, while the L-glutamine + formate condition would be categorized as ‘AO’ as it contains both 
an amino acid and an organic acid. Nutrient-specific type designations are provided in 




Supplementary Figure 32. Endpoint species relative abundances for multispecies communities 
com3 (a) and com4 (b), and com3a (c). P. aeruginosa was most often dominant in com4, 
outcompeting the other community members in 52 cases. In addition to the dominance of P. 
aeruginosa in com4, we noticed that S. oneidensis was dramatically overrepresented in our com3 
experiment. This distribution was striking, as we expected M. extorquens to be most often dominant 
given its wider breadth of nutrient utilization capabilities in monoculture (Supplementary Figure 
11a). (c). An additional experiment containing E. coli, M. extorquens, and S. oneidensis (com3a, 
Supplementary Table 14) similarly highlighted the ability of a single organisms to overtake small 
communities. Relative abundances for com3 and com4 are adjusted based on a calibration of CFU 
counts to equal OD600 values. Unabbreviated environmental compositions for com3 and com4 are 
outlined in Supplementary Table 12. Unique conditions for com3a are: D-glucose (DGlc), pyruvate 
(Pyr), GlcNAc (GlcNAc), L-proline (Pro), L-threonine (Thr), and a no-carbon negative control (N). 





Supplementary Figure 33. Example consumer resource model-predicted growth phenotypes for 
com4 grown on D-glucose (a) and D-fructose, citrate, D-glcNAc, D-galacturonate, sucrose, acetate, 
glycerol, and D-cellobiose (b), (conditions 1 and 59, respectively, Supplementary Table 12). 
Community compositions and yields recapitulate those observed experimentally (Supplementary 
Figure 16a, Supplementary Figure 30a) and reveal environment-specific nutrient utilization 
patterns. Specifically, the community grown on the second condition shown is predicted to 
consume all of the provided nutrients except D-galacturonate, which accumulates in the medium. 
Moreover, the community is predicted to first rapidly secrete then stop producing formate, which 





Supplementary Figure 34. Consumer resource model predictions compared to com3 and com4 
experiments. (a, b). Frequency of number of environments by number of surviving species for 
com3 (a) and com4 (b) as observed experimentally (gray) and predicted by the consumer resource 
model (light blue). (c, d). Frequency of environments in which each organism was predicted to be 
dominant in com3 (c) and com4 (d), as observed experimentally (gray) and predicted by the 
consumer resource model (light blue). Organisms are abbreviated as follows: Bs: B. subtilis, Me: 
M. extorquens, So: S. oneidensis, and Pa: P. aeruginosa. (e, f). Environment-by-environment 
comparison of model-predicted and experimentally-observed presence/absence of individual 
organisms in com3 (e) and com4 (f). Species-specific accuracies are: 84.1% for Bs, 52.4% for Me, 












Supplementary Table 10. Complete list of organisms used in experiments. 




Acinetobacter baylyi ADP1 33305 37 382 
Bacillus licheniformis 46 14580 37 
 
Bacillus subtilis 168 23857 37 216 
Corynebacterium glutamicum 534 13032 37  
Escherichia coli MG1655 25922 37 173 
Lactococcus lactis MG1363 19257 37 150 
Methylobacterium extorquens AM1 43645 30 217 
Pseudomonas aeruginosa PA01 9027 37 218 
Pseudomonas fluorescens 28/5 13525 26  
Pseudomonas putida KT2440 47054 26 385 
Streptomyces coelicolor A3(2) 23899 28 393 
Shewanella oneidensis MR-1 700550 30 219 
Salmonella enterica LT2 27106 37 380 
Streptococcus thermophilus LMG18311 BAA-250 37 
 
Vibrio natriegens 111 14048 26  
 
Supplementary Table 11. List and ontology of 95 carbon sources in Biolog PM1 plate. 
Nutrient name Class 1 Class 2 Class 3 
1,2-Propanediol Sugar alcohols Monosaccharides Carbohydrates 
2-Aminoethanol Sugar alcohols Monosaccharides Carbohydrates 
2-Deoxyadenosine Ribonucleosides Nucleosides Nucleic acids 
a-D-Lactose Disaccharides Disaccharides Carbohydrates 
a-Hydroxyglutarate-g-lactone Esters Carboxylic acids Organic acids 
a-Hydroxybutyrate 2-Oxocarboxylic acids Carboxylic acids Organic acids 
a-Ketobutyrate 2-Oxocarboxylic acids Carboxylic acids Organic acids 
a-Ketoglutarate 2-Oxocarboxylic acids Carboxylic acids Organic acids 
a-Methylgalactoside Carbohydrate derivatives Glycans Carbohydrates 
Acetate Monocarboxylic acids Carboxylic acids Organic acids 
Acetoacetate 3-Oxocarboxylic acids Carboxylic acids Organic acids 
Adenosine Ribonucleosides Nucleosides Nucleic acids 
Adonitol Sugar alcohols Monosaccharides Carbohydrates 
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b-Me-D-glucoside Carbohydrate derivatives Glycans Carbohydrates 
Bromosuccinate Monocarboxylic acids Carboxylic acids Organic acids 
Citrate Tricarboxylic acids Carboxylic acids Organic acids 
D-Alanine Other amino acids Amino acids Peptides 
D-Aspartate Other amino acids Amino acids Peptides 
D-Cellobiose Disaccharides Disaccharides Carbohydrates 
D-F6P Sugar 6 phosphates Sugar phosphates Carbohydrates 
D-Fructose Ketoses Monosaccharides Carbohydrates 
D-G1P Sugar 1 phosphates Sugar phosphates Carbohydrates 
D-G6P Sugar 6 phosphates Sugar phosphates Carbohydrates 
D-Galactose Aldoses Monosaccharides Carbohydrates 
D-Galacturonate Uronic acids Carboxylic acids Organic acids 
D-GlcNAc Amino sugars Monosaccharides Carbohydrates 
D-Galactonate-g-lactone Esters Carboxylic acids Organic acids 
D-Gluconate Sugar acids Monosaccharides Carbohydrates 
D-Glucosaminate Aldonic acids Carboxylic acids Carbohydrates 
D-Glucose Aldoses Monosaccharides Carbohydrates 
D-Glucuronate Dicarboxylic acids Carboxylic acids Organic acids 
D-Malate Hydroxycarboxylic acids Carboxylic acids Organic acids 
D-Mannitol Sugar alcohols Monosaccharides Carbohydrates 
D-Mannose Aldoses Monosaccharides Carbohydrates 
D-Melibiose Disaccharides Disaccharides Carbohydrates 
D-Psicose Ketoses Monosaccharides Carbohydrates 
D-Ribose Aldoses Monosaccharides Carbohydrates 
D-Saccharate Dicarboxylic acids Carboxylic acids Organic acids 
D-Serine Other amino acids Amino acids Peptides 
D-Sorbitol Sugar alcohols Monosaccharides Carbohydrates 
D-Threonine Other amino acids Amino acids Peptides 
D-Trehalose Disaccharides Disaccharides Carbohydrates 
D-Xylose Aldoses Monosaccharides Carbohydrates 
D,L-G3P Sugar 3 phosphates Sugar phosphates Carbohydrates 
D,L-Malate Hydroxycarboxylic acids Carboxylic acids Organic acids 
Dulcitol Sugar alcohols Monosaccharides Carbohydrates 
Formate Monocarboxylic acids Carboxylic acids Organic acids 
Fumarate Dicarboxylic acids Carboxylic acids Organic acids 
Glucuronamide Hexoses Monosaccharides Carbohydrates 
Glycerol Sugar 3 phosphates Sugar phosphates Carbohydrates 
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Glycolate Monocarboxylic acids Carboxylic acids Organic acids 
Glycyl-L-aspartate Dipeptides Amino acids Peptides 
Glycyl-L-glutamate Dipeptides Amino acids Peptides 
Glycyl-L-proline Dipeptides Amino acids Peptides 
Glyoxylate 2-Oxocarboxylic acids Carboxylic acids Organic acids 
Inosine Ribonucleosides Nucleosides Nucleic acids 
L-Alanine Common amino acids Amino acids Peptides 
L-Alanylglycine Dipeptides Amino acids Peptides 
L-Arabinose Aldoses Monosaccharides Carbohydrates 
L-Asparagine Common amino acids Amino acids Peptides 
L-Aspartate Common amino acids Amino acids Peptides 
L-Fucose Deoxy sugars Monosaccharides Carbohydrates 
L-Galactonate-g-lactone Esters Carboxylic acids Organic acids 
L-Glutamate Common amino acids Amino acids Peptides 
L-Glutamine Common amino acids Amino acids Peptides 
L-Lactate Hydroxycarboxylic acids Carboxylic acids Organic acids 
L-Lyxose Aldoses Monosaccharides Carbohydrates 
L-Malate Hydroxycarboxylic acids Carboxylic acids Organic acids 
L-Proline Common amino acids Amino acids Peptides 
L-Rhamnose Deoxy sugars Monosaccharides Carbohydrates 
L-Serine Common amino acids Amino acids Peptides 
L-Threonine Common amino acids Amino acids Peptides 
Lactulose Disaccharides Disaccharides Carbohydrates 
M-Acetyl-mannosamine Hexosamines Monosaccharides Carbohydrates 
M-Hydroxyphenylacetate Monocarboxylic acids Carboxylic acids Organic acids 
M-Inositol Sugar alcohols Monosaccharides Carbohydrates 
M-Tartarate Hydroxycarboxylic acids Carboxylic acids Organic acids 
Maltose Disaccharides Disaccharides Carbohydrates 
Maltotriose Polysaccharides Polysaccharides Carbohydrates 
Methylpyruvate Esters Carboxylic acids Organic acids 
Methylsuccinate Dicarboxylic acids Carboxylic acids Organic acids 
Mucate Aldaric acids Carboxylic acids Organic acids 
P-Hydroxyphenylacetate Monocarboxylic acids Carboxylic acids Organic acids 
Phenylethylamine Amines Amino acids Peptides 
Propionate Monocarboxylic acids Carboxylic acids Organic acids 
Pyruvate 2-Oxocarboxylic acids Carboxylic acids Organic acids 
Succinate Dicarboxylic acids Carboxylic acids Organic acids 
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Sucrose Disaccharides Disaccharides Carbohydrates 
Thymidine Deoxyribonucleosides Nucleosides Nucleic acids 
Tricarballylate Tricarboxylic acids Carboxylic acids Organic acids 
Tween 20 Polysorbates Surfactants Surfactants 
Tween 40 Polysorbates Surfactants Surfactants 
Tween 80 Polysorbates Surfactants Surfactants 
Tyramine Amines Amino acids Peptides 




Supplementary Table 12 Nutrient pairings in 32-carbon source experiments (com3, com4, com13). 
Each individual nutrient combination is numbered. nCS: number of carbon sources. 
nCS = 1,  
32 envs. 
nCS = 2,  
16 envs. 
nCS = 4,  
8 envs. 
nCS = 8,  
4 envs. 
nCS = 16,  
2 envs. 













2 L-Glutamine D-Sorbitol D-Sorbitol D-Sorbitol D-Sorbitol D-Sorbitol 
3 L-Alanine 
34 
L-Glutamine L-Glutamine L-Glutamine L-Glutamine L-Glutamine 





L-Alanine L-Alanine L-Alanine L-Alanine 
6 D-Trehalose a-D-Lactose a-D-Lactose a-D-Lactose a-D-Lactose a-D-Lactose 
7 L-Threonine 
36 
Pyruvate Pyruvate Pyruvate Pyruvate Pyruvate 







L-Proline L-Proline L-Proline 
10 D-GlcNAc D-Galactose D-Galactose D-Galactose D-Galactose D-Galactose 
11 Sucrose 
38 
D-Trehalose D-Trehalose D-Trehalose D-Trehalose D-Trehalose 





L-Threonine L-Threonine L-Threonine L-Threonine 
14 Propionate D-Xylose D-Xylose D-Xylose D-Xylose D-Xylose 
15 D-Mannose 
40 
D-Mannitol D-Mannitol D-Mannitol D-Mannitol D-Mannitol 










18 D,L-Malate Citrate Citrate Citrate Citrate Citrate 
19 D-Ribose 
42 


















Sucrose Sucrose Sucrose Sucrose 
22 Acetate Acetate Acetate Acetate Acetate Acetate 
23 D-Galacturonate 44 
Glycerol Glycerol Glycerol Glycerol Glycerol 







D-Gluconate D-Gluconate D-Gluconate 
26 D-Xylose L-Lactate L-Lactate L-Lactate L-Lactate L-Lactate 
27 D,L-Serine 
46 
Propionate Propionate Propionate Propionate Propionate 





D-Mannose D-Mannose D-Mannose D-Mannose 
30 a-D-Lactose D,L-Malate D,L-Malate D,L-Malate D,L-Malate D,L-Malate 
31 Formate 
48 
Succinate Succinate Succinate Succinate Succinate 
32 D-Sorbitol Maltose Maltose Maltose Maltose Maltose 
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Supplementary Table 13. Nutrient pairings in 5-carbon source experiments (com3a, com13a). Each 
background color indicates one environmental composition, for a total of 31 unique conditions 
containing varying numbers of carbon sources (nCS). 
nCS = 1, 
5 envs. 
nCS = 2, 
10 envs. 
nCS = 3, 
10 envs. 
nCS = 4, 
5 envs. 
nCS = 5, 
1 env 
D-Glucose D-Glucose D-Glucose D-Glucose D-Glucose 
Pyruvate Pyruvate Pyruvate Pyruvate Pyruvate 
D-GlcNAc D-Glucose D-GlcNAc D-GlcNAc D-GlcNAc 
L-Proline D-GlcNAc D-Glucose L-Proline L-Proline 
L-Threonine D-Glucose Pyruvate D-Glucose L-Threonine 
 
L-Proline L-Proline Pyruvate 
 
D-Glucose D-Glucose D-GlcNAc 
L-Threonine Pyruvate L-Threonine 
Pyruvate L-Threonine Pyruvate 
D-GlcNAc D-Glucose D-GlcNAc 
Pyruvate D-GlcNAc L-Proline 
L-Proline L-Proline L-Threonine 
Pyruvate D-Glucose D-Glucose 
L-Threonine D-GlcNAc Pyruvate 
D-GlcNAc L-Threonine L-Proline 
L-Proline D-Glucose L-Threonine 
D-GlcNAc L-Proline D-Glucose 
L-Threonine L-Threonine D-GlcNAc 
L-Proline Pyruvate L-Proline 
















Supplementary Table 14. Descriptions of combinatorial nutrient experiments. All experiments were 
carried out at 30˚C and provided 50 mM C per well (com14 also grown at 25 mM C). 
























com4 + A. baylyi,  
B. licheniformis,  
C. glutamicum, E. coli,  
L. lactis, P. fluorescens,  




























Supplementary Table 15. Regression coefficients for individual carbon sources significantly 
positively or negatively associated with higher Shannon entropy in com13. We generated a simple 
linear regression model that relates the presence of each carbon source to the Shannon entropy 
exhibited by the communities. We calculated regression coefficients for each nutrient, allowing us 
to estimate the contribution of each carbon source to taxonomic balance independent of the number 
of nutrients. Here, we estimated D-galactose to be the most highly associated with greater 
community evenness. Indeed, the environment containing only D-galactose yielded a community 
with a relatively even composition of E. coli, P. aeruginosa, and P. fluorescens, while the 
community grown in the two-carbon-source condition with D-galactose also contained three 
organisms (A. baylyi, P. aeruginosa, and P. putida) (Figure 12a). Despite these relatively balanced 
communities at lower complexities, the presence of a nutrient significantly associated with lower 
Shannon entropy like L-arabinose can overpower the effects of nutrients like D-galactose. This 
effect is most clearly observed in the 8-carbon source condition containing both these nutrients, 
which resulted in the complete dominance of P. aeruginosa. 
Nutrient Coefficient P-value 
L-Glutamine 0.619 2.78E-02 
D,L-Malate 0.858 2.40E-03 
D-Ribose 0.795 4.90E-03 
D-Cellobiose 1.049 2.00E-04 
Citrate 1.049 2.00E-04 
D-Xylose 0.673 1.69E-02 
D-Galactose 0.752 7.70E-03 
D-Glucose -0.826 3.50E-03 
D-Fructose -0.951 8.00E-04 
Glycerol -1.285 0.00E+00 
D-Gluconate -0.872 2.10E-03 
Propionate -1.205 0.00E+00 






Supplementary Table 16. Minimal medium composition for flux-balance modeling. 























Supplementary Table 17. List of unique organic molecules predicted to be secreted across all flux-
balance simulations. 





















Supplementary Table 18. Descriptions and quantities for consumer resource model state variables 
and parameters. Resource supply and dilution rates are defined by 48-hour experimental timescale. 
Variable/ 
parameter Description Units Quantity 
56 Abundance of organism 7 CFU/mL variable 
89 Abundance of nutrient : g/mL variable 
;69 
Uptake rate per unit concentration of resource : by 
organism 7 mL/hr variable 
<9=6 
Proportion of nutrient : converted to nutrient > by 
organism 7 unitless variable 
?9 Leakage fraction for resource : unitless 0.25 [198] 
@6 
Conversion factor from energy uptake to growth rate 
for organism 7 1/energy 1 [
198] 
A9 Energy content of resource : energy/g 1 × 10' 
B6,D Half velocity constant for resource uptake g/mL 3000 
E6 
Minimal energy uptake for maintenance of each 
species 7 energy/hr 0.05 




K Dilution rate 1/hr L
10µ?
300µ?




Supplementary Table 19. Taxonomic outcomes and epistasis types under each combinatorial environment for com13. Environments are 
numbered according to Supplementary Table 12. Epistasis types: I: Combination gains new organisms; II: Combination yields union of 
organisms; III: Combination identical to lowest diversity constituent composition; IV: Combination loses organisms from both constituent 
compositions. Organism abbreviations: UA: Unassigned read, Ab: A. baylyi, Bs: B. subtilis, Cg: C. glutamicum, Ec: E. coli, Ll: L. lactis, 







! " #$ #% Type 
UA Ab Bs Cg Ec Ll Me Pa Pf Pp Sc So 
Proportion of BIOLOG carbon sources on which growth was observed 
- 0.71 0.43 0.65 0.77 0.42 0.91 0.83 0.90 0.46 0.82 0.47 
Relative abundances in com13 
A 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
0 -1.139 I B 32 0 0 0 0 0.187 0 0 0 0.813 0 0 0 2 0.696 
A+B 33 0 0.012 0 0 0 0 0 0.988 0 0 0 0 2 0.093 
A 2 0 0.667 0 0 0 0 0 0.224 0 0.109 0 0 3 1.222 
-1 -0.978 IV B 31 0 0.095 0 0 0 0 0 0.368 0 0.537 0 0 3 1.335 
A+B 34 0 0.121 0 0 0 0 0 0 0 0.879 0 0 2 0.533 
A 3 0 0.824 0 0 0 0 0 0.176 0 0 0 0 2 0.671 
-2 -0.595 III B 30 0.019 0.668 0 0 0.016 0 0 0.297 0 0 0 0 4 1.114 
A+B 35 0 0.948 0 0 0 0 0 0.052 0 0 0 0 2 0.294 
A 4 0.006 0.849 0 0 0 0 0 0.145 0 0 0 0 3 0.647 
-2 -1.312 III B 29 0 0 0.002 0 0.471 0 0 0.462 0.066 0 0 0 4 1.301 
A+B 36 0 0.905 0 0 0 0 0 0.095 0 0 0 0 2 0.453 
A 5 0 0.064 0 0 0 0 0 0.024 0 0.912 0 0 3 0.504 
0 -0.386 III B 28 0 0 0 0 0.186 0 0 0.306 0.508 0 0 0 3 1.470 
A+B 37 0 0.137 0 0 0 0 0 0.410 0 0.454 0 0 3 1.437 
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A 6 0 0 0 0 0 0 0 0 1 0 0 0 1 0.000 
1 0.239 I B 27 0 0 0 0 0.051 0 0 0 0 0.949 0 0 2 0.290 
A+B 38 0 0 0 0 0.114 0 0 0.318 0.568 0 0 0 3 1.346 
A 7 0 0 0 0 0 0 0 0.380 0.067 0 0 0.553 3 1.263 
0 -0.809 I B 26 0 0 0 0 0.319 0 0 0.193 0.487 0 0 0 3 1.490 
A+B 39 0.026 0 0 0 0.479 0 0 0.495 0 0 0 0 3 1.147 
A 8 0 0.065 0 0 0 0 0 0.935 0 0 0 0 2 0.348 
-1 -1.178 IV B 25 0 0 0 0 0 0 0 0 1 0 0 0 1 0.000 
A+B 40 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A 9 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
-2 -0.895 III B 24 0 0.078 0 0 0 0 0 0.506 0 0.416 0 0 3 1.310 
A+B 41 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A 10 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
1 -0.181 I B 23 0 0 0 0 0 0 0 0 0 1 0 0 1 0.000 
A+B 42 0 0 0 0 0.245 0 0 0 0.755 0 0 0 2 0.804 
A 11 0 0.004 0.086 0 0.014 0 0 0.895 0 0 0 0 4 0.569 
-2 -0.402 III B 22 0 0.683 0 0 0 0 0 0.317 0 0 0 0 2 0.901 
A+B 43 0 0.249 0 0 0 0 0 0.751 0 0 0 0 2 0.810 
A 12 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
-5 -1.359 III B 21 0 0.008 0.534 0 0 0 0 0.267 0.051 0 0.012 0.128 6 1.724 
A+B 44 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A 13 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
-1 -0.799 IV B 20 0 0.393 0 0 0 0 0 0.559 0 0.048 0 0 3 1.209 
A+B 45 0 0.005 0 0 0 0 0 0.995 0 0 0 0 2 0.046 
A 14 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
-2 -1.683 III B 19 0 0 0 0 0.125 0 0 0 0.617 0.258 0 0 3 1.309 
A+B 46 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
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A 15 0 0 0 0 0.226 0 0 0 0.774 0 0 0 2 0.770 
0 -0.531 IV B 18 0 0.483 0 0 0 0 0 0.316 0 0.193 0 0.009 4 1.549 
A+B 47 0 0.450 0 0 0.025 0 0 0.347 0 0.178 0 0 4 1.624 
A 16 0 0.502 0 0 0 0 0 0.498 0 0 0 0 2 1.000 
-1 -0.790 III B 17 0 0 0 0 0.500 0 0.114 0.386 0 0 0 0 3 1.387 
A+B 48 0 0.409 0 0 0 0 0 0.591 0 0 0 0 2 0.976 
A 33 0 0.012 0 0 0 0 0 0.988 0 0 0 0 2 0.093 
0 -0.429 III B 34 0 0.121 0 0 0 0 0 0 0 0.879 0 0 2 0.533 
A+B 49 0 0.274 0 0 0 0 0 0.726 0 0 0 0 2 0.847 
A 35 0 0.948 0 0 0 0 0 0.052 0 0 0 0 2 0.294 
1 0.910 I B 36 0 0.905 0 0 0 0 0 0.095 0 0 0 0 2 0.453 
A+B 50 0 0.632 0 0 0 0 0 0.103 0 0.265 0 0 3 1.265 
A 37 0 0.137 0 0 0 0 0 0.410 0 0.454 0 0 3 1.437 
1 -0.532 IV B 38 0 0 0 0 0.114 0 0 0.318 0.568 0 0 0 3 1.346 
A+B 51 0 0.067 0 0 0 0 0 0.625 0.102 0.206 0 0 4 1.490 
A 39 0.026 0 0 0 0.479 0 0 0.495 0 0 0 0 3 1.147 
-2 -0.977 III B 40 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A+B 52 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A 41 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
2 -0.346 I B 42 0 0 0 0 0.245 0 0 0 0.755 0 0 0 2 0.804 
A+B 53 0 0.003 0 0 0.013 0 0 0.374 0 0.610 0 0 4 1.072 
A 43 0 0.249 0 0 0 0 0 0.751 0 0 0 0 2 0.810 
0 0.367 II B 44 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A+B 54 0 0.338 0 0 0 0 0 0.662 0 0 0 0 2 0.923 
A 45 0 0.005 0 0 0 0 0 0.995 0 0 0 0 2 0.046 
-1 -0.026 III B 46 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A+B 55 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
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A 47 0 0.450 0 0 0.025 0 0 0.347 0 0.178 0 0 4 1.624 
-2 -0.475 III B 48 0 0.409 0 0 0 0 0 0.591 0 0 0 0 2 0.976 
A+B 56 0 0.428 0 0 0 0 0 0.572 0 0 0 0 2 0.985 
A 49 0 0.274 0 0 0 0 0 0.726 0 0 0 0 2 0.847 
0 -0.341 II B 50 0 0.632 0 0 0 0 0 0.103 0 0.265 0 0 3 1.265 
A+B 57 0 0.520 0 0 0 0 0 0.466 0 0.014 0 0 3 1.091 
A 51 0 0.067 0 0 0 0 0 0.625 0.102 0.206 0 0 4 1.490 
-3 -0.986 III B 52 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A+B 58 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A 53 0 0.003 0 0 0.013 0 0 0.374 0 0.610 0 0 4 1.072 
-1 -0.201 IV B 54 0 0.338 0 0 0 0 0 0.662 0 0 0 0 2 0.923 
A+B 59 0 0.161 0 0 0 0 0 0.642 0 0.197 0 0 3 1.297 
A 55 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
1 0.000 I B 56 0 0.428 0 0 0 0 0 0.572 0 0 0 0 2 0.985 
A+B 60 0 0.193 0 0 0 0.004 0 0.802 0 0 0 0 3 0.748 
A 57 0 0.520 0 0 0 0 0 0.466 0 0.014 0 0 3 1.091 
0 0.255 II B 58 0 0 0 0 0 0 0 1 0 0 0 0 1 0.000 
A+B 61 0 0.585 0 0 0 0 0 0.390 0 0.025 0 0 3 1.116 
A 59 0 0.161 0 0 0 0 0 0.642 0 0.197 0 0 3 1.297 
1 0.288 II B 60 0 0.193 0 0 0 0.004 0 0.802 0 0 0 0 3 0.748 
A+B 62 0 0.256 0 0 0 0.004 0 0.571 0 0.169 0 0 4 1.433 
A 61 0 0.585 0 0 0 0 0 0.390 0 0.025 0 0 3 1.116 
0 -0.072 II B 62 0 0.256 0 0 0 0.004 0 0.571 0 0.169 0 0 4 1.433 




Appendix IV: Supplementary Information for Chapter 4 
 
Supplementary Figure 35. Genetic algorithm parameter grid search results. The crossover 
probability !" and mutation probability !# of the algorithm were varied, and a performance score 
was calculated for each pair based on (1) the number of generations required for the algorithm to 
reach the 99th percentile of a given objective and (2) the percentile of the solution at the last 
generation (see Methods). Three representative ecological phenotypes were selected to perform the 
grid search: (a) maximization of community Shannon entropy, (b) maximization of the relative 
abundance of B. subtilis, and (c) maximization of the total number of metabolic exchanges. For 
each [!", !#] parameter pairing, the mean of 50 random environment seed sets is shown. Using an 
additional moving average smoothing procedure, this search process resulted in generally 
consistent parameter values emerging (the best [!", !#] pairings were identified as [0.7, 0.25] for 
(a), [1, 0.45] for (b), and [1, 0.4] for (c)), which informed the decision to use an average of these 
values ([0.9, 0.35]) for all search processes. 
 
 
Supplementary Figure 36. GA performance according to prevalence of secreted metabolites. (a). 
Mean number of generations required for GA to find environments that surpass the 99th percentile 
of total metabolite secretion flux (' = 246 organic secreted metabolites). For each data point, the 
mean of 10 random environment seed sets is shown. (b). Frequency of required generations to reach 
aforementioned objective. Environments that maximize the secretion of a majority of metabolites 
(61.4%) can be identified within 50 generations.  
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Supplementary Table 20. Genome-scale models of organisms used in simulations of community 
growth. 
Organism name Reference 
Bacillus subtilis 216 
Escherichia coli 173 
Klebsiella pneumoniae 377 
Lactococcus lactis 150 
Pseudomonas aeruginosa 218 
Porphyromonas gingivalis 151 
Rhodobacter sphaeroides 249 
Shigella boydii 378 
Saccharomyces cerevisiae 379 
Streptomyces coelicolor 394 
Salmonella enterica 380 
Shewanella oneidensis 219 
Zymomonas mobilis 250 
 
 

























Supplementary Table 22. Mean number of generations (across 50 random seed environments) 
required for genetic algorithm to exceed the 99th percentile of a given objective (,99). 
Objective .// 
Overall Shannon Entropy 3.16 ± 0.49 
Total number of total metabolic exchanges 8.12 ± 0.86 
Maximization of organism 
relative abundances 
B. subtilis 6.12 ± 0.57 
E. coli 4.02 ± 0.49 
K. pneumoniae N/A 
L. lactis N/A 
P. aeruginosa 3.24 ± 0.60 
P. gingivalis N/A 
R. sphaeroides N/A 
S. boydii 13.10 ± 2.61 
S. cerevisiae N/A 
S. coelicolor 3.26 ± 0.46 
S. enterica 9.06 ± 1.20 
S. oneidensis 2.08 ± 0.24 * 
Z. mobilis N/A 
Number of metabolic 
exchanges toward organisms 
B. subtilis 9.44 ± 1.16 
E. coli 12.92 ± 2.50 
K. pneumoniae N/A 
L. lactis N/A 
P. aeruginosa 12.8 ± 2.43 
P. gingivalis N/A 
R. sphaeroides N/A 
S. boydii 12.16 ± 1.75 
S. cerevisiae N/A 
S. coelicolor 9.46 ± 0.89 
S. enterica 11.22 ± 1.27 
S. oneidensis 9.78 ± 0.97 
Z. mobilis N/A 
Total metabolite secretion flux 
Most-secreted 
metabolites 
Acetate 5.78 ± 0.45 
Formate 6.90 ± 0.55 
Ethanol 7.16 ± 0.70 
Succinate 7.74 ± 0.78 
Glycine betaine 33.91 ± 4.25 
Glycine 13.06 ± 2.10 
Oxaloacetate 9.44 ± 1.27 
Isocitrate 7.28 ± 0.76 
Phenylacetate 7.04 ± 0.88 
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Propionate 11.46 ± 1.58 
L-malate 11.76 ± 1.48 
L-alanine 11.52 ± 1.14 
Least-secreted 
metabolites 
Spermidine 173.56 ± 11.48 
L-rhamnose 74.20 ± 9.94 
Deoxyribose 100.27 ± 11.17 
D-allose 184.47 ± 10.55 
4-hydroxy-L-threonine 173.27 ± 9.08 
Hexadecanoate 159.95 ± 11.19 
3-methylbutanal 156.32 ± 10.06 
L-ascorbate 139.68 ± 11.46 
D-carnitine 155.12 ± 11.52 
L-idonate 197.76 ± 10.77 
D-glucuronate-1-
phosphate 
87.75 ± 12.02 
Thymidine 148.13 ± 11.53 
* For S. oneidensis, the 99th and 100th percentiles of relative abundances both equaled 1 in our 
dataset, and as such the generation at which the 99th was passed is undefined. The quantity shown 
is therefore the generation at which the 98th percentile was passed.   
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Supplementary Table 23. List of most and least highly-secreted metabolites across all dFBA 
simulations. 
Metabolite Secretion flux 



























Appendix V: Supplementary Information for Chapter 5 
Supplementary Table 24. Parameter values for growth, resource consumption, and AHL production 
and sensitivity. Values are based on Balagaddé et al.183 and Smith et al.182. 
Parameter Value 
0123 1.3 hr-1 
78 0.004 g/L 
: 0.3 hr-1 
; 2 
7<= 10 nM 
> 0.1 hr-1 
	@A 4 g/L 
BA 0.23 gnutrient/gcells 




Supplementary Figure 37. Characterization of toggle switch behavior. (a). Alternation in relative 
population abundance quantified by difference in simulated OD600 between the two populations 
after the switch under a scenario with no metabolic competition between populations. A difference 
in OD600 of 0 represents either no change, or that the dominant population’s abundance did not 
drop below the other population’s abundance. Commonly employed dilution rates (0.05-0.2) yield 
a wide space of switching potential, depending on the AHL production rate of the producing 
organism. The AHL sensitivity parameter 7<=  was estimated experimentally in (b) as 100 nM. (b). 




Supplementary Table 25. Simulated medium conditions with varying carbon source concentrations. 
GABA secretion was maximized in each condition to observe the impact of external metabolites 
on GABA exchange. The glucose uptake vmax was varied in the presence of either constant L-lactate 
and pyruvate uptake (cond. 1, defined by Lewis et al. as 0.0058 µmol/gWB/min), or no L-lactate 
and pyruvate uptake (cond. 2). Similarly, L-lactate and pyruvate uptake vmax was varied in the 
presence of either constant glucose uptake (cond. 3 defined by Lewis et al. as 0.29 µmol/gWB/min), 
or no glucose uptake (cond. 4). 
Medium condition 1 2 3 4 
Carbon sources, vmax held constant L-lactate  
+ 
 pyruvate 
- Glucose - 
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