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Department of Administration Engineering, 
Faculty of Engineering, Keio University, Tokyo, Japan 
Most notation of graph theory can be related to its incidence matrix and its 
manipulations. Definitions on the types, arcs, paths, fundamental numbers, 
and subsets of X in a graph (X, F) are concerned here. 
l .  INTRODUCTION 
In order to represent a graph (X, F), there are several kinds of incidence 
matrices, such as the edge-edge incidence matrix, arc-edge incidence matrix, 
loop-loop incidence matrix and the loop-arc incidence matrix. 
If each definition of fundamental properties of a graph is defined in terms 
of these incidence matrices, the theories of matrices and Markov-chains can 
be applied directly to graph theory. 
It is the purpose of this paper to give the definitions of some graph theoretic 
concepts in terms of the edge-edge incidence matrix and to point out the 
advantages of such an approach. 
2. GENERAL DEFINITIONS 
The edge-edge incidence matrix A = (ais) of an oriented graph (X , / ' )  is 
defined by 
l~ : (xi , xJ) ~ U 
a~j = : (x,, x3 ¢ u (1) 
where U is the set of arcs of the graph (X, / ' ) .  In a nonoriented graph we 
consider an edge [ai, aj] as two arcs (ai, as) and (a s , ai) of an oriented graph. 
We define a set of matrices {A (n) ~ (a~))}(n = 2, 3, 4,...) 
(n) (n- I)  _ air ~ (modulo 2), n = 2, 3,... aik ~kJ 
k=l 
l l3  
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Consequently, we have 
A("~ = A("-I~A, n = 2, 3,.... (3) 
Let I and E be an n-vector and an n × n matrix, respectively, whose 
elements are all 1. The column vectors of an n × n-matrix A are defined by 
a t ,  a2 "'" an,  and the row vectors are a 1, a2,..., a n. Furthermore, we define 
the following: 
A° = ~. A (i) 
i=1 
i= I  j= l  
j=1 
For the set of vertices X = {Xl, x 2 ,..., Xn} of a graph we define the index set 
of X as Jx = {1, 2,..., n} and for any subset S = {xil, xq .... , xi~,} of X we 
define the index set of S as Js = {il, i2 ,-.., ik}. 
Let us define by a any permutation of (a 1 , a 2 .... , a,) such that 
(7= (al, a2 ,..., a . )  (5) 
\a /c  I , ak  2 ,.-., ak  n 
and denote by A(c) the incidence matrix whose column vectors are 
ak l ,  ak  2 , . . . ,  ak~ • 
Let B be a matrix which can be obtained from the incidence matrix . / /of 
the graph (X, _r) by replacing some of the l 's by O's. Now it is evident hat 
we can find a graph (X, _T") whose incidence matrix is B. The graph (X, _T") is 
called a partial graph of (X, / ' ) .  
Let C be a matrix some of whose column vectors (correspondingly, row 
vectors) are added and make one column vector (row vector)at he incidence 
matrix A of the graph (X, F). We call this operation shrinkage and the graph 
(X, F')  whose incidence matrix is C is called a subgraph of (X, F). Let us 
define the shrinkage matrix of a matrbc C by C*. 
We define a function F(A) of the incidence matrix .4 of the graph (X,/1) by 
F(A) = y al~la2~ ... an~. (6) 
H 
where H is the set of all permutations (I)1, P2 ,..., Pn) of (1, 2,..., n). Then 
F(A) is the number of different matchings of the graph (X, F). I fF (A)  = 0, 
the graph has no perfect matching and so no Hamiltonian circuits. 
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graph (X, F)  incidence matr ix A 
0 IA '  
1 simple 3~; A(~) = -~- [ -~-  
2 complete A + A r = E 
3 connected Z A(i) = E 
4 transitive 3k> 1 ;a  (k)~j = 1 =>a j---  1 
t3 arc (x~ , xj) 
5 {otherwise " a'~ = t0 
t5 path (xi ..... x~-) a(k) = l ;  
6 { otherwise ii 
7 (t~ circuit (Xiotherwise ..... xi) a(k)ii --llo 
3 perfect matching ~ partial graph (X, 1",), B; 
8 IB I  -=n 
[a~l  = I a J l  = 1 ( i , j  = 1,2, . . . ,n)  
9 3 Hamil tonian path 3a; a , j+l (a  ) = 1 (i = 1, 2,...,n) 
3 Hamil tonian circuit 3a; ai i+l(a) = 1 (i = 1, 2 ..... n) 
10 
a., l(a) = 1 
11 3 arborescence with root x, ~ ai~ = 1 
connected component p S{aq, a~2,..., aqok} C {ao 1, ao~,..., aon } 
12 2 aiJ = 1 
p = rain p~ 
13 cyclomatie number  v(G) v(G) = [ A i - -  n + p 
14 chromatic numberp  3C*(o); c~ = 0 (i = 1, 2,..., n) 
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4. DEFINITIONS ON A SUBSET S OF X [I] 
Let Y1, Y~, Y3, ]74, I75, be n-vectors such that the following conditions 
are satisfied: 
at J, at J~'(= Jx- , )  
r l  1 0 
Y= 0 1 
I13 l * 
Y~ 0 * 
Y5 * 1 
Here * means no restriction, that is, either 0 or 1. 
S(C X) incidence matrix A 
15 internally stable A Ya = Y4 
16 externally stable A Ya = Y5 
17 kernel A Y1 = Y2 
18 basis A°Y1 = Y~ 
19 support AY~ = Y ,  
5. SOME PROOFS 
In this section, we give proofs of the relations 1-19. Since some of them are 
trivial and many of them are similar, we shall only give a few examples which 
are sufficient o indicate the proofs for all 19 relations. We shall use of the 
notation A <~ B to show the equivalence of two assertions A and B. 
[proof of (3)]. 
A graph (X,/~) is connected. 
(def.) 
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For any i and j, there exist k 1 > 0 and k 2 > 0 such that ~)~kl) = 1 and r i j  
p~)  = 1 are satisfied• 
A m -k A (2) + "" + A (~) 
. . •  
[proof of (14)]. 
A graph (X ,  17) is p-chromatic. 
(def.) 
• A (i) = E (7) 
i= l  
Q.E.D. 
All vertices of the graph (X , / ' )  can be painted with p distinct colours in 
such a way that no two adjacent vertices are of the same colour. 
There exists cr for which we have 
. . . . . . . . . . . . . . . . .  p 
- - - [ -  - - i  . . . . . .  ] 
0 * 
= . . . .  - -  (8) 
, , , o  , |  
' , , I , ' , o Jp  
here 0 is a matrix whose elements are all O. 
The shrinkage matrix C* (~) of A(~) can be expressed in the following way: 
C, (~)  = 
fp - -~ .  
Q.E.D. 
[proof of (17)]. 
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S is a kernel of the graph (X, F). 
(de f . )  
For anyxGS,  FxnS=~andforanyx¢S,  Fx tqs@~.  
There exists a for which we have 
A(.) ---- 
j~ j~c 
o i ,  
l 
B] ,  
I 
IJs 
(10) 
where B is a matrix whose every row vector has at least one 1. 
A(.) × 
J~ 
I 
I 
B[ ,  
J 
r 
] (11) 
AY:  = Y2 Q.E.D. (12) 
[proof of (18)]. 
S is a basis of the graph (X, I'). 
(def.) 
(i) I fb l ,b2cSandb l~b~b 1 ~b 2andb 2 ~b 1. 
(ii) I f  x ~ S ~ there exists b G S such that b ~ x, here x ~ y states that 
there exists a path from the vertex x to the vertex y. 
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There exists a for which we have [o 
~o(o/= . * 11 -  
I °] AO(.) ×-i-} J; =--il 
.¢:>. 
A°(~). Y1 = Y~ 
[proof of (19)]. 
S is a support of the graph (X,/ ') .  
(def.) 
Every edge of X has at least one vertex in S. 
There exists a for which we have 
J~ J~° 
~(°)= -; o 1I 
.¢:>. 
J~ 
A(.) x . . . .  
1 
i 
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(13) 
(14) 
(15) 
(16) 
(17) 
AY2- - -Y  1 Q.E.D. (18) 
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6. A DEFINITION ON A SUBSET S OF X [II] 
We introduce a concept of a subset S of X in a graph (X, / ' ) ,  (k, h)-kernel, 
and we try to express this concept in therms of the incidence matrix. 
DEFINITION. 
S is a (k, h)-kernel of the graph (X, / ' ) .  
(def.) 
For every vertex of S there exists a path to a vertex in S c whose length is 
less than k and for every vertex of S ° ( - -  X --  S) there exists a path to a 
vertex in S whose length is less than h. 
This definition can be reduced in the following way; 
For any x e S, there exists a natural number m (~ k) such that Fmx e S ° 
and for any x ~ S, there exists a natural number n (~ h) such that _Pnx ~ S. 
There exists a for which we have 
Js J ;  
A?~)(~) _= Z A(') J . . . . .  J -  - - (19)  
,=1 • I ,  f J ;  
[ ,[B] , 
A~m)((r) ~--- A (i) ~/= - - - I - - -  Vm < k (20) 
,=1 , [ , 
I 'r h * I * 
A~;,)(a) ~ E A(i) J . . . .  I - .  - (21) 
i=1  Bt t  
I 
/=1 
¢>- 
A°(k)((7) " Y2 = I/'3, A°(m)(a) " Y2 # Ya Vm < k (23) 
A°(h)(a) " Ya = Ys ,  A°(.)(a) • Y~ 4:Y5 Vn < h. (24) 
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Like this way, most notations of graph theory can be related to its incidence 
matrix and its manipulations. 
It is believed that this approach is useful in analysis of graphs [3] [4]. 
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