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ABSTRACT 
An equivalent condition on a 3-square complex or a 4-square real upper triangular 
matrix is found for its numerical range to be a circular disk centered at the origin. 
Sufficient conditions for the circularity of the numerical range of certain sparse 
matrices are also given in terms of graphs. 
Let A be an n-squ 
set denoted and define 
e nu range 0 
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a circular disk centered at the origin for n = 3 or 4. For n = 3, the condition 
is 
a12 423a13 = 0. 
For n = 4, it is 
a12 a23a13 + ap2g2.4614 + c,3z34a14 + a23a34a24 = 0, 
al2 a23a34a14 = 0. 
In this paper we continue the study of the circularity of numerical ranges 
for more general matrices. Since every square complex matrix is unitarily 
similar to an upper triangular matrix, and the numerical range of a matrix is 
unchanged if the matrix is transformed by a unitary similarity, we can confine 
OUT attention to upper triangular matrices. One distinctive feature in our 
treatment is the use of the concept of circuit products in the evaluation of 
determinants. Though this idea is not new in matrix theory, the introduction 
of graph-theoretic ideas into the study of numerical ranges appears to be 
uncommon. Basically, we completely solve the circularity problem for n = 3, 
or larger values of n, it seems that nice equivalent conditions do not exist. 
We also fnnd 087-n -**ffifi;~3 3Gv‘iiiL GGiiiLltnt conditions for the circularity of numerical ranges 
in t rr*is of graphs for certain sparse matrices. 
enote the hermitian part and the 
if the maximal eigen is independent of 
radius of the circular disk is equal to the common m 
Now the characteristic polynomial of is equal to 
tn + ( - l)k&( Ho)tn-k, 
k-l 
where we use &(G) to denote the sum of all k-square principal minors of 
the matrix @. In general, it seems compJca 1’ ted to evaluate the coefficients 
Ek(&( A)). ]But when A is upper triangular, the evaluation of ) 
I 5 k 5 n, is more tractable, especially if one expresses them in terms of the 
circuit products of H,. For convenience and to fix notation, we describe the 
method below. (For references on the applications of circuit products to 
matrix theory, see, for instance, [l] or [2, Chapter 91.1 
Let A = (a,,) be an n-square complex matrix. By the directed graph of 
A, denoted by G(A), 
(I, 2, - l 0, 
we mean as usual the directed graph with vertex set 
n} such that (r, s) is an arc if and only if ars # 0. A circuit of 
G( A) of length k is a sequence of k arcs (ii, iz), (i,, i,), . . . , (ik, iI) in G(A) 
such that the vertices ii, . ..) ik are distinct. If we denote the above circuit by 
U, then we use note the circuit product of A associated with o, 
which is given = a. 
91i2 
aizi3 *** Q,. It is well known (see, for 
instance, [2, pp. I-2921) that det A is the sum of all possible terms of the 
form (- I)n-* 
G(A), the sum 
T$ A), where ri, . . . , rP are disjoint circuits of 
lengths is equal to n. Similarly, E,(A) is equ 
the sum of all possible terms of the form 
k=l 
[or equal to ( - l)m-p ,.,(A)], where I s p 5 m an ri, . . o , 7p are 
disjoint circuits of G(A) the sum of ose 
Now we come to the evaluation of 
n-square upper triangular complex matrix A 
is a hermitian matrix given by 
arreie + iirreeie = 
r 2 
an 
E,( H,) = 
( arreie + Zrremie)( asseie + tisse+e) C, < JarsI -- 
r<s 
4 4 
a,,asse2ie + 2 Re( arrZss) - (a,J2 + Z,rii,,e-2ie 
= 
r<s 
4 
TO compute E,(He), we need to consider terms that come from a circuit 
of G( He) of length three, or from two disjoint circuits, one of which is of 
length one (i.e. a loop) and the other of length two, or from three disjoint 
loops. 
A typical term of the first type is of the form 
k-S( W%,( W&W Or k-,CW%SWh,,W~ where r<s <t. 
Then * 
a,,ast2ir,e’e 
= 
8 ’ 
an 
then 
-h,,( e)h,,( e)h,,( 0) = -+-~,,l”~~~~ ie + ztte-ie 8 ( Y Sa 
A typical term of the last type is 
L( wLY( wJtt( 0) 7 
where r<s<t, 
and is given by 
hr,.( fw.ss( wbtt 0) 
=- i( a,,e” + Zr,ernie )( a,,e” + iisSe-ie \a,,e” + Z,,e-” )( ) 
= i a,,a,,a,,e3i0 
1 + (a,,aA, + arrcatt + zrraSSa&ie 
+ &&,a,, + ii,,a,,?i,, + arriissiitt eBie -t iTirrii,,Z,,e-3io ( 1 
It follows that we have 
E3u-u = $ 
1 
%Tassatte 
3it9 
r<s<t 
+( a,ra,,~tt + %-%satt + %Tassatt + a,,a,,ii,,)e’” 
+ ii&,a~, + Zr,assiitt + arriissFitt + Zr&,art ( 
+Z,,ii,,Ztte-3iB I I 2 a l-S a,,e’” + Z,,e-’ 
r<s.t+r,s 
circuits, one of le 
118 
obtained 
+ik a,,a,,a,,ii,,e2’* + Z,,ii,uiiu,a,,e-2ie 
t-eseuev 
+ aruauoqo%s + wL+-w%-s + %u~su~.vv~ro + %YLasu~soaru l 1 
Proceeding in this way, in theory at least, one can write down Ek( He) for 
all positive integers k. Of course, for large values of k, the expression for 
&( He) is fairly involved. In the next section, we will consider the circularity 
of the nu--+-d 4_...ri-__d range W( A) when A is an n-square upper triangular matrix 
for n =< 4. 
3. UPPER TRIANGULA MATRICES 
We deal with the nilpotent case first. Let A = (a,,) be an n-square 
strictly upper triangular complex matrix. 
When n = 2, the characteristic polynomial of He ss equal to t ” - Igl, i2/4, 
and is independent of (9. Then the maximal eigenvalue of H, is clearly 
independent of 8, and so W(A) is always a circular disk centered at the 
ion is well known.) 
= 3. Suppose that W(A) is a circular disk 
enote by A the common maximal eigenvalue of HO. 
polynomial of He, we have 
0 = A3 - &( He)A2 + E2( N,JA - E3We) 
= A3 - a(Ial2l” + 1~131~ + la,,12)A - $(a12a2by13eiB + Z12Z23a13ewie) 
for all real numbers ; thl.ls 
a12 a23a13 = Q, or equivalently, a12a23a13 = 0. 
t stic is 
to t3 -I- f(la121” + la1312 + IU2312)t, WhiCh is inde 
(A) is a circular disk centered at the ori 
Now come to the case when pt = 4. Suppose that 
centered at the origin. Again denote by A the common m 
H,. By substituting A into the characteristic polynom 
identity in 6. Setting the coefficients of eie and e2ie 
identity equal to zero, we get 
- a12 a23a13 $- a12a24E14 + a13a34z14 + a23a34z24 = ’ 
and 
a12 a23a34 a14 = 0. 
(Note that th e conditions we can obtain by setting the coefficients of eVie 
and ew2 ie of our identity equal to zero can be derived from the above two 
conditions by taking complex conjugates.) Conversely, if the above two 
conditions are satisfied, then (as can be readily shown) the characteristic 
polynomial of He is independent of 8, and hence W(A) is a circular disk 
centered at the origin. 
We have thus obtained the following 
THEOREM 1. Lxt A = (a,,) be an n-square complex nilpotent upper 
triangular matrix, n = 3 or 4. Then an equivalent condition fo’i W(A) to be 
a circular disk centered at the origin is that 
a12 a23a13 = 0 
when n = 3, and that 
a12 a23 a13 - + a12a24z14 + a13a34a14 + a23a34a24 = 
and 
‘12 a23a34a14 = 
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l+i 
A= 
-Pi-i l-i 
l+i 
0 
satisfies the conditions of Theorem 1, and so W( A) is a circular disk centered 
at the origin. 
Of course, for any n-square complex matrix A, if the characteristic 
polynomial of H,(A) is independent of 8, then W(A) is a circular disk 
centered at the origin. We have just shown that the converse of this assertion 
also holds in case A is strictly upper triangular and n 5 4. One may wonder 
whether the converse holds in general for strictly upper triangular matrices. 
The answer turns out to be no, as we have found the following counterexam- 
ple in the case when n = 5. 
EXAMPLE 1. Let A = (a,,> be a S-square real strictly upper triangular 
matrix such that all entries of A are zero except for the entries Q, ag3, a13, 
and a45. We are going to show that if the absolute values of a12, az3, aI3 are 
all sufficiently small in comparison with that of ad5, then the characteristic 
polynomial of HJ A) depends on 8, but WC A) is a circular disk centered at 
the origin. 
By straightforward calculations, we obtain the characteristic equation of 
N,( A): 
t5 - 1 
4 ( af2 + a& + af3 -I- ai5)t3 - +a12az3a13 cos e t2 
+ haf( af2 + ai -1- af,)t + &a,,a,,a13at5 cos e = 0. 
As can be readily veri *a,,/2 are always roots of the above equation. 
aI2 = a23 = aI3 ad5 # 01, the roots of this equation are fa,5/2, 0. 
So for nonzero a12, U23, aI3 with absolute values sufficiently smaller than that 
of 045, the remaining eigenvalues of (A) are always less than la,,@. 
i 
hen the characteris 
eigenvahie is always e 
at the origin. 
, but its 
A) is a circular disk 
maximal 
centered 
er 
BiEOREM 2. Let 
a x Y 
A= 0 b x 
0 0 c 
be a S-square complex upper triangular matrix. Then 
centered at the point p if and only if 
) is a circular disk 
(i) At least two of the numbers a, b, c are equal to p, 
(ii) (a + b + c - spxs, Jx12 + S,Jy12 + aa ,1212) = -xyz, 
(iii) la +b +c - 3pl =< k(lx12 -I- ly12 + lz12)‘;‘, where t!S,_ is the 
necker d&a fin&on. dn this cast the radius of the disk is i( ix I2 + I y 1” + 
I I) 2 2 l/2 . 
Proof. First, consider the case when x = y = x = 0. Then A is a 
diagonal matrix, and W(A) is equal to the convex hull of (a, b, c). If W(A) is 
a circular disk, then necessarily W(A) is a disk with radius zero, centered at 
p, where p =a =b = c; then conditions (Q-&i) are clearly satisfied. Con- 
versely, if conditions (i)-(Z) are all satisfied, by (iii) we have p = (a + b + 
cl/S, and using (i), we obtain a = b = c, and hence W( A) is a circular disk. 
Henceforth, we assume that lx12 + lzJ2 + lx12 # 0. 
“Only if” part: Suppose that W(A) is a circular disk centered at p. 
Replacing A by the matrix A - pI if necessary, we may assume that the 
center p is the ohgin. Making use of the expressions for E#J, I 5 k s 3, 
derived in Section 2, we obtain the characteristic equation of H,: 
t3 - + k a + b + c)eie -t- (Z + Z + E)eDie t2 I 
+i (ab + bc + ca)e2ie 
I 
+ (a$ + bZ + CZ + Zb + 6c + Ea) 
+$ -abce”ie 1 yl” + alzl” - a& - 
+ co ex co ates rece = . 
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in 0. Setting the ~o~f~~i~n~s of 
Q zero, we obtain respectively the 
ah = 0, (1) 
ab + bc -i- ca = 0, (2) 
4(a + b -I- c)A2+(abc + aTic + zibc +xzij - &I2 - bly12 - alz12) 
From ~qua~ons (1) and (2), it is clear that at least two of the numbers a, b, c 
are zero; hence condition (i) is satisfied. In the subsequent proof we deal only 
With the case when a = b = 0; the remaining cases can be treated in a 
similar way. IEn this case, Equations (3) and (4) can be reduced respectively to 
the following: 
4cA2 + (XZJ - ~1x1~) = 0, t (3 ) 
4A3 - ([xl’ + 1~1” + /z12)A = 0. (4 
*\ 
) 
From (4’) we obtain A = i( 
the proof, we assumed that 
this value of A into (3’1, we 
xl” + 1 y12 + Iz12)“‘2. (Since, at the beginning of 
A # 0, necessarily we have A # 0.) Substi~ting 
readily get 
which is ~~u~~on (ii). Note that in the present case, the ~~~aracte~s~~ 
equation of can be sirnph~~d to the follo~ng: 
e --i 6 
+ + -- c’1x12 - xxy = 0. 
8 ( 1 
tion (5), after factorization, the above equation becomes 
But the third root i(ceie + ZeDie) of Equation (6) is no 
Max0 i(ceie + Eemze) = 1~1. It follows that we have 
ICI s $(lx12 + I y12 + Iz12y2, 
which is condition (iii). 
“If” part: Suppose that conditions (i)-(iii) are satisfied. Assume further 
that p = a = b = 0. If c = 0, then by condition (ii) we have XZJ = 0, and 
hence W(A) is a circular disk centered at the origin, according to Theorem I. 
So we assume that c + 0. Then condition (ii) becomes (5j. 
obtain (6) as the characteristic equation of H,, and by condition (iii) we 
conclude that f(l x 1” + I y I2 + I x 12)li2 is always the maximal characteris 
root of H,. Thus W(A) is a circular disk centered at the origin. 
REMARK 1. The authors have been informed that N. K. Tsing also 
obtained a necessary and sufficient condition for the circularity of a 3-square 
complex matrix. IIis result can be described as follows: 
Let A be a 3-square complex matrix. Then W(A) is a unit circular disk 
centered at the origin if and only if A is unitarily similar to a matrix of the 
form 
[ 8 0 a0 b c, t 1 
where a, b E R, c, t E C satisfy 
a2 + b2 + Ic12 = 4, 
-abc 
t = 
- a2 
To consider the range for an n-square upper 
ears to be a fairly complicated 
solution to the cas2 when the 
et A = (a,,) be a 4- s g uare real upper triangular matrix. Set 
r 
R = xaaa rr s.s tt; 
r<s<t 
s = at-sast ?-, ;
r<s<t 
u= arsastartarrll - a12a23a34at4 - 
r<s<t r<s,t<u 
where in both summations the indices r, s, t, u are rearrangement of 
4 6th the required rest~~tions; 
L 293, 
V= a;2 at4 +a2a2 +a2a2 -2a 13 24 14 23 12 13 24 34 a a a - 2a13a14a23a24* 
TP~E~REM 3. Let A = (a,,) be a 4 -square nonxero, real upper triangular 
matrix. The following conditions are equivalent: 
1 is a cir~lar disk centered at the origin. 
019 At least two of the diagonal entm’es of A are zero, arzd there is a 
positive real cuber h that satisfies each of the following equati~~s~ 
t2 + U - 2a,,a,,a3,al, = 
4R2 + S - T = 0, (f9 
and also the inequality 
IPI + (P’ - 4Q + C - 4t2)1’2 5 2t, 
where C, P, QY etc. are constants which are defined in e paragraphs 
preceding the theorem. (Then A is the radius of the circular disc W(A).) 
(c) At least two of the diagonal entries of A are zero, and one of the 
following holds: 
(i) P = Q = 0, al2 a23a34a14 = 0, and 
a12 al3a23 + a12a24a14 + a13a34a14 + a23a34a24 = 0. 
(ii) P = S - T = 0, Q # 0, and Equations (7) and (9) have a common root 
which satisfies the inequality (10). 
(iii) P # 0, Q = ’ - 2a12a23a34a14 = 0, and Equations (8) and (9) have a 
common root which satisfies the inequality (10). 
(iv) P + 0, Q # 0, (T - S)/P = (2a,,a,,a,,a,, - U)/Q (> Q), and the 
nurnber [(T - S)/4 Pj1i2 satisfies (9) and (10). 
Proof. By straightforward computations we obtain the characteristic 
equation of H,(A): 
C 
t4 - Pcos8t3 + Qcos20- 4 
t + a,,a,,a,,a,, cos4 
1 1 1 
+ -pas” 8 + s - 3,cos2 a12 a23a34a14 
e first show that a nonzero re 
126 N AN 
(As our proof will show, in the “if” part of the above assertion, we do not 
need to assume that A is nonzero or real.) 
First, suppose that A is a root of (11) for all values of 8. Substituting A 
into (II), we obtain an identity in 8. By considering the coefficients of cos4 9, 
cos3 6, cos2 8, cos 8 and the constant term of this identity, we obtain 
%l a22 a33a44 = 0, 03) 
R = 0, (14) 
u 
QA2 + 4 _ a12a232a34a14 = o, 
S-T 
PA2 + - = 0, 
4 
CA2 
A4 
a12 a23a34a14 V -- + 
4 8 
*16=0. (17) 
[We need the assumption that A is nonzero to obtain (14)-I From (13) and 
(14) we readily deduce that at least two of the diagonal entries of A are zero. 
From (15), (16), and (17) it is clear that A satisfies Equations (7), (8), and (9). 
In view of (13) and (141, Equation (11) becomes 
(U - 2a,,a,,a,,a,,) cos2 8 a12 a23a34a14 V + + 
4 +66 
= 0. (18) 
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hold. So Equation (11) ecomes first (I@, an then (12) after fat 
Since t2 - A’ is always a factor of (11) A is a root of (1 I) for all 8’ 
This proves the above assertion. 
By what we have just proved, it is clear that W( 
centered at the origin if and only if at least two of the 
are zero and there is a positive number A which satisfies 
(9) and is always maximal among the roots of (12). Now th 
are + A, (P cos 8 + [( P2 - 4Q)cos2 0 -k C - 4A2]‘/2}/2. 
P2 
Note that when A has at least two diagonal entries equal to zero, 
- 4Q is always nonnegative. In this case, we have 
max Pcos 8 + P2 - 6 + C - 
8 
1 [( 4Q)cos2 4h2] 1’2) 
= lP1 + (P” - 4Q + c - 4A2)1/2, 
SO the condition for A to be always a maximal root of (12) is that A satisfies 
the inequality (10). The equivalence of (a) and (b) now follows readily. 
Condition (c) is obtained from (b) [or (a)] by treating separately the cases 
(i) P = Q = 0, (ii) P = 0 and Q # 0, (iii) P # 0 and Q = 0, and (iv) P f 0 
and Q # 0. 
Under the assumption that A has at least two zero diagonal entries, case 
(i) happens if and only if the diagonal entries of A are all zero. 
we can apply Theorem 1. 
When P = 0 and Q # 0, it is clear that condition (b) implies (c 
Conversely, suppose that condition (c)(ii) is satisfied (and that A has at least 
two zero diagonal entries). We only need to explain why the roots of (8) are 
all real and nonzero. To see this, let + A be the roots of (8). Then since A 
satisfies Equations (7), (8) and (9) by the beginning part of 
are roots of (12) which is the characteristic equation 
H,; so Ifi A are real. If A = 0, then since A satisfies 
obtain P = 0 and C = 4 all be the only 
entries of A. Then C, < s 4akkalr = -4a 
follows from 0 [ence A. is a zero 
don. 
remaining case 
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ere X, y, x are real numbers, not all zero. We calculate the constants 
associated with A and obtain 
C=x2+y2+z2, P=2, Q=l, s = xyx, 
T = 2x2 + y2 + z2, ?J = xyx - x2, and V=O. 
Since A has two zero diagonal entries, and P, Q are both nonzero, by 
Theorem 3(c)(’ ) IV a necessary and sufficient condition for W(A) to be a 
circular disk centered at the origin is that 
1 
2 (2x2 + y2 + z2 - xyz) ‘= x2 - XYZ ( 1 * 
and the number A = $(x2 - xy~)‘/~ is a root of Equation (Q) and satisfies 
the inequality (10). 
As can be readily shown, the condition (*) can be simplified to: 
y2 + x2 + xyx = 0. (**J 
[When ( * * ) is satisfied, we have x2 - xyx = x2 + y2 + z2 2 0, so A is a 
well-defined real number.] One can readily verify that when ( * * ) is satisfied, 
h is always a root of (9). Also, by calculation the inequality (10) becomes 
X2 - xyx 2 4. Ths, R necessary and sufficient condition for W(A) to be a 
sk centered at the origin is that 
y2 + iz2 -t- xy2 = 0 and x2 + y2 +x2 24. 
tion is satisfie , for instance, when (x, y, 2) = (2, 1, - 1). 
n, one cannot 
ai range of ar; 
to be a circular disk. Before 
EMARK 2. f A = (a,,) is an n-s are upper t~angular con3 
n >= 2, then a necessary condition for (A) to be a circu 
the origin is that at least two of the diagonal entries of A are zero. 
To see this, let A denote the common maximal 
Substituting h into the characteristic equation of H,, we 
8. By considering the coefficients of eni* and etn- i)” i 
obtain 
E,(all~ l -l ’ arm) = 0 and E,_l(all,...,a,,) = 0, 
where we use Ek(a,,, . . . , a,J to denote the kth elementary symmetric 
function on all:,. . . , arm. Hence our assertion follows. 
4. SOME GRkPH-THEORETIC SUFFICIENT CON 
In this section we will pursue the question of circularity of numerical 
ranges from the graph-theoretic viewpoint and offer some sufficient condi- 
tions. 
In [6, Theorem] Marcus and Shure obtained a result about the numerical 
range of a sparse (0, 1) matrix. Here we reformulate their result in graph- 
theoretic language. (See also Davidson and olbrook 13, Proposition 13 for a 
result about the numerical radius of a sparse (0, I) matrix, which can also be 
formulated in graph-theoretic language.) 
THEOREM 4 (Marcus and Shure). Let A be an n X n (0, 1) m&k, 
having at most r3ne 1 in each row and column. Let K~, . . . , K~ be the lengths 
of all circuits of G(A). Den.ote by v the longest length of a simple directed 
path in G( A) which is not pati of a circuit of G( A). (If there is no such path, 
set v = 0.) Then the numerical range of A is given by 
W( A) = conv[ D( -4) U P( A)], 
where D(A) is the circular disk centered at the origin *with radius cos 
+ 2)] and P(A) is the polyg on in the complex plane with fiertices 
ei(2n/K,)j > .P= ,-*-3 #t - 1, t = I,..., 
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61 actually corresponds to a 
s not part of a circuit, and the 
to 1 plus the length of the 
above theorem depends on 
involved. Below we offer a 
simpler, graph-theoretic argument. 
The hypothesis on the matrix A implies that the indegree and outdegree 
of each vertex of G( A j are both at most one. So G(A) is the vertex-disjoint 
union of some circuits and simple directed paths. By relabeling the vertices of 
G(A), or equivalently by performing a permutation similarity on A, we may 
assume that A is a block-diagonal matrix, each of whose blocks is either a 
full-cycle permutation matrix or a shift matrix (i.e. a matrix With l’s on the 
superdiagonal and zero elsewhere). Now the numerical range of a permuta- 
tion matti; {8- ,.~ing a normal matrix) is the convex hull of its eigenvalues, and 
the numerical range of a shift matrix can be shown to be a circular disk 
centered at the origin with a known radius (by Lemma 3 of [6]). But the 
numerical range of a direct sum of matrices is always the convex hull of the 
union of the numerical ranges of its summands, so the first part of the 
theorem follows readily. 
One corollary of Theorem 4 is that, if A is a (0, 1) matrix with at most 
one 1 in each row and column and if G( A) contains no circuits, then W(A) is 
a circular disk centered at the origin. We will extend this observation in 
Theorem 5. efore we give our result, we first review some graph-theoretic 
te (Folr reference, see for instance [7].) 
y the undirected graph of a directed graph G we mean the undirected 
graph obtain.ed from G by removing the direction of its arcs. Thus if (1, 2) 
and (2, 1) are both arcs of G, then in the undirected graph of G there are 
two parallel edges joining the vertices 1 and 2, which constitute a cycle of 
length two. For a square matrix A, we call the undirected graph of G(A) 
simply the undirected graph of A. An undirected graph G is connected if 
there exists a path be ry pair of vertices in G. An undirected graph 
contains no cycles. (A loop is also considered as 
raph G is calle a root of G if there is a 
directed path from II to each of the remaining vertices of G. A directed graph 
that (r, 8) is an arc of (A) only if r E Vk an i-l 
l~kzp7Pl. 
It is clear that every n-square matrix is per-mutationally si 
sum of square matrices with connected undirected graphs. So in 
numerical ranges, there is no loss of generality if we 
matrices with connected undirected graphs. 
THEOREM 5. Let A be an. nsquare complex matrix such that the 
undirected graph of A is connected, Consider the following conditions: 
(a) A is permutationally similar to a mlpotent ttiangular matrix with at 
most one nonxero entry in each row or in each column. 
(b) G( A) or G( At) is a diretied tree. 
cc) The undirected graph of A is a tree. 
(d) A is permutationally similar to a block-shift matrix. 
(e) The characteristic polynomial of H,( A) is the same for all 
(f) W(A) is a circular disk centered at the origin. 
Then (a), (b) are equivalent, and the following Logical relations hold: 
(a) * 69 = cd) * W * (0. 
Proof. For convenience, we denote the undirected graph of G( A) by 
G(A)“. 
(a) 3 (b): We may assume that A is nilpotent and upper triangular, wi 
at most one nonzero entry in each column. Suppose that G( A)” contains 
cycle which passes through the distinct vertices i,, . . . , i, in that order, wit 
i, being the largest index. Since A is strictly upper triangular, we have k 2 3, 
and (i k_ r, ik) and (i,, ik) are both arcs of G(A). Hence the i& column of 
A contains two nonzero entries, which is a contradiction. This proves that 
G(A)” contains no cycles, and since G(A)” is connected by our assumption 
on A, G(A)” is a tree. The fact that G(A) contains no circuits also re 
implies that there is a vertex x o G(A) with zero in 
vertex y of G(A) distinct from X. 
path in G(A)” from x t 
of every vertex of G( A 
comes from a directed 
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(c) --4r (d): It suffices to show that we can label the vertices of C(A) by 
integers such that if (r, s) is an arc of G( A), then the label of s is greater by 
1 than that of r. 
rf Ik. = P, clearly there is no probkz. Suppose that n 2 2, and assume 
that the assertion holds for matrices with order less than n. Choose a vertex u 
of G(A) of degree 1, i.e. one the sum of whose indegree and outdegree is 
equal to 1. (Such a vertex exists, since the undirected graph of A is a tree.) 
Denote by H the directed graph obtained from G(A) by removing the vertex 
ZI and the unique incident arc. Then N is the directed graph of the 
( n- &quare principal submatrix obtained from A by deleting its 0th row 
and column. Clearly the untreated graph of W is also a tree. So by the 
induction assumption, we can label the vertices of H with integers in such a 
way that if (r, s) is an arc of N then the label of s is greater by 1 than that of 
r. Let u be the only vertex of G(A) adjacent to I.I, and suppose that u is 
labeled b y L t: integer j. Then we label the vertex I.J by j + 1 or j - 1 &h- 
according to whether (u, U) or (0, u) is the only arc incident with v, It is 
clear that our labeling of the vertices of G(A) now has the required 
properties. 
(d) -4 (e): L,et A b e permutation~y similar to a block-shift matrix. Then 
the vertex set of G(A) can be partitioned into m disjoint nonempty subsets 
V . I; *..,Vm such that (u, v) 
forsomej,l~j~m- 
is an arc of G( A) only if u e Vj and v E Vi+ 1 
1. Consider any circuit ar of G( He). Note that each 
arc of ar either joins a vertex of Vj to a vertex of Vj+ 1 or joins a vertex of 
V j+ 1 to a vertex of Vj> for some j, 1 5 j s KQ - 1. Also, it is not difficult to 
see that the number of arcs in cy of the former type is the same as that for 
the latter type. For each arc of the ioi-iiitir F~JX, &z ,-or-responding entry of 
H, is equal to ei6 times the ~orrespon~ng entry of H, and for each arc of the 
latter type, the corresponding entry of HO is equal to ewie times the 
corresponding entry of W. Hence H;, and H have the same circuit product 
associated tith the circuit CL Since this is true for each circuit a! of G( H,) 
[= G(N)], l t f 11 1 o ows that the characteristic polynomial of H, is always equal 
to that of H. 
(f) -4 (g): Proved before. 
The missing implications in 
difficult to see that (c) tfs (b) 
Theorem 1 can be used to show 
(f) * (e). 
the above theorem all ftil to hold. It is not 
and (d) * (c). The matrix A given after 
that (e) * (d). Finally, Example 1 shows that 
Theorem 5 gives some suf~~ient con~tions for the characteristic polyno- 
mial of H,(A) to be independent of 8. C. K. Li mentioned to the authors 
an equivalent condition for the character- 
endent of 0 is that Wc( A) is a circular 
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disk centered at the origin for all hermitian matrices C, where (A) 
denotes the C-numerical range of A. (See Li and Ring [4] for t 
and related results.) It seems that further research on the characteristic 
polynomial of HJ A) and the circularity of higher numerical ranges will be 
worthwhile. 
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