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R6sum6 
Le but de cet article est d'6tudier une g6n6ralisation de la m6thode mploy6e par Barcucci, 
Pinzani et Sprugnoli pour tirer al6atoirement des roots facteurs gauches de Motzkin en temps et 
espace lin6aires en moyenne. Nous donnons un encadrement de sa complexit6 moyenne 
lorsqu'elle st appliqu6e ~ un langage quelconque, puis d6finissons la classe des fg-langages, 
langages pour lesquels elle peut fitre calculee xactement. I1 apparait un lien entre les propri6t6s 
des fg-langages etdes notions issues de la Thborie des Codes. Nous terminons par l'etude de la 
m&hode appliquee ",i quelques fg-langages particuliers. 
Abstract 
The aim of this paper is to study a generalization of the method used by Barcucci, Pinzani 
and Sprugnoli for generating random Motzkin left factors in average linear space and time. We 
give lower and upper bounds for the average complexity when the generalized method is 
applied to an arbitrary language, then we describe a class of languages, calledfy-languages, for 
which the average complexity can be computed exactly. We note a connection between 
properties of fg-languages and notions from coding theory. Finally, we study applications of the 
method to some specific fg-languages. 
1. Introduction 
Les m6thodes de g6n6ration al6atoire constituent des outils permettant d'6tudier 
certaines propri&6s de structures combinatoires. De telles m6thodes 'av+rent effica- 
ces pour v6rifier ou formuler des conjectures, sp6cialement lorsque la g6n6ration 
exhaustive des objets 6tudi6s serait d6raisonnable. Elles permettent aussi d'6valuer la 
complexit6 d'algorithmes ur des structures combinatoires. Enfin, la visualisation 
d'objets al6atoires est un moyen d'approfondir des connaissances personnelles sur la 
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classe 6tudi6e, par exemple dans un cadre p6dagogique ou dans un travail de 
recherche. C'est ainsi que les algorithmes de g6n6ration al6atoire sont fortement 
utilis6s par les concepteurs de logiciels de manipulation et de visualisation d'objets 
combinatoires, tels Cabri [2], Metanet [14], CaliCo [10], ou d'6tude t de visualisa- 
tion d'algorithmes comme Zeus [7]. 
A une structure combinatoire on associe un ou plusieurs param6tres num6riques 
(par exemple la taille). Tirer al6atoirement e uniform6ment un objet combinatoire, 
c'est construire un objet de taille donn~e n de faqon que tout objet de taille identique 
ait la m6me probabilit~ d'apparition. La m6thode conque par Wilf [25], r6cemment 
syst6matis6e dans [12], est tr6s utilis6e. Son principe g6n6ral est le suivant: si l'on 
conna~t une relation de r6currence permettant de compter les objets de taille n, il s'agit 
de g6n6rer un objet al6atoire n utilisant une interpr6tation "constructive" de cette 
relation. On peut trouver des exemples d'applications dans [21, 8]. I1 existe une autre 
m6thode classique:la mbthode de rejet. Celle-ci peut s'av6rer, pour des applications 
particuli6res, plus rapide et plus +conome n m6moire que la m6thode de Wilf. De 
plus, elle peut 6tre utilis6e lorsque l'on ne dispose pas d'une formule de r6currence 
pour 6num~rer les objets. I1 s'agit d'effectuer le tirage dans un surensemble d  la classe 
des structures que l'on veut g6n6rer, jusqu'~ trouver un objet de la classe recherch6e. 
Ce proc~d6 est notamment utilis+ pour tirer al~atoirement des graphes [26] ou des 
polyominos [18]. 
L'6tude des m6thodes de g6n6ration de mots offre un int6rfit particulier, en ce sens 
que nombre de structures combinatoires sont cod6es par des mots. I1 s'av6re donc 
parfois profitable de scinder le probl6me de g6n6ration al6atoire de ces structures en 
deux parties: tirer un mot du langage appropri6, puis, ~ l'aide d'un algorithme de 
dbcodage, construire l'objet combinatoire associ& Nous nous int6resserons ici essen- 
tiellement ~la premi6re phase de cette m6thodologie: l  tirage al6atoire t uniforme de 
mots. I1 existe des algorithmes [16, 17, 19] permettant de g6n6rer al6atoirement e
uniform6ment des mots de tout langage alg6brique (ou context-free) non ambigu. 
Tout comme la m6thode de Wilf dont ils sont inspires, ces algorithmes op6rent en 
temps polynomial mais non lin~aire dans la plupart des cas. D'autre part, la m6thode 
de rejet est employ6e avec succ6s pour certains langages, comme celui des mots de 
Lyndon [24]. 
Barcucci, Pinzani et Sprugnoli ont d6velopp6 une m6thode de g6n6ration de roots 
facteurs gauches de Motzkin [5], puis de chemins ous-diagonaux [6],dans laquelle 
une am6lioration de la m6thode classique de rejet permet d'optimiser le temps de 
calcul. Le but du pr6sent ravail est l'6tude de rapplication de ce proc6d6 fi une famille 
plus vaste de langages; nous nous int6ressons principalement au calcul de sa com- 
plexit6 moyenne n temps. Dans la deuxi6me section de cet article, nous pr6sentons la
m6thode, montrons l'uniformit6 du tirage et cherchons ~ ~valuer sa complexit6 
moyenne. Nous montrons qu'en g6n6ral on ne peut donner qu'un encadrement de 
celle-ci. Dans la Section 3, nous d6finissons la famille desfg-langages, langages pour 
lesquels la complexit6 moyenne, ainsi que sa variance, se calculent ais6ment en 
fonction de la s+rie g~n6ratrice. Nous verrons que les propri6t6s des fg-langages sont 
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li~es ~ certaines notions issues de la Th6orie des Codes [3]. La Section 4 traite des 
propri6t6s particuli6res des fg-langages alg6briques. Pour finir, nous appliquons dans 
la Section 5 nos r6sultats ~. l'6tude de la complexit6 de la m6thode pour quelques 
fg-langages particuliers. 
2. Le proced~ de g~n~ration de mots 
2.1. Prbsentation 
Soit un ensemble de lettres A = {al,a2 . . . .  ,ak} appel6 alphabet. On note A* 
l'ensemble des mots finis compos6s de lettres de A. Un langaoe est un sous-ensemble 
de A*. Etant donn6s un langage L et un entier naturel n, notons L. l'ensemble des 
mots de L de longueur n, et I. le cardinal de L,. La g6n6ration al6atoire t uniforme 
d'un mot consiste fi tirer au hasard un mot de L, avec une probabilit6 gale ~i 1/l,. 
Pour appliquer une m6thode de rejet, il faut se donner un langage contenant L, et 
dans lequel on sait tirer des roots al6atoires de mani6re fficace. Le candidat le plus 
simple est A": pour tirer un mot de A" de mani&e al6atoire t uniforme, il suffit de tirer 
n fois une lettre dans A, chaque lettre ayant une probabilit6 1/k d'apparition (k&ant le 
cardinal de A). Consid6rons donc le programme suivant, qui construit selon ce 
proced6 (que nous appellerons 'm6thode 0') un mot w de L,. 
M~thode O: 
Entr~: Un langage L, un entier naturel n. 
Sortie: Un mot w de L,. 
d/~but 
tant que Iwl < n faire 
d~but 
a ,--- hasard(A) 
W~--WO 
si Iwl = n et w¢L. 
alors w ~ e, 
fin 
fin 
Si west  un mot de L, [wl repr6sente la longueur de w. L'appel de la fonction 
hasard(A) a pour effet de retourner une lettre choisie al~atoirement dans A avec la 
probabilit6 1/k. Nous supposerons que l'appel de cette fonction s'effectue en temps et 
espace constants. 
On montre sans difficult6 [8] que l'on tire de cette mani6re des mots de L. de fa¢on 
uniforme. Notons que le nombre de lettres tir6es pour aboutir fi un mot de L n'est pas 
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born6 c'est un point commun fi tous les  proc6d6s bas6s sur le rejet. Seule une 
complexit6 moyenne peut fitre 6valu6e. Dans le cas pr6sent, il est ais6 de voir que le 
nombre moyen de lettres tir6es est 6gal ~ nk"/l,. 
Soit le mot wen cours de construction par la m6thode 0, tel que [w[ < n. Pour 
am61iorer la complexit6 du proc6d6, nous utilisons l'id0e simple mais f6conde ex- 
prim6e dans [5] d6tecter d6s que possible si la construction en cours peut ou non 
aboutir ~ un mot du langage. Supposons que l'on puisse d6cider s'il existe ou non un 
mot u de L, tel que west facteur gauche de u. En cas de rbponse n6gative, le traitement 
peut alors 6tre recommenc6 sans attendre que la longueur de w atteigne n. 
Notons fg(L . )  l'ensemble des roots facteurs gauches d'un mot de L,; la m6thode 
1 d6crite ci-apr6s tient compte de la remarque pr0c6dente. 
M6thode 1: 
Entr6e: Un langage L, un entier naturel n. 
Sortie: Un mot w de L.. 
d6but 
W 4,--- ~ 
tant que Iw] < n faire 
d6but 
a ~- hasard(A) 
w+--wa 
si w¢ fo(L , )  
alors w ~- 
fin 
fin 
Apr6s les quelques notations et d6finitions qui suivent, nous montrerons que cette 
m6thode g6n6re bien des mots de L, de fa~on uniforme, puis nous 6tudierons a 
complexit6. 
2.2. Notations 
Soit L un langage sur un alphabet A. On note L, l'ensemble des mots de L de 
longueur n, et L ~,, l'ensemble des mots de L de longueur inf6rieure ou 6gale fin. Soit 
fg(L)  l'ensemble des roots facteurs gauches d'un mot de L: 
fg(L) = {u6A*13w~L,  3v~A*,  w = uv}. 
On note [, le langage des mots n'appartenant pas fi L, mais dont le plus grand 
facteur gauche propre est dans L. 
L, = LA\L .  
Les mots qui d~terminent l'ex6cution de l'affectation w ~ e dans la boucle de la 
m6thode 1, donc qui font recommencer la construction de w, sont exactement ceux du 
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A 
langagefg(L,) <~,,. Pour plus de clart6 dans les notations, nous 6crirons 
A 
R = fg(L,) ~<,,. 
On d6finit les s&ies 6num6ratrices de ces langages, Lf(t) pour L et .~(t) pour R. 
~(t )  = Y~ t.t", 
:~(t) = ~" r,.it i. 
i=1  
off r,.i est le nombre de mots de R de longueur i (0 ~< i <~ n). 
2.3. Un(formitb 
Montrons que la g~n6ration d'un mot de longueur n par la m&hode 1 s'effectue de 
faqon uniforme. Un mot w sera cause d'une nonvelle x6cution de la m&hode 1 si et 
seulement si w E R. La probabilit6 de cet 6v6nement est 
p(w~R) = ~ p(wERi) 
i=1  
(2.1) 
~ rn i  = ~.  
i=1  
Si l'on remarque que L. et {RiA"-i l ie[1, n]} forment une partition de A", alors 
on a: 
k ' -1 ,  = ~ r,,ik "-i (2.2) 
i= l  
et donc d'apr6s (2.1) et (2.2) 
In 
p(w~R) = 1 - k~. 
Soit maintenant v~L,.  La probabilit+ d'obtenir v apr6s avoir g6n+r~ i mots de 
A"\L,  est 6gale 
pi(v) = (1 -1" ]  i l 
k"J k" 
donc la probabilit6 pour que v soit r6sultat du proc6d6 est 
1 
p(a = 2 p,(v)=- i >~o l, 
et la g6n6ration s'effectue bien de faqon uniforme. 
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2.4. ComplexitO moyenne 
I1 est manifeste que la complexit6 moyenne n temps de la m6thode 1 d6pend 
~troitement du nombre moyen de lettres tir6es pour obtenir un mot de L.. Soit a ~ A. 
Le test de la mbthode 1 consiste ~i chercher si wa~fg(L,), sachant que le mot 
w appartient ~i fg(L,). Dans ce qui suit, nous rappellerons test de maintien d'un mot 
dansfy(L,) .  I1 est effectu+ &chaque lois qu'une lettre est tir6e. Pour que la m6thode 
1 soit raisonnable, il est doric n6cessaire que la complexitb en temps de ce test soit 
n6gligeable par rapport ~ celle du test de la m6thode 0 (qui n'est effectu6 que tousles 
n tirages). Nous nous prboccuperons ici essentiellement des langages pour lesquels le 
test de maintien peut s'effectuer en temps constant. Le r6sultat suivant est alors 
imm6diat. 
Proposition 2.1. Si le test de maintien d'un mot dans fg(L. )  peut ~tre effectuk en temps 
constant, alors la complexit~ moyenne en temps de la mbthode 1 est bgale au nombre 
moyen de lettres tirkes pour gbnbrer un mot de L. 
D'autre part, nous pouvons d6s maintenant 6valuer le gain maximum en temps 
occasionn6 par la m6thode 1 par rapport & la m6thode 0. En effet, soit m le nombre 
moyen de mots g6n~r6s par la m6thode 0 pour construire un mot de L,; le nombre 
moyen de lettres tir6es est donc 6gal ~i ran. Remarquons que m est aussi le nombre 
moyen de mots g6n6res par la m6thode 1. Supposons qu'une ex6cution de celle-ci 
a permis la g+n6ration d'un mot de L, en i 6tapes. Dans le rneilleur des cas, les i - 1 
premiers roots contiendront une seule lettre, et le nombre total de lettres tir6es sera 
6gal ~ i - 1 + n. Notons Co(n) (resp. Cl(n)) le nombre moyen de lettres tir6es par la 
m6thode 0 (resp. la mbthode 1). Alors 
m - 1 + n Co(n) 
C~(n) >>, Co(n) > - -  
mn n 
et on en d6duit l'encadrement qui suit pour C~(n). 
Proposition 2.2. Soit Cl(n) le nombre moyen de lettres tirbes lors de la gbnbration de 
roots de L.  par la mbthode 1. Alors 
k n k n 
- -  < C~(n)  <~ n- - .  
Autrement dit, pour que la m6thode 1soit efficace, il est n6cessaire que la m6thode 
0 s'effectue n un temps raisonnable, donc que k"/l, soit d'ordre polynomial. En 
particulier, Cl(n) ne pourra ~tre lin6aire que si k"/1, = O(n'), avec c~ < 1. 
Nous nous int6ressons maintenant ~ la valeur de Cl(n) en fonction des s6ries 
6num6ratrices ~o et ~'. Pour ce faire, il nous faut introduire les notions qui suivent, 
emprunt+es fi la Th6orie des Codes I-3]. 
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Soit rCo la distribution uniforme sur A*, ainsi d6finie 
1 
VweA* tOo(W) - kl,, t. 
On 6tend no 5. tout langage L c A* de la fa~on suivante: 
 o(L) = E 
w~L 
7to(L) est appelhe mesure t du langage L. 
Un code pr6fixe est un langage X tel que, si w e X, alors aucun mot facteur gauche 
de w n'appartient h X. La longueur moyenne d'un code prhfixe X (relativement ~ no) est 
d6finie par 
= [wl o(W). 
weX 
Nous pouvons maintenant 6noncer le r6sultat suivant 
Proposition 2.3. Le nombre moyen de tirages de lenres nbcessaires pour gbn&rer un mot 
de L,  par la mbthode 1 est 
2(R) 
Cl(n) = n + - -  
no(L.)" 
Preuve. Le nombre moyen de mots g~n6r6s pour aboutir ~ un mot de L. est, nous 
l'avons vu, k"/1., soit 1/no(L.). Chacun de ces mots est tir6 dans L .wR selon la 
distribution uniforme re0. Donc 
1 
C1 (n) - rco(L,) 2(L .wR)  
2(L.) + 2(R) 
no(L.) 
2(R) 
=nq- - -  
7to(L.)" 
car L.c~R = 0 
Notons que les longueurs moyennes ).(L.wR), 2(L.) et 2(R) n'ont un sens que parce 
que L .wR,  L. et R sont des codes pr6fixes, ce que l'on peut v6rifier ais6ment. [] 
I1 existe une autre preuve de ce r6sultat, utilisant la notion de sbrie gbnbratrice de 
probabilitb. Soit G le langage des mots construits par concat6nation d'une suite de 
1 Les notions de mesure t de longueur moyenne sont habituellement d6finies de faqon plus g6nbrale, n 
fonction d'une distribution appel6e mesure cylindrique. 
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mots de R, puis d'un mot de L,. Ce langage st d6fini par l'bquation suivante: 
G = L, + RG. 
Notons que G est un code pr~fixe, et que le mot form6 par toutes les lettres tir6es lors 
de l'ex~cution de la m6thode 1appartient ~t G. Donc le nombre moyen de lettres tir~es 
est 6gal ~ 2(G). Si f¢(t) est la s+rie g~n6ratrice de G, et si l'on d6finit ~( t )  = f#(t/k), alors 
on montre (voir par exemple [15]) que 
d~ 
= y(1)  
et on retrouve de cette fa~on le r6sultat de la Proposition 2.3. Bien que cette 
preuve semble moins intuitive que la pr6c6dente, lle a l'avantage de permettre de 
calculer simplement la variance du nombre de lettres tir6es, comme on peut le voir 
dans [24]. 
L'exp6rience montre que, pour un langage L quelconque, la structure defo(L,), et 
donc celle de R, varient de fagon extr~mement irr6guli6re n fonction de n. Le champ 
d'application de la Proposition 2.3 se trouve donc limit+ du fait qu'on ne peut esp6rer 
trouver, dans le cas g6n+ral, une expression de 2(R) en fonction de Let  n. La seule 
propribt6 utilisable jusqu'~, pr6sent pour 6valuer la complexit+ de la m6thode 1 est 
l'encadrement donn6 dans la Proposition 2.2. 
3. fg-langages 
Nous recherchons une classe de langages pour lesquels la longueur moyenne de 
R peut s'exprimer de faqon simple en fonction de la s6rie 6num6ratrice de L, et de n. 
Cela est possible si la structure de R n'est pas modifi6e de faqon fondamentale lorsque 
n varie; nous dirons que R doit poss6der une certaine "stabilitb". C'est dans cette 
optique que nous allons d6finir les fg-langages. 
3.1. D~finitions 
D6finition 3.1. On dit qu'un langage Lest  prbfixiel si fg(L) c L. 
D6finition 3.2. On dit qu'un langage L est prbfixe-complet si pour tout mot u e L, il 
existe un mot v 6 L tel que u est un pr6fixe (ou facteur gauche) propre de v (i.e. u ¢ vet 
u est pr6fixe de v). 
Les deux d+finitions pr6c6dentes sont classiques en Th~orie des Langages, et 
permettent d'6noncer la suivante, qui d6crit la notion nouvelle de fg-langage. 
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D~finition 3.3. On dit qu'un langage Lest  un fg-langage s'il est pr6fixiel et pr6fixe- 
complet. 
On montre ais6ment la propri6t6 suivante: 
Propri/~tO 3.4. Si Lest  un fg-langage, alors pour tout mot u ~ Let  pour tout entier n > ]ul, 
il existe un mot v ~ L,  tel que u est pr~fixe de v. 
3.2. Complexitb 
Les propri~t6s des fg-langages vont nous permettre d'6noncer le th6or6me suivant, 
donnant la complexit6 moyenne de la m6thode 1 pour tout n. 
Th~or~me 3.5. Si L est un fg-langage, alors le nombre moyen de lettres tirbes par la 
m~thode 1 pour la gbnbration d'un mot de L,  est bgal ~t 
no(L<~,,_l) 
Cl(n) = (3.1) 
no(L.) 
ou de jhgon bquivalente 
[t"] (~_, ~(f)) 
C,(n) = [ t" ]  (,sa({)) (3.2) 
Ce th6or+me st une cons6quence de la proposition suivante, qui pr6sente une 
propri6t6 plus g6n&ale des fg-langages. Celle-ci traduit formellement la notion de 
"stabilit6" de R. Cette stabilit6 peut se comprendre plus intuitivement de la fa~on 
suivante:si n augmente d'une unit6, alors la seule modification apport6e ~t R sera 
l'ajout de mots de longueur n. 
Proposition 3.6. Si L est un fg-langage, alors 
Vn>0,  2(R)=no(L<~, , i ) - -nno(L, ) .  (3.3) 
Preuve. Soit u ~ (fy(L))<~,,. Alors u ~ L~,, car Lest  pr6fixiel. Donc il existe v ~ L, tel 
que u est facteur gauche de v, car L satisfait la Propri6t6 3.4. En cons+quence, 
uefg(L,) ,  et on en d6duit que fg(Lo)=(.fg(L))~,,  Vn~[~. Finalement, 
fq(L)i = fY(L,)i Vi ~ net  donc 
A 
3~(R) = 2(fg(L) ~.). 
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D'autre part, LA =fy(L )wL ,  du fait que L est pr6fixiel. En particulier, 
L i -1A  =fg(L) iwLi  Vi <~ n donc 
2(R) = 2(L .<._ ,A \L  <..) 
~ . k l i -x - l i  
= t k i  
i=o 
n-1  li 1. 
- ~_~ - 
= no(L~,  l ) -  nno(L.). [] 
Preuve du Th6or6me 3.5. On d6duit ais6ment des Propositions 2.3 et 3.6 la formule 
(3.1). Soit maintenant 
alors 
r= ~ go(L<. . - , ) :  
n>~l 
.Z1 n l l ' ) :  
) = t m t n 
n >~O - '~  1 
- -  t 1,1 
et on obtient le r6sultat (3.2). [] 
Le Th~or6me 3.5 permet de calculer un ~quivalent asymptotique du nombre moyen 
de lettres tir~es lorsque l'on connait le comportement fi l'infini de l.. En particulier, si
I, ~ cn-~k ", avec e ~> 0 et c > 0, alors on peut donner (Fig. 1) des ~quivalents 
Co(n) Ca (n) v~ (n) 
FJ O~n 2 
O~ < 1 cn l +z 
1 - a (1  - ~)2(2  - c0  
ot = 1 cn 2 n log n (n log n) 2 
c~ > 1 cn ~ +~ Kn  ~ K2r l  2~ 
Fig. 1. Valeurs de Co(n), C1 (n) et vl (n) (variance) quand I, ~ cn - 'k " .  
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asymptotiques pour la moyenne du nombre de lettres g6n6r6es, en fonction de 
(K est une constante d6pendant de ~(t)). Le calcul de la variance, effectu6 dans [24], 
est obtenu avec la s6rie g6n~ratrice de probabilite d6finie en Section 2.4, selon 
l'expression 
d2 ~,~,., d~ d~ 2 
v = --~-~(,) + - -~(1) - ~=(1)  . 
4. fg-langage alg6briques 
I1 est naturel de s'int~resser au cas particulier des langages alg~briques, car ceux-ci 
interviennent dans le codage de nombreux objets combinatoires. Les facteurs gauches 
de Motzkin et les chemins ous-diagonaux sont notamment des mots de langages 
alg6briques. Nous nous intbressons plus particuli6rement aux langages algSbriques 
d~terministes, car ils pr~sentent la propri6t6 suivante 
Proposition 4.1. Si L est un fg-langage algbbrique dbterministe, alors le test de maintien 
dans fq(L) peut ~tre effectub en temps et en espace constants. 
et sa consequence imm6diate dans le Corollaire 4.2. 
Corollaire 4.2. Si Les t  un fg-langage algkbrique dbterministe sur un alphabet A ~ k 
lettres, alors 
- -  la complexitb en espace de la mbthode 1 est linbaire, 
- -  la complexitb moyenne n temps de la mkthode 1 est bgale h 
C~ (n) = 
I-t"] (~-, ~(-~)) 
La preuve de la Proposition 4.1 d6coule du Lemme 4.3 qui suit. Nous utilisons la 
notion d'automate h pile d'un langage alg~brique (voir [23, 1]). 
Lemme 4.3. Si L est un fg-langage algbbrique dbterministe, alors il est reconnu 
par btats d'acceptation par un automate ~ pile dbterministe ~¢ vbrifiant les propribtbs 
suivantes: 
- -  l'btat initial de ,~ est un brat d'acceptation, 
- -  si q est un brat d'acceptation de ~1, alors q est origine d'une transition au moins 
vers un btat d'acceptation, 
- -  si q n'est pas un btat d'acceptation de ~4, alors il n'existe aucune transition de 
q vers un brat d'acceptation. 
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Preuve. Soit L un fg-langage, reconnu par ~tats d'acceptation par un automate ~pile 
d&erministe d = (A, Z, Q, Zl, ql, 2). N6cessairement, ql est un 6tat d'acceptation 
car e ~ L (e &ant le mot vide). 
Supposons qu'il existe un 6tat d'acceptation q qui n'est origine d'aucune transition 
vers un 6tat d'acceptation. S'il n'existe pas de calcul valide menant fi q, alors 
q peut-Stre 6t6 de l'automate ~4. Nous pouvons donc supposer qu'il existe un mot 
w e L dont le seul calcul valide est de la forme 
(w, ql, zl) ~-(e, q, h) 
et comme Lest  un fg-langage, il existe au moins un mot u de longueur Iwf + 1 
appartenant fi, L, et dont west facteur gauche. Doric il existe au moins une transition 
menant de q fi un &at d'acceptation, cequi contredit l'hypoth6se. 
Supposons maintenant qu'il existe un 6tat q qui n'est pas un &at d'acceptation, et 
qui est origine d'une transition vers un 6tat d'acceptation. Si aucun calcul valide ne 
passe par q, alors q peut &re supprim6 de l'automate. Sinon, il existe un mot w ~ L tel 
que w = ux, u~A*,  yeA* et donnant lieu au calcul 
(w, ql, z,)  ~-(v, q, g) ~-(e, qF, h) 
off qv est un 6tat d'acceptation. 
Soit i = l u I. Alors u e (fg(L))i, donc u ~ Li car L est un fg-langage. Donc q est un 6tat 
d'acceptation, cequi est absurde. [] 
Le r6sultat de la Proposition 4.1 est obtenu en parcourant l'automate ~pile d6fini 
par le Lemme 4.3 au fur et ~ mesure de la construction de w. Alors w efg(L, )  si et 
seulement si le parcours m6ne fi un 6tat d'acceptation. 
5. Applications 
5.1. Facteurs gauches de Motzkin et chemins ous-diagonaux 
Nous retrouvons ici de faqon simple ~t l'aide de l'outil d'analyse d'algorithmes Ar f2 
[-11] les r6sultats de Barcucci et al. [-5, 6] concernant lag6n~ration de facteurs gauches 
de Motzkin, et plus g6n6ralement de chemins ous-diagonaux. 
Rappelons que le langage des facteurs gauches de Motzkin est l'ensemble des mots 
sur l'alphabet {x, y, z} dont les prefixes ont un nombre de y qui ne d6passe jamais le 
nombre de x. Ce langage st engendr6 par la grammaire non ambiguE suivante 
L ~xMyL  + xL + zL + ~, 
M ~xMyM + zM + e 
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dont la donn6e permet, avec l'aide de Ar f2, de calculer directement la complexit6 de la 
m6thode l. 
Voici le programme Ar f2 correspondant. 
type  L = x M y L IxL Iz  L ie;  
M=xMyMIzMle;  
x = atom (1/3);  
y = atom (1/3);  
z = a tom (1/3);  
e = atom (0);  
S = tS [ t ;  
t = a tom (1);  
F =LS;  
toana lyze :  F, L; 
Lorsque ce programme s'ex6cute, Ar f2 calcule les fonctions 6num6ratrices h°(t/3) et 
S(t)  5e(t/3) (o~ S(t )  = t/(1 - t)), ainsi que les valeurs asymptotiques des coefficients de 
leurs d6veloppements en s6rie respectifs. 
Cela donne ici: 
(, (3)) 
et donc nous avons bien 
G(n)  = 2n + 0( I ) .  
Comme Co(n)= n3" / l ,  = n~/r~-n/,/-J, alors le gain en temps par rapport /t la 
m6thode 0 est de l'ordre de xfn. 
Les chemins sous-diagonaux sont une g6n6ralisation des facteurs gauches de 
Motzkin. Ils sont cod6s par des roots sur un alphabet {xl, ... , xa ,z l  . . . . .  zb, 
y l  . . . . .  y,.}. Un mot w code un chemin sous-diagonal si et seulement si, pour tout 
pr6fixe v de w, ~" a i= ~ [Vly, ~< }~i= 1I Vlx,- De la mfime fagon que pr6c6demment, la donn6e 
de la grammaire permet d'6crire ais6ment un programme Ar f2 calculant la complexit6 
moyenne n temps de la m6thode 1, en application du Corollaire 4.2. I1 est n6cessaire 
cependant de fixer des valeurs pour les entiers a, bet  c, Ar ~2 ne permettant pas de 
traiter des grammaires fi nombre de lettres terminales variable. Comme dans le cas des 
facteurs gauches de Motzkin, les r6sultats de Barcucci, Pinzani et Sprugnoli [6] sont 
confirm6s par Ar f2: la m6thode 1 est de complexit6 moyenne lin6aire si a ~> c, 
exponentielle si a < c. Remarquons toutefois que, dans ce dernier cas, le calcul de 
[t"] S(t )  suffit pour conclure, fi l'aide de la Proposition 2.2. 
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5.2. Autres fg-langages 
Une suite doublement infinie w . . . .  w-2 w_ 1 Wo wl w2 ... sur l'alphabet {0, 1} est 
un mot de Sturm s'il existe deux r6els ~, fie[0, 1[ tels que w, = [_~(n + 1)+ f l ] -  
Lctn+ fl] pour tout entier n. Le langage des facteurs finis des mots de Sturm est un 
fg-langage (comme tout langage des facteurs finis d'un langage de mots infinis). On 
montre [9, 20] que le nombre de tels mots de taille nest asymptotiquement de l'ordre 
de n 3. La Proposition 2.2 permet d'en d6duire imm6diatement que l'algorithme est de 
complexit6 exponentielle dans ce cas. Notons toutefois qu'il existe un autre algo- 
rithme, lin6aire, pour engendrer albatoirement ces mots [4]. 
Rappelons qu'un facteur gauche de Dyck est un mot de {x, :~}* dont les pr6fixes ont 
un nombre de ff qui ne d6passe jamais le nombre de x. Un mklange de deux facteurs 
gauches de Dyck est un mot we {x, Y, y, 37}* tel que w priv6 des lettres x et .g est un 
facteur gauche de Dyck sur l'alphabet {y, 37}, et w priv6 des lettres yet 37 est un facteur 
gauche de Dyck sur l'alphabet {x, £}. Un tel mot code un chemin du plan comportant 
des pas 616mentaires Nord, Est, Sud et Ouest, d6butant fi l'origine et se d6veloppant 
exclusivement dans le premier quadrant du plan. On montre ais6ment que 
t.= .+1  LTJ 
et donc I, .,~ (2/Tt)n- 1 4". La m6thode 0 s'effectue alors en temps moyen Co(n) ..~ (2/7r) n 2, 
et la m6thode 1 en temps Cl(n) ~ n log n. 
Le langage Y[k] des roots de Yamanouchi sur l'alphabet A = {xl, x2 . . . .  , xk } est un 
fg-langage d6fini par 
y[k] = {/cA*: V0~f, V1 ~< i ~< k - 1, Iglx, ~< ]9[ .... } 
off g ~( fsignifie "9 est facteur gauche def ' .  Les mots de y[k] de longueur ncodent les 
tableaux de Young standards de hauteur au plus k et de taille n [13]. y[2] est le 
langage des facteurs gauches de Dyck, cas particulier de chemins ous-diagonaux. On 
en d6duit que 
4n 2 
C~](n)~2n et v]2](n)~ 3 
Si k = 3, le nombre de mots de Yamanouchi de longueur nest le nombre de Motzkin, 
qui se comporte asymptotiquement comme 
x/~ n- 3/2 3". 
Alors 
C]3](n) = O(n 3/2) et v] 3J = O(n3). 
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Gouyou-Beauchamps  [13] a donn6 des formules exactes d '6num6rat ion  pour  
k=4etk=5.  
Plus g6n6ralement,  on connak  [22] un 6quivalent  asyrnptot ique du nornbre de 
mots  de Yamanouch i  de longueur  n sur un a lphabet  ~, k lettres 
i=1  
donc  
CElk](n) = o(nk(k 1)/4) et v~](n) ~--- O(?l klk-1)/2) (pour  k > 2). 
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