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Abstract
One of the main goals of semantic search is to retrieve and connect information related to
queries, offering users rich structured information about a topic instead of a set of documents
relevant to the topic. Previous work reports that searching for information about individual
entities such as persons, places and organisations is the most common form of Web search.
Since the Semantic Web was first proposed, the amount of structured data on the Web has
increased dramatically. This is particularly the case for what is known as Linked Data, infor-
mation that has been published using Semantic Web standards such as RDF and OWL. Such
structured data opens up new possibilities for improving entity search on the Web, integrat-
ing facts from independent sources, and presenting users with contextually-rich information
about entities.
This research focuses on entity search of Linked Data in terms of three different forms of
search: structured queries, where users can use the SPARQL query language for manipulating
data sources; exploratory search, where users can browse from one entity to another; and
focused search, where users can input an entity query as a free text keyword search. We
undertake a comparative study between two distinct information architectures for structured
querying to manipulate Linked Data over the Web. Specifically, we evaluate some of the main
operators in SPARQL using several datasets of Linked Data. We introduce a framework of
five criteria to evaluate 15 current state-of-the-art semantic tools available for exploratory
search of Linked Data, in order to establish how well these browsers make available the
benefits of Linked Data and entity search for human users. We also use the criteria to
determine the browsers that are best suited to entity exploration.
Further, we propose a new model, the Attribute Importance Model, for entity-aggregated
search, with the purpose of improving user experience when finding information about en-
tities. The model develops three techniques: (1) presenting entity type-based query sugges-
tions; (2) clustering aggregated attributes; and (3) ranking attributes based on their impor-
tance to a given query. Together these constitute a model for developing more informative
views and enhancing users’ understanding of entity descriptions on the Web.
We then use our model to provide an interactive approach, with the Information Vi-
sualisation toolkit InfoVis, that enables users to visualise entity clusters generated by our
Attribute Importance Model. This interactive approach is demonstrated using the integrated
semantic system Sig.ma (a leading entity search and navigation tool). Users are able to view
their search results while hiding the complexity of entity descriptions and viewing the most
important information.
To evaluate the efficiency and effectiveness of our Attribute Importance Model to cluster
integrated attributes and our interactive visualisation of entity search results, we conduct
two user studies with a combined total of 48 subjects. The experimental results show that
our methods achieve statistically significant improvements. We also analyse the qualitative
responses of participants who provided feedback on their experiences of using entity search.
Thus this thesis addresses two challenges of searching Linked Data. The first challenge
concerns the specific issue of information resolution during the search: the reduction of
query ambiguity and redundant results that contain irrelevant descriptions when searching
for information about an entity. The second challenge concerns the more general problem
of technical complexity, and addresses to the limited adoption of Linked Data that we as-
cribe to the lack of understanding of Semantic Web technologies and data structures among
general users. These technologies pose new design problems for human interaction such as
overloading data, navigation styles, and browsing mechanisms. The Attribute Importance
Model addresses both these challenges.
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Introduction
Link generation and navigation is fundamental to building the Semantic Web. Links help peo-
ple to discover and understand the Web of Data, not only as a collection of concepts but also
the relationships between these concepts. When users find some data that may be relevant
to their needs, they can also find more related data that may also be relevant [Berners-Lee,
2006]. The result is a global network of structured data from different sources termed Linked
Data. Linked Data aims to extend the Web to make it not only useful for sharing and linking
documents, but also for sharing and linking data [Bizer et al., 2008b; 2009a]. Linked Data
made openly available for public use is Linked Open Data (LOD), and includes millions of
concepts and hundreds of datasets from various sectors such as government, media, science,
and education [Heath and Bizer, 2011]. Users require effective search interfaces to find linked
data about entities relevant to their information needs.
1.1 Motivation
With the rapid growth of LOD, an open question remains as to how best to produce semantic
search results from different data sources in order to ensure that typical Web users can
easily query and search this wide range of semantic data without redundant or irrelevant
information. This is a challenging task in both the Information Retrieval (IR) and the
Semantic Web communities [Baeza-Yates et al., 2008; Tran et al., 2011]; the objective is to
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provide a search environment that captures the meaning beyond users’ search intentions and
the contents on the Web. This search process is referred to as semantic search.
Semantic search is a well-established process of engaging with Linked Data that exploits
semantic techniques such as ontology matching, information extraction, inference and rea-
soning. These semantic techniques can engage with some existing techniques in IR such as
keyword querying, crawling, and indexing to enable a higher level of semantics [Bloehdorn
et al., 2008] that can be used to improve different tasks in semantic search in order to help
end users to satisfy information needs.
One of the most significant tasks that has recently attracted attention from IR and
Semantic Web communities is entity search [Grobelnik et al., 2010; Balog et al., 2011a;
2012]. Entity search involves finding information about individual entities on the Web such
as persons, places and organisations. According to Pound et al. [2010], more than 50% of
Web search queries target a specific entity or entity type. Several evaluation platforms have
been developed to evaluate entity search over structured data. We can summarise some of
these platforms in the following:
• INEX (2007 - 2009): INEX entity-ranking track 2007 evaluated entity retrieval over
Wikipedia to compare how well systems can retrieve entities instead of documents [Ver-
coustre et al., 2007]. Also, INEX entity-ranking track 2009 evaluated entity retrieval
from a new collection of Wikipedia using INEX 2007 topics [Demartini et al., 2010].
The track runs two entity search tasks: entity ranking and entity list completion.
• TREC (2009 - 2011): TREC entity track 2009 has the same goal of INEX, which is the
evaluation of entity retrieval [Balog et al., 2009]. However, this track evaluates entity
search tasks over the ClueWeb09 dataset1, which contains about 1 billion Web pages
and 10 languages. In 2010 and 2011, TREC entity track also performed entity search
tasks. The track focuses on finding related entities instead of evaluating the retrieval
of entities [Balog et al., 2010b; 2011b]. This track runs a new entity search task, called
entity list completion, over LOD and the Billion Triple Challenge collection.
1http://lemurproject.org/clueweb09/
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• QALD (2011-2012): QALD is another benchmark [Unger et al., 2011; 2012] which
includes various entities composed in natural language queries evaluating topics across
several datasets in LOD such as MusicBrainz and DBpedia.
The recent advent of Linked Data offers powerful possibilities to improve entity search.
Data that conforms to definitions of Linked Data provides meaningful descriptions about
entities, and the relationships between them, due to the nature of its highly structured and
semantically rich form. This hypothesis has been tested by Balog et al. [2010a] and Blanco
et al. [2011a], and also supported by the works of Auer et al. [2007] and Baeza-Yates and
Raghavan [2009]. This leads to addressing several other entity search tasks such as finding
related entities, ranking entities from independent sources, and directly presenting users
with rich additional information about entities. In contrast, most traditional Web search
systems typically require extensive machine processing for integrating, linking, extracting and
disambiguating entities in a collection of documents. As an example, a Google Knowledge
Graph integrates information from unconnected data sources such as Wikipedia, Freebase and
the CIA World Factbook [Singhal, 2012]. Indeed, each of these sources has a different data
format. In LOD, data are formed using one data model, which is RDF, and are connected
according to one standard, which is Linked Data.
In Linked Data, a structured query, such as a SPARQL query, is typically required to
retrieve information about an entity. However, most users have a limited knowledge about
SPARQL, RDF and ontologies, and would prefer to specify their search intentions with
keyword queries. Thus, it is useful to be able to apply IR techniques to solve this problem,
allowing users to conduct semantic searches to retrieve information from sources of Linked
Data. In entity retrieval models, such keyword queries could take different forms from those
in traditional IR search. These forms can be classified into various categories including entity
queries, attribute queries and relation queries.
The potential problem of using entity queries with Linked Data is that there can be many
entities matching a given keyword entry. As there is no context, it is difficult to determine
the possible entities that the user intends in advance. One possible approach is to retrieve
all combinations of information about all matched entities as the results of an entity query.
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In this approach, the results of the search are retrieved and integrated from independent
sources based on their labels and URIs. Users then need a means for navigating and possibly
disambiguating multiple entities.
In general, there are substantial gaps in bringing the benefit of Linked Data to human
users. Considerable research has been devoted to the design and development of semantic
browsers that aim to overcome these gaps, by providing mechanisms for navigating and
visualising linked datasets. However, there is comparatively little study of how users interact
with semantic data when searching for information about individual entities. To date, little
attention has been paid to user interaction with entity queries over Linked Data, despite the
recent development of several semantic search tools.
A recent approach that focuses on entity search over semantic data and allows for
keyword-based queries is Sig.ma [Tummarello et al., 2010]. While Sig.ma has enhanced
entity search by integrating results from several sources and providing an aggregated view
to the users, it does not rank information based on characteristics of retrieved entities. In
particular, Sig.ma suffers from the problems of query ambiguity and redundant attributes.
So, in this thesis, we address two challenges of entity search over Linked Data. The
first challenge is the quality of integrated entity search results due to the problems of query
ambiguity and redundant attributes when searching for an entity. The second challenge
concerns the limitations in providing users with engaging experiences when navigating Linked
Data, due to the complexity of Semantic Web technologies and data structures, as well as the
current level of tools for removing this complexity through intuitive and enjoyable interface
design.
1.2 Research Questions
These challenges significantly affect the ability of users to search and query Semantic Web
data simply. It is critical to address the challenge of how to organise and utilise semantic
information effectively and efficiently in order for end-users to enhance their search experi-
ence. We consider three different forms of search: structured queries, where users can use
the SPARQL query language for manipulating data sources; exploratory search, that enables
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users to browse from one entity to another; and focused search, where users can input an
entity query as a free text keyword search. We define as the Attribute Importance Model
for disambiguating users’ queries, and for presenting search results based on salient related
entities and attributes. The following are the main research questions that we answer in this
thesis to address these challenges.
Research Question 1. How effective and efficient are the existing techniques
for searching and browsing Linked Data?
This research question provides the basic background for the development for our research,
and we review current state-of-the-art semantic approaches for accessing and searching Linked
Data. Then, we explore existing techniques and approaches that support three forms of
search over Linked Data: structured queries (SPARQL), exploratory search, and focused
search (keywords).
We first focus on structured query search. What are the limitations of existing imple-
mentations that support SPARQL over Linked Data? What are the most efficient query
approaches that can be used to retrieve information via SPARQL?
Next, we review existing semantic browsers that allow focused search and exploratory
search. Most of these browsers are currently available for the consumption and manipulation
of Linked Data. What kind of methods can be developed to evaluate these browsers? Which
tools are best suited for entity search over Linked Data?
Research Question 2. How should entity search quality over Linked Data be
improved?
Based on the outcomes from the first research question, there are still some considerable chal-
lenges to view entities using many semantic browsers. These can be summarised as follows:
entity query ambiguity, noisy attributes and “technological”-oriented browsing. Together
these can easily mislead users who are searching for entity information using Linked Data.
Hence, we focus on the organisation of entity information in order for end-users to en-
hance their search experience: How best to produce entity search results from different data
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sources? How to improve search accuracy by disambiguating users’ queries? How best to
organise Sig.ma results based on salient related entities and attributes?
Research Question 3. What sort of user interface can be used to effectively
display entity search results for users?
Although it is essential to develop back-end solutions for several issues associated with entity
search, it is equally challenging to provide users with front-end solutions that make browsing
enjoyable and engaging. Thus, this research question leads to a comparison of interfaces that
present entity information to help ordinary users (who may not be familiar with semantic
technologies). The central focus of addressing this question is the introduction of a new
interface that can deal with the complex search results of Sig.ma.
After developing our model for entity search in the second research question, we focus
on: How to design an interface to systematically represent entity search results? What is
the most effective representation for this interface: text-based or visual-based? How do users
interact with the new interface when searching for information about entities using Linked
Data?
1.3 Main Contributions
In addressing the above research questions, this thesis makes three main contributions: a
systematic comparison and evaluation of the current approaches for accessing and searching
Linked Data, a new model for searching information about individual entities, and a user
interface, with accompanying end-user evaluation for visualising entity search results. A brief
description about each of them is as follows.
1. We provide an extensive review of the current efforts in searching and browsing Linked
Data with respect to the three search forms of structured queries, exploratory search
and focused search. We identify the potential functions of the SPARQL query lan-
guage and compare them using two query architectures that manipulate Linked Data.
We also review several semantic tools and browsers that allow users to interact with
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Linked Data. We design and apply an evaluation framework to establish how well these
browsers facilitate the exploration for entities over Linked Data.
2. We introduce a new model, the Attribute Importance Model, for entity-aggregated
search. In this model, we propose three techniques: (1) presenting entity type-based
query suggestions; (2) clustering aggregated attributes; and (3) ranking attributes
based on their importance to a given query. Together these constitute a model for
developing an interactive approach, more informative views and enhancing users’ un-
derstanding of semantic data on the Web.
3. We use our model to provide a new visual search interface using the Information Vi-
sualisation toolkit InfoVis, that enables users to visualise entity clusters generated by
our Attribute Importance Model. This interface is demonstrated using the integrated
semantic system Sig.ma (a leading entity search and navigation tool). Users are able
to view their search results which hide the complexity of entity descriptions while pre-
senting the most important information.
Further, we evaluate the performance of our model and accompanying interface using a
task-based evaluation in two user studies; the first with 36 subjects and the second with a
further 12 subjects.
1.4 Thesis Organisation
The structure of the remaining chapters of this thesis is as follows.
Chapter 2 presents a literature survey of work related to this thesis. The first half of this
chapter gives a general background about Linked Data and includes the concepts, principles
and examples of relevant initiatives such as LOD. The second half reviews some current
work on semantic search, with a particular focus on entity search from different perspectives:
entity type identification, entity query suggestions, and entity attributes ranking.
Chapter 3 presents a comparative study between two SPARQL query execution strate-
gies to manipulate Linked Data: Federated Query and Link Traversal Query. The comparison
considers different SPARQL operators for query processing across Linked Data sources. This
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chapter addresses the first research question, in particular, the limitation of the existing
approaches to structured query search.
Chapter 4 reviews 15 semantic browsers available for the consumption of Linked Data.
This chapter provides two evaluation methods: generic and specific. The generic method
evaluates these browsers by monitoring their general functions that support user interaction
without any particular criteria. The specific method evaluates the browsers by using metrics
of criteria in order to identify the specific functions of each of them. This chapter also ad-
dresses the first research question, in particular, it presents an evaluation of existing semantic
browsers.
Chapter 5 presents the new Attribute Importance Model, the central part of our response
to the second research question. It provides formal and general descriptions of the model.
The chapter also presents a use case with a motivating example that makes use of the model.
Chapter 6 explains the theory behind the new interactive interface for visualising entities
in search results. It includes the interaction design and implementation for this interface.
This chapter, which is a response to the third research question, uses the same example as
that given in Chapter 5 to illustrate the use of this interface.
Chapter 7 gives the results of evaluating our model and the interactive interface. There
are two user studies. The first part of the chapter presents and analyses the results of the first
user study which relates to our model as described in Chapter 5. The second part presents
and analyses the results of the second user study which concerns the visual user interface as
described in Chapter 6.
Chapter 8 presents the conclusions of the research and suggests several areas for future
work.
The thesis also has several appendices with details of various aspects of the experimental
work and a final Appendix I that contains a glossary of acronyms.
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Literature Review
Much useful information about individual entities such as people, places or organisations
has already been published and connected together over the Web of Data guided by the
vision of Linked Data. Further information is already published but not yet linked to other
datasets. The general goal of many existing semantic browsers is to support the exploration
and finding of information across many data sources such as LOD. In very many cases, users
are searching for specific information about entities. A recent study by Pound et al. [2010]
shows that more than 50% of Web search queries target a specific entity or entity type.
This type of Web search is also called entity search, and has been investigated in many
published studies which we review in this chapter. In later chapters of this thesis, we take
one step further by presenting the important facts about an entity and how these facts can
be displayed to users. We do so to improve users’ experiences with entity search.
We begin with the background of Linked Data including its rules, schemas and the LOD
project in Section 2.1. An overview of the current semantic search approaches is given in
Section 2.2. Section 2.3 provides a general exploration of the literature pertaining to entity
search, and specifically as it relates to Linked Data. In Section 2.4, we review the design and
evaluation of search interfaces. Finally, in Section 2.5 we provide a summary of this chapter
and relate the literature review to the chapters that follow.
CHAPTER 2. LITERATURE REVIEW
2.1 Linked Data
The term Linked Data was introduced by Berners-Lee [2006; 2009]. Linked Data challenges
and technical principles are discussed by Bizer et al. [2009a] when presenting a research
agenda for linking various data sources. Efforts by several others such as Heath and Bizer
[2011], Bizer et al. [2008b], Wood [2010] and Wood [2011] have focused on and contributed
to the vision of Linked Data. These developments have created Linked Data as a vision and
established practices to publish and consume data on the Web.
The main idea behind Linked Data is to establish the best practices for publishing and
interlinking structured data on the Web. The Linked Data community1 defines Linked Data
as follows:
“Linked Data is about using the Web to connect related data that wasn’t
previously linked, or using the Web to lower the barriers to linking data currently
linked using other methods.”
Linked Data makes the World Wide Web useful for sharing and interlinking data. Just
as the value of documents increases dramatically when they are linked to other documents,
Linked Data enhances the value of data by providing standardised mechanisms for describing
and linking them to other datasets. Linked Data enables people to publish and interlink their
data with others’ data. It also enables developers to build Web applications that manipulate
and combine data from multiple sources dynamically and simultaneously. The adoption of
the Linked Data approach often leads to extending the Web with a universal data space from
various domains such as people, music, books and organisations.
From a technical point of view, Linked Data uses the Web to create typed links between
related data from different resources. This can be achieved by using the following two tenets:
1. use the RDF data model to publish structured data on the Web and
2. use RDF links for connecting data from various data sources.
1http://linkeddata.org/
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Applying these tenets results in the Web of Data which includes Linked Data to enable users
to share structured data on the Semantic Web as easily as they can share on the traditional
Web. Linked Data uses RDF to represent resources in a triple form: subject (entity), pred-
icate (property or attributes) and object (value). Each element of an RDF triple can be a
URI. Table 2.1 illustrates an RDF triple. On the Web of Data, resources are identified using
Uniform Resource Identifiers (URIs) which are used to specify a globally unique name for
a resource. Resources that are identified using URIs can be further distinguished as either
resources that describe real-world objects such as people, places and cars, and resources that
describe other resources including documents, images and video. Identifying resources with
URIs provides a simple way to describe the meaning of these resources. The emergence
of Linked Data sets using URIs and encoded in the RDF results in a powerful network of
machine-processable information, making way for the next generation of the Web [Berners-
Lee, 2006]. Distributed on a global scale, Linked Data in turn can be used by machines to
generate new information and knowledge.
Machine-readable Human-readable
Entity http://dbpedia.org/resource/Melbourne Melbourne City
Property http://dbpedia.org/ontology/populationTotal has a population of
Value 4169103 4.1 million
Table 2.1: Example of an RDF triple with machine and human representations
Although terms such as Semantic Web, Linked Data and the Web of Data are often used
interchangeably, it is necessary here to clarify what is meant by these terms according to our
reading and analysis of the literature:
The vision of the Semantic Web was expressed by Berners-Lee et al. [2001] as a “Web of
Data that can be processed directly and indirectly by machines”. The Semantic Web extends
the capabilities of Web documents to Web data. Hence, the Semantic Web is a Web of Data,
where data should be accessible by using the general Web architecture with URIs to identify
the unique addresses for resources, and using metadata such as RDF to enable machines to
understand the content [Berners-Lee and Fischetti, 2000]. Applying this vision leads to the
creation of a common framework that allows data to be shared and reused.
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When defining the relationship between the Semantic Web and Linked Data, it is evident
that Linked Data is more about data and the way in which items in different datasets are
connected and the universal way of retrieving resources. Indeed, this relationship has been
defined on the Linked Data community’s website2 as follows:
Opinions on this topic do differ somewhat, however a widely held view is that
the Semantic Web is made up of Linked Data; i.e. the Semantic Web is the whole,
while Linked Data is the parts”
It seems evident that Linked Data provides the road map to the Semantic Web as described
by Bizer et al. [2009a]:
“while the Semantic Web, or Web of Data, is the goal or the end result of this
process, Linked Data provides the means to reach that goal”
Furthermore, Linked Data is also referred to as the Web of Linked Data, as it shares some
common practices with the traditional Web of Documents such as browsing and navigation
interactions. In fact, researchers and developers use the more generic term of Web of Data to
include data that are open and accessible, but are not yet linked. Both the Web of Documents
and the Web of Data allow users to search for information. However, there are some technical
distinctions between them. Table 2.2 shows a simple comparison of Web of Documents with
Web of Data.
Features Web of Documents Web of Data
Basic unit document data
Consumers human human and machines
Links Un-typed hyperlinks RDF typed links
Implementation HTML, URL HTTP, RDF, URIs and SPARQL
Table 2.2: Basic comparison of Web of Documents with Web of Data
Data on the Web can have different schema and formats. To distinguish levels of data
compliance, Berners-Lee developed a 5-star rate scheme to encourage data owners in various
2http://linkeddata.org/faq
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domain areas such as government, healthcare and multimedia, to expose their datasets as
part of the LOD cloud. According to Heath and Bizer [2011], the 5-star system is as follows:
1 Star: “data is available on the Web (whatever format), but with an open license”
2 Stars: “data is available as machine-readable structured data (e.g., Microsoft Excel in-
stead of a scanned image of a table)”
3 Stars: “data is available as (2) but in a non-proprietary format (e.g., CSV instead of
Excel)”
4 Stars: “data is available according to all the above, plus the use of open standards from
the W3C (RDF and SPARQL) to identify things, so that people can link to it”
5 Stars: “data is available according to all the above, plus outgoing links to other people’s
data to provide context”
2.1.1 The Linked Data Rules
Berners-Lee [2006] also articulated several key rules for publishing data on the Web in order to
establish it as Linked Data. Later, these rules become known as the “Linked Data principles”
which are:
1. Use of Uniform Resource Identifiers (URIs) as names for things.
2. Use of hypertext transfer protocol (HTTP) for URIs, as the key protocol for agents to
resolve URIs.
3. Use of RDF and SPARQL 3, for representing and querying Semantic Web data in order
to provide useful information to a client.
4. Links to other URIs must be embedded within RDF datasets, in order to discover
additional information.
3http://www.w3.org/TR/rdf-sparql-query
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The first rule is used to specify a globally unique name to identify a resource or concept.
This name provides a simple way to describe the information of a resource. The reason for
this rule is simply to avoid the ambiguities of the traditional Web of Documents. Two of
these ambiguities are commonly referred to as semantic polysemy and semantic synonymy.
We discuss these two problems in greater detail in Chapter 5. Generally, Linked Data URIs
indicate entities and real-world objects such as people or places, in addition to Web document
content such as text or images.
The second rule adds a condition to the first rule by specifying the use of URIs. This
is more about the schema which is HTTP URIs, not some other URI schemes such as URN
and DOIs [Heath and Bizer, 2011]. Clearly, HTTP URIs can guarantee a global unique name
and provide a means of accessing information about targeted resources.
The third rule clearly places a valuable constraint on the second rule so that the clients
can retrieve useful information when they explore the Web of Linked Data. As a result of
different Web content formats and different mechanisms used to reveal it, information will
be less useful. Thus, it is important to use a global standards such as RDF and SPARQL to
allow for a wide range of applications to integrate and consume the Web of Data.
The last rule is applied to create links between related data in order to explore more and
more data sources. In order to discover additional data about an object, the best way is to
start with deferenceable URI and navigate to the another data source by using links such as
owl:sameAs. This approach is known colloquially in Semantic Web as “follow your nose”;
which simply means navigating from link to another to further and further links [Yu, 2011].
So, these are the basic principles when using Linked Data for publishing data and on the
Web as Linked Data. Without these principles, data will not be part of Linked Data, and
not provide more flexible and easier ways to connect and discover related data from multiple
resources.
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2.1.2 The Linking Open Data Cloud
In the past decade, many large providers of data have adopted Linked Data for publishing
their open data. For instance, in the government sector, the United State’s open data site4
stated that there are thirty-nine countries that publish their open data for public consumption
(as of January 2013). These include the US (data.gov5), UK (data.gov.uk6) and Australian
(data.gov.au7) governments that have used Linked Data principles for publishing their open
data.
Clearly, the Linked Open Data community project, which was started in 2007 by the
SWEO group8, is also strong evidence of the growth of Linked Data [Bizer et al., 2009a].
The aim of the LOD project, also known as “LOD Cloud”, is to make data freely available
to the public. Figure 2.1 shows the collection of all datasets and their links in 2007 and
2011 that are already freely available as Linked Data. In addition, the LOD cloud contains
data from a range of different domains including media, government, the life sciences and
geography [Bizer et al., 2009a]. Significantly, these datasets are linked together by terms
from the W3C base vocabularies such as RDFs and OWL in order to make Linked Data
machine-processable.
The following briefly details the recent history of this project:
• In 2006: Berners-Lee [2006] introduced the concept of Linked Data as the most am-
bitious and practical vision toward Semantic Web.
• In 2007: the project announced a limited number of linked datasets ,12, in May 2007;
the number had increased to 28 datasets in November of the same year (Figure 2.1a).
• In 2008: the number of datasets increased to 45.
• In 2009: the number of datasets increased to 95. In this year also, Berners-Lee gave
his talk on “The next Web of Open, Linked Data” on TED [Berners-Lee, 2009], in
4http://www.data.gov/opendatasites
5http://data.gov
6http://data.gov.uk
7http://data.gov.au
8http://www.w3.org/blog/SWEO/
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(a) 2007
19
CHAPTER 2. LITERATURE REVIEW
(b) 2011
Figure 2.1: Linking Open Data cloud diagram, by Richard Cyganiak and Anja Jentzsch. It
shows the growth in the number of Linked Datasets between 2007 and 2011. The graph (b)
uses colours to illustrate different domains
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Figure 2.2: LOD project growth since 2007
which he defined what is Linked Data and explained why we need ‘raw’ data to be in
the Web.
• In 2010: there were 203 datasets including 26 billion RDF triples interlinked by 395
billion links9.
• In 2011: the project had grown to 295 datasets, which included nearly 30 billion triples
interlinked by 471 million links10 (Figure 2.1b).
• In 2012: there were more than 300 datasets according to LOD stats [Auer et al.,
2012b;a]. However, no attempt was made to visualise the LOD cloud in this year,
which may be indicative of the large number of datasets.
• In 2013: there are 870 data sources with more than 62 billion triples according to the
latest statistics [Auer et al., 2012b].
As a further sign of Linked Data consumption, Google announced its “Knowledge Graph”
in May 2009, which is an attempt to provide meaningful relationships between user’s query
and other useful information Figure 2.3. Singhal [2012] stated in his blog:
9http://wifo5-03.informatik.uni-mannheim.de/lodcloud/state/2010-10 index.html
10http://www4.wiwiss.fu-berlin.de/lodcloud/state/
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Figure 2.3: Google’s linked Knowledge Graph
“The Knowledge Graph also helps us understand the relationships between things.”
Similar to Linked Data, the Google graph relies on multiple semantic knowledge bases, one
of which is Freebase which Google bought in 2010. Freebase is one of the massive datasets
in LOD that has structured data linked to other useful information. Similarly, Facebook
is also using “Knowledge Graph” to build links between users’ profiles. For instance, users
might obtain information if they use the “Like” button in their posts. Furthermore, Google
introduced Rich Snippets in 2009 which was developed using semantic mark-up language
such as RDFa, Microformats and Microdata.
2.1.3 The DBpedia Datasets
DBpedia is a community project that aims to automatically generate information from
Wikipedia and make it available [Auer et al., 2007]. DBpedia is a major knowledge base
for semantic data on the Web; hence, Cyganiak and Jentzsch put it in the centre dataset of
their diagram of LOD (Figures 2.1 and 2.2). It includes a large coverage of resources that
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describe real entities in the world such as people, places, events, activities, and movies.
DBpedia extracts information from Wikipedia infoboxes and normalises them to a set of
ontology types and properties [Bizer et al., 2009b]. For example: if a Wikipedia page has
the property Population, then the DBpedia version becomes dbpedia-owl:populationTotal. So
all the infobox properties are mapped to OWL properties at a high level of normalisation.
Wikipedia also provides values for each infobox property; DBpedia takes these into consider-
ation by assigning them to the matched data formats: numeric (e.g.: integer), metrics(e.g.:
length), temporal (e.g.: time) or plain text.
There are several ways to access DBpedia that enables both human and machine to re-
trieve and search its information. These are SPARQL endpoint (http://dbpedia.org/sparql),
DBpedia Spotlight [Mendes et al., 2011], OpenLink Data Explorer11, or domain-specific ap-
plications such as DBpedia Mobile [Becker and Bizer, 2009] and Vispedia [Chan et al., 2009].
v3.8 v3.9
Entities 3.77 million 4.0 million
Properties 1772 2333
Types 359 529
Persons 764k 832k
Places 573k 639k
Populated places 387k 427k
Work 333k 372k
Music 112k 116k
Movies 72k 78k
Video games 18k 18500
Organisations 192k 209k
companies 45k 49k
educational institutions 42k 45k
Species 202k 226k
Diseases 5500 5600
Table 2.3: DBpedia statistics for 3.8 and 3.9 English versions
Table 2.3 shows several DBpedia statistics and the changes between the 3.8 and 3.9
English versions. Clearly, DBpedia is a massive collection of useful information which is
11http://ode.openlinksw.com/
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updated almost each year. It is important to consider some issues regarding this collection
such as noisy and redundant information which must be decreased in order to improve the
quality of searching information.
2.2 Overview to Semantic Search
With the rapid growth in the amount of semantic data on the Web, users need tools that
can help them to meet their information needs effectively. Search over the Semantic Web
plays an important role in retrieving information and meeting users’ needs in a meaningful
way [Hendler, 2010; Baeza-Yates and Raghavan, 2009]. This can be achieved by capturing
the meaning beyond the users’ search intention and the semantic knowledge from the Web,
which is usually referred to as semantic search. In recent years, there has been an increasing
amount of literature on semantic search over the Semantic Web. These approaches can be
classified into three categories as follows:
1. structured queries;
2. keyword-based queries;
3. exploratory browsing.
In the following, we summarise the main studies for each category.
2.2.1 Structured Queries
There are several approaches that address the query processing capabilities over Linked Data
and evaluate the efficiency of SPARQL [Prud’Hommeaux and Seaborne, 2006]. SPARQL is
a query language for RDF data. It builds upon a powerful graph and has powerful oper-
ators (unions, joins, selections and projections) to create a powerful query to extract RDF
information from Web sources. Listing 2.1 is an example of a SPARQL query over DBpedia.
These approaches develop benchmarks of datasets and queries to evaluate query process-
ing performance across multiple data sources [Guo et al., 2005] [Schmidt et al., 2009] [Bizer
and Schultz, 2008] [Haase et al., 2010]. These studies cover different aspects of datasets and
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different optimisation techniques for SPARQL. LUBM [Guo et al., 2005] is an early work
from this area. SP2Bench [Schmidt et al., 2009] and BSBM [Bizer and Schultz, 2008] are
designed to compare the performance of different RDF stores and their architectures. An-
other benchmark, FBench [Haase et al., 2010], uses two scalable datasets that reflect generic
and specific domains. The benchmark queries reflect the performance of federated query
approaches. To compare these four benchmarks, we provide more details in Table 2.4.
Listing 2.1: SPARQL query Example
PREFIX owl : <http :// dbpedia . org / onto logy/>
PREFIX dbp : <http :// dbpedia . org / r e sou r c e/>
PREFIX f o a f :<http :// xmlns . com/ f o a f /0.1/>
SELECT ?name ?dob ? person WHERE {
? person owl : b i r thP lac e dbp : Melbourne .
? person owl : b irthDate ?dob .
? person f o a f : name ?name}
Limit 10
Characteristics LUBM BSBM SP2Bench FBench
Datasets Size
(Triple)
11,739K 2,861K 1,214K
domain 1: 91,402K
domain 2: 20,379 K
Datasets Size
(Mb)
991.8 31,300 3365.1
domain 1: 2,617.0
domain 2: 625
Data Domain
Education
Universities
E-commerce DBLP
Generic
specific (Life Science)
Linked Data
Support
No No No Yes
Numbers of
queries
14 10 17 14
Table 2.4: Sample comparisons of several existing benchmarks that can be used to evaluate
SPARQL
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Langegger [2008] suggests the use of Semantic Web technology to provide access to dis-
tributed data sources. The technology retrieves data with the use of SPARQL queries. They
introduce a system, called Semantic Web Integrator and Query Engine (SemWIQ), which
allows users to execute queries across distributed data sources (matching optional, multiple
basic graph and alternative patterns) because it is based on a pipelined query processing
workflow.
Hartig et al. [2009] introduced an approach for executing SPARQL queries over the Web
of Linked Data. They present a pipelining approach in an attempt to show how latency of
HTTP requests triggers classical iterators which may cause blocking. With this approach,
query execution and implementation involve the use of an iterator-based pipeline which
enables a parallelized and efficient query execution. They implemented the approach using
the Semantic Web Client Library (SWClLib) [Bizer et al., 2008a] that enables applications
to query Linked Data on the Web using an algorithm that maximises the potential of the
data since it reveals data discovered from previously unidentified sources.
Other approaches have been developed based on structured queries; for example, Swoogle
[Finin et al., 2005], ONTOSEARCH2 [Thomas et al., 2007] and NAGA [Kasneci et al., 2008;
2007].
2.2.2 Keyword-Based Query
In semantic search, a structured query such as a SPARQL query is often required to retrieve
information about an entity. However, most users have only limited knowledge of SPARQL,
RDF and ontologies, and would prefer to specify their search intentions with keyword queries.
Thus, it is useful to be able to apply IR techniques to solve this problem, allowing users to
conduct semantic searches to retrieve information from sources of Linked Data. One recent
approach that combines IR and LOD was proposed by Tonon et al. [2012] and employed two
techniques: keyword search and inverted index over LOD. Herzig and Tran [2012] developed a
hybrid approach combining structured query and keyword query for data sources integration.
Some examples of existing search systems that support the keyword-based approach are
SWSE [Harth et al., 2007], Falcons [Cheng and Qu, 2009], Sindice [Tummarello et al., 2007],
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and Sig.ma [Tummarello et al., 2010].
Generally, in a semantic search context, keyword-based queries can take forms that are
different from general Web searches of largely unstructured or semi-structured document
content. As shown by Pound et al. [2010], more than half of Web queries target entities. In
semantic search queries, we can classify queries into: entity name query, attributes query, or
relationships query. Section 2.3 specifically focuses on entity search.
2.2.3 Exploratory Browsing
Exploration helps users to acquire knowledge and discover more information about their
queries. A large body of literature has covered information exploration [White and Roth,
2009; Marchionini, 2006; Tunkelang, 2009]. However, Linked Data has some additional re-
quirements and considerations that must be taken into account when designing a browser
or a user interface. Several studies have revealed these requirements [Dadzie and Rowe,
2011; Davies et al., 2010]. Also, some studies are specifically focused on entity exploratory
search [Carmel et al., 2012; Bozzon et al., 2013].
Many tools and browsers have been developed to explore semantic data; for example,
Marbles [Becker and Bizer, 2009], Piggy Bank [Huynh et al., 2005], Sig.ma [Tummarello
et al., 2010], URIburner12, SWSE [Hogan et al., 2011], DBpedia Mobile [Becker and Bizer,
2009; Bizer et al., 2009b], OpenLink Data Explorer (ODE)13, RDF Gravity14, Relation-
shipFinder [Heim et al., 2010; Lohmann et al., 2010] and the Tabulator [Berners-Lee et al.,
2006]. Chapter 4 reviews and evaluates several of these browsers.
Another approach proposed by Dadzie et al. [2011] is a template-based visualisation
approach. Their approach allows users to discover information according to rdf:type. The
approach has attempted to address the start point, overload information and the user inter-
action challenges. They use two browsing mechanisms to view information: a graph view
to highlight the relations between resources based on the objects properties, and a details
view to present information based on properties of datatypes. Their research involved a user
12http://linkeddata.uriburner.com/fct
13http://ode.openlinksw.com/
14http://semweb.salzburgresearch.at/apps/rdf-gravity/
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study to evaluate the usability of their approach; they found that the graph view is more
effective and usable for browsing Linked Data. They suggested that interaction can be im-
proved once the search path between graphs has been highlighted or if the browsing starts
from the history.
2.3 Entity Search
One of the most significant current discussions in both IR and SW communities concerns
Entity Search [Balog et al., 2010a; 2012; Cheng et al., 2007; Campinas et al., 2011]. Entity
search involves finding information about individual entities on the Web, such as persons,
places, organisations and documents. SW provides a meaningful description about entities,
and the relationships between them, due to the nature of its highly structured data [Auer
et al., 2007; Balog et al., 2010a; Blanco et al., 2011a]. Linked Data [Baeza-Yates and Ragha-
van, 2009; Bizer et al., 2009a], in particular, offers powerful possibilities to improve entity
search.
Several works have tackled the problems of entity retrieval and entity linking [Delbru
et al., 2012; Bordino et al., 2013; Sil and Yates, 2013; Shen et al., 2012]. These studies
investigated several issues associated with entity search such as entity ranking, similarity
and extraction. This work is mostly concerned with entity description in terms of how we
should provide users with useful and informative facts about a selected entity. Therefore, we
can group all the works for enhancing entity search into three main categories as follows:
1. entity attributes ranking;
2. entity query suggestions;
3. entity type identification.
In the following, we summarise the main approaches for each category.
2.3.1 Entity Attributes Ranking
The Web of Data—in general—contains a massive range of heterogeneous information. As
a result, users may be offered a diversity of attributes and values in the answers. If these
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attributes are not filtered based on users’ information needs, then the search process is time-
consuming and frustrating.
The key problem described in the literature concerns the retrieval model of entity search.
Some preliminary approaches to addressing the relevance of semantic features include those
of Sartori and Lombardi [2004]; Lombardi and Sartori [2007]. In particular, Sartori and
Lombardi [2004] focus on indexing the level of importance of each feature to a specific con-
cept. The study proposed two measures which can weight semantic features: dominance
and distinctiveness. Dominance is a local measure for scoring a feature of the given concept.
Distinctiveness is a global measure for scoring a feature across all the other concepts. The
other study by Lombardi and Sartori [2007] extended this approach by proposing another
weighting scheme. They called this scheme FF-ICF. Formally, this scheme can be explained
as follows:
• FF: means the feature frequency, for a given feature fi within a specific concept cj is
defined as the number of occurrence of that feature in the cj concept:
ffi,j =
ni,j∑
k nk,j
where ni,j is the number of occurrences of feature fi in cj .
• ICF: the inverse concept frequency, defined as:
icfi = log
|C|
|{c : fi ∈ c}|
where |C| is the total number of concepts in the dataset and |{c : fi ∈ c}| is the number
of concepts with feature fi.
• FF-ICF is defined as:
fficfi,j = ffi,j ∗ icfi
This scheme is similar to the well-known weighting scheme (TF-IDF) term frequency—
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inverse document frequency.
Furthermore, Bazzanella et al. [2009] examined a general model for entity representation.
The model can identify a core set of attributes in relation to the entity type or a concept.
They evaluated this model by conducting a user study [Bazzanella et al., 2008] where they
asked users to nominate a set of queries for particular entities. These queries were used to
estimate sets of attributes for different entity types.
Over the past two years, several studies have focused on ranking RDF data. A study
by Blanco et al. [2011b] created their index for attributes based on BM25F. BM25F is a
model for ranking document fields in IR that uses weighting schema similar to that of TF-
IDF. The study also showed that a minimal structure of attributes can effectively improve
entity search. In fact, the BM25F model was further also extended by Campinas et al. [2012]
who introduced another ranking model for entity attributes which they called the MF model.
In another study which set out to rank attributes, Thalhammer et al. [2012] used a game to
determine the relevance of entity information. The study established “a game with a purpose”
that was able to distinguish between two types of attributes: “interesting” attributes and
“too common” attributes. Clearly, some attributes are common but not enough to represent
an entity; while some attributes are not common but they are informative attributes. The
study gave insights into how users voted for answers which led to a model for ranking facts.
However, one question that needs to be asked is whether this game could deal with various
domains other than just the movies domain.
All these studies provide several techniques and approaches to establishing entity at-
tributes. Some questions that need to be asked, however, are (1) how to map users’ queries
to related concepts and associated terms that may not be related to concepts? (2) how to
suggest a set of the related entity types for these concepts from a structured knowledge base
like LOD? (3) how should aggregated attributes be ranked in relationship to the suggested
entity types? All the previously mentioned approaches fail to produce solutions to address
these questions and still suffer from one key limitation: the connection between queries,
entities names, entity types and entity attributes.
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2.3.2 Entity Query Suggestions
Recently, several authors have adopted a range of techniques to generate query suggestions
for semantic data retrieval [Bhogal et al., 2007; Meij et al., 2011]. In particular, Bhogal
et al. [2007] reviewed different approaches for query expansion, specifically citing studies
on information retrieval with domain-independent and domain-specific ontologies. Query
expansion has also been applied in several large knowledge bases such as DBpedia [Auer
et al., 2007] and Yago [Suchanek et al., 2007; 2008]. These are capable of providing effective
suggestions for user queries when searching semantic data, similar to using Wikipedia with
query expansion in a document retrieval context [Bast et al., 2007].
Although extensive research has been carried out on entity search [Balog et al., 2012;
2011a], as well as on various entity retrieval models [Campinas et al., 2011; Delbru et al.,
2012], there has been relatively little attention given to the area of suggestion for entity
queries in semantic search. Query suggestion, or expansion, describes a process of interac-
tively augmenting queries with possible extensions. This has long been demonstrated as a
useful technique to help users develop queries; previous work in the information retrieval
field has shown that the effectiveness of retrieval can be significantly improved using query
suggestion [Joho et al., 2004; Magennis and van Rijsbergen, 1997]. A further study by Qiu
and Frei [1993] investigated query expansion based on the use of concepts similar to the query
term.
2.3.3 Entity Type Identification
Entity type can help to establish the best rank for entity attributes in order to provide
a meaning to the users. Sometimes, some entity types are very generic such as “Agent”
or “Person”. The current approaches such Named Entity Recognition (NER) generates
the top types-levels (such as Person and Places) when extracting entities from documents.
Thus, there is a need to identify the most relevant types for entities. One recent study
by Tonon et al. [2013] has investigated the relevance of entity types based on a collection
of statistics to rank all the identified types. Another problem is the task of identifying the
hierarchical type of entity queries and matching them with an existing type hierarchy such as
31
CHAPTER 2. LITERATURE REVIEW
the DBpedia ontology. Balog and Neumayer [2012] produce baseline models for hierarchical
type identification. Their study reveals several findings about automatically annotating
queries to relevance entity types in a given ontology. Other approaches such as Paulheim
and Bizer [2013] and Bazzanella et al. [2011] discuss how entity types can reduce noisy
information and enhance the entity description in general.
2.4 Search Interfaces
Users often use a search interface to interact with information on the Web. Thus, the
design of search interfaces is important to help users to find information. Many published
studies are focused on the design of search interfaces [Hearst, 2009; Shneiderman et al., 2009;
Wilson, 2011]. In this section, we highlight some approaches to search interfaces from two
perspectives: the design of search interfaces and the evaluation of search interfaces. Both
should be considered when designing an entity search interface. In the following, we discuss
these two factors.
2.4.1 Search Interfaces Design
There are two types of design for search interfaces:
Text-based interfaces: these interfaces use textual structures such as tables and lists to
present information, properties and relationships. Some also use advanced features such
as faceted browsing to allow for more intuitive rendering and navigation of data. In
entity search, there are many examples of such interfaces include Sig.ma [Tummarello
et al., 2010], URIburner15, SView [Cheng et al., 2013] and SWSE [Hogan et al., 2011].
Visual interfaces: these interfaces use primarily visual or graphic structures such as im-
ages, maps, graphs and timelines (individually and in combinations) to represent infor-
mation. In entity search, there are several examples: VisiNav [Harth, 2010], DBpedia
Mobile [Becker and Bizer, 2009; Bizer et al., 2009b], IsaViz16, RDF Gravity17, and
15http://linkeddata.uriburner.com/fct
16http://www.w3.org/2001/11/IsaViz/
17http://semweb.salzburgresearch.at/apps/rdf-gravity/
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RelationshipFinder [Heim et al., 2010; Lohmann et al., 2010].
All these tools are basically targeting the RDF data model for exploration or visualisation.
In this thesis, we aim to investigate the pros and cons of these tools in order to develop a new
approach that can help users to effectively search and explore Linked Data. Therefore, we
provide an extensive review and comparisons of most of these search interfaces in Chapter 4.
2.4.2 Evaluating Search Interfaces
Many developers of search interfaces are using a user-based evaluation method to evaluate
their interfaces. Many studies have examined general user behaviour on the Web [Kellar et al.,
2007; Jansen, 2009]. Kellar et al. [2007], for instance, have examined how users interact with
Web browsers based on some information-seeking tasks. In an IR context, modelling user
query and navigation behaviour has been examined by Sutcliffe and Ennis [1998]. Due to
the highly structured and aggregated nature of the data in the Web of Data, users might
not be familiar with this kind of data which can lead to different user characteristics when
performing search tasks. Tran et al. [2010] have carried out a user study regarding complex
information needs using Semantic Web data.
In Linked Data, it is common to consider three types of users [Dadzie and Rowe, 2011]:
Lay users with little or no understanding of the underlying semantic technologies. Such
users might use semantic browsers for exploring large data sets or finding particular
facts of general interest (on DBpedia for example).
Technical users with expertise in the Semantic Web and Linked Data. Such users might
use semantic browsers for data retrieval, integration and analysis (so-called “mash-
ups”), using advanced filtering and querying services.
Domain experts with expertise in a specific domain, but who may not be familiar with par-
ticular Semantic Web and Linked Data technologies. For example, medical researchers
might use semantic browsers for advanced domain-specific queries and ontology rea-
soning.
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In Chapter 3, we discuss some existing approaches that can be used by technical users to
query Linked Data. Chapters 4, 5, 6 and 7 discuss several approaches that can be used by
both lay users and domain experts to search and explore Linked Data.
2.5 Summary
In this chapter, we summarised literature related to Linked Data, semantic search, entity
search, and entity search interface. We gave an overview of Linked Data which includes
Linked Data rules, data schema and LOD project, and described one of the main datasets
in LOD which is DBpedia.
We discussed three main semantic search approaches: structured query, keyword-based
query and exploratory browsing. Chapter 3 presents a comparative study of two structured
query approaches. Chapter 4 compares and evaluates 15 semantic browsers that use the
exploratory browsing approach. Chapters 5 and 6 focus on entity search and entity search
interface.
Our contributions in this thesis differ from those of previous works as we develop new
solutions that connect between entity query, entity types and entity attributes. We develop
a different approach that describes three distinct techniques for augmenting semantic search:
entity type-based query suggestions, clustering aggregated attributes, and ranking attributes
based on their importance. We also examine how to display the results returned by the
model, and propose a new visual user interface to view the corresponding search results.
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A Comparative Study of SPARQL
Query Architectures
Linked Data has certain established rules for publishing structured data directly on the Web,
as discussed in Chapter 2. Hundreds of data providers have adopted Linked Data to publish
their public data on the Web. Many data sources such as DBpedia and PubMed contain
millions of individual entities that are already maintained and linked to others. Hence, users
need scalable solutions to query and manipulate these large volumes of data. For the technical
users (as discussed in Chapter 2), the SPARQL query language plays an important role in
Linked Data for accessing and querying data, and has powerful functions to extract, integrate
and filter RDF triples.
In this chapter, we discuss two main SPARQL query architectures that can be used for
query processing over Linked Data. We propose a comparative study between two SPARQL
query execution strategies to manipulate Linked Data: Federated Query and Link Traversal
Query. The comparison considers different SPARQL operators for query processing across
Linked Data sources. This chapter provides part of the answer to the first research question
while Chapter 4 presents the other part of the answer.
The overall structure of this chapter is as follows. Section 3.1 discusses a classification
of existing SPARQL approaches. Section 3.2 presents the evaluation and the results from
comparing two query approaches. Section 3.3 concludes the chapter.
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3.1 Classification of Existing SPARQL Approaches
Current efforts towards querying Linked Data are important for discovering semantic data
on the web. Discovering data can also be achieved through other strategies. For example,
browsers like Tabulator automatically follow owl:sameAs links and merge data from various
resources. In addition, RDF vocabulary generates metadata on datasets to enable data
providers and consumers to discover data with an RDF schema. A third example is to
find semantic data using query engines that run SPARQL queries. In this section, query
approaches are classified based on query engines that run SPARQL queries. These query
approaches can be classified into centralised, federated and link traversal query approaches.
We discuss these three approaches in detail in the following.
3.1.1 Centralised Query Processing
Most current efforts in querying RDF sources have been developed using centralised query
processing. This centralised approach stores a collection of data in one comprehensive data-
base for decision-making [Chaudhuri and Dayal, 1997]. Typically in such scenarios, the copies
of multiple web sources (RDF dumps containing important linked datasets) are loaded into a
huge RDF store, such as Sesame and Virtuoso, and a query service is then provided for query-
ing Linked Data Warehousing. RDF graphs (named by URIs), known as Named Graphs,
track the copied datasets. In case certain datasets become unavailable as RDF dumps, the
data is tracked and extracted by viewing URIs and accessing a SPARQL endpoint. This
approach does not require network communication and thus provides the best performance
among the three approaches listed here. However, the limitation of centralised query pro-
cessing is that the collection of data is isolated from the original data source on the web,
which implies that the results of the queries will not reflect the accurate data if the original
data was updated, unless copies of data are synchronised with the original.
Semantic search engines also collect RDF data from various sources and enable users to
crawl the web by following RDF links and index discovered data, providing their indexes
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with query interfaces. Some of these engines, such as Falcons1 and SWSE2, provide search
capabilities for the end-user, while others have been built to serve applications that are built
on top of Linked Data. Falcons and SWSE provide a search interface to query the web based
on user keywords, and then provide search results with more detail about the selected entity.
Watson3, Swoogle4 and Sindice5 provide APIs that enable applications of Linked Data to
search and discover RDF on the web. The advantages of semantic search engines are: (1)
from the front-end perspective, it is much easier for non-technical users to use keyword-based
search services instead of writing complex SPARQL syntax to query the web; and (2) Linked
Data search engines support special features beyond just searching keywords over literals,
such as triple pattern matching. In contrast, the limitations of semantic search engines are:
(1) they cannot completely answer SPARQL queries; (2) their recall is usually less than
100%; and (3) they may sometimes produce wrong results, as precision is generally less than
100% [Hartig and Langegger, 2010].
3.1.2 Query Federation
The query federation approach involves the distribution of query processing to multiple,
autonomous sources, in contrast to execution of queries against the central store [Langeg-
ger, 2008; Quilitz and Leser, 2008]. A mediator, known as a query federator, performs an
analysis and decomposition of the user query into several sub-queries instead of copying
data into a central store. In this process, sub-queries are distributed to autonomous data
sources. The sub-queries are executed by the latter and eventually return the results. At
query time, sub-queries and intermediate results are transmitted into the network; therefore,
synchronisation of copied data and additional storage space are not required. The federated
systems collect descriptions and statistics about all the data sources and then generate a
query plan based on the available source description. As a result, rich statistics about the
data source can improve the query plan and optimise it. Further, the universe of discourse is
1http://iws.seu.edu.cn/services/falcons/
2http://swse.deri.org/
3http://watson.kmi.open.ac.uk/WatsonWUI/
4http://swoogle.umbc.edu/
5http://www.sindice.com/
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constrained to an identified set of data sources; thus, query federation produces accurate and
complete matches (100% recall and precision). A major drawback of this approach is that
data needs to be transmitted via the network on demand, slowing query execution. Relative
to data centralisation, the performance of the query federation approach may degrade when
many distributed joins are involved [Hartig and Langegger, 2010]. To compensate, additional
techniques such as caching and specialised optimisation algorithms are required.
3.1.3 Link Traversal
Link traversal based query execution presents a novel query paradigm that differs from
existing approaches [Hartig et al., 2009]. In order to acquire more data, following RDF
links allows data from previously unidentified sources to be discovered, and this process is
known as automated link traversal. The link traversal approach, unlike federation-based
approaches, adheres to the Linked Data principles. Prior to discovering data for answering
the executed query, the approach ideally suggests an intertwining query pattern, matching a
growing dataset that contains a variety of links. Eventually, the query engines validate query
parts such as triple patterns using the information retrieved from uploading query URIs. As
a result, more URIs are identified from partial evaluation and links to additional data that
may contain intermediate solutions for similar or other query parts. This approach does not
need to collect statistics or descriptions about data sources, and evaluates the query without
advanced knowledge about the sources. Hartig and Langegger [2010] provide examples on
how results are determined for the query as a whole; typically, the query engine alternately
validates query parts prior to uploading URIs. Ladwig and Tran [2010] discuss a mixed
strategy of the query federation and link traversal approaches. However, the discussion
focuses on the above two approaches alone as they provide the fundamental architectures for
other approaches.
3.2 Evaluation
This section presents our benchmark and the experiment for evaluating SPARQL queries
over Linked Data.
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3.2.1 Benchmark Datasets and Queries
The dataset is taken from the Linked Open Drug Data (LODD) domain6. The LODD links
various drug resources on the web based on Linked Data principles to provide answers about
drugs that are used to treat diseases. A specific domain is targeted, published as a subset of
the actual Linked Open Data project7.
SPARQL queries were evaluated across four RDF data sources downloaded from the
LODD project on the web [Jentzsch et al., 2009]. The project links various drug resources
on the web based on Linked Data principles to provide answers about drugs that are used
to treat diseases.
Benchmark datasets were selected based on the following aspects: different data size,
multiple intertwine links and an RDF schema. Table 3.1 summarises some details for selected
datasets that carried different sizes stored as N-triple formats.
Figure 3.1 clearly depicts how datasets are linked based on their RDF schema. The figure
shows the selected datasets in our experiment from the specific domain (LODD). It also
gives an example for each dataset and the relationship with another dataset. For example,
Asthma disease has two possible drugs, which are Vistakon and Betimol.
Datasets # of Triples Contents Size(MB)
DrugBank 766,920 4,800 drugs 151.2
DailyMed 164,276 4,039 drugs 115.7
Diseasome 91,182 2,600 diseases 017.0
Sider 192,515 1,737 genes 151.2
Table 3.1: Linked Open Drug Datasets Details
The preliminary benchmark set consists of nine SPARQL queries that exhibit different
aspects and characteristics, selected to cover the common behaviours noted in SPARQL
specifications from the W3C [Prud’Hommeaux and Seaborne, 2006]. Table 3.3 shows the
characteristics of the benchmark queries. These queries are listed below with short descrip-
tions.
6http://www.w3.org/wiki/HCLSIG/LODD
7http://linkeddata.org/
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Figure 3.1: Example of instances across four datasets from Linked Open Drug Data and some
relationships between them
Prefixes
PREFIX dis: <http://www4.wiwiss.fu-berlin.de/diseasome/resource/diseases/>
PREFIX pd:<http://www4.wiwiss.fu-berlin.de/diseasome/resource/diseasome/>
PREFIX names:<http://www4.wiwiss.fu-berlin.de/dailymed/resource/dailymed/>
PREFIX dr:<http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugbank/>
PREFIX rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs:<http://www.w3.org/2000/01/rdf-schema#>
PREFIX drb:<http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/>
PREFIX owl:<http://www.w3.org/2002/07/owl#>
PREFIX si:<http://www4.wiwiss.fu-berlin.de/sider/resource/sider/>
PREFIX dbpedia:<http://www.dbpedia.org/resource/>
PREFIX drd:<http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/>
PREFIX da:<http://www4.wiwiss.fu-berlin.de/dailymed/resource/dailymed/>
Table 3.2: Prefixes of all SPARQL queries
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LIMIT X
DISTINCT X X X X
OPTIONAL X
FILTER X
REGEX X
ORDER BY X
UNION X
ASK X
DESCRIBE X
CONSTRUCT X
Table 3.3: The characteristics of SPARQL benchmark queries
Number of Datasets Number of dereferenceable URIs
Federated approach Link Trav. approach
Query 1 1 209
Query 2 2 252
Query 3 3 252
Query 4 4 30
Query 5 4 8369
Query 6 2 40
Query 7 1 5
Query 8 1 2
Query 9 1 2
Table 3.4: The number of datasets for the federated query; and the number of dereferenceable
URIs using link traversal
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Query 1: Explore the available information about disease (Diseasome) dataset
Listing 3.1: Query 1
SELECT DISTINCT ? d i s e a s e WHERE {
? d i s e a s e rd f : type pd : d i s e a s e s .}
This query returns all instances of class for the entity Diseasome.
Query 2: Find all available drugs from the DailyMed dataset with names that can treat
Asthma disease
Listing 3.2: Query 2
SELECT DISTINCT ?o ? drug WHERE {
d i s :116 pd : poss ib l eDrug ?o .
?o names : name ? drug .}
This query runs over (Diseasome) dataset first to return drugs and then join with other
datasets to specify the drug’s names.
Query 3: Find all available drugs with names that can treat Asthma disease union with
DrugBank
Listing 3.3: Query 3
SELECT DISTINCT ?o ? drug WHERE {
d i s :116 pd : poss ib l eDrug ?o .
{?o names : name ? drug .}
UNION
{?o dr : genericName ? drug .}}
This query extends Query2 to return the union results of all retrieved drugs with their (Med-
ical) names and their alternative drugs.
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Query 4: Retrieve the possible drugs of Twinning disease and their side effects (if there
are any)
Listing 3.4: Query 4
SELECT ? drugs ? e f f e c t s WHERE {
d i s :1157 pd : poss ib l eDrug ? drugs .
? drugs owl : sameAs ? e f f e c t s }
ORDER BY ? drugs
This query joins the retrieved drugs with their effects by using owl:sameAs property.
Query 5: Explore diseases that are related to the “Heart” only?
Listing 3.5: Query 5
SELECT ? d i s e a s e s WHERE {
? d i s e a s e s rd f : type pd : d i s e a s e s .
? d i s e a s e s r d f s : l a b e l ? l a b e l .
FILTER regex ( s t r (? l a b e l ) , ” heart ”)}
This query performs FILTER on the results and uses these results to join datasets.
Query 6: Find all drugs that are equivalent to Lorazepam medicine
Listing 3.6: Query 6
SELECT DISTINCT ? drug ? l a b e l WHERE {
drb : DB00186 owl : sameAs ? drug .
OPTIONAL
{? drug s i : drugName ? l a b e l }}
LIMIT 10
This query will return all drugs that are equivalent to Lorazepam medicine, even if they do
not have a label.
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Query 7: Check whether the Asthma disease has a link to DBpedia or not
Listing 3.7: Query 7
ASK {
d i s :1157 pd : poss ib l eDrug drd :1076}
The query tests whether the Asthma disease in Diseasome datasets has similar disease in
DBpedia or not. The ASK form does not return any information, just yes or no.
Query 8: Describe diseases that are treated by the drug Betimol
Listing 3.8: Query 8
DESCRIBE ?n {?n pd : poss ib l eDrug drd :10}
The query of DESCRIBE returns an RDF graph to describe all diseases that can be treated
by Betimol drug.
Query 9: Retrieve drugs from dailyMed that match the similar drugs on DrugBank based
on the name
Listing 3.9: Query 9
CONSTRUCT {
? s dr : po s s i b l eD i s ea s eTarge t d i s : 1 0 0 .}
WHERE {
? s da : po s s i b l eD i s ea s eTarge t d i s : 1 0 0 .}
CONSTRUCT returns graphs that have the same aspects such as: names between two
datasets. In this query, CONSTRUCT retrieves drugs from DrugBank and DailyMed that
have the same names.
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3.2.2 Experiment and Discussion
In this section, we introduce a comparison study to evaluate the time-performance for two
Linked Data query approaches: query federation and link traversal. The aim of the experi-
ment is to compare two architectures that can be used to run queries across Linked Data. For
query federation, a recent semantic web application was used called (SemWIQ) [Langegger,
2008], implemented using ARQ (the query engine of Jena that supports SPARQL). SemWIQ
generates statistics about the targeted datasets used with RDFStats [Langegger and Wo¨ß,
2009]. It also has a mediator to generate a query plan and then joins the returned results.
SemWIQ includes a Java program to deploy SPARQL endpoints and supports SPARQL
queries over multiple endpoints based on the query federation approach.
The link traversal approach is implemented using (SWClLib) [Bizer et al., 2008a]. It
enables applications to query Linked Data on the web using an algorithm that maximises
the potential of the web of data as it allows the use of discovered data from previously
unidentified sources. Using SWClLib with the benchmark datasets requires setting up a
Linked Data server using Pubby [Cyganiak and Bizer, 2007] that provides dereferenceable
URIs by rewriting the real URIs into local server URIs to simulate the web.
In this experiment, multiple endpoints were evaluated using a Unix machine with 16 GB
of memory. Twelve tests were conducted in total, six on SemWIQ and six on SWClLib. Each
test includes the nine SPARQL queries in Section 3.2.1.
Figure 3.2 shows the average time over the last five tests; the first test was ignored to
avoid any caching issues. The query federation approach represented by SemWIQ takes less
execution time than the link traversal approach represented by SWClLib to query Linked
Data shown in Figure 3.1. This is because the federated approach calculates statistics about
each dataset in advance using RDFStats, while the link traversal approach follows the URIs
of sources mentioned in the queries to discover more URIs and then retrieves the results. The
federated approach presumes all data sources and descriptions are available before running
any queries; therefore, the federated system can generate an execution plan that can be
optimised to reduce the response time. While link traversal directly evaluates the query
without any plans or optimisations, because of the growth of global data space, it is not
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Figure 3.2: Execution time for Federated Query and Link Traversal approaches
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possible to collect descriptions or statistics in advance for all data sources that may be related
to answer the SPARQL query. Some queries retrieve the answers from a large number of
datasets on the web, and may need to execute them without any prior knowledge about
relative data sources. The only approach that can do so is the link traversal approach.
In the controlled environment, the SemWIQ federated system provides declarative access
to datasets to answer SPARQL queries. Within this system, however, it is not possible
to browse the data sources or use source URIs to look up more information. SemWIQ
produces results based on matching the triple pattern in the query with the triple patterns
in the data sources without dereferencing URIs8. In link traversal, all URIs in the datasets
are dereferenceable and can be used to look up more information. Link traversal evaluates
queries across multiple datasets as it involves one single global dataset, while federated query
processing uses a distributed approach to evaluate queries.
Table 3.4 shows the number of datasets for the federated approach and the number
of URIs that are dereferenced for link traversal. The number of graphs retrieved in each
query is reflected in the execution time. For example, query 5 retrieves a large number of
graphs and applies operators such as Filter and Regex. Further, in query 5, link traversal
has a longer execution time compared to the federated approach because of the number of
dereferencing HTTP URIs that require two HTTP requests to retrieve descriptions about
the sources. As query 2 extends query 3, the difference in time between these two queries
depends on whether the Union operator is applied to the results. Queries 4 and 6 respond
with a reasonable execution time as they operate on a limited size for graphs and one modifier
for each graph: Order By and Limit as well as the Optional operator in query 6. Therefore,
the factors that affect the execution time of queries in this experiment are knowledge about
datasets, number of dereferenceable URIs, number of basic graph patterns and number of
operators and modifiers.
8URI Dereferencing is the way of looking up a URI on the web to find information about sources
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3.3 Summary
This chapter undertook a comparative study between two Linked Data query approaches,
which are query federation and link traversal, by evaluating a set of SPARQL queries that
can be used by technical users to access linked datasets.
Results indicate that the query federation approach is efficient for querying datasets in a
controlled environment but is not sufficient to query the global datasets on the web as it needs
prior knowledge about the data sources. The link traversal approach can be used to query
global datasets as long as the datasets are published according to Linked Data principles.
This evaluation clarifies the limitations of each of these two existing approaches and
determines an effective and efficient technique to run SPARQL over Linked Data in order to
develop our further work in the next chapters. Overall, this evaluation addresses part of the
first research question.
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Chapter 4
Evaluating Semantic Browsers for
Consuming Linked Data
Entity exploration is an important aspect of the discovery of Linked Data information. In
the Web of documents, users frequently perform activities such as searching and browsing
documents to acquire knowledge and develop their understanding. Linked Data is also useful
for sharing and interlinking data. Indeed, Linked Data offers promising techniques that can
provide users with rich information with links to promote data discovery. As the previous
chapter showed, this can be exploited by technical users in a variety of ways such as query
federation and link traversal. However, some questions still need to be addressed particularly
for lay users and domain experts of Linked Data. How to explore Linked Data? How can
Linked Data be displayed? How to enable users to search and browse Linked Data?
This chapter reviews several semantic browsers available for users to search and browse
Linked Data. It includes two methods of evaluation: a qualitative review and a criteria-based
review. The qualitative review aims to monitor their general functions and reviewing their
advanced techniques. The criteria-based review evaluates browsers based on a set of criteria
from two different perspectives: Linked Data and entity search. The aim of this chapter
is to identify the browsers that offer the most powerful functions and techniques for entity
search over Linked Data. This chapter continues the investigation of existing approaches in
order to provide solutions to the first research question. While Chapter 3 discussed existing
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approaches of structured query, this chapter, specifically, discusses the existing techniques of
exploratory search.
We first give an overview of semantic browsers in Section 4.1. Then, we propose the
evaluation methods in Section 4.2. We also describe our methodology for evaluating these
browsers in Section 4.3. Section 4.4 describes the first method of evaluation which is a
qualitative review of semantic browsers. Section 4.5 presents the second method of evaluation
which is a criteria-based review. Section 4.6 discusses one of the evaluated browsers, Sig.ma.
We conclude the chapter with a summary in Section 4.7.
4.1 Overview of Semantic Browsers
Semantic browsers offer a range of functions and features that enable users to interact with
the Semantic Web. In this study, a semantic browser means the middleware tool or system
that takes a query, accesses the Semantic Web, views the results, and allows users to filter
and interact with displayed information.
Dadzie and Rowe [2011] recently carried out a survey on current approaches to exploring
Linked Data. They classified current semantic browsers into two main types: text-based
browsers and browsers with visualisation options. In this study, we also adopt this distinction
between text and graphical browsers as discussed further below.
Text-based Browsers: these browsers use textual structures such as tables and lists to
present Linked Data entities, properties and relationships. Some also use advanced
features such as faceted browsing to allow for more intuitive rendering and navigation of
data. Examples of such browsers include: Dipper1, Disco2, Marbles3[Becker and Bizer,
2009], Piggy Bank4[Huynh et al., 2005], Sig.ma5[Tummarello et al., 2010], URIburner6
and SWSE7[Hogan et al., 2011].
1http://api.talis.com/stores/iand-dev1/items/dipper.html
2http://www4.wiwiss.fu-berlin.de/bizer/ng4j/disco/
3http://mes.github.io/marbles/
4http://simile.mit.edu/wiki/Piggy Bank
5http://sig.ma/
6http://linkeddata.uriburner.com/fct
7http://swse.deri.org/
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Browsers with visualisation options: these browsers use primarily visual or graphic struc-
tures such as images, maps, graphs and timelines (individually and in combinations) to
represent Linked Data. Examples of such browsers include: DBpedia Mobile8[Becker
and Bizer, 2009; Bizer et al., 2009b], IsaViz9, OpenLink Data Explorer (ODE)10, RDF
Gravity11, RelationshipFinder12[Heim et al., 2010; Lohmann et al., 2010] and the Tab-
ulator13[Berners-Lee et al., 2006].
In this chapter, we follow and extend the classification structure as well as the actual
browsers analysed by Dadzie and Rowe [2011]. We have, however, excluded one browser,
Zitgist, that seems to be a defunct project, and instead review SWSE which is a recent system
used to search and browse Linked Data. Importantly, most of these browsers are prototypes
or experimental products based on academic researches, but not industry productions.
4.2 Evaluation Methods
In this study, we present two methods of evaluation to review existing semantic browsers and
determine the ones that are best suited for entity search over Linked Data from a typical
user’s perspective. These methods are:
• a qualitative review of semantic browsers, followed by
• a criteria-based review, from Linked Data and entity search perspectives (described
further below).
The first method of evaluation is a general review of the above browsers in order to ex-
amine their technical functions and features. The second is a more specific method that uses
five criteria to test how each browser displays Linked Data, covering two different perspec-
8http://wiki.Dbpedia.org/DbpediaMobile
9http://www.w3.org/2001/11/IsaViz/
10http://ode.openlinksw.com/
11http://semweb.salzburgresearch.at/apps/rdf-gravity/
12http://www.visualdataweb.org/relfinder.php
13http://www.w3.org/2005/ajar/tab
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tives: Linked Data and entity search. We outline these criteria in more detail in the following
subsection.
4.2.1 Criteria-based Review
Our proposed criteria are used for the evaluation of browsers from two main perspectives:
Linked Data and entity search.
Linked Data. We first present criteria that can investigate semantic browsers for Linked
Data. These criteria and associated sub-questions can be summarised as follows:
1. Data conversion: How easy is it to convert non-Linked Data into Linked Data using
the browser?
2. Creating links to other URIs: How easy is it for users to find new Linked Data and add
their own links to data? How easy is it for users to navigate from a current dataset to
a new dataset? How easy is it to navigate forward and backward using the browser?
Are the navigation links generic or specific (“context-aware” in some sense)?
3. Data triage: What tools does the browser have to enable it to answer queries or ques-
tions? How effective is the tool (if any) in sorting data based on the users’ needs? Does
the query facility support text-search or SPARQL queries or both?
4. Browsing mechanism: What is the browsing mechanism? Does it support faceted,
pivoting and hierarchical browsing techniques?
5. 5-star data: Berners-Lee suggested a 5-star deployment scheme for Linked Open Data
[Berners-Lee, 2006]. We consider the level of support that is offered for data consump-
tion according to Berners-Lee’s scheme. If the browser also supports the production
of data, where data is actively aggregated, augmented or reinterpreted by the browser,
what is the level of this support?
Common formats for data include: Excel, CSV, XML, relational database files and RDF.
A key aspect of working with structured data is understanding and manipulating the formats
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used to represent them. Further, data schemas can vary from one dataset to another. Hence,
we introduce the Data Conversion criterion to evaluate how well semantic browsers handle
conversions between different formats.
Once data is in an appropriate representation, it needs to be linked to other data. For
example, when a user wants to look up a URI, this URI has to have some links to other URIs
to provide more information about things. Also, users often want to be able to create links
of their own between heterogeneous datasets. We include the criterion of Creating links to
other URIs to describe how well browsers facilitate both navigation of existing links, and the
creation of new links between datasets.
Furthermore, given the fact that the majority of users have a limited knowledge about
SPARQL, RDF and ontologies, we also consider facilities for retrieving, manipulating and re-
orienting Linked Data sets under the criterion of Data triage and Browsing mechanism. Here
we evaluate browsers’ support for “advanced” features such as keyword queries, SPARQL
queries, sorting, faceted and pivoted views, and any other facilities for visualising datasets.
Finally, we include Berners-Lee’s 5-star scheme, for considering how well browsers support
the consumption and production of Linked Data.
While our evaluation follows that of Dadzie and Rowe [2011], as suggested in the intro-
duction to this chapter, our criteria focus more directly on the levels of user interactivity
with Linked Data. Hence, we evaluate features of greater relevance to lay users and domain
experts.
Entity Search. Current studies in the Semantic Web have revealed an important finding,
that is, more than half of Web keyword queries are directed towards searching for enti-
ties [Pound et al., 2010] and [Guo et al., 2009]. The above criteria are designed only for
Linked Data and may not be suitable for entity search. Therefore, we propose different cri-
teria that can evaluate semantics browsers from an entity search perspective. At this stage,
entity search through semantic browsers is mainly influenced by two factors: entity retrieval
and the entity search interface. We consider these two factors when developing a set of
criteria for entity search. These criteria are as follows.
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1. Entity retrieval:
(a) Disambiguate user’s queries: Does the browser help a searcher to create useful
queries by offering a set of suggestions whenever possible?
(b) Provide rich entity descriptions: Does the browser provide users with rich in-
formation about each entity, so that users can find, browse and discover more
information easily?
(c) Provide ranking for properties: Does the browser present properties in a mean-
ingful way by sorting properties and displaying them based on their importance?
(d) Provide ranking for entities: What is the mechanism for selecting entities? Does
it score the list of resources and consolidate the view based on that score?
(e) Avoid noisy attributes: Does the browser ignore confusing, duplicated and blank
properties? Does the browser show results without noisy or redundant data?
2. Entity search interface:
(a) Provide input features: Does the browser provide a search box allowing users to
input queries?
(b) Provide output features: Does the browser allow users to export and share the
output of the search results?
(c) Provide control features: Users need to exercise some control over the results while
they are browsing entity search results. Does the browser provide users with some
control features such as sorting, filters and grouping?
(d) Provide informational features: Such features help users to understand and trust
the results. For example, when a user finds a single fact, they may need more de-
tails about the source, thus showing that the correct URIs can be the information
feature in this case. Additionally, when an attribute has a big list of associated
results, some browsers may show a short snippet of text to aid users’ understand-
ing. In other cases, users may be given more details if they click “more”; or fewer
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results if they click “less”. Does the browser provide any informational features
that can help users to make quick judgements?
4.3 Methodology
To enable the evaluation of these browsers, as a first step, we installed all the browsers
currently available for testing on our machine. In some cases, where the “browser” is a Web
service, this simply involved visiting the relevant URL. In other cases, the process involved
the installation of a browser extension or desktop application. We performed some initial
tests to make sure all the browsers functioned correctly. Software applications that could not
be installed, or returned critical errors, were excluded from our criteria-based evaluation, as
noted below.
The tests also allowed us to familiarise ourselves with how these browsers work and how
they can be used, as there are different ways to enable the use of these browsers to explore
Semantic Web data. During this process, we noted three methods of operation: some worked
as independent applications which can be downloaded (IsaViz and RDF Gravity), while
some operate as browser extensions (ODE, Marbles, Disco and Tabulator). Another group
ran within the browser itself (Dipper, Piggy Bank, URIburner, Sig.ma and SWSE). This in
turn has implications for levels of interactivity, as described below.
In this study, two types of evaluation were conducted to provide different methods for
examining approaches of existing browsers.
The first method of evaluation is a general review of the 15 browsers, to describe our expe-
rience and impression of the usability and capability of these browsers from a technical user’s
perspective. This method relies on monitoring functions, features and aspects of semantic
browsers. We did not rely on any specific metric or framework to review these browsers.
Nevertheless, we used observations and experience using each of the browser applications to
review the overall techniques for all browsers.
The second method is designed to evaluate semantic browsers based on a framework of
different criteria from the two different perspectives discussed previously: Linked Data and
entity search.
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In our criteria for Linked Data, we used a mixed-technique approach based on the purpose
of each criterion. For the first criterion data conversion, we used the following three steps to
test the conversion process:
1. Find out whether the browser provides a service for converting any of these types:
CSV, RDF, HTML or URL into Linked Data style.
2. If so, identify the conversion procedures and whether the process happens on-the-fly or
is instigated by the user.
3. Then, determine the type of users that can perform the conversion process (lay users
or technical users).
The above steps allow us to undertake a standard evaluation of the conversion process for
non-Linked Data into Linked Data for all semantic browsers.
For the second criterion creating links to other URIs, we followed these steps:
1. Start from a URI, maintained according to W3C standard for Semantic Web URIs using
so-called “Cool URIs” [Sauermann and Cyganiak, 2008] [Tim Berners-Lee described
“Cool URIs” as “Cool URIs don’t change”14]. In other words, “Cool URIs” means all
URIs that are designed based on three things: simplicity, stability and manageability.
2. Once the results are retrieved, we look at the URIs to check whether or not they are
“Cool URIs”; if so, we use the “click” action to navigate to another URI that can fetch
up a different source.
3. We repeat step 2 three more times until completion; with each URI, we check whether
the URI provides useful information for the user.
For example, we use the URI “http://dbpedia.org/resource/Berlin” to explore data about
Berlin starting from the DBpedia dataset and then navigate to the other datasets using the
URIs that appear in the results.
14http://www.w3.org/Provider/Style/URI
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For the third criterion data triage, we generally observe the browser’s features. If a browser
provides support for a SPARQL endpoint, we run an SPO (“Subject Predicate Object”)
SPARQL query and test for the endpoints. The text search provided by some browsers is
also evaluated by typing a simple query.
For the fourth criterion, browsing mechanism, similar to criterion 3, we rely on observing
the mechanism view of browsers. We try every possible view to test how a browser can
support insights by adding Faceted Browsing capabilities.
The fifth criterion, 5-star data, evaluates the level of data support within the browsers.
Since all the browsers are semantic-based, they all support data in RDF format. However,
those that did not directly support Linked Data facilities, scored 4 rather than 5-stars. A 5-
star rating would be applied only when data is linked to another URI. Chapter 2 provides an
overview to the 5-star rating and its motivation. In addition, some browsers actively convert
RDF data, producing integrated views of more than one data set. We distinguished this
capability in terms of “producing” rather than simply “consuming” Linked Data, and also
rated this feature accordingly. Our method evaluates links for this criterion by extending the
approach used for the second criterion by testing links between multiple datasets to identify
whether or not the data are discoverable. The test included both inward and outward bound
links.
In our criteria for entity search, we also rely on a different method for each factor. To
evaluate the first factor entity retrieval, we issue an entity query and investigate the search
results that are viewed by the browser. If a browser provides a hint such as “Did you mean?”
or if a browser provides some query suggestions that can help users to narrow down the search
and get information about a specified entity, then we say the browser is able to disambiguate
a user’s query.
Furthermore, if a browser is able to provide rich information from different sources about
the entity query, then this means the browser is able to provide a rich entity description. In-
deed, these three criteria – ranking properties, ranking entities and avoiding noisy attributes
– are not easily tested directly using a browser. Therefore, we refer back to previously pub-
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lished work about these tools to determine how a browser is evaluated against these criteria.
It is important to realise the difference between these two general activities: ranking
properties or entities, and avoiding noisy attributes. One of the browser applications, Sig.ma,
for example, has a rank for properties, but does not include noisy attributes. More details
about Sig.ma and these two activities will be discussed in Section 4.6. In addition, our own
model for ranking entities and avoiding noisy attributes is discussed in Chapter 5.
To evaluate the second factor entity search interface, we rely on testing and trying many
examples using the tools to determine answers for each of the criteria. Our methodology for
evaluating this factor is similar to our methodology used for the fourth Linked Data criterion.
Specifically, we observe the input and output functions that are provided by the interface of
a browser when establishing different queries or exporting viewed information. We try every
function that can help users to have control or to assist in displaying results. The basic goal
of this factor is to determine the input, output, control, and informational features of the
given interface.
4.4 A Qualitative Review of Semantic Browsers
In this study, our evaluation of browsers is in two parts. First we review the 15 seman-
tic browsers from a technical perspective to highlight their general usability and specific
functionalities that support user interaction. Then, we employ the framework of evaluation
criteria from Linked Data and entity search. In this section, we focus on the first method of
evaluation.
4.4.1 Text-based Browsers
Text-based browsers rely predominantly upon textual representation to present Linked Data
resources. We provide a description of each browser in turn.
Dipper. Dipper is a text browser that allows for the exploration of RDF data stores. In our
initial review, the aims of Dipper appear to be ambiguous because supporting documentation
is sparse and does not describe the way the software works, or even what it was designed
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for. Dipper’s user interface is not particularly intuitive as it is hard for even advanced
users to determine where to source and consume data they need. Dipper does, however,
provide links to some of the public RDF stores such as Openlibrary, NASA, BBC-Backstage
and data.gov.uk. Most datasets are stored in repositories provided by the developer of the
browser, Talis15.
We observed that there did not seem to be an organising principle for collecting datasets
together. For instance, the only airport we found in the airport dataset is Birmingham
International Airport. The data provider did not explain why these datasets were chosen.
This means that queries retrieve only partial results, without an obvious means for loading
further datasets and extending these results. In addition, during testing we faced error
messages such as “Could not retrieve data: error”, without any explanation being given for
the error.
In terms of Linked Data, the browser does not provide a mechanism that goes beyond
the current data store to find other data. Navigational control is limited, without backward
and forward options, and data retrieval also seems slow.
Disco. Disco is described as a simple browser for navigating the Semantic Web as an
unbound set of data sources. It renders all information it finds on a particular resource as
HTML. It allows navigation between Semantic Web resources by dereferencing HTTP URIs
and by following rdfs:seeAlso links.
Marbles. Marbles is an application that resides on the server formatting Semantic Web
resources for HTML clients, such as HTML browsers, by using Fresnel lenses and formats16.
Its user interface is sparse, which in certain contexts may be a strength as this would not
overwhelm an average user exploring the Semantic Web. When provided with a URI to
display, it tries to dereference it, as well as querying Sindice and Falcons for a data source
that may contain information about that resource. It also uses owl:sameAs and rdfs:seeAlso
to retrieve more data about the resource in question. For example, providing a URI such
15http://notes.3kbo.com/talis
16Fresnel http://www.w3.org/2005/04/fresnel-info/ is a browser-independent vocabulary for specifying how
RDF graphs are presented.
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as http://openlibrary.org/b/OL649M to display, it retrieves and formats the resource for
suitable HTML viewing.
Piggy Bank. Piggy Bank enables users to convert standard HTML Web content into Se-
mantic Web content. It was developed earlier on during the advent of the Semantic Web to
provide a way to easily obtain Semantic Web content from Web content that users might en-
counter in regular browsing. It uses a series of customised screenscrapers to turn HTML Web
content into RDF. Although this approach has merit, it clearly requires further development
in order to build a custom screenscraper that recognises the particular characteristics of the
website being analysed.
Sig.ma. Sig.ma integrates Linked Data from multiple sources allowing data navigation [Tum-
marello et al., 2010]. Figure 4.1 shows the results page of Sig.ma. As can be seen, the results
are represented in two panels: the left panel is used to view the aggregated data sources,
and the right panel is used to present the facts between the resources. The blue highlight
is the main feature between both panels showing the relationship between facts and their
data sources. The initial interaction is driven by the user with a free text search, which is
a useful way to begin data exploration, especially when compared with the other browsers
which prompt for a URI to begin data exploration. The ability to use a URI as an entry
point is also still available for users. Sig.ma is built on top of Sindice [Tummarello et al.,
2007], a semantic search engine that provides a search service allowing technical users to find
resource descriptions.
URIburner. URIburner is a software service that delivers structured data about Web
resources, generating an RDF graph of the resource’s metadata using existing well-known
ontologies as well as site-specific knowledge. It takes a Web URI, and can represent the
dereferenced resource as HTML or RDF. It also takes a free text query and looks for matching
URIs17. The URIburner interface is shown in Figure 4.2. A Firefox extension18 is available
for users to bookmark the URI of interest.
17http://linkeddata.uriburner.com/fct/
18http://ode.openlinksw.com/
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SWSE. SWSE is a Web-side service made available as a semantic search engine and a
browser. SWSE handles the problem of searching and integrating large-scale RDF Web
data [Hogan et al., 2011]. Users are able to start with a simple keyword query and view
information after applying lightweight algorithms for ranking and consolidating the results.
Users can then interact with the results by focusing on a specific entity or some other infor-
mation. The SWSE search interface offers two panels: one for presenting entities including
their attributes and the other presenting links for navigating and discovering more related
information19.
4.4.2 Browsers with Visualisation Options
In this section, we discuss browsers and applications that use graphic visualisations to rep-
resent Semantic Web resources.
DBpedia Mobile. DBpedia Mobile is a client application designed for mobile phone use
that allows users to access information about objects stored in DBpedia. For example, real-
world entities such as cities, streets and landmarks that have been described and asserted
in the DBpedia knowledge base can be queried automatically based on a user’s current
geolocation. DBpedia augments these resource descriptions so that users can explore other
resources on the Semantic Web. DBpedia Mobile uses Marbles to render Fresnel-based views
of these Web resources that have information in DBpedia. Moreover, users can use these
data as “jumping-off” points to other Semantic Web datastores such as Geonames, Eurostat
and Revyu.
Fenfire. Fenfire is a service that enables users to explore Linked Data by dereferencing
URIs, and following available rdfs:seeAlso properties to retrieve related datasets [Hastrup
et al., 2008]. The user can enter the starting URI to begin navigating Linked Data.
19SWSE was under maintenance at the time of writing this thesis; therefore we could not reach it to take
a snapshot and show the search page as a figure in this chapter. However, the service was working properly
at the time of evaluating all the browsers.
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IsaViz. IsaViz is a visual application for browsing and editing RDFs as graphical objects.
The software helps to see the graph structure of the RDF. Clicking on a vertex node of the
RDF graph brings up the textual descriptions of the vertex. Users can further edit names of
RDF nodes, as well as add and delete both nodes and links between nodes.
LESS. LESS enables users to create their own templates to view Linked Data [Auer et al.,
2010]. It uses the LESS Template Language (LeTL) which defines a text-representation to
view the output from URI dereferencing or SPARQL queries.
OpenLink Data Explorer (ODE). is a browser extension that allows Web users to
explore raw data and relationships of a Web page. Figure 4.3 shows the process of data
conversion within ODE which is as simple as this: when a user is browsing a Web page from
which they would like to obtain Linked Data, they simply click on the ODE extension, and
that Web page is turned into a suitable Linked Data format viewable in a browser.
RDF Gravity. RDF Gravity is another application for visualising RDFs as graphs and
the ontologies. It allows a user to customise the view of results by using local filters.
The RelationshipFinder is also known with RelFinder20. The RelationshipFinder is a
Web application for exploring connections between objects in a Semantic Web knowledge
base. It offers a novel way to obtain insights into how instance data in a Semantic Web
knowledge base relate to each other. The knowledge base used in RelFinder is the DBpedia
dataset.
Tabulator. Tabulator is an RDF browser, designed both for users and developers of RDF
content. A key feature is that it allows RDF data providers to see how their data interacts
with the rest of the Semantic Web. The browser is designed to be as easy as possible for a
new user to pick up, and easy for developers to extend with their own ideas. Our experience
of trying Tabulator encountered many networking errors due to several technical limitations
20we will use both terms “The RelationshipFinder” and “RelFinder” interchangeably in the rest of this
chapter
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of the tool. None of the available versions worked particularly well, posing difficulties for
more detailed evaluation. This evaluation is assisted therefore by supplementary resources: a
movie demonstrating the browser (http://dig.csail.mit.edu/2007/tab/tutorial/editing.mov)
and an associated paper [Berners-Lee et al., 2006].
In conclusion, this section reviews both text-based browsers and browsers with visual-
isation options based on a qualitative evaluation method. In the next section, a different
evaluation method is described that uses a set of criteria to continue evaluating all browsers.
4.5 A Criteria-based Review of Semantic Browsers
In this section, we evaluate 15 semantic browsers from two different perspectives: Linked
Data and entity search. We then provide the overall results and discussion at the end of our
evaluation.
4.5.1 Linked Data Perspective
Data conversion. Some browsers, such as Dipper and Sig.ma, do not support any data
conversion capabilities. Dipper assumes that the resource in question is already in Linked
Data format. Sig.ma handles a mixture of Linked Data and non-Linked Data but does not
enable the conversion of non-Linked Data to Linked Data. The Marbles browser supports
data conversion of HTML; users can view any Web page as Linked Data with the click of a
button. Piggy Bank has a similarly impressive function that uses a screenscraping approach
to turn the HTML content into RDF content. However, the available screenscraping is
limited to a small number of websites such as the ACM Portal Scraper and the Flickr Photo
Scraper. Additional screenscrapers need to be developed for other websites in Javascript or
through use of an associated tool, Solvent, based on an awareness of the underlying document
structure of the targeted website.
URIburner has extended facilities that make it fairly simple to convert non-Linked Data
into Linked Data, as long as the original sources are interpreted via an associated Virtu-
oso middleware platform. Together with Virtuoso, URIburner provides the following URL
patterns for browsing the description of URIs:
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HTML: http://linkeddata.uriburner.com/about/html/[URLscheme]/[hostname]/[localpart]
RDF: http://linkeddata.uriburner.com/about/rdf/[URLscheme]/[hostname]/[localpart]
where rdf can be replaced with any other format such as: xml, n3, nt or ttl.
For example: http://linkeddata.uriburner.com/about/rdf/http://zeus.seg.rmit.edu.au:8080/
diseasome/page/resource/diseases/100 provides Linked Data of http://zeus.seg.rmit.edu.au:
8080/diseasome/resource/diseases/100.
Although DBpedia Mobile uses some of the capabilities of Marbles to explore data, it does
not provide a direct facility for data conversion. The client browser starts the exploration
from DBpedia. IsaViz, however, does not provide this feature for users; it is useful only for
browsing Linked Data that are already in RDF.
In ODE, with a browser extension21, it is easy to convert any HTML page into Linked
Data. Figure 4.3 shows an example of converting a Wikipedia page to Linked Data. As
shown on screen A, the RDF detective service (A-2) allows for the extraction of RDF triples
embedded in HTML, which in this case yields 212 triples (A-1). To convert the contents of
the Wikipedia page from hypertext to Linked Data, ODE (A-3) extracts the raw data and
displays it as Linked Data. The output from the data conversion process also shows related
data resources, here resulting in the 2470 triples shown in (B-1). However, we noted that
commonly used structured data formats, such as CSV, cannot be converted by this browser.
RDF Gravity, RelationshipFinder and Tabulator do not enable data conversion. The
RelationshipFinder does, however, work on RDF datastores that contain Linked Data in
RDF form.
Generally, browsers can be distinguished in terms of facilities for accessing and combining
resources that have different formats, schemas and ontologies. More capable browsers in this
regard will allow users to consume, explore and interact with Linked Data more efficiently.
Creating links to other URIs. Dipper is a closed system that does not permit explo-
ration of arbitrary URIs, RDF data stores or other sources. Users are given the opportunity
to explore only the Linked Data that is stored inside Dipper datastores. Although there are
21http://ode.openlinksw.com/
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labels for Lookup, Store and Starting Points in Dipper, it is hard for users to realise where
to start from in order to consume the data they need. The user has to explore and click the
links to get starting but in terms of what should the user click, the browser does not facilitate
this for users. Also, the predicates given to explore datasets are not very visible and obvious;
for example, http://ckan.net/ontology/downloadURL is a predicate given for freebase.
The Marbles browser allows the user to navigate to new links. It also gives the user
details of the provenance of the data, that is, where the data was retrieved from. Piggy Bank
has a notion of Semantic Bank where multiple users can store and share the Piggy Bank-
converted Semantic Web contents. This allows new Linked Data to be found and linked to
other datasets. However, it does not allow global discovery of new Linked Data resources.
Marbles and Piggy Bank are available as Firefox extensions; therefore, users can conveniently
navigate backward and forward using the browser’s in-built navigational features.
Sig.ma assists the user to find new Linked Data from the results of queries through
navigation of the links provided in the search results. URIburner allows users to navigate
from one domain of Linked Data to a different one linked to the current dataset. It supports
both forward and backward navigation.
DBpedia Mobile has good highlighting of links between datasets. However, users can
navigate only to selected datasets on the Semantic Web, such as Geonames, Revyu, Eurostat
and Flickr.
IsaViz service does not support navigating links into another datasets. It supports brows-
ing only a single RDF graph.
ODE provides the user with the facility of navigation between datasets. So the user can
click on other Linked Data from the given results to navigate to another source. In ODE,
users also can view data based on previously-selected predicates; links will then be traversed
based on their custom properties as shown in Figure 4.3 (B-2).
RDF Gravity does not provide a facility for highlighting links between different data
resources.
The RelationshipFinder gives users the relationships, if any, between different RDF nodes.
However, users do not have the opportunity to navigate to new Linked Data using this ap-
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plication. They can find the relationships between existing Linked Data in an RDF database
using this application. One can save the results of the search using a URI and this URI can
be dereferenced.
LESS and Tabulator provide support for exploring new Linked Data by following links.
However, the user cannot customise the browsing data based on the data type.
Data triage. In Dipper, there is no specific support for sorting data or constructing
queries on new data. Some datasets with public SPARQL endpoints can be queried and
explored, but users need to know about SPARQL query language in order to write a query.
This feature can be leveraged by developing a client user interface for these SPARQL end-
points. However, not all datasets provide a SPARQL endpoint service for accessing their
data using the SPARQL query language. Also, some of the default datasets, such as http:
//lists.broadminsteruniversity.org/lists/demo, need official authorisation of a user’s creden-
tials to explore the data, which imposes challenges during initial evaluation of the tool.
The Marbles browser offers a SPARQL endpoint that is a useful facility for technical users,
though less so for lay users and domain experts. Marbles uses the search engines Sindice and
Falcons for querying a user-entered URI once it has been dereferenced. It can then combine
data from different resources into a single view. However, Marbles does have limitations; it
does not support advanced interaction features such as exporting data or tagging result sets.
Piggy Bank also provides users with several facilities for data triage such as text search
and tagging. However, there are no facilities for SPARQL queries or for result aggregation,
and domain-specific support is also limited.
In Sig.ma, the search terms are text-based, and users can search based on RDF properties.
As shown in Figure 4.1, Sig.ma uses a mixture of query planning, word disambiguation,
distributed data source selection, and parallel data gathering to return a list of results for
the search query. The confidence or quality of the search results is also provided, a strength
of Sig.ma. This allows the user to validate and verify the result even after search results have
been shown. For example, if the user is not satisfied with any of the results, they can ask for
those results to be changed, resulting in improved results in future searches.
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SWSE allows users to submit a query and presents them with list of matched sources
with a short snippet and the URI. This can help users to make a quick judgement about
further exploration.
The URIburner service makes use of a public SPARQL endpoint. There is also a Search
and Find browser endpoint at http://linkeddata.uriburner.com/fct/. Both free text searches
and URI-based searches are supported.
DBpedia Mobile provides for both simple filters that allow simple text and list-based
querying facilities, and complex SPARQL queries for complex manipulation of linked datasets.
DBpedia Mobile also generates a summarised view of selected resources by building on the
Marbles browser, using semantic search and integrating the results.
IsaViz does not provide any support for data triage, while ODE supports basic sorting of
data based on user preferences. As shown in Figure 4.3 (B-3), ODE users can retrieve and
view the requirements based on either an automatic or editable data retrieval schema, and
the depth of the link traversal can be adjusted by the user. It provides support for cached
results as well.
RDF Gravity has three simple query facilities: support for RDF query language (RDQL
— a precursor to SPARQL) so that technical users can write queries based on their needs;
support for text search over concepts, properties and instances specified in a RDF data set;
and enabling global and local filters to specify the view of results.
RelationshipFinder provides free text search of objects or elements in a plain text view.
The user enters two objects of interest to them, which are preferably described by articles
in the English Wikipedia. These selected elements are first semi-automatically mapped to
unique objects of Semantic Web datasets in the underlying RDF database. These datasets
are then crawled for relationships to present to the user.
Finally, in Tabulator, the user can select fields to use as simple query parameters. Due to
current technical limitations, query and manipulation options could not be further explored.
To conclude this part, some of the more functional browsers demonstrate impressive
capabilities for data triage, retrieval and extraction. In particular, they show strong support
for SPARQL, providing a flexible range of options for sorting, retrieving and finding new
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data. In cases where datasets cannot be queried via SPARQL, such as when an endpoint is
not exposed, some of the browsers also utilise text-based search for data retrieval. In the
case of Sig.ma, result sets can also be reviewed, and approved or rejected, providing useful
feedback to the search heuristics and algorithms used.
Browsing mechanism. Browsing mechanisms for visual browsers differ considerably. At
one end of the spectrum, some such as Dipper and Marbles, use basic HTML text represen-
tation, making them closer in approach to pure text-based browsers. Marbles also includes
a text summary feature that describes resources.
Other browsers use more advanced visual approaches. Sig.ma, for example, enables users
to browse search results by dividing the screen into two panels: the left panel is used to
view the aggregated data sources, and the right panel is used to present the facts between
the resources. Although it uses a search engine, Sindice, whose features and APIs can be
leveraged to perform faceted browsing, Sig.ma supports only “flat” one dimensional browsing.
In contrast, other browsers offer different data views. Piggy Bank has a faceted view that
provides a summary about an item with different aspects. URIburner presents data in the
form of “Entity-attributes-value”, which uses textual representation for viewing information.
It also provides an extra feature that enables users to pivot collections around the current
data view.
The browsing mechanism in DBpedia Mobile is a map view complementing HTML in-
formation, and, where available, some visualisation of specific objects themselves. It also
gives the user the opportunity to have view control over the results by using zoom-in and
zoom-out options.
In IsaViz, RDF data is presented as graphs, which can be navigated along graph vertices
and edges. ODE supports multiple ways of viewing data, including faceted view, grid view,
and visual view, and also includes data ordering options as shown in Figure 4.3(B-5)(B-
6). RDF Gravity also supports graph-based views, while RelationshipFinder supports both
graph- and tree-based views. Finally, in Tabulator, there are different views such as map
view, timeline view and graph view. Due to difficulties mentioned earlier in Section 4.4.2, we
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were unable to effectively evaluate Tabulator.
5-star data. Dipper scored a five-star rating since it supports Linked Data objects — using
URIs to identify entities and RDF to represent data. However, as discussed earlier, there
were however some problems with actually following Linked Data in this tool. Marbles also
scored five stars, although it only consumes and cannot produce Linked Data output.
Much of the data in Piggy Bank is a mixture of 2 star, 3 star and 4 star — that is, it is
represented in more or less structured formats. Increased usage of the Semantic Web could
raise some of this data to 5-stars, as more of it becomes linked — however, in some cases the
browser does not provide a full context to users, as there are no outgoing links to follow in
the datasets currently used.
The data support in Sig.ma and URIburner are both 5-star, but in the case of URIburner,
some links need to be further curated, in order to support further resource discovery. DBpedia
Mobile is a 5-star system as it produces RDF data, and also provides links to other external
datasets such as GeoNames, Revyu, EuroStat and Flickr.
ODE is also rated at 5-stars as it produces Linked Data in RDF, and also allows navigation
to other external data linked to and from the produced Linked Data. Tabulator similarly
produces new data that is structured, and provides links to other datasets, so this is also
rated 5-stars.
Finally, LESS, IsaViz, RDFGravity and RelFinder consume solely 4-star and 5-star data,
but they do not produce Linked Data output.
4.5.2 Entity Search Perspective
Entity retrieval
Disambiguate users query. The problem of query ambiguity is quite obvious when using
any of these browsers. For example, a query like melbourne has many matched entities
in the Web of Data such as: Melbourne City and Melbourne University. None of these
browsers provides users with any suggestions to disambiguate their query and narrow
down the results to show only the most relevant information.
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Provide rich entity description. Rich entity description can occur only when information is
integrated from disparate sources. We found only four browsers that seem promising
in providing users with rich descriptions. These four browsers are: Sig.ma, URIBurner,
SWSE, and ODE. We focus only on rich information that a browser can provide for
describing an entity. However, several other issues that are related to the quality of the
search results is outside the scope of this criterion.
Provide ranking for properties. Properties form the main part of an entity description. It
is important to rank the set of properties and obtain the most relevant on the top
of the interface. We found that Sig.ma is the only semantic tool that provides ranks
for properties. Sig.ma uses a simple rank algorithm which relies on the number of
sources that include the most information for a property. Although Sig.ma provides
this ranking, users may still spend more time finding the most relevant properties for
their information requirement.
Provide ranking for entities. There are two semantic browsers that have ranks for entities
(sources): Sig.ma and SWSE. Sig.ma relies on the Sindice index that returns a list of
relevant URIs. SWSE also provides an efficient ranking algorithm which leads to a
better quality of data [Hogan et al., 2011].
Avoid noisy attributes. Noisy attributes can be defined as those attributes that are irrelevant
to the context of the underlying entity. These attributes can lead to a misleading search
result. In fact, we found all browsers failed to isolate noisy attributes, so users were
presented with poor quality data alongside a set of the most important and meaningful
attributes.
Entity search interface
Provide input features. All browsers provide an input search box to take either a structured
query or a simple keyword query, or a URI.
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Provide output features. Several browsers do not provide features for output. Only a few
browsers allow users to export, bookmark or share search results. As an example,
Sig.ma allows for “permalinks” and embeddable search results.
Provide control features. Many browsers enable users to have some control over the search
results. These browsers are Sig.ma, URIburner, SWSE, IsaViz, Less, RDF Gravity and
RelFinder. However, control features differ from one browser to another. We observe
that Sig.ma - as an example - had the most control features such as “show”, “hide”,
“delete”, “move”, and “solo”. This feature in Sig.ma is important as it helps users to
filter a large number of facts retrieved from various sources for their requirements.
Provide informational features. This feature is not well covered among all the browsers.
The informational features appear in only a few browsers such as SWSE, Sig.ma and
Tabulator.
Tables 4.1 and 4.2 show the evaluation of the 15 browsers according to different criteria.
Table 4.1 illustrates the text-based browsers, while Table 4.2 illustrates the visual-based
browsers.
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Linked Data
Data
conversion
Unstructured data to RDF X X X
Structured data to LD X X X X
Export RDF/XML, JSON format X X X
Creating
links
to other
URIs
Forward navigational links X X X X X
Backward navigational links X X X X X
RDF model navigation X X
Links filtering X X X
Linking local data X X X X X X
Linking global data X X X X
Data
triage
Simple (keyword search or filter) X X X X
Complex (SPARQL) X X X
Use of search engine X X X
Caching results X X X X
Aggregated results X X X X
Editable results X X X
Tagging results X X X
Browsing
mechanism
RDF format view X X X X X X X
HTML view X X X X X X
Facet view X X X
Map view
Visual view X
Grid view X
Layout control X X
“Order by” option X X
5-star data
schema
Producer 5-stars 5 5 5
Consumer 5-stars 5 4 5 4 5 5 5
Entity Search
Entity
retrieval
Disambiguate users query
Provide rich entity description X X X
Provide ranking for properties X
Provide ranking for entities X X
Avoid noisy attributes
Entity
search
interface
Provide input features X X X X X X X
Provide output features X
Provide control features X X X
Provide informational features X X
Table 4.1: Evaluation of textual Linked Data browsers from an interactivity perspective
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Linked Data
Data
conversion
Non-structured data to RDF X
Structured data to LD X X
Export RDF/XML, JSON format X
Creating
links
to other
URIs
Forward navigational links X X
Backward navigational links X X
RDF model navigation X X X X
Links filtering X X X
Linking local data X X X X X X X
Linking global data X X X X X X
Data
triage
Simple (keyword search or filter) X X X X X
Complex (SPARQL) X X X X X X X
Use of search engine X
Caching results X
Aggregate search results X X X X
Editable results X X X X
Tagging results X
Browsing
mechanism
RDF format view X X
HTML view X X
Facet views X
Map view X X
Visual view X X X X X X X X
Grid view X
Layout control X X X X
“Order by” option X
5-star data
schema
Producer 5-stars 5 5 5
Consumer 5-stars 5 4 4 5 5 4 5 5
Entity Search
Entity
retrieval
Disambiguate users query
Provide rich entity description X
Provide ranking for properties
Provide ranking for entities
Avoid noisy attributes
Entity
search
interface
Provide input features X X X X X X X X
Provide output features X
Provide control features X X X X X
Provide informational features X
Table 4.2: Evaluation of visual Linked Data browsers from an interactivity perspective
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Figure 4.1: Sig.ma text-based browser highlights data sources with associated facts
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Figure 4.2: URIburner, a text-based browser that uses the canonical RDF form of subject-
predicate-object to present information
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Figure 4.3: Example of converting Wikipedia page to Linked Data using ODE
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Figure 4.4: Total number of supported functions in semantic browsers for Linked Data and
entity search
4.5.3 Results and Discussion
As stated, several semantic browsers have been evaluated using different criteria from two
different perspectives: Linked Data and entity search. The overall outcome indicates that
Sig.ma is clearly the most feature rich browser currently available for exploring and browsing
information about entities over Linked Data. Figure 4.4 shows the total number of supported
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functions for each browser. As can be seen, Sig.ma provides the highest number of supported
functions for both Linked Data and entity search. It provides sophisticated search features
that manipulate, integrate and explore different data resources. It also enables humans to
interact with the results using an interactive search environment. Ranking second in terms
of the highest number of supported functions is SWSE which also offers many capabilities
for searching and browsing Linked Data in general.
At this stage, entity search within Sig.ma provides users with richer results and a better
interactive interface to perform their search tasks. Thus, we use Sig.ma as a platform to
implement our approaches in this study.
A further finding of our evaluation suggests that Dadzie and Rowe [2011] text and visual
semantic browsers can be further classified as follows:
1. RDF model browsers
2. domain-specific browsers
3. generic-domain browsers
4. link-relationship browsers
The selection and ranking of these browsers depend upon end-user requirements. If those
requirements are limited to the use of RDF format only, then IsaViz or RDF Gravity rate
highest in terms of capabilities. For domain-specific purposes, where the data set is prede-
fined, then the Dipper, Piggy Bank or RDF Gravity browser would be the most appropriate
according to our evaluation. For exploration of the global Semantic Web, browsers such as
Marbles, Sig.ma, URIburner and SWSE provide text representation of data, while browsers
such as ODE and Tabulator provide more options for data visualisation. For understanding
the relationships between linked datasets, RelFinder presents the relationships in an intuitive
manner.
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4.6 Sig.ma Overview
The evaluation above indicates that the most feature rich browser when searching for infor-
mation about individual entities on the Web of Data is Sig.ma. Sig.ma22 is an open source
project from Digital Enterprise Research Institute23 (DERI) and is published under the gen-
eral public license of the GNU Affero. It is available for downloading from the Sig.ma’s
website24. Sig.ma is a Web application which allows for both keyword-based queries and
integrated semantic results, described as an “aggregated search system” designed to view the
“Web of Data as an integrated information space” [Tummarello et al., 2010].
Users in Sig.ma can undertake two main forms of search: focused search, where users can
input a text keyword search; and exploratory search, which enables users to browse from one
entity to another.
Sig.ma has three distinguishing features. First, it establishes an entity profile that can
merge content from independent semantic sources, and allow them to be viewed simultane-
ously. Second, Sig.ma allows users to exercise some control over the results. A user can show
or hide a particular fact, accept or reject a source of data, and perform a range of further
filtering actions. Finally, Sig.ma uses the Sindice [Tummarello et al., 2007] search engine to
access Linked Data, and to collect information about a given keyword query. This provides
the performance required for real-time query resolution.
4.6.1 Ambiguity in Sig.ma
While Sig.ma has enhanced entity search by integrating facts from several sources and provid-
ing an aggregated view to the users, it still suffers from the problem of ambiguity. Ambiguity,
in general, can mislead end users trying to satisfy their information need or to get a sense
of the relationship between different concepts. Ambiguity can lead to discomfort, frustration
and confusion when users try to search for information but cannot find it easily. Ambiguity
also impedes communication between human and computer, and produces uncertain contexts
which have an impact on decision-making.
22version: 2.0.8
23http://www.deri.ie/
24http://sig.ma/?page=sigmaee
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Sig.ma does not determine whether the retrieved results are relevant to a given query, or
consider how to rank information based on characteristics of retrieved entities. This means
that users may retrieve misleading or irrelevant results, frustrating their ability to make use
of Linked Data. In general, we identify two major problems associated with entity search:
Query ambiguity: when users input entity queries, two or more entities might be
identical in name, but may refer to different objects in the real world. In many cases,
users issue queries without prior knowledge or specification of the underlying entity
type, which can also lead to query ambiguity. For instance, it is unclear if a user issuing
a query for “Nikola Tesla” would be satisfied with an entity matched to “Nikola Tesla”
the Scientist, the Book, the Power Station, the Museum, the Airport or the Company.
Thus, if a system does not show these as six separate possible entities matching the
query Nikola Tesla, it is difficult for a user to disambiguate results. We describe this
problem further in Chapter 5 as one of semantic polysemy.
Redundant and noisy attributes: entities with numerous attached attributes may
cause search ambiguity or confusion when they are irrelevant to the query. For instance,
a user who wants to know all the facts about the river “Nile” should not obtain irrelevant
attributes such as “birth date”, retrieved from an entity describing a person with the
surname of “Nile”. Furthermore, irrelevant attributes impact on the context of results
when there is little or no relevance between the found entity’s type and the retrieved
attributes.
“Tech”-oriented browsing: if a system is still restricted almost entirely to a tech-
nical audience, lay users (as discussed in Chapter 2) without semantic technologies
backgrounds are likely to find an interface confusing and frustrating.
Clearly, all these challenges significantly affect the users’ ability for users to easily query
and browse Semantic Web data. It is critical to address the challenge of how to organise
and utilise semantic information effectively and efficiently in order for end-users to enhance
their search experience. It is possible to improve search accuracy by disambiguating users’
queries, and by presenting entity results based on salient related entities and attributes.
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Thus, Chapters 5 and 6 present some solutions for entity search. Specifically, Chapter 5
introduces a model for entity search which considers these two challenges: query ambiguity
and redundant attributes; whereas Chapter 6 introduces a visual interface for entity search.
4.7 Summary
This chapter set out to evaluate the interactive capabilities of semantic browsers using two
methods of evaluation: a qualitative review and a criteria-based review. The qualitative
review monitored the general and technical features of 15 semantic browsers. In this method,
we discussed our experience of using and trying these browsers after applying different cases
and different examples to observe their systematic functions. Then, a criteria-based review
evaluated these browsers from two different perspectives: Linked Data and entity search.
The main focus was on user interaction features, which are particularly useful to more
users, for searching information about entities over Linked Data. For both Linked Data
and entity search to be useful to the end users, feature rich semantic browsers need to be
developed that can perform well against the kinds of criteria we presented here.
The outcome of this study indicates that the Sig.ma is a leading entity search and naviga-
tion tool among 15 current state-of-the-art semantic tools. It is clearly the most feature rich
browser currently available for exploring and browsing information about entities in Linked
Data. It provides sophisticated functions that manipulate, integrate and explore different
data resources, and this is of particular benefit to a wider number of technical users.
While Chapter 3 discussed part of the answer to the first research question, this chapter
addressed the second and main part of that question. In the next two chapters, we investigate
in greater depth the means of improving entity search using Sig.ma as a platform for our
developments (Research Question 2), and examine organisational factors and relevant HCI
issues (Research Question 3).
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Attribute Importance Model
More than half of Web search queries are directed towards entities [Pound et al., 2010; Guo
et al., 2009]. However, as Chapters 3 and 4 have shown, there are still some considerable
issues such as incomplete information and noisy facts in many semantic search tools that
cause ambiguity when searching information about entities.
Therefore, in this chapter, we consider these issues; and we contribute what we describe
as an Attribute Importance Model for clustering and ranking entity search results. The aim of
this model is to enhance entity search and to improve users’ experience of finding information
about individual entities over Linked Data. This model is the central part of our response
to the second research question.
In detail, our model proposes:
• using an entity query suggestion-based technique to recommend relevant entities. We
use DBpedia to find the range of possible entities underlying a given query, to help
users to improve the search results quality;
• clustering aggregated entity attributes, to show only the most salient attributes. To
identify clusters, we calculate the frequency of occurrence for attributes among the
range of retrieved entities; and
• ranking attributes, based on their relevance to users’ queries and suggested entity types.
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This chapter is organised as follows: Section 5.1 highlights the current research issues
regarding entity search in the Web of Data. Section 5.2 proposes our Attribute Importance
Model and introduces the three techniques of our model: entities type-based query sug-
gestion, clustering aggregated attributes, and ranking attributes. Section 5.3 discusses the
implementation and presents a use case example of how we apply our model in Sig.ma.
Finally, Section 5.4 presents the summary of this chapter.
5.1 Overview of Entity Search
Before discussing our model, it is important to give an overview of the main challenges
confronting entity search in general. The key problem with searching entities on the Semantic
Web is that there can be many entities matching a given keyword entry. As there is typically
no context for keyword queries, it is difficult to determine the possible entities that the user
intends in advance. One possible approach in this case is to retrieve all combinations of
information about all matched entities as the results of an entity query. In this approach,
the results of the search are retrieved and integrated from independent sources based on
their labels and URIs. Users then need a means for navigating and possibly disambiguating
multiple entities. This type of semantic search is called aggregated search.
In general, a key benefit for users of semantic aggregated search is that they can access
and browse the Web of Data without having to perform separate search tasks to distinguish
a particular entity. It can also help users to discover new information about a new entity of
which they may not be aware, but which may be of interest. Semantic aggregated approaches
are capable of producing interpretations of a set of entities, with each entity carrying a set of
informative facts to determine the desired entity attributes with their corresponding values,
and to draw relationships between other entities.
Entity search is generally classified into two types: standard and aggregated entity search.
Standard entity search manipulates information about a given entity and views the results
in a single search interface. This type of search can be seen in some semantic search engines,
such as Sindice, where users can view the search results of one entity in a single search
interface.
83
CHAPTER 5. ATTRIBUTE IMPORTANCE MODEL
(a) Standard (b) Aggregated
Figure 5.1: The difference between standard entity search and aggregated entity search
Aggregated entity search enables users to view heterogeneous data gathered from various
data sources into a single search interface. In many cases, users enter queries that might be
ambiguous; aggregated search allows for a rich description to be developed about entities, in
order to assist disambiguation. As an example, Sig.ma has implemented this type of search in
which an Entity profile is created to gather information about the given query [Tummarello
et al., 2010]. Figure 5.1 illustrates the difference between both standard and aggregated
types of entity search. We focus only on aggregated entity search, as this can be considered
a generalisation that incorporates the standard type trivially.
Example of aggregated entity search: consider a user who submits the query “Mel-
bourne” to an aggregated semantic system searching for the city of Melbourne in Australia.
The search results are returned with implicit facts about some different entities, such as
the Melbourne zoo, the University of Melbourne, the city of Melbourne in Australia, and the
city of Melbourne in the USA. Figure 5.2a shows these four different entities that might be
retrieved for the given query. These search results are integrated from disparate resources
before being presented to the user. The aggregated entity search results contain two kinds
of ambiguity that need to be correctly resolved:
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• Semantic polysemy, where one entity name can refer to multiple real-world entities.
Often real-world entities can have similar names but different types. For example, the
query “Melbourne” retrieves entities of several different types, including: Melbourne of
type City, Melbourne of type Zoo, and Melbourne of type University. These entities
share the name Melbourne but have different types.
Furthermore, some entities have similar names and types but they are different entities
in the real world. As shown in Figure 5.2b, here there are two entities Melbourne that
are both cities: in Australia and the USA respectively. Both have the same names and
types but they are different entities.
• Semantic synonymy, where multiple entity names can refer to one real-world entity. For
example: RMIT University and Royal Melbourne Institute of Technology are different
names for the same entity.
The second of these disambiguation issues is partly addressed by general facilities of
Linked Data and the Semantic Web, notably explicit predicates applied to entities such as
“owl:sameAs”. However, the first issue relies upon some user input in order to narrow their
search intent; here we introduce our solution to assist users in this task.
5.2 Attribute Importance Model
We propose a new model, called the Attribute Importance Model (AIM), that aims to enhance
users’ experience of searching for entities by a combination of three techniques: (1) suggesting
(or refining) entity type-based queries; (2) clustering aggregated attributes; and (3) ranking
attributes based on their importance.
First, we identify a range of possible entities underlying an entity query in a semantic
aggregation result, and present their entity types as query suggestions to improve the usabil-
ity of an aggregated search interface. We then classify aggregated attributes based on the
selection suggestion. Finally, we rank the importance of attributes based on their popularity
(weight) to the type of entity using DBpedia.
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(a) Entities
(b) Types
Figure 5.2: Example of matched-entities and entity-types corresponding to the entity query
“Melbourne”
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In this way, the most relevant results are seen first which can help users to understand
the context of data and the relationship between answers.
5.2.1 Definitions
We introduce the following formal notation to describe the problem and our proposed solu-
tion. We use these terms throughout the rest of this work. By way of illustration, we use
our example in Figure 5.2 through the following definitions.
Definition 1 (entity and entity type) Let q be a keyword query. The search results re-
turned by q represents information about a set of underlying entities E = {e1, e2, .., em}.
Each entity ei ∈ E has an entity type τ(ei) ∈ τ , where τ = {τ1, τ2, .., τn} is the set of all
entity types associated with answers to the query q.
Definition 2 (aggregated attributes) Suppose each entity ei ∈ E has a set of attributes
Ai. The set of aggregated attributes for E is represented by σ =
⋃
Ai.
We return to our example in Figure 5.2, where the query q is “Melbourne”. The set
of entities E = {Melbourne in Australia, Melbourne in the USA, University of Melbourne,
Melbourne Zoo}. For these four entities, the set of entity types τ = {City, University, Zoo}
contains three distinct entity types. The aggregated attributes (σ) make up the set: {location,
population, country, zooName, numberOfStudents}. We assume that two different entities,
e1, e2, contain some common names of attributes if their entity type (τ) are similar. For
example, the two entities Melbourne in Australia and Melbourne in the USA have the same
entity type City ; thus, we expect both entities should have some attribute names in common,
such as location, population, and country. Therefore, in our model, τ play a major role in
generating query suggestions and ranking entity-attributes.
In aggregated entity search, we assume the attributes σ have two levels of relevance to
τi: relevant σ
+
i and non-relevant σ
−
i . In other words, σ
+
i refers to a set of attributes that
belong to a specific entity type τi, whereas σ
−
i indicates the attributes that do not belong to
τi. An attribute in σ could belong to σ
−
i for τi and σ
+
j for τj . For example, the attribute
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population in Figure 5.2(a) does not belong to the university entity type but does belong to
the city entity type.
We then adopt the following concept of clustering these attributes based on τ .
Definition 3 (clustering aggregated attributes) Assuming that an attribute a is an el-
ement of an entity e, therefore, ai ∈ e1 and aj ∈ e2 and ak ∈ e1, e2, where e1 and e2 have
distinct types τ1 and τ2. Then σ
+
i = {ai, ak} and σ+j = {aj , ak}. This results in two clusters
ci and cj, where ci = σ
+
i and cj = σ
+
j .
Next, we rank σ based on their degree of importance to any selected query suggestion. We
use the importance classification to determine the order of suggestions, with more important
attributes appearing at the top of the search user interface.
Given these definitions, we identify three distinct challenges:
1. How to identify the range of all possible entity types τ , where τ = {τ1, τ2, .., τn} based
on the given query; and how to measure the similarities between the set of entity types
in order to provide an entity type-base query suggestion.
2. How to cluster attributes based on their relevance to τ , where clusters C = {ci, cj , .., ck}.
3. How to assess the degree of importance between attributes for each cluster in C.
Each of these challenges corresponds to each of the three techniques we introduce above:
suggesting entity type-based queries, clustering aggregated attributes and ranking attributes.
5.2.2 Suggesting Entity Type-Based Queries
In this section, we propose an algorithm to identify entity type suggestions when a query is
ambiguous. The goal is to help users by presenting a list of candidate entity types to choose
from when viewing the integrated results. The selected type then reorders all attributes based
on their likely relevance to that type. In aggregated search systems, results are retrieved and
integrated from different resources, and presented to the user via a single search interface.
Among the results, there are a range of possible matched entities corresponding to the in-
formation need underlying the query. However, often these entities are not clear for users
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due to name ambiguity. Among these entities, there is usually at least one entity that would
satisfy the user’s information need. More formally, unless the query has no correct answers
then there is at least one entity e with a corresponding entity type τ(e) corresponding to a
correct answer for the query.
Formally, we can disambiguate q if there is any existing τi ∈ τ in which the predication
P (τi = τq) is “true” for the match between both types τi and τq. Note: P (τi = τq) is the
predicate dependent on τi = τq, resulting in a Boolean answer “true” or “false”; and τq is
the type intended by the user:
disambiguity(q, τ) = {∃τi ∈ τ : P (τi = τq)} (5.1)
Our approach to query suggestion is based on identifying entities E and their types τ .
We start our model from the keyword query q and assign it as input to our algorithm. We
then extract all matching entities from data structures that are exposed by DBpedia, which
contains information mapped from different parts in Wikipedia to the RDF data format [Bizer
et al., 2009b]. Then, we determine matching types based on path similarity. The following
are the steps of our algorithm:
1. Assign the ‘entity name query’ q as the input string ‘keywords’.
2. Obtain a set of entities and their entity type that match the keyword in q. We use a
SPARQL query to access to the SPARQL endpoint of DBpedia1. The SPARQL query
is in Listing 5.1.
3. Compute path-based similarity between the sets of entity type. Based on the DBpedia tree
taxonomy, each entity has a set of hierarchy sub-types τˆ(ei) = τ1 ≺ τ2 ≺ ... ≺ τThing,
where τ1 is the lowest type and τThing is the highest level, that is the root of the
type hierarchy. The benefit of computing path-based similarity between two entities
ei and ej here is to determine whether or not these two entities are similar on τ . For
instance, these two entities eMelb USA and eMelb Australia have similar τˆ(eMelb City) =
1http://dbpedia.org/sparql
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τCity ≺ τSettlement ≺ τPopulatedP lace ≺ τPlace ≺ τThing. This will help to determine all
the distinct types.
To measure path-based similarity between two entity types Simpath(τ1, τ2), we adopt
a path-based similarity measure [Lee et al., 1993; Rada et al., 1989], which computes
the shortest path between two nodes in a taxonomy. While each entity has a set of
hierarchy sub-types, the size of τˆe may differ from one entity to another. To address
this, we follow Shen et al. [2012] and compare two different sets of types that are
different in size. For each type in τi ∈ τ1, there is a corresponding type ε(τi) in another
set τ2, where ε(τi) = argmaxτj∈τˆ2Simpath(τi, τj). Then, we compute the path-based
similarity between two sets of types as follows:
Simpath(τ1, τ2) =
1
pathlen(τ1, τ2)
(5.2)
Where the pathlen(τ1τ2) = 1 + number of edges in shortest path in type hierarchy.
Then, we compute path-based similarity from the type hierarchy τˆ1 to the type hierar-
chy τˆ2:
Simpath(τˆ1 → τˆ2) =
∑
τi∈τˆ1 Simpath(τi, ε(τi))
|τ1| (5.3)
Likewise, we can also compute path similarity from set τˆ2 to set τˆ1 as Simpath(τˆ2 → τˆ1)
Finally, we propose the following formula to calculate path similarity between two types
of different entities τˆ1, τˆ2:
Simpath(τˆ1, τˆ2) =
Simpath(τˆ1 → τˆ2) + Simpath(τˆ2 → τˆ1)
2
(5.4)
Using the above procedure, we obtain all the distinct entity types retrieved from the
aggregated entity search. We consider these types as a set of query suggestions. Users can
then stipulate a suggested type to specify the intent of their search. Suggested search queries
also lead to the next step of our approach: investigating the ranked scores of these attributes
based on the selected type. We describe this step in the next section.
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Listing 5.1: Get entities and types
SELECT DISTINCT ? e n t i t y ? type WHERE {
? e n t i t y r d f s : l a b e l ? l a b e l .
? l a b e l b i f : c onta in s %keywords%.
FILTER regex ( s t r (? e n t i t y ) ,
’ˆ http :// dbpedia . org / r e s ou r c e / ’ ) .
? e n t i t y rd f : type ? type .
FILTER regex ( s t r (? type ) ,
’ˆ http :// dbpedia . org / onto logy / ’ )}
5.2.3 Clustering Aggregated Attributes
Users can clearly identify sets of entity types in aggregated entity search results when a query
is ambiguous. However, this is not enough to reduce the ambiguity of aggregated semantic
search. We have observed in Sig.ma — as an example of an aggregator of data semantics
— that some attributes may not be relevant to the type at all. For example, suppose the
attributes numberOfStudents and chancellor appear when searching for Melbourne as a city.
These will not be the most relevant associations for this search. It is therefore very useful
to cluster attributes based on entity type and present the relevant attributes alongside the
relevant entity. In particular, we are interested in the attributes that are relevant σ+ for
each type in τ to be presented at the top of search results.
Second, we define the relationship between these types and the set of attributes σ. We
assume that T a set of all entity types in DBpedia where T = {τ1, τ2, ..., τn}. If an attribute a
has many occurrences in all the entities that have the same type as τi but less occurrences in
all entities that have some other type τj in DBpedia, then we say a is more frequent in τi. We
then assign a weight to each attribute, where a ∈ σ, that is calculated by the frequency of an
attribute across all entities from the same type. To compute the attribute frequency f(a, τ)
among all entities in DBpedia, we run an initial SPARQL query as is shown in Listing 5.2.
91
CHAPTER 5. ATTRIBUTE IMPORTANCE MODEL
Listing 5.2: Get the frequency of an attribute a in τ
SELECT COUNT(DISTINCT ? e n t i t y ) WHERE {
? e n t i t y rd f : type %c l a s s% .
? e n t i t y %a t t r i b u t e% ? value }
Next, we find |τ | the total number of entities that have the same type using SPARQL
query Listing 5.3.
Listing 5.3: Get total number of entities in τ
SELECT COUNT(DISTINCT ? e n t i t y ) WHERE {
? e n t i t y rd f : type %c l a s s% }
Once we obtain both f(a, τ) and |τ |, we can use the following formula to find out the
weight of a among ti as follows:
weight(a,τ) =
f(a, τ)
|τ | (5.5)
where |τ | is the cardinality of the entity that has the same entity type τ . The procedure is
also shown in Algorithm 1.
5.2.4 Ranking Attributes Based on Importance
As stated, all attributes in each cluster do not necessarily have the same degree of relevance
to a candidate entity. For example, an attribute such as party might have a high degree
of informativeness for an instance of the Politician type; while it might have a much lower
degree for an instance of the Scientist type. On the other hand, the attribute field has high
informativeness for Scientist instances, and less for Politician instances. Therefore, it is
necessary to identify and rank the relationships between the entity types and the attributes.
In particular, we are interested in the attributes that are more important for each entity
type.
In order to know the importance of an attribute, we compute the number of types in
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Algorithm 1 calculating σ weights
Input: Aggregated attributes set σ, entity type τ
Output: The weight for each attribute (a) in the given entity type (τ)
1: for each a ∈ σ do
2: f(a, τ)= function ATTRIBUTE(a)
3: |τ |= function TY PE(τ)
4: weight(a,τ)=
f(a,τ)
|τ |
5: end for
6: function ATTRIBUTE(a)
7: f(a, τ)= Select count(distinct instance) where{ instance rdf:type τ .
instance a value}
8: return f(a, τ)
9: end function
10: function TY PE(τ)
11: |τ |= Select count(distinct instance) where{
instance rdf:type τ}
12: return |τ |
13: end function
DBpedia with that same attribute. This gives us the popularity of a given attribute across
all the classes of DBpedia. We use a SPARQL query to retrieve all numbers of categories
(types) as in Listing 5.4.
Listing 5.4: Get the frequency of an attribute a across all types in DBpedia
SELECT COUNT(DISTINCT ? type ) WHERE {
? in s t anc e %a t t r i b u t e% ? value .
? i n s t anc e rd f : type ? type .
FILTER REGEX( s t r (? type ) ,
‘ˆ http :// dbpedia . org / onto logy / ’ )}
Once we obtain both the weight of an attribute a for the given type, as well as the
total number of types that have at least one instance that has a, we can start ranking the
importance of a. Thus, we adopt the approach introduced by Bazzanella et al. [2009] to
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measure the relevance of attributes. The following is the definition:
importance(τ, a) = weight(a, τ) ∗ ln( N|τa|) (5.6)
Where N is the total number of DBpedia classes and |τa| is the cardinality of entity type
that has a in DBpedia. Algorithm 2 shows details of the above steps.
Algorithm 2 calculating the importance degree for σ
Input: Aggregated attributes set σ, entity type τ ,
Output: The weight (weight) for each attribute (a) in the given entity type (τ)
1: N ← 302 {N is the total number of types in DBpedia}
2: for each a ∈ σ do
3: f(a, τ)= function ATTRIBUTE(a)
4: |τ |= function TY PE(τ)
5: |τa|= function TY PEATTRIBUTE(a)
6: weight(a,τ)=
f(a,τ)
|τ |
7: importance(τ, a) = weight(a, τ) ∗ ln( N|τa|)
8: end for
9: function ATTRIBUTE(a)
10: f(a, τ)= Select count(distinct instance) where{ instance rdf:type τ .
instance a value}
11: return f(a, τ)
12: end function
13: function TY PE(τ)
14: |τ |= Select count(distinct instance) where{
instance rdf:type τ}
15: return |τ |
16: end function
17: function TY PEATTRIBUTE(a)
18: |τa|= Select count(distinct type) where {
instance a value.
instance ref:type type.
Filter Regex(str(type),
’ ˆ http://dbpedia.org/ontology/’)}
19: return |τa|
20: end function
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Entities-attributes Importance Entities-attributes Importance
Scientist Airport
Field 2.949 runway surface 3.891
Alma Mater 1.393 runway length 3.854
Birth Place 1.142 runway designation 2.895
Birth Date 1.142 r1length m 2.813
Workplaces 1.016 r1surface 2.791
Given Name 0.835 icao location identifier 2.790
Residence 0.813 r1length f 2.652
Award 0.711 r1number 2.332
Family name 0.620 iata location identifier 2.332
Citizenship 0.584 elevation 2.237
Book Company
literary genre 3.434 industry 2.852
author 3.419 founding year 1.543
publisher 3.264 foundation 1.273
isbn 3.047 company name 1.114
number of pages 2.083 products 1.074
language 1.551 key people 1.061
country 0.956 company logo 1.054
name 0.155 product 0.993
is primary topic of 0.025 homepage 0.969
was derived from 0.019 number of employees 0.782
Power Station Museum
primary fuel 2.578 location 1.084
fuel 2.090 established 0.880
locale 1.758 director 0.397
generation units 1.543 curator 0.368
operator 0.789 point 0.239
average annual gen 0.742 lat 0.231
country 0.617 long 0.231
status 0.467 geometry 0.219
name 0.238 founding date 0.217
Table 5.1: Example of our identification and ranking of the attributes based on their impor-
tance for the query “Nikola Tesla”
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5.3 A Case Study Using Sig.ma
We have proposed entity query suggestions where a user is presented with a list of matched
named entities to a query. Then the user would decide which entity is relevant to the
information needed. We extended our model to rank attributes based on their importance to
the chosen entity type. We believe this model will improve the end user experience to search
the Semantic Web and find the relevant information with less ambiguity and less complexity.
Our model is developed based on two assumptions: displaying the range of named entities
of a query is useful to find the relevant attributes; and displaying attributes based on their
relationship to the selected named entities is useful to find the required information easily.
5.3.1 Implementation
Our technical review of semantic browsers in Chapter 4 indicates that Sig.ma is currently
offering the most feature rich functions for entity search. Therefore, we use Sig.ma as a
platform to implement and evaluate our model. Figure 5.3 shows the architecture of our
model that is implemented on top of Sig.ma. We rely on the retrieval process of Sig.ma to
establish our model. We configure Sig.ma to access only the DBpedia SPARQL endpoint2,
the entity query returns with a set of URIs, which are included on the entity profile of
Sig.ma. Our model is implemented standalone from Sig.ma using PHP. The model then runs
two algorithms for getting suggestions first, clustering attributes based on these entity type
suggestions, and re-ordering attributes based on their importance. We use a semi-automatic
method to demonstrate the ability of our proposed model to achieve improvement for entity
search, as the importance of all attributes can be pre-computed since the number of SPARQL
queries is proportional to the number of distinct attributes-type pairs.
The limitation of our implementation are left to be discussed on Chapter 8.
5.3.2 Illustrative Example
Imagine a user trying to write an essay about the scientist “Nikola Tesla”. In many cases,
using typical search environments requires the user to spend some time searching and gath-
2http://dbpedia.org/sparql
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Figure 5.3: Architecture for Attribute Importance Model added to Sig.ma
ering many details; where the user may need to click on many links and check underlying
documents until they access the required information; whereas an aggregated search inter-
face such as Sig.ma can bring all this information together on one page with a single click.
Suppose the user decides to use Sig.ma and submits this query “nikola tesla”. On the Se-
mantic Web, there are many entities that have identical labels but belong to different types.
For example, the query nikola tesla has six different entities with labels matching the query
“nikola tesla” but all belong to different types in the type hierarchy. Figure 5.4b illustrates
these entities and their positions in the type hierarchy for DBpedia.
When using Sig.ma, the user still needs effort and time to determine which attributes are
relevant to nikola tesla as a scientist; even by using filters like rejected or accepted (approved)
sources. Figure 5.5 shows a snapshot of the current (original) Sig.ma search results for the
query “nikola tesla”. This illustrates the problem of the user being unable to view organised
search results that effectively and efficiently show the relevant data in a usable way. We
propose that this can be refined by considering alternative ways in which a candidate entity
can be selected and presented. Simple and small additional details can make a difference to
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(a) Disambiguating query “nikola tesla” (b) Entity type hierarchy in DBpedia
Figure 5.4: Search results entity and entity type for query
the user experience between satisfaction or being dissatisfied.
After applying the AIM, the user is able to view the results differently from the original
Sig.ma interface. Users can determine from the provided query suggestion what kind of
entity type they are seeking, after they have established their query. Figure 5.6 shows these
suggestions on the top of the page “Did you mean by Nikola Tesla: the Scientist, the Power
Station, the Museum, the Airport, the Book, the Company”.
We suggest that it is easier for the user to find all the attributes of “Nikola Tesla” the
scientist using our new interface shown in Figure 5.6 that supports entity type suggestion. It
is also possible to see that the attributes are assessed and ranked statistically based on their
weight and dominance over the chosen entity type. For example, the attribute field is the
most important attribute for the scientist entity with an importance degree of imp = 2.94;
then the workplace imp = 1.016, and so forth. Table 5.1 shows the 10 most important
attributes for each entity and their entity clusters. Clearly, users also can explore other
entities that match with respect to the changes to the rank of attributes. By doing so,
the search results make more sense to the user as they can find what they need with less
complexity.
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Figure 5.5: Sig.ma — original interface– without the AIM model
99
CHAPTER 5. ATTRIBUTE IMPORTANCE MODEL
Figure 5.6: Sig.ma interface with the AIM. Most important attributes always include in-
formation belonging to the entity type, some attributes do not belong to the entity type; for
example “isbn” does not belong to Scientist.
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5.4 Summary
Overall, this chapter answered the second research question in Chapter 1. It proposed the
Attribute Importance Model, with three distinct techniques for augmenting entity search:
entity type-based query suggestions, clustering aggregated attributes, and ranking attributes
based on their importance.
Entity type-based query suggestions provide a set of named-entities keywords, refining
user queries in real-time. This technique offers a range of entity types underlying a given
query based on DBpedia ontology. Clustering aggregated attributes brings together retrieved
attributes based on the associated type of retrieved entities. In order to show the most salient
attributes of each cluster, we calculate the frequency of occurrence of attributes among the
range of entities. The ranking of attributes is intended to rank relationships between the
given attributes and their entity type. This technique is designed to assign a degree of
importance to each attribute to present users with the most important for each selected type
of entity.
Based on the outputs of our evaluation of the existing techniques in Chapters 3 and 4, our
model contributes new solutions to the significant problem of ambiguity in entity search in
semantic search systems and browsers. The model reduces the ambiguity of entity description
and contributes to improving the quality of entity search results. This study presented a
use case to demonstrate our model using Sig.ma. Moreover, these results can readily be
generalised to other search systems. The next chapter investigates how to improve the entity
user search interface. Chapter 7 evaluates the model using a user-based evaluation method.
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Interactive User Interface for
Entity Search
In this chapter, we continue to examine how to present the results formed by the Attribute
Important Model — as proposed in Chapter 5 — using Sig.ma. We propose an interactive
user interface to view the corresponding search results based on our model. The problem
of ambiguity in Sig.ma can be reduced by providing an interactive interface that targets lay
users and domain experts, as discussed in Chapter 2, specifically. The interface can help
users to find their information needs, narrow down to the point of interest, view details and
compare different entities without too many details that might lead to cognitive overload for
users.
This chapter is structured as follows: Section 6.1 proposes the main approach. This is
followed by a motivating example in Section 6.2. Section 6.3 discusses the interaction design.
The implementation of this approach is in Section 6.4. Section 6.5 highlights the features of
our interactive user interface for entity search. Finally, the summary is in Section 7.7.
6.1 Proposed Approach
Sig.ma has rich support for responding to keyword queries. The search task assembles infor-
mation from disparate sources, and allows them to be viewed in a single interface. Within
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this interface, users can develop queries with a large number of attributes and their corre-
sponding values. While this promotes flexibility, it is a big challenge to ensure that users can
utilise such features to satisfy their information needs within a reasonable amount of time.
It is an intensive cognitive task to read through all of the retrieved information – much of
which may be irrelevant to the user’s interest.
A problem associated with viewing Sig.ma results without a filtering mechanism is am-
biguity. User ambiguity occurs when the user is unsure whether the retrieved entities relate
to their search query. As discussed in Chapter 5, this can lead to frustration and loss of
motivation to conduct further searches.
The proposed approach to refining Sig.ma search results has been presented Chapter 5,
which can be generalised to a solution to improve the entity search model. The current
chapter continues the enhancement of Sig.ma search results by focusing on the user interface
from the perspective of human-computer interaction.
Our proposed approach in this chapter aims to develop a better interactive interface,
one that can help users to find information of interest – instead of viewing all available
information, including that which might be “out of interest”. The approach is developed
within the broader context of hiding complexity, and offering users information that is directly
related to their needs.
The concept of information of interest in this study means a specific set of information
that a user is looking for. It may correspond to either a particular fact (e.g.: an attribute) or
a set of facts about a particular entity (e.g.: all attributes that belong to a particular entity).
To achieve this goal, we rely on three techniques to design our visual interface:
• Our Attribute Importance Model, which is the core of our interface design. The model
provides a range of entity type-based query suggestions that correspond to the keyword
query using DBpedia. Based on users’ selection, it can cluster aggregated attributes be-
longing to this selected entity type. Then, it ranks attributes based on their importance
to the selected entity-type.
• Shneiderman’s commonly referred to “mantra” for the basic roles of designing vi-
sual information-seeking interaction [Shneiderman, 1996] include the following steps:
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overview first, zoom and filter, then details on demand.
• These general principles can be extended further using recently developed criteria for
visualising Linked Data by Dadzie and Rowe [2011]. According to these criteria, as our
preceding review shows, Sig.ma could be considered ready for use by technology-savvy
users, but not yet by mainstream users, due to the ambiguity of Sig.ma as discussed
in Section 4.6. In our approach, we consider (to a certain extent) the requirements for
extending Sig.ma to such mainstream users based on these criteria.
Together these three techniques compose a framework for our visualisation approach on
top of Sig.ma. Towards this approach, we introduce a new interactive user interface that
takes a simple form to display Sig.ma’s results. The form elements can be described as
follows: (1) The entity type-based query suggestion is the overview, which only presents the
main entities involved in the result. (2) Attributes are the zoom/filter to find the information
of interest. (3) Value is the details that are demanded through the selecting of attributes.
Figure 6.1 shows the design template for our interactive interface, while more details about
this design are given in Section 6.3.
6.2 Example
Above we propose an interactive approach for visualising Sig.ma search results. The funda-
mental goal of this approach is to reduce the ambiguity by hiding unnecessary information
and focusing on end users’ information needs. This approach suggests several steps towards
an aggregated semantic search interface targeting both technology-savvy users and main-
stream users interested in searching and exploring Linked Data.
The same example in Section 5.3 continues to be used in this section as well. The example
uses a query “nikola tesla” with six entity type-based query suggestions “the Scientist, the
Power Station, the Museum, the Airport, the Book, the Company”. These suggestions aim
to eliminate ambiguity from users’ queries, which can help them find attributes that belong
to different entities quickly. In our visual approach presented here, these suggestions can also
be used to give an overview of search results, which is useful to lead users to the facts they
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Figure 6.1: A design template for our interactive interface to search and explore entities
need.
Next, Table 5.1 shows the top ten attributes that belong to each type of entity based
on our model. These attributes are considered as the most relevant to describe an entity.
They are mainly used to narrow down the user’s focus, from an overview level to the specific
information of interest. Therefore, we consider them as filters to more fine-grained and
specific values that users are looking for. The detail under each of these attributes should
aim to clearly fulfil the user’s information needs.
Figure 6.6 shows our visual interface for the query “nikola tesla”. As can be seen, the
query is in the centre of the circle on the left side of the figure. This query has six matching
entity types, which are presented on the second layer of the circle, and the attributes for each
type are further represented on the third layer of the circle. By clicking on an attribute, or
any other elements, the interface will provide the corresponding detailed results on the right
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hand side, in the Details panel.
The main aim of our visual interface is to help users to obtain a better understanding
of Sig.ma search results as a whole, by displaying related entities and presenting the most
important attributes using our model above. Specifically, our interface helps users to answer
these questions: How many entities match the query? How many attribute clusters are there?
Which clusters are largest or smallest? And what are details related to a selected attribute?
Users can more readily answer these questions using our visual interface, effectively hiding
the complexity and presenting interesting attributes in a meaningful way.
6.3 Interaction Design
User interface design is extremely important in order for a human to understand the display of
information. It helps develop an appropriate mental model, to recognise, learn and interact
with the search environment. Therefore, we consider it very important to design a user
interface that can organise the information and keep users interacting while performing a
search task. While visualisation has been shown to be successful at transforming abstract
data into meaningful patterns for users, applying visualisation to Sig.ma’s search results can
be a challenge. The diverse nature of the information assembled and consolidated into a single
interface makes it difficult to convert them all into a meaningful visual presentation. On the
other hand, we argue that a purely textual interface of Sig.ma — such as is represented by
the current interface — creates ambiguity and complexity, especially for general users not
familiar with Linked Data formats.
To solve this problem, we first examine the entity description of Sig.ma. We classify this
description into two main categories:
1. Top-level entity description, referring to the entities and their attributes.
2. Low-level entity description, referring to the values that contain information of interest.
The key benefits of making the distinction between top-level and low-level entity descrip-
tions are the reduction of abstraction of Sig.ma search results, and the facilitation involved
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Figure 6.2: Visualising all matched entities to Nikola Tesla query includes top 10 relevance
attributes of each entity
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in transferring them into appropriate presentations that users can find helpful. Figures 6.3
shows this classification of entity descriptions.
With this distinction in mind, it becomes easier to apply our proposed approach in
Section 6.1 to our classification of entity descriptions. We divide the Sig.ma interface into
two spaces: a visual space and a text space. The visual space is used to construct the
top-level entity descriptions into graphic presentations support the preview of entities and
visualisation of attributes. The text space is left to present the low-level entity descriptions,
including generic data such as dates, numbers, links and plain text. Both visual and text
spaces are shown in Figure 6.1. In this figure, the visual space is on the user’s left hand side
of the interface, and the text space is on the user’s right hand side. More discussion about
the interaction design within both spaces is contained in the following subsections.
Figure 6.3: Two levels of entity descriptions: top-level and low-level
6.3.1 Visual Space
The visual space aims to transfer the top-level entity descriptions into visual representations.
It also provides users with a “big picture” of the results through a flexible informative view.
This view helps users to make judgments about the relevance of the retrieved entities.
Figure 6.4 shows the visual space as a circle that includes the following three main layers:
Layer (A) presents keyword queries submitted by a user. It is placed in the inner part of
the visual space. Users may find this positive, as the query term is still the focus point or
the “kernel” of visualisation.
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Figure 6.4: Visual Space for the query Nikola Tesla
Layer (B) exposes a range of possible entities that match the user’s query, based on
entity type query suggestions. Through this, users should start to recognise the relationship
between their queries and the entities, and then start to judge the relevant terms to fully
resolve their query.
Layer (C) shows the corresponding attributes that belong to the entity type presented in
layer (B). These attributes are the most important attributes belonging to the selected types,
determined by our model. Users are now able to readily to find their needed information by
choosing a specific attribute, and then see the values in the text space as part of a “details
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panel”.
Rotation and the Focus Node Our visualisation for the top-level entity description
enables users to observe entities based on their types, with important attributes highlighted.
There are two main features that users can effectively use to explore the circle: rotation of
the circle, and determination of the focus node. The visual circle is rotated around the centre
until the focus node become active. The focus node then helps users to synchronise the visual
space and the associated information presented in the text space.
Figure 6.5: Rotation and focus node before and after clicking entity type τ1
6.3.2 Text Space
Text space displays two basic panels: a “Source” panel and “Details” panel. Figure 6.1 shows
these two panels in the text space. The Source panel has an important role in keeping the
connection between users and the main source for facts in the interface. It also provides the
opportunity to practise extended interaction between users and sources, by indicating that
a source is either Accepted (Approved) or Rejected.
The Details panel then displays information based on the focus point in visual space.
Users are able to see only information they want to view, providing details on demand. They
can see three possible views in this panel. (1) View only values of a selected attribute, in
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response to clicking on any node on layer C. (2) View only the description of a selected
entity-type, in response to clicking on a node in layer B. (3) View the full description related
to the query, in response to clicking on layer A.
6.3.3 Visual Space and Text Space: Side by Side
In Section 6.2, we illustrate our proposed approach using the example of the “nikola tesla”
query. In this section, we show how users can interact with our interactive interface. We
hypothesise that dividing the search interface into two main parts – visual and text – will
lead to the attainment of greater user satisfaction.
6.4 Implementation
In Section 6.3, we determined two distinct spaces for building our interactive user interface
for entity search: the visual space and the text space. Both are implemented on top of
the open source semantic information aggregator Sig.ma. We extended Sig.ma based on our
approaches in this study, to enable general users to search and explore information about
individual entities on the Web of Data.
For the visual space, we first examine what are the best possible techniques available
to visualise data in the top-level. Clearly, the top-level data has a hierarchal relationship
between entity types and attributes (in the form of sibling relations between different entity
types, and parent-child relations between entity types and their attributes). Therefore, any
visualisation for this kind of structure has to consider this relationship in order to provide a
meaningful navigation experience for users. In the literature, there are several sorts of tech-
niques that can display hierarchical structures. For example, Ward et al. [2010] classified
these techniques into two types of algorithms: space-filling and non-space filling. The pre-
sentation of top-level data can be categorised as an example of the “space filling technique”,
as the displayed information needs to expand and fill the visual space. In general, the space
filling technique has two main approaches for visualisation: Treemap (using a rectangular
area for presentation) and Sunburst (using a circular area).
To choose between Treemap or Sunburst, we rely on the comparison study between both
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Figure 6.6: Visual Space and Text Space: Side by Side
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techniques that has been conducted by Stasko et al. [2000]. The results of this study indicate
that Sunburst is preferred by users as it has better performance than TreeMap. Therefore,
we adopt the Sunburst technique to visualise the top level data in our interactive interface.
We decided to implement this technique using Sig.ma to help general users to use Sig.ma
more effectively. To implement Sunburst in Sig.ma, we utilised the Javascript-based Infor-
mation Visualisation Toolkit1 (infoVis), which offers advanced features for implementing the
Sunburst technique. We also rely on other Javascript components such as JQuery and JSON.
In addition, we compiled data using our own server-side environment, implemented in PHP
as a Web service linking to a DBpedia SPARQL endpoint.
At the moment, the implementation is not publicly available. Our plan is to make the
implementation public once we publish our work in this thesis. Furthermore, any potential
limitation of our implementation will be discussed on Chapter 8.
6.5 Features
This section highlights the main features of the proposed interactive user interface. These
features can be summarised as follows:
• Overview. The interface allows users to view entity search results in order to obtain
an overview at the first glance. Users can observe all the entities matching their query
term, and the most important attributes are then placed in the main space of the
Sig.ma search interface. They can easily select an entity or an attribute to see the
detailed information in a separate window, minimising the presentation of distracting
information and the associated cognitive workload.
• Details. This panel displays information about entities and attributes according to
a user’s selection. The contents are automatically updated when the user’s selection
shifts from one node to another on the visual circle. The details window can present
either a short or a long version of results; it allow users to control the rendering of
information, and the extent to which they need to scroll over the retrieved contents.
1http://philogb.github.io/jit/
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• Filtering. To find information of interest, users can narrow down the displayed infor-
mation in the details panel by clicking on any node in layer (B) or layer (C). This kind
of filter can also be called “query refinement”, helping users to drill down to specific
information and refining their query to pick up different slices of information. For ex-
ample, if a user chooses “Nikola Tesla” as a query, they can further refine the query by
choosing a specific entity, a specific attribute or a specific value.
• Efficient and Effective. The interface is efficient because users are able to have rapid
access to any part of the search results to be explored. It is effective because the visual
circle provides an easy way to identify a given part-to-whole relationship, the number
of attributes that are available for each entity, and how these attributes relate to one
another.
• Focus. This technique has been proposed above in Sub-section 6.3.1. Indeed, the visual
circle can be rotated so as to put the main focus on the details panel, and the visual
circle itself then highlights the selected node and makes the associated shift between
the labels in the centre. This feature helps users to keep a focus on the context between
the visual circle and details panel.
6.6 Summary
This chapter addresses the third research question stated in Chapter 1. The question relies on
our model produced in Chapter 5, which was a corresponding answer to Research Question 2.
This chapter addressed the issue of design of an interactive user interface that can effectively
display the most important information about an entity.
In summary, the interactive user interface has been developed to help lay users and domain
experts, as well as technical users search and explore entities and their most important
attributes. The aim of this interface is to visualise the results formed by the Attribute
Importance Model, by applying an effective visualisation approach that exploits the links
entities extracted from Linked Data. The interactive interface presented in this chapter
contains two main spaces: a visual space and a text space. The visual space offers a visual
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technique, called Sunburst, with three layers: the user’s query term; matched entity types;
and important attributes of those entity types. The text space allows users to view a details
panel and a source panel. The details panel exposes the corresponding information for the
selection made on the circle in the visual space. In the next chapter, we show the results of
evaluating this interface with actual users, along with their qualitative feedback.
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Evaluation
The Attribute Importance Model (AIM) presented in Chapter 5 offers a solution to improve
the organisation of entity search results. It describes three distinct techniques for augmenting
semantic search: entity type-based query suggestions, clustering aggregated attributes, and
ranking attributes based on their importance. Entity type-based query suggestions provide a
set of named-entity keywords, refining user queries in real-time. The clustering of aggregated
attributes based on the associated type of retrieved entities. The ranking of attributes ranks
relationships between the given attributes and their entity type. We also presented in Chapter
6 a new visual interface to help users overview the search results of an entity query and satisfy
their information need without having to read massive amounts of detail or follow complex
processes.
To evaluate the model and the visual interface, this chapter proposes two experiments
using a user-based evaluation method, which has acceptance in both the Semantic Web and
Information Retrieval research communities. The first experiment was conducted to evaluate
entity search with and without the Attribute Importance Model. The second experiment set
out to compare two kinds of interfaces: text-based and visual-based interface. Both experi-
ments are conducted using Sig.ma. Generally, these three experiments evaluate three different
interfaces. Figure 7.1 illustrates these two experiments and includes the three interfaces.
Topics are classified into sets of tasks based on the user’s interaction when searching
for information about entities over Linked Data. Both experiments have the same tasks and
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topics but each experiment has a different design, methodology and participants. For analysis
and results, we report them in three contexts: results for the first experiment, results for the
second experiment and further results across both experiments. We provide quantitative and
qualitative data analysis for each context.
The organisation of this chapter is as follows. Section 7.1 presents tasks used for the
purpose of evaluation in this study. These tasks are formed by a range of topics that are
presented in Section 7.2. Section 7.3 discusses datasets that are used in the evaluation.
Section 7.4 focuses on the first experiment. Section 7.5 focuses on the second experiment.
Section 7.6 provides further results and observations from both experiments. Finally, this
chapter is concluded and summarised in Section 7.7.
Figure 7.1: Overview of the evaluation (two experiments, three interfaces and with-without
Attribute Importance Model (AIM))
7.1 Tasks
One of the challenges of designing a user study in relation to semantic data is the lack of
understanding of general user behaviour and interaction with such data. In particular, what
are the types of tasks users wish to perform with retrieved entities on the Semantic Web? Due
to the lack of studies that address this problem, we developed four different types specifically
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for searching and exploring Semantic Web entities. These four types can be summarised as
follows:
• Single Fact (SF): where users look for specific facts (in the form of attribute values)
about a given entity. Normally, the value of this fact is either an object (URI to another
RDF resource) or simple information such as text or numbers (literals). For instance,
find the birth place of Albert Einstein.
• Multiple Facts (MF): where users need to find a set of attributes that are relevant
to one specific entity type. For example, find all information about Albert Einstein
as a scientist. In this case, information such as scholarly fields, doctoral and academic
advisors, and doctoral students could be related to the type of scientist.
• Linking Facts (LF): where users navigate between multiple linking entities to find
a specific series of interconnected facts related to their search task. For example, find
the company that runs the shop near your resident hotel when you were in Paris.
• Browsing Entities (BE): where users navigate or explore contents of the resources,
sometimes with no clear goal to direct their attention. This task differs from the
Attribute Linking task where the user has a clear goal in mind.
In addition to the main evaluation goal of testing our hypothesis regarding the Attribute
Importance Model, a subsidiary goal of the experiment was to understand how users navigate
and interact with the Web of Data across a range of different types of tasks. This may provide
insights for future research in this area.
7.2 Topics
We chose to evaluate AIM using topics selected from a recent benchmark to query Linked
Data, the “Question Answering over Linked Data” challenge [Unger et al., 2011; 2012]; version
QALD-1 (2011) and QALD-2 (2012). The challenge provides an opportunity to evaluate
semantic and natural language systems by posing a variety of questions with different levels
of complexity.
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We chose 24 topics from this challenge, for users to apply to the above tasks when
evaluating AIM. However, we found that most topics in QALD challenge allow for application
to only two of the task types: Single Fact and Linking Facts. Comparatively, Multiple
Facts and Browsing Entities tasks are not well supported in this benchmark. Therefore, we
extended some topics in this benchmark to cover our particular evaluation needs. We then
presented all our extended tasks to a domain expert, to avoid inconsistent topics.
We also considered another factor when choosing our topics: the type of entity in each
topic. We managed to include different types of entities for each of the topics as well as for
the tasks overall. For our evaluation, we selected only four types of entities to keep the tasks
simple: Person, Organisation, Work, and Place. These four types do, nonetheless, represent
a broad range of user search cases, having been reported as the most common DBpedia
classes [Bizer et al., 2009b]. Tables 7.1 and 7.2 show a list of all the topics, along with their
queries, tasks and type of entities.
We use these sets of tasks and topics in two separate experiments — the original Sig.ma
interface (Interface 1), and our two specifically instrumented versions (Interfaces 2, and 3).
The next two sections introduce our method of participant recruitment, and our experimental
design.
Appendix A provides details of applying AIM to the selected topics. It shows entity type
suggestions and attributes clusters and ranking for each topic.
7.3 Dataset
In this work, we rely on DBpedia for developing AIM and for evaluation. The key reasons
for using DBpedia are as follows:
• DBpedia is a major knowledge base for cross-domain Linked Data. It includes a large
coverage of resources that describe real entities in the world such as people, places,
events, activities, and movies.
• DBpedia has several evaluation campaigns that have recently been developed and main-
tained. Examples of these campaigns are QALD-series and Billion Triples Track [Harth,
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ID Topic Query Task Entity Group
1 Explore the search results for
John Kennedy and find one
interesting fact about John
Kennedy that you did not
already know.
John Kennedy BE Person A
2 Give me the creator of Goofy. Goofy SF Work (TvShow) A
3 Give me the revenue and number
of employees of IBM.
IBM MF Organisation A
4 Give me the population of the
state where the city of Munich
is located.
Munich and
Bavaria
LF
Place
Place
A
5 Explore the search results for the
Nile and find one interesting fact
about the Nile that you did not
already know.
Nile BE Place B
6 Where did Abraham Lincoln die? Abraham Lincoln SF Person B
7 Give me the developer and pro-
gramming languages of Skype.
Skype MF Work (Software) B
8 Who is the creator of “On the
Road” book which was published
by Viking Press?
Viking Press and
On the Road
LF
Organisation
Work (Book)
B
9 Explore the search results for
Google and find one interesting
fact about Google that you did
not already know.
Google BE Organisation C
10 Give me the highest place of
Karakoram.
Karakoram SF Place C
11 When and where did Michael
Jackson die?
Michael Jackson MF Person C
12 Give me the birthdays of all
actors in the television show
“Charmed”.
Charmed and
Brian Krause
LF
Work (TvShow)
Person
C
Table 7.1: Topics from 1 to 12
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ID Topic name Query Task Entity Group
13 Explore the search results for
Manhattan and find one in-
teresting fact about Manhat-
tan that you did not already
know.
Manhattan BE Place D
14 Who was the successor of
John Kennedy?
John Kennedy SF Person D
15 Who developed and who de-
signed the video game World
of Warcraft?
World of
Warcraft
MF Work (VidGame) D
16 Give me the name and genre
of the music played by a past
member of Prodigy.
Prodigy and
Leeroy Thornhill
LF
Organisation
Person
D
17 Explore the search results for
IBM and find one interesting
fact about IBM that you did
not already know.
IBM BE Organisation E
18 How many inhabitants does
Maribor have?
Maribor SF Place E
19 What is the occupation and
the nationality of Frank Her-
bert?
Frank Herbert MF Person E
20 Which awards did the creator
of WikiLeaks win?
WikiLeaks and
Julian Assange
LF
Work (Website)
Person
E
21 Explore the search results for
Goofy and find one interest-
ing fact about Goofy that you
did not already know.
Goofy BE Work (TvShow) F
22 How many employees does
Google have?
Google SF Organisation F
23 What are the time zone and
area code of Salt Lake City?
Salt Lake City MF Place F
24 Whom did Bill Clinton’s
daughter marry?
Bill Clinton and
Chelsea Clinton
LF
Person
Person
F
Table 7.2: Topics from 13 to 24
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2012]. In this work, we use QALD-1 and QALD-2 as a benchmark for evaluation.
• DBpedia has a consistent ontology and schema that encourage for developing new
techniques to enhance users experience when finding entities. However, dealing with
a high number of datasets needs a highly optimised semantic search engine which is
beyond the scope of this research.
There are also several published studies that developed their techniques by relying on DB-
pedia only; for example, Balog and Neumayer [2013], Meij et al. [2011], Hulpus et al. [2013],
and Balog and Neumayer [2012]. This work also relies on DBpedia to develop approaches
and evaluation.
7.4 Experiment 1: Evaluating Attribute Importance Model
In this experiment, 36 subjects were recruited to compare user interaction using our Attribute
Importance Model with Sig.ma’s default results. Our evaluation aimed to test the hypothesis
that a typical user could find an entity more accurately and quickly with the new interface.
As stated, we categorised topics into groups of tasks that could describe users’ behaviours
when searching for information about entities over the Semantic Web. To conduct this study,
we then invited participants to perform a set of search tasks based on the requirements of
those tasks, and to complete a short questionnaire at the end.
Our experiment evaluated Sig.ma search results before and after applying AIM, to de-
termine the efficiency of AIM based on users’ performance when finding answers for tasks.
The model in our experimental study is assessed in terms of how well AIM satisfies three
common measures for searches: (1) efficiency: total time to complete tasks, (2) effectiveness:
the total number of correct, partial and incorrect answers; and (3) user satisfaction: users’
subjective opinions about the two respective interfaces. These three measures are commonly
used to compare the performance of two different systems [Kelly, 2009].
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7.4.1 Participants
Participants were recruited by using two methods: placing flyers around RMIT University
(city campus), and via online invitations to relevant student social networking and mailing
lists. The project was conducted after written approval from the Human Ethics Committee
of RMIT University. Each user was asked to read a plain language statement and each user
granted consent to the research uses of their interaction and feedback before conducting the
experiment. For more details, Appendix B shows the ethics approval and the plain language
statement, and Appendix C shows the methods used to invite users to participate in our
experiments.
Participants were asked to complete a pre-questionnaire at the beginning of the experi-
ment, in order to understand their level of experience in using Web search engines and Web
information services. Most users reported that they are familiar with searching for infor-
mation using different search engines. However, most of them reported not having used a
semantic search engine. For our purposes, regardless of their prior technical backgrounds,
all participants can accordingly be considered typical “lay” users (as defined by Dadzie and
Rowe [2011] and Shneiderman et al. [2009] in their definition of types of users), with a little
or no prior understanding of semantic technologies.
In total, 36 subjects (27 males and 9 females) were recruited. The majority (72%) were
aged between 26 and 35 years. Every user received the same set of instructions to get
started on a separate worksheet. Appendix D (Figures D.1 and D.2) shows the provided
instructions. The operation of the experiment was highly replicable, and we were able to run
it systematically, taking each user through the same instructions.
7.4.2 Experimental Design
The research question of this experiment was: does presenting aggregated entity search using
the Attribute Importance Model prove efficient and effective for users?
To answer this question, we designed our experiment to allow users experience aggregated
results about entities with and without AIM. In other words, we let users to perform different
tasks using different versions of Sig.ma: the original version (Figure 5.5) and our own version
123
CHAPTER 7. EVALUATION
of Sig.ma (Figure 5.6).
There are six group of tasks as shown in the last column of Table 7.1. In each group, we
ranked topics from “easy” to “difficult”. We assume the (SF) task to be the easiest, followed
by (MF), then (LF) being the most difficult, as users need to find answers by navigating
between multiple intervening entities.
To avoid any training effect of using the interface for the first time with no prior experi-
ence, users completed an initial exploratory task (BE), where they were free to explore the
different elements of the interface, and to browse various search results by reading attributes,
values and sources, and scrolling or clicking to explore any external sources of interest. An
example of a typical (BE) workflow is as follows:
“Explore the search results for Forbes, and find one interesting fact about
Forbes that you did not already know”.
Also, entity types for each topic were balanced, to allow a participant to experience all
the four types of entities as shown in Tables 7.1 and 7.2. We gave each participant one
group of tasks for each interface, and a post-questionnaire at the end of the experiment. The
questionnaire contains three open questions in order to allow users to express their reactions
and feedback when using both variants of the semantic search interfaces (the survey is shown
in Appendix F). This is especially useful given all users were confronting a new search model
and paradigm, according to their responses in the pre-questionnaire. A snapshot of the web
page that we used in experiment 1 is shown in Appendix E (Figure E.1).
The post-questionnaire asked the following questions (all of which were optional):
• In a few words, describe any positive or negative aspects that you have experienced
using either interface.
• You have experienced a new type of search which is Linked Data and entity exploration.
In a few words, describe how this experience is different compared with other search
environments.
• Any other comments.
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Subject Time 1 Time 2 Subject Time 1 Time 2
1 I1: A I2: B 2 I1: B I2: A
3 I2: A I1: B 4 I2: B I1: A
5 I1: C I2: D 6 I1: D I2: C
7 I2: C I1: D 8 I2: D I1: C
9 I1: E I2: F 10 I1: F I2: E
11 I2: E I1: F 12 I2: F I1; E
13 I1: A I2: B 14 I1: B I2: A
15 I2: A I1: B 16 I2: B I1: A
17 I1: C I2: D 18 I1: D I2: C
19 I2: C I1: D 20 I2: D I1: C
21 I1: E I2: F 22 I1: F I2: E
23 I2: E I1: F 24 I2: F I1; E
25 I1: A I2: B 26 I1: B I2: A
27 I2: A I1: B 28 I2: B I1: A
29 I1: C I2: D 30 I1: D I2: C
31 I2: C I1: D 32 I2: D I1: C
33 I1: E I2: F 34 I1: F I2: E
35 I2: E I1: F 36 I2: F I1; E
Table 7.3: A design with Latin square rotation for topics and interfaces in experiment 1.
A timer was used to calculate the time a user spent completing each task. To begin, each
user clicked on a “Start Experiment” button displayed on the top of the web page; once they
found the desired result, they then clicked on a “Found it” button to record elapsed time.
We excluded any additional time due to loading and reporting answers. We captured user
interactions while performing their tasks on an automated log file, recording times, topics,
answers, and clicks.
In order to control for any effect resulting from the order of topics and interfaces, we
employed the Latin square experiment design method [Kelly, 2009]. We balanced interface
permutations (perm) and task rotations (rot) as follows:
perm(I1, I2)((rot(AB) + rot(CD) + rot(EF )) (7.1)
This means that each group of participants should be 2(2+2+2)=12. Table 7.3 illustrates
the permutations and rotations conducted in our experiment.
Total sample size was derived from a desired effect size power of .80, following Cohen
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[1992]. We use G*power [Faul et al., 2009; 2007] to compute the sample size using an a priori
power analysis. The analysis shows that a minimum sample size of 27 is required to meet
this goal. Since the number of participants is 12 for each group according to equation 7.1,
3 groups would allow us to meet our goal while allowing for replication of the experiment
design across the groups within practical constraints.
The technical environment for conducting the experiments in each case consisted of the
Chrome browser on Mac OSX. The server ran an instance of Sig.ma.
7.4.3 Results
In this section, we describe our experimental results on the use of the Attribute Importance
Model for finding entities and consolidating aggregated search results. We aim to identify
whether AIM improved the ease of querying and navigating integrated search results from
different sources. We discuss results of two specific techniques: refining queries by suggesting
a list of possible entities that match the user’s query; and ranking and displaying attributes,
based on which appear to be most important. We report the results based on the three
measurement techniques: efficiency, effectiveness and user satisfaction.
Efficiency To evaluate the efficiency of AIM, we analysis total spent time by users in this
experiment based on two methods: tasks and topics. The first method aims to analyse the
total taken time by users based on the given task. Clearly, different requirements of searching
Web of data can lead to different tasks. Thus, observing the general user’s behaviour when
performing these tasks is important. In Section 7.1, we describe these tasks which are Single
Fact, Multiple Facts, Linking Facts and Browsing Entities.
The second method is intended to test AIM by evaluating individual topics, regardless of
what type of tasks these topics might be and how users would interact with them. In this
method, we examine the total time taken for each topic in each interface.
1. Task Times. To compare searching response times of users participating in our exper-
iment, a paired-samples t-test was conducted, comparing mean results for completing tasks
with and without AIM. Statistical significance was set at p < 0.05. We found a statistically
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significant time improvement from Interface 1 (without AIM) to Interface 2 (with
AIM). Task completion means, standard deviations and t-test results are summarised as
follows:
• Single Fact (SF): Interface 1 [µ = 135.97, SD = 147.68] to Interface 2 [µ = 45,
SD = 60.15, t(34) = p < 0.001]. Of 36 users, only 35 users were able to complete this
task in both interfaces; the remaining user skipped the task in Interface 1.
• Multiple Facts (MF): Interface 1 [µ = 114.78, SD = 120.51] to Interface 2 [µ = 44.12,
SD = 34.1, t(32) = p < 0.0009]. Of 36 users, only 33 subjects were able to complete
this task in both interfaces, whereas 3 users skipped this task in Interface 1.
• Linking Facts (LF): Interface 1 [µ = 167.88, SD = 103.61] to Interface 2 [µ = 105.11,
SD = 79.93, t(25) = p < 0.04]. Of 36 users, only 26 users were able to complete this
task in both interfaces, whereas 8 users made attempts to perform the task but they
did not complete it, and only 2 users skipped this task.
As above, there are three statuses of users’ answers: completed answers, attempted an-
swers, and skipped answers. The completed answers mean that users start and finish the
given task. The attempted answers mean that users start the task but do not finish it, so
they choose to exit the task instead of continue. The skipped answers mean that the users
did not start the task and skipped from the list at the beginning. For more details about
users’ times in experiment 1, see Appendix H Table H.1
Figure 7.2 shows four boxplots of the proportion of total time that was spent by partic-
ipants to find answers across the four tasks. The horizontal line in these boxes reflects the
median values. Generally, the results suggest that there are large differences in the comple-
tion times for these tasks: SF, MF, and LF tasks both with and without using AIM. BE
was employed as a training task to help users to understand different aspects of the search
results and user interface. However, we add a separate boxplot for BE (Figure 7.2d) for one
reason, to measure the use of the new AIM technique and determine whether query sugges-
tion requires more clicks and movements between types to find related results. This led to
the observation that there is no improvement using AIM between Interface 1 and Interface
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2 in BE task. However, we are not considering BE task as core at this stage because it was
employed only as a training task.
We observe that LF has the highest median time compared with MF and SF tasks. This
is not surprising, since the user needs to find the answers between two linked entities. As
shown, there is a significant decrease in median time in LF from 168 seconds in Interface 1 to
67s in Interface 2. Multiple Facts (MF) is also resulting in significant improvements between
Interface 1 and Interface 2 which helped users to find a set of answers. The median time of
MF was 61.5 seconds without AIM, and 30 seconds after AIM was included. Finally, ranking
attributes based on their importance to the entity type in AIM also resulted in a significant
difference in the time taken to perform the SF task. Here, the median time of FF was 26.5
seconds with ranking and 60 seconds without ranking.
2. Topic Times. Another way of analysing users’ times in this experiment is to consider
the total time that was spent by users performing each topic. This is also another test for
the efficiency of AIM from topics’ perspectives instead of tasks’ perspectives as stated above.
An independent-samples t-test was administered to compare times taken to perform each
topic, both with and without AIM. Again there was a statistically significant time decrease
from Interface 1 to Interface 2. The following is the summary of this test: Interface 1
[µ = 108.93431, SD = 105.89] to Interface 2 [µ = 60.66892, SD = 66.24,] p < 0.000.
Figure 7.3 illustrates the difference between Interface 1 and Interface 2 for individual
topics per tasks SF, MF and LF. Our model in Interface 2 shows a better performance than
the current model in original Sigma as in Interface 1.
Effectiveness Another essential test was of the effectiveness of AIM. According to Kelly
[2009], effectiveness measures the ability of the interface to help users complete a given task
and achieve their goals. To test effectiveness, we collected all answers provided by users for
different tasks. We then classified them into three main categories: incorrect, partial and
correct. In the experiment, users were asked to find the answer to each particular question
among the retrieved search results. Frequently, we asked questions that had multiple answers,
and we awarded points for each correct answer. For example, a question like “Which awards
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Figure 7.2: Time taken to find answers for different tasks between Interface 1 and Interface,
2 with and without AIM
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(a) SF topics
(b) MF topics
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(c) LF topics
Figure 7.3: Median time for individual topics for each task within both interfaces
did the creator of WikiLeaks win?” had multiple answers with multiple corresponding points
to be awarded; in such cases, if a user provided only one answer, we awarded a single point.
In such cases, we called this an incomplete answer, even if partially correct.
Table 7.4 shows the users’ answers in Interface 1 and Interface 2. The results show that
users were able to provide more correct answers using AIM than without AIM. It is also clear
that AIM had reduced the number of incorrect answers.
Interface 1 (without AIM) Interface 2 (with AIM)
Incorrect 24 11
Partial 15 12
Correct 63 85
Table 7.4: Total answers of Interface 1 (without AIM) and Interface 2 (with AIM).
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User feedback and satisfaction The third measurement technique in this study con-
cerned users’ satisfaction with using AIM. We gave users freedom to express negative or
positive attitudes about their experience. To elicit these responses, we included the following
three open questions.
Q1: In a few words, describe any positive or negative aspects that you have experienced
using either interface.
We received 36 responses to this question. The default Sig.ma interface (Interface 1)
that did not apply AIM to the results was described to participants as the “Non-clusters
interface”; the interface instrumented with AIM (Interface 2) was described as the “Clusters-
based interface”.
Generally, most participants in this experiment gave positive feedback about their ex-
perience with searching and navigating semantic data using the cluster-based interface (i.e.
with AIM included). For example, two participants discussed the general ease of use of the
modified interface:
I found cluster based interface more useful when I do research because it gave
me the options to choose the more relevant information to my interest by giving
the information that i want more priority
The text-cluster search give a very simple way to find the information as it
categorised the search result/findings but the non-cluster search method combined
everything and one have to skim through properly to find the answer
One respondent emphasised the speed improvements:
The cluster-based interface helps me to find the answers to the questions faster
and presented informations in specific sections at the top of the page whereas the
non clusters interface prompt a big text at the top that is not digest to read and
not convenient to find the answers quickly.
A further participant spoke directly of both the efficiency and effectiveness aspects we
discussed in quantitative terms above:
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For the cluster based, it is better than the non-cluster interface. Cluster based
save time of searching for a specific details and show the search results more
organised. Also, it took me directly to the right answer and shows me different
options that I can choose from
We also received positive comments from users who identified the benefits of our query
expansion. Their responses were as follows:
Positive: It asks you what you meant (i.e. city vs. ship vs. airport) I think
I’d prefer this interface over the non-cluster one
The positive aspect in the cluster interface is that it gives suggestions which
could help find the answer quicker and easier
Cluster-base interface was much more user friendly because give us the group
of choice of related words ( sub heading)’
As these comments show, responses were overwhelmingly in favour of what we termed in
this context the “cluster-based” interface.
As one of the objectives of this study is to examine users’ behaviour when searching
semantic data, we also wanted to see how participants reacted when using a free text query,
with results integrated from independent sources to provide a rich description about the
retrieved entities. We asked users the following question in order to understand to what
extent end-users can interact with information derived from complex semantic representations
such as RDF schemas and OWL ontologies.
Q2: You have experienced a new type of search which is Linked Data and entity explo-
ration. In a few words, describe how this experience is different compared with other search
environments.
Overall responses to this question were very positive regarding entity search. Of 33 users,
26 had a positive experience of using entity search via Sig.ma. The following remarks suggest
the range of both positive and negative impressions of using entity search and Linked Data
in Sig.ma:
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Positives:
• Rich search results: compared with Web document search environments, entity searches
in the Web of Data provide a rich description of different resources about an entity,
with fewer “moves” (cognitive and physical actions) within a reasonable time. Many
participants expressed this in their comments, suggesting
Its whole lot quicker to search for information since compared to other
search engines were you would have to click on links to find a suitable website.
and
Very different! The fact that all the information is correctly identified
and classified helps zero-in on the answers in seconds. You do not need to
manually visit the source websites to fish out the answer you are looking for.
• Organising Search: entity-attributes presentation can be very useful for focusing the
attention of users to the desired information. One individual stated
showing explicitly the type of attribute of the information that is required
is helpful”,
while another commented that is was
...much faster to find the key words by grouping the information by prop-
erties ..
and
It’s useful to have information categorised like this.
• Link search: users found the supplied links to other entities were useful, especially to
find more information in a different entity, which in turn led them to discover new
things they did not know about it. Comments about this feature included
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the Linked Data provide you a direct link to the information required and
make it easier to quickly find the answer. While the other search method does
not provide this features which will result in a difficult search
and
These search engines look much better than existing engines in terms of
link me directly to the required information.
and
Interesting type of search as I could use link to find some more details.
Negatives:
• Too much information: some users reported that entity search in the Web of Data can
return too much information about an entity. Comments like
this search environment is very detail to the extent that certain informa-
tion that are unrelated which are posted as search results.
describes this problem.
• Some participants expressed the belief that entity search — as they experienced it in
our experiment — is a new type of search, and users may struggle to adapt to or become
familiar with it. For example, one user remarked
It is a new environment search interface for me, so i found it hard to deal
with it.
This shows a contrast between two sets of observations: “rich search result” as a positive
and “too much information” as a negative. This suggests that users can be oriented towards
search results from two perspectives: finding information about the entity as a whole, or
finding only a specific fact (perhaps a single attribute) about an entity. Users whose responses
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reflect the first perspective describe the richness of information as positive, whereas users
whose responses reflect the second perspective describe it as a negative. This provides useful
evidence of how users interact with entity search, as covered in our classification above, and
can inform future development of entity search interfaces.
We also sought general feedback with the third open-ended question.
Q3: Any other comments
We did not receive many comments here. However, there were two comments, which we
believe could provide useful insights for further enhancements to semantic search, including
specific problems raised in response to the previous question. These comments were:
Add nice graphics
and
shorter property list can help to find the answer in shorter time.
We believe these two comments could be very useful for further implementations of Sig.ma
specifically, as well as for more general design of semantic search interfaces.
7.4.4 Discussion
We have investigated the evaluation of Attribute Important Model based on common search
task patterns: Single Fact, Multiple Facts, Linking Facts, and Browsing Entities. Single
Fact involves seeking for a particular fact among all search results. Multiple Facts describes
the task of grouping sets of facts based on a specific condition. Linking Facts involves
finding required information from two or more linked resources. The Browsing Entities task
covers the situation where a user might not have a clear information retrieval goal, but is
able to navigate a series of retrieved entities that might be of interest. We also examined
how searching for individual entities such as people, organisations, works and places can be
enhanced using AIM.
Overall, our experimental results show that AIM achieves highly significant improvements
over the default results provided by Sig.ma, one of the state-of-the-art aggregated semantic
search engines currently available.
137
CHAPTER 7. EVALUATION
7.5 Experiment 2: Evaluating Entity Search Interfaces
This section presents the evaluation of the interactive search interface that was presented in
Chapter 6. We also employ user-based evaluation method whereby we invite participants to
perform a set of search tasks based on some given requirements and two short questionnaires
at the end. In the following, we describe in detail our experiments: participants, design and
the results.
7.5.1 Participants
Participants were recruited via flyers placed around RMIT University (city campus) and
online invitations using relevant online student social networking and mailing list. The
project was conducted after written approval was received from the Human Ethics Committee
of RMIT University. Every user was informed about the consent form before the experiment
was conducted. Appendices B and C give further details about the ethics approval, the plain
language and invitation methods.
We recruited 12 users in total; 9 males and 3 females; the average age of all the participants
is between 26 and 35. The user population consisted students currently enrolled in different
subject areas such as Engineering, Marketing, Computer Science and Information Technology.
Our subjects reported that they were familiar with using different search engines and online
knowledge and information services such as Wikipedia, Freebase, Wordnet and IMDb.
7.5.2 Experimental Design
This experiment is designed to measure the efficiency of completing a task by a subject, and
satisfaction of experiencing the interface. We were interested to examine the best presentation
for Attribute Importance Model by extending the current version of Sig.ma1 and implementing
a new extension. This implementation includes two interfaces: a text-based (Interface 2) and
a visual-based interface (Interface 3). In order to evaluate and compare both interfaces, we
manage to allow users to work in the same model but different presentation of the results.
1version (2.0.8 current)
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Subject Time 1 Time 2 Subject Time 1 Time 2
37 I2: A I3: B 38 I2: B I3: A
39 I3: A I2: B 40 I3: B I2: A
41 I2: C I3: D 42 I2: D I3: C
43 I3: C I2: D 44 I3: D I2: C
45 I2: E I3: F 46 I2: F I3: E
47 I3: E I2: F 48 I3: F I2; E
Table 7.5: A design with Latin square rotation for topics and interfaces in experiment 2.
For tasks and topics, we use them as stated in Tables 7.1 and 7.2 . It is also important to
mention that we ranked topics for each group from easy to difficult; which means that users
always start with the SF task, then do MF that is between easy and difficult, and the last
task is LF. Of course, all these were performed after users explored the task BE that can help
to avoid any training effect of using the interface for the first time with no prior experience.
An example of BE is “Explore the search results for Forbes and find one interesting fact about
Forbes that you did not already know”.
Each user was asked to perform two groups of tasks in the first interface and take a short
survey, then another group of tasks is performed in the second interface, followed by another
survey. All users completed all topics for the SF and MF tasks, but only 8 users completed
LF tasks. A snapshot of the web page that we used in experiment 2 is shown in Appendix E
(Figure E.2).
For the survey, we adopt a system usability scale (SUS) questionnaire by Brooke [1996].
Our selection of the SUS survey was based on a comparative study [Tullis and Stetson, 2004]
of five questionnaires that assessed their usability. Of the five questionnaires, the study found
that the SUS is the most reliable. The survey is shown in Appendix F (Figure F.3).
A timer was used to calculate the time from the moment users click on the “Start Ex-
periment” button shown at the top of the interface; as soon as they find a result, they
immediately click on the “Found it” button. Any extra time taken for loading and reporting
the answers was excluded. We established an automated log file to capture the users’ inter-
actions while performing their tasks such as: times, topics, answers, and clicks. Appendix G
gives an example of one of the log files.
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UI Task Mean Num. SD
Interface 2 (text) SF 47 12 28.19
MF 33.41 12 15.99
LF 42.85 8 41.41
Interface 3 (visual) SF 28.58 12 15.03
MF 27.41 12 8.9
LF 43.66 8 33.95
Table 7.6: Paired Samples statistic: comparing mean values
We used the Latin square experiment design method to control any effect that resulted
from the order of topics and interfaces. This method balanced rotations and orders between
the different variables in this study. Table 7.5 shows the systematic rotation of interfaces
and topics in our experiment.
7.5.3 Results
The relationship between the time that users spent to find the answers using text-based in-
terface and visual-based interface were examined using Paired sample statistics by computing
the means and the median of both interfaces. For the means scores (µ), the means for all
topics without the explorations (BE) tasks was (41.4) in the text interface and (35.31) in the
visual interface. For the tasks, we summarise the means of all the scores in Table 7.6.
Figure 7.4 shows a boxplot of the proportion of total time that was spent by subjects on
finding answers in both interfaces. Boxplot in this chapter illustrates the median with a line
in the box. Clearly, the median of the visual interface is lower than the median in the text-
based interface. Therefore, we conclude that the visual-based interface significantly decreases
the mean scores and median scores of total time spent by subjects on finding answers. For
more details about times spent by each user in this experiment, see Appendix H (Figure H.2).
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Figure 7.4: Total time taken for each interface: Interface 2 (text) and Interface 3 (visual)
for all 24 topics.
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Figure 7.5: Users’ feedback and experience of using Interface 2 (text) and Interface 3 (visual).
Qualitative Feedback and Suggestions
Figure 7.5 shows the results of the subjects’ usability test. It shows that the most positive
responses appear when users experience search tasks with the visual-based model. The
following is a summary of all the responses:
Positives: Some users found the visual interface more attractive. Some of these comments
include:
I enjoy more to use a graphical interface than using pure text. Also, this
system gives me lots of choices (things that I never knew existed).
and
I think the most interesting point with this interface is the way of presenting
information. This way was helpful to easily find the answers”
Some users were very impressed by the visual aspects of the interface:
I just love the visualisation presented! It is amazing! ... if I were to use this
interface the next time, I am pretty sure that I would be able to handle it due to
its simplicity
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and
Comparing to the previous search interface (text), i think the visual interface
can obtain faster the targeted results. Moreover, the way that the visual interface
shows the attributes is very interesting and facilitate the search
Another user commented:
I enjoy more to use a graphical interface than using pure text..
These comments indicate the positive experience of users when using the visual interface.
Negative: In contrast, a few comments were slightly negative towards our visualisation
approach:
If the Search Entity has too many properties, the circle may be too populated
and
distributing the results on the circle enforce reader to read all results around
All these comments will be taken into consideration in our future work.
7.5.4 Discussion
This study set out to evaluate two types of interfaces: text and visual. We conducted this
experiment to compare between Interface 2 and Interface 3, where both interfaces present
results based on Attribute Importance Model. The results indicate that presenting the model
using the visual interface achieves some improvements in terms of satisfaction, compared with
the textual interface. It also enhanced users’ experience and satisfaction when exploring and
search entities in Sig.ma.
7.6 Further Results Across Both Experiments
The focus of the two sections above was on the Attribute Importance Model from two perspec-
tives: (1) improving the quality of entity search by providing the most informative attributes
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first; and (2) providing a more interactive search interface that automatically draws users’
attention to search and explore semantic data. This section investigates several new fac-
tors that emerged from both experiments irrespective of AIM model. These factors give a
better understanding of user behaviour when searching for entities in Linked Data, and are
summarised as follows:
1. Users: the total number of users for both experiments was 48. All of them were set
the same tasks and topics. All of them undertook the same number of topics in the
same order from “easy” to “difficult”. Sig.ma was used as the platform by all users.
It is important to understand how all users interact with entity search across both
experiments. Are there differences among users when searching semantic data on the
Web?
2. Entity types and attributes: there were 30 queries in total; each query is an entity
which has a type. As stated, we chose only four types of entities as they have been
reported as the most common DBpedia classes [Bizer et al., 2009b]. These types are
Person, Organisation, Work, and Place. Each user experienced all the four types. Do
these types affect users’ performance during the experiment? Is there any statistically
significant effect from one entity to another? Is there a difference in means for different
entity type queries? Furthermore, there is a range of attributes for each entity. Is there
a relationship between entity types and the number of attributes?
3. Types of tasks: as stated in Section 7.2, we set out four types of tasks: Single Fact,
Multiple Facts, Linking Facts and Browsing Entities. Do these tasks have a statistically
significant difference in means?
Each of these factors is considered in more details in the following:
7.6.1 Users
The average for all topics and interfaces shows that there is a significant difference between
users. Some users took longer to find answers for the given topics, while others took a shorter
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Figure 7.6: Time taken by users to find answers across all topics and interfaces
time. Figure 7.6 shows this relationship. This is not surprising as most users reported that
they had never undertaken semantic search and entity search in RDF model data such as
Linked Data, or even used Sig.ma as a search engine or DBpedia as a knowledge base to
find required of information. For example, user 6 (see Figure 7.6) took about 645 seconds to
answer topic 14 (see Figure 7.3), 217 seconds for topic 13, and 187 seconds for topic 9, but
did not complete the LF task in both interfaces.
7.6.2 Entities Types and Attributes
The ANOVA test was conducted to compare the mean scores of all the times for independent
entity types: organisations, persons, places, and works. The result indicates that there was
no significant difference between all these four groups of times. The conclusion that can be
drawn here is that queries from different types of entities do not have an impact on the time
it takes to find answers. Figure 7.8a shows boxplots of the median time taken for each entity
type four times.
We also examine the relationship between these four entity types and the number of
attributes. As shown in Figure 7.8b, Place entities have the highest number of attributes as
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Figure 7.7: The relationship between time and number of attributes
many attributes are required to provide meaningful description about places such as cities
and airports. Person entities come second, then Organisation entities and finally Work at
the end.
It also important to recognise the relationship between the number of attributes. To
study this relationship, we adopt the linear model relationship between these dependent
variables. The results can be assessed graphically as shown in Figure 7.7. The figure shows
the general distribution between time and the number of attributes. This relationship is
presented linearly (straight-line) for both groups. Clearly, this relationship can be described
as a “weak” relationship. The figure shows the time distribution of both interfaces: Interfaces
1 (without AIM) and Interface 2 (with AIM) in two different colours which help to show the
difference between these two interfaces.
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Figure 7.8: Types and attributes for all topics, users and interfaces
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7.6.3 Types of Tasks
The ANOVA test was conducted to compare the time differences between the four tasks.
These tasks are single fact, multiple facts, linking facts, and browsing entities. There was a
significant effect for time (p < .0003). In Figure 7.9a, four boxplots show the median times
of each for these tasks.
In addition, we extend this observation to provide multiple comparisons between tasks
to find out how each task differs from the other tasks. To achieve this, we use Tukey’s HSD
(Honestly Significant Difference) test in conjunction with the above ANOVA test to obtain
means that are significantly different from each other. Figure 7.9b shows a visual graph
for the pair-wise comparisons of variance analysis, where all the differences in mean levels
returned 95% confidence intervals.
7.7 Summary
This chapter presented the results of evaluating entity search over the Web of Data. We
described two studies using the user-based evaluation method. We also analysed data and
provided the results based on three main contexts. First, we gave the results of the first ex-
periment which compared the Attribute Importance Model presented in Chapter 5 with the
current existing model in Sig.ma. Second, we presented the results of the second experiment
which evaluated our interactive user interface proposed in Chapter 6 with the typical text
based interface. Third, are the results based on different observations for both experiments;
these observations concerned these factors: users, entities, attributes and tasks.
In the first experiment, we evaluated users’ performance when searching for entities on the
Web of Data with and without our proposed model. Our experimental results showed that
AIM achieves highly significant improvements over the default results provided by Sig.ma,
one of the state-of-the-art aggregated semantic search engines currently available.
The second experiment evaluated two types of search result presentations: text-based and
visual-based. Results indicate that there is a difference in means between both interfaces,
where the visual-based interface has a lower mean score than the text-based interface. Thus,
the visual interface helps users to find answers more easily than the text-based interface.
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Figure 7.9: Tasks’ median times and differences in means
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In addition, we also provided further results specifically for analysing three factors across
topics and interfaces for both experiments. The first factor is the total number of users which
is 48. We found that one group of users spent longer time on tasks. This observation could
lead to some future work such as investigating users’ ability to search semantic data using
semantic environments. The second factor is entity types and attributes and the relationship
between them. The result of our statistical test showed that there was no significant difference
between different types of entities and the finding of information is not affected by any specific
type of entity. The results also showed that the places entities in this experiment contain
a large number of attributes, more so than the other entities such as persons, organisations
and works. The fourth factor is about tasks and whether the sort of task can affect the time
it takes to find the information of interest. The results confirmed that there was a significant
relationship between the type of task and the time taken to find the answers.
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Conclusion
The main purpose of this thesis is to improve the user experience of searching for information
about individual entities, such as persons, places and organisations, over Linked Data. Often,
search tools that retrieve lists of results in response to a submitted entity query are less
informative or irrelevant to what the user needs, especially when the user is searching for quite
specific information about that entity. This is particularly significant given that, according
to past work [Pound et al., 2010], entity search is the most common type of Web search.
Several studies have been carried out on ways to enhance user search experience with
Linked Data; however, there remain two key challenges to improve such experience, par-
ticularly in the search for entities over Linked Data. The first challenge is the quality of
entity search results, due to the problems of query ambiguity, and redundant results that
contain irrelevant descriptions. The second challenge is the limited adoption of Linked Data
by mainstream users, due, at least in part, to the lack of understanding of Semantic Web
technologies and semantic data structures.
In this thesis, we considered these challenges and addressed them in the form of three
research questions:
1. How effective and efficient are the existing techniques for searching and browsing Linked
Data?
2. How should entity search quality over Linked Data be improved?
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3. What sort of user interface can be used to effectively display entity search results for
users?
In response to the first question, the review of existing techniques for searching and brows-
ing Linked Data identified the different potential functions of the SPARQL query language,
and compared them using two query architectures that manipulate Linked Data. It also
reviewed several semantic tools and browsers that are currently being used to interact with
Linked Data. Building on prior work, a novel framework was then designed to establish how
well these browsers can help users to search for entities in Linked Data.
In response to the second question, the entity search quality was improved by the in-
troduction of the Attribute Importance Model. This model focused on three techniques:
presenting entity type-based query suggestions, clustering aggregated attributes, and rank-
ing attributes based on their importance to a given query. The aim of this model was to
reduce ambiguity when searching the Web of Data, and to provide an informative view that
can help users to find information efficiently.
In response to the third question, the entity search results were then effectively displayed
by developing a new visual interface. We extended Sig.ma by visualising results generated
based on our Attribute Importance Model. Users were able to view their search results,
hiding the complexity of entity descriptions and presenting only the most important and
relevant information, as determined by the model.
The remainder of this chapter is structured as follows. Section 8.1 describes solutions
and contributions that have been made by this thesis. Section 8.3 then suggests future work
that could follow this thesis. Final remarks are presented in Section 8.4.
8.1 Solutions and Contributions
The following is a summary of the several different solutions that have been contributed by
this thesis, and that also represent novel approaches in this rapidly evolving field.
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8.1.1 Review of Existing Techniques to Search and Browse Linked Data
The contributions that answer the first research question are as follows:
1. A comparative study between two common query architectures for manip-
ulating and querying Linked Data.
The SPARQL query language has a set of powerful functions for querying RDF data
sources. Many strategies have already been developed to utilise SPARQL over Linked
Data sources. This research provided a comparative study of two of the more common
SPARQL query execution strategies to manipulate Linked Data: Federated Query and
Link Traversal Query. The comparison considers different SPARQL operators for query
processing across Linked Data sources. This contribution was presented in Chapter 3.
2. New proposed methods to evaluate semantic tools and browsers.
There are many tools that can help users to search and browse without using the
SPARQL query language. However, to date, relatively little attention has been paid to
developing a framework for evaluating these tools, particularly in relation to the tasks
of searching for entities and browsing Linked Data. Thus, this research proposed two
methods of evaluation to review existing semantic browsers and determine the ones that
are best suited for entity search from a typical user’s perspective. These methods are:
a general qualitative review, and a specific assessment using criteria-based framework,
of semantic browsers from Linked Data and entity search perspectives. Section 4.2
presented this contribution.
3. Evaluated 15 semantic tools and determined Sig.ma the best for entity
search over Linked Data.
The overall outcomes from evaluating 15 semantic browsers using our evaluative criteria
indicates that the Sig.ma is clearly one of the most feature rich browsers currently avail-
able for exploring and browsing information about entities over Linked Data. Other
browsers, such as SWSE, also offer many capabilities for searching and browsing Linked
Data in general. Given Sig.ma’s high performance in our evaluation, we focused on ex-
tending its search approach when developing the rest of our contributions. Sections 4.4
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and 4.5 discussed these in greater detail.
8.1.2 Using Attribute Importance Model to Improve Entity Search Quality
The contributions that answer the second research question are as follows:
1. A technique for entity query suggestion, using entity type identification.
This area of our research proposed a strategy to identify the entity type or types of
users’ queries, and then offers users a set of query suggestions in order to disambiguate
the given query. The technique can assist users by presenting a list of candidate entity
types to choose from when viewing the integrated results. This contribution was the
first part of the Attribute Importance Model in Section 5.2.
2. A technique for clustering aggregated entity attributes, based on user se-
lection.
Generally, results retrieved from different sources include “noisy” facts that are irrele-
vant or less informative. This study provided a new technique to cluster retrieved facts
based on the selected entity type, in order to reduce this noise. Users can then view
results that have relevant attributes alongside the relevant entity. This contribution
was the second part of the Attribute Importance Model in Section 5.2.
3. A technique for ranking attributes based on their score of importance.
This technique is an extension of both of the above two techniques, entity query sug-
gestion and clustering attributes. It ranks each attribute, based on its commonness
and distinctiveness to the entity, as estimated from DBpedia. Based on that, each
attribute has a score which we term the “score of importance”. All attributes can then
be reordered based on their score of importance, in order to add more information and
meaning to the search results. This contribution was the third part of the Attribute
Importance Model in Section 5.2.
4. An experimental study is conducted to evaluate Sig.ma search results, with
and without the Attribute Importance Model.
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We chose to conduct a user-based evaluation, an accepted approach in the SW and IR
communities, to compare our Sig.ma search with and without our Attribute Importance
Model. The results prove the feasibility and effectiveness of our model over the default
results provided by Sig.ma. It also generated a significant amount of positive qualitative
feedback from users, as testimony of a satisfying user experience. The results of this
experiment were presented in Section 7.4.
8.1.3 A User Interface to Effectively Display Search Results for Users
The contributions that answer the third research question are as follows:
1. A new visual interface for entity search implemented using Sig.ma.
Using our approach, entity search interface based on the proposed Attribute Impor-
tance Model, is established in a very different way from the traditional approach in
Sig.ma – and many other Linked Data search interfaces we reviewed. This opens new
possibilities, for both improving the user interface of Sig.ma, and more generally en-
abling mainstream users to experience a new type of interface. This research therefore
introduces a new visual interface to visualise entity clusters generated by our Attribute
Importance Model. This was demonstrated using an augmented version of Sig.ma’s
existing interface and results. The interface was developed utilising a new approach,
based on the state-of-art in Linked Data visualisation. This proposed approach and
the interface were presented in Chapter 6.
2. An experimental study is conducted to compare text-based and visual-based
views for entity search results
This research also called for another experiment during the user-based evaluation. The
experiment set out to compare two kinds of interfaces discussed previously in our review
– text-based and visual-based interfaces – in order to represent Sig.ma search results
with our Attribute Importance Model. The results show that there is a statistically
significant difference in the mean scores between the two interfaces. The visual-based
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interface has a lower mean score than the text-based interface, which suggests that it
allows users to find answers more quickly. More details were given in Section 7.5.
In addition, based on the results of our experiment, we discuss and analyse some of the
factors that may have affected users’ entity search. We then studied these factors separately
for both experiments, based on the following key variables: users, entities types, entity
attributes and tasks types. The results indicated that one cohort of users spent longer than
the other; examining why this is the case is an interesting topic for future work, as discussed
further below. We also found that the type of entity underlying the search does not have
any effect on users finding answers. Finally the types of tasks and requirements could be
quite different, with some tasks taking longer to undertake than others. These results were
presented and discussed in Section 7.6.
8.2 Limitations
A number of important limitations of this study need to be considered.
First, our investigations on the Attribute Importance Model were only tested on the
DBpedia dataset. We target our implementation to this dataset because DBpedia itself is
a major dataset for cross-domain entities. Any further datasets within LOD might need
further implementation to consider the differences between ontologies across datasets.
Second, keyword queries may take different forms during a search session. These forms
can be either entity name queries, attributes queries, relation queries, or others. We, however,
have focused on only one type of query which is entity name queries; other types need further
investigation in the future.
Third, we use a semi-automatic approach to prove the concept in this research. However,
making our approach run automatically with any given entity query is feasible if given more
investigation, which could be a part of the future work.
Finally, the Sunburst approach needs further development in order to work with a large
number of entity types. There are two possible solutions to this matter that we can consider
in the future. First, create a new inner-layer that clusters entities based on their types such
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as persons, places, or organisations. Second, showing only the most important entity types
based on their popularity, this approach is similar to what we did with the large number of
attributes, when we apply a model to find the top attributes for each type.
8.3 Future Work
This thesis has investigated a new model, and an associated interface, to improve the quality
of entity search and enhance interactions between users and the Web of Data. Our experi-
ments demonstrated that showing important information about an entity can help users to
find answers efficiently and effectively. Following the investigations described in this thesis,
this section offers suggestions regarding future work.
One possible direction is to consider developing query optimisation techniques to provide
adequate solutions for a novel link traversal approach to reduce query execution time. An-
other possible direction is to explore how the important attributes can be used to improve
entity retrieval and entity linking, especially for human judgement. In entity-aggregated
search, the problem of noisy description can occur as many entities could match a given
keyword entry. However, important attributes can be used as “entity summarisation” to
help human users to make quick and easy assessments. A study by Bron et al. [2013] has at-
tempted to provide “examples” (that is relations) about the given entity query using Linked
Data.
Furthermore, a three-fold structure of entity-attribute-value could be used to further refine
and improve the quality of entity search results. For example, it can be used to disambiguate
two entities that have common types and attributes, but perhaps differ on terms of attribute
values.
Another direction for future work is to define a framework for improving the quality of
entity types and building a consistent ontology for entities that are similar in domains but
are specified differently in ontologies. For example, the entity “Barack Obama” has ‘Office
holder’ in DBpedia, ‘Politician’ in Freebase and ‘Person’ in schema.org1. This problem
requires more investigation to solve many issues across datasets. In this study, we focus only
1http://schema.org/Person
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on DBpedia to demonstrate and evaluate our approach; further study is needed to see how
this approach works across multiple datasets.
A further direction that could be taken up is toward entity exploration through an interac-
tive user search interface. We employ the well-known Shneiderman’s approach [Shneiderman,
1996] for designing the visual pattern to present entities to users, however, future study is
needed to implement an integrated system to deal with any query that a user wants to submit
within an interactive search environment. We examined Sig.ma based on a semi-automatic
method to demonstrate the ability of our proposed model to achieve improvement in entity
search.
In general, our approaches can be generalised to other systems. As the qualitative feed-
back suggests, aggregated semantic search already has significant potential; however, other
optimisations and user interface enhancements are possible, and would be fruitful areas for
further work.
8.4 Final Remarks
The results presented in this thesis demonstrate that the Attribute Importance Model can
improve the quality of entity search over Linked Data. The model also has the potential to
enable users to search, browse and visualise information from DBpedia, which is a central
dataset in LOD. Our study provides a direction for future work in many related research fields,
with particular relevance to entity representation, retrieval and linking on the Semantic Web.
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Attribute Importance Model
In Chapter 5, we presented the Attribute Importance Model which provides techniques for
clustering and ranking attributes in entity aggregated search. To evaluate our model, we
proposed two experiments in Chapter 7. Both experiments required standard topics for
evaluation. In Section 7.2, we selected some topics from QALD-1 and QALD-2 benchmarks.
We then apply our model on all the topics in order to perform the experiments.
The output from applying our model on the experiment has details such as: all types,
suggested types, the occurrences of an attribute across all the entities that have the same
type, the number of types that have the same attribute, and the importance for an attribute
for the given entity-type. To make that easy to understand, we present two main details:
suggested types and the important attributes. In the following, we present a set of tables;
each table is about a query; each query has some suggested types and the most important
10 attributes for each type.
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Type Attributes Importance Type Attributes Importance
Person Airport
birthDate 0.5555 runwaySurface 3.9390
placeOfBirth 0.4104 runwayLength 3.8307
givenName 0.3842 runwayDesignation 3.7463
surname 0.3803 icaoLocationIdentifier 3.0343
description 0.3408 elevationF 2.5913
shortDescription 0.3332 r1LengthM 2.5705
deathDate 0.2363 r1LengthF 2.4159
placeOfDeath 0.1902 r1Surface 2.3331
activeYearsStartDate 0.1774 r1Number 2.2695
orderInOffice 0.1441 iataLocationIdentifier 2.2437
Office Holder Government Agency
orderInOffice 1.9539 formationYear 3.2516
termStart 1.6246 agencyName 2.8308
activeYearsStartDate 1.5521 jurisdiction 2.6020
party 1.3476 chief1Name 2.1757
termEnd 1.2034 headquarter 2.1057
almaMater 0.97200 jurisdiction 1.9114
successor 0.9158 chief1Position 1.8549
activeYearsEndDate 0.8497 leader 1.7064
predecessor 0.8400 formed 1.6945
office 0.7749 headquarters 1.3789
Writer Ship
notableworks 1.0293 shipLaunch 1.2932
occupation 0.9909 shipPropulsion 1.1324
birthPlace 0.9843 commissioningDate 1.0782
birthDate 0.9038 shipComplement 1.0635
givenName 0.5461 shipBuilder 1.0440
surname 0.5183 shipName 0.9733
deathDate 0.4948 shipArmament 0.9690
influencedBy 0.4366 builder 0.9573
individualisedPnd 0.2894 shipLaidDown 0.9418
layingDown 0.9180
Table A.1: AIM example 1: John Kennedy
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Type Attributes Importance
Fictional Character
creator 2.0552
characterName 1.2565
firstAppearance 1.1461
powers 1.1233
alliances 0.8419
allianceColor 0.7750
debut 0.7616
realName 0.6165
comicColor 0.6160
publisher 0.4958
Television Show
starring 2.5578
numberOfSeasons 2.4882
releaseDate 1.9724
firstAired 1.8376
showName 1.8021
runtime 1.7799
numberOfEpisodes 1.7072
channel 1.4818
Work/runtime 1.2093
lastAired 1.1948
Film
starring 3.1073
writer 2.0043
director 1.9997
musicComposer 1.7782
distributor 1.6515
producer 1.5174
runtime 1.4768
cinematography 1.4420
runtime 1.3776
editing 1.2105
Table A.2: AIM example 2: Goofy
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Type Attributes Importance
Company
industry 2.8061
product 1.4920
foundation 1.2465
foundingYear 1.1341
products 1.0815
keyPerson 1.0798
keyPeople 1.0330
locationCity 0.9651
numberOfEmployees 0.7728
locationCity 0.7088
Software
developer 2.3575
latestReleaseVersion 1.3366
released 1.0706
license 0.9767
operatingSystem 0.8029
latestReleaseVersion 0.7208
programmingLanguage 0.5700
operatingSystem 0.4782
screenshot 0.4033
latestReleaseDate 0.2491
Device
memory 0.0950
cpu 0.0497
os 0.0423
type 0.0290
name 0.0227
Table A.3: AIM example 3: IBM
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Type Attributes Importance
City
populationTotal 3.7952
areaTotal 2.4637
elevation 2.2760
postalCode 2.1066
areaCode 1.9903
areaTotal 1.9793
country 1.2430
state 1.1567
leaderTitle 0.8914
leaderName 0.5508
Film
starring 3.5814
runtime 2.9183
director 2.3047
musicComposer 2.0495
cinematography 1.8209
writer 1.7113
cinematography 1.6620
editing 1.6164
distributor 1.6147
studio 0.6540
University
city 1.9506
campus 1.6109
established 1.4094
state 1.1550
officialSchoolColour 0.9719
country 0.9468
students 0.8379
undergrad 0.8116
postgrad 0.6762
faculty 0.5217
Table A.4: AIM example 4: Munich
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Type Attributes Importance
Administrative Region
populationTotal 1.6517
country 0.9906
latd 0.6731
longd 0.5559
areaTotal 0.4197
longm 0.3201
point 0.3108
wgs84 pos#lat 0.3108
wgs84 pos#long 0.3108
latm 0.2786
Company
industry 1.6863
foundingYear 1.5431
foundation 1.2501
numberOfEmployees 1.1082
keyPeople 1.0783
homepage 0.9424
locationCity 0.9258
foundationPlace 0.8378
locationCountry 0.7104
founder 0.3299
Planet
eccentricity 5.0030
orbitalPeriod 4.9763
Planet/periapsis 4.9617
absMagnitude 4.9475
absoluteMagnitude 4.9463
perihelion 4.9296
ascNode 4.9271
meanAnomaly 4.9196
aphelion 4.9137
discovered 4.6929
Table A.5: AIM example 5: Bavaria
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Type Attributes Importance Type Attributes Importance
Person Artist
position 1.1475 background 2.4550
birthDate 0.5622 associatedBand 1.2863
birthPlace 0.5380 activeYearsStartYear 1.2190
description 0.3883 occupation 1.2148
shortDescription 0.3332 associatedMusicalArtist 1.1343
deathDate 0.2363 genre 0.9853
number 0.2038 birthDate 0.8840
deathPlace 0.1782 instrument 0.8712
weight 0.1347 birthPlace 0.8840
height 0.1078 associatedActs 0.7421
Settlement River
populationTotal 1.9726 sourceCountry 1.9464
isPartOf 1.7836 mouthLocation 0.8113
utcOffset 1.6801 mouthMountain 0.8098
subdivisionName 1.4832 mouthPlace 0.8098
subdivisionType 1.4589 mouthElevation 0.7592
settlementType 1.3426 sourcePlace 0.6804
timeZone 1.3075 sourceMountain 0.6546
areaTotal 1.1476 mouthLatD 0.6038
country 1.0921 mouthLongD 0.5811
longew 1.0215 mouthLatNs 0.5754
Single Band
musicalBand 3.0982 background 3.4905
runtime 2.8496 hometown 3.2848
musicalArtist 2.6600 recordLabel 2.5209
format 2.6068 activeYearsStartYear 2.4643
nextSingle 2.4184 currentMembers 2.2003
recordLabel 2.3915 genre 2.1031
thisSingle 2.1730 bandMember 1.6692
lastSingle 1.9680 yearsActive 1.6043
released 1.7299 associatedBand 1.4685
subsequentWork 1.6598 associatedMusicalArtist 1.4062
origin 1.3846
Table A.6: AIM example 6: Nile
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Type Attributes Importance
Office Holder
orderInOffice 1.9540
termStart 1.6247
party 1.3843
termEnd 1.0725
activeYearsEndDate 1.0589
successor 1.0491
predecessor 0.9720
birthDate 0.9634
activeYearsStartDate 0.9586
birthPlace 0.9069
Ship
shipLaunch 1.4058
shipLaunched 1.3718
shipName 1.1730
commissioningDate 1.1720
shipBuilder 1.1349
shipLaidDown 1.0683
builder 1.0407
shipCommissioned 0.9800
layingDown 0.9424
shipCountry 0.8568
Protected Area
iucnCategory 2.1964
areaTotal 1.8140
iucnCategory 1.7528
latD 1.4430
longD 1.4004
longEw 1.2213
latNs 1.1776
latM 1.0996
established 1.0972
longM 1.0722
Table A.7: AIM example 7: Abraham Lincoln
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Type Attributes Importance
Company
industry 2.8045
foundingYear 1.5863
numberOfEmployees 1.1082
keyPerson 1.0890
products 1.0743
keyPeople 1.0174
locationCity 0.8047
locationCountry 0.6248
areaServed 0.4962
revenue 0.4421
Software
programmingLanguage 16.1420
license 11.4800
developer 8.8771
frequentlyUpdated 5.5636
operatingSystem 4.8725
genre 3.8831
screenshot 3.6662
Table A.8: AIM example 8: Skype
Type Attributes Importance
Company
foundingYear 1.5122
parentCompany 0.5548
parent 0.2916
founder 0.2915
homepage 0.1172
isPublisherOf 0.1172
founded 0.1140
headquarters 0.1033
country 0.0453
Table A.9: AIM example 9: Viking Press
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Type Attributes Importance
Book
isbn 3.8685
author 3.4196
numberOfPages 3.2008
mediaType 2.9192
literaryGenre 2.4157
oclc 2.0013
mediaType 1.7380
publisher 1.7083
releaseDate 1.6863
language 1.5512
Album
artist 2.7938
genre 2.3223
runtime 2.2213
cover 1.9167
released 1.8084
recordLabel 1.8044
producer 1.7921
recorded 1.6670
rev 1.2645
releaseDate 0.9687
Single
musicalBand 4.5809
recordLabel 3.5248
musicalArtist 3.2456
runtime 2.8452
nextSingle 2.4490
subsequentWork 2.3559
lastSingle 2.3116
genre 2.1054
bSide 2.0447
releaseDate 1.9550
Table A.10: AIM example 10: On the Road
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Type Attributes Importance
Company
industry 2.7876
foundingYear 1.5431
product 1.482
foundation 1.2787
numberOfEmployees 1.1040
keyPeople 1.0783
products 1.0743
keyPerson 1.0727
locationCity 0.7981
foundationPlace 0.7920
Software
computingPlatform 64.0985
programmingLanguage 15.7391
operatingSystem 14.1272
license 11.1936
releaseDate 9.7561
developer 8.0478
genre 7.5767
developer 7.5058
frequentlyUpdated 6.1703
released 4.2879
Website
launchDate 1.9693
commercial 1.9588
registration 1.8981
currentStatus 1.5915
screenshot 0.8804
author 0.8042
owner 0.7200
language 0.6522
Table A.11: AIM example 11: Google
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Type Attributes Importance
Mountain Range
maximumElevation 2.6724
highestElevation 1.8367
highestLongEw 1.7879
highestPosition 1.3773
highestLatNs 1.3512
highest 1.3434
highestLongM 1.3200
highestLatD 1.0145
highestLongD 1.0102
highestPlace 1.0082
Protected Area
iucnCategory 3.2337
iucnCategory 1.7528
latD 1.4430
longD 1.4430
established 1.0362
map 0.9571
location 0.7226
mapCaption 0.5235
region 0.5032
geometry 0.3471
Road
routeNumber 3.9407
routeTypeAbbreviation 3.5438
routeStartDirection 3.3717
routeStart 3.2406
terminusA 3.2182
terminusB 3.2114
routeEnd 3.1993
routeEndDirection 3.1764
directionA 3.0588
directionB 2.9307
University
city 1.9820
state 1.3729
established 1.3407
country 0.9537
chancellor 0.3111
viceChancellor 0.2827
Table A.12: AIM example 12: Karakoram
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Type Attributes Importance
Musical Artist
background 2.4777
associatedMusicalArtist 2.3589
associatedBand 2.0229
genre 1.8929
activeYearsStartYear 1.6830
instrument 1.5429
occupation 1.3243
associatedActs 1.1808
yearsActive 1.0249
recordLabel 0.9387
Table A.13: AIM example 13: Michael Jackson
Type Attributes Importance
Television Show
starring 3.0650
network 2.8495
format 2.1224
showName 2.1186
runtime 2.0590
numberOfEpisodes 1.9620
firstAired 1.7683
numberOfSeasons 1.6503
creator 1.3646
releaseDate 1.3373
Table A.14: AIM example 14: Charmed
Type Attributes Importance
Person
birthDate 0.6020
birthPlace 0.5875
givenName 0.5750
surname 0.3672
spouse 0.1096
birthName 0.1028
Table A.15: AIM example 15: Brian Krause
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Type Attributes Importance Type Attributes Importance
City Bridge
areaLand 3.7519 crosses 3.4672
areaWater 3.7519 bridgeCarries 3.2235
utcOffset 3.7519 bridgeName 3.1831
governmentType 3.6188 locatedInArea 2.9232
leaderName 3.6188 carries 2.4923
leaderTitle 3.6188 crosses 2.3451
populationDensity 3.5014 locale 1.9543
establishedTitle 3.5014 length 1.8955
areaLandSqMi 3.3014 mainspan 1.4810
populationTotal 3.1349 design 1.3850
Film Single
starring 4.0362 musicalArtist 3.9001
writer 2.6103 musicalBand 2.6600
runtime 2.5326 runtime 2.4223
director 2.2686 thisSingle 2.1730
producer 1.7489 nextSingle 2.0850
distributor 1.6147 subsequentWork 2.0058
musicComposer 1.6127 writer 1.9933
editing 1.5845 lastSingle 1.9680
music 1.4270 producer 1.7926
cinematography 1.4126 genre 1.7925
Military Unit
unitName 2.8442
dates 2.0989
militaryBranch 1.7471
activeYearsStartYear 1.3396
activeYearsEndYear 1.2517
branch 1.2109
battle 0.9882
notableCommanders 0.8193
battles 0.7214
identificationSymbol 0.6647
Table A.16: AIM example 16: Manhattan
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Type Attributes Importance
Video Game
computingPlatform 3.9938
developer 3.0426
modes 2.6650
computingMedia 2.1676
genre 1.8565
releaseDate 1.7970
platforms 1.6852
publisher 1.6800
media 1.4419
computingInput 1.3807
Activity
playingTime 1.8154
players 1.6960
setupTime 1.6398
randomChance 1.5727
skills 1.5286
complexity 1.4194
strategy 1.4089
publisher 1.3741
imageLink 1.3669
designer 1.3220
Software
computingPlatform 3.1400
developer 2.2972
genre 1.9146
modes 1.7493
computingMedia 1.5614
releaseDate 1.2838
platforms 1.2667
publisher 1.1027
computingInput 1.0619
media 0.9468
Table A.17: AIM example 17: World of Warcraft
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Type Attributes Importance Type Attributes Importance
Band Single
background 4.7450 musicalArtist 4.5252
hometown 3.2848 runtime 2.8452
currentMembers 2.8395 subsequentWork 2.3277
pastMembers 1.9830 previousWork 2.3111
genre 1.7233 lastSingle 2.2941
yearsActive 1.6800 recordLabel 2.2707
recordLabel 1.6590 musicalBand 2.2209
genre 1.6356 format 2.0672
formerBandMember 1.4920 thisSingle 2.0349
origin 1.3846 releaseDate 2.0084
Album Artist
artist 3.6602 background 2.1851
recordLabel 2.5604 associatedMusicalArtist 1.3294
previousWork 2.1122 associatedBand 1.1343
thisAlbum 1.8752 occupation 1.0864
cover 1.8555 activeYearsStartYear 1.0831
lastAlbum 1.7726 birthPlace 0.8980
subsequentWork 1.7632 birthDate 0.8840
nextAlbum 1.6329 genre 0.8442
recorded 1.3227 recordLabel 0.8384
producer 1.2441 givenName 0.8330
Table A.18: AIM example 18: Prodigy
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Type Attributes Importance
City
areaTotal 31.4846
populationTotal 19.9455
leaderTitle 18.7346
unitPref 15.1252
populationDensityKm 14.9090
areaCode 12.9715
utcOffset 8.7914
subdivisionName 8.6904
postalCodeType 8.6587
areaTotalKm 8.2192
University
city 1.7688
established 1.1655
numberOfStudents 1.1105
students 1.0670
facultySize 0.9811
country 0.9537
faculty 0.7474
staff 0.5832
website 0.4493
nativeName 0.3771
Soccer Club
ground 2.6456
clubname 2.5731
league 2.4902
ground 2.0615
capacity 1.9376
shorts 1.9195
leftarm 1.9189
socks 1.8987
rightarm 1.8973
position 1.8873
Table A.19: AIM example 19: Maribor
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Type Attributes Importance
Artist
background 2.5332
associatedBand 1.1343
occupation 1.0931
activeYearsStartYear 1.0831
birthDate 1.0475
associatedMusicalArtist 0.9567
genre 0.8442
givenName 0.8330
surname 0.7869
hometown 0.6112
Table A.20: AIM example 20: Leeroy Thornhill
Type Attributes Importance
Writer
movement 4.2145
birthPlace 3.0086
occupation 2.4641
birthDate 2.4578
nationality 2.3854
influencedBy 2.1223
dateOfBirth 1.9448
birthDate 1.8918
activeYearsStartYear 1.8636
placeOfBirth 1.8508
Table A.21: AIM example 21: Frank Herbert
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Type Attributes Importance
Website
commercial 1.9588
launchDate 1.6755
currentStatus 1.4750
alexa 1.1457
author 0.8042
screenshot 0.7757
author 0.5573
logo 0.5555
type 0.1486
collapsible 0.0849
Table A.22: AIM example 22: Wikileaks
Type Attributes Importance
Person
birthPlace 0.6302
birthDate 0.5317
givenName 0.4926
surname 0.3460
description 0.3262
occupation 0.3175
nationality 0.1630
alternativeNames 0.0702
stateOfOrigin 0.0451
awards 0.0383
Table A.23: AIM example 23: Julian Assange
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Type Attributes Importance
City
isPartOf 2.3531
populationTotal 1.9726
subdivisionType 1.6793
subdivisionName 1.4832
settlementType 1.3519
timeZone 1.3075
areaTotal 1.2041
utcOffset 1.0614
country 1.0338
longew 1.0215
Airport
runwayLength 3.9072
runwayDesignation 3.8127
icaoLocationIdentifier 3.0343
runwaySurface 2.9382
r1Surface 2.6391
elevationF 2.5913
r1Number 2.5696
r1LengthM 2.5588
r1LengthF 2.4077
cityServed 1.7045
Ship
shipLaunched 1.3122
shipLaunch 1.2439
shipLaidDown 1.1209
commissioningDate 1.1165
shipArmament 1.1139
shipComplement 1.0230
shipName 1.0098
shipFate 0.9708
shipCommissioned 0.9446
shipPropulsion 0.9148
Table A.24: AIM example 24: Salt Lake City
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Type Attributes Importance
President
orderInOffice 2.8743
activeYearsStartDate 2.1625
activeYearsEndDate 2.0376
successor 1.8363
termEnd 1.7666
party 1.7063
termStart 1.6855
party 1.0555
birthDate 1.0442
predecessor 1.0253
Table A.25: AIM example 25: Bill Clinton
Type Attributes Importance
Person
birthPlace 0.6275
givenName 0.5396
birthDate 0.5319
surname 0.3148
party 0.1486
birthName 0.1337
almaMater 0.1164
spouse 0.1049
religion 0.0625
parents 0.0158
Table A.26: AIM example 26: Chelsea Clinton
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Appendix B
Approval and Plain Language
Statement
In our evaluation in Chapter 7, we used a user-based evolution method. There was a need
for ethics approval for research projects involving humans. We first got the approval from
the College Human Ethics Advisory Network (CHEAN) at RMIT university and then, we
processed to the experiments. Figure B.1 shows the approval of our project.
Subjects in our experiments were presented with a plain language statement before they
become involved in our project. This statement describes the aim of project, rights of par-
ticipants and some other information. The statement is shown on Figure B.2.
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RMIT University 
 
Science Engineering  
and Health 
 
College Human Ethics 
Advisory Network 
(CHEAN) 
 
Plenty Road  
Bundoora VIC 3083 
 
PO Box 71  
Bundoora VIC 3083 
Australia 
 
Tel. +61 3 9925 7096 
Fax +61 3 9925 6506 
 www.rmit.edu.au 
 
  
14th November 2012 
 
 
 
 
James Thom  
School of Computer Science & IT  
Building 14 Level 9, Room 16  
RMIT University  
 
Dear James 
 
BSEHAPP 45 – 12 THOM VisSig.ma: An interactive approach o view the Web of 
Data  
 
Thank you for submitting your amended application for review. 
 
I am pleased to inform you that the CHEAN has approved your application for a period 
of 8 Months to July 2013 and your research may now proceed. 
 
The CHEAN would like to remind you that: 
 
All data should be stored on University Network systems.  These systems provide high 
levels of manageable security and data integrity, can provide secure remote access, are 
backed up on a regular basis and can provide Disaster Recover processes should a large 
scale incident occur.  The use of portable devices such as CDs and memory sticks is 
valid for archiving; data transport where necessary and for some works in progress. 
The authoritative copy of all current data should reside on appropriate network systems; 
and the Principal Investigator is responsible for the retention and storage of the original 
data pertaining to the project for a minimum period of five years.  
 
Annual reports are due during December for all research projects that have been approved 
by the College Human Ethics Advisory Network (CHEAN). 
 
The necessary form can be found at: http://www.rmit.edu.au/governance/committees/hrec 
 
Yours faithfully, 
 
 
 
Linda Jones 
Chair, Science Engineering & Health 
College Human Ethics Advisory Network  
 
Cc:  Student Investigator/s: Fahad Alahmari Student School of Computer Science & IT RMIT University 
 Other Investigator/s  Liam Magee School of Global Urban & social sciences RMIT University 
   Wilson Wong School of Computer Science & IT RMIT University 
 
 
 
 
 
Figure B.1: Ethics approval for our research
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RMIT University 
 
Science Engineering  
and Health  
 
College Human Ethics  
Advisory Network 
(CHEAN) 
 
Plenty Road  
Bundoora VIC 3083 
 
PO Box 71  
Bundoora VIC 3083 
Australia 
 
Tel. +61 3 9925 7096 
Fax +61 3 9925 6506 
• www.rmit.edu.au 
 
  
INVITATION	  TO	  PARTICIPATE	  IN	  A	  RESEARCH	  PROJECT	  
PARTICIPANT	  INFORMATION	  	  
Project	  Title:	  	  VisSig.ma:	  an	  interactive	  visualisation	  approach	  to	  view	  the	  Web	  of	  Data	  	  
Investigators:	  	  1. A/Prof:	  James	  A.	  Thom;	  Phone:	  +61	  3	  9925	  2992;	  Email:	  James.thom@rmit.edu.au	  2. Dr.	  Liam	  Magee;	  Phone:	  +(61	  3)	  9925	  2637;	  Email:	  Liam.Magee@rmit.edu.au	  3. Dr.	  Wilson	  Wong;	  Phone: +(61	  3)	  9925	  2348;	  Email:	  wilson.wong@rmit.edu.au	  4. Mr.	  Fahad	  Alahmari;	  Phone:	  +(631)99252758;	  Email:	  fahad.alahmari@strudent.rmit.edu.au	   	  Dear	  Participant,	  	  You	  are	  invited	  to	  participate	  in	  a	  research	  project	  being	  conducted	  by	  RMIT	  University.	  Please	  read	  this	  sheet	  carefully	  and	  be	  confident	  that	  you	  understand	  its	  contents	  before	  deciding	  whether	  to	  participate.	  If	  you	  have	  any	  questions	  about	  the	  project,	  please	  ask	  one	  of	  the	  investigators.	  	  
Who	  is	  involved	  in	  this	  research	  project?	  Why	  is	  it	  being	  conducted?	  	  This	  study	  is	  a	  part	  of	  PhD	  research	  for	  Fahad	  Alahmari	  in	  the	  School	  of	  Computer	  Science	  and	  Information	  Technology	  at	  RMIT	  University.	  The	  supervision	  for	  this	  research	  is	  led	  by	  an	  associate	  professor	  at	  RMIT	  University	  Dr.James	  Thom.	  The	  second	  supervisor	  is	  Dr.	  Liam	  Magee,	  research	  fellow	  at	  the	  school	  of	  Global,	  Urban	  and	  Social	  Studies,	  RMIT	  University;	  and	  the	  consultant	  of	  this	  research	  is	  Dr.Wilson	  Wong,	  research	  fellow	  at	  RMIT.	  	  In	  this	  research,	  we	  aim	  to	  provide	  an	  intuitive	  search	  interface	  to	  help	  users	  to	  overview	  and	  navigate	  between	  datasets	  to	  display	  their	  interest	  of	  data.	  The	  basic	  idea	  of	  this	  approach	  is	  to	  hide	  the	  complexity	  of	  linked	  data	  and	  provide	  an	  easy-­‐to-­‐use	  search	  interface	  to	  browse	  and	  explore	  the	  web	  of	  data.	  
Why	  have	  you	  been	  approached?	  	  We	  need	  your	  help	  to	  test	  our	  approach	  of	  semantic	  interface	  that	  we	  develop.	  The	  main	  reason	  behind	  developing	  a	  new	  search	  interface	  is	  that	  the	  mainstream	  of	  users	  cannot	  effectively	  find	  an	  easy	  to	  use	  environment	  to	  explore	  knowledge	  in	  the	  semantic	  web.	  Therefore,	  we	  develop	  techniques	  to	  bridge	  this	  gap	  and	  now	  we	  are	  asking	  a	  number	  of	  participants	  to	  come	  and	  evaluate	  our	  new	  techniques.	  	  We	  assume	  all	  participants	  are	  familiar	  with	  finding	  information	  from	  the	  web	  resources	  such	  as	  Wikipedia.	  Also	  we	  assume	  all	  participants	  familiar	  with	  Google	  search	  engine	  to	  extract	  their	  need	  of	  information.	  	  	  
What	  is	  the	  project	  about?	  What	  are	  the	  questions	  being	  addressed?	  	  Many	  recent	  studies	  have	  highlighted	  the	  difficulty-­‐of-­‐use	  of	  the	  web	  of	  data	  for	  non-­‐technical	  users.	  In	  this	  research,	  we	  provide	  an	  intuitive	  search	  interface	  to	  help	  users	  to	  overview	  and	  navigate	  between	  datasets	  to	  display	  their	  interest	  of	  data.	  The	  basic	  idea	  of	  this	  approach	  is	  to	  hide	  the	  complexity	  of	  linked	  data	  and	  provide	  an	  easy-­‐to-­‐use	  search	  interface	  to	  browse	  and	  explore	  the	  web	  of	  data.	  The	  research	  questions	  are:	  	  1. What	  are	  approaches	  that	  can	  be	  used	  to	  browse	  and	  explore	  Linked	  Data?	  2. What	  functionalities	  are	  available	  in	  semantic	  browsers	  to	  interact	  with	  Linked	  Data?	  
Figure B.2: Plain language statement of our research
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3. What	  is	  the	  most	  effective	  and	  efficient	  technique	  to	  enable	  non-­‐technical	  users	  to	  explore	  and	  browse	  Linked	  data	  and	  the	  Web	  of	  data?	  
If	  I	  agree	  to	  participate,	  what	  will	  I	  be	  required	  to	  do?	  	  You	  will	  be	  asked	  to	  perform	  a	  set	  of	  9	  tasks	  across	  one	  of	  Sig.ma	  system	  interface.	  As	  we	  are	  doing	  this	  experiment,	  we	  will	  explain	  to	  you	  the	  aspects	  of	  this	  interface	  in	  the	  beginning.	  Then,	  you	  will	  find	  the	  answers	  of	  the	  given	  tasks	  from	  the	  information	  that	  appear	  in	  the	  interface.	  Once	  you	  complete,	  a	  short	  survey	  will	  be	  given	  to	  you	  in	  order	  to	  assess	  you	  satisfaction	  with	  all	  interface.	  We	  expect	  10-­‐15	  mins	  to	  perform	  all	  the	  tasks	  with	  the	  survey.	  	  	  
What	  are	  the	  possible	  risks	  or	  disadvantages?	  	  We	  do	  not	  expect	  any	  risk	  from	  doing	  this	  experiment.	  	   	  
What	  are	  the	  benefits	  associated	  with	  participation?	  	  The	  participant	  will	  find	  a	  new	  type	  of	  search	  user	  interface	  and	  a	  new	  type	  of	  semantic	  search.	  They	  will	  be	  able	  to	  find	  a	  tool	  that	  enable	  them	  to	  profit	  from	  the	  extensive	  semantic	  web the	  expressive	  power	  of	  Semantic	  Web	  standards	  while	  at	  the	  same	  time	  hiding	  the	  complexity	  behind	  the	  intuitive	  and	  easy-­‐to-­‐use	  interface	  which	  they	  are	  approached	  to	  test.	  	  	  
What	  will	  happen	  to	  the	  information	  I	  provide?	  	  Any	  information	  that	  you	  provide	  is	  exclusively	  one	  of	  the	  following:	  -­‐ Time	  that	  you	  take	  for	  each	  task	  -­‐ Your	  selection	  to	  find	  an	  answer	  for	  the	  given	  task	  -­‐ Your	  answer	  for	  the	  questionnaires	  where	  you	  provide	  data	  such	  as	  the	  rate	  of	  each	  interface	  and	  your	  reaction	  from	  using	  this	  interface.	  	  	  	  	  This	  information	  will	  be	  analysed	  and	  used	  to	  proven	  the	  validity	  of	  our	  hypotheses	  toward	  our	  new	  search	  interface.	  	  	  	  
What	  are	  my	  rights	  as	  a	  participant?	  	  
• The	  right	  to	  withdraw	  from	  participation	  at	  any	  time	  
• The	  right	  to	  request	  that	  any	  recording	  cease	  	  
• The	  right	  to	  have	  any	  unprocessed	  data	  withdrawn	  and	  destroyed,	  provided	  it	  can	  be	  reliably	  identified,	  and	  provided	  that	  so	  doing	  does	  not	  increase	  the	  risk	  for	  the	  participant.	  	  
• The	  right	  to	  have	  any	  questions	  answered	  at	  any	  time.	  	  
Whom	  should	  I	  contact	  if	  I	  have	  any	  questions?	  	  Please	  contact	  the	  investigators	  on	  the	  top	  of	  this	  document.	  	  	  
What	  other	  issues	  should	  I	  be	  aware	  of	  before	  deciding	  whether	  to	  participate?	  	  
• Security	  of	  the	  website	  
Figure B.2: Plain language statement of our research (continued)
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You	  should	  aware	  that	  the	  World	  Wide	  Web	  is	  an	  insecure	  public	  network	  that	  gives	  rise	  to	  the	  potential	  risk	  that	  a	  user’s	  transactions	  are	  being	  viewed,	  intercepted	  or	  modified	  by	  third	  parties	  or	  that	  data	  which	  the	  user	  downloads	  may	  contain	  computer	  viruses	  or	  other	  defects.	  
• Security	  of	  the	  data	  This	  project	  will	  use	  external	  sites	  to	  create,	  collect	  and	  analyse	  data	  collected	  in	  a	  survey	  format.	  The	  site	  we	  are	  using	  is https://rmit.asia.qualtrics.com/	  	  If	  you	  agree	  to	  participate	  in	  this	  survey,	  the	  responses	  you	  provide	  to	  the	  survey	  will	  be	  stored	  on	  a	  host	  server	  that	  is	  used	  by	  RMIT;	  No	  personal	  information	  will	  be	  collected	  in	  the	  survey	  so	  none	  will	  be	  stored	  as	  data.	  Once	  we	  have	  completed	  our	  data	  collection	  and	  analysis,	  we	  will	  import	  the	  data	  we	  collect	  to	  the	  RMIT	  server	  where	  it	  will	  be	  stored	  securely	  for	  five	  (5)	  years.	  	  	  
Yours	  sincerely	  James	  A.	  Thom	  Liam	  Magee	  	  Wilson	  Wong	  	  Fahad	  Alahmari 
 
 
 
Figure B.2: Plain language statement of our research (continued)
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Appendix C
Invitation to Participate in
Experiments
We use three methods to invite participants to our experiments. These three are
• Email: we asked the School of Computer Science and Information Technology to send
an email to all students and staff and invite them to participate in my experiments.
The email is shown in Figure C.1.
• Facebook: the school also supported us by posting an invitation on RMIT School of
Computer Science and Information Technology Facebook page1 to call for volunteers
for our experiment. Figure C.2 shows the post.
• Poster: we also used a poster to announce our experiment in case some participants
did not get email or Facebook posts. The poster is shown in Figure C.3.
1https://www.facebook.com/RMITComputerScienceandIT
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11/26/13 RMIT University Mail - Entity Linkage Search Experiment- volunteers needed!
https://mail.google.com/mail/u/1/?ui=2&ik=2ddb724372&view=pt&q=Entity Linkage Search Experiment&psize=20&pmr=100&pdr=50&search=apps&th=13… 1/1
Fahad Abdullah S Alahmari <s3253369@student.rmit.edu.au>
Entity Linkage Search Experiment­ volunteers needed!
1 message
CSIT Service Account <csit@rmit.edu.au> 21 March 2013 16:17
Reply­To: CSIT Service Account <csit@rmit.edu.au>
To: CSIT Service Account <csit@rmit.edu.au>
We would like to invite you to participate in a user study that aims to investigate how ranked links can
improve Web searching for individual entities such as persons, locations, and events.
During this experiment, you will be evaluating the performance of our generating clusters for all types of
entities in an aggregation search system, as well as ranking the relevance of features based on these
clusters in Linked Data. Participants will be asked to perform two tasks across two different interfaces and
one simple questionnaire. 
If you are interested in participating in this study, please contact Fahad Alahmari (0403748729) or send
email s3253369@student.rmit.edu.au. I’m also available in building 14 level 9 room 4. 
Your participation will help and much appreciated.
­­ 
Please note: 
It is RMIT policy that all correspondence from students with this University must be sent via your RMIT
student email account. 
Emails sent from any other account will not be actioned.
 
School of Computer Science & Information Technology
RMIT University
Email: csit@rmit.edu.au
Phone: 9925 2348
Fax: 9662 1617
Mail: GPO Box 2476V, Melbourne, Victoria, 3001
Location: 14.08.03
CRICOS provider number: 00122A.
Figure C.1: Email to recruiting users
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Figure C.2: Post on RMIT School of CSIT Facebook page
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   invite	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   in	   a	   user	   study	   that	  
aims	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  how	  ranked	  links	  can	  improve	  Web	  searching	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Figure C.3: Poster
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Appendix D
Instruction Sheets
Participants were presented with a simple instruction sheet after being given the plain lan-
guage statement and before they started using the computer for the experiment. The instruc-
tion sheets were to show users the required task and also to show the relationship between
attributes and values. These sheets are shown in Figures D.1, D.2 and D.3. Then users
started the experiment.
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Figure D.1: Users instruction sheet - sample 1
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Figure D.2: Users instruction sheet - sample 2
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Figure D.3: Users instruction sheet - sample 3
191
Appendix E
Web Pages for Experiments
In experiment 1, users were asked to perform two groups of topics and one survey at the end.
The interface of this experiment is shown in Figure E.1.
In experiment 2, users were asked to perform two groups of topics and two surveys.
Figure E.2 shows the interface that we used for this experiment.
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Figure E.1: The main web page for experiment 1
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Figure E.2: The main web page for experiment 2
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Appendix F
Surveys
Three kinds of surveys:
• A pre-survey: this survey was given users at the beginning of both experiments. The
survey aimed to collect some important information about users such as genders, ages,
subjects areas, and others. The survey is shown in Figure F.1.
• A post-survey for experiment 1: this survey was given at the end of experiment 1; as
shown in Figure F.2.
• A usability survey for experiment 2: we gave users the SUS questionnaire by Brooke
[1996] two times during this experiment. Figure F.3 shows a snapshot of the survey.
About the design of this experiment, we provided more details in Section 7.5.2.
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Figure F.1: Pre-survey given at the beginning of both experiments
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Figure F.2: Post-survey given at the end of experiment 1
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Figure F.3: Usability survey for experiment 2
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Appendix G
Sample of Users’ Log Files
We captured the following aspects of the users interaction during performing the experiment:
• User’s order id in our experiments,
• date and time,
• the type of interface,
• the current running query,
• the current running task,
• Loading Time: the time when the search results are completely loading,
• Starting Time: the time when the user click on “Start Experiment” button,
• Found Time: the time when the user click on “Found it” button,
• Answer: users were presented with an alert box asking to copy answers and paste it in
given box,
• Clusters: the suggestions of entity-types; any click on any of these types are added to
the log,
• Properties: the total number of returned properties.
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00000020..txt 2013-11-28
- 1/3 -
User: 1
Date/Time: 3/22/2013 2:37:51 PM
Interface: 1
Query: John Kennedy
Task: Explore the search results for John Kennedy and find one interesting
fact about John Kennedy that you did not already know.
Loading Time: 3/22/2013 2:38:00 PM
Starting Time: 3/22/2013 2:38:05 PM
Found Time: 3/22/2013 2:39:52 PM
Answer: American socialite, magazine publisher, lawyer, and pilot.
Clusters: All
Properties: 79
User: 1
Date/Time: 3/22/2013 2:40:17 PM
Interface: 1
Query: Goofy
Task: A2: Give me the creator of  Goofy
Loading Time: 3/22/2013 2:40:26 PM
Starting Time: 3/22/2013 2:40:32 PM
Found Time: 3/22/2013 2:41:06 PM
Answer: Art Babbitt[1]
Robert Taylor[1]
Peter Montgomery
Clusters: All
Properties: 101
User: 1
Date/Time: 3/22/2013 2:44:59 PM
Interface: 1
Query: Munich
Task: A4: Give me the population of the state, where the Munich city is
located.
Loading Time: 3/22/2013 2:45:03 PM
Starting Time: 3/22/2013 2:45:59 PM
Follow Time: 3/22/2013 2:46:51 PM
Clusters: All
Properties: 103
User: 1
Date/Time: 3/22/2013 2:51:30 PM
Interface: 2
Figure G.1: Sample of log file
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00000020..txt 2013-11-28
- 2/3 -
Robert Taylor[1]
Peter Montgomery
Clusters: All
Properties: 101
User: 1
Date/Time: 3/22/2013 2:44:59 PM
Interface: 1
Query: Munich
Task: A4: Give me the population of the state, where the Munich city is
located.
Loading Time: 3/22/2013 2:45:03 PM
Starting Time: 3/22/2013 2:45:59 PM
Follow Time: 3/22/2013 2:46:51 PM
Clusters: All
Properties: 103
User: 1
Date/Time: 3/22/2013 2:51:30 PM
Interface: 2
Query: Nile
Task: B1: Explore the search results for Nile and find one interesting fact
about Nile that you did not already know.
Loading Time: 3/22/2013 2:51:34 PM
Starting Time: 3/22/2013 2:51:36 PM
Found Time: 3/22/2013 2:52:58 PM
Answer: Nile is an American technical death metal band from Greenville, South
Carolina, formed in 1993.
Clusters: All, River(3/22/2013 2:51:50 PM), River(3/22/2013 2:52:12 PM)
Properties: 139
User: 1
Date/Time: 3/22/2013 2:53:13 PM
Interface: 2
Query: Abraham Lincoln
Task: B2: Where did Abraham Lincoln die?
Loading Time: 3/22/2013 2:53:25 PM
Starting Time: 3/22/2013 2:53:34 PM
Found Time: 3/22/2013 2:53:41 PM
Answer: Petersen House, Washington, D.C., U.S
Clusters: All, Person(3/22/2013 2:53:22 PM), Person(3/22/2013 2:53:35 PM)
Properties: 187
User: 1
Date/Time: 3/22/2013 2:53:57 PM
Interface: 2
Query: Skype
Task: B3: Give me the developer and programming languages of Skype. (2
answers required)
Loading Time: 3/22/2013 2:54:02 PM
Starting Time: 3/22/2013 2:54:04 PM
Found Time: 3/22/2013 2:54:13 PM
Answer: Microsoft Skype Division
Answer2: Embarcadero Delphi, Objective-C , C++ with Qt4
Clusters: All, Software(3/22/2013 2:54:05 PM)
Properties: 61
User: 1
Date/Time: 3/22/2013 2:54:57 PM
Interface: 2
Query: Viking Press
Task: B4: Who is the creator of On the Road book, which was published by
Figure G.1: Sample of log file (continued)
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00000020..txt 2013-11-28
- 3/3 -
Query: Nile
Task: B1: Explore the search results for Nile and find one interesting fact
about Nile that you did not already know.
Loading Time: 3/22/2013 2:51:34 PM
Starting Time: 3/22/2013 2:51:36 PM
Found Time: 3/22/2013 2:52:58 PM
Answer: Nile is an American technical death metal band from Greenville, South
Carolina, formed in 1993.
Clusters: All, River(3/22/2013 2:51:50 PM), River(3/22/2013 2:52:12 PM)
Properties: 139
User: 1
Date/Time: 3/22/2013 2:53:13 PM
Interface: 2
Query: Abraham Lincoln
Task: B2: Where did Abraham Lincoln die?
Loading Time: 3/22/2013 2:53:25 PM
Starting Time: 3/22/2013 2:53:34 PM
Found Time: 3/22/2013 2:53:41 PM
Answer: Petersen House, Washington, D.C., U.S
Clusters: All, Person(3/22/2013 2:53:22 PM), Person(3/22/2013 2:53:35 PM)
Properties: 187
User: 1
Date/Time: 3/22/2013 2:53:57 PM
Interface: 2
Query: Skype
Task: B3: Give me the developer and programming languages of Skype. (2
answers required)
Loading Time: 3/22/2013 2:54:02 PM
Starting Time: 3/22/2013 2:54:04 PM
Found Time: 3/22/2013 2:54:13 PM
Answer: Microsoft Skype Division
Answer2: Embarcadero Delphi, Objective-C , C++ with Qt4
Clusters: All, Software(3/22/2013 2:54:05 PM)
Properties: 61
User: 1
Date/Time: 3/22/2013 2:54:57 PM
Interface: 2
Query: Viking Press
Task: B4: Who is the creator of On the Road book, which was published by
Viking Press?
Loading Time: 3/22/2013 2:55:02 PM
Starting Time: 3/22/2013 2:55:04 PM
Follow Time: 3/22/2013 2:58:00 PM
Clusters: All, Company(3/22/2013 2:55:11 PM), Organisation(3/22/2013 2:56:51
PM), Company(3/22/2013 2:56:53 PM)
Properties: 35
User: 1
Date/Time: 3/22/2013 2:58:01 PM
Interface: 2
Query: On the Road
Task: B4: Who is the creator of On the Road book, which was published by
Viking Press?
Loading Time: 3/22/2013 2:58:07 PM
Starting Time: 3/22/2013 2:58:08 PM
Found Time: 3/22/2013 2:58:32 PM
Answer: Jack Kerouac
Clusters: All, Book(3/22/2013 2:58:09 PM), Book(3/22/2013 2:58:25 PM)
Properties: 63
Figure G.1: Sample of log file (continued)
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Results: Users’ Times
We presented different analyses for all the times that we got from both experiments in
Chapter 7. Here, we provide the raw data for all the times spent by users to perform each
topic in both interfaces. We summarise all the times for experiment 1 in Table H.1, and all
the times for experiment 2 in Table H.2.
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Interface 1 Interface 2
Subject BE SF MF LF BE SF MF LF
1 107 34 52* 82 7 9 203
2 157 259 46 194 139 17 27 114*
3 19 156 194 25 47 63 136
4 149 159 202 280 38 26 127 79
5 48 79 40 156 28 48 9 31
6 217 645 103 203* 187 87 77
7 49 246 24 333 79 11 36 68
8 93 19 15 34 102 94 40 270
9 165 21 15 312 40 11 40 18
10 159 46 394 134 189 17 6 30
11 14 58 45 168 127 57 13 127
12 79 9 68 166 8 21 207
13 223 50 117 458 233 21 43 67
14 223 47 510 191 83 45 39 98
15 69 60 144 106 73 20 16 23
16 87 28 342 43* 261 61 87 137
17 33 251 121 91* 18 32 19 42
18 191 378 60 96 159 36 48 10*
19 58 158 38 263 145 25 66 8*
20 108 164 63 208 103 346 21 228
21 25 3 2 158 13 7 73 235
22 159 165 52 52 55 96 19 186
23 40 88 69 207 19 14 271
24 40 7 14 60 31 14 38 49
25 109 135 157 174 48 37 43 51
26 107 325 54 76 198 11 21 48
27 70 55 83 208 230 34 14 143
28 61 50 79 64* 127 131 89 67
29 120 48 39 19 27 18 30
30 109 333 40 32 59 20 8 36
31 194 437 82 125 32 21
32 62 246 41 168 265 78 59 110
33 77 16 103 136 79 11 30 59
34 48 245 101 79 29 19 65
35 87 93 314 185 196 17 28 44
36 202 28 48 304 99 25 46 54
The unit of time is seconds
* Users attempted to perform the topic but not completed
White spaces means users skipped the topic (no attempt)
Table H.1: Times spent by each user in each task in experiment 1
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Interface 2 Interface 3
Subject BE SF MF LF BE SF MF LF
1 126 66 30 36 89 16 15 19*
2 82 41 26 22* 82 30 30 71
3 72 20 44 49 72 27 24 74
4 24 53 27 165 242 32 35 76
5 99 60 20 90* 71 30 18 158
6 166 54 42 127 135 71 29 121
7 89 38 26 6* 88 15 13 66*
8 35 114 26 46* 32 18 28 101*
9 67 63 78 62 151 30 41 55
10 31 13 33 159 29 21 24 37
11 23 17 31 37 124 35 36 80
12 91 25 18 81 62 18 36 54
The unit of time is seconds
* Users attempted to perform the topic but not continued
Table H.2: Times spent by each user in each task in experiment 2
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Glossary
AIM Attribute Importance Model
BE Browsing Entities (task)
FF Feature Frequency
HTTP Hypertext Transfer Protocol
ICF Inverse Concept Frequency
IDF Inverse Document Frequency
INEX Initiative for Evaluation of XML Retrieval
IR Information Retrieval
LF Linking Facts (task)
LOD Linked Open Data
LODD Linked Open Drug Data
MF Multiple Facts (task)
ODE OpenLink Data Explorer
QALD Question Answering over Linked Data
RDF Resources Description Framework
SemWIQ Semantic Web Integrator and Query Engine
SF Single Fact (task)
SPARQL Simple Protocol and RDF Query Language
SUS System Usability Scale
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SW Semantic Web
SWClLib Semantic Web Client Library
TF Term Frequency
TREC Text REtrieval Conference
URI Uniform Resource Identifier
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