Compressed sensing and redundant dictionaries by Rauhut, Holger et al.
1Compressed Sensing and Redundant
Dictionaries
Holger Rauhut, Karin Schnass and Pierre Vandergheynst
Abstract— This article extends the concept of com-
pressed sensing to signals that are not sparse in
an orthonormal basis but rather in a redundant
dictionary. It is shown that a matrix, which is a
composition of a random matrix of certain type and a
deterministic dictionary, has small restricted isometry
constants. Thus, signals that are sparse with respect to
the dictionary can be recovered via Basis Pursuit from
a small number of random measurements. Further,
thresholding is investigated as recovery algorithm
for compressed sensing and conditions are provided
that guarantee reconstruction with high probability.
The different schemes are compared by numerical
experiments.
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I. INTRODUCTION
Recently there has been a growing interest in
recovering sparse signals from their projection onto
a small number of random vectors [5], [6], [9],
[14], [20], [21]. The word most often used in this
context is compressed sensing. It originates from
the idea that it is not necessary to invest a lot
of power into observing the entries of a sparse
signal in all coordinates when most of them are
zero anyway. Rather it should be possible to collect
only a small number of measurements that still
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allow for reconstruction. This is potentially useful
in applications where one cannot afford to collect
or transmit a lot of measurements but has rich
resources at the decoder.
Until now the theory of compressed sensing has
only been developed for classes of signals that
have a very sparse representation in an orthonormal
basis (ONB). This is a rather stringent restriction.
Indeed, allowing the signal to be sparse with respect
to a redundant dictionary adds a lot of flexibility
and significantly extends the range of applicability.
Already the use of two ONBs instead of just one
dramatically increases the class of signals that can
be modelled in this way. A more practical example
would be a dictionary made up of damped sinusoids
which is used for NMR spectroscopy, see [13].
Before we can go into further explanations about
the scope of this paper it is necessary to provide
some background information. The basic problem
in compressed sensing is to determine the minimal
number n of linear non-adaptive measurements that
allows for (stable) reconstruction of a signal x ∈ Rd
that has at most S non-zero components. Addition-
ally, one requires that this task can be performed
reasonably fast. Each of the n measurements can
be written as an inner product of the sparse signal
x ∈ Rd with a vector in Rd. To simplify the
notation we store all the vectors as rows in a matrix
Ψ ∈ Rn×d and all the measurements in the n-
dimensional vector s = Ψx.
A naive approach to the problem of recovering
x from s consists in solving the ℓ0 minimization
problem
(P0) min ‖x‖0 subject to ‖s−Ψx‖2 ≤ η,
where η is the expected noise on the measure-
ments, ‖ · ‖0 counts the number of non-zero entries
2of x and ‖ · ‖2 denotes the standard Euclidean
norm. Although there are simple recovery condi-
tions available, the above approach is not reasonable
in practice because its solution is NP-hard [8], [19].
In order to avoid this severe drawback there
have been basically two approaches proposed in the
signal recovery community. The first is using greedy
algorithms like Thresholding [15] or (Orthogonal)
Matching Pursuit (OMP) [17], [22], see Table I for
sketches of both algorithms.
TABLE I
GREEDY ALGORITHMS
Goal: reconstruct x from s = Ψx
columns of Ψ denoted by ψj ,
Ψ
†
Λ
: pseudo-inverse of ΨΛ
OMP
initialise: z = 0, r = s, Λ = ∅
find: i = argmaxj |〈r, ψj〉|
update: Λ = Λ ∪ {i}, r = s− ΨΛΨ†Λs
iterate until stopping criterion is attained
output: x = Ψ†
Λ
s
Thresholding
find: Λ that contains the indices
corresponding to the S largest
values of |〈s, ψj〉|
output: x = Ψ†
Λ
s
The second approach is the Basis Pursuit (BP)
principle. Instead of considering (P0) one solves
its convex relaxation
(P1) min ‖x‖1 subject to ‖s−Ψx‖2 < η,
where ‖x‖1 =
∑ |xi| denotes the ℓ1-norm. This can
be done via linear programming in the real case
and via cone programming in the complex case.
Clearly, one hopes that the solutions of (P0) and
(P1) coincide, see [7], [10] for details.
Both approaches pose certain requirements on
the matrix Ψ in order to ensure recovery success.
Recently, Cande`s, Romberg and Tao [5], [6] ob-
served that successful recovery by BP is guaranteed
whenever Ψ obeys a uniform uncertainty principle.
Essentially this means that every submatrix of Ψ
of a certain size has to be well-conditioned. More
precisely, let Λ ⊂ {1, . . . , d} and ΨΛ be the
submatrix of Ψ consisting of the columns indexed
by Λ. The local isometry constant δΛ = δΛ(Ψ) is
the smallest number satisfying
(1− δΛ)‖x‖22 ≤ ‖ΨΛx‖22 ≤ (1 + δΛ)‖x‖22, (I.1)
for all coefficient vectors x supported on Λ. The
(global) restricted isometry constant is then defined
as
δS = δS(Ψ) := sup
|Λ|=S
δΛ(Ψ), S ∈ N.
The matrix Ψ is said to satisfy a uniform uncer-
tainty principle if it has small restricted isometry
constants, say δS(Ψ) ≤ 1/2. Based on this concept,
Cande`s, Romberg and Tao proved the following
recovery theorem for BP in [5, Theorem 1].
Theorem I.1. Assume that Ψ satisfies
δ3S(Ψ) + 3δ4S(Ψ) < 2
for some S ∈ N. Let x be an S-sparse vector and
assume we are given noisy data y = Ψx + ξ with
‖ξ‖2 ≤ η. Then the solution x# to the problem (P1)
satisfies
‖x# − x‖2 ≤ Cη. (I.2)
The constant C depends only on δ3S and δ4S . If
δ4S ≤ 1/3 then C ≤ 15.41.
In particular, if no noise is present, i.e., η =
0, then under the stated condition BP recovers x
exactly. Note that a slight variation of the above
theorem holds also in the case that x is not sparse
in a strict sense, but can be well-approximated by
an S-sparse vector [5, Theorem 2].
The above theorem is indeed useful, as an n× d
random matrix with entries drawn from a standard
Gaussian distribution (or some other distribution
showing certain concentration properties, see be-
low) will have small restricted isometry constants
δS with ’overwhelming probability’ as long as
n = O(S log(d/S)), (I.3)
see [3], [5], [6], [21] for details. We note, however,
that so far no deterministic construction of mea-
surement matrices obeying the uniform uncertainty
principle for reasonably small n (i.e. comparable to
(I.3) is known.
In [14] it was shown that also OMP is able to
reconstruct a sparse signal from Gaussian random
3measurements with high probability provided n ≥
CS log(d), although the corresponding statement is
slightly weaker than the one for BP.
As already announced we want to address the
question whether the techniques described above
can be extended to signals y that are not sparse
in an ONB but rather in a redundant dictionary
Φ ∈ Rd×K with K > d. So now y = Φx, where x
has only few non-zero components. Again the goal
is to reconstruct y from few measurements. More
formally, given a suitable measurement matrix A ∈
R
n×d we want to recover y from s = Ay = AΦx.
The key idea then is to use the sparse representation
in Φ to drive the reconstruction procedure, i.e., try
to identify the sparse coefficient sequence x and
from that reconstruct y. Clearly, we may represent
s = Ψx with
Ψ = AΦ ∈ Rn×K .
In particular, we can apply all of the reconstruction
methods described above by using this particular
matrix Ψ. Of course, the remaining question is
whether for a fixed dictionary Φ ∈ Rd×K one can
find a suitable matrix A ∈ Rn×d such that the com-
posed matrix Ψ = AΦ allows for reconstruction of
vectors having only a small number of non-zero
entries. Again the strategy is to choose a random
matrix A, for instance with independent standard
Gaussian entries, and investigate under which con-
ditions on Φ, n and S recovery is successful with
high probability.
Note that already Donoho considered extensions
from orthonormal bases to (redundant) tight frames
Φ in [9]. There it is assumed that the analysis
coefficients x′ = Φ⋆y = Φ⋆Φx are sparse. For
redundant frames, however, this assumption does
not seem very realistic as even for sparse vectors
x the coefficient vector x′ = Φ⋆Φx is usually fully
populated.
Another motivation for investigating the appli-
cability of Compressed Sensing for signals sparse
in a dictionary is computational efficiency. If we
compare the original problem of finding x from y
to the new one of finding x from s we see that
instead of the d × K matrix Φ we now have the
much smaller n × K matrix Ψ. Considering that
OMP and thresholding, as well as iterative solvers
for BP, rely on inner products between the signal
and the dictionary elements, we can thus reduce
the number of flops per iteration from O(dK)
to O(nK), where typically n = O(S log(K/S)),
cf. Corollary II.4. Of course this does not make
sense when the dictionary has a special structure
that allows for fast computation of inner products,
e.g. a Gabor dictionary, as the random projections
will destroy this structure. However, it has great
potential when using for instance a learned and thus
unstructured dictionary, cp. [2].
In the following section we will investigate under
which conditions on the deterministic dictionary Φ
its combination with a random measurement matrix
will have small isometry constants. By Theorem I.1
this determines how many measurements n will be
typically required for BP to succeed in reconstruct-
ing all signals of sparsity S with respect to the
given dictionary. In Section III we will analyse the
performance of thresholding, which actually has not
yet been considered as a reconstruction algorithm
in compressed sensing because of its simplicity
and hence resulting limitations. The last section
is dedicated to numerical simulations showing the
performance of compressed sensing for dictionaries
in practice and comparing it to the situation where
sparsity is induced by an ONB. Even though we
have only been able to conduct a partial analysis
of OMP so far (see Appendix B) we will do
simulations for all three approaches.
II. ISOMETRY CONSTANTS FOR AΦ
In order to determine the isometry constants for
a matrix of the type Ψ = AΦ, where A is an n×d
measurement matrix and Φ is a d ×K dictionary,
we will follow the approach taken in [3], which was
inspired by proofs for the Johnson-Lindenstrauss
lemma [1]. We will not discuss this connection
further but use as starting point concentration of
measure for random variables. This describes the
phenomenon that in high dimensions the probabil-
ity mass of certain random variables concentrates
strongly around their expectation.
In the following we will assume that A is an n×d
4random matrix that satisfies
P
(∣∣‖Av‖2 − ‖v‖2∣∣ ≥ ε‖v‖2) ≤ 2e−cn2 ε2 ,
ε ∈ (0, 1/3) (II.1)
for all v ∈ Rd and some constant c > 0. Let us list
some examples of random matrices that satisfy the
above condition.
• Gaussian ensemble: If the entries of A are
independent normal variables with mean zero
and variance n−1 then
P(
∣∣‖Av‖2 − ‖v‖2∣∣ ≥ ε‖v‖2) ≤ 2e−n2 ( ε22 − ε33 ),
ε ∈ (0, 1), (II.2)
see e.g. [1], [3]. In particular, (II.1) holds with
c = 1/2− 1/9 = 7/18.
• Bernoulli ensemble: Choose the entries of A
as independent realizations of ±1/√n random
variables. Then again (II.2) is valid, see [1],
[3]. In particular (II.1) holds with c = 7/18.
• Isotropic subgaussian ensembles: In gener-
alization of the two examples above, we can
choose the rows of A as 1√
n
-scaled indepen-
dent copies of a random vector Y ∈ Rd that
satisfies E|〈Y, v〉|2 = ‖v‖2 for all v ∈ Rd
and has subgaussian tail behaviour. See [18,
eq. (3.2)] for details.
• Basis transformation: If we take any valid
random matrix A and a (deterministic) orthog-
onal d× d matrix U then it is easy to see that
also AU satisfies the concentration inequality
(II.1). In particular, this applies to the Bernoulli
ensemble although in general AU and A have
different probability distributions.
Using the concentration inequality (II.1) we can
now investigate the local and subsequently the
global restricted isometry constants of the n × K
matrix AΦ.
Lemma II.1. Let A be a random matrix of size
n × d drawn from a distribution that satisfies the
concentration inequality (II.1). Extract from the d×
K dictionary Φ any sub-dictionary ΦΛ of size S,
i.e., |Λ| = S with (local) isometry constant δΛ =
δΛ(Φ). For 0 < δ < 1 we set
ν := δΛ + δ + δΛδ. (II.3)
Then
(1 − ν)‖x‖2 ≤ ‖AΦΛx‖2 ≤ ‖x‖2(1 + ν) (II.4)
with probability exceeding
1− 2
(
1 +
12
δ
)S
e−
c
9
δ2n. (II.5)
Proof: First we choose a finite ε1-covering of the
unit sphere in RS , i.e., a set of points Q, with ‖q‖ =
1 for all q ∈ Q, such that for all ‖x‖ = 1
min
q∈Q
‖x− q‖ ≤ ε1
for some ε1 ∈ (0, 1). According to Lemma 2.2 in
[18] there exists such a Q with |Q| ≤ (1+ 2/ε1)S .
Applying the measure concentration in (II.1) with
ε2 < 1/3 to all the points ΦΛq and taking the union
bound we get
(1− ε2)‖ΦΛq‖2 ≤ ‖AΦΛq‖2 ≤ (1 + ε2)‖ΦΛq‖2
for all q ∈ Q with probability larger than
1− 2
(
1 +
2
ε1
)S
e−cnε
2
2 .
Define ν as the smallest number such that
‖AΦΛx‖2 ≤ (1 + ν)‖x‖2, (II.6)
for all x supported on Λ.
Now we estimate ν in terms of ε1, ε2. We know
that for all x with ‖x‖ = 1 we can choose a q such
that ‖x− q‖ ≤ ε1 and get
‖AΦΛx‖ ≤ ‖AΦΛq‖+ ‖AΦΛ(x− q)‖
≤ (1 + ε2) 12 ‖ΦΛq‖+ ‖AΦΛ(x − q)‖
≤ (1 + ε2) 12 (1 + δΛ) 12 + (1 + ν) 12 ε1.
Since ν is the smallest possible constant for which
(II.6) holds it also has to satisfy
√
1 + ν ≤ √1 + ε2
√
1 + δΛ + ε1
√
1 + ν.
Simplifying the above equation yields
(1 + ν) ≤ 1 + ε2
(1− ε1)2 (1 + δΛ).
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Then
1 + ε2
(1− ε1)2 =
1 + δ/3
(1 − δ/6)2 =
1 + δ/3
1− δ/3 + δ2/36
<
1 + δ/3
1− δ/3 = 1 +
2δ/3
1− δ/3 < 1 + δ.
Thus,
ν < δ + δΛ(1 + δ).
To get the lower bound we operate in a similar
fashion.
‖AΦΛx‖ ≥ ‖AΦΛq‖ − ‖AΦΛ(x− q)‖
≥ (1− ε2) 12 (1− δΛ) 12 − (1 + ν) 12 ε1.
Now square both sides and observe that ν < 1
(otherwise we have nothing to show). Then we
finally arrive at
‖AΦΛx‖2 ≥
(
(1 − ε2) 12 (1− δΛ)1/2 − ε1
√
2
)2
≥ · · · ≥ 1− δΛ − ε2 − 2ε1
√
2
≥ 1− δΛ − δ ≥ 1− ν.
This completes the proof.
Note that the choice of ε1 and ε2 in the previous
proof is not the only one possible. While our choice
has the advantage of resulting in an appealing form
of ν in (II.3), others might actually yield better
constants.
Based on the previous theorem it is easy to de-
rive an estimation of the global restricted isometry
constants of the composed matrix Ψ = AΦ.
Theorem II.2. Let Φ ∈ Rd×K be a dictionary
of size K in Rd with restricted isometry constant
δS(Φ), S ∈ N. Let A ∈ Rn×d be a random matrix
satisfying (II.1) and assume
n ≥ Cδ−2
(
S log(K/S)
+ log(2e(1 + 12/δ)) + t
)
(II.7)
for some δ ∈ (0, 1) and t > 0. Then with probability
at least 1− e−t the composed matrix Ψ = AΦ has
restricted isometry constant
δS(AΦ) ≤ δS(Φ) + δ(1 + δS(Φ)). (II.8)
The constant satisfies C ≤ 9/c.
Proof: By Lemma II.1 we can estimate the proba-
bility that a sub-dictionary ΨΛ = (AΦ)Λ = AΦΛ,
Λ ⊂ {1, . . . ,K} fails to have (local) isometry
constants δΛ(Ψ) ≤ δΛ(Φ) + δ + δΛ(Φ)δ by
P
(
δΛ(Ψ) > δΛ(Φ) + δ + δΛ(Φ)δ
)
≤ 2(1 + 12
δ
)S
e−
c
9
δ2n.
By taking the union bound over all
(
K
S
)
possible
sub-dictionaries of size S we can estimate the
probability of δS(Ψ) = supΛ⊂{1,...,K},|Λ|=S δΛ(Ψ)
not satisfying (II.8) by
P
(
δS(Ψ) > δS(Φ) + δ(1 + δS(Φ))
)
≤ 2
(
K
S
)(
1 +
12
δ
)S
e−
c
9
δ2n.
Using
(
K
S
) ≤ (eK/S)S (Stirling’s formula) and
requiring that the above term is less than e−t shows
the claim.
Note that for fixed δ and t condition (II.7) can
be expressed in the more compact form
n ≥ CS log(K/S).
Moreover, if the dictionary Φ is an orthonormal
basis then δ(Φ) = 0 and we recover essentially the
previously known estimates of the isometry con-
stants for a random matrix A, see e.g. [3, Theorem
5.2].
Now that we have established how the isome-
try constants of a deterministic dictionary Φ are
affected by multiplication with a random mea-
surement matrix, we only need some more initial
information about Φ, before we can finally apply
the result to compressed sensing of signals that are
sparse in Φ. The following little lemma gives a very
crude estimate of the isometry constants of Φ in
terms of its coherence µ or Babel function µ1(k),
which are defined as
µ := max
i6=j
|〈ϕi, ϕj〉|, (II.9)
µ1(k) := max|Λ|=k,j /∈Λ
∑
i∈Λ
|〈ϕi, ϕj〉|. (II.10)
6Lemma II.3. For a dictionary with coherence µ
and Babel function µ1(k) we can bound the re-
stricted isometry constants by
δS ≤ µ1(S − 1) ≤ (S − 1)µ. (II.11)
Proof: Essentially this can be derived from the
proof of Lemma 2.3 in [22].
Combining this Lemma with Theorem II.2 pro-
vides the following estimate of the isometry con-
stants of the composed matrix Ψ = AΦ.
Corollary II.4. Let Φ ∈ Rd×K be a dictionary
with coherence µ. Assume that
S − 1 ≤ 1
16
µ−1. (II.12)
Let A ∈ Rn×d be a random matrix satisfying (II.1).
Assume that
n ≥ C1(S log(K/S) + C2 + t).
Then with probability at least 1−e−t the composed
matrix AΦ has restricted isometry constant
δS(Ψ) ≤ 1/3. (II.13)
The constants satisfy C1 ≤ 138.51 c−1 and C2 ≤
log(1250/13) + 1 ≈ 5.57. In particular, for the
Gaussian and Bernoulli ensemble C1 ≤ 356.18.
Proof: By Lemma II.3 the restricted isometry
constant of Φ satisfies
δS(Φ) ≤ (S − 1)µ ≤ 1/16.
Hence, choosing δ = 13/(3 · 17) yields
δ(AΦ) ≤ δS(Φ) + δ(1 + δS(Φ))
≤ 1
16
+
13
3 · 17(1 +
1
16
) = 1/3.
Plugging this particular choice of δ into Theo-
rem II.2 yields the assertion.
Of course, the numbers 1/16 and 1/3 in (II.12)
and (II.13) were just arbitrarily chosen. Other
choices will only result in different constants
C1, C2. Combining the previous result with The-
orem I.1 yields a result on stable recovery by Basis
Pursuit of sparse signals in a redundant dictionary.
We leave the straightforward task of formulating
the precise statement to the interested reader. We
just want to point out that this recovery result is
uniform in the sense that a single matrix A can
ensure recovery of all sparse signals.
The constants C1 and C2 of Corollary II.4 are
certainly not optimal; however, we did not further
pursue the task of improving them. In the case
of a Gaussian ensemble A and an orthonormal
basis Φ recovery conditions for BP with quite
small constants were obtained in [21] and precise
asymptotic results can be found in [11]. One might
raise the objection that the condition S−1 ≤ 116µ in
Corollary II.4 is too weak for practial applications.
A lower bound on the coherence in terms of the
dictionary size is
µ >
√
K − d
d(K − 1)
and for reasonable dictionaries we can usually ex-
pect the coherence to be of the order µ ∼ C/√d.
The restriction on the sparsity thus is S <
√
d/C.
However, compressed sensing is only useful if
indeed the sparsity is rather small compared to
the dimension d, so this restriction is actually not
severe. Moreover, if it is already impossible to
recover the support from complete information on
the original signal we cannot to expect to do this
with even less information.
To illustrate the theorem let us have a look at an
example where the dictionary is the union of two
ONBs.
Example II.5 (Dirac-DCT). Assume that our dic-
tionary is the union of the Dirac and the Discrete
Cosine Transform bases in Rd for d = 22p+1. The
coherence in this case is µ =
√
2/d = 2−p and
the number of atoms K = 22p+2. If we assume
the sparsity of the signal to be smaller than 2p−6
we get the following crude estimate for the number
of necessary samples to have δ4S(AΦ) < 1/3 as
recommended for recovery by BP in Theorem I.1,
n ≥ C1(4S(2p log 2− logS) + C2 + t)
with the constants C1 ≈ 138.51 c−1 and C2 ≈ 5.57
from Corollary II.4.
7In comparison if the signal is sparse in just the
Dirac basis we can estimate the necessary number
of samples to have δ4S(A) < 1/3 with Theorem II.2
as
n ≥ C′1(4S(2p log 2− log 2S) + C′2 + t)
with C′1 =
(
13
17
)2
C1 and C′2 ≈ 5.3, thus implying
an improvement of roughly the factor (1713 )2 ≈ 1.71.
III. RECOVERY BY THRESHOLDING
In this section we investigate recovery from ran-
dom measurements by thresholding. Since thresh-
olding works by comparing inner products of the
signal with the atoms an essential ingredient will
be stability of inner products under multiplication
with a random matrix A, i.e.,
〈Ax,Ay〉 ≈ 〈x, y〉.
The exact result that we will use is summarised in
the following lemma.
Lemma III.1. Let x, y ∈ Rd with ‖x‖2, ‖y‖2 ≤
1. Assume that A is an n × d random matrix
with independent N (0, n−1) entries (independent
of x, y). Then for all t > 0
P
(|〈Ax,Ay〉−〈x, y〉| ≥ t)
≤ 2 exp
(
−n t
2
C1 + C2t
)
, (III.1)
with C1 = 8e√6π ≈ 5.0088 and C2 =
√
8e ≈
7.6885.
The analogue statement holds for a random ma-
trix A with independent ±1/√n Bernoulli entries.
In this case the constants are C1 = 4e√6π ≈ 2.5044
and C2 = 2e ≈ 5.4366.
Note that taking x = y in the lemma provides
the concentration inequality (II.1) for Gaussian
and Bernoulli matrices (with non-optimal constants
however).
The proof of the lemma is rather technical and
therefore safely locked away in Appendix awaiting
inspection by the genuinely interested reader there.
However armed with it, we can now investigate the
stability of recovery via thresholding.
Theorem III.2. Let Φ be a d × K dictionary.
Assume that the support x of a signal y = Φx,
normalised to have ‖y‖2 = 1, could be recovered
by thresholding with a margin ε, i.e.,
min
i∈Λ
|〈y, ϕi〉| > max
k∈Λ
|〈y, ϕk〉|+ ε.
Let A be an n× d random matrix satisfying one of
the two probability models of the previous lemma.
Then with probability exceeding 1 − e−t the sup-
port and thus the signal can be reconstructed via
thresholding from the n-dimensional measurement
vector s = Ay = AΦx as long as
n ≥ C(ε)(log (2K) + t).
where C(ε) = 4C1ε−2 + 2C2ε−1 and C1, C2 are
the constants from Lemma III.1. In particular,
C(ε) ≤ C3ε−2
with C3 ≤ 4C1 + 2C2 ≤ 35.42 for the Gaussian
case and C3 ≤ 20.90 in the Bernoulli case.
Proof: Thresholding will succeed if we have
min
i∈Λ
|〈Ay,Aϕi〉| > max
k∈Λ
|〈Ay,Aϕk〉|.
So let us estimate the probability that the above
inequality does not hold,
P(min
i∈Λ
|〈Ay,Aϕi〉| ≤ max
k∈Λ
|〈Ay,Aϕk〉|)
≤ P(min
i∈Λ
|〈Ay,Aϕi〉| ≤ min
i∈Λ
|〈y, ϕi〉| − ε
2
)
+ P(max
k∈Λ
|〈Ay,Aϕk〉| ≥ max
k∈Λ
|〈y, ϕk〉|+ ε
2
)
The probability of the good components having
responses lower than the threshold can be further
estimated as
P(min
i∈Λ
|〈Ay,Aϕi〉| ≤ min
i∈Λ
|〈y, ϕi〉| − ε
2
)
≤ P
(⋃
i∈Λ
{|〈Ay,Aϕi〉| ≤ |〈y, ϕi〉| − ε
2
}
)
≤
∑
i∈Λ
P
(
|〈y, ϕi〉 − 〈Ay,Aϕi〉| ≥ ε
2
)
≤ 2|Λ| exp
(
−n ε
2/4
C1 + C2ε/2
)
.
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components being higher than the threshold,
P(max
k∈Λ
|〈Ay,Aϕk〉| ≥ max
k∈Λ
|〈y, ϕk〉|+ ε
2
)
≤ P(
⋃
k∈Λ
{|〈Ay,Aϕk〉| ≥ |〈y, ϕk〉|+ ε
2
})
≤
∑
k∈Λ
P(|〈Ay,Aϕk〉 − 〈y, ϕk〉| ≥ ε
2
)
≤ 2|Λ| exp
(
−n ε
2/4
C1 + C2ε/2
)
.
Combining these two estimates we see that the
probability of success for thresholding is exceeding
1− 2K exp
(
−n ε
2/4
C1 + C2ε/2
)
.
The lemma finally follows from requiring this prob-
ability to be higher than 1− e−t and solving for n.
The result above may appear surprising because
the number of measurements seems to be indepen-
dent of the sparsity. The dependence, however, is
quite well hidden in the margin ε and the normal-
ization ‖y‖2 = 1. For clarification we will estimate
ε given the coefficients and the coherence of the
dictionary.
Corollary III.3. Let Φ be an d × K dictionary
with Babel function µ1 defined in (II.10). Assume a
signal y = ΦΛx with |Λ| = S satisfies the sufficient
recovery condition for thresholding,
|xmin|
‖x‖∞ > µ1(S) + µ1(S − 1), (III.2)
where |xmin| = mini∈Λ |xi|. If A is an n×d random
matrix according to one of the probability models
in Lemma III.1 then with probability at least 1−e−t
thresholding can recover x (and hence y) from s =
Ay = AΦx as long as
n ≥C3S(1 + µ1(S − 1))(log(2K) + t)
·
( |xmin|
‖x‖∞ − µ1(S)− µ1(S − 1)
)−2
. (III.3)
Here, C3 is the constant from Theorem III.2.
In the special case that the dictionary is an ONB
the signal always satisfies the recovery condition
and the bound for the necessary number of samples
reduces to
n > C3S
( ‖x‖∞
|xmin|
)2
(log(2K) + t). (III.4)
Proof: The best possible value for ε in Theo-
rem III.2 is quite obviously
ε = min
i∈Λ
|〈y/‖y‖2, ϕi〉| −max
k∈Λ
|〈y/‖y‖2, ϕk〉|
=
1
‖y‖2
(|min
i∈Λ
∑
j∈Λ
xj〈ϕj , ϕi〉|
−max
k∈Λ
|
∑
j∈Λ
xj〈ϕj , ϕk〉|
)
≥ 1‖y‖2 (|xmin| − ‖x‖∞µ1(S − 1)− ‖x‖∞µ1(S)) .
Therefore, we can bound the factor C(ε) in Theo-
rem III.2 as
C(ε) ≤ C3ε−2
≤ C3 ‖y‖
2
2
‖x‖2∞
· ( |xmin|‖x‖∞ − µ1(S)− µ1(S − 1)
)−2
.
To get to the final estimate observe that by Lemma
II.3
‖y‖22
‖x‖2∞
=
‖ΦΛx‖22
‖x‖2∞
≤ (1 + µ1(S − 1)) ‖x‖
2
2
‖x‖2∞
≤ (1 + µ1(S − 1))S.
The case of an ONB simply follows from µ1(S) =
0.
The previous results tell us that as for BP we
can choose the number n of samples linear in the
sparsity S. However, for thresholding successful
recovery additionally depends on the ratio of the
largest to the smallest coefficient. Also, in contrast
to BP the result is no longer uniform, meaning
that the stated success probability is only valid
for the given signal x. It does not imply that a
single matrix A can ensure recovery for all sparse
signals. Indeed, in the case of a Gaussian matrix A
and an orthonormal basis Φ it is known that once
A is randomly chosen then with high probability
9there exists a sparse signal x (depending on A)
such that thresholding fails on x unless the number
of samples n is quadratic in the sparsity S, see
e.g. [12, Section 7]. This fact seems to generalise
to redundant Φ.
Example III.4 (Dirac-DCT). Assume again that
our dictionary is the union of the Dirac and the
Discrete Cosine Transform bases in Rd for d =
22p+1. The coherence is again µ = 2−p and the
number of atoms K = 22p+1. If we assume the
sparsity S ≤ 2p−2 and balanced coefficients, i.e.,
|xi| = 1, we get the following crude estimate for
the number of necessary samples
n ≥ 6C3 S(log(2)(2p+ 2) + t).
If we just allow the use of one of the two ONBs to
build the signal, the number of necessary samples
reduces to
n ≥ C3 S(log(2)(2p+ 1) + t).
Again we see that whenever the sparsity S .
√
d
the results for ONBs and general dictionaries are
comparable. At this point it would be nice to have
a similar result for OMP. This task seems rather
difficult due to stochastic dependency issues and
so, unfortunately, we have not been able to do this
analysis yet.
IV. NUMERICAL SIMULATIONS
In order to give a quantitative illustration of the
results in Theorem II.2 and Theorem III.2 we will
run numerical simulations using the same dictionary
as for the examples, i.e., the combination of the
Dirac and the Discrete Cosine Transform bases in
R
d
, d = 256, with coherence µ =
√
1/128 ≈
0.0884, cp. Lemma II.3 for the resulting bound on
the isometry constants.
We drew six measurement matrices of size n×d,
with n varying between 64 and 224 in steps of 32,
by choosing each entry as independent realisation of
a centered Gaussian random variable with variance
σ2 = n−1. Then for every sparsity level S, vary-
ing between 4 and 64 in steps of 4, respectively
between 2 and 32 in steps of 2 for thresholding,
we constructed 100 signals. The support Λ was
chosen uniformly at random among all
(
K
S
)
possible
supports of the given sparsity S. For BP and OMP
the coefficients (xi)i∈Λ of the corresponding entries
were drawn from a normalised standard Gaussian
distribution while for thresholding we chose them
of absolute value one with random signs. Then for
each of the algorithms we counted how often the
correct support could be recovered. For comparison
the same setup was repeated replacing the dictio-
nary with the canonical (Dirac) basis. The results
are displayed in Figures 1, 2 and 3.
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Fig. 1. Recovery Rates for BP as a Function of the Support
and Sample Sizes
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Fig. 2. Recovery Rates for Thresholding as a Function of the
Support and Sample Sizes
As predicted by the theorems the necessary
number of measurements is higher if the sparsity
inducing dictionary is not an ONB. If we compare
the three recovery schemes we see that thresholding
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Fig. 3. Recovery Rates for OMP as a Function of the Support
and Sample Sizes
gives the weakest results as expected. However, the
improvement in performance of BP over OMP is
not that significant. This is especially interesting
considering that in practice BP is a lot more com-
putationally intensive than OMP.
V. CONCLUSIONS & FUTURE WORK
We have shown that compressed sensing can also
be applied to signals that are sparse in a redundant
dictionary. The spirit is that whenever the support
can be reconstructed from the signal itself it can also
be reconstructed from a small number of random
samples with high probability. We have shown that
this kind of stability is valid for reconstruction by
Basis Pursuit as well as for the simple threshold-
ing algorithm. Thresholding has the advantage of
being much faster and easier to implement than
BP. However, it has the slight drawback that the
number of required samples depends on the ratio of
the largest to the smallest coefficient, and recovery
is only guaranteed with high probability for a given
signal and not uniformly for all signals in contrast to
BP. Concerning OMP, we unfortunately could only
derive an analysis of its first step, see Appendix
B. A complete analysis is still open and seems
difficult. However, there is numerical evidence that
Orthogonal Matching Pursuit indeed works well. In
particular, it is still faster than BP and the required
number of samples does not seem to depend on the
ratio of the largest to the smallest coefficient (as
suggested as well by the partial result Lemma .2).
For the future there remains plenty of work to
do. First of all we would like to have a recovery
theorem for the full application of OMP comparable
to Theorem III.2. However, since in the course of
iterating the updated residuals become stochasti-
cally dependent on the random matrix A this task
does not seem to be straightforward (see also the
comments in Appendix B). Then we would like to
investigate for which dictionaries it is possible to
replace the random Gaussian/Bernoulli matrix by a
random Fourier matrix, see also [20]. This would
have the advantage that the Fast Fourier Transform
can be used in the algorithms in order to speed up
the reconstruction. Finally, it would be interesting to
relax the incoherence assumption on the dictionary.
APPENDIX
Our proof uses the following inequality due to
Bennett (also refered to as Bernstein’s inequality)
[4, eq. (7)], see also [23, Lemma 2.2.11].
Theorem .1. Let X1, . . . , Xn be independent ran-
dom variables with zero mean such that
E|Xi|q ≤ q!M q−2vi/2 (.1)
for every m ≥ 2 and some constants M and vi,
i = 1, . . . , n. Then for x > 0
P
(
|
n∑
i=1
Xi| ≥ x
)
≤ 2e− 12 x
2
v+Mx
with v =
∑n
i=1 vi.
Now let us prove Lemma III.1. Observe that
〈Ax,Ay〉 = 1
n
n∑
ℓ=1
d∑
k=1
d∑
j=1
gℓkgℓjxkyj
where gℓk, ℓ = 1, . . . , n, k = 1, . . . , d are inde-
pendent standard Gaussians. We define the random
variable
Y :=
d∑
k,j=1
gkgjxkyj
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where again the gk, k = 1, . . . , d are independent
standard Gaussians. Then we can write
〈Ax,Ay〉 = 1
n
n∑
ℓ=1
Yℓ
where the Yℓ are independent copies of Y .
Let us investigate Y . The expectation of Y is
easily calculated as
EY =
d∑
k=1
xkyk = 〈x, y〉.
Hence, also E [〈Ax,Ay〉] = 〈x, y〉. Now let
Z := Y −EY =
∑
k 6=j
gjgkxjxk +
∑
k
(g2k − 1)xkyk.
The random variable Z is known as Gaussian chaos
of order 2.
Thus, we have to show the moment bound (.1)
for the random variable Z . Note that EZ = 0. A
general bound for Gaussian chaos (see [16, p. 65])
gives
E|Z|q ≤ (q − 1)q (E|Z|2)q/2 (.2)
for all q ≥ 2. Using Stirling’s formula, q! =√
2πq qqe−qeRq , 112q+1 ≤ Rq ≤ 112q , we further
obtain, for all q ≥ 3:
E|Z|q = q! (q − 1)
q
eRq
√
2πq e−qqq
(
E|Z|2)q/2
=
(
1− 1
q
)q
e2q!
eRq
√
2πq
(
e2E|Z|2)(q−2)/2 E|Z|2
≤ e
eRq
√
2πq
q!
(
e2E|Z|2)(q−2)/2 E|Z|2
≤ q!
(
e(E|Z|2)1/2
)q−2 e√
6π
E|Z|2.
Hence, the moment bound (.1) holds for all q ≥ 3
with
M = e
(
E|Z|2)1/2 , v = 2e√
6π
E|Z|2,
and by direct inspection it then also holds for q = 2.
So let us determine E|Z|2. Using independence of
the gk we obtain
E|Z|2 = E

∑
j 6=k
∑
j′ 6=k′
gjgkgj′gk′xjykxj′yk′
+2
∑
j 6=k
∑
k′
gjgk(g
2
k′ − 1)xjykxk′yk′
+
∑
k
∑
k′
(g2k − 1)(g2k′ − 1)xkykxk′yk′
]
=
∑
k 6=j
E[g2j ]E[g
2
k]x
2
jy
2
k +
∑
k
E[(g2k − 1)2]x2ky2k
=
∑
k 6=j
x2jy
2
k + 2
∑
k
x2ky
2
k
= ‖x‖22‖y‖22 + 〈x, y〉2 ≤ 2 (.3)
since by assumption ‖x‖2, ‖y‖2 ≤ 1. Denoting by
Zℓ, ℓ = 1, . . . , n independent copies of Z , Theorem
.1 yields
P
(|〈Ax,Ay〉 − 〈x, y〉| ≥ t)
= P
(
|
n∑
ℓ=1
Zℓ| ≥ nt
)
≤ 2e− 12 n
2t2
nv+nMt = 2e
−n t2
C1+C2t ,
with C1 = 4e√6πE|Z|2 ≤ 8e√6π ≈ 5.0088 and C2 =
2e
√
2 ≈ 7.6885.
For the case of Bernoulli random matrices the
proof is completely analogue. We just have to
replace the standard Gaussians gk by ±1 Bernoulli
variables. In particular, the estimate (.2) for the
chaos variable Z is still valid, see [16, p. 105].
Furthermore, for Bernoulli variables gk we clearly
have E[g2k] = 1 and E[(g2k − 1)] = 0. Hence, the
corresponding estimate in (.3) yields E|Z|2 ≤ 1,
and we end up with the constants C1 = 4e√6π ≈
2.5044 and C2 = 2e = 5.4366.
Although we have not yet been able to conduct
a theoretical analysis of the full OMP algorithm in
our setting, the following result at least analyses the
first step of OMP.
Lemma .2. Let Φ be a d × K dictionary and
set y = ΦΛx with |Λ| = S. Further, choose
A ∈ Rn×d at random according to the Gaussian or
Bernoulli distribution, and take the n-dimensional
12
measurement vector s = Ay = AΦΛx. Suppose
that the sparsity S satisfies
S ≤ 1
4µ
. (.4)
and that the number of measurements exceeds
n ≥ CS(log(K) + t).
Then the probability that OMP fails to recover an
element of the support Λ in the first step is smaller
than e−t.
Proof: OMP selects an element of Λ in the
first step if
max
i∈Λ
|〈Aϕi, AΦΛx〉| > max
k/∈Λ
|〈Aϕk, AΦΛx〉| (.5)
To bound the probability of not satisfying the above
condition we will use the same trick as for thresh-
olding, i.e.,
P
(
max
i∈Λ
|〈Aϕi, AΦΛx〉| > max
k/∈Λ
|〈Aϕk, AΦΛx〉|
)
< P
(
max
i∈Λ
|〈Aϕi, AΦΛx〉| ≤ p
)
+ P
(
max
k/∈Λ
|〈Aϕk, AΦΛx〉| ≥ p
)
, (.6)
and then make a suitable choice for p. Let’s start
by estimating the first term in the expression above.
Without loss of generality we may assume ‖x‖2 =
1. Using the Cauchy Schwarz inequality we see that
max
i∈Λ
|〈Aϕi, AΦΛx〉| = ‖(AΦΛ)⋆(AΦΛ)x‖∞
≥ S−1/2‖(AΦΛ)⋆(AΦΛ)x‖2
≥ 1− δΛ(AΦ)√
S
.
Thus we can bound the first probability as
P
(
max
i∈Λ
|〈Aϕi,AΦΛx〉| ≤ p
)
≤ P(δΛ(AΦ) ≥ 1− p√S).
If we now set p = 1
2
√
S
what we need to do is
check when δΛ(AΦ) ≤ 1/2 holds. Condition (.4)
implies by (II.11) that δΛ(Φ) ≤ 1/4. Setting δ :=
1/5 we obtain ν = δΛ(Φ) + δ + δΛ(Φ)δ ≤ 1/2
(see condition (II.3)), and by Lemma II.1 we have
δΛ(AΦ) ≤ 1/2 fails only with probability smaller
than
2
(
1 +
12
δ
)S
e−
c
9
δ2n = 2 · 61Se− c225n.
Next we bound the second probability in (.6) for
our choice p = 1
2
√
S
.
P
(
max
k/∈Λ
|〈Aϕk, AΦΛx〉| ≥ 1
2
√
S
)
≤
∑
k/∈Λ
P
(
|〈Aϕk, AΦΛx〉| ≥ 1
2
√
S
)
≤
∑
k/∈Λ
P
(
|〈Aϕk, AΦΛx〉 − 〈ϕk,ΦΛx〉|
≥ 1
2
√
S
− 〈ϕk,ΦΛx〉
)
.
By Cauchy Schwarz, ‖x‖2 = 1, and condition (.4)
we have
|〈ϕk,ΦΛx〉| ≤ ‖Φ⋆Λϕk‖2 =
(∑
i∈Λ
|〈ϕi, ϕk〉|2
)1/2
≤
√
Sµ ≤ 1
4
√
S
(.7)
Hence, using Lemma III.1 we can further estimate
the second probability by∑
j /∈Λ
P
(
|〈Aϕj , AΦΛx〉 − 〈ϕj ,ΦΛx〉| ≥ 1
4
√
S
)
(.8)
≤ 2(K − S) exp
(
− n
16S
1
C1 + C2/(4
√
S)
)
.
Combining the two estimates we can bound the
probability of OMP failing in the first step by
2·61S exp
(
− n c
225
)
+ 2(K − S) exp
(
− n
16S
1
C1 + C2/(4
√
S)
)
,
which can (with an easy but boring calculation) be
shown to be smaller than e−t, whenever
n ≥ CS(log(4K) + t) (.9)
for C < max{225/c, 16C1 + 4C2}.
Of course, we would like to analyse also the
further steps of OMP rather than only the first one.
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Indeed, we conjecture that Lemma .2 holds literally
for the full application of OMP (with possibly a
different constant C). However, starting with the
second step the coefficients x(r) of the current resid-
ual as well as the selected subsets become stochas-
tically dependent on the random matrix A, and in
this case Lemma III.1 does not apply any more in
(.8). These subtle stochastic dependencies can be
resolved when the columns of AΦ are stochastically
independent [14]. However, this happens only when
Φ is the identity matrix (or A Gaussian and Φ
orthonormal), and in the general case of redundant
dictionaries it seems rather difficult to analyse the
full OMP algorithm.
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