Introduction
Throughout this paper, all rings are associative with identity unless otherwise stated. Given a ring R , we use the symbol N (R) to denote the set of all nilpotent elements of R , U (R) its unit group. The prime radical, the Levitzki radical, the upper nil-radical, the Jacobson radical, and the Brown-McCoy radical of a ring R are denoted by P (R), L(R) , N * (R) , J(R) , and BM (R) , respectively. The symbol M n (R) denotes the ring of n × n matrices over a ring R , T n (R) denotes the ring of n × n upper triangular matrices over R , D n (R)
denotes the subring {A ∈ T n (R)| the diagonal entries of A are all equal } of T n (R), and V n (R) denotes the ring of all matrices (a ij ) in D n (R) such that a ij = a (i+1)(j+1) for i = 1, 2, · · · , n − 2 and j = 1, 2, · · · , n − 1.
In recent years, a growing number of articles have studied the class of rings that is associated with the set N (R) of all nilpotent elements of a ring R . In 1973, Shin [21] proved that the prime radical P (R) coincides with the set of all nilpotent elements of R if and only if every minimal prime ideal is completely prime. In 1993, the term 2-primal, which satisfies P (R) = N (R) , was created by Birkenmeier et al. [5] . At the same time, they also studied some fundamental properties of 2-primal rings and proved that the subring, direct sum of 2-primal rings and the polynomial ring R [x] , and the ring of all n × n upper triangular matrices T n (R) over a 2-primal ring R are also 2-primal. Since then, many papers have further researched 2-primal rings. For example, Marks [16] investigated conditions on ideals of a 2-primal ring R that will ensure that the skew polynomial ring R [x; α] and the differential polynomial R[x; δ] be 2-primal.
In 2001, Marks [17] the set of all nilpotent elements of R . Note that a ring R is NI if and only if N (R) forms an ideal. Obviously, every 2-primal ring is NI, but the converse is negative by Example 1.2 of [12] . Hwang et al. [12] studied the basic structure of NI rings and showed that R is NI if and only if every subring (possibly without identity) of R is NI if and only if every minimal strongly prime ideal is completely prime if and only if R/N * (R) is reduced.
They also proved that the direct sum and the direct limit of a direct system of NI rings are also NI. In addition, they investigated topological conditions for NI rings relating to the space SSpec(R) of strongly prime ideals of Conversely, since N (R) = N * (R) ⊆ J(R), we have J(R)/N * (R) = J(R/N * (R)) =0 and so J(R) = N * (R) = N (R). It is proved that R is an NJ ring. 2 Example 2.2 also proves that a 2-primal ring (hence weakly 2-primal) is not NJ. Meanwhile, we can also find an NJ ring that it is not 2-primal by Example 1.7 of [14] .
Proposition 2.4 If R is an NJ ring and satisfies a polynomial identity, then R is weakly 2-primal.
Proof Since R is an NJ ring, we have L(R) ⊆ J(R) = N (R) . As it is well known that if a ring R satisfies a polynomial identity, then every nil ideal of R is locally nilpotent. Hence, N (R) ⊆ L(R) , completed. 2
In the following, we supply several examples of NJ rings. We can see that NJ rings are abundant.
Example 2.5 (1) Recall that a ring R (without 1) is called nil if every element in R is nilpotent, i.e.

R = N (R) . Every nil ring is NJ. (2) Every division ring is an NJ ring. In fact, N (R) = J(R) = 0 . (3) Every Boolean ring is an NJ ring. Note that the Jacobson radical of a ring R contains no idempotent elements except for 0. Then the Jacobson radical of the Boolean ring R is 0. On the other hand, for every
a ∈ N (R) , there exists a positive integer n such that a n = 0 . Since R is a Boolean ring, we have a 2 = a and so N (R) = 0 .
(4) Recall that a ring R is a Jacobson ring if every prime ideal is an intersection of primitive ideals. Every commutative Jacobson ring is NJ. Let R ⊆ A be a commutative ring such that A is finitely generated as an R -algebra and R is a Jacobson ring. Then, by Corollary 5.4 of [15], A is also a Jacobson ring. In particular,
A is an NJ ring.
(5) Let R be a commutative affine algebra over a field K . By ([15] , p60 ) , the Jacobson radical of R is exactly the set of nilpotent elements in R . Thus, R is an NJ ring.
(6) Every semi-Abelian π -regular ring is NJ by Corollary 3.13 of [6] .
(7) Every locally finite Abelian ring is NJ by Proposition 2.5 of [11] .
Considering Example 2.5 (1, 2, 3), one may naturally ask whether the converse of Example 2.5 (1, 2, 3) also holds. The answer is negative, as can be seen by R = Z. In fact, J(R) = N (R) = 0 and so R is an NJ ring, but R is not a division ring. At the same time, R is also not a nil-ring and a Boolean ring.
As is well known, every division ring is local, and every division ring is NJ by Example 2.5 (2), so it is natural to ask whether local rings are related to NJ rings. However, there is no implication between the classes of local rings and NJ rings by the following. Proof By hypothesis, we have R\U (R) = N (R). The following is similar to the proof of ( [15] , Proposition
19.3). If a /
∈ N (R) = R\U (R) , then a ∈ U (R) and there exists r ∈ R such that ar = ra = 1 . Thus, ∈ U (R) and so a / ∈ J(R). It is implied that J(R) ⊆ R\U (R) = N (R). For the converse inclusion, if
Let k be the smallest positive integer such that a k = 0 . We claim that Ra ⊆ R\U (R) = N (R). Assume that there exists some ra ∈ Ra such that ra ∈ U (R). Then (ra)a k−1 = 0 implies a k−1 = 0 . This is a contradiction. Thus, Ra is a nil left ideal, and so a ∈ Ra ⊆ J(R). This implies
, and R is an NJ ring. 2
Recall that a ring R is called reduced if there are no nonzero nilpotent elements in R . Note that a division ring is a domain and a domain is reduced. However, there is no relationship between the classes of reduced rings (domains) and NJ rings by the following examples.
Example 2.8 Let F be a field and R
= ( F F 0 F ) . Then J(R) = ( 0 F 0 0 ) = N (R) and so R is an NJ ring. However, R is not reduced (hence, R is not a domain). In fact, take A = ( 0 1 0 0 ) ; then A 2 = 0 , but A ̸ = 0 .
Proposition 2.9 If R is a reduced ring and J(R) is nil, then R is an NJ ring.
Proof Since R is reduced, we have N (R) = 0 . On the other hand,
Hence, J(R) = N (R) = 0 and so R is an NJ ring. 2
Recall that a ring R is feckly reduced if R/J(R) is reduced. A ring R is feckly Armendariz if R/J(R)
is Armendariz. Obviously, every feckly reduced ring is feckly Armendariz. A ring R is directly finite if ab = 1 implies ba = 1 for a, b ∈ R . By Proposition 2.6 (2) of [14] , every feckly Armendariz ring is directly finite.
Proposition 2.10 Every NJ ring is feckly reduced. Hence, every NJ ring is directly finite. Conversely, if R is a feckly reduced and J(R) is nil, then R is NJ.
Proof Let R be an NJ ring. Ifr
since R is NJ. Hence,r = 0 and so R is a feckly reduced ring. Conversely, it is easy to see that
However, the converse of Proposition 2.10 is not correct by Example 2.2 (1). In fact, R/J(R) ∼ = Z is a reduced ring. Recall that a ring R is regular if for every a ∈ R there exists x ∈ R such that a = axa .
Note that J(R) = 0 if R is a regular ring. Moreover, we can see that reduced, regular, and NJ are mutually independent by the following examples and Example 2.2. Let R = Z . Then R is reduced and R is also NJ, but R is not regular. If R = M 2 (F ) and F is a field, we have that R is a regular ring since F is regular.
However, R is not reduced. At the same time, R is not NJ since J(R) = 0 ̸ = N (R) . This means that there exists a regular ring such that it is not NJ.
Proposition 2.11 (1) Every reduced regular ring is NJ.
(2) If R is a regular ring, then we have the following equivalent: 
we only need to show (4) Suppose a n = 0 . We will show that a n−k b ∈ N (R) for every 0 ⩽ k ⩽ n − 1 , by induction on k . Then the k = n − 1 case will complete the proof. When k = 0 , a n b = 0 ∈ N (R). Assume that a n−k b ∈ N (R) with 0 ⩽ k < n − 1 . Then there exists a positive integer m such that (a n−k b) m = 0 and so (a
Thus, we have a n−k−1 ba ∈ N (R) ∩ I = N (I) = J(I) since I is NJ, and so a
Therefore, a n−k−1 b is nilpotent and the induction goes through. Thus, x ∈ p(I). Let x ∈ p(I) . Then, for every maximal right ideal J of R containing I , we have x ∈ J and sox ∈ J/I . That is,x ∈ J(R/I) = N (R/I) . There exists n ∈ N such that x n ∈ I .
(ii) ⇒ (i) For anyr ∈ N (R/I), there exists n ∈ N such that r n ∈ I and so r ∈ p(I). By the above proof, we can obtainr ∈ J(R/I) . Conversely, ifā ∈ J(R/I) , then a ∈ p(I) . Thus, we have a n ∈ I for some n . Therefore,ā ∈ N (R/I) . 2
Considering Proposition 2.12 (2)(3), if R/I is an NJ ring and I is also NJ as a ring without 1, then R is also NJ. However, the following example gives a negative answer. 
Example 2.13 Let F be a field and R
= M 2 (F ) . Then J(R) = M 2 (J(F )) = 0 , but N (R) ̸ = 0 . Thus, R is not NJ. Take I = ( F 0 0 FProof Notice that J(eRe) = J(R) ∩ eRe = N (R) ∩ eRe = N (eRe). 2
Corollary 2.15 If there exists a ring
Proof Since E 11 M n (R)E 11 = RE 11 ∼ = R , we have that R is NJ by Proposition 2.14. 2
The index of nilpotency of a nilpotent element a in a ring R is the least positive integer n such that a n = 0 . The index of nilpotency of a subset X of R is the supremum of the indices of nilpotency of all nilpotent elements in X . If such a supremum is finite, then X is said to be of bounded index of nilpotency. 
Proof
(1) Assume that R γ is an NJ ring for each γ ∈ Γ . It comes from J(
Hence, R is an NJ ring. For the converse, the proof is similar to the proof of (1). 2
Corollary 2.17 For a central idempotent element e ∈ R , eR and (1 − e)R are NJ if and only if R is NJ.
Proof If R is an NJ ring, then eR and (1−e)R are NJ since e is central. Conversely, since R = eR ⊕ (1−e)R , it comes from Proposition 2.16 (1) . 2
Proposition 2.18 Let R be a ring. Then the following are equivalent:
(1) R is an NJ ring;
Proof We apply the method in the proof of Proposition 2.5 in [14] to prove this proposition.
(
On the other hand, we can obtain
The proof is completed by Proposition 2.12 (3) and Proposition 2.16 (1).
(1) ⇔ (3) It is similar to the above proof.
Considering Corollary 2.15 and Proposition 2.18, it is natural to ask whether M n (R) is also NJ when R is an NJ ring for all n ≥ 2 . However, the answer is negative by the following.
Example 2.19 Let
R = Z 2 and S = M 2 (Z 2 ). Clearly, R is an NJ ring from J(R) = N (R) = 0 . On the other hand, J(S) = M 2 (J(Z 2 )) = 0 , but ( 0 1 0 0 ) ∈ N (S) ̸ = 0 = J
(S) . Therefore, S is not an NJ ring.
Recall that for a ring R and an (R, R) -bimodule M , the trivial extension of R by M is the ring
with the usual addition and the following multiplication:
. This is isomorphic to the ring of all matrices
where r ∈ R , m ∈ M and the usual matrix operations are used.
Corollary 2.20 (1) Let
R = ( S M 0 T )
, where S and T are rings and M is an (S, T )-bimodule. Then S and T are both NJ if and only if R is NJ. (2) Let R be a ring and M an (R, R) -bimodule. Then the trivial extension T (R, M ) is an NJ ring if and only if R is an NJ ring.
Extensions of NJ rings
In this section, we focus on some extensions of NJ rings, such as the Dorroh extension, the ideal-extension, the Nagata extension, the Jordan extension, and so on.
Let R 0 be an algebra with identity over a commutative ring S . Due to [8] , the Dorroh extension of R 0
by S is the Abelian group S ⊕ R 0 with multiplication given by ( (
1) If an ideal-extension S = I(R; V ) is an NJ ring, then R and V are both NJ; (2) If R is a reduced NJ ring and V is NJ, then the ideal-extension S = I(R; V ) is NJ.
Proof
(1) By hypothesis, we can obtain
and so there exists a positive integer n such that (0, v) n = (0, 0). Thus, we have
. Then there exists a positive integer n such that (a, 0) n = (0, 0). Thus, we have a
, then there exists a positive integer n such that (a, v) n = (0, 0). Thus, we have a n = 0 and so s = 0 by the multiplication and reduced property. This implies that (a, v) = (0, v) ∈ J(S). Therefore, the
Due to Nagata [19] , let R be a commutative ring, M be a left R -module, and σ be an endomorphism of R . Given R ⊕ M a (possibly noncommutative) ring structure with multiplication (r 1 , m 1 )(r 2 , m 2 ) = (r 1 r 2 , σ(r 1 )m 2 + r 2 m 1 ) , where r i ∈ R and m i ∈ M , we call this extension the Nagata extension of R by M and σ .
Proposition 3.3 Let R be a commutative ring and σ an endomorphism of R . Then R is an NJ ring if and only if the Nagata extension S of R by R and σ is also NJ.
Proof In order to prove this proposition, we only need to show that
, then there exists a positive integer n such that (a, b) n = (0, 0) and so a n = 0 . This implies
By the multiplication, this implies that 1 − as is invertible in R . That is, we have
Let α be an injective homomorphism of a ring R and A an extension ring of R . If α can be extended to an isomorphism of A and A = ∞ ∪ n=0 α −n (R) , then we call this extension ring A the Jordan extension of R .
Proposition 3.4 Let α be an isomorphism of R . If R is an NJ ring, then the Jordan extension A of R is also NJ.
Proof If a ∈ N (A) , then there exists a positive integer n such that a n = 0 and there is an integer m ≥ 0
For any r ∈ A, there exists an integer 
, then we always find a positive integer m such that d
. By the hypothesis, we can obtain
. Thus, we can obtain that D is an NJ ring and
Moreover, we can get N (C) = J(C) and so c is also an NJ ring. Proof Note that since A is a direct limit of {A α |α ∈ I} , we have
Imη α . Then there exists a positive integer n such that a n = 0 and there is a α ∈ A α such that η α (a α ) = a .
Hence, we can obtain 0 = a n = (η α (a α )) n = η α (a n α ). Since η α is a monomorphism, we have a n α = 0 and so
This implies that ar is quasiregular in A and so a ∈ J(A). It is proved that
For the converse inclusion, suppose a ∈ J(A). Then there exists
Then, by the condition, there is k ∈ I such that α ⩽ k and β ⩽ k and we can obtain
Because I is a strictly ordered set, we have the following two cases:
According to the above cases, we always have a α ∈ J(A α ) = N (A α ). Then there exists a positive integer n such that a n α = 0 . It is further implied that a n = (η α (a α )) n = η α (a Recall that a ring R is Armendariz if f (x)g(x) = 0 for any
, then a i b j = 0 for any i, j . Since there is an Armendariz ring such that it is not feckly Armendariz by Example 1.2 of [14] , it is also not NJ. Conversely, we can also find an NJ ring such that it is not Armendariz by Example 1.7 of [14] . Therefore, there is no relationship between Armendariz rings and NJ rings.
Lemma 3.7 ([1], Theorem 1) J(R[x]) = N [x] for a ring R , where N = J(R[x]) ∩ R is a nil ideal containing the locally nilpotent radical L(R) of R .
Proposition 3.8 (1) If R is a weakly 2-primal ring, then R[x] is NJ. (2) Let R be an Armendariz ring. If R is an NJ ring, then R[x] is also NJ. (3) Let J(R) be a nil ideal. If R[x] is an NJ ring, then R is also NJ.
Proof ( 
(2) Note that if R is an Armendariz ring, then we have
by Theorem 1.3 of [14] and
by Lemma 2.6 and Lemma 5.1 of [3] . Moreover, we can imply
is an NI ring. Thus, it implies that R is NJ by Proposition 2.4 (2) of [12] . Therefore, R is NJ by Proposition 2.3. 2
Let α be an endomorphism of R . We denote by R[x; α] the skew polynomial ring whose elements are the polynomials over R , the addition is defined as usual, and the multiplication is subject to the reaction xr = α(r)x for any r ∈ R . According to Annin [2] , a ring R is said to be α -compatible if for each a, b ∈ R , ab = 0 ⇔ aα(b) = 0 . The work in [18] called a ring R nil-semicommutative if for any a, b ∈ nil(R), ab = 0 implies aRb = 0 . In [4] , an automorphism α of R is said to be of locally finite order if for every r ∈ R there exists integer n(r) ⩾ 1 such that α n(r) (r) = r .
Lemma 3.9 (1)( [4], Theorem 3.1 ) Let R be a ring and α an automorphism of R . Then J(R[x; α]) = I ∩ J(R) + I 0 [x; α] , where I = {r ∈ R|rx ∈ J(R[x; α])} and I
0 [x; α] = { n ∑ i⩾1 r i x i |r i ∈ I, n ∈ N} .
(2)( [4], Corollary 3.3 ) If α is an automorphism of R of locally finite order and J(R) is locally nilpotent, then J(R[x; α]) = J(R)[x; α] .
Theorem 3.10 (1) Let R be a ring and α an automorphism of R . If R is a weakly 2-primal α -compatible ring, then R[x; α] is NJ. (2) Let α be an automorphism of R of locally finite order and J(R) locally nilpotent. Then we have the following: (i) If R is a nil-semicommutative α -compatible NJ ring, then R[x; α] is NJ; (ii) If R[x; α] is NJ, then R is also NJ.
Proof (1) Suppose that R is a weakly 2-primal α -compatible ring. By Theorem 3.1 and Corollary 2.1 of [24], R[x; α] is a weakly 2-primal ring and N (R[x; α]) = N (R)[x; α] . Then we have N (R[x; α]) = L(R[x; α]) ⊆ J(R[x; α]). According to Lemma 3.9 (1), J(R[x; α]) = I ∩ J(R)
r i x i |r i ∈ I, n ∈ N} , and in the following, we prove that
Further, we can imply a i ∈ I for all i ⩾ 0. For every i ⩾ 0, we have a i x ∈ J(R[x; α]). There exists
We can obtain the following equations: 
Let δ be a derivation of R ; that is, δ is an additive map such that
We denote by R[x; δ] the differential polynomial ring whose elements are the polynomials over R , the addition is defined as usual, and the multiplication is subject to the reaction xr = rx + δ(r) for any r ∈ R . According to Annin [2] , R is called δ -compatible if for each a, b ∈ R , ab = 0 ⇒ aδ(b) = 0 . A ring is called locally finite if every finite subset in it generates a finite semigroup multiplicatively. In [20] , a ring R is δ -Armendariz if for
Lemma 3.11 ([9], Theorem 3.2) Let R be a ring and δ a derivation of R . Then J(R[x; δ]) = (J(R[x; δ]) ∩ R)[x; δ] .
Theorem 3.12 Let R be a ring and δ a derivation of R . Then we have the following: (1) If R is a weakly 2-primal δ -compatible ring, then R[x; δ] is NJ; (2) If R is a locally finite δ -Armendariz ring, then R[x; δ] is NJ; (3) If R is a δ -Armendariz NJ ring, then R[x; δ] is NJ.
Proof (1) Since R is a weakly 2-primal δ -compatible ring, by Theorem 3.1 and Corollary 2.1 of [24] , R[x; δ] is a weakly 2-primal ring and
− aδ(a n−1 ) = 0 , a n − aa n−1 −aδ(a n ) = 0 , and aa n = 0 . Since aa n = 0 and R is δ -compatible, we get aδ(a n ) = 0 and so a n = aa n−1 . Hence, a 2 a n−1 = aa n = 0 and a 2 δ(a n−1 ) = 0 .
Thus, aa n−1 = a 2 a n−2 and so a 3 a n−2 = a 2 a n−1 = 0 . Continuing this progress, we can obtain a n a 1 = 0 .
Moreover, since a 1 − aa 0 − aδ(a 1 ) = 0 , we have a n−1 a 1 = a n a 0 and a n+1 a 0 = a n a 1 = 0 , so a n+1 δ(a 0 ) = 0 .
Hence, a n a 0 = a n and a n+1 = a n+1 a 0 = 0 . Therefore, a ∈ N (R) and J(R[x; δ]) ∩ R is nil. Moreover, we have 
N (R[x; δ]).
On the other hand, according to Proposition 2.9 of [20] ,
Topological conditions for NJ rings
In [12] , a ring R is called weakly pm if every strongly prime ideal is contained in a unique maximal ideal in it.
They also showed that if R is an NI ring, then R is weakly pm if and only if SSpec(R) is a normal space if and only if M ax(R) is a retract of SSpec(R) , where SSpec(R) is the space of all strongly prime ideals of R and M ax(R) is the subspace of all maximal ideals of R . In this section, we will apply the topological methods of Sun [22] and Hwang et al. [12] to analyze these conditions for NJ rings relating to the space of J-prime ideals in place of SSpec(R) .
In [10] , an ideal I of R is called J-prime if I is a prime ideal and I is an intersection of primitive ideals (equivalently, J(R/I) = 0 ). Clearly, every maximal ideal is primitive and every primitive ideal is J-prime. We write J -Spec(R) for the space of all J-prime ideals of R and denote the lattice of all ideals of R by Idl(R). Let
It is well known that the following hold.
Lemma 4.1 Let R be a ring and
A be a subset of R .
) (J -Spec(R), {D(I)|I ◁ R}) is a topological space with a base {D(a)|a ∈ R}; (5) S(I)S(J) ⊆ S(IJ) = S(I) ∩ S(J) for ideals
I , J of R .
Lemma 4.2 (1) If R is an NJ ring, then D(I) ∩ D(J) = ∅ if and only if IJ ⊆ J(R) for ideals I , J in R ; (2) If F is a closed set and D(K) is a open set in
J -Spec(R) satisfying (F ∩ M ax(R)) ⊆ D(K) , then F ⊆ D(K) . Proof (1) Let D(I) ∩ D(J) = ∅ . By Lemma 4.1 (3), we have D(IJ) = ∅. That is, for any P ∈ J - Spec(R) , IJ ⊆ P . Thus, IJ ⊆ ∩{P |P ∈ J -Spec(R)} .
Since every primitive ideal is J-prime, we can get IJ ⊆ ∩{P |P ∈ J -Spec(R)} ⊆ ∩{I|I is a primitive ideal of R} = J(R). Let IJ ⊆ J(R)
. Since every J-prime ideal is strongly prime and R is NJ, we have N
Lemma 4.3 (1) J -Spec(R) is a compact space; (2) If J -Spec(R) is a normal space, then M ax(R) is a Hausdorff space; (3) Let R be an NJ ring and J(R) = BM (R). If M ax(R) is a Hausdorff space, then J -Spec(R) is a normal space, where BM (R) is the Brown-McCoy radical of R .
, then there exists a ∈ A such that P ∈ D(a) and so a / ∈ P .
Then, for each a ∈ A , we have a ∈ P , a contradiction.
.
is a maximal ideal, we can obtain M 1 = P and so P ∈ {M 1 }.
(3) Let F 1 and F 2 be closed sets in J -Spec(R) and 
Proposition 4.4 If R is a strongly harmonic ring, then J -Spec(R) is a normal space.
Proof Let F 1 and F 2 be closed sets in J -Spec(R) with
It is well known that every closed subset in a compact space is a compact subset. That is, F 1 ∩ M ax(R) and F 2 ∩ M ax(R) are both compact subsets in M ax(R) . According to Theorem 3.2 of [13] , we can find ideals I M and
Repeating the above procedure and by the compactness of F 1 ∩ M ax(R), we can find a finite number of ideals
In Sun's work in [22] , Idl(R) is normal if for each pair I 1 , I 2 ∈ Idl(R) with I 1 + I 2 = R , there are ideals
Proposition 4.5 Let R be an NJ ring. Then we have the following: (1) J -Spec(R) is a normal space if and only if for each pair
I 1 , I 2 ∈ Idl(R) with I 1 + I 2 = R , there are ideals J 1 , J 2 such that I 1 + J 1 = R = I 2 + J 2 and S(J 1 )S(J 2 ) ⊆ J(R);(2
) Idl(R) is normal, and then J -Spec(R) is a normal space.
Proof (1) For the sufficiency, let F 1 and F 2 be closed sets in J -Spec(R) with
we have D(I 1 ) ∪ D(I 2 ) = J -Spec(R) and so I 1 + I 2 = R . By the hypothesis, there are ideals J 1 , J 2 such
For the necessity, assume that
On the other hand, if R is NJ, we have
by Lemma 4.1 (5).
(2) Let Idl(R) be normal. Then for each pair I 1 , I 2 ∈ Idl(R) with I 1 + I 2 = R , there are ideals J 1 , Proof Let A, B be ideals of R with AB ⊆ P . Since P ∩ X = ∅, we have AB ∩ X = ∅. Assume that there exist x ∈ A ∩ X and y ∈ B ∩ X . Then we can get xy ∈ AB ∩ X , a contradiction. Therefore, P is a prime ideal.
Since R is NJ and P ⊆ J(R), we have J(R/P ) = N (R/P ) = N * (R/P ) by Proposition 2.12 (2). According to Lemma 2.2 of [12] , we can obtain J(R/P ) = 0 . Thus, P is J-prime. 2
Proposition 4.8 If R is a NJ J-pm ring, then M ax(R) is a Hausdorff space.
Proof We apply the proof of ( [12] , Lemma 3.4) and ( [22] , Lemma 2.1)
Consider the multiplicative subset
/
∈ S , then there would be a J-prime ideal P ⊆ J(R) such that P ∩ S = ∅ by Lemma 4.7. It implies P ⊆ M 1 and P ⊆ M 2 , which is a contradiction because R is J-pm. Therefore, 0 ∈ S and there are
and so x 1 rx 2 =0. Thus, x 1 Rx 2 ⊆ J(R) . In an NJ ring, J(R) = ∩{P |P ∈ J -Spec(R)}. That is, for any
and so x 1 / ∈ P , x 2 / ∈ P . It implies x 1 Rx 2 ⊈ P because P is a prime ideal, a contraction. This proves that
On the other hand, since In the proof of Theorem 1.6 of [22] , we know that F P has the following properties:
(ii) if I ∈ F P , and I ⊆ J , then J ∈ F P . Meanwhile, for each I ◁ R , we define
On the other hand, if P ∈ F P , then we have P + P = R and so P = R , a contradiction. Hence, P / ∈ F P and P ⊆ M P . Assume that M P is not a maximal ideal. There exists M ∈ M ax(R) with M ̸ = R such that M P ⫋ M and so M ⊈ M P .
Then M ∈ F P and so M + P = R , which implies M = M + M P ⊇ M + P = R , a contradiction. Therefore, M P is a maximal ideal. Now we define a map µ : J -Spec(R) → M ax(R) with µ(P ) = M P for each P ∈ JSpec(R) . Obviously, when P ∈ M ax(R), P ⊆ M P ; on the other hand, for any I ◁ R with I / ∈ F P , then I + P ̸ = R . Since P ⊆ I + P and so I ⊆ P , therefore, M P ⊆ P . That is, if P ∈ M ax(R) , then P = M P . Moreover, µ is extended from 1 Hence, we get I + P ′ = R by I + J 1 = R . Thus, I ∈ F P ′ and I ⊈ µ(P ′ ) = M P ′ . Therefore, we can obtain For each P ∈ J -Spec(R)\D(I) , then we have I ⊆ P . Considering the multiplicative monoid X = {s 1 t 1 s 2 t 2 · · · s n t n |s i / ∈ B, t i / ∈ P, i − 1, 2, · · · , n, n ∈ N} in Theorem 3.7 of [12] . Similarly, we also can prove that 0 / ∈ X . Then there exists a J-prime ideal Q ⊆ J(R) such that Q ∩ X = ∅ by Lemma 4.7. Hence, we can obtain Q ⊆ P ∩ B and so µ(P ) ∈ F .
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