2 nd ESTRO Forum 2013 S217 Conclusions: The QA process resulted in protocol compliant plans, generally improving based on the investigated criteria. The lack of differences in target coverage between sIMRT and rIMRT plans may partly be a result of the QA process ensuring comparability across the trial, however the more homogeneous dose distributions resulting from the rIMRT requires further investigation.
Mean values
Conclusions: A method for pretreatment verification based on fluence measurements with the on-board imaging detector was analyzed. The percentage of points within a 5% of the mean fluence time seems to be the more appropriate index for pretreatment verification. Nevertheless, treatments that passed the verification with conventional methods failed the proposed index. Therefore,further analysis on this matter should be developed. Some adaptations were done in order to take into account the differences in capabilities and geometry between the MLCs and accelerators, as well as to use EPID instead of films. On Varian Linacs, the EPID acquisition was done using fields of the DICOM RT Plans provided by the manufacturer. On Elekta Linacs it was done using the iComCAT software. The analysis of acquired EPID images was performed automatically using ARTISCAN (software solution developed by AQUILAB SAS, France). Results: All the key elements were correctly automatically detected in EPID images of all devices, regardless of the problems impacting image quality (Noise, Flexmap…). Test 1 was analyzed on 3 criterions for each slit of the PF: position of slit center, FWHM of the slit and dose delivered in the slit. In all the cases, every slit was correctly detected. The evaluation of the slit center position was sensitive enough to detect offset as small as 0.5mm. The delivered dose was also a good indicator of leaf position errors. However, FWHM is not a good indicator as it did not correlate with induced width changes of the PF. Test 2 showed good homogeneity of the delivered dose regardless of the gantry speed or the dose rate on all devices. However, for closeto-maximum gantry speed, slight dose rate fluctuations can occur. To model the dynamic jaw motion of the virtual wedge, the PPS method has been implemented in Penmain. This implementation required an adequate modelling of the jaws to allow their motion without a complete re-initialization of the geometry for each particle.
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We have thus written a new subroutine which needs as inputs: the index of the moving jaw surface, the first and last positions of the moving jaw, the wedge angle α, and the value of (C x μ) with μ the effective linear attenuation coefficient in water for the particular photon spectrum, and C a tuning coefficient for μ.
II.2 Measurements
All the measurements have been performed on a Siemens Artiste linac with a 20 cm x 20 cm field size and for a 6 MV photon beam. A first set of measurements has been performed in a water tank positioned at 100 cm skin source distance. Wedged beam profiles have been measured with a linear detector array at three different depths: 1.5 cm, 5 cm, and 10 cm. Then a portal image of a 40° wedged beam has been acquired at 145 cm detector source distance without any phantom in the beam.
Results:
We have first performed MC simulations for the 45° wedged beam in a water tank and we have reported the dose distribution in a 4 x 3 x 2.5 mm 3 scoring grid. The profiles have been extracted and compared with the experimental ones. We have then simulated the acquisition of the portal image of a 45° wedged beam with the EPID's physical resolution (0.39 mm). The results are reported in figure 1.
Conclusions:
In this work the PPS method was used to incorporate the collimator motion into Penelope. A 6 MV photon beam of a Siemens Artiste linac equipped with a 160 MLC and an OptiVue TM 1000 EPID (Siemens Medical Solutions) was simulated with a virtual wedge. Measurements and simulations have been performed in a water tank and in the portal device. The simulated dose profiles reproduce the experimental data with a fairly good accuracy. . Lateral profiles were acquired at 8 positions in air, for each energy, using IBA's Lynx scintillator/CCD camera system. The depth dose curves and profiles were modelled by both systems using their respective automated fitting tools. After resampling the measured and fitted datasets to a consistent high resolution, the fitting quality was assessed using gamma analysis with a 2%/2mm criteria for depth dose curves and a 2%/0.1mm criteria for lateral profiles. The tighter distance-to-agreement criterion was required for profiles to ensure the analysis did not reach a false local minimum. Results: Both models were within clinical tolerances, however their algorithms differ and so there were slight differences in the fitting. For energies E>180MeV in Eclipse the entrance dose in the depth dose curves was underestimated (by up to 2.5%), while Pinnacle consistently overestimates the distal Bragg peak depth with a mean distal R50 error of 0.3mm. The mean gamma index for the profiles,
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