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Theoretical modelling of ionization potential depression and the related ionization equilibrium
in dense plasmas, in particular in warm/hot dense matter, represents a significant challenge due
to ionic coupling and electronic degeneracy effects. We present a quantum statistical model based
on dynamical structure factors for the ionization potential depression, where quantum exchange
and dynamical correlation effects in plasma environments are consistently and systematically taken
into account in terms of the concept of self-energy. Under the condition of local thermodynamic
equilibrium, the charge state distribution (or ionic fraction) characterized by the ionization balance is
obtained by solving the coupled Saha equations. Calculations for the ionization potential depression
of different chemical elements are performed with the electronic and ionic structure factors. The
ionic structure factors are determined by solving the Ornstein-Zernike equation in combination with
the hypernetted-chain equation. As a further application of our approach, we present results for the
charge state distribution of aluminium plasmas at several temperatures and densities.
I. INTRODUCTION
Within the plasma community, one of the well-known
many-body effects is ionization potential depression
(IPD) or continuum lowering. The IPD significantly al-
ters the ionization balance and the corresponding charge
state distribution, which has a strong influence on trans-
port, optical, and thermodynamic properties of the sys-
tem. This is of essential importance not only for plasma
physics but also for astrophysics, planetary science, and
solid state physics. However, an accurate description
of IPD in an interactive many-body environment is ex-
tremely complicated, because strong correlations and
quantum degeneracy have to be taken into account con-
sistently. Different semi-empirical models have been pro-
posed for the IPD. In particular, the Ecker-Kro¨ll (EK) [1]
and the Stewart-Pyatt (SP) model [2] have been widely
applied in plasma physics for simulations of physical
properties and the analysis of experimental observations.
With newly developed experimental facilities, it has
become possible to explore warm/hot dense matter and
materials in the high-energy density regime, whereby the
physical systems are found to be strongly coupled and
nearly degenerate. The experimental outcomes can be
used to benchmark physical assumptions and theoretical
models commonly applied within plasma physics. Over
the last few years, new experiments related to the IPD
have been performed with high-intense laser beams in
LCLS at SLAC National Accelerator Laboratory [3, 4],
at ORION in the UK [5], and in NIF at Lawrence Liv-
ermore National Laboratory [6, 7]. These precise experi-
ments have revealed the lack of a consistent picture about
IPD, since no self-consistent explanation for these exper-
iments can be drawn from any of the commonly accepted
IPD models. Therefore, a more fundamental understand-
ing of the phenomenon IPD in warm/hot dense regime
∗ cllin@gscaep.ac.cn; chengliang1064@gmail.com
is required. Recently, attempts for a better understand-
ing of the new experimental data have been made us-
ing different numerical approaches and simulation meth-
ods. Two-step Hartree-Fock calculations [8], simulations
based on the finite-temperature density functional the-
ory [9, 10], classical molecular dynamics simulations [11],
and Monte-Carlo simulations [12] have been worked out.
Although these state-of-the-art modelling methods are
very successful to explain properties of warm dense mat-
ter, they are restricted due to the large computational
cost. Besides these simulations methods, other analytic
improvements have also been proposed, such as fluctua-
tion model [13] and atomic-solid-plasma model [14].
In view of the demands from the theoretical as well
as experimental aspect, we have, starting from a quan-
tum statistical theory, derived an analytic self-consistent
approach to IPD, which is demonstrated to be valid in
a wide range of temperatures and densities [15]. The
influence of the surrounding plasma on an embedded
ion/atom is described by the self energy (SE) which con-
tains the dielectric function [16, 17]. The dielectric func-
tion can be expressed in terms of the dynamic structure
factor (SF) according to the fluctuation-dissipation the-
orem. Since the dynamic SF comprises the time and
space correlations of particles in the plasma, a micro-
scopic understanding of the IPD in this quantum statis-
tical approach is obvious. The developed quantum sta-
tistical model for IPD is based on the assumption of a
two-component plasma model with ionic and electronic
subsystem. In a realistic physical problem, the investi-
gated system usually consists of different ion species [18],
for example, H-C mixture in laboratory physics [7, 19].
Because of the large mass and charge asymmetry, the
light element moves more liberally between the highly
charged, strongly correlated heavy components, which
generally causes an additional dynamical screening effect
for the calculation of IPD.
In this work we give a detailed description of our
quantum statistical approach for IPD, which is based
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2on the model developed in the previous work [15] and
is extended to describe a multicomponent plasma. The
present work is organized as follows: in Sec. II, we outline
the basis of single-particle SE in the GW approximation,
where G denotes the dressed Green’s function and W
indicates the dynamically screened interaction potential.
In terms of the SE, definition of IPD within the quan-
tum statistical theory is introduced in Sec. II C. In the
subsequent Sec. III, we demonstrate that the IPD is con-
nected to charge-charge dynamical SF, which describes
dynamical correlation effects in plasmas. Quantum ex-
change (statistical) correlations including the Fock con-
tribution and the Pauli blocking effect are also taken into
account in this section. Using the effective ionization
potential defined within the developed IPD model, the
derivation of the coupled Saha equations in the chemical
picture is discussed in Sec. IV. In the high-temperature
ideal plasma limit, the Debye-Hu¨ckel model is exactly re-
producible from our approach, as shown in Sec. V A. As
applications of our method, the IPD for different chemi-
cal elements are investigated in Sec. V B, where compar-
isons with experimental observations [4] are performed.
Then we apply the developed IPD model to calculate
the charge state distribution of Al plasmas correspond-
ing to the thermodynamical conditions in experiments of
Hoarty et al. [5] in Sec. V C. Finally, conclusions are
drawn in Sec. VI.
II. SELF ENERGY AND IONIZATION
POTENTIAL DEPRESSION
A. Plasma parameters
We consider a multicomponent mixture consisting of
Ne free electrons with charge − e and mass me as well
as Nγ ions of different species γ with charge zγ e and
mass mγ in a volume V . e is the elementary charge.
The partial particle number density for ion species γ is
nγ = Nγ/V and the total particle number density for
all ions is nheavy =
∑
γ nγ . The corresponding num-
ber concentration is then given by xγ = nγ/nheavy.
According to the charge neutrality, the electron den-
sity is ne =
∑
γ zγ nγ = z¯ nheavy with the mean ion-
ization degree of ions z¯ =
∑
γ zγ xγ . Additionally, we
introduce the effective charge number of plasma ions
zp =
∑
γ z
2
γ xγ/
(∑
γ zγ xγ
)
= 〈 z2 〉/z¯, which effectively
describes the plasma as a whole and therefore regards the
ionic perturbers in plasma as a single ionic species.
In a many-body environment the motion of particles
is correlated with the motion of their nearby particles.
The coupling strength of such correlation is represented
by the dimensionless plasma parameter
Γcd =
zczd e
2
4piε0 acd kBTcd
, (1)
which is taken as the ratio of the average unscreened
interaction potential between type c and type d to the
thermodynamic kinetic energy characterized by the tem-
perature Tcd. In general, ions and electrons in multicom-
ponent charged particle systems can have different tem-
peratures with Tee and Tii, respectively. The electron-ion
interaction temperature Tei has been constructed with
different ansatzes, see Refs. [20, 21]. The averaged inter-
particle distance reads
acd =
[
4pi (nc + nd) /2
3
]−1/3
. (2)
Additionally, the quantum degeneracy for the electron
subsystem is defined via the ratio of the thermody-
namic kinetic energy kBTe and the Fermi energy EF =
~2
(
3pi2ne
)2/3
/ (2me) as follows
θee =
kBTee
EF
. (3)
B. Single-particle self energy in GW approximation
We calculate the single-particle SE (SPSE) in the GW-
approximation. In the Lehman representation [16], the
Green’s function for species c in the energy-momentum
space, i.e. Gc(p, zµ), can be expressed in terms of the
spectral function Ac(p, ω)
Gc(p, zν) =
∫ ∞
−∞
dω
2pi
Ac(p, ω)
zν − ω , (4)
where zν = piν/ (~β) is the Matsubara frequencies with
ν = ±1,±3, · · · for fermions and ν = 0,±2,±4, · · ·
for bosons. Similarly, the screened interaction potential
W (k, ω) can be written in the spectral representation via
the inverse dielectric function
Wab(k, ω) = Vab(k)
[
1 +
∫ ∞
−∞
dω1
pi
Im ε−1(k, ω1)
ω − ω1
]
(5)
with the Coulomb interaction Vab(k) = zazbe
2/
(
ε0 k
2
)
.
The inverse dielectric function describes the response of
a many-body system to an external perturbation. Then
the SPSE in GW approximation
Σc(p, zν) = − 1
β
∑
k,ωµ
Gc(p− k, zν − ωµ)Wcc(k, ωµ) (6)
can be decomposed into a Hartree-Fock (HF) contribu-
tion due to quantum exchange effects and a correlation
one because of dynamical interactions
Σc(p, zν) = Σ
HF
c (p, zν) + Σ
corr
c (p, zν), (7)
where the HF SE is given by
Σ HFc (p) = −
1
β
∑
k,ωµ
Vcc(k)
∫ ∞
−∞
dω
2pi
Ac(p− k, ω)
zν − ωµ − ω , (8)
3and the correlation part of the SPSE reads
Σ corrc (p, zν) = −
1
β
∑
k,ωµ
Vcc(k)
∫ ∞
−∞
dω
2pi
Ac(p− k, ω)
zν − ωµ − ω
×
∫ ∞
−∞
dω1
pi
Im ε−1(k, ω1)
ωµ − ω1 . (9)
In the following, the sum over momentum k, i.e.
∑
k,
is replaced by the integral
∫
d3k/(2pi)3. Performing the
summation over the Matsubara frequencies ωµ yields
Σ corrc (p, zν)=
∫
d3k
(2pi)3
Vcc(k)
∫ ∞
−∞
dω1
2pi
Ac(p−k, ω1)M(k, zν , ω1)
(10)
Σ HFc (p)=
∫
d3k
(2pi)3
Vcc(k)
∫ ∞
−∞
dω
2pi
Ac(p− k, ω)
{
1−nc(ω)
}
,
(11)
where the distribution function nc(ω) reads
nc(ω) =
1
exp[β (~ω − µc)]± 1 (12)
with the upper sign + for fermions denoted as nF(ω), and
the lower sign − for bosons with nB(ω). µc is the chem-
ical potential of species c. The dynamical effects within
mediums are described by the function M(k, zν , ω1) that
is given by
M(k, zν , ω1) =
∫ ∞
−∞
dω2
pi
Im ε−1(k, ω2) (13)
× nB(ω2) + 1− nF(ω1)
zν − ω1 − ω2 .
The HF SE, Eq. (11), has no dependence on the fre-
quency zν and is a real quantity. The first contribution
of the HF SE is denoted as Hartree term which van-
ishes for a homogeneous system because of charge neu-
trality [16]. The second contribution is the so-called Fock
term, which arises from exchange correlation of identical
particles and has no classical counterpart. We only cal-
culate the Fock term in this work, but still refer this
contribution as Hartree-Fock
Σ HFc (p)=−
∑
k
Vcc(k)
∫ ∞
−∞
dω
2pi
nc(ω)Ac(p− k, ω). (14)
The correlation contribution, i.e. Eq. (10), can be split
into a real and an imaginary part by means of the analytic
continuation (i.e. Wick rotation) zν → z = ω + iδ with
δ → 0+ [16, 17, 22]. After the analytic continuation the
function M(q, ω, ω1) can be rewritten as
M(q, ω, ω1) (15)
=P
∫ ∞
−∞
dω2
pi
Im ε−1(q, ω2) · nB(ω2) + 1− nF(ω1)
ω − ω1 − ω2
− i Im ε−1(q, ω − ω1) · {nB(ω − ω1) + 1− nF(ω1)}
with the use of Dirac’s identity 1x± i 0+ = P( 1x )∓ ipiδ(x)
(P denotes the principal value). Generally, we have
nF(ω1) << 1 for the non-degenerate ions, in particular,
for the ion involved in the ionization process. Obviously,
the correlation contribution of the SPSE, i.e. Eq. (10),
can be decomposed into a real part (related to the shift
of eigenstates) and an imaginary part (connected to the
broadening of eigenstates).
C. Definition of ionization potential depression
within the quantum statistical theory
Generally, the IPD in a medium is defined as the
change of the ionization potential with respect to the
isolated case. It can be extracted from the effective bind-
ing energy, which is obtained by solving the Schro¨dinger
equation with an effective interaction potential. The IPD
acquired from the solution of the standard Schro¨dinger
equation (i.e. eigenenergies for both scattering and bound
eigenstates) is a real quantity. However, the quantum
eigenstates of the investigated system in a many-body
environment are visibly broadened due to the fast oscil-
lating part of the microfield generated by the surrounding
charged particles. In order to account for both the shift
and the broadening of quantum eigenstates, the Bethe-
Salpeter equation (or the in-medium Schro¨dinger equa-
tion) has to be solved [16]. Therefore, the commonly de-
fined IPD can be extended to a complex quantity, which
includes the standard IPD and an additional contribution
due to broadening effects.
Alternatively, the problem of generalized IPD (GIPD)
can also be tackled within the Green’s function technique
for the quantum statistical theory [15]. In the frame-
work of quantum statistical theory, the modifications of
the atomic/ionic properties are described by the SE. In
the chemical picture, the investigated system undergoing
ionization is treated as different ionic species before (ion
α) and after the ionization (ion α + 1 plus an ionized
electron). Apparently, the SE of the investigated system
before and after the ionization is significantly changed,
while the surrounding environment is assumed to be not
changed during the ionization process if the relaxation
effect is negligible. Under this assumption, the GIPD
IGIPDα can be defined via the difference between the SEs
of the corresponding investigated system before and af-
ter the ionization. In the following, the letters (a, b, · · · )
in the subscripts and in the summation represent both
ions and electrons. If only ionic species are involved in
equations, the Greek letters (α, β, · · · ) will be used.
The SPSE of species c is expressed via the dressed
propagator (Green’s function) Gc(p, ω) and the screened
interaction potential Wcc(k, ω) [16, 17] (see also Eq. (6))
Σc(p, ω) = − 1
β
∑
k,ω1
Gc(p− k, ω−ω1) ·Wcc(k, ω1). (16)
Then the frequency- and momentum-dependent GIPD is
4given by
IGIPDα (p, ω)=Σα(p, ω)−
{
Σα+1(p, ω)+Σ
e
ionized(p, ω)
}
. (17)
The commonly defined IPD is described by the real part
of the above introduced GIPD
Iα(p, ω) = Re IGIPDα (p, ω), (18)
and the broadening of the IPD is given as
Bα(p, ω) = Im IGIPDα (p, ω). (19)
The electronic SE Σeionized(p, ω) contains two contribu-
tion: the SPSE of the ionized electron as a free particle
(Σe) and energy modification of the ionized electron in
its parent ion as well as the restriction of phase space
occupation in the bound-free ionization process, i.e.
Σeionized = Σe + Σ
e
bf . (20)
Concerning bound-free transition of the ionized electron,
the following many-particle effects have to be considered
in the SE Σebf :(1) energy levels of the bound states are
shifted due to dynamical interaction (collisional shift)
and quantum exchange effect (Fock shift) between bound
electron and free electrons in plasmas; (2) bound elec-
trons can not be ionized to those states that are already
occupied by the free electrons (known as Pauli block-
ing); (3) the energy levels are also broadened because of
random collision of bound electron with its surrounding
charged particles (known as pressure broadening). In this
work, we only consider the Pauli blocking and the Fock
shift of bound states in Σebf , i.e.
Σebf ≈ ∆PFbf = ∆Paulibf + ∆Fockbf . (21)
Then the GIPD can be defined as
IGIPDα = Σα −
(
Σα+1 + Σe + ∆
PF
bf
)
, (22)
where the momentum- and frequency-dependence are
suppressed. The basic quantity describing the GIPD
IGIPDα is the SPSE Σc, which can be evaluated within
different approximations. In the next section, we will dis-
cuss the G0W approximation for the SPSE Σc, the Pauli
blocking of the ionized electron ∆Paulibf , and the Fock shift
of bound states ∆Fockbf .
Based on the SPSE, we can define the frequency- and
momentum-dependent GIPD in this section and its re-
duced version in the next section. Inserting Eq. (7) in
combination with Eq. (8) and Eq. (9) into Eq. (22) yields
IGIPDα (p, ω) = I HFα (p) + I corrα (p, ω)−∆PFbf (p) (23)
with the Hartree-Fock contribution
I HFα (p) = Σ HFα (p)− Σ HFα+1(p)− Σ HFe (p), (24)
and correlation contribution from dynamical interactions
I corrα (p, ω)=Σ corrα (p, ω)−Σ corrα+1(p, ω)−Σ corre (p, ω). (25)
As mentioned before that all HF SEs are real quantities,
hence I HFα (p) contributes only to the commonly defined
IPD. Here we collect all contributions from statistical
correlation in the expression of GIPD
I scα (p) = I HFα (p)−∆PFbf (p). (26)
Inserting Eq. (10) into Eq. (25) and introducing the
following expression
Aα(p,k, ω) =Vαα(k)Aα(p− k, ω)
− V(α+1)(α+1)(k)Aα+1(p− k, ω)
− Vee(k)Ae(p− k, ω) (27)
to describe atomic properties of the ion involved in the
ionization reaction, the dynamical correlation part of the
GIPD, i.e. Eq. (25), can be rewritten as
I corrα (p, ω)=
∑
k
∫ ∞
−∞
dω1
2pi
Aα(p,k, ω1)M(k, zν , ω1). (28)
With the expression (15) the real and imaginary part
of the dynamical correlation contribution (28) take the
following expressions
I dcα (p, ω) = Re I corrα (p, ω) = P
∑
k
∫ ∞
−∞
dω1
2pi
∫ ∞
−∞
dω2
pi
Aα(p,k, ω1)
ω − ω1 − ω2 · Im
[
nB(ω2) + 1
ε(k, ω2)
]
, (29)
B dcα (p, ω) = Im I corrα (p, ω) = −
∑
k
∫ ∞
−∞
dω1
2pi
Aα(p,k, ω1) · Im
[
nB(ω − ω1) + 1
ε(k, ω − ω1)
]
. (30)
The essential quantities determining the GIPD are the
spectral function Ac(p, ω) and the dielectric function
ε(k, ω). The spectral function Ac(p, ω) of particle c will
be discussed in detail in the subsequent subsection. The
5dielectric function ε(k, ω) describes dielectric response of
a material to an external field. A large amount of phys-
ical properties, such as stopping power, optical spectra,
and conductivity, are directly connected to the dielectric
function [16, 17]. The dielectric function is extremely
complicate to be determined. A famous approximation
for the dielectric function ε(k, ω) is the random phase ap-
proximation [23], which describes the effective response
in a non-interacting gas. Improvements based on the
random phase approximation can be performed, such as
local field correlation [24, 25], Born-Mermin ansatz [26],
and the extended Born-Mermin ansatz [27, 28]. Attempts
to develop dielectric function for two-component plasma
have been proposed by different authors [28–31]. How-
ever, all these improvements are inadequate to describe
the effective charge response in a multicomponent plas-
mas under warm dense matter conditions. In this work
we express the dielectric function ε(k, ω) in terms of the
charge-charge dynamical SF Szz(k, ω) according to the
fluctuation-dissipation theorem. Furthermore, the pro-
posed approach in this work can be improved by taking
higher-order cluster contributions, e.g. through consider-
ing the multiple interaction in the T-matrix approxima-
tion [15]. Such improvements will not be handled within
the context of the present investigation.
III. IONIZATION POTENTIAL DEPRESSION:
STATISTICAL AND DYNAMICAL
CORRELATIONS IN MANY-BODY SYSTEMS
In this section we demonstrate that the IPD in a multi-
component Coulomb system can be directly related to
the spatial distribution and temporal fluctuation of the
plasma environment, i.e. the dynamical SFs. The SPSE
incorporated in the GIPD includes the HF term and the
correlation contribution. Correspondingly, the GIPD can
be decomposed into two contributions, i.e. contribution
from the statistical (or exchange) correlation and from
the dynamical correlation, respectively. The dynamical
correlation contribution Σ corrc describes dynamical inter-
actions between the investigated system (denoted as im-
purity) and its surrounding charged environment (treated
as perturber). The exchange correlation includes the HF
contribution of the continuum edge Σ HFc , the Pauli block-
ing ∆Paulibf , and Fock shift for bound states ∆
Fock
bf stem-
ming from spin statistics of identical particles. In this
section we will discuss the statistical and dynamical cor-
relations in many-body systems, where the real part of
GIPD, i.e. the commonly defined IPD, is of central rele-
vance. The uncertainty of IPD, characterized by broad-
ening of the continuum edge and energy levels, will be
briefly discussed in the present study. More details will
be presented in a forthcoming work.
A. Approximation for spectral function Ac(p, ω)
The spectral function Ac(p, ω) contains all information
about the dynamical behavior of a particle in an inter-
acting many-body environment and satisfies the normal-
ization condition
∫∞
−∞
dω
2piAc(p, ω) = 1. It is related to
the SPSE Σc(p, ω) as follows [16, 17, 22]
Ac(p, ω) =
2Γc(p, ω)
[ω − Ec(p)−∆c(p, ω)]2 + [Γc(p, ω)]2
. (31)
As shown in Eq. (6), the SPSE is further connected
to the spectral function, so that the spectral function
Ac(p, ω) and the SPSE Σc(p, ω) have to be determined
self-consistently. In the case of non-interacting gases or
in the case of negligible width (Γc → 0) of weakly inter-
acting gases, the Lorentz form of spectral function, i.e.
Eq. (31), can be replaced by a simple δ-shape
Ac(p, ω) = 2pi δ (~ω − Ec(p)) . (32)
Such simplified treatment of the spectral function results
in the G0W approximation of the SPSE, where G0 de-
notes the undressed Green’s function for free particles.
Note that we actually do not know which approxima-
tion is better for the evaluation of SE. It is well know
in condense matter physics that the self-consistent GW
approximation usually results in a good quasi-energy but
overestimates the energy gap, while G0W approximation
with screened potential W in RPA level gives a better
energy gap [32, 33]. For a consistent approach, vertex
corrections have also to be included in the calculation.
In the following, we perform the G0W approximation
for the SPSE to calculate the IPD in multicomponent
plasmas. Then we have for the function A(p,k, ω), i.e.
Eq. (27), in the expression of GIPD (28)
A(p,k, ω) = −2pi (zα + 1)
2
e2
ε0k2
δ(~ω − Eα+1,p−k) (33)
−2pi e
2
ε0k2
δ(~ω − Ee,p−k) + 2pi z
2
αe
2
ε0k2
δ(~ω − Eα,p−k) .
As discussed in Ref. [15] (for details also see Appendix A),
we take the momentum p = 0 after performing classical
dispersion relation ~ω = Eα,p for the investigated ion α,
i.e. IGIPDα (p, ω) → IGIPDα (p, Eα,p/~) → IGIPDα (0, 0). In
other words, we define the GIPD as IGIPDα = IGIPDα (0, 0).
In order to achieve an analytic expression for the IPD, a
further simplification in the derivation is to take the clas-
sic limit ~ → 0 in the propagator 1/ [−ω′ − ~k2/(2mc)]
in Eq. (29) for the real part of the correlation contribu-
tion. Under these approximations we have∫ ∞
−∞
dω1
2pi
Aα(p,k, ω1)
ω − ω1 − ω2 ≈
2 (zα + 1) e
2
ε0 k2 ω2
, (34)
with which the real part of dynamical interaction contri-
bution in the GIPD, i.e. Eq. (29), is given by
I dcα =
∫
d3k
(2pi)
3
∫ ∞
−∞
dω2
pi
2 (zα + 1) e
2
ε0 k2 ω2
Im
[
nB(ω2) + 1
ε(k, ω2)
]
. (35)
6Similarly, the broadening of the IPD, i.e. Eq. (30), can
be described by
B dcα =
∫
d3k
(2pi)
3
∫ ∞
−∞
dω2
2 (zα + 1) e
2
ε0 k2
× Im
[
nB(ω2) + 1
ε(k, ω2)
]
δ(ω2 + Eα,k/~) . (36)
Detailed derivations of Eq. (34), Eq. (35) and Eq. (36)
are given in Appendix A.
B. IPD due to statistical correlation: Hartree-Fock
contribution and Pauli blocking
In this subsection we discuss the statistical correlation
contribution of the GIPD
I scα = I HFα −∆PFbf . (37)
As described in Sec. II C, here the Hartree-Fock contri-
bution to the continuum edge I HFα and the energy shift
of bound states ∆PFbf due to Pauli blocking ∆
Pauli
bf and
Fock shift ∆Fockbf are taken into account.
1. Hartree-Fock contribution to the continuum edge
Within the G0W approximation, the HF term of the
SPSE contained in the HF contribution in the GIPD, i.e.
I HFα = Σ HFα − Σ HFα+1 − Σ HFe , is given by
Σ HFc = −
∫
d3k
(2pi)3
z2ce
2
ε0 k2
nc(k). (38)
Inserting the explicit expression for the distribution func-
tion nc(k), i.e. (12), into Eq. (38) yields
Σ HFc = ±
z2c e
2
2pi ε0 λc
· Li1/2
(∓ eβµc) , (39)
where the upper/lower sign corresponds to the case of
fermions/bosons according to spin statistics and Lin(z)
is the polylogarithm function. For non-degenerate ions,
the Fermi-Dirac or the Bose-Einstein distribution can be
approximated by the Maxwell-Boltzmann distribution.
This approximation yields the following expression of HF
SE
Σ HF,clc = −
z2c e
2
2pi ε0 λc
· eβµc . (40)
Consequently, the HF contribution to the continuum
edge, i.e. I HFα = Σ HFα −
(
Σ HFα+1 + Σ
HF
e
)
, is given by
I HFα = ∆HFion + ∆HFe (41)
with the electronic contribution
∆HFe = −
e2
2piε0λe
· Li1/2
(− eβµe) , (42)
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FIG. 1. HF contribution to the total IPD at a fixed temper-
ature Te = 10 eV with varying free electron density ne in a
4-fold ionized carbon plasma. The electronic (green line with
triangle right) and ionic (yellow line with circle) HF contribu-
tion are calculated according Eq. (42) and (43), respectively.
The sum of them yields the total HF contribution (41) (ma-
genta line with triangle left).
and the ionic contribution ∆HFion = Σ
HF
α − Σ HFα+1
∆HFion =
(zα + 1)
2
e2
2piε0λα
· eβµα
[
e−βµe −
(
zα
zα + 1
)2]
. (43)
Here the chemical potentials of ideal gases for ions
are used. For non-degenerate ions, µα = µ
id
α =
kBT ln
(
nαλ
3
α/gα
)
is applied, where gα is the statistical
weight of the ground state of ionization state α. For
electronic chemical potential µide , the expression (102) is
utilized in the calculation. The results for a C4+ plasma
at temperature Te = 10 eV are shown in Fig. 1. It can
be seen that the HF SE of the ion α and its next ioniza-
tion stage α+1 compensates with each other, so that the
whole ionic contribution is negligible in comparison to the
electronic contribution. Even in the case of low density
for ne < 10
21cm−3, the ionic contribution amounts to
∼ 1% of the electronic one. Therefore, in most case only
the electronic contribution, i.e. Eq. (42), has to be taken
into account for the determination of IPD in plasmas.
2. Energy shift of bound states
The impact of the statistical correlation is not only re-
flected in the reduction of the continuum edge I HFα but
also in the shift of discrete energy levels ∆PFbf . We assume
that the optical electron are ionized from the outermost
shell of ion α. Therefore, in this section the subscript
(α, e) is used to denote the bound electron in the out-
7ermost shell of the ground state of charge state α. The
shift ∆PFbf consists of the Fock shift [34]
∆Fockbf = −
∑
p,k
φ2α,e(p) fe(k)
e2
ε0 (p− k)2
(44)
and the Pauli blocking shift [34]
∆Paulibf =
∑
p,k
φ∗α,e(p)φα,e(k) fe(p)
zα,e e
2
ε0 (p− k)2
. (45)
The bound electron is assumed to move in the mean field
produced by the nucleus and other bound electrons. The
effective charge number experienced by a bound electron
in the outermost shell of charge state α in the isolated
case is described by zα,e. It can be calculated within the
screened hydrogenic model [35], where a many-electron
atom/ion is approximated by a hydrogen-like system.
Assuming that the selected bound electron occupies the
1s-like state of the hydrogen-like system with effective
core charge number zα,e, then the corresponding wave
function reads
φα,e(r) =
(
pi a3α,e
)−1/2
e−r/aα,e (46)
with aα,e = a0/zα,e. In the momentum space the wave
function is given by
φα,e(p) =
∫
d3r eip·rφα,e(r) =
8
(
pi a3α,e
)1/2(
1 + p2 a2α,e
)2 . (47)
Inserting this wave function into the Fock shift (44) as
well as into the Pauli blocking term (45), we obtain
∆Fockbf =−
e2 a2α,e
6pi2 ε0
∫ ∞
0
dp
p2 fe(p)(
1 + p2 a2α,e
)3
× (3 p4 a4α,e + 10 p2 a2α,e + 15) (48)
and
∆Paulibf =
4 zα,e e
2 a2α,e
pi2 ε0
∫ ∞
0
dp
p2 fe(p)(
1 + p2 a2α,e
)3 . (49)
Gathering both contribution and referring it as Pauli-
Fock contribution, we arrive at
∆PFbf =
e2
pi2 ε0 a0
∫ ∞
0
dp0
p20 fe(p0) y(p0)(
1 + p20/z
2
α,e
)3 (50)
with p0 = p a0 and
y(p0) =
4
zα,e
− 3 p
4
0/z
4
α,e + 10 p
2
0/z
2
α,e + 15
6 z2α,e
. (51)
It can be demonstrated that the bound electrons have an
important influence on the physical properties, in par-
ticular impacted by the Pauli blocking effect in strongly
degenerate plasmas [34, 36]. A more detailed descrip-
tion demands a systematic investigation of the internal
structure and the knowledge of the interaction between
the bound electrons in complex many-electron systems,
which is not intended in the present work.
C. IPD due to dynamical correlation: real part of
dynamical interaction contribution
In this section we discuss the dynamical interaction
contribution of the GIPD, where the charge-charge dy-
namical SF Szz(k, ω) are introduced according to the
fluctuation-dissipation theorem to describe the influ-
ence of the plasma environment on the investigated
atomic/ionic system. The IPD in plasmas is proved to
be directly determined by the spatial arrangement and
the temporal fluctuation of surrounding particles.
1. Fluctuation-dissipation theorem
The response of an interactive plasma system to exter-
nal perturbations are totally determined by the dielectric
function, which contains the complete information on the
ions and the free electrons in this interacting system. It is
directly connected to the density-density response func-
tion χcd(k, ω) between particles of species c and d via the
following relation [17, 37]
ε−1(k, ω) = 1 +
1
ε0 k2
∑
cd
ec ed χcd(k, ω), (52)
which describes the induced density fluctuations of
species c owing to the influence of an external field on
particles of species d. Additionally, the detailed spatial
and temporal structure of a many-body system is elab-
orately described by its density-density dynamical SF.
Such dynamical SF determines many transport and op-
tical properties, such as stopping power, the equation
of state, the spectral lines, IPD and the corresponding
ionization balance. Taking into account the fact that
the dynamical SFs are related to their corresponding
density-density correlation functions 〈δnc(r, t)δnd(0, 0)〉
via Fourier transformation, the partial density-density
dynamical SF for different components in plasmas can
be defined in terms of the density-density response func-
tion χcd(k, ω) via the following expression [38]
Scd(k, ω)=
~
pi
√
ncnd
1
1− e−~ω/kBT Imχcd(k, ω) (53)
Therefore, for a multi-component plasma the fluctuation-
dissipation theorem can be described by means of the
following relation
Im
[
1 + nB(ω)
ε(k, ω)
]
=
pie2
~ε0k2
∑
cd
zczd
√
ncnd Scd(k, ω). (54)
The free-bound dynamical SF Seγ (k, ω) accounting for
the correlation between bound and free electrons and the
electron-electron dynamical SF See (k, ω) are related to
the ionic dynamical SF Sγν (k, ω) and the dynamical SF
8S0ee (k, ω) of fast-moving free electrons [39, 40]
Seγ (k, ω) =
∑
ν
(xν
z¯
)1/2
qν(k)Sγν(k, ω), (55)
See (k, ω) =
∑
µν
qµ(k) qν(k)
z¯
(xµxν)
1/2
Sµν(k, ω)
+ S0ee (k, ω) . (56)
Within the framework of the linear response theory the
screening function qγ(k) can be expressed in terms of the
electronic dielectric function [39, 41, 42]
qγ(k) = Veγ(k)
1− εee(k, 0)
Vee(k) εee(k, 0)
. (57)
Taking electron-ion interactions to be Coulomb interac-
tion potentials, the long-wavelength limit of the screening
function within the linear response is given by [41, 42]
qγ(k) = zγ
κ2e
k2 + κ2e
, (58)
which is proportional to the charge number zγ of the
test particle γ. In the high density regime, such long-
wavelength approximation hidden in the RPA dielectric
function might be inapplicable to describe the finite-
wavelength screening, so that the full version of RPA
dielectric function has to be utilized in the calculation of
the screening function qγ(k) [42].
Consequently, the fluctuation-dissipation theorem can
be recast in terms of the total charge-charge dynamical
SF Szz(k, ω). The effective charge-charge response of a
multi-component charged plasma to an immersed impu-
rity is then described by
Im
[
1 + nB(ω)
ε(k, ω)
]
=
pikBT
~ k2
κ2scr Szz(k, ω) (59)
with respect to the total inverse screening length κscr.
Detailed explanation of this expression is given in the
Appendix B. The inverse screening parameter κscr is ex-
haustively discussed in the next subsection (also see the
Appendix C). The total charge-charge dynamical SF is
given by
Szz(k, ω) =
S0ee (k, ω)
1 + zp
+
∑
µν
zµzν
z¯ (1 + zp)
(xµxν)
1/2
(60)
×
(
1− qµ(k)
zµ
)(
1− qν(k)
zν
)
Sµν(k, ω).
For the screening function qγ(k), the long-wavelength ap-
proximation, i.e. Eq. (58), will be used in the following
calculations. Introducing
qscr(k) =
qγ(k)
zγ
=
κ2e
k2 + κ2e
, (61)
the effective charge-charge dynamical SF for the total
many-body system can be then rewritten as
Szz(k, ω) =
1
1 + zp
S0ee (k, ω) +
zp
1 + zp
Sionzz (k, ω) (62)
with the ionic charge-charge dynamical SF
Sionzz (k, ω)=
[
1−qscr(k)
]2∑
µν
zµzν
√
xµxν
z¯ zp
Sµν(k, ω). (63)
2. Non-linear screening effect: effective inverse screening
length κeff
Assuming that the electrostatic potential ψz(r) takes
the following form
ψz(r) =
ze
4piε0 r
exp (−κscrr) , (64)
according to the Boltzmann distribution [16], the mean
particle density of species j in the vicinity of the test
particle with charge number z is described by
nzj(r) = nj exp
(
−zjeψz(r)
kBT
)
. (65)
In a classical plasma, the inverse screening parameter
κscr =
√
κ2e + κ
2
i in Eq. (64) is reasonably described
by the inverse Debye length with κ2e = nee
2/(ε0kBT)
and κ2i =
∑
a z
2
ae
2na/(ε0kBT) = zpe
2ne/(ε0kBT). In a
strongly coupled, non-ideal plasma, the electronic screen-
ing is determined by the Thomas-Fermi length. Similarly,
the ionic screening in high density plasmas can not be de-
scribed by the Debye length any more, since non-linear
effect relating to strong ionic coupling has to be taken
into account. In the following, we determine the effective
screening parameter κscr according to the perfect screen-
ing rule (charge neutrality) [43]∫
d3r ρscr(r) = 4pi
∫ ∞
0
dr r2ρscr(r) = −ze, (66)
where z indicates the charge number of a particular ion
after the ionization process has taken place, i.e. z =
zα + 1 is the spectroscopic symbol. The screening cloud
is assumed to be spherically symmetric and is defined as
ρscr(r) =
∑
ν
(zνe)nzν(r)− e nze(r). (67)
Inserting this expression into the Eq. (66), an effective
inverse screening parameter κscr can be determined, if
the detailed charge state distribution is known. However,
such procedure is very complicated to be performed, since
integration over a series of transcendental functions has
to be worked out. Regarding the ionic mixture effectively
as a single ionic species with charge zpe, the screening
cloud can be approximated by the following expression
ρscr(r)≈ene
{
exp
[
− (zα+1) (zp+1) e
2
4piε0rkBT
e−rκscr
]
−1
}
. (68)
9The derivation of this approximation is given in detail
in Appendix C. Introducing the following dimensionless
variables
xα = r/rα, κeff = κscr rα,
and the impurity-perturber coupling strength
Γα =
(zα + 1) (zp + 1) e
2
4piε0 rα kBT
(69)
with respect to the ionic radius
rα =
(
3z
4pine
)1/3
=
[
3 (zα + 1)
4pine
]1/3
, (70)
we obtain the following closed equation for the effec-
tive screening parameter κeff in terms of the impurity-
perturber coupling strength Γα∫ ∞
0
dxα x
2
α
{
1− exp
[
−Γα
xα
exp (−κeff xα)
]}
=
1
3
. (71)
In a certain plasma condition with given density ne
and temperature T (corresponding to a fixed coupling
strength Γα), the screening parameter κeff can be deter-
mined by solving the integral equation numerically. For
further application, we fit the numerical solutions with
following expression
κ2eff =
3Γα√
1− 0.4 (3Γα γ20)3/4 + 3Γα γ20
(72)
with γ0 = [4/(9pi)]
1/3
. In low-density cases within
the validity of linear Debye theory, the effective inverse
screening parameter can be determined analytically via
κ2eff → r2α κ2scr,Debye = 3Γα. This can be clearly shown
by taking the inverse Debye length for κe and κi in the
screening parameter κscr. In our previous work [15], the
effective screening length is approximated by
κ2eff,0 =
3Γα
(1 + 3Γα γ20)
1/2
, (73)
where the interionic coupling parameter Γii is replaced
by the impurity-perturber coupling strength Γα. Within
the framework of the one-component plasma model, these
two coupling strengths are demonstrated to be equiv-
alent. In this work, we extend the developed theory in
Ref. [15] to describe multi-component plasmas, where the
impurity-perturber coupling strength Γα is more reason-
able to describe the coupling between a relevant system
(regarded as impurity) and its surrounding environment.
Within the framework of linear Debye theory, as al-
ready discussed, we have κ2eff/(3Γα) ≡ 1. Deviation from
the linear screening effect is dipicted in Fig. 2. It can
be seen that the linear screening theory is only valid up
to Γα ≈ 0.2. As the coupling strength Γα increases,
the difference from the linear screening theory becomes
stronger. Additionally, the solution of Eq. (71) can be
perfectly reproduced by the fit formula (72) in a wide
range from weakly coupled tranditional plasma to crys-
tallization of the plasma (Γα ≈ 170).
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FIG. 2. Non-linear screening effect due to strong correla-
tions. The black line with circle indicates numerical solutions
of Eq. (71). The red line with triangle and the blue line with
square denote the approximated expressions (72) and (73),
respectively.
3. Decomposition of the correlation contribution Idcα
After the introduction of the fluctuation-dissipation
theorem and the discussion on the nonlinear screening
due to strong coupling effect in many-body systems, we
can now express the IPD in terms of the dynamical SFs.
Inserting the expression (59) combined with the effective
inverse screening parameter κeff given by Eq. (72) into
the expression for IPD, i.e. Eq. (35), yields
Idcα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
Szz(k0) (74)
with the reduced charge-charge SF
Szz(k0) = 2
∫ ∞
−∞
dω
kBT
~ω
Szz(k0, ω), (75)
where the dimensionless wave number k0 is given by k0 =
k a0 with the Bohr radius a0. According to the fact that
the total charge-charge dynamical SF can be decomposed
into an electronic and an ionic contribution, see Eq. (62),
the reduced charge-charge SF can be also split as follows
Szz(k0) =
zp
1 + zp
Sionzz (k0) +
1
1 + zp
Selzz(k0), (76)
with the reduced ionic charge-charge SF
Sionzz (k0) = 2
∫ ∞
−∞
dω
kBT
~ω
Sionzz (k0, ω) (77)
and the reduced electronic charge-charge SF
Selzz(k0) = 2
∫ ∞
−∞
dω
kBT
~ω
S0ee(k0, ω). (78)
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Correspondingly, the dynamical interaction contribution
of GIPD Idcα can be separated as follows
Idcα =
zp
1 + zp
Idc,ionα +
1
1 + zp
Idc,elα (79)
with the ionic part of the interaction contribution
Idc,ionα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
Sionzz (k0), (80)
and the electronic part of the interaction contribution
Idc,elα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
Selzz(k0). (81)
In the subsequent two subsections, we will discuss the
details about the evaluation of these contributions using
ionic and electronic SFs in different approximations.
4. Ionic part of the correlation contribution to IPD
The dynamical SF S (k, ω) is a measurable quantity
in scattering experiments, for example by X-ray Thom-
son scattering in research field of warm dense matter or
by neutron-scattering experiments in nuclear physics. In
scattering experiments, the spectrum for dynamical SFs
as a function of the frequency ω is usually measured at a
given wavenumber k (which corresponds to a given scat-
tering angle) [37]. In the theoretical modeling, the dy-
namical SF can be evaluated within the framework of
linear response theory or by some numerical simulation
methods such as molecular dynamics and Monto-Carlo
simulation. However, these simulation methods are gen-
erally restricted due to their large computational cost.
Moreover, in our theory for IPD we have to integrate over
the frequency ω and the wavenumber k, so that detailed
informations of the dynamical SFs in the whole range of
the frequency-wavenumber plane are always indispens-
able. Such demand can not be easily accomplished with
the current computing power. Furthermore, in order to
obtain the charge state distribution, the coupled Saha
equations have to be solved iteratively in combination
with the IPD values. Therefore, some approximations for
the dynamical SF are needed for the calculation of IPD
and the determination of ionic fraction in plasmas. In
this work the plasmon-pole approximation is applied. In
comparison to our previous work [15], the plasmon-pole
approximation is adapted according to Refs. [20, 45, 46]
Sµν(k, ω) =
C(ω)
2
Sµν(k) [δ(ω − ωk) + δ(ω + ωk)] (82)
with the prefactor C(ω) = ~ωβ/ [1− exp(−~ωβ)].
It accounts for the principle of detailed balance
Sµν(k, ω) /Sµν(k,−ω)=exp(β~ω) [45]. The k-dependent
frequency ωk is determined by the dispersion relation
for ionic acoustic modes in plasmas, which is given by
the relation ω2µν(k)=k
2kBT/[2Mµν(1−qscr(k))2|Sµν(k)|] in
the long-wavelength limit [44] with the reduced ion mass
Mµν = mµmν/(mµ + mν). Consequently, the ionic part
of the charge-charge dynamical SF can be expressed in
terms of a static one. Inserting Eq. (63) in combination
with the plasmon-pole ansatz (82) into the reduced ionic
charge-charge SF (77), we have
Sionzz (k0) =
[
1− qscr(k0)
]2
SMIMion (k0) (83)
with the static SF for the multi-ionic mixture
SMIMion (k0) =
∑
µν
zµzν
√
xµxν
z¯ zp
Sµν(k0). (84)
The physical meaning of this plasmon-pole approxima-
tion corresponds to assume that the ions have a fixed
distribution in plasmas by neglecting temporal fluctu-
ations. In other words, because of their large masses
compared to free electrons, ionic dynamics are ignored
in determining thermodynamical properties. Obviously,
the final expression for the ionic correlation contribution
is expressed by
Idc,ionα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
[
1− qscr(k0)
]2
×
∑
µν
zµzν
√
xµxν
z¯ zp
Sµν(k0). (85)
The static version of the partial density-density SF
Sµν(k0) can be obtained via different approaches, for ex-
ample, by solving the Ornstein-Zernike equation with the
closure relation of Percus-Yevick approximation [47] or
with the hypernetted-chain (HNC) equation [48]. Other
numerical simulation methods have also been worked out,
such as the density functional theory molecular dynam-
ics simulation [49, 50] and the path integral Monte-Carlo
simulation [50]. In this work, the HNC approach for the
ionic static SFs is utilized in the calculation of IPD values
and the charge state distributions in the Sec. V.
5. Electronic part of the correlation contribution to IPD
In this subsection we at first treat electrons and ions
at the same footnoting, which should be a reasonable
approximation for non-degenerate plasmas. Then the
plasmon-pole approximation (82) for the dynamical SF of
free electrons can be performed and following expression
is obtained for the electronic contribution
Idc,elα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
Selzz(k0) (86)
with the static SF for free electrons [20]
Selzz(k0) = S
st
ee(k0) =
k20
k20 + (κe a0)
2 . (87)
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In a degenerate plasma, quantum effects and dynamical
effect are of essentially importance and have to be taken
into account for the electronic contribution. To investi-
gate the quantum and dynamic effect of free electrons,
we have to return to the expression (78). For this case,
a result is obtained by replacing the static SF (87) in
Eq. (86) by the following expression
Selzz(k0) = S
dyn
ee (k0) = 2
∫ ∞
−∞
dω
S0ee(k0, ω)
~ωβ
. (88)
The dynamical SF in RPA [23, 49] is utilized in this
work. The static SF (87) and also the dynamical SF
S0ee(k0, ω) can be improved, for example, with the local
field correlation. Further details about the improvements
of the electronic static/dynamical SF can be found in
Refs. [20, 25, 49] and the references therein.
D. Collection of important formulas
We conclude this theoretical section with a summary
of important formulas for the evaluation of GIPD. In
a many-body environment, the effective ionization po-
tential of a test particle is bounded in the range of(
Iα − I scα − I dcα − 12B dcα , Iα − I scα − I dcα + 12B dcα
)
with
the consideration of the uncertainty of GIPD. The effec-
tive ionization potential Ieffα = Iα−IIPDα in coupled Saha
equations is given in terms of the IPD
IIPDα = I scα + I dcα . (89)
The contribution I scα induced by statistical correlations
is given by
I scα = IHFα −∆PFbf (90)
with the Hartree-Fock term from the continuum edge
IHFα = −
e2
2piε0λe
· Li1/2
(− eβµe) (91)
and the Pauli-Fock term from the bound-free coupling
∆PFbf =
e2
pi2 ε0 a0
∫ ∞
0
dp0
p20 fe(p0) y(p0)(
1 + p20/z
2
α,e
)3 , (92)
where the parameter function y(p0) reads
y(p0) =
4
zα,e
− 3 p
4
0/z
4
α,e + 10 p
2
0/z
2
α,e + 15
6 z2α,e
. (93)
The interaction contribution I dcα due to the dynamical
correlations is described by
Idcα =
zp
1 + zp
Idc,ionα +
1
1 + zp
Idc,elα , (94)
where the ionic part reads
Idc,ionα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
Sionzz (k0) (95)
with the effective ionic static SF
Sionzz (k0)=
[
1− qscr(k)
]2∑
µν
zµznu
√
xµxν
z¯ zp
Sµν(k0). (96)
The electronic part takes the form
Idc,elα =
(zα + 1) e
2 κ2eff a0
2pi2ε0 r2α
∫ ∞
0
dk0
k20
See(k0) (97)
either with the static SF
Selzz(k0)→ Sstee(k0) =
k20
k20 + (κe a0)
2 , (98)
or with the reduced dynamical one
Selzz(k0)→ Sdynee (k0) = 2
∫ ∞
−∞
dω
S0ee(k0, ω)
~ωβ
. (99)
IV. CHEMICAL PICTURE AND COUPLED
SAHA EQUATIONS
After introducing the effective ionization potential for
ions/atoms in an interacting plasma environment, we can
now discuss the ionization equilibrium and the charge
state distribution. In the chemical picture, the composi-
tion of a multicomponent plasma can be determined in
terms of a set of coupled Saha equations. For a global
ionization/recombination process Aα 
 Aα+1 + e, the
chemical potentials of particles involved in the reaction
process fulfil the following relation
µα = µα+1 + µe. (100)
The chemical potentials µc are usually split into an ideal
and an interaction part according to [16, 17]
µc = µ
id
c + µ
int
c . (101)
The first term is the ideal contribution under assump-
tion of non-interacting gas and can be obtained via the
complete Fermi integral Fj(βµ
id
c ) of order j = 1/2 for
arbitrary degeneracy at a given number density nc. The
second term accounts for the interaction contribution (i.e.
medium effects) and results in a modification of the ion-
ization potential in a many-body environment. For free
electrons in plasmas, the ideal part is determined from
the following normalization condition for a given electron
density [17]
ne λ
3
e
2
= F1/2(βµ
id
c ) (102)
with the thermal wavelength λe =
√
2pi~2/(mekBT) and
inverse temperature β = 1/ (kBT). The interaction con-
tribution µinte can be related to the real part of electronic
SE, i.e. µinte = Re Σe for free electrons. However, in the
ionization reaction, possibly occupied final states for the
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ionized electron are restricted due to the Pauli blocking
effect. As already discussed in the Sec. II C, we define the
interaction part of the chemical potential for an electron
involved in the ionization process as (c.f. Eq. (20))
µinte = Re Σ
e
ionized = ∆
e
ionized. (103)
Instead of performing the separation (101), the chemi-
cal potential for ions is treated differently and is defined
via the following relation [51]
exp
(
µγ
kBT
)
=
nγ λ
3
γ
σ inγ
(104)
with the number density nγ and the thermal wavelength
λγ =
√
2pi~2/(mγkBT) for ionic species γ. σ inγ is the
intrinsic partition function and will be discussed in detail
below. From Eq. (100) the ionization balance can be
described by a Saha equation
nαλ
3
α
σ inα
=
nαλ
3
α+1
σ inα+1
eβµe . (105)
Since the mass mα of ion α is almost the same as the mass
of its next ionization stage α + 1, i.e. mα ≈ mα+1, we
have λα ≈ λα+1. Therefore, the ionization equilibrium,
Eq. (105), can be expressed as
nα
nα+1
=
σ inα
σ inα+1
exp
(
βµide + β∆
e
ionized
)
. (106)
The next step is the determination of the internal par-
tition function σ inγ , which is given by the sum over all
possible occupied bound states |i〉 of the investigated ion
species γ with γ = α, α+ 1
σ inγ =
bound∑
i
gγi exp (−β Eγi) , (107)
where gγi is the statistical weight (degeneracy factor).
The energy Eγi of ion γ includes the kinetic energy of ion
Eγ,p, the internal energy εγi of a certain configuration
|i〉 of ion describing the internal degrees of freedom in
the isolated case, and an interaction energy ∆γi due to
correlation with surrounding particles,
Eγi = Eγ,p + εγi + ∆γi. (108)
The internal energy of configuration for bound state |i〉,
i.e. εγi, can be rewritten with respect to the ground state
of a certain ionic stage γ. Denoting the energy of configu-
ration for the ground state as εγ , any other configuration
with excitation energy W 0γi with respect to this ground
state is then expressed via εγi = εγ+W
0
γi (for the ground
state we have W 0γi = 0). In the chemical picture, the
influence of charged particle environment on the investi-
gated ion γ can be separated into a contribution ∆γ from
continuum lowering and a contribution W 1γi accounting
for the shift of energy level, i.e. ∆γi = ∆γ + W
1
γi. Note
that we distinguish the terminology of continuum lower-
ing and IPD. The continuum lowering ∆γ describes the
energy change of a structureless particle, whereas IPD
contains also structure information of the ions, such as
modification of energy level and coupling between bound
electrons and free charged particles. For energy Eγi we
have the following relations
Eγi = Eγ +Wγi, (109)
Eγ = Eγ,p + εγ + ∆γ , (110)
Wγi = W
0
γi +W
1
γi. (111)
The intrinsic partition function σ inγ can be rewritten as
σ inγ = uγ e
−Eγ (112)
with the standard partition function
uγ =
bound∑
i
gγi exp (−βWγi) . (113)
Then the Saha equation takes the following form
nα
nα+1
=
uα
uα+1
exp
[
βµide +β∆
e
ionized+β (Eα+1 − Eα)
]
,
(114)
where Eα+1 − Eα is the energy difference between the
ionization stage α and its next ionization stage α+1 and
is given by
Eα+1 − Eα = Eα+1,p′ − Eα,p + εα+1 − εα + ∆α+1 −∆α.
Due to the large mass of ions we can assume the momen-
tum of the ion does suffer a slight change, i.e. p ≈ p′,
so that Eα+1,p′ − Eα,p ≈ 0. Obviously, εα+1 − εα is the
ionization energy of ionic stage α in the isolated case,
which is defined as a positive quantity
Iα = εα+1 − εα. (115)
We finally obtain the following expression for ionization
equilibrium, i.e. the Saha equation,
nα
nα+1
=
uα
uα+1
exp
(
βI effα + βµ
id
e
)
(116)
with the effective ionization energy
I effα = Iα + (∆
e
ionized + ∆α+1)−∆α, (117)
where ∆eionized = ∆e + ∆
PF
bf , see Eq. (20). ∆c is the
real part of its corresponding SE of particle species c.
Evidently, from Eq. (117) it can be seen that the IPD
can be defined via the difference between the SE of the
corresponding investigated system before and after the
ionization. Such argument supports the definition of IPD
within the quantum statistical theory introduced in the
Sec. II C, which is described by
IIPDα = ∆α − (∆eionized + ∆α+1) . (118)
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As already demonstrated in the Sec. III, it can be further
decomposed into
IIPDα = I scα + I dcα (119)
with contribution from the statistical correlations I scα
given by Eq. (90) and contribution from the dynamical
correlations I dcα described by Eq. (94).
V. RESULTS AND DISCUSSIONS
A. Weak coupling limit: Debye theory
In weakly coupled plasmas, statistical correlation plays
a negligible role. Therefore, the contribution I scα can be
ignored in the calculation. We treat the plasma ions as
a whole with effective ionic charge number zp. Then for
the electronic inverse screening length κe,Debye and total
screening parameter κscr,Debye =
√
κ2e,Debye + κ
2
i,Debye we
have
κ2scr,Debye = (1 + zp) κ
2
e,Debye. (120)
The nonlinear screening function Eq. (72) for a classical
plasma becomes
κ2eff = 3 Γα = r
2
α κ
2
scr,Debye. (121)
For the electronic contribution Idc,elα , i.e. Eq. (97), we
have the following result
Idc,elα =
(zα + 1) e
2
4piε0
κ2scr,Debye
κe,Debye
. (122)
The static SF for ions in a high-temperature ideal plasma
is well described by the Debye expression [52]
Sii(k0) =
k20 + κ
2
e,Debye a
2
0
k20 + κ
2
scr,Debye a
2
0
(123)
and the screening cloud is given by
qscr (k0) =
κ2e,Debye
k20 + κ
2
e,Debye a
2
0
. (124)
The ionic part of interaction contribution in low-density
high-temperature plasmas is then evaluated by
Idc,ionα =
(zα + 1) e
2
2pi2ε0
a0 κ
2
scr,Debye (125)
×
∫ ∞
0
dk0
k20
Sii(k0)
{
1− qscr (k0)
}2
=
(zα + 1) e
2
4piε0
κ2scr,Debye
κscr,Debye + κe,Debye
(126)
Inserting the electronic contribution (122) and the ionic
contribution (125) into Eq. (94) yields the total interac-
tion contribution of IPD
Idcα =
(zα + 1) e
2 κscr,Debye
4piε0
· L (127)
with the parameter
L =
1
1 + zp
(
zp κscr,Debye
κscr,Debye + κe,Debye
+
κscr,Debye
κe,Debye
)
. (128)
Using the relation Eq. (120), it can be shown that L ≡
1. Therefore, it is demonstrated that the Debye theory
for IPD can be perfectly reproduced from our quantum
statistical model based on the SF.
B. Ionization potential depression
Being a long-standing problem in plasma physics, IPD
experiments have been performed recently using the new
possibility to produce highly excited plasmas near and
above condensed matter densities by intense short-pulse
laser irradiation. In this subsection we discuss the mea-
surements performed by Ciricosta et al. [3, 4], where
the K-edge energies were measured. By varying the laser
photon energy, the trigger energy of the K-shell ioniza-
tion and the subsequent Kα emission spectra of different
charge states in hot dense plasmas were measured and
recorded. The occurrence of K-shell emission is indeed
strongly dependent on the energy of the incident pho-
ton, which can be therefore regarded as an indicator for
the direct measurement of the IPDs. Such measurements
were at first performed for aluminum (Al) in 2012 and
then in 2016 for other materials such as magnesium (Mg),
silicon (Si) and some chemical compound. The key result
extracted from the recorded experimental data is that the
measured IPDs for Al and Si are insensitive to their en-
vironment, even in the case of chemical compound. Ad-
ditionally, for plasmas consisting of electrons and single
chemical element, the IPDs for different charge states
have a slight difference for different elements.
Figure 3 shows the experimental results in comparison
to several calculations using different theoretical models.
At solid densities, the corresponding heavy (ion) densities
are nMg = 4.31×1022 cm−3, nAl = 6.03×1022 cm−3, and
nSi = 4.99 × 1022 cm−3 for Mg, Al, and Si, respectively.
For the calculation we have for the electron temperature
Te = 100 eV as used in Ref. [14]. From the compari-
son with currently experimental data in Fig. 3 (a), it can
be seen that good agreements for different elements over
the whole range of charge states are obtained. As already
discussed by different authors in Refs. [3, 4, 8, 15], the
SP model fails to explain any of those measurements,
because the validity of the SP model is restricted to
weakly and intermediately coupled plasmas. The results
of EK model match the experimental observations for
lower charge states of different elements, whereas large
discrepancies for higher charge states are appeared for
all elements [4]. Such scaling dependence of the charge
state zα can be excellently reproduced from our quantum
statistical approach for elements Mg and Si, as depicted
in Fig. 3 (b) and Fig. 3 (d). For Al plasma as shown
in Fig. 3 (c), our approach provides slightly larger values
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FIG. 3. IPDs at solid densities for Si (green), Al (black), and
Mg (red) as function of charge state zα. The experimental
values are taken from Ref. [4] with an error bar ± 5 eV. Sub-
figure (a) shows the experimental results and the predictions
of our approaches (SF, blue). A detailed comparison between
the experimental data and predictions from SF (blue), EK
(magenta), and SP (brown) model for different elements are
shown in subfigure (b) for Si, (c) for Al, and (d) for Mg,
respectively.
(10 ∼ 20 eV) than the experimental data, which amounts
to 10% of the corresponding experimental results.
In order to have a deep insight on the slight difference
of IPDs for different elements, as an example, we display
the SFs for the plasma ionization with zα = z¯ = 5 in
Fig. 4. In our calculation for IPDs we performed the
HNC method for the SFs [48]. For comparison the re-
sults of SFs obtained from the fit expression based on
the mean spherical approximation (MSA) [20] are also
shown in the Fig 4. The compressibility of the ion sys-
tem is described by the ionic SF in the long wavelength
limit k0 → 0, which are almost same for different ele-
ments at corresponding solid densities with the values
SHNCii (k0 → 0) = 0.1832 and SMSAii (k0 → 0) = 0.1591 ac-
cording to the HNC and MSA calculation, respectively.
Additionally, for a given wavelength k0 < 2 the MSA
always gives a little smaller values than the results of
HNC. Coming back to the comparison between differ-
ent elements, there are a visible difference in the range
of 0.1/a0 ∼ 3/a0 because of the different ionic densi-
ties. Another factor that affects the IPD values is the
screening function qscr(k0). The insert gives the screen-
ing function within the linear response framework. As-
suming the same ionization degree, the electron densities
for different plasmas at their solid densities are distinct.
Nonetheless, no remarkable discrepancy appears for the
screening clouds. Therefore, the conclusion drawn from
such discussion is twofold. On one hand, similar spatial
distribution of different ionic systems (or effective SF)
results in comparable IPD values for these systems. On
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FIG. 4. Structure factors for Si (green), Al (black), and Mg
(red) at solid density with an averaged ionization stage + 5
for electron temperature Te = 100 eV. For comparison, the
HNC method according to Ref. [48] and fit expression within
MSA from Ref. [20] are applied in the calculations of SFs. The
insert describes the corresponding screening function qscr(k0),
i.e. Eq. (61), for different elements.
the other hand, the sensitivity of density effects on the
IPD can be excellently reflected within our approach in
terms of the SF. Such dependence might be significant
for the analysis of the IPD in chemical compounds.
Note that for different charge states of diverse ele-
ments the same temperature is utilized in the evalua-
tion of IPDs. However, the most abundant charge state,
and correspondingly the ionization degree (mean charge
state), is generally changed with variation of tempera-
tures. In the experiments, the temperatures at the time
when the average ionization of plasmas equals the charge
state are demonstrated to be different as determined by
time-dependent simulations [4]. Calculations performed
with varying temperature for different charge states in
the case of Al plasma have been reported in our previous
work [15]. This temperature effect on the IPD and on
the ionization degree is not intended in this work. More-
over, the ions and the electrons can have different tem-
peratures in owing to the short pulse duration in these
experiments. We will discuss these effects in association
with broadening of IPD in the forthcoming study.
C. Charge state distribution
To understand the thermodynamic, optical, and trans-
port properties of plasmas, the detailed knowledge of the
charge state distribution is of essential importance. As
already described in Sec. IV, the charge state distribution
can be calculated by solving the coupled Saha equations
incorporating the IPD model. In this section we consider
the ionization balance of aluminum plasmas correspond-
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ing to the experiments performed by Hoarty et al. [5],
where the mass densities and temperatures (ρ, Te) are
given as following: (1.2 ± 0.4 g/cc, 550 eV), (2.5 ± 0.3
g/cc, 650 eV), (5.5 ± 0.5 g/cc, 550 eV), and (9 ± 1 g/cc,
700 eV). For these measurements the assumption of local
thermodynamic equilibrium is believed to be valid.
Fig. 5 highlights the charge state distribution for the
above mentioned plasma conditions. For the low den-
sities of cases (a) and (b), our results show excellent
agreements with the Hartree-Fock approach [53], where
the mean ionization is obtained using the configuration
occupation probabilities within the framework of Saha-
Boltzmann equilibrium. For higher densities, i.e. cases
(c) and (d), the charge state distributions predicted by
different approaches are quite distinct, although all the-
oretical models yield the same prediction for the most
abundant charge state, i.e. ion state Al12+. Additionally,
according to our theory the electronic contribution, i.e.
Eq. (97), slightly enhances the ionization degree for all
mass density and temperature conditions. For example,
The mean ionizations for such experimental condition are
11.6922, 11.9262, and 12.0064 for the Hartree-Fock ap-
proach, our SF model without (SFii in Fig. 5) and with
electronic contribution, respectively.
It is remarkable that the prediction of mean ionization
depends strongly on the IPD model within the frame-
work of the Saha-Boltzmann ionization equilibrium. For
the experimental condition (c) with mass density 5.5 g/cc
and temperature 550 eV, the large discrepancy among
those theoretical models is attributed to the distinctly
predicted IPD values for different charge states. The
binding energies for the level n = 3 in the ionic stage
Al11+(1s 3p) and Al12+(3p) are 220 eV and 256 eV, re-
spectively. Such levels are pressure ionized in the range
of 5.5 ∼ 9 g/cc as indicated from the experimental spec-
tra. As discussed in Ref. [53], the Hartree-Fock results
for synthetic spectra for aluminum plasma confirm the
predictions of simulations using the SP model of IPD. In
the case (c), the IPD values for Al11+ and Al12+ are
189 eV and 200 eV according to SP model. The SF
model without electronic contribution gives the follow-
ing IPD values: 212 eV for Al11+ and 225 eV for Al12+,
whereas much larger IPD results are obtained for Al11+
(294 eV) and Al12+ (313 eV) if the electronic contribu-
tion are taken into account via the static treatment. Ev-
idently, the static treatment of free electrons leads to the
pressure ionization of n = 3 levels already in 5.5 g/cc,
which is in contradiction to the experimental observation.
Such conflict reveals the importance of dynamical effects
of electrons. Actually, it can be shown that dynamical
screening and degeneracy effects come into play already
in “weakly” degenerate plasmas (θee . 10), which re-
sults in a lowered IPD value in comparison to the static
treatment of free electrons [36]. Furthermore, near the
region of pressure ionization fluctuation effects are also
of central importance for the determination of ionization
balance.
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FIG. 5. Charge state distribution in aluminum plasmas for
the following plasma conditions: (a) 1.2 g/cc, 550 eV; (b)
2.5 g/cc, 650 eV; (c) 5.5 g/cc, 550 eV; (d) 9 g/cc, 700 eV.
The results obtained by the average-atom model (AA, square
symbol) and HF (circle symbol) approaches are taken from
Ref. [53]. The predictions denoted by SF (triangle right) and
SFii (triangle left) are calculated with and without electronic
contribution, respectively.
VI. CONCLUSIONS
We have proposed a quantum statistical model for the
ionization potential depression in terms of the structure
factors. Based on the concept of self-energy, a general-
ized definition for the IPD is introduced, where not only
the shift of continuum edge but also its broadening can
be taken into account consistently and systematically.
Statistical correlations such as quantum exchange and
degeneracy effects are discussed in detail, whereas the
dynamical correlations are reasonably described by the
dynamical SF by means of the fluctuation-dissipation-
theorem. The statistical correlations, which are of essen-
tial relevance in the high density plasmas, are generally
missing in the commonly applied IPD models. In partic-
ular, the Pauli blocking results in the formation of Fermi
surface in highly compressed plasmas [10], which strongly
modifies the K-edge energy and affects the ionization bal-
ance and the optical spectra. Essentially, the derivation
of expression for the IPD does not depend on the assump-
tion of local thermodynamic equilibrium. Therefore, ex-
tension of the developed approach to describe both LTE
and non-LTE plasmas is possible.
In comparison to the previous work [15], the fit ex-
pression for static ionic SF is improved by the HNC
calculations. Furthermore, the proposed IPD model is
currently extended to describe multicomponent strongly
correlated non-ideal systems in the present work. Addi-
tionally, we have also worked out an approach for the cal-
culation of charge state distribution by solving the cou-
pled Saha equations in combination with the developed
IPD model. The validity of our theoretical approach for
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IPD are also shown, where the Debye-Hu¨ckel theory for
weakly coupled plasmas can be perfectly reproduced from
our method. For more strongly coupled plasmas our IPD
theory is demonstrated to be suitable to interpret the ex-
perimental results as shown in the present work and also
in our previous study [15]. Density and temperature ef-
fects on the IPD are sensitively reflected in the spatial
distributions of particles in plasmas and therefore in the
corresponding SFs. As applications of the developed IPD
model, we at first calculated the IPD values at solid den-
sities for Mg, Al, and Si, where overall good agreements
for different elements are shown. The insensitivity of the
measured IPD values for different elements is ascribed to
the similarity of the SFs. Subsequently, the charge state
distributions for several density and temperature condi-
tions are evaluated through the coupled Saha equations,
where comparisons with other theoretical approaches are
also performed. Discrepancy in the predication of ionic
fractions at the critical density according to different the-
oretical models reveals that dynamical screening of free
electrons has to be handled carefully [36].
A further challenge for the analysis of experimental
observations in plasmas is the consideration of broaden-
ing effects, since the discrete eigenstates are broadened
to form a band structure in a charged particle system.
Similar to Stark broadening of spectral lines in plasmas,
the continuum edge is also broadened due to fluctuation
effects. Consequently, the IPD is also broadened and
can be well described by the imaginary part of SE in
our approach. As a time-averaged effect, the generally
discussed IPD do not include the time-dependent fluctu-
ations. However, the broadening of IPD are sufficiently
large to significantly impact the interpretation of the ex-
perimental results [13]. In particular, the broadening
effect has to be taken into account cautiously, in par-
ticular in the cases that the IPD values are comparable
with the ionization energies. Because the energy levels
lies near the region of pressure ionization of energy lev-
els, the ionization degree is significantly affected by the
width of the continuum edge. Therefore, other physical
properties which depend on the mean ionization z¯ are
extremely sensitive to the broadening effect. We will ex-
tensively discuss the influence of the statistical exchange
and broadening effect on IPD and on the corresponding
ionization balance in a forthcoming work.
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Appendix A: Derivation for the dynamical
contribution of GIPD
As shown in the main text, the dynamical correlation
contribution of GIPD I intα (p, ω) = I dcα (p, ω)+iB dcα (p, ω)
is given by (see Eqs. (29) and (30))
I dcα (p, ω) = P
∑
k
∫ ∞
−∞
dω1
2pi
∫ ∞
−∞
dω2
pi
× Aα(p,k, ω1)
ω − ω1 − ω2 · Im
[
nB(ω2) + 1
ε(k, ω2)
]
(A1)
and
B dcα (p, ω) = −
∑
k
∫ ∞
−∞
dω1
2pi
Aα(p,k, ω1)
× Im
[
nB(ω − ω1) + 1
ε(k, ω − ω1)
]
. (A2)
The essential quantity in the derivations of Eq. (35) and
Eq. (36) is
Q (p,k, ω, ω2) =
∫ ∞
−∞
dω1
2pi
Aα(p,k, ω1)
ω − ω1 − ω2 (A3)
with
A(p,k, ω1)=−2pi (zα + 1)
2
e2
ε0k2
δ(~ω1−Eα+1,p−k) (A4)
−2pi e
2
ε0k2
δ(~ω1 − Ee,p−k) + 2pi z
2
αe
2
ε0k2
δ(~ω1 − Eα,p−k) .
For the investigated ion α, we apply the dispersion rela-
tion ~ω = Eα,p. Then we arrive at
Q (p,k, Eα,p/~, ω2) = z
2
αe
2
ε0k2 (Eα,p/~− Eα,p−k/~− ω2)
− (zα + 1)
2
e2
ε0k2 (Eα,p/~− Eα+1,p−k/~− ω2)
− e
2
ε0k2 (Eα,p/~− Ee,p−k/~− ω2) . (A5)
Assuming that the IPD is defined at the momentum p =
0 [55], the propagators in the functionQ (p,k, Eα,p/~, ω2)
are reduced to the form of 1/
[−ω′ − ~k2/(2mc)]. Taking
the classic limit ~→ 0 in these propagators yields
Q (0,k, 0, ω2) =
e2
ε0k2 ω2
[
1 + (zα + 1)
2 − z2α
]
=
2 (zα + 1) e
2
ε0k2 ω2
. (A6)
Inserting the expression (A6) into Eq. (A1) and Eq. (A2),
we obtain for the shift part of the dynamical correlation
contribution
I dcα =
∫
d3k
(2pi)
3
∫ ∞
−∞
dω2
pi
2 (zα + 1) e
2
ε0 k2 ω2
Im
[
nB(ω2) + 1
ε(k, ω2)
]
, (A7)
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and for the broadening contribution
B dcα =
∫
d3k
(2pi)
3
∫ ∞
−∞
dω2
2 (zα + 1) e
2
ε0 k2
× Im
[
nB(ω2) + 1
ε(k, ω2)
]
δ(ω2 + Eα,k/~) , (A8)
where the summation
∑
k is replaced by the integral∫
d3k/ (2pi)
3
.
Appendix B: Charge-charge dynamical SF
According to the fluctuation-dissipation theorem, the
effective charge-charge response to an external perturba-
tion, i.e. ε(k, ω), can be described in terms of the partial
density-density dynamical SF Scd(k, ω)
Im
[
1 + nB(ω)
ε(k, ω)
]
=
pie2
~ε0k2
∑
cd
zczd
√
ncnd Scd(k, ω). (B1)
The summation is taken over all particle species in plas-
mas (i.e. c, d = e, i) and can be rewritten as
∑
cd
Acd = Aee +
∑
ν
(Aνe +Aeν) +
∑
µν
Aµν . (B2)
Consequently, the expression (B1) can be reexpressed as
Im
[
1 + nB(ω)
ε(k, ω)
]
=
pie2 ne
~ε0k2
{
See (k, ω) (B3)
−
∑
µ
zµ
√
xµ
z¯
Sµe (k, ω)
−
∑
ν
zν
√
xν
z¯
Seν (k, ω)
+
∑
µν
zµzν
z¯
√
xµxν Sµν(k, ω)
}
.
The electron-ion dynamical SF Seγ (k, ω) with
Seγ (k, ω) = Sνe (k, ω) and the electron-electron
dynamical SF See (k, ω) are related to the ionic dynam-
ical SF Sγν (k, ω) and the free electron dynamical SF
S0ee (k, ω) as follows [39, 40]
Seγ (k, ω) =
∑
ν
(xν
z¯
)1/2
qν(k)Sγν(k, ω), (B4)
See (k, ω) =
∑
µν
qµ(k) qν(k)
z¯
(xµxν)
1/2
Sµν(k, ω)
+ S0ee (k, ω) . (B5)
Inserting these relations into Eq. (B3) yields
Im
[
1 + nB(ω)
ε(k, ω)
]
(B6)
=
pie2 ne
~ε0k2
{
S0ee (k, ω) +
∑
µν
zµzν
z¯
√
xµxν Sµν(k, ω)
×
[
1− qµ(k)
zµ
] [
1− qν(k)
zν
]}
=
pie2 ne
~ε0k2
Sresp (k, ω) (B7)
with the total response function
Sresp (k, ω) = S
0
ee (k, ω) +
∑
µν
zµzν
z¯
√
xµxν Sµν(k, ω)
×
[
1− qµ(k)
zµ
] [
1− qν(k)
zν
]
. (B8)
According to the fact that the static SF in the short-
wavelength limit has to be normalized to 1, i.e. S(k →
∞) = 1, so that we introduce a reduced factor in order to
ensure the short-wavelength limit behaviour of the total
response function Sresp (k, ω) via the relation
Szz (k, ω) =
1
1 + zp
Sresp (k, ω) , (B9)
where in the denominator the effective charge number
zp characterises the charge response of the whole ionic
mixture, whereas the additional factor 1 accounts for the
charge response of high-frequency free electrons. Then
we obtain the following expression for the fluctuation-
dissipation theorem
Im
[
1 + nB(ω)
ε(k, ω)
]
=
pie2 ne (zp + 1)
~ε0k2
Szz (k, ω)
=
pikBT
~k2
κ2scr,Debye Szz (k, ω) . (B10)
As discussed in the main text, the Debye screening length
is inadequate to describe the non-linear effects of strongly
coupled system. A modification has to be performed to
take into account strong coupling effects in plasmas. In
this way, the inverse Debye screening parameter κscr,Debye
is replaced by the effective screening parameter κscr =
κeff/rα in this work.
Appendix C: Screening theory for
impurity-perturber coupling
In a multicomponent plasma the screening cloud
around the impurity is given by
ρscr(r) =
∑
ν
(zνe)nzν(r)− e nze(r). (C1)
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with the charge distribution
nzj(r) = nj exp
(
−zjeψz(r)
kBT
)
, (C2)
where the electrostatic potential reads
ψz(r) =
ze
4piε0 r
exp (−κscrr) . (C3)
To determine the screening cloud and the corresponding
screening parameter, detailed knowledge of the charge
state distribution is necessary and integration over a se-
ries of transcendental functions has to be performed. To
simplify the calculation, we can use the concept of effec-
tive perturber with charge number zp, which effectively
describes the property of the plasma as a whole. The
screening cloud ρscr(r) can be approximated as follows
ρscr(r) =
∑
ν
(zνe)nzν(r)− e nze(r)
≈ e
∑
ν
zν nν
(
1− zνeψz(r)
kBT
)
− ene
(
1 +
eψz(r)
kBT
)
.
(C4)
Due to the charge neutrality
∑
ν zνnν − ne = 0, we have
ρscr(r) = −e
2 ψz(r)
kBT
{∑
ν
z2νnν + ne
}
. (C5)
Using the definition zp =
∑
ν z
2
νnν/ne, the following ex-
pression can be obtained for the screening cloud
ρscr(r) = −e
2 ne (zp + 1) ψz(r)
kBT
(C6)
= ene
(
1− (zp + 1) eψz(r)
kBT
− 1
)
≈ ene
(
exp
(
− (zp + 1) eψz(r)
kBT
)
− 1
)
. (C7)
This expression describes the screening for the impurity-
perturber coupling if we treat the plasma as a whole.
Considering the ionization reaction and the relaxation of
charge distribution, we take the impurity as the ion after
ionization, i.e. z = zα + 1. Inserting Eq. (C3) into Eq.
yields
ρscr(r)=ene
{
exp
[
− (zα+1) (zp+1) e
2
4piε0rkBT
e−rκscr
]
−1
}
. (C8)
Using the condition of charge neutrality for the screening
cloud ze+
∫
d3rρscr(r) = 0, the screening parameter κscr
can be determined.
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