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ΜΕ ΤΗ ΧΡΗΣΗ ΤΗΣ ΘΕΩΡΙΑΣ ΑΠΟΚΡΙΣΗΣ
ΣΤΟΙΧΕΙΟΥ: ΑΠΟ ΤΗ ΘΕΩΡΙΑ ΣΤΗΝ ΠΡΑΞΗ
Νικόλαος Τσιγγίλης
Αριστοτέλειο Πανεπιστήµιο Θεσσαλονίκης
Περίληψη: Η Θεωρία Απόκρισης Στοιχείου (ΘΑΣ) αποτελεί µιαν εναλλακτική προσέγγιση της
Κλασικής Θεωρίας Μέτρησης (ΚΘΜ) για την ανάπτυξη εργαλείων µέτρησης και την εξέταση
των ψυχοµετρικών τους ιδιοτήτων. Η ΘΑΣ, όπως προκύπτει από το όνοµά της, εστιάζεται και
εξετάζει το κάθε στοιχείο του εργαλείου µέτρησης. Σκοπός της είναι να µοντελοποιήσει τη σχέ-
ση µεταξύ του λανθάνοντος χαρακτηριστικού των συµµετεχόντων (latent trait) και της απόκρι-
σής των στα διάφορα στοιχεία του εργαλείου µέτρησης. Στην παρούσα εργασία παρουσιάζον-
ται οι βασικές έννοιες της ΘΑΣ, τα πλεονεκτήµατά της συγκριτικά µε την ΚΘΜ, οι προϋποθέ-
σεις εφαρµογής της καθώς ο τρόπος ερµηνείας και αξιοποίησης των αποτελεσµάτων σε µια προ-
σπάθεια ευαισθητοποίησης των ερευνητών για τη χρησιµότητά της και τις εφαρµογές της. Η πα-
ρουσίαση εστιάζεται στα πιο απλά µοντέλα όπου χρησιµοποιούνται κυρίως διχοτοµικά δεδοµένα
καθώς η σε βάθος κατανόησή των διευκολύνει την οµαλή µετάβαση στην εφαρµογή πιο σύνθε-
των τεχνικών. Στη συνέχεια παρουσιάζεται µια εφαρµογή της ανάλυσης µε τη χρήση δύο στα-
τιστικών προγραµµάτων, ενός εµπορικού µε γραφικό περιβάλλον (IRTPRO) και ενός ελεύθε-
ρου λογισµικού (ltm) στο περιβάλλον της R.
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τρικές ιδιότητες δοκιµασιών
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Αρκετές από τις κοινωνικές επιστήµες (π.χ., παιδαγωγική, ψυχολογία, κοινωνιολο-
γία) συχνά ασχολούνται µε εννοιολογικές κατασκευές, όπως, για παράδειγµα, οι στά-
σεις των ατόµων ως προς την ανακύκλωση, τα κίνητρα των µουσικών προτιµήσεων,
η κατάθλιψη, η επαγγελµατική εξουθένωση εργαζόµενων κ.ά. Στην περίπτωση αυτή
η µέτρησή τους δε γίνεται άµεσα, αλλά έµµεσα µέσω των εκφάνσεών τους. Πρόκει-
ται, δηλαδή, για λανθάνουσες µεταβλητές. Μια πρόκληση των ερευνητών που δρα-
στηριοποιούνται στο χώρο των κοινωνικών επιστηµών είναι να τεκµηριώσουν ότι πράγ-
µατι µπορούν να µετρήσουν αυτές τις εννοιολογικές κατασκευές. Χωρίς την παρο-
χή ισχυρών εµπειρικών ευρηµάτων τα οποία να συνηγορούν ως προς τη δυνατότη-
τα κατανόησης και αποτύπωσης των εννοιολογικών αυτών κατασκευών δυσχεραί-
νεται η µελέτη και η εξέλιξη θεωριών και µειώνεται η εµπιστοσύνη της αποτελε-
σµατικότητας τυχόν παρεµβάσεων.
Για αρκετά χρόνια το κυρίαρχο θεωρητικό πλαίσιο για την ανάπτυξη και αξιο-
λόγηση των ψυχοµετρικών χαρακτηριστικών εργαλείων µε σκοπό την αποτύπωση των
εννοιολογικών κατασκευών ήταν η Κλασική Θεωρία Μέτρησης (ΚΘΜ, Classical Test
Theory) (π.χ., Embretson & Reise, 2000; Edwards, 2009). Βασική αρχή της ΚΘΜ εί-
ναι ότι η κάθε παρατηρούµενη τιµή είναι το άθροισµα της αληθινής τιµής του χα-
ρακτηριστικού του ατόµου και του σφάλµατος της µέτρησης (π.χ., Hambleton & Jones,
1993. Mango, 2009). Έτσι, κύρια επιδίωξή είναι η µείωση του σφάλµατος µέτρησης.
Αναλύσεις όπως διερευνητική παραγοντική ανάλυση, αξιοπιστία εσωτερικής συνο-
χής, συσχέτιση στοιχείου-συνολικής βαθµολογίας στηρίζονται στην ΚΘΜ.
Τα τελευταία χρόνια όµως το ενδιαφέρον των επιστηµόνων αρχίζει να στρέφε-
ται στη Θεωρία Απόκρισης Στοιχείου (Item Response Theory) (Edwards, 2009. Toland,
2014). Η στροφή αυτή στηρίζεται στα ισχυρά πλεονεκτήµατά της έναντι της ΚΘΜ.
Όπως φαίνεται και από το όνοµά της, η ΘΑΣ µελετάει το κάθε ένα στοιχείο του ερ-
γαλείου µέτρησης1. Το επίκεντρο της συγκεκριµένης προσέγγισης είναι στη σχέση
µεταξύ των παραµέτρων του κάθε στοιχείου του εργαλείου µέτρησης και της λαν-
θάνουσας έννοιας (theta, θ) (DeMars, 2010).
Σκοπός του άρθρου είναι να εισαγάγει τους ερευνητές που δραστηριοποιούνται
στο χώρο των κοινωνικών επιστηµών στη Θεωρία Απόκρισης Στοιχείου. Πιο συγ-
κεκριµένα, επιχειρεί να αναδείξει τα πλεονεκτήµατα της ΘΑΣ έναντι της ΚΘΜ, τις
1. Με τη λέξη «στοιχείο» αποδίδεται στα ελληνικά η αγγλική λέξη item. Επιλέχθηκε η
συγκεκριµένη απόδοση µε προτροπή του Καθηγητή Ιωάννη Τσαούση, ως πιο γενική και
αντιπροσωπευτική για τις διάφορες περιπτώσεις που µπορεί να χρησιµοποιηθεί. Έτσι, στοιχείο
µπορεί να είναι: α) η πρόταση ενός ερωτηµατολογίου, β) η κινητική δοκιµασία µιας δέσµης
κινητικών µετρήσεων, γ) η ερώτηση πολλαπλής επιλογής σε ένα τεστ γνώσεων κ.ά.
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προϋποθέσεις εφαρµογής της, και να παρουσιάσει ένα ολοκληρωµένο παράδειγµα
µε τη χρήση δύο στατιστικών προγραµµάτων, ενός εµπορικού (IRTPRO ver. 4.2, Cai,
du Toit, & Thissen, 2017) και ενός ανοικτού κώδικα (library ltm της R, Rizopoulos,
2006). Η παρουσίαση καθώς και η πρακτική εφαρµογή θα εστιαστεί στα πιο απλά
µοντέλα όπου χρησιµοποιούνται κυρίως διχοτοµικά δεδοµένα. Η σε βάθος κατανόηση
των διχοτοµικών µοντέλων είναι αρκετά σηµαντική καθώς διευκολύνει την οµαλή και
αποτελεσµατική µετάβαση στην εφαρµογή πιο σύνθετων τεχνικών, αφού οι βασικές
έννοιες δε διαφοροποιούνται.
Σύγκριση της Κλασικής Θεωρίας Μέτρησης και της Θεωρίας Απόκρισης Στοιχείου
Στο τµήµα αυτό θα αναφερθούν κάποιες από τις διαφορές µεταξύ των δύο θεωρη-
τικών πλαισίων έτσι ώστε να γίνει αντιληπτή η χρησιµότητα της ΘΑΣ. Κατά τη στιγ-
µή της χορήγησης του εργαλείου µέτρησης (π.χ., τεστ µαθηµατικών γνώσεων, ερω-
τηµατολόγιο επαγγελµατικής εξουθένωσης) ο συµµετέχων διαθέτει ένα συγκεκριµένο
επίπεδο λανθάνοντος χαρακτηριστικού ή ικανότητας. Εάν το εργαλείο µέτρησης πε-
ριέχει δύσκολα στοιχεία τότε η επίδοση αναµένεται να είναι χαµηλή. Στην περίπτωση
όµως που τα στοιχεία είναι εύκολα η επίδοση θα είναι υψηλή. Συνεπώς, η έννοια του
λανθάνοντος χαρακτηριστικού είναι πιο γενική και ανεξάρτητη από τη χορηγούµε-
νη δοκιµασία, ενώ η αληθινή τιµή είναι πιο ειδική και διαφοροποιείται ανάλογα µε
τη δοκιµασία (Hambleton & Jones, 1993). Το πλεονέκτηµα της ΘΑΣ είναι ότι µπο-
ρεί να διαχωρίσει το επίπεδο λανθάνοντος χαρακτηριστικού από τις παραµέτρους
του στοιχείου (π.χ., δυσκολία) παρέχοντας µία εκτίµηση η οποία δεν επηρεάζεται από
το συγκεκριµένο δείγµα που χρησιµοποιήθηκε. Η ανεξαρτησία των παραµέτρων των
στοιχείων (και, κατά συνέπεια, και του εργαλείου µέτρησης) από τα χαρακτηριστι-
κά του δείγµατος που χρησιµοποιήθηκε είναι βασικό ζητούµενο στο χώρο της µέτρησης
και της αξιολόγησης.
Μία άλλη σηµαντική διαφοροποίηση µεταξύ της ΚΘΜ και της ΘΑΣ είναι η αν-
τίληψη για το σφάλµα µέτρησης και η επίδρασή του στην αξιολόγηση της αξιοπι-
στίας του εργαλείου µέτρησης. Στην ΚΘΜ το σφάλµα µέτρησης και, κατά συνέ-
πεια, η αξιοπιστία, θεωρείται ότι είναι σταθερά και ανεξάρτητα από το επίπεδο
ικανότητας ή λανθάνοντος χαρακτηριστικού του ατόµου. Συνεπώς, παρέχεται µία
και ίδια τιµή για όλο το εργαλείο µέτρησης (π.χ., Cronbach’s α). Αντίθετα, στη ΘΑΣ
το σφάλµα µέτρησης δεν είναι σταθερό αλλά µεταβάλλεται ανάλογα µε το επίπεδο
του λανθάνοντος χαρακτηριστικού. Η διαφοροποίηση αυτή µπορεί να αποτυπω-
θεί τόσο για το κάθε στοιχείο όσο και συνολικά για το εργαλείο µέτρησης (π.χ.,
DeMars, 2010. Magno, 2009) κι επιτρέπει βαθύτερη κατανόηση και πληρέστερη
αποτίµηση της αξιοπιστίας.
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Σε αντίθεση µε τη ΘΑΣ, η ΚΘΜ εστιάζεται στο επίπεδο του εργαλείου µέτρησης
(de Ayala, 2009). Η συνολική επίδοση στο εργαλείο µέτρησης αντιπροσωπεύει το λαν-
θάνον χαρακτηριστικό. Η συνολική επίδοση προκύπτει συνήθως από το άθροισµα της
βαθµολογίας στα επιµέρους στοιχεία. Η άθροιση όµως αυτή έχει τα εξής µειονεκτή-
µατα: α) είναι παραπλανητική, µε την έννοια ότι στην περίπτωση µετρήσεων µε κλί-
µακες Likert οι αποστάσεις δεν µπορεί να θεωρηθούν ως ίσες, και συνεπώς το άθροι-
σµα δεν έχει ουσιαστικό νόηµα (Zhu, 1996). β) η απόδοση συγκεκριµένων αριθµών σε
χαρακτηρισµούς (π.χ., συµφωνώ απόλυτα) είναι αυθαίρετη. Για παράδειγµα, αντί για
κλίµακα 1 - 5 θα µπορούσε να χρησιµοποιηθεί κλίµακα 0 - 4 (Torpe & Favia, 2012),
και γ) προϋποθέτει ότι η βαρύτητα όλων των στοιχείων στη διαµόρφωση του λανθά-
νοντος χαρακτηριστικού είναι ίδια. Για παράδειγµα, το Self-Harm Inventory (SHI,
Sansone, Wiederman, & Sansone, 1998) περιέχει 22 στοιχεία για τη διερεύνηση του ιστο-
ρικού αυτοτραυµατισµού, µε τις απαντήσεις να δίνονται σε δίτιµη κλίµακα, Ναι - Όχι.
Σύµφωνα µε τους κατασκευαστές, η συνολική τιµή προκύπτει από το άθροισµα των
ερωτήσεων που απαντήθηκαν θετικά, και τιµές από πέντε και πάνω είναι ένδειξη σο-
βαρού προβλήµατος. Τρία από τα στοιχεία του SHI είναι τα εξής: «Έχετε χαρακώσει
τον εαυτό σας σκόπιµα;» (#2), «Έχετε οδηγήσει ηθεληµένα απερίσκεπτα;» (#7), και
«Έχετε επιχειρήσει αυτοκτονία;» (#18). Είναι φανερό ότι θετική απάντηση στο στοι-
χείο #18 θα πρέπει να έχει µεγαλύτερη βαρύτητα από ότι στα στοιχεία #2 και #7. Αν-
τιθέτως, στη ΘΑΣ κατά τον υπολογισµό της λανθάνουσας ικανότητας δε λαµβάνεται
µόνο υπόψη πόσα στοιχεία απαντήθηκαν θετικά αλλά και ποια ήταν αυτά. Είναι, δη-
λαδή, δυνατόν δύο συµµετέχοντες που απάντησαν θετικά σε πέντε στοιχεία του SHI
να έχουν διαφορετικές τιµές λανθάνοντος χαρακτηριστικού, επειδή τα στοιχεία στα οποία
απάντησαν θετικά είχαν διαφορετικά χαρακτηριστικά (π.χ., διαφορετικές τιµές διά-
κρισης και δυσκολίας). Με τον τρόπο αυτό δηµιουργείται µία συνολική τιµή πιο ευαί-
σθητη και πιο αξιόπιστη από ότι το άθροισµα των ορθών απαντήσεων (DeMars, 2010)
(Βλ. σελίδες 12-13 Παραρτήµατος Β). Η αποτύπωση του λανθάνοντος χαρακτηριστι-
κού υπό το πρίσµα της ΘΑΣ έχει ως συνέπεια τη λεπτοµερέστερη κατάταξη και αξιο-
λόγηση των συµµετεχόντων καθώς και την ορθότερη διατύπωση συµπερασµάτων κατά
την εξέταση άλλων ψυχοµετρικών ιδιοτήτων όπως, π.χ., η εγκυρότητα κριτηρίου.
Θεωρία Απόκρισης Στοιχείου – λογαριθµικά µοντέλα
Αντίθετα από ό,τι υπονοεί το όνοµά της, η ΘΑΣ είναι περισσότερο µία οµάδα µα-
θηµατικών µοντέλων τα οποία συνδέουν τις παρατηρούµενες µε τις λανθάνουσες µε-
ταβλητές µε ένα µη γραµµικό τρόπο. Η βασική ιδέα της ΘΑΣ είναι ότι η απόκριση
σε ένα στοιχείο µιας δέσµης µετρήσεων (π.χ., ερωτηµατολόγιο, τεστ γνώσεων) είναι
συνάρτηση των χαρακτηριστικών του ατόµου (π.χ., πόσο ισχυρά κίνητρα έχει) και των
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ιδιοτήτων του στοιχείου (π.χ., πόσο δύσκολο ή εύκολο είναι). Η χρήση γραφηµάτων
για την οπτική παρουσίαση των διάφορων µοντέλων της ΘΑΣ έχει µακριά παράδο-
ση. Στο Γράφηµα 1 φαίνεται η χαρακτηριστική καµπύλη στοιχείου (item character-
istic curve, ICC), που περιγράφει τη σχέση µεταξύ ενός στοιχείου και του λανθάνοντος
χαρακτηριστικού. Η καµπύλη αυτή βασίζεται στην παρακάτω συνάρτηση:
Η ποσότητα P(xj = 1 |θ, bj) δηλώνει την πιθανότητα ορθής απόκρισης2 στο στοι-
χείο xj , δεδοµένου ενός συγκεκριµένου επιπέδου λανθάνοντος χαρακτηριστικού ( θ,
theta). Το e είναι η βάση του φυσικού λογαρίθµου (e = 2.71828…) και το bj είναι η πα-
ράµετρος δυσκολίας του στοιχείου (difficulty or location parameter). Ο δείκτης j της
παραµέτρου bj δηλώνει ότι η παράµετρος της δυσκολίας δεν είναι ίδια για όλα τα στοι-
χεία αλλά µπορεί να διαφέρει.
2. Η έκφραση «πιθανότητα ορθής απόκρισης» αναφέρεται περισσότερο σε τεστ γνώσεων µε τη
χρήση ερωτήσεων πολλαπλών επιλογών. Στο χώρο άλλων επιστηµονικών πεδίων όπως, π.χ., η
ψυχολογία µπορεί να εννοηθεί ως «πιθανότητα θετικής απόκρισης» στη συγκεκριµένη πρόταση-
δήλωση.
Γράφηµα 1. Χαρακτηριστική καµπύλη στοιχείου (item characteristic curve)
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Ο οριζόντιος άξονας αναπαριστά τη λανθάνουσα ικανότητα ή το λανθάνον χα-
ρακτηριστικό, το οποίο συνήθως θεωρείται ότι ακολουθεί την τυπική κανονική κατανοµή
(Edwards, 2009). Συνεπώς, το µεγαλύτερο ποσοστό των τιµών θ αναµένεται να κυ-
µαίνεται από -3 έως +3. Το σηµείο 0 είναι το µέσο επίπεδο του χαρακτηριστικού (ή
ικανότητας), ενώ το σηµείο +1 δείχνει επίπεδο χαρακτηριστικού που αντιστοιχεί σε
µία τυπική απόκλιση πάνω από τη µέση ικανότητα. Στον κατακόρυφο άξονα αναπα-
ρίσταται η πιθανότητα ορθής ή θετικής απόκρισης στο στοιχείο. Οι τιµές κυµαίνον-
ται από 0 έως 1. Από τη χαρακτηριστική καµπύλη στοιχείου φαίνεται ότι σε χαµηλά
επίπεδα ικανότητας αντιστοιχεί χαµηλή πιθανότητα επιτυχίας. Όσο αυξάνεται η ικα-
νότητα τόσο αυξάνεται και η πιθανότητα επιτυχίας. Η σχέση αυτή όµως δεν είναι γραµ-
µική. Έτσι, µετά από ένα ορισµένο σηµείο αύξησης (ή µείωσης, αντιστοίχως) της ικα-
νότητας προκαλείται µικρή αύξηση (µείωση) της αναµενόµενης επιτυχίας.
Στην περίπτωση ενός διχοτοµικού στοιχείου, η παράµετρος δυσκολίας δηλώνει
το µέγεθος του λανθάνοντος χαρακτηριστικού που πρέπει να έχει ο συµµετέχων για
να υπάρχει 50% πιθανότητα ορθής απόκρισης στο στοιχείο. Όσο πιο µετατοπισµέ-
νη δεξιά είναι η χαρακτηριστική καµπύλη ενός στοιχείου τόσο µεγαλύτερο το µέγε-
θος του λανθάνοντος χαρακτηριστικού που απαιτείται για να υπάρχει 50% πιθανό-
Γράφηµα 2. Χαρακτηριστικές καµπύλες τριών στοιχείων µε ίδια διάκριση και διαφορετικές
τιµές δυσκολίας.
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τητα ορθής απόκρισης. Συνεπώς, το στοιχείο είναι πιο δύσκολο. Στο Γράφηµα 2 πα-
ρουσιάζονται οι χαρακτηριστικές καµπύλες τριών διαφορετικών στοιχείων. Το στοι-
χείο µε διακεκοµµένη γραµµή έχει παράµετρο δυσκολίας -1 και βρίσκεται αριστε-
ρά των άλλων δύο, και συνεπώς είναι το ευκολότερο. Το στοιχείο µε τη συνεχόµε-
νη χαρακτηριστική καµπύλη έχει παράµετρο δυσκολίας +1, βρίσκεται δεξιότερα των
άλλων και συνεπώς είναι αυτό που απαιτεί υψηλότερα επίπεδα λανθάνοντος χαρα-
κτηριστικού για να υπάρχει πιθανότητα 50% ορθής απόκρισης.
Το µοντέλο που περιγράφηκε παραπάνω αναφέρεται ως λογαριθµικό
µοντέλο µιας παραµέτρου (1PL logistic model)3. Η παράµετρος που διαφοροποιεί-
ται ανάλογα µε το κάθε στοιχείο είναι η δυσκολία. Ένα άλλο ευρέως χρησιµοποι-
ούµενο µοντέλο στην περίπτωση διχοτοµικών δεδοµένων είναι το λογαριθµικό µο-
ντέλο δύο παραµέτρων (2PL logistic model)4 και παριστάνεται από την συνάρτηση:
Η διαφορά από το προηγούµενο µοντέλο έγκειται στην προσθήκη της παραµέτρου
διάκρισης (discrimination parameter, αj) στον εκθέτη της βάσης του φυσικού λο-
γάριθµου (e). Αξίζει να σηµειωθεί ότι ο δείκτης j δηλώνει ότι η διάκριση δεν εί-
ναι ίδια για όλα τα στοιχεία αλλά µπορεί να διαφέρει. Η έννοια της διάκρισης αφο-
ρά την κλίση της καµπύλης µεταξύ του λανθάνοντος χαρακτηριστικού και της πι-
θανότητας ορθής απόκρισης, και συνδέεται στενά µε την έννοια της φόρτισης στη
διερευνητική παραγοντική ανάλυση (Edwards, 2009). Όσο µεγαλύτερη είναι η κλί-
ση του στοιχείου τόσο υψηλότερη είναι και η τιµή της διάκρισης και τόσο εντονό-
τερη η σχέση µε το λανθάνον χαρακτηριστικό. Στοιχεία µε υψηλές τιµές διάκρισης
µπορούν να διαχωρίσουν µε πιο αποτελεσµατικό τρόπο άτοµα µε παραπλήσια επί-
πεδα λανθάνοντος χαρακτηριστικού. Με πιο απλά λόγια, για ένα στοιχείο µε υψη-
λή τιµή διάκρισης ακόµη και µικρή µεταβολή στο λανθάνον χαρακτηριστικό οδη-
γεί σε µεγάλες µεταβολές της πιθανότητας ορθής απόκρισης. Οι Morizot, Ainsworth,
και Reise (2007) αναφέρουν ότι στο χώρο της µελέτης της προσωπικότητας οι τι-
3. Αξίζει να διευκρινιστεί ότι στην περίπτωση που η τιµή της διάκρισης οριστεί στη µονάδα (α = 1)
για όλα τα στοιχεία, το µοντέλο αναφέρεται ως Rasch µοντέλο, ενώ στη περίπτωση που η τιµή της
διάκρισης έχει µια συγκεκριµένη τιµή για όλα τα στοιχεία (α) αλλά όχι απαραίτητα µονάδα, το
µοντέλο αναφέρεται ως µοντέλο µιας παραµέτρου (1PL model).
4. Στη βιβλιογραφία επίσης αναφέρεται και το µοντέλο τριών παραµέτρων (3PL logistic model),
όπου εκτός από τη διάκριση και τη δυσκολία υπάρχει και η παράµετρος τυχαίας επιλογής
(guessing) cj. Η παράµετρος αυτή δηλώνει την πιθανότητα ορθής απάντησης από άτοµα χαµηλής
ικανότητας (DeMars, 2010). Το µοντέλο αυτό δε θα εξεταστεί για τον περιορισµό της έκτασης της
εργασίας και επειδή έχει περισσότερο νόηµα σε τεστ γνώσεων.
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µές διάκρισης κυµαίνονται από 0.5 έως 2.0, µε συνηθέστερες τιµές γύρω από τη
µονάδα.
Στο Γράφηµα 3 παρουσιάζονται οι χαρακτηριστικές καµπύλες τριών στοιχείων. Για
όλα τα στοιχεία η παράµετρος δυσκολίας έχει οριστεί στο µηδέν, και αυτό που τα δια-
φοροποιεί είναι η παράµετρος διάκρισης. Πιο συγκεκριµένα, το στοιχείο µε συνεχή
γραµµή έχει α = 0.5, το στοιχείο µε διακεκοµµένη γραµµή έχει α = 1.5 και το ενδιά-
µεσο στοιχείο έχει α = 1. Ένα παράδειγµα ίσως θα βοηθούσε να γίνει καλύτερα κα-
τανοητή η σηµασία της έννοιας της διάκρισης. Έστω δύο συµµετέχοντες µε τιµές λαν-
θάνοντος χαρακτηριστικού θ1 = -.5 και θ2 = .5. Η πιθανότητα ορθής απόκρισης στο πρώ-
το στοιχείο (α = 0.5) είναι .438 και .562 αντιστοίχως, δηλαδή µια διαφορά .124. Τα πο-
σοστά ορθής απόκρισης των δύο συµµετεχόντων ως προς το στοιχείο µε τιµή διάκρισης
1.5 είναι .321 και .679, δηλαδή µια διαφορά .349, σχεδόν τριπλάσια της πρώτης.
Πληροφορία στοιχείου και εργαλείου µέτρησης
Μια άλλη σηµαντική διαφοροποίηση µεταξύ της ΚΘΜ και της ΘΑΣ έγκειται στην
προσέγγισης της έννοιας της αξιοπιστίας. Σύµφωνα µε την ΚΘΜ, η αξιοπιστία ανα-
Γράφηµα 3. Χαρακτηριστικές καµπύλες τριών στοιχείων µε ίδια δυσκολία και διαφορετικές
τιµές διάκρισης.
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φέρεται στο βαθµό στον οποίο οι παρατηρούµενες τιµές προσεγγίζουν τις πραγ-
µατικές τιµές. Η εκτίµηση της αξιοπιστίας γίνεται µε τον υπολογισµό µιας τιµής (π.χ.,
Cronbach’s α, Intraclass Correlation Coefficient), η οποία ισχύει για το σύνολο του
εργαλείου µέτρησης, ανεξάρτητα από το επίπεδο του λανθάνοντος χαρακτηριστι-
κού. Αντιθέτως, στη ΘΑΣ υπάρχει η έννοια της «πληροφορίας». Η πληροφορία ορί-
ζεται ως συνάρτηση του τυπικού σφάλµατος (I = 1/SE2) (Baker, 2001), δεν είναι
καθολική αλλά µεταβάλλεται ανάλογα µε τις παραµέτρους του κάθε στοιχείου και
ανάλογα µε το επίπεδο του λανθάνοντος χαρακτηριστικού. Πιο συγκεκριµένα, το
µέγεθος της πληροφορίας καθορίζεται από το βαθµό διάκρισης του στοιχείου, ενώ
η περιοχή του λανθάνοντος χαρακτηριστικού στην οποία συγκεντρώνεται η πλη-
ροφορία καθορίζεται από τη δυσκολία του στοιχείου. Στο Γράφηµα 4 παρουσιά-
ζεται η καµπύλη πληροφορίας στοιχείου (item information curve, IIC) για τρία στοι-
χεία. Από το γράφηµα γίνεται εύκολα κατανοητό ότι και τα τρία στοιχεία αξιολο-
γούν το λανθάνον χαρακτηριστικό µε µεγαλύτερη ακρίβεια στην περιοχή από 0 έως
2. Επίσης, το στοιχείο της συνεχούς γραµµής παρέχει τη µεγαλύτερη πληροφορία
σε σχέση µε τα άλλα δύο.
Γράφηµα 4. Καµπύλες πληροφορίας τριών στοιχείων (item information curve)
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Η πληροφορία έχει κεντρικό ρόλο στη ΘΑΣ καθώς συµβάλλει καθοριστικά στη
διαµόρφωση του εργαλείου µέτρησης καθώς και στην τροποποίηση ήδη υφιστάµε-
νων (Morizot et al., 2007. Toland, 2014). Για παράδειγµα, εάν σκοπός του ερευνη-
τή είναι να διαχωρίζει άτοµα µε υψηλό επίπεδο λανθάνοντος χαρακτηριστικού (π.χ.,
αξιολόγηση κατάθλιψης στο πεδίο της κλινικής ψυχολογίας) τότε θα πρέπει να επι-
λεγούν εκείνα τα στοιχεία που να παρέχουν επαρκή πληροφορία στη συγκεκριµέ-
νη περιοχή. Αντιθέτως, εάν σκοπός είναι η µέτρηση του χαρακτηριστικού σε όλο το
εύρος του, τότε θα πρέπει να επιλεγούν στοιχεία που να παρέχουν ικανοποιητική
πληροφορία σε διαφορετικές περιοχές (π.χ., κάτω από τη µέση επίδοση, στην πε-
ριοχή της µέσης επίδοσης, και πάνω από τη µέση επίδοση). Η πληροφορία του κάθε
στοιχείου µπορεί να αθροιστεί και να υπολογιστεί η συνολική πληροφορία που πα-
ρέχει το εργαλείο µέτρησης (Scale Information Function, SIF ή Test Information
Function, TIF).
Επιπροσθέτως, η πληροφορία συµβάλλει στη βελτίωση υφιστάµενων οργάνων
µέτρησης ή στη δηµιουργία συντοµευµένων εκδόσεών τους. Με βάση την εξέταση
των γραφηµάτων ο ερευνητής µπορεί να διαπιστώσει κενά στη µέτρηση του λαν-
θάνοντος χαρακτηριστικού και να δροµολογηθεί η αναδιατύπωση υπαρχόντων στοι-
χείων ή η δηµιουργία νέων µε σκοπό την πιο ακριβή µέτρηση των συµµετεχόντων
(Theodorakis, Τsigilis, Wann, Liannopoulos, & Emadi, 2016). Από την άλλη µεριά,
ο εντοπισµός και η διαγραφή στοιχείων που προσφέρουν χαµηλή πληροφορία, είτε
παρέχουν παρόµοια πληροφορία στην ίδια περιοχή του λανθάνοντος χαρακτηριστικού
µπορεί να οδηγήσει σε πιο αποτελεσµατικές και αξιοποιήσιµες συντοµευµένες εκ-
δόσεις. Αυτός είναι και ο λόγος που οι Embretson και Reise (2000) δηλώνουν, ανα-
φερόµενοι στα πλεονεκτήµατα της ΘΑΣ, ότι “Shorter tests can be more reliable than
longer tests” (σελ. 18). Συνεπώς, ενώ κατά την ΚΘΜ η βελτίωση της αξιοπιστίας επι-
τυγχάνεται µε την προσθήκη επιπλέον στοιχείων, ο ερευνητής που χρησιµοποιεί την
ΘΑΣ προσθέτει προσεκτικά επιλεγµένα στοιχεία ανάλογα µε το σκοπό του εργαλείου
µέτρησης ή διαγράφει τα περιττά.
Προϋποθέσεις εφαρµογής της ΘΑΣ
Η ΘΑΣ περιλαµβάνει διάφορα στατιστικά µοντέλα, τα οποία στηρίζονται σε συγ-
κεκριµένες προϋποθέσεις. Συνεπώς, η ανάλυση εµπειρικών δεδοµένων υπό το
πρίσµα της ΘΑΣ µπορεί να παράσχει χρήσιµα αποτελέσµατα αρκεί να ικανο-
ποιούνται οι παρακάτω προϋποθέσεις: α) ύπαρξη ενός λανθάνοντος χαρακτη-
ριστικού (unidimensionality), β) τοπική ανεξαρτησία (local independence) και γ) µο-
νοτονία (monotonicity). Οι προϋποθέσεις αυτές παρουσιάζονται αναλυτικά παρακάτω.
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Ύπαρξη ενός λανθάνοντος χαρακτηριστικού
Μια βασική προϋπόθεση εφαρµογής της ΘΑΣ είναι ότι το εργαλείο µέτρησης αξιο-
λογεί ένα µόνο λανθάνον χαρακτηριστικό. Η ικανοποίηση της προϋπόθεσης αυτής µπο-
ρεί να εξεταστεί µε την εφαρµογή διερευνητικής παραγοντικής ανάλυσης (∆ΠΑ), στην
οποία ο πίνακας τετραχωρικών ή πολυχωρικών συσχετίσεων θα πρέπει να εισαχθεί
προς ανάλυση (Reid, Kolakowsky-Hayner, Lewis, & Armstrong, 2007). Βεβαίως, πολ-
λές φορές στην πράξη τα εργαλεία µέτρησης αξιολογούν πάνω από µία διαστάσεις
(Edwards, 2009. Price, 2017). Στην περίπτωση αυτή, ο ερευνητής έχει δύο επιλογές:
α) Εάν από την εφαρµογή της ∆ΠΑ προκύψει ένας κυρίαρχος παράγοντας, µε
ουσιαστικά υψηλότερη ιδιοτιµή σε σχέση µε τους υπόλοιπους, τότε το εργαλείο µπο-
ρεί να θεωρηθεί ως «επαρκώς µονοδιάστατο» (unidimensional enough) (Morizot et
al., 2007) και η ανάλυση να προχωρήσει όπως είχε σχεδιαστεί. Η οπτική εξέταση του
διαγράµµατος ιδιοτιµών (scree-plot) είναι µία από τις προσεγγίσεις που έχουν ανα-
φερθεί για τον έλεγχο του αριθµού των διαστάσεων. Μία άλλη συχνά χρησιµοποι-
ούµενη προσέγγιση είναι η εξέταση της αναλογίας µεταξύ πρώτης και δεύτερης ιδιο-
τιµής. Για παράδειγµα, οι Morizot et al. (2007) αναφέρουν µία αναλογία 3 ή µεγα-
λύτερη ως ένδειξη µονοδιάστατου εργαλείου. Άλλοι ερευνητές στηρίζονται στο πο-
σοστό της διακύµανσης του πρώτου παράγοντα. Ο Reckase (1979) αναφέρει ότι όταν
ο πρώτος παράγοντας εξηγεί τουλάχιστον το 20% της συνολικής διακύµανσης ενώ
οι επόµενοι παράγοντες ερµηνεύουν ουσιαστικώς µικρότερα ποσοστά τότε το εργαλείο
µπορεί να θεωρηθεί ως επαρκώς µονοδιάστατο.
Εάν για την εξέταση της ύπαρξης ενός λανθάνοντα παράγοντα χρησιµοποιηθεί
η επιβεβαιωτική παραγοντική ανάλυση τότε καµία συσχέτιση µεταξύ των υπολοίπων
της µέτρησης δε θα πρέπει να υπερβαίνει το .20 (Morizot et al., 2007). Η εξέταση ενός
µοντέλου γενικού και ειδικών παραγόντων (bi-factor model) είναι µια άλλη ενδια-
φέρουσα πρόταση (Reise & Haviland, 2005). Σύµφωνα µε το µοντέλο αυτό, η µετα-
βλητότητα των στοιχείων ερµηνεύεται από δύο παράγοντες: ένα γενικό παράγοντα,
ο οποίος είναι κοινός για όλα τα στοιχεία, και άλλους ειδικούς για κάθε διάσταση
του εργαλείου µέτρησης (Morizot et al., 2007). Οι ειδικοί παράγοντες είναι ανεξάρτητοι
µεταξύ τους καθώς και µε το γενικό. Στην περίπτωση αυτή, ο ερευνητής µπορεί να
υπολογίσει το ποσοστό της µεταβλητότητας που οφείλεται στον κύριο παράγοντα και
το ποσοστό που οφείλεται στους δευτερεύοντες παράγοντες. Εάν βρεθεί ότι ο γενι-
κός παράγοντας ερµηνεύει µεγαλύτερο µέρος της µεταβλητότητας σε σχέση µε του
ειδικούς τότε το εργαλείο µπορεί να χαρακτηριστεί ως µονοδιάστατο.
β) Στην περίπτωση που τα δεδοµένα δεν υποστηρίζουν έναν κυρίαρχο παράγοντα
µπορούν να εφαρµοστούν πιο σύνθετες στατιστικές τεχνικές που αναφέρονται ως Πο-
λυδιάστατη Θεωρία Απόκρισης Στοιχείου (Multidimensional Item Response
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Theory, MIRT). Υπάρχουν αρκετά προγράµµατα, τόσο εµπορικά (π.χ., IRTPRO,
flexMIRT, Mplus,) όσο και ανοικτού κώδικα (π.χ., βιβλιοθήκες mirt και TAM στο
περιβάλλον R) που υποστηρίζουν αναλύσεις απόκρισης στοιχείου πολυδιάστατων ερ-
γαλείων µέτρησης (Chalmers, 2012. Han & Paek, 2014. Sims, 2017).
Τοπική ανεξαρτησία στοιχείων
Μια άλλη προϋπόθεση που συνδέεται µε την ύπαρξη ενός λανθάνοντος χαρακτηρι-
στικού αφορά την τοπική ανεξαρτησία (local independence, LD) των στοιχείων. Αυτό
σηµαίνει ότι µετά την αφαίρεση της επίδρασης της λανθάνουσας ικανότητας, τα στοι-
χεία του εργαλείου µέτρησης αναµένεται να µη συνδέονται µεταξύ τους. Παραβία-
ση της τοπικής ανεξαρτησίας οδηγεί σε αύξηση των τιµών διάκρισης (α), που µε τη
σειρά της οδηγεί σε ψευδή επίπεδα ακρίβειας-πληροφορίας των µετρήσεων. Επιπλέον
δίνεται η εσφαλµένη εικόνα ότι τα στοιχεία αυτά είναι οι καλύτεροι εκπρόσωποι του
λανθάνοντος χαρακτηριστικού (Morizot et al., 2007. Toland, 2014).
Η ικανοποίηση της προϋπόθεσης αυτής εξετάζεται µε τις τυποποιηµένες χ2 τιµές
τοπικής ανεξαρτησίας για κάθε ζεύγος µεταβλητών (LD χ2). Οι Cai et al. (2017) ανα-
φέρουν ότι τιµές µικρότερες του |5| θεωρούνται µικρές και αµελητέες, τιµές ανάµεσα
στο |5| και |10| θεωρούνται µέτριες, ενώ τιµές µεγαλύτερες από το |10| είναι υψη-
λές και πιθανόν να δηλώνουν προβλήµατα τοπικής εξάρτησης. Επειδή όµως η απου-
σία ή ο µικρός αριθµός παρατηρήσεων σε κάποιο κελί µπορεί να δηµιουργήσει ζη-
τήµατα τοπικής εξάρτησης προτείνεται η ερµηνεία της τιµής LD χ2 να συνοδεύεται
και από την εξέταση του πίνακα συνάφειας (Toland, 2014). Τέλος, εάν υπάρχει ζή-
τηµα τοπικής εξάρτησης θα πρέπει να εξεταστεί η επίδρασή της στην εκτίµηση των
παραµέτρων και στην προσαρµογή των στοιχείων. ∆ηλαδή να µελετηθεί ο βαθµός
διαφοροποίησης τόσο των παραµέτρων όσο και της προσαρµογής των στοιχείων µε
την εισαγωγή και τον αποκλεισµό από την ανάλυση των στοιχείων που είναι ύποπτα
για δηµιουργία τοπικής εξάρτησης (Edelen & Reeve, 2007).
Μονοτονία
Η προϋπόθεση αυτή στηρίζεται στη µονoτονικά αυξάνουσα λογαριθµική συνάρτη-
ση (monotonic logistic function) µεταξύ του λανθάνοντος χαρακτηριστικού και της
πιθανότητας ορθής επιλογής. Αυτό σηµαίνει ότι καθώς το λανθάνον χαρακτηριστι-
κό αυξάνεται, η πιθανότητα ορθής επιλογής επίσης αυξάνεται. Στην περίπτωση που
τα δεδοµένα δεν ακολουθούν το µοντέλο αυτό, η χρήση τους και η ανάλυση δεν έχει
ιδιαίτερη χρησιµότητα. Η διερεύνηση της ικανοποίησης αυτής της προϋπόθεσης πραγ-
µατοποιείται µε το στατιστικό S-X2 (Orlando & Thissen, 2000, 2003). Το στατιστικό
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αυτό είναι µια παραλλαγή του Pearson χ2 για την εξέταση της προσαρµογής των πα-
ρατηρούµενων αποκρίσεων του στοιχείου µε τις αναµενόµενες αποκρίσεις σύµφω-
να µε το µοντέλο που έχει επιλεγεί (π.χ., 1PL, 2PL) και εφαρµόζεται για κάθε στοι-
χείο του εργαλείου µέτρησης.
Επιλογή του κατάλληλου µοντέλου
Μετά την εξέταση των προϋποθέσεων της ανάλυσης ακολουθεί η επιλογή του πιο κα-
τάλληλου µοντέλου για τα συγκεκριµένα κατά περίπτωση εµπειρικά δεδοµένα. Η χρη-
σιµότητα της ΘΑΣ και η υπεροχή της απέναντι στην ΚΘΜ έχει νόηµα µόνο όταν το
µοντέλο που θα επιλεχθεί έχει καλή προσαρµογή στα δεδοµένα. Έτσι, ο ερευνητής
καλείται να επιλέξει µεταξύ του πιο φειδωλού µοντέλου (π.χ., 1PL ή 2PL) που όµως
µπορεί να µην έχει καλή προσαρµογή στα δεδοµένα, και ενός πιο σύνθετου (π.χ., 2PL
ή 3PL) µε καλύτερη ίσως προσαρµογή.
Η επιλογή του µοντέλου που περιγράφει καλύτερα τα δεδοµένα γίνεται σε δύο
επίπεδα. Το πρώτο επίπεδο αφορά τη συνολική προσαρµογή του εργαλείου µέτρη-
σης και το δεύτερο την προσαρµογή του κάθε στοιχείου ξεχωριστά. Ο ερευνητής θα
πρέπει να λάβει υπόψη του τα αποτελέσµατα των δύο αυτών αναλύσεων προκειµέ-
νου να τεκµηριώσει την τελική επιλογή του.
Σε επίπεδο συνολικής προσαρµογής το πρόγραµµα IRTPRO, καθώς και άλλα προ-
γράµµατα, εµφανίζει τις τιµές του λογαρίθµου πιθανοφάνειας (log likelihood), του
Akaike Information Criterion (AIC, Akaike, 1974) και του Bayesian Information Cri-
terion (Schwarz, 1978). Χαµηλές τιµές των δεικτών αυτών δηλώνουν καλύτερη προ-
σαρµογή. ∆υστυχώς, δεν υπάρχουν συγκεκριµένες τιµές του κάθε κριτηρίου µε βάση
τις οποίες να τεκµαίρεται η προσαρµογή του µοντέλου. Συνεπώς, η χρησιµότητα των
δεικτών αυτών περιορίζεται στη σύγκριση διάφορων υποψήφιων προς υιοθέτηση µον-
τέλων. Ο πρώτος δείκτης (log likelihood) είναι χρήσιµος για τη σύγκριση δύο εµ-
φωλευµένων µοντέλων (nested models). Εάν η τιµή του πολλαπλασιαστεί µε το -2 τότε
ακολουθεί την κατανοµή χ2. Στην περίπτωση που δύο υποψήφια µοντέλα είναι εµ-
φωλευµένα (π.χ., 1PL και 2PL), τότε η διαφορά των τιµών των χ2 ακολουθεί και αυτή
την χ2 κατανοµή µε βαθµούς ελευθερίας τη διαφορά των βαθµών ελευθερίας των δύο
µοντέλων. Μη στατιστικά σηµαντικές τιµές δηλώνουν ότι τα δύο µοντέλα δε διαφέ-
ρουν και θα πρέπει να επιλεγεί το πιο φειδωλό. Στην αντίθετη περίπτωση, όταν δη-
λαδή η τιµή του ∆χ2 είναι στατιστικά σηµαντική, τα δύο µοντέλα διαφέρουν ως προς
την προσαρµογή τους και επιλέγεται αυτό µε τις χαµηλότερες τιµές. Οι δείκτες AIC
και BIC µπορεί να λειτουργήσουν επικουρικά στην επιλογή του µοντέλου. Η σηµα-
σία τους όµως είναι πιο ουσιαστική στην περίπτωση µη-εµφωλευµένων µοντέλων.
Επιπροσθέτως, το IRTPRO µπορεί να εµφανίσει (εάν ζητηθεί) το δείκτη Μ2 (Maydeu-
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Olivares & Joe, 2005, 2006) που έχει πρόσφατα αναπτυχθεί για την αξιολόγηση της
συνολικής προσαρµογής του εργαλείου µέτρησης. Το πλεονέκτηµα του δείκτη αυτού
είναι ότι συνοδεύεται από p-τιµές και τον αντίστοιχο δείκτη RMSEA. Στην περίπτωση
αυτή, ο ερευνητής έχει ένα σαφές κριτήριο (π.χ., p-τιµή < .05) µε βάση το οποίο να
συναγάγει συµπέρασµα σχετικά µε τη συνολική προσαρµογή του συγκεκριµένου µον-
τέλου, χωρίς να απαιτείται η σύγκρισή του µε κάποιο άλλο.
Παράλληλα µε τη διερεύνηση του πλέον κατάλληλου µοντέλου, εξετάζεται και
η προσαρµογή του κάθε στοιχείου. Στην περίπτωση χρήσης του στατιστικού προ-
γράµµατος IRTPRO αυτή πραγµατοποιείται µε το στατιστικό S-X2 όπως έχει ανα-
φερθεί παραπάνω. Ανάλογα µε τα αποτελέσµατα της ανάλυσης µπορεί να απο-
µακρυνθούν στοιχεία που αποκλίνουν σηµαντικά από το συγκεκριµένο µοντέλο
(π.χ., 2PL). Παρά το γεγονός ότι η προσαρµογή του κάθε στοιχείου εξετάζεται σε
επίπεδο σηµαντικότητας .05 προτείνεται να γίνεται κάποια διόρθωση (π.χ., Bonferonni,
Holm-Bonferroni, Benjamini–Hochberg) λόγω του πολλαπλού αριθµού στοιχείων
που εξετάζονται (Magis, Béland, Tuerlinckx, & de Boeck, 2010. Nguyen, Han, Kim,
& Chan, 2014).
Παράδειγµα εφαρµογής της Θεωρίας Απόκρισης Στοιχείου
Στο τµήµα αυτό της εργασίας θα παρουσιαστεί ένα παράδειγµα εφαρµογής της ΘΑΣ
µε σκοπό οι έννοιες που παρουσιάστηκαν παραπάνω να γίνουν πιο κατανοητές. Τα
δεδοµένα προέρχονται από 1904 µαθητές προσχολικής ηλικίας που απάντησαν το
Young Children’s Appraisals of Teacher Support (Y-CATS) (Mantzicopoulos &
Neuharth-Pritchett, 2003). To Y-CATS περιέχει 27 δηλώσεις (στοιχεία) για την αξιο-
λόγηση τριών διαστάσεων των αντιλήψεων των µαθητών για τις σχέσεις τους µε τον
εκπαιδευτικό: εγγύτητα (12 δηλώσεις), σύγκρουση (10 δηλώσεις) και αυτονοµία (5
δηλώσεις). Οι απαντήσεις δίνονται σε δίτιµη κλίµακα: Συµφωνία µε τη δήλωση – ∆ια-
φωνία µε τη δήλωση. Για τις ανάγκες της παρούσας εργασίας η ανάλυση θα περιο-
ριστεί στην ανάλυση των αντιλήψεων των µαθητών για τη συγκρουσιακή τους σχέ-
ση µε τον εκπαιδευτικό και σε 900 περιπτώσεις. Με τον όρο συγκρουσιακή σχέση
νοείται η αντιλαµβανόµενη αρνητικότητα και αντιπαράθεση στη σχέση µεταξύ µα-
θητή και εκπαιδευτικού. ∆ύο ενδεικτικά στοιχεία είναι: «Ο δάσκαλός µου είναι κα-
κός» και «Ο δάσκαλός µου λέει ότι κάνω κάτι λάθος συχνά».
Η ανάλυση θα πραγµατοποιηθεί µε τη φοιτητική έκδοση του προγράµµατος IRT-
PRO ver. 4.2 (Cai et al., 2017). Το πρόγραµµα αυτό επιλέχθηκε επειδή έχει γραφι-
κό περιβάλλον, είναι αρκετά φιλικό προς το χρήστη και µπορεί να φιλοξενήσει πολ-
λά είδη της ΘΑΣ (Han & Paek, 2014. Paek & Han, 2012). Επιπλέον, η φοιτητική έκ-
δοση διαθέτει όλες τις δυνατότητες ανάλυσης της πλήρους έκδοσης µε τον περιορι-
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σµό ότι µπορεί να δεχθεί προς ανάλυση 25 µεταβλητές για 1000 συµµετέχοντες. Θε-
ωρούµε ότι για αρκετές µελέτες στο χώρο των κοινωνικών επιστηµών η φοιτητική έκ-
δοση είναι ικανοποιητική. Στα Παράρτηµα Α υπάρχουν τα αποτελέσµατα των ανα-
λύσεων µε το πρόγραµµα IRTPRO. Στο Παράρτηµα B περιγράφεται η ίδια ανάλυ-
ση αλλά µε τη χρήση του προγράµµατος ανοικτού κώδικα ltm (έκδοση 1.1-1, στις 17-
4-2018) στο περιβάλλον της R.
Βήµα 1. Εξέταση της παραγοντικής δοµής
Στο βήµα αυτό ο ερευνητής καλείται να διερευνήσει τον αριθµό των λανθανουσών
µεταβλητών του προς εξέταση οργάνου µέτρησης. Για την εξέταση της παραγοντι-
κής δοµής των 10 στοιχείων της συγκρουσιακής σχέσης εφαρµόστηκε διερευνητική
ανάλυση παραγόντων. Από την ανάλυση προέκυψαν µικτά συµπεράσµατα. Πιο συγ-
κεκριµένα, αρχικά εµφανίστηκαν δύο παράγοντες µε ιδιοτιµές πάνω από τη µονά-
δα (2.947 και 1.019 αντιστοίχως). Η αναλογία τους (2.89) ήταν οριακά µικρότερη από
αυτήν που προτείνουν διάφοροι ερευνητές για να χαρακτηριστεί το εργαλείο ως επαρ-
κώς µονοδιάστατο. Το διάγραµµα ιδιοτιµών, όµως, καθώς και η παράλληλη ανάλυ-
ση (µε αριθµό επαναλήψεων 1000) δείχνουν καθαρά την ύπαρξη ενός παράγοντα (Γρά-
φηµα 5). Με δεδοµένο ότι η παράλληλη ανάλυση έχει χαρακτηριστεί ως µία αρκε-
τά αξιόπιστη µέθοδος εκτίµησης του αριθµού των παραγόντων που πρέπει να δια-
τηρηθούν (Hayton, Allen, & Scarpello, 2004. Lance, Butts, & Michels, 2006) µπορούµε
να δεχθούµε την ύπαρξη µίας διάστασης και, συνεπώς, η ανάλυση της ΘΑΣ µπορεί
να προχωρήσει χρησιµοποιώντας τις τεχνικές της µονοδιάστατης ανάλυσης.
Γράφηµα 5. Γράφηµα ιδιοτιµών (scree plot) της συγκρουσιακής σχέσης µαθητών-
εκπαιδευτικών.
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Βήµα 2. Επιλογή µεταξύ υποψήφιων µοντέλων
Στο βήµα αυτό εξετάζεται ποιο είναι το καλύτερο µοντέλο για να περιγράψει τις
απαντήσεις των συµµετεχόντων στο Y-CATS. Η µελέτη της προσαρµογής γίνε-
ται σε δύο επίπεδα: σε επίπεδο προσαρµογής του εργαλείου συνολικά και σε επί-
πεδο προσαρµογής του κάθε στοιχείου. Στο συγκεκριµένο παράδειγµα θα εξε-
ταστούν δύο µοντέλα: α) ένα µοντέλο µίας παραµέτρου (1PL), στο οποίο όλα τα
στοιχεία έχουν κοινή τιµή διάκρισης για όλα τα στοιχεία και διαφορετικές τιµές
δυσκολίας (11 βαθµοί ελευθερίας) και β) ένα µοντέλο δύο παραµέτρων (2PL),
στο οποίο τόσο η διάκριση όσο και η δυσκολία διαφοροποιούνται ανά στοιχείο
(20 βαθµοί ελευθερίας).
Στον Πίνακα 1 παρουσιάζονται οι δείκτες προσαρµογής που παρέχει το πρό-
γραµµα IRTPRO 4.2. Από τις τιµές των δεικτών αυτών είναι προφανές ότι το µον-
τέλο των δύο παραµέτρων έχει καλύτερη προσαρµογή στα δεδοµένα (π.χ., AIC,
RMSEA). Επιπλέον, µπορεί να γίνει σύγκριση των δύο αυτών µοντέλων καθώς
είναι εµφωλευµένα. Εκτέλεση του Ελέγχου του Λόγου Πιθανοφανειών (Likelihood
Ratio Test) έδειξε στατιστικώς σηµαντική διαφορά (∆χ2 = 77.02, ∆df = 9, p <
.001)5, συνεπώς το µοντέλο των δύο παραµέτρων φαίνεται να έχει συνολικά κα-
λύτερη προσαρµογή σε σχέση µε το µοντέλο της µιας παραµέτρου.
5. Το µοντέλο των τριών παραµέτρων [tpm()] δεν εµφάνισε στατιστικά καλύτερη προσαρµογή σε
σχέση µε το µοντέλο των δύο παραµέτρων > anova(conflict_2PL, conflict_3PL)
Likelihood Ratio Table
AIC BIC log.Lik LRT df p.value
conflict_2PL 10479.12 10575.17 -5219.56
conflict_3PL 10497.81 10641.89 -5218.91 1.31 10 0.999
Πίνακας 1. ∆είκτες προσαρµογής της συγκρουσιακής σχέσης του Y-CATS
για τα δύο υποψήφια µοντέλα f
1PL 2PL
-2 Loglikelihood 10516.15 (df = 11) 10439.13 (df = 20)
AIC 10538.15 10479.13
BIC 10590.97 10575.18
M2 150.05 (df = 44) 69.88 (df = 35)
RMSEA .05 .03
Σηµείωση: 1PL = µοντέλο µίας παραµέτρου (δυσκολίας), 2PL = µοντέλο δύο παραµέτρων (διάκρισης
και δυσκολίας)
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Στη συνέχεια εξετάζεται η προσαρµογή του κάθε στοιχείου ξεχωριστά µε το δεί-
κτη S-X2. Από τα αποτελέσµατα φαίνεται ότι τα στοιχεία της συγκρουσιακής σχέσης
έχουν καλύτερη προσαρµογή στο µοντέλο των δύο παραµέτρων (Πίνακας 2). Πιο ανα-
λυτικά, όσον αφορά το µοντέλο της µίας παραµέτρου τέσσερα από τα δέκα στοιχεία
έχουν στατιστικώς σηµαντικές τιµές (y14co, y17co, y20co και y22co), γεγονός που δη-
λώνει έλλειψη καλής προσαρµογής. Από την άλλη µεριά, το µοντέλο των δύο παρα-
µέτρων έχει συστηµατικά χαµηλότερες τιµές S-X2 σε σύγκριση µε αυτό της µίας πα-
ραµέτρου και επιπλέον καµία τιµή του δεν εµφανίζεται ως στατιστικώς σηµαντική.
Τέλος, ένα άλλο στοιχείο που επίσης συνηγορεί υπέρ του µοντέλου των δύο πα-
ραµέτρων είναι τα αποτελέσµατα της εξέτασης της τοπικής ανεξαρτησίας (βλέπε Πα-
ράρτηµα Α - Marginal fit (X2) and Standardized LD X2 Statistics for Group 1). Η µε-
γαλύτερη τιµή που εµφανίζεται µετά την αφαίρεση της επίδρασης της λανθάνουσας
µεταβλητής είναι 3.1, η οποία είναι σαφώς µικρότερη του |5| που προτείνουν οι Cai
et al. (2017). Αντιθέτως, στο µοντέλο της µίας παραµέτρου εµφανίζονται τέσσερεις
τιµές πάνω από |10| και µία µεγαλύτερη του |5| (Παράρτηµα Α). Με βάση τα παραπάνω
αποτελέσµατα µπορούµε να δεχθούµε µε ασφάλεια ότι το µοντέλο δυο παραµέτρων
περιγράφει αρκετά ικανοποιητικά τις απαντήσεις των µαθητών στις δέκα δηλώσεις
συγκρουσιακής σχέσης µε τον εκπαιδευτικό και µπορούµε να προχωρήσουµε στην
παρουσίαση και την ερµηνεία των παραµέτρων.
Πίνακας 2. ∆είκτες προσαρµογής του κάθε στοιχείου της συγκρουσιακής σχέσης του Y-CATS
για τα δύο υποψήφια µοντέλα
1PL 2PL
S-X2 df p-value S-X2 df p-value
y2co 11.83 8 0.1584 6.43 8 0.6007
y5co 9.13 8 0.3331 5.08 8 0.7501
y8co 11.93 8 0.1541 10.84 8 0.2106
y11co 9.95 8 0.2702 10.09 8 0.2584
y14co 18.23 8 0.0195 8.94 8 0.3491
y17co 27.99 8 0.0005 11.31 8 0.1845
y20co 18.30 8 0.0191 12.09 8 0.1471
y22co 34.75 7 0.0001 8.10 8 0.4251
y24co 12.93 8 0.1138 6.16 8 0.6301
y26co 10.81 8 0.2122 11.85 8 0.1574
Σηµείωση: 1PL = µοντέλο µίας παραµέτρου (δυσκολίας), 2PL = µοντέλο δύο παραµέτρων (διάκρισης
και δυσκολίας)
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Βήµα 3. Παρουσίαση και ερµηνεία των παραµέτρων
Στον Πίνακα 3 παρουσιάζονται οι τιµές των δύο παραµέτρων διάκρισης και δυσκο-
λίας για κάθε δήλωση µαζί µε τα τυπικά τους σφάλµατα. Οι περισσότερες τιµές της
διάκρισης είναι µεγαλύτερες της µονάδας, αποτέλεσµα που δείχνει ότι τα στοιχεία
µπορεί να ξεχωρίσουν συµµετέχοντες µε παραπλήσια επίπεδα αντιλαµβανόµενης συγ-
κρουσιακής σχέσης µε τον εκπαιδευτικό. Η χαµηλότερη τιµή εµφανίζεται για το στοι-
χείο y22co που σύµφωνα µε τον Baker (2001, σελ. 34) θεωρείται µέτρια. Όσον αφο-
ρά τη δυσκολία των στοιχείων, αυτή φαίνεται να κυµαίνεται σε επίπεδα µεγαλύτε-
ρα της µέσης αντιλαµβανόµενης συγκρουσιακής σχέσης, αφού οι περισσότερες τι-
µές είναι θετικές. Αυτό σηµαίνει ότι εννέα από τα δέκα στοιχεία αξιολογούν το λαν-
θάνον χαρακτηριστικό πάνω από το µεσαίο επίπεδο. Ένα µόνο στοιχείο (y22co) έχει
αρνητική τιµή που σηµαίνει ότι είναι χρήσιµο για την αξιολόγηση χαµηλών επιπέδων
συγκρουσιακής σχέσης.
Αξίζει να τονιστεί ότι επτά από τα δέκα στοιχεία αξιολογούν το λανθάνον χα-
ρακτηριστικό σε ένα πολύ µικρό εύρος (.76 – .35 = .41), που είναι µικρότερο από µισή
τυπική απόκλιση. Επιπλέον, τέσσερα από αυτά τα στοιχεία έχουν σχεδόν παρόµοι-
ες τιµές δυσκολίας (y11co και y20co καθώς και y8co και y26co). Τα ευρήµατα αυτά
δείχνουν µε ξεκάθαρο τρόπο ότι τα δέκα στοιχεία της συγκρουσιακής σχέσης του ερ-
γαλείου Y-CATS δεν αξιολογούν όλο το εύρος του λανθάνοντος χαρακτηριστικού
και ότι αρκετά από αυτά είναι περιττά και θα µπορούσαν να αποκλειστούν από µελ-
λοντικές µελέτες. Το αποτέλεσµα αυτό είναι αρκετά σηµαντικό για την εγκυρότητα
της µέτρησης της συγκρουσιακής σχέσης και δύσκολα θα µπορούσε να συναχθεί πα-
Πίνακας 3. Τιµές διάκρισης και δυσκολίας για το µοντέλο των δύο παραµέτρων
α se c se b se
y2co 1.70 0.19 -1.90 0.15 1.12 0.09
y5co 0.98 0.11 -0.49 0.08 0.50 0.09
y8co 1.15 0.12 -0.41 0.08 0.35 0.07
y11co 1.19 0.13 -0.54 0.09 0.45 0.08
y14co 1.79 0.19 -1.36 0.13 0.76 0.07
y17co 0.78 0.10 -0.82 0.08 1.05 0.15
y20co 1.61 0.17 -0.74 0.10 0.46 0.06
y22co 0.66 0.10 1.04 0.08 -1.58 0.25
y24co 1.69 0.18 -1.00 0.11 0.59 0.06
y26co 1.23 0.13 -0.47 0.09 0.38 0.07
Σηµείωση: α = παράµετρος διάκρισης, c = σταθερός όρος (intercept), b = παράµετρος δυσκολίας, se
= τυπικό σφάλµα. b = - c/α
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ρόµοιο συµπέρασµα µε τη χρήση των µεθόδων της ΚΘΜ. Επίσης, δείχνει την κα-
τεύθυνση στην οποία θα πρέπει να κινηθεί ο ερευνητής για τη βελτίωση της µέτρη-
σης και την καλύτερη αποτύπωση της συγκρουσιακής σχέσης.
Βήµα 4. Μελέτη της πληροφορίας
Η µελέτη της πληροφορίας που παρέχουν οι δηλώσεις της συγκρουσιακής σχέσης των
µαθητών µε τους εκπαιδευτικούς θα εξεταστεί σε δύο επίπεδα: α) σε επίπεδο στοι-
χείου και β) σε συνολικό επίπεδο. Στο Παράρτηµα Α παρουσιάζεται η πληροφορία
για κάθε ένα από τα δέκα στοιχεία. Από την οπτική εξέταση των γραφηµάτων αβία-
στα προκύπτει το συµπέρασµα ότι τα στοιχεία y2co, y14co, y20co και y24co διαθέ-
τουν το µεγαλύτερο ποσό πληροφορίας, σε αντίθεση µε τα στοιχεία y17co και y22co.
Συνεπώς, εάν ο ερευνητής επιθυµεί να ελαττώσει τον αριθµό των στοιχείων χωρίς
ουσιαστική µείωση της πληροφορίας τότε είναι προφανές ότι θα πρέπει να αποµα-
κρύνει τα δύο τελευταία στοιχεία.
Στο Γράφηµα 6 παρουσιάζεται το συνολικό ποσό πληροφορίας που παρέχουν οι
δέκα δηλώσεις. Με διακεκοµµένη γραµµή παριστάνεται το τυπικό σφάλµα. Εύκολα
Γράφηµα 6. Συνολική καµπύλη πληροφορίας (test information function)
της συγκρουσιακής σχέσης µαθητών-εκπαιδευτικών
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διαπιστώνεται ότι οι δύο αυτές έννοιες είναι αντιστρόφως ανάλογες. ∆ηλαδή, όπου
παρατηρείται αύξηση της πληροφορίας το τυπικό σφάλµα µειώνεται και αντιστρό-
φως. Το λανθάνον χαρακτηριστικό της συγκρουσιακής σχέσης µετριέται µε τη µε-
γαλύτερη ακρίβεια περίπου 0.75 τυπικές αποκλίσεις πάνω από το µέσο επίπεδό της.
Επιπλέον, οι δέκα δηλώσεις µπορεί να χρησιµοποιηθούν για να µετρήσουν αξιόπι-
στα το λανθάνον χαρακτηριστικό από µέσο επίπεδο συγκρουσιακής σχέσης έως και
1.5 τυπική απόκλιση πάνω από αυτό. Έξω από αυτά τα όρια, και καθώς αποµα-
κρυνόµαστε, η αξιοπιστία της µέτρησης µειώνεται αισθητά.
Βήµα 5. Αναθεώρηση της µέτρησης της συγκρουσιακής σχέσης
Με βάση τα παραπάνω ευρήµατα ο ερευνητής θα µπορούσε να βελτιώσει τη µέτρη-
ση της συγκρουσιακής σχέσης µε δύο τρόπους, οι οποίοι µπορεί να είναι συµπλη-
ρωµατικοί. Αρχικά θα µπορούσε να αποµακρύνει στοιχεία που: α) είναι περιττά κα-
θώς αξιολογούν παρόµοια επίπεδα του λανθάνοντος χαρακτηριστικού (y8co και y11co)
και β) δε συνεισφέρουν στην πληροφορία (y17co και y22co). ∆ιαγραφή αυτών των
στοιχείων από την ανάλυση και υπολογισµός εκ νέου της πληροφορίας από τα ενα-
Γράφηµα 7. Αναθεωρηµένη συνολική καµπύλη πληροφορίας της συγκρουσιακής σχέσης
µαθητών-εκπαιδευτικών
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ποµείναντα έξι στοιχεία δείχνει παρόµοιο επίπεδο πληροφορίας µε αυτό των δέκα
στοιχείων στο ίδιο εύρος τιµών (Γράφηµα 7). Μία άλλη επιλογή, αρκετά πιο επίπο-
νη αλλά και πιο ουσιαστική είναι η ανάπτυξη νέων στοιχείων, τα οποία να αξιολο-
γούν τόσο χαµηλά (< 0) όσο και αρκετά υψηλά ( > 1.5) επίπεδα της αντιλαµβανό-
µενης συγκρουσιακής σχέσης των µαθητών µε τον εκπαιδευτικό, µε την προϋπόθε-
ση ότι ο ερευνητής ενδιαφέρεται να αξιολογήσει τη συγκρουσιακή σχέση σε όλο το
µήκος του λανθάνοντος χαρακτηριστικού.
Βήµα 6. Υπολογισµός τιµών λανθάνοντος χαρακτηριστικού
Το τελευταίο βήµα της ανάλυσης αφορά τον υπολογισµό των τιµών του λανθάνον-
τος χαρακτηριστικού για κάθε συµµετέχοντα. Ο υπολογισµός στηρίζεται στο µοτίβο
των αποκρίσεων σε συνδυασµό µε τις παραµέτρους του κάθε στοιχείου (Edwards, 2009.
Toland, 2014). Στη σχετική βιβλιογραφία υπάρχουν διάφοροι µέθοδοι υπολογισµού
των τιµών του λανθάνοντος χαρακτηριστικού όπως η µέθοδος της Μέγιστης Πιθα-
νοφάνειας (Maximum Likelihood, ML), η µέθοδος της µεγιστοποίησης της εκ των υστέ-
ρων πιθανότητας (Maximum a Posteriori, MAP), και η µέθοδος της εκ των υστέρων
αναµενόµενης πιθανότητας (Expected a Posteriori, EAP). Οι Embretson και Reise
(2000) παρουσιάζουν µε αναλυτικό τρόπο, χρησιµοποιώντας συγκεκριµένο παράδειγµα,
τις διάφορες µεθόδους υπολογισµού του λανθάνοντος χαρακτηριστικού.
Παρά το γεγονός ότι η µέθοδος ML είναι ευρέως γνωστή και συχνά η προεπι-
λεγµένη σε αρκετά στατιστικά προγράµµατα, στο χώρο της ΘΑΣ έχει τα παρακάτω
µειονεκτήµατα: α) δεν µπορεί να εκτιµήσει το λανθάνον χαρακτηριστικό για άτοµα
µε απόλυτη επιτυχία σε όλα τα στοιχεία (1) ή απόλυτη αποτυχία (0) και β) για να δώ-
σει αξιόπιστα αποτελέσµατα ως προς το λανθάνον χαρακτηριστικό χρειάζονται δο-
κιµασίες µε µεγάλο αριθµό στοιχείων (π.χ., 50 στοιχεία) (Embretson & Reise, 2000).
Από την άλλη µεριά, οι µέθοδοι MAP και EAP είναι Bayesians προσεγγίσεις, µπο-
ρούν να εφαρµοστούν για κάθε µοτίβο απόκρισης αλλά έχουν την τάση για µεροληψία
ως προς τη µέση τιµή του πληθυσµού (Cai et al., 2017. Embretson & Reise, 2000). Τέ-
λος, η µέθοδος EAP φαίνεται να υπερτερεί της MAP αφού εµφανίζει µικρότερο µέσο
σφάλµα (Cai et al., 2017) και είναι η προεπιλεγµένη µέθοδος σε διάφορες στατιστι-
κές εφαρµογές όπως το IRTPRO και mirt.
Ανεξάρτητα όµως από τη µέθοδο υπολογισµού που θα επιλεγεί, θα πρέπει να δο-
θεί µια µετρική στο λανθάνον χαρακτηριστικό. Η συνηθέστερη επιλογή είναι να τε-
θεί η µέση τιµή στο µηδέν και η τυπική απόκλιση στη µονάδα (Edwards, 2009. Embretson
& Reise, 2000. Toland, 2014). Από την καρτέλα scoring του IRTPRO φαίνονται οι δύο
αυτές προεπιλεγµένες ρυθµίσεις της µετρικής του λανθάνοντος χαρακτηριστικού κα-
θώς και η επιλογή της EAP µεθόδου. Στην περίπτωση αυτή, δηµιουργείται και ένα επι-
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πλέον αρχείο της µορφής *-sco.txt (στο συγκεκριµένο παράδειγµα “YCATS conflict.
2PL-sco.txt”) που περιέχει τέσσερεις στήλες: τη διάσταση (στην περίπτωση που έχει
χρησιµοποιηθεί πολυδιάστατη ανάλυση), τον αύξοντα αριθµό του συµµετέχοντα, την
εκτίµηση του λανθάνοντος χαρακτηριστικού και το τυπικό σφάλµα της εκτίµησης.
Οι τιµές του λανθάνοντος χαρακτηριστικού µε βάση τα δέκα στοιχεία της συγ-
κρουσιακής σχέσης κυµαίνονται σε ένα σχετικά περιορισµένο εύρος τιµών από -1.392
έως 2.007 (Μ.Τ. = 0.0001, Τ.Α. = .8461). Το εύρος των τιµών µπορεί να συγκριθεί
µε το γράφηµα της συνολικής πληροφορίας του εργαλείου έτσι ώστε ό ερευνητής να
γνωρίζει για ποιους και πόσους συµµετέχοντες τα επίπεδα «συγκρουσιακής σχέσης
του µαθητή µε τον εκπαιδευτικό» έχουν υπολογιστεί αξιόπιστα. Επιπλέον, εκτίµη-
ση του λανθάνοντος χαρακτηριστικού εκτός των συγκεκριµένων ορίων απαιτεί επι-
πρόσθετη, ειδικά στοχευµένη διερευνητική δραστηριότητα όπως αναφέρθηκε πα-
ραπάνω στο Βήµα 5. Τέλος, η νέα αυτή µεταβλητή µπορεί να χρησιµοποιηθεί σε πε-
ραιτέρω αναλύσεις όπως για την εξέταση άλλων ειδών εγκυρότητας της κλίµακας (π.χ.,
εγκυρότητα κριτηρίου) ή τη διαφοροποίησή της ανάλογα µε επιλεγµένα δηµογραφικά
ή άλλα χαρακτηριστικά.
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ΠΑΡΑΡΤΗΜΑ Β
Θεωρία Απόκρισης Στοιχείου µε το πρόγραµµα ltm
1. ΤΟ ΠΕΡΙΒΑΛΛΟΝ R KAI RStudio
Το πρόγραµµα R είναι ένα σύνθετο περιβάλλον προγραµµατισµού και εκτέλεσης στα-
τιστικών αναλύσεων. Ανάµεσα στα πολλά πλεονέκτηµα του είναι ότι διανέµεται δω-
ρεάν, εξελίσσεται αρκετά γρήγορα, ενηµερώνεται σε τακτική βάση και διαθέτει εφαρ-
µογές (libraries) για κάθε είδους ανάλυση. Το πρόγραµµα µπορεί να µεταφορτωθεί
από τη διεύθυνση https://cran.r-project.org/ και µπορεί να εγκατασταθεί σε διάφο-
ρες πλατφόρµες (Windows, OS, Linux). Το RStudio αποτελεί ένα κέλυφος µέσω του
οποίου µπορεί να πραγµατοποιηθούν οι λειτουργίες του R σε γραφικό περιβάλλον.
Τo RStudio µπορεί να µεταφορτωθεί και να εγκατασταθεί δωρεάν από τη διεύθυν-
ση https://www.rstudio.com/products/RStudio/.
2. ΕΙΣΑΓΩΓΗ ΚΑΙ ΕΞΕΤΑΣΗ ΤΩΝ ∆Ε∆ΟΜΕΝΩΝ
Αρχικά θα πρέπει να γίνει εισαγωγή των δεδοµένων προς ανάλυση. Για το λόγο αυτό
θα χρησιµοποιηθεί το πρόγραµµα “haven” [install.packages(“haven”)] το οποίο επι-
τρέπει την εισαγωγή δεδοµένων στο περιβάλλον R από διάφορες εµπορικές στατι-
στικές εφαρµογές όπως SPSS, SAS και STATA.
library(haven)
## Warning: package ‘haven’ was built under R version 3.5.3
Στο επόµενο βήµα καθορίζεται η διαδροµή του φάκελου στον οποίο υπάρχει το
αρχείο των δεδοµένων (“YCATS conflict.sav”) και στη συνέχεια εισάγουµε τα δε-




Με τις παρακάτω τρεις εντολές ελέγχουµε εάν τα δεδοµένα έχουν εισαχθεί ορθά.
Πιο συγκεκριµένα, µε την πρώτη εντολή εµφανίζονται τα ονόµατα των µεταβλητών,
µε τη δεύτερη ο αριθµός των περιπτώσεων και ο αριθµός των µεταβλητών, ενώ η τρί-
τη εµφανίζει τις πρώτες έξι καταγραφές.
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names(conflict)
## [1] “y2co” “y5co” “y8co” “y11co” “y14co” “y17co” “y20co” “y22co”
## [9] “y24co” “y26co”
dim(conflict)
## [1] 900 10
head(conflict)
## # A tibble: 6 x 10
## y2co y5co y8co y11co y14co y17co y20co y22co y24co
## <dbl+l><dbl+l> <dbl+l><dbl+l><dbl+l><dbl+l> <dbl+><dbl+l><dbl+l>
## 1 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 1 [yes] 0 [no] 0 [no] 0 [no]
## 2 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no]
## 3 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no] 1 [yes] 0 [no]
## 4 0 [yes] 0 [no] 1 [yes] 0 [no] 1 [yes] 1 [yes] 0 [no] 0 [no] 1 [yes]
## 5 0 [no] 0 [no] 0 [no] 0 [no] 1 [yes] 1 [yes] 0 [no] 0 [no] 0 [no]
## 6 0 [no] 1 [yes] 0 [no] 1 [yes] 0 [no] 0 [no] 0 [no] 0 [no] 0 [no]
## # ... with 1 more variable: y26co <dbl+lbl>
Από τα αποτελέσµατα φαίνεται ότι έχουν εισαχθεί 10 µεταβλητές (y2co έως και
y26co) για 900 περιπτώσεις.
3. ΕΚΤΕΛΕΣΗ ΑΝΑΛΥΣΕΩΝ ΘΕΩΡΙΑΣ ΑΠΟΚΡΙΣΗΣ ΣΤΟΙΧΕΙΟΥ
Στη συνέχεια θα πρέπει να εγκατασταθεί [install.packages(“ltm”)] και να ενεργοποιηθεί
η βιβλιοθήκη “ltm” µε την οποία θα πραγµατοποιηθούν οι αναλύσεις της ΘΑΣ.
library(ltm)
## Warning: package ‘ltm’ was built under R version 3.5.3
## Loading required package: MASS
## Warning: package ‘MASS’ was built under R version 3.5.3
## Loading required package: msm
## Warning: package ‘msm’ was built under R version 3.5.3
## Loading required package: polycor
Παρατηρούµε ότι έχει ενεργοποιηθεί η βιβλιοθήκη “ltm” µαζί µε τις συνοδευτι-
κές βιβλιοθήκες. Η βιβλιοθήκη “ltm” έχει δηµιουργηθεί και επικαιροποιηθεί πρό-
σφατα από τον Dimitri Rizopoulo (2018) και το συνοδευτικό της εγχειρίδιο βρίσκεται
στη διεύθυνση https://cran.r-project.org/web/packages/ltm/ltm.pdf.
Κατά την εφαρµογή της ΘΑΣ για τη µελέτη των δέκα δηλώσεων της αντιλαµβανό-
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µενης συγκρουσιακής σχέσης των µαθητών µε τον εκπαιδευτικό θα εξεταστούν δύο µον-
τέλα, µίας και δύο παραµέτρων. Στο µοντέλο µιας παραµέτρου θα εκχωρηθεί το όνοµα
“conflict_1PL” και στο δεύτερο το “conflict_2PL”. H εντολή “rasch” χρησιµοποιείται για
τον υπολογισµό του µοντέλου µίας παραµέτρου. Το µόνο που χρειάζεται είναι να δηλώσουµε
τo όνοµα του αρχείου που περιέχει τα δεδοµένα. Με την επόµενη εντολή “summary” εµ-
φανίζονται οι δείκτες προσαρµογής του µοντέλου καθώς και οι παράµετροι του. Αξίζει
να σηµειωθεί ότι εάν χρειάζονταν να εξεταστεί ένα Rasch µοντέλο στο οποίο η τιµή της
διάκρισης να είναι µονάδα για όλα τα στοιχεία η εντολή θα συντάσσονταν ως εξής: con-





## rasch(data = conflict)
##
## Model Summary:
## log.Lik AIC BIC
## -5258.076 10538.15 10590.98
##
## Coefficients:
## value std.err z.vals
## Dffclt.y2co 1.3528 0.0919 14.7253
## Dffclt.y5co 0.4326 0.0733 5.8994
## Dffclt.y8co 0.3400 0.0725 4.6910
## Dffclt.y11co 0.4422 0.0734 6.0221
## Dffclt.y14co 0.9387 0.0814 11.5387
## Dffclt.y17co 0.7689 0.0780 9.8514
## Dffclt.y20co 0.5323 0.0745 7.1480
## Dffclt.y22co -1.0064 0.0827 -12.1729
## Dffclt.y24co 0.7113 0.0771 9.2297
## Dffclt.y26co 0.3838 0.0729 5.2672
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Αρχικά εµφανίζονται οι δείκτες προσαρµογής του µοντέλου µίας παραµέτρου. Η
τιµή log.Lik (δηλαδή log likelihood) εάν πολλαπλασιαστεί µε το -2 τότε δίνει την ίδια
ακριβώς τιµή µε αυτή του IRTPRO (-2*-5258.076 = 10516.15). Επίσης δίνονται οι
τιµές των δεικτών AIC και BIC. Οι δείκτες αυτοί µπορεί να χρησιµοποιηθούν για τη
σχετική προσαρµογή του µοντέλου σε σχέση µε το µοντέλο των δύο παραµέτρων. Στη
συνέχεια παρουσιάζονται οι 11 παράµετροι του µοντέλου (10 τιµές δυσκολίας, µία
για κάθε δήλωση και µια τιµή διάκρισης κοινή για όλα τα στοιχεία), µαζί µε τα τυ-
πικά τους σφάλµατα και τις z-τιµές. Τιµές z µεγαλύτερες της απόλυτης τιµής |1.96|
θεωρούνται στατιστικά σηµαντικές σε επίπεδο σηµαντικότητας .05.
Το δεύτερο υποψήφιο µοντέλο προς εξέταση είναι το µοντέλο των δύo παραµέ-
τρων. Η εντολή που χρησιµοποιείται είναι “ltm”. Μια διαφορά από την εντολή “rasch”
είναι ότι το όνοµα του αρχείου δεδοµένων συνοδεύεται από το “~z1”, το οποίο δη-
λώνει ότι κάθε στοιχείο θα έχει τη δική του τιµή διάκρισης και δυσκολίας.




## ltm(formula = conflict ~ z1, IRT.param = TRUE)
##
## Model Summary:
## log.Lik AIC BIC
## -5219.56 10479.12 10575.17
##
## Coefficients:
## value std.err z.vals
## Dffclt.y2co 1.1189 0.0922 12.1416
## Dffclt.y5co 0.5046 0.0933 5.4107
## Dffclt.y8co 0.3552 0.0780 4.5529
## Dffclt.y11co 0.4510 0.0791 5.7046
## Dffclt.y14co 0.7606 0.0723 10.5161
## Dffclt.y17co 1.0512 0.1508 6.9698
## Dffclt.y20co 0.4575 0.0663 6.9004
## Dffclt.y22co -1.5804 0.2462 -6.4194
## Dffclt.y24co 0.5954 0.0686 8.6738
## Dffclt.y26co 0.3844 0.0756 5.0875
## Dscrmn.y2co 1.6991 0.1884 9.0181
## Dscrmn.y5co 0.9760 0.1129 8.6413
## Dscrmn.y8co 1.1546 0.1252 9.2235
## Dscrmn.y11co 1.1944 0.1280 9.3294
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## Dscrmn.y14co 1.7950 0.1907 9.4104
## Dscrmn.y17co 0.7847 0.1047 7.4953
## Dscrmn.y20co 1.6106 0.1653 9.7423
## Dscrmn.y22co 0.6569 0.1051 6.2521
## Dscrmn.y24co 1.6879 0.1751 9.6410














## y2co 1.1189195 1.6990933
## y5co 0.5045909 0.9759715
## y8co 0.3552037 1.1545754
## y11co 0.4510080 1.1943535
## y14co 0.7605825 1.7949620
## y17co 1.0512185 0.7846877
## y20co 0.4575494 1.6105763
## y22co -1.5803977 0.6568986
## y24co 0.5953682 1.6878987
## y26co 0.3843781 1.2319758
Η σύγκριση των δύο µοντέλων µπορεί να πραγµατοποιηθεί µε την εντολή
“anova”. Παρά το γεγονός ότι το όνοµα της εντολής αυτής παραπέµπει σε ανάλυση
διακύµανσης στην πραγµατικότητα συγκρίνει δύο εµφωλευµένα µοντέλα (nested mod-
els). Ενηµερωτικά, η εντολή για την εκτέλεση ανάλυση διακύµανσης είναι “aov”.
anova(conflict_1PL, conflict_2PL)
## Likelihood Ratio Table
## AIC BIC log.Lik LRT df p.value
## conflict_1PL 10538.15 10590.98 -5258.08
## conflict_2PL 10479.12 10575.17 -5219.56 77.03 9 <0.001
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Από τα αποτελέσµατα της σύγκρισης προκύπτει ότι η τιµή του Likelihood Ratio
Test (LRT) είναι 77.03, η οποία ακολουθεί τη χ2 κατανοµή µε 9 βαθµούς ελευθερίας,
είναι στατιστικά σηµαντική. Συνεπώς το µοντέλο των δύο παραµέτρων έχει καλύτε-
ρη προσαρµογή σε σχέση µε το µοντέλο της µίας παραµέτρου.
Παράλληλα µε την επιλογή του µοντέλου µε την καλύτερη προσαρµογή θα πρέπει
να εξεταστεί και η προσαρµογή του κάθε ενός από τα δέκα στοιχεία. Ο τρόπος υπο-
λογισµού της προσαρµογής διαφέρει από αυτή του IRTPRO. Πιο συγκεκριµένα, στη-
ρίζεται στη δοκιµασία χ2. Το στατιστικό αυτό υπολογίζεται συγκρίνοντας τη συχνότη-
τα των συµµετεχόντων που ορθά αποκρίθηκαν στο στοιχείο για µικρά τµήµατα του λαν-
θάνοντος χαρακτηριστικού (10 είναι η προεπιλογή στο ltm) µε το αναµενόµενο ποσοστό
που προβλέπεται από το µοντέλο. Επίσης εάν στην εντολή “item.fit” προστεθεί το “si-
mulate.p.value = TRUE” τότε δεν χρησιµοποιείται η θεωρητική χ2 κατανοµή, αλλά η
εµπειρική από την αναδειγµατοληψία (bootstraping) εκατό δειγµάτων. Ο αριθµός των
τµηµάτων στα οποία θα χωριστεί η λανθάνουσα µεταβλητή (“G”) καθώς και ο αριθ-
µός του µεγέθους της αναδειγµατοληψίας (“B”) µπορεί να οριστεί από τον ερευνητή.
item.fit(conflict_2PL, G = 10, simulate.p.value = TRUE, B = 100)
## Item-Fit Statistics and P-values
##
## Call:
## ltm(formula = conflict ~ z1, IRT.param = TRUE)
##
## Alternative: Items do not fit the model
## Ability Categories: 10
## Monte Carlo samples: 100
##
## X^2 Pr(>X^2)
## y2co 34.9493 0.3267
## y5co 29.7811 0.3267
## y8co 25.2071 0.7129
## y11co 25.8459 0.7228
## y14co 34.4222 0.5743
## y17co 21.9355 0.3663
## y20co 49.8994 0.0792
## y22co 10.1073 0.9604
## y24co 33.2436 0.703
## y26co 39.4806 0.1584
Από τα αποτελέσµατα φαίνεται ότι και τα δέκα στοιχεία της συγκρουσιακής σχέ-
σης έχουν καλή προσαρµογή καθώς καµία p-τιµή δεν είναι µικρότερη από το .05.
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4. ∆ΗΜΙΟΥΡΓΙΑ ΚΑΤΑΛΛΗΛΩΝ ΓΡΑΦΗΜΑΤΩΝ
Για την καλύτερη κατανόηση των αποτελεσµάτων ο ερευνητής µπορεί εύκολα να δη-
µιουργήσει διάφορα γραφήµατα. Οι παρακάτω εντολές αφορούν τη δηµιουργία χα-
ρακτηριστικής καµπύλης στοιχείου (item characteristic curve, ICC), για ένα στοιχείο,
για µερικά στοιχεία και για όλα τα στοιχεία της µελέτης.
plot(conflict_2PL, type=“ICC”, items=1)
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plot(conflict_2PL, type=“ICC”, items=c(1, 2, 6:8))
plot(conflict_2PL, type=“ICC”)
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Οι παρακάτω εντολές αφορούν τη δηµιουργία καµπύλης πληροφορίας στοιχείου
(item information curve, IIF), για ένα στοιχείo, για µερικά στοιχεία, για όλα τα στοι-
χεία της µελέτης, καθώς και τη συνολική πληροφορία του λανθάνοντος χαρακτηριστικού.
plot(conflict_2PL, type=“IIC”, items=1)
plot(conflict_2PL, type=“IIC”, items=c(1, 2, 5:6))




5. ΤΙΜΕΣ ΛΑΝΘΑΝΟΝΤΟΣ ΧΑΡΑΚΤΗΡΙΣΤΙΚΟΥ
Οι τιµές του λανθάνοντος χαρακτηριστικού “συγκρουσιακή σχέση” µπορεί να υπο-
λογιστούν µε την εντολή “factor scores”. Στο συγκεκριµένο παράδειγµα η µέθοδος
υπολογισµού είναι η “EAP” (Expected a Priori) και το αποτέλεσµα του υπολογισµού
θα εκχωρηθεί στο αντικείµενο “conflict_lv”. Με τη δεύτερη εντολή ζητείται να εµ-
φανιστούν τα δέκα πρώτα µοτίβα απόκρισης και οι τιµές του λανθάνοντος χαρα-
κτηριστικού για κάθε µοτίβο.
conflict_lv<-factor.scores.ltm(conflict_2PL, method=“EAP”)
conflict_lv$score.dat[1:10, ]
## y2co y5co y8co y11co y14co y17co y20co y22co y24co y26co Obs Exp
## 1 0 0 0 0 0 0 0 0 0 0 52 53.111116
## 2 0 0 0 0 0 0 0 0 0 1 4 8.286440
## 3 0 0 0 0 0 0 0 0 1 0 6 3.389690
## 4 0 0 0 0 0 0 0 0 1 1 3 1.111432
## 5 0 0 0 0 0 0 0 1 0 0 79 66.278741
## 6 0 0 0 0 0 0 0 1 0 1 16 14.199599
## 7 0 0 0 0 0 0 0 1 1 0 7 6.418698
## 8 0 0 0 0 0 0 0 1 1 1 4 2.663320
## 9 0 0 0 0 0 0 1 0 0 0 4 4.688418
## 10 0 0 0 0 0 1 1 0 0 8 8.733692
## z1 se.z1
## 1 -1.3918699 0.6881938
## 2 -0.8768157 0.6072415
## 3 -0.7156486 0.5822261
## 4 -0.3384442 0.5267714
## 5 -1.1012282 0.6426875
## 6 -0.6487169 0.5720202
## 7 -0.5051556 0.5505807
## 8 -0.1641268 0.5043250
## 9 -0.7420424 0.5862828
## 10 -0.5287429 0.5540556
Εξέταση του δεύτερου (##2) και τρίτου µοτίβου (##3) αποκαλύπτει το διαφο-
ρετικό τρόπο βαθµολόγησης σε σχέση µε την Κλασική Θεωρία Μέτρησης. Πιο ανα-
λυτικά, το δεύτερο µοτίβο απόκρισης δείχνει µια θετική µόνο απόκριση στο στοιχείο
“y26co”, η οποία παρατηρήθηκε σε τέσσερα άτοµα (στήλη “Obs”). Tο τρίτο µοτίβο
απόκρισης δείχνει επίσης µια θετική απόκριση αλλά στο στοιχείο “y24co” από έξι
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άτοµα (στήλη “Obs”). Εάν χρησιµοποιούνταν η Κλασική Θεωρία Μέτρησης τα άτο-
µα αυτά θα λάµβαναν την ίδια ακριβώς βαθµολογία. Στο πλαίσιο όµως της ΘΑΣ επει-
δή τα άτοµα αποκρίθηκαν θετικά σε δύο ξεχωριστά στοιχεία τα οποία έχουν δια-
φορετικές τιµές διάκρισης και δυσκολίας λαµβάνουν διαφορετικές τιµές. Τα τέσσερα
άτοµα του δεύτερου µοτίβου λαµβάνουν την τιµή -0.8768 (στήλη z1) και τα έξι άτο-
µα του τρίτου την τιµή -0.7156. Η διαφοροποίηση αυτή στον τρόπο βαθµολόγησης απο-
τελεί ένα σηµαντικό πλεονέκτηµα επιλογής της ΘΑΣ.
Με την παρακάτω εντολή υπολογίζονται οι λανθάνουσες τιµές για κάθε συµµε-
τέχοντα και τα αποτελέσµατα εκχωρούνται στο αντικείµενο “conflict_latent_scores”.




## Min. 1st Qu. Median Mean 3rd Qu. Max.
## -1.3918699 -0.6610675 -0.0225900 0.0001959 0.5882801 2.0068550
sd(conflict_latent_scores$score.dat$z1)
## [1] 0.8461795
Από τα αποτελέσµατα φαίνεται η συµφωνία των δύο προγραµµάτων IRTPRO και
ltm σε ακρίβεια τετάρτου δεκαδικού ψηφίου.
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Abstract: Item Response Theory (IRT) represents an alternative to Classical Test Theory
(CTT) framework for developing new instruments and examining the psychometric properties
of existing ones. IRT models the relationship between a latent trait and the response of each
item of a measurement tool. Thus, contrary to CTT, the focus of IRT is on the item level. In
the present study the basic concepts of IRT are presented along with its advantages in relation
to CTT, the assumptions underlying its implementation and how the results can be interpreted
and utilized in an attempt to sensitize researchers for its applicability and usefulness. The study
focuses on the simplest models where dichotomous data are used as their in-depth
understanding facilitates a smooth transition to the application of more complex IRT
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