We propose a technique for pattern identification in symbolic streams via selective erasure of observed symbols, in cases where the patterns of interest are represented as Probabilistic Finite State Automata (PFSA). We define an additive abelian group for a slightly restricted set of probabilistic machines, and the group sum is used to formulate pattern-specific semantic annihilators. The annihilators attempt to identify pre-specified patterns via removal of inter-symbol correlations from observed sequences, thereby turning them into symbolic white noise. Thus a perfect annihilation corresponds to a pattern match. This approach of classification via information annihilation is shown to be strictly advantageous, with theoretical guarantees, for a large class of PFSA models. The results are supported by simulation experiments.
Introduction & Motivation
The principal focus of this work is the development of an efficient algorithm for identifying pre-specified patterns of interest in observed symbolic data streams, where the patterns are represented as Probabilistic Finite State Automata (PFSA) over pre-defined symbolic alphabets. A finite state automata (FSA) is essentially a finite graph where the nodes are known as states and the edges are known as transitions, which are labelled with letters from an alphabet. A string or a sequence generated by a FSA is a sequence of alphabet symbols generated by stepping through a sequence of transitions in the graph. Probabilistic finite state automata are finite state machines with probabilities associated with the transitions. PFSA have extensively studied as an efficient framework for learning the causal structure of observed dynamical behavior [1] . In this paper, we consider the special case of inductive inference where the "inferred general rule" [2] takes the form of a PFSA, and the examples are drawn from a (stochastic) regular language. Conceptually, one is trying to learn the structure inside of some "black box", which is continuously emitting symbols. The system of interest may emit a continuous valued signal; which must be then adequately partitioned to yield a symbolic stream. Note that such partitioning is merely quantization and not datalabelling, and several approaches for efficient symbolization have been reported [3] .
Finite automata are simple, so we can characterize more easily how hard it is to learn them, both in terms of how large the training set must be, and how much time is needed, i.e., the sample and time complexity. This computational advantage is the key argument for using PFSA models, especially in time constrained applications, over more expressive frameworks such as belief (Bayesian) networks [4] , [5] or stochastic Context Free Grammars [6] and hidden Markov models (HMMs) [7] . Also., for PFSA based analysis, we can look at the more general problem of learning the model topology, as well as the transition probabilities, starting from scratch, and hence can be applied to domains where we have no prior knowledge as to what the correct structure should look like [8] .
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Stream Generated by annihilator H where G + H = 0 Although the reported PFSA construction algorithms [9] , [1] (referred to as the direct compression algorithms in the sequel) are asymptotically effcient, time critical applications (e.g. pattern classification in sensing and surveillance networks) often demand faster identification to what the state of the art can provide. In this paper, we investigate the following problem: Given a set of PFSA models representing patterns of interest, we investigate the possibility of developing an efficient and real-time implementable algorithm that identifies if any of the specified patterns of interest exist in an observed symbolic sequence, without resorting to direct compression and subsequent comparison of the constructed PFSA model against the library elements [10] . We propose a novel classification technique based on selective erasure of observed symbols leading to perfect information annihilation (See Figure 1 ).
Preliminaries
A string x over alphabet Σ (i.e. a non-empty finite set) is a finite-length sequence of symbols in Σ [11] . The length of a string x is the number of symbols in x and is denoted by |x|. The Keelne closure of Σ, denoted by Σ * , is the set of all finite-length strings of events including the null string ǫ. The set of all strictly infinite-length strings is denoted as Σ ω . String xy is the concatenation of strings x and y. It is clear that the null string ǫ is the identity for the concatenative monoid.
Definition 2.1: (PFSA) A probabilistic finite state automaton (PFSA) is a tuple G = (Q, Σ, δ, q 0 ,π), where Q is a (nonempty) finite set, called set of states; Σ is a (nonempty) finite set, called input alphabet; δ : Q × Σ → Q is the state transition function; q 0 ∈ Q is the start state; π : Q × Σ → [0, 1] is an output mapping that satisfies the condition τ∈Σπ (q j , τ) = 1 for all q j ∈ Q.
Notation 2.1: The transition map δ naturally induces an extended transition function δ * : Q × Σ * → Q such that δ * (q, ǫ) = q and δ * (q, xτ) = δ(δ * (q, x), τ) for q ∈ Q, x ∈ Σ * and τ ∈ Σ.
This paper assumes that the underlying graph for a given PFSA is irreducible, i.e., is strongly connected. Notation 2.2: Also, in the sequel, we denote the PFSA constructed by directly compressing a sequence ω ∈ Σ ⋆ as C(ω). The specific algorithm used is not important for the analysis presented in this paper. Definition 2.2: (σ-Algebra) A collection M of subsets of a non-empty set X is said to be a σ-algebra [12] in X if M has the following properties:
Definition 2.4:
A probability measure on a non-empty set with a specified σ-algebra M is a finite non-negative measure on M. Although not required by the theory, a probability measure is defined to have the unit interval [0, 1] as its range.
Definition 2.5: A probability measure space is a triple (X, M, p) where X is a non-empty set, M is a σ-algebra in X, and p is a finite non-negative measure on M.
Definition 2.6: [10] Given an alphabet Σ, the set B Σ 2 Σ ⋆ Σ ω is defined to be the σ-algebra generated by the set {L : L = xΣ ω where x ∈ Σ ⋆ }, i.e., the smallest σ-algebra on the set Σ ω , which contains the set {L :
For brevity, the probability p(xΣ ω ) is denoted as p(x), ∀x ∈ Σ * in the sequel. In other words, p(x) is the probability of the occurrence of all the strings with x as a prefix.
Definition 2.7: (Probabilistic Nerode Relation) Given an alphabet Σ, any two strings x, y ∈ Σ * are said to satisfy the probabilistic Nerode relation N p on a probability space (Σ ω , B Σ , p), denoted by xN p y, if either of the following conditions is true: 1) p(x) = p(y) = 0; 2) ∀σ ∈ Σ * , p(xσ) p(x) = p(yσ) p(y) provided that p(x) 0, p(y) 0. It has been proven in [10] that the probabilistic Nerode relation defined above is a right-invariant equivalence relation. In the sequel, this is referred to as probabilistic Nerode equivalence and is denoted as the Nerode equivalence class of a string x on Σ * by [x] p , i.e., [x] p = {z ∈ Σ * : xN p z} .
Abelian Group of Probability Measures on B Σ
Given the probability measure space (Σ ω , B Σ , p), let P denote the space of all probability measures on B Σ . Let P + {p ∈ P : p(x) 0, ∀x ∈ Σ * }, which is a proper subset of P. Each element of P + is a probability measure that assigns a non-zero probability to any string on B Σ , and |Σ| is the cardinality of the alphabet Σ, i.e. the number of symbols in Σ.
Definition 3.1: The addition operation ⊕ : P + × P + → P + is defined by p 3 p 1 ⊕ p 2 , ∀p 1 , p 2 ∈ P + such that 1) p 3 (ǫ) = 1.
2) ∀x ∈ Σ * and τ ∈ Σ, p 3 (xτ) Proof: Closure property and commutativity are obvious. For the remaining properties:
Associativity property follows. • Existence of identity Let us introduce a probability measure i • of symbol
for any x ∈ Σ * , where |x| denotes the length of the string x. Then, ∀τ ∈ Σ that
This implies that p ⊕ i • = i • ⊕ p = p by Definition 3.1 and by commutativity. Therefore, i • is the identity of the monoid (P + , ⊕).
Then,
This gives p ⊕ (−p) = i • and therefore (P + , ⊕) is an abelian group. The proof is now complete. In the sequel, we denote the zero-element i • of the abelian group (P + , ⊕) as the symbolic white noise.
Explicit Computation of ⊕-Sum
In order to obtain a readily computable approach to the defined addition for given probabilistic machines, we need to formalize the isomorphism between the space of all probabilistic machines (denoted by A ) and the space of all probabilistic measures P which induce a finite-index probabilistic Nerode equivalence.
where the event string x = σ 1 · · · σ r ∈ Σ * , the set {σ 0 } signifies the empty string ǫ, conditional event string probabilitỹ π : Q × Σ ⋆ → [0, 1], and r ∈ N, the set of positive integers. The map H −1 : P → A is defined in [10] .
Definition 4.2: Given an alphabet Σ, a PFSA G = (Q, Σ, δ, q 0 ,π) is said to be a perfect encoding of the measure space (Σ ω , B Σ , p) if p = H(G). There can be many PFSA realizations that can encode the same probability measure on B Σ , due to existence of nonminimal realizations and the possibility of state relabeling, neither of which affect the underlying encoded measure; inducing a notion of equivalence as follows: Definition 4.3: Two probabilistic finite state automata G 1 and G 2 are equivalent if H(G 1 ) = H(G 2 ). In this case, we say G 1 = G 2 .
Remark 4.1: In the sequel, reference to a PFSA E refers to the equivalent class of E, i.e., {P ∈ A : H(P) = H(G)}.
Definition 4.4: Let A + = {G = (Q, Σ, δ, q 0 ,π) :π(q, σ) > 0 for all q ∈ Q and all σ ∈ Σ}, a proper subset of A . It follows that the transition map of any PFSA in the subset A + is a total function. We restrict the map H : A → P on a smaller domain A + , that is,
It follows immediately from Definition 4.3, that:
Proposition 4.1: The map H + is an isomorphism and its inverse is H + −1 . The isomorphism between P + and A + induces the following addition operation on A + . Definition 4.5: Given any G 1 , G 2 ∈ P + , the addition operation + :
) If the summands have identical underlying graphs, then the explicit computation of this sum is straightforward:
Proof: Let p i = H + (G i ), i = {1, 2} and since G 1 , G 2 have the same structure, we have from Eq. (1):
Now, by Definition 3.1 and Definition 4.1, 
Proof: See Theorem 4.5 in [10] . Proposition 4.4: Given two PFSA G, R ∈ A + , G + R can be computed via Proposition 4.2 and Definition 4.7 as follows: 
Then the Π-matrix for the sum G 1 ⊕ G 2 , denoted by Π 12 , is
0.027 0.973 0.5 0.5
A Machine Representation of PFSA Sum
In this section, we investigate the possibility of implementing the sum of two PFSA by a sequential controlled interaction of the individual generated symbolic sequences; which, in the sequel, will form the conceptual basis of designing a semantic annihilator. We will call this the +machine.
A. Functional Description of the +-Machine
For a given pair of PFSA G 1 and G 2 , the +-machine denoted as as M (G 1 + G 2 ) has the following components:
• Copies of the component machines G 1 and G 2 • A logical AND gate AND : Σ × Σ → {0, 1} which operates as follows:
B. Operational Description of the +-Machine
The + machine M (G 1 + G 2 ) operates as follows:
• Component machines are assumed to have identical structure, which can always be ensured without loss of generality (See Definition 4.7, Proposition 4.4 and [10] ). • Each component machine is initialized to the same state q 0 in the underlying graph. • Each component machine G 1 and G 2 operates in a statistically independent manner to generate symbols from the alphabet Σ. • However, to affect a state transition, the generated symbols must be passed through the AND gate, upon which they must yield a true output. Formally,
• The machine is assumed to function inside a "black box", with an external observer. The observable output sequence generated as follows: A generated symbol is observable if and only if it causes a state transition. Proposition 5.1: For a given pair of PFSA G 1 , G 2 , if the output sequence from the M (G 1 + G 2 ) is denoted as x ∈ Σ ω , then, the PFSA C(x) obtained by semantically compressing ω is given by the sum G 1 + G 2 .
Proof: Immediate from the functional description, and the following considerations:
1) The component machines G 1 and G 2 are always state synchronized (follows from operational description).
2) The components generate events in a statistically independent manner. 3) The probability for M (G 1 + G 2 ) to emit a particular symbol σ ∈ Σ, while being at state (q i , q i ), (i.e. both components are at state q i ), is given by the probability of generating σ simultaneously (and independently) by both components; and the probability of this compound event (marginalized by the probability of generating identical symbols on both machines) is :
which matches exactly with Proposition 4.2. 4) Since the internal states of M (G 1 + G 2 ) are always of the form (q i , q i ), it is straightforward to see that for any correct semantic compression algorithm, the structure of the identified PFSA matches with the componet machines G 1 , G 2 , which completes the proof.
It follows from Proposition 5.1, that
which implies that if G is the underlying PFSA for the sensed process, and we can compute H such that G + H = H −1 (i • ), and subsequently modify the incoming sensed data stream via the +-machine construction, we would end up with symbolic white noise in the output, which then can be identified easily. This, however, is not directly achievable for the following reasons:
1) Impossibility of state synchronization with sensed stream. 2) Impossibility of disabling state transitions in the sensed physical process. The modifications to this basic construction that admit a physically realizable implementation, is the topic of the next section.
Semantic Annihilation
In this section, we assume that we are given a preidentified (during the training phase) pattern library G = {G i : G i ∈ P + } containing a finite number of patterns of interest, represented as PFSA. We would construct a semantic annihilator for each pattern in G, which would be used in online identification.
We need the following function that operates symbol-wise on streams, typically implementing a selective erasure of the two input streams (ǫ is the null event, i.e., the identity in the concatenative free monoid over the alphabet Σ): Definition 6.1: (Erasing Function:) The erasing function ξ : Σ × Σ → Σ {ǫ} is defined as follows:
A
. Construction of the Semantic Annihilator
Setting up the components: 
B. Operational Description of the Annihilator
The semantic annihilator operates as follows: 1) Read symbol σ sensor from sensor 2) Independently generate symbols σ j for each component H j . 3) Transition each H j using the same symbol σ sensor . 4) Construct m symbol streams ω j ∈ Σ ⋆ : j ∈ {1, · · · , m} recursively using the erasing function ξ: Fig. 3 . The block design for a semantic annihilator Proposition 6.1: Exactly one of the constructed streams ω j will semantically compress to symbolic white noise if and only if G
2)
Proof: (Left to Right:) Let the sensed process be generated by the underlying PFSA G, such that G + H = H −1 (i • ). We note that, by construction, there exists j ⋆ such that H j⋆ is always state synchronized with G. However, we only see symbols in the output stream ω j⋆ , if the generated symbols are identical. It follows that, on compression ω j⋆ would yield a modified PFSA (denote by G mod ) with structure identical to G, but each row of the Π mod matrix would be modified as follows:
where K(q i ) = σ ( Π G (q i , σ)) −1 is the normalizing constant, implying each row is identical and uniform which in turn implies that the identified model is symbolic white noise.
(Right to Left:) We show this by contradiction as follows:
Let the sensed process is generated by G such that G + H H −1 (i • ) (11) and assume if possible, that there exists a constructed stream ω j⋆ which compresses to white noise. Although, we cannot assume that any H j is state synchronized with G directly, we can consider the structure of both G and H to be represented (without loss of generality) by the one for G × H, in which they can be assumed to be synchronized (since state q i in G and q k in H can be mapped to state (q i , q k ) in G × H). Denoting the machines modified by the synchronous product as G × and H × respectively, we note: 
which contradicts Eq. (11) . This completes the proof. Proposition 6.1 is the main result which rigorously establishes the annihilation concept as a viable tool for pattern classification.
Our key motivation for developing the annihilator was to be able to classify PFSA-based patterns faster and in a more robust fashion in real-time or near-real-time field operation. The argument for robustness is pretty obvious, since one state models, especially with uniform generation probabilities of the symbols (i.e. white noise) are the easiest ones to identify reliably for any compression algorithm. The argument for fast identification is more involved, primarily due to the fact that the annihilators selectively erase symbols leading to a decrease in the lengths of the observed sequences. Thus, although we only need to check for white noise in the outputs (which is significantly faster compared to directly identifying the original pattern), the fact that now we are dealing with a shorter sequence, implies that there is the possibility that the increased speed of identification is offset by the slow down of the rate of symbol production at the outputs. In the next section, we investigate this issue in more details, and derive rigorous performance guarantees. 
Performance Guarantees of Semantic Annihilators
2) Noting that Π is an irreducible stochastic matrix, compute the stationary distribution ℘ G as the stationary probability distribution for the state transition matrix Π, i.e., ℘ G is the unique sum-normalized left eigenvector for Π satisfying ℘ G Π = ℘ G . Also, in the sequel, we use the notation: ℘ G ⋆ = min q i ∈Q ℘ G . Our assumption of irreducible models leads to the following property for the stationary distribution: Proof: Since Π is irreducible for such G, no nonnegative left eigenvector of Π has a zero coordinate [13] .
We want to estimate the shortening experienced by the sensed sequences due to the annihilation operation. To the effect, for a given PFSA G, we construct the auxiliary PFSA A (G) as follows:
Definition 7.2: (Auxiliary PFSA:) For a given PFSA G = (Q, Σ, δ, Π), the auxiliary PFSA A (G) is defined as:
where Σ ′ is an isomorphic copy of Σ, with I : Σ → Σ ′ being the (bijective) isomorphism, and:
where H i is the harmonic mean of the i th row of the Π matrix for G. Proposition 7.2: The auxiliary automaton A (G) = (Q, Σ Σ ′ , δ A , Π A ) has the following properties:
If H is the annihilator component that is correctly state-synchronized with G (where G is the correct PFSA corresponding to the annihilator), then A (G) correctly tracks H (state-wise and event-wise), if we consider that all σ ∈ Σ ′ are unobservable. Proof: (1) follows immediately from Definition 7.2, by noting that the probability transition matrix is left unaltered in the construction of A (G). For (2), we note that the transition structure for H (and hence G) is recovered if we map ∀σ ∈ Σ ′ , σ → I −1 σ. Next, we compute the probability p obs (q i , σ) of an observable σ when H is at state q i as:
It follows from above, that the probability of an unobservable σ when H is at state q i is given by:
which completes the proof. Corollary 7.1: (To Proposition 7.2) If the length of the sequence generated by G after a sufficiently long observation interval is denoted by L G , then the expected length L ann of the correctly annihilated sequence is given by:
Proof: We first note that the expected frequency distribution ϑ Σ of the symbols (over alphabet Σ) in a sequence generated by an arbitrary irreducible PFSA G arb is given by:
where the independence from the initial state follows from the irreducibility of G arb . It then follows from Proposition 7.2, that the frequency distribution for the auxiliary automaton A (G) is given by:
(20) which in turn implies (See Eq. (15b)) that the probability λ that any event generated by G is observable is given by:
This completes the proof. Definition 7.3: (Coefficient of Annihilation Advantage:) For a given PFSA G = (Q, Σ, δ, Π), let L d be the sequence length required for direct identification via semantic compression, and let L w be the sequence length required for identifying symbolic white noise. Then the Coefficient of Annihilation Advantage (β) is defined as the ratio:
Remark 7.1: Note since we are required to identify symbolic white noise at the annihilator output, it follows that when we have enough annihilated data for identification (i.e. L w ), the expected length of the original sensed sequence is given by
i.e., if we have β < 1.
In the sequel, we compute upper bounds on the Coefficient of Annihilation Advantage β. In order to do so, it is obvious that we need to relate the lengths L d and L w . However, we wish to achieve this without reference to any specific algorithm for semantic compression, i.e., we want the computed bounds to hold true irrespective of the manner we construct PFSA models out of symbolic sequences. We note that if we are to compress a symbolic white sequence, then we would expect to obtain a single state PFSA with equi-probable symbols. However, since we are talking about probabilistic generators, observing 1 symbol each from the alphabet would not be sufficient; or rather would be a very bad way of inferring that the sequence is white. Since we assume that L w is the sequence length required for the identification (for the particular algorithm, whichever that may be), the number of symbols of each label that we need to observe would be at least 1 |Σ| L w . In the sequel, we assume that for an arbitrary PFSA, the number of symbols of each label that we need to observe at each state must also be of at least this value 1 |Σ| L w , since the chosen algorithm apparently requires this many observations for statistical inference. Proposition 7.3: For a given PFSA G = (Q, Σ, δ, Π) with an irreducible underlying graph, which is not a realization of symbolic white noise, we have the following upper bounds:
Proof: We note for each state q i ∈ Q, we have:
which follows from noting that ℘ G ⋆ L d is at least the number of times state q i is visited, and hence ℘ G ⋆ L d min σ∈Σ Π(q i , σ) is at least the expected number of the least likely symbols generated at q i . It follows:
Note the strict bound in the second inequality in Eq. (26) follows from the fact that G is not a realization of symbolic white noise, implying ∃q i ∈ Q, H i > min σ∈Σ Π(q i , σ), which completes the proof of Statement (1). For Statement (2), we first note that for any sequence of real numbers, the harmonic mean of the sequence is bounded above by its arithmetic mean. Hence, it follows that:
where the last step follows from the fact that irreducibility of G guarantees ℘ G ⋆ > 0. This completes the proof. Remark 7.2: Note that although we assume that G is not a realization of symbolic white noise, we could not assume ∃q i ∈ Q ℘ G i > ℘ G ⋆ , which would have made the bound in Statement (2) strict. The reason is that it is possible for a PFSA to have non-uniform event generation probabilities from some states, and yet end up having an uniform stationary distribution over its states. Note here that the property of being white (in the way we defined) has to do with the uniformity of the rows of the Π matrix, and not the stationary probabilities. Remark 7.3: Proposition 7.3 is a strong result which implies that pattern classification via semantic annihilators is in fact advantageous for most PFSA encountered in practice, where typically one has a relatively small number of alphabet symbols and a possibly large number of machine states.
Summary, Conclusions & Future Work
We defined an additive Abelin group for probability measures on symbolic sequences, which induces an Abelian group on a slightly restricted set of PFSA. The defined PFSA sum is then used to formulate semantic annihilators, which identify pre-specified patterns of interest via perfect removal of all inter-symbol correlations from observed sequences, turning them to symbolic white noise. This approach of classification via annihilation is shown to be advantageous, with theoretical guarantees, for a large class PFSA models. The results are supported by simulation experiments.
Future work will extend the formulation to models where not all symbols satisfy the condition that the generation probabilities are strictly non-zero from each model state. The effect of noise corruption on observed sequences need to be investigated, with particular emphasis on the comparative effect of noisy observation son direct compression and semantic annihilation. Furthermore, implementation in actual experimental scenarios will further validate the proposed classification technique.
