Layout of the interior works during building construction is time consuming and error prone. Given the cost involved, both for initial layout and for later rework where errors occur, researchers have sought to automate the layout task. Some have adopted marker-less augmented reality methods using heads-up displays or cameras, and others have proposed robots capable of marking out the works. The former encumber the workers, the latter are expensive to set up and are sensitive to site conditions, and neither has yet achieved the required accuracy. In this paper, we propose a more efficient approach to project relevant information from a building information model (BIM) onto the construction surface, directly augmenting the construction site with the design information. This is done using a portable system consisting of a 2-D laser scanner, an angled adjustable projector, and a camera. The system localizes itself within the already built outer walls using the laser scanner and the BIM model using a method derived from robotic mapping; it calibrates the projection correction parameters (keystone correction) using image analysis; and it projects the information with the angled projector. Testing results showed that the localization was accurate within a few millimeters and less than 3°, and the final projected image's error was approximately 1 cm. Initial calibration requires less than 1 min and does not require specialist skills. The system automates the layout task, preserves accuracy, and can provide rich model information on any interior surface.
I. INTRODUCTION
L AYOUT of the interior works during building construction is time consuming and error prone. Builders must interpret the drawings relative to the interim reality of the structure and any works in progress and then make measurements to place the next stage of work. Layout must be repeated for each trade: partitions, false ceilings, mechanical, electrical, and plumbing (MEP) systems, and flooring and furnishings all require accurate marking of locations on floors, walls, and ceiling surfaces.
Although no industry-wide data have been published defining the labor consumption for marking up, 1 the scale of direct effort and subsequent rework in the case of error have prompted many research and development efforts to build automated layout systems. Three types of systems have been proposed:
1) augmented reality (AR) systems, in which an image of the intended design is superimposed onto an image of the site recorded with a camera [1] - [3] ; 2) layout marking robots, in which a robot localizes itself and then travels the work area applying paint or other marking material directly onto the surface [4] , [5] ; 3) robotic total station (RTS) survey layout, in which an operator uses a marker to identify layout points by sighting a target reflector from the total station [6] . Each of these systems has limitations; AR systems require the user to wear special glasses or masks, or to hold up a mobile computer or other device on which the images are projected. The user must then translate that information onto Overview of the system in a proof-of-concept experiment of a bathroom layout projected on the floor. The system is composed of a laser scanner to localize itself in the room; an angled projector then projects the relevant information on the construction surface. When the system is moved to a new location, it automatically relocalizes itself in seconds and projects the accurate and updated design information. The system is first calibrated to calculate how to prewarp the image in order for the image to be precisely projected on the surface. the work surface. These systems are proving to be useful for building or facility operation and maintenance tasks [7] , for example, where MEP systems hidden from view behind walls or ceilings can be observed on the backdrop of the existing material. Although they are useful during construction for conveying information other than geometry about components that are to be installed or checked, they are not practical for the initial layout.
Robotic marking systems are restricted to environments where the floors are clean and clear, for marking and travel, and where the quantity of layout work is large enough to justify their setup costs. To date no commercial systems are available. RTS layout, on the other hand, has become commercially viable and is used particularly for layout of MEP systems before concreting or for setting points for formwork. The primary limitations are that only points can be marked out that clear lines of sight must be maintained between the RTS and the target points, and localization of the RTS requires visible survey points and/or GPS access. It is not a practical solution for workers in relatively confined and enclosed spaces, it requires a specialist operator, and it cannot provide any information other than point locations.
Adopting a hybrid approach, we propose a simple technological solution for automated layout in which images from a building information model (BIM) [8] are projected directly onto the work surface (shown in Fig. 1 in a proofof-concept experiment). The system uses information of the existing geometry to help determine its location, and then uses images of the layout to project the correct image directly onto the floor, similar to methods done in spatial AR [9] , [10] . The prototype apparatus consists of a 2-D range scannerlight detection and ranging (LiDAR), an angled adjustable projector, and a camera. The system performs three steps: 1) it localizes itself within the already built outer walls using the LiDAR and the BIM model using a method derived from robotic localization; 2) it calibrates the projection correction parameters (keystone correction) using image analysis; and 3) it projects the information with the angled projector.
To achieve accurate and automatic projection, the method employs a LiDAR device localization algorithm and an automatic keystone-correction projection algorithm which itself consists of a projection method and a calibration method. The localization and calibration methods determine the area in the workspace onto which the projector will project; the projection method then corrects the keystone effect, 2 referred to as oblique projection in [9] that arises due to the slanted projection of images. These algorithms work together to ensure an accurate display of the layout image.
Section II presents existing research and systems. Section III presents the prototype and the algorithms used.
In Section IV, we present the results obtained from its operation in an experimental environment. Two proof-of-concept experiments are presented: a small mock-up environment to accurately measure the errors in the three stages: localization, calibration, and projection, and a second experiment in a large office. This final proof-of-concept experiment was meant to show the system performing in a full-scale environment.
II. RELATED WORK
As outlined in the introduction above, research and development efforts aimed at automating construction layout have resulted in systems that can be broadly classified as one of three types: AR systems, layout marking mobile robots, and RTS survey layout. Although the latter is limited to the layout of individual marker points and requires line of sight between the survey station and the marking pole used to determine the locations, RTS is the only one of the three currently used in everyday practice. Sections II-A-II-C review the application of AR in construction in general and for layout in particular, layout marking robots, and identify the lack of AR systems that are quick to set up and do not encumber users.
A. Augmented Reality Applications in Construction
With the rapid development of AR technology and specifically in projection-based AR [9] , [10] , opportunities also emerge in the construction industry for exploiting AR for various applications [2] , [3] . AR systems can increase the efficiency and quality of construction work by providing digital content on the top of physical background views to assist construction workers. These systems fall within broad categories and can benefit many construction processes by providing 2-D images, 3-D objects and/or data, texts, or indicators [11] . They can provide information about components that either have not yet been installed or that are hidden by subsequent layers of material, and can, therefore, support a wide range of operations (such as layout, fabrication and installation, quality control, and facility maintenance). They function by reducing the time required for the original operations and/or the probability of rework by removing the chance of an error due to misinterpretation of information.
Koch et al. [12] presented an AR-based system for navigating and instructing facility operators to perform maintenance tasks. Hou et al. [13] demonstrated the effectiveness of using AR to guide assembly tasks based on controlled experiments with LEGO models. Yang and Ergan [14] demonstrated the benefits of encoding semantic information with visualization techniques for facility operations in the building environment where the operator often loses the spatial context, showing how semantic information can be easily extracted from a BIM model and integrated into an AR system, which provides a user-friendly visualization interface [15] . The synergy of using BIM and AR in construction projects has been demonstrated in different scenarios, such as context-aware onsite navigation [16] , piping assembly instruction [17] , situationaware facility management [7] , [18] , and on-site detection of construction defects [19] . Williams et al. [20] proposed a detailed workflow for translating BIM models for use in a mobile AR platform, thus setting the stage for the direct use of BIM information through AR on site. Their pilot study in facility management revealed that BIM model localization and target registration are the primary challenges to the use of BIM models within AR applications [20] . Daponte et al. [21] also emphasized that the effectiveness of AR application depends highly on the accuracy of the calibration system for target tracking.
Shin and Dunston [22] analyzed the human factors of a variety of construction tasks to identify those application areas that might benefit from AR technology. Layout was one of the eight application areas identified as most suitable.
B. Layout Marking Mobile Robots
A number of research projects have developed and tested mobile robotics to solve the problem of marking the layout at a construction site. Tanaka et al. [23] reported the development of a machine to mark points for MEP system hangers on ceilings, intended to replace the tedious, slow and dangerous manual work required to locate and drill marker holes. In 1995, a U.S. patent was granted for a "navigating robot with reference line plotter" that was intended for marking out construction works [24] . A more recent patent application [5] describes a similar system but with the addition of a geo-referenced base station which guides the marking robot. Although computer simulations [25] and a prototype [4] demonstrate the concept of robots drawing the layout of interior works on the concrete floor surfaces of buildings under construction clearly, accurate localization of the robots and the operational setup cost for using such robots are challenges that must yet be overcome before they become sufficiently accurate and commercially viable.
Both the AR and the robotic layout approaches suffer from drawbacks that hamper their implementation in industry. The AR methods without markers have yet to achieve the necessary accuracy and they encumber construction workers, which is a significant drawback in inherently awkward and/or unsafe construction site environments. Robotic applications, just like other construction robot applications, carry the burden of very high setup costs that must be offset by large work volumes in clean and accessible locations [26] . Thus, a gap exists for a solution that provides AR information with minimal setup and without requiring users to hold or wear any equipment. This is the gap filled by the proposed solution.
C. Localization and Keystone Correction
The localization portion of this project is similar to a static robotic mapping problem. Though robotic localization problems most commonly refer to mobile robotic localization, the static problem can be thought of as a particular step in the mobile localization problem during which the robot is stationary.
One of the existing methods for robotic localization is Monte Carlo localization (MCL) [27] . MCL is used for the localization of mobile robots and uses data from odometry sensors (e.g., wheel encoders) and distance sensors (e.g., LiDAR) to find probable poses of a robot in a given configuration space (C-Space). This method analyzes the probability of random poses and updates their values and probabilities with both sensor and movement data through successive iterations to acquire the live pose of the robot as it moves in the C-Space. The iterative and probabilistic nature of MCL makes it efficient and accurate for complex problems such as mobile localization.
Another robotic localization algorithm that is closer to the actual current implementation is Markov localization (ML) [28] , which attempts to localize a moving robot within a static environment. It does so by dividing the C-Space into a grid and finds the probability of the robot being present in each grid space given a measurement from the odometry and distance sensors. This process is done over successive iterations to output likely poses at a new time.
In our work, after the localization phase, the system projects the scene on the desired plane (floor or wall). Previous works have also arrived at automated solutions to the problem of correcting an image projected at an angle to the projection surface. The solutions, which are called automatic keystone correction algorithms, focused on correcting the image from a visual presentation (e.g., PowerPoint presentation) without manual input [29] . The method first identified the transform needed to predistort the projected image, which, when projected, exactly cancels the physical distortion; afterward, the largest rectangular shape is identified from the projected area, and the keystone corrected image is displayed. Several more general (and spatial) methods are mentioned in [9] .
III. MATERIAL AND METHODS

A. Apparatus
The proof-of-concept prototype depicted in Fig. 2 consists of a LiDAR (URG-04LX; Hokuyo Automatic Co., Ltd., Japan), a portable projector, a webcam (Logitech, USA), a mount which allows the projector's angle to be adjusted, and a laptop computer for controlling the system. The LiDAR is capable of measuring between 0.02 and 4 m at 240°with a manufacturer's stated accuracy of ±0.01 m, an angular The Hokuyo URG-04LX LiDAR is positioned on the top to scan a horizontal plane parallel to floor, the projector is mounted at an angle toward the floor, and the camera, which is only used for the calibration process, is mounted at an arbitrary position viewing the projection on the floor. accuracy of 0.36°, and a frequency of 10 Hz. However, in our setup, we have averaged each scan over 40 samples and, in our experimental setups, reached an accuracy of ±0.002 m, similar to [30] . This system was first tested in a small mockup environment with dimensions of approximately 1.0 m by 1.4 m (shown in Fig. 3 ), and later in a large office (shown in Fig. 11 ). For the small-scale experiments, described in Sections IV-A-IV-D, we used a simplified tripod to allow the laser to operate effectively. In the final, large-scale proofof-concept in Section IV-E, a full tripod, as shown in Fig. 2 , was used to demonstrate the capabilities in a larger room.
B. Methods
1) System Operation Overview:
The proof-of-concept system operates in three steps shown in Fig. 4 . The constructionsite worker places the system in the vicinity of the working area. Given the BIM model of the already built outer walls, the system first localizes itself using the LiDAR (Algorithm 1). Then, the system projects the desired image on the surface of interest, which could be partitions, false ceilings, MEP systems, flooring and furnishings projected on floors, walls, or ceiling surfaces. Since the projector is mounted at an angle relative to the surface, the image must be prewarped before projection. In order to correctly warp the Fig. 4 . System operation overview. The system first localizes itself relative to a known map to find Lid T Rm (Algorithm 1). The system then uses the calibration algorithm (Algorithm 2) to find the transformation between the room, the LiDAR, and the projector ( Lid T Proj ) to correctly prewarp the image so it projects correctly on the floor. image, the system must acquire the transformation between the projector and the surrounding. We provide a calibration algorithm (Algorithm 2) to accurately find this transformation. Finally, the corrected image is projected on the surface at the specific region of interest (ROI).
2) Localization: First, the system must find its pose accurately. Similar to ML [28] described above, Algorithm 1 attempts to localize and find the most probable pose (MPP) given the existing walls vertices and a laser scan. In summary, the static localization algorithm first discretizes the C-Space, i.e., locations and orientations (step 1). For each pose in the grid, the algorithm calculates the difference between the distances measured by the LiDAR and the theoretical LiDAR readings, had it been positioned at that pose (step 2). A multistart optimization function is invoked to find all local minima of the sum of square of errors under a specified threshold (step 3). If only a single MPP is found, it is returned (step 4).
In addition, there would be cases where ambiguities exist, i.e., two poses that perfectly match the LiDAR scan (imagine a rectangular room where there are always two antipodal ambiguous poses). At this stage, there are two ways of identifying the correct MPP. Since the LiDAR used in the experiment only covers 240°, one way of eliminating incorrect MPPs is by rotating the system and analyzing again the errors of the ambiguous MPPs (step 5.1.1). However, because symmetric perspectives (e.g., a perfectly square room) are indistinguishable from each other, not all ambiguities can be eliminated using this method. The second option to identify the correct MPP is through manual identification where the user is asked to input which of the MPPs is the correct one (step 5.1.2).
3) Calibration: When the system projects an image at an angle toward a planar surface, it undergoes a distortion (sometimes called the keystone effect). Our motivation is to perform a calibration using a camera so that the system can prewarp the image in order for the image on the floor to show correctly. This is typically done only once during setup and will not be executed when the system is moved around the construction site. The calibration method is summarized in Algorithm 2 and Fig. 5 . This method is based on a similar method for automatic keystone correction [29] , [31] and also in [9, Ch. 5]. The goal is to find the transformation between the projector and the LiDAR so the image can be correctly prewarped as 3 MultiStart" finds multiple local minima using multiple starting points. Part of the Global Optimization Toolbox of MATLAB TM . 4 Continuous mode of operation, where the user constantly moves the system nearby, will not prompt user input after the first iteration of the Projector Localization algorithm, instead, the MPP in C closest to the pose of the previously calculated MPP is returned as the new MPP. 5 NaN (Not a Number in MATLAB) as an invalid number is returned for invalid poses so that in both Candidate MPP Detection (Sub-algorithm 1.1) and pattern search algorithms (see Algorithm 1), none of these poses are later selected as MPP in C.
Algorithm 2 Projector Calibration Parameter Calculation
Input: wall vertices (v), Most probable pose (MPP), Camera image of calibration: rectangle (rectI), keystone (keystoneI), region growing tolerance (tol) Output: Positions of vertices of the projected image with respect to position of LiDAR 1. Get the binary image of r ect I using a region growing algorithm according to tolerance tol. 2. Get the positions of the vertices of the binary image using getPoints. 6 3. Solve the projective transformation formula using v and the vertices of the binary image. This derives the transformation, T , between the Cam-Space and workspace. 4. Get the binary image of keystoneI using a region growing algorithm according to tolerance tol. 5. Get the vertices of this binary image using getPoints. 6 . Get the vertices of the keystone in C-Space by using T . 7. Return the relative pose between keystone and MPP.
described in projection method. In order to achieve the desired transformation we use a camera as a middle step.
The steps of the method are as follows. 1) Localize the system to find the position of the LiDAR within the room (the workspace) to find Lid T Rm , where T denotes the homogeneous transformation. 2) Place a jig (in our case a white rectangle inside a larger rectangle) at a known location in the room, e.g., top left corner. This provides us the transformation Rm T Jig . 3) The camera acquires an image of the rectangle jig and extracts the four vertices in the image in the Cam-Space ( Cam T Jig ). 4) By chaining the above transformations, we find the transformation between the Cam-Space and the pose (LiDAR): Lid T Cam = Lid T Rm Rm T Jig Cam T −1 Jig . 5) Next, we project a virtual rectangle onto the floor, and as before, extract the positions of the vertices of the projected area from the Cam-Space. 6) Using the homographic projection (explained next), we find the transformation between the projector and camera ( Cam T Proj ). 7) From the transformations of steps 4 and 6, find the desired final calibration transformation ( Lid T Proj = Lid T Cam Cam T Proj ). Since we have already localized in step 1, we also have the transformation between the projector and the workspace ( Rm T Proj ). In step 5, we project a rectangle from the projector source onto the floor creating a trapezoid. Consider a point (u, v) in the projector source. This point is projected to some unknown point on the floor (by a perspective transform whose parameters depend on the unknown position and orientation of the projector and the unknown focal length of the projector optics). The four trapezoid vertices on the floor are then observed by the camera at pixel location (i, j ) (undergoing a second perspective transform whose parameters depend on the unknown position and orientation of the camera relative to Fig. 5 . Calibration procedure. The end result of the calibration is to find the transformation between the projector and the LiDAR ( Lid T Proj ). The system uses Algorithm 1 localization to find ( Lid T Rm ) (left). A camera acquires the rectangular jig on the floor ( Cam T J ig ). The Jig is placed on the floor near a corner of the room. The Jig is designed such that the location of the rectangle is known relative to the room's corner (denoted Rm T J ig ). By using Algorithm 1, the LiDAR is localized relative to the room ( Lid T Rm ). Chaining these transformation, we arrive at
A rectangle is projected on the floor and the camera captures this image and the homography from projector to camera (right). the screen, and the unknown focal length of the camera optics). Our goal is to recover the mapping between (u, v) and (i, j ). We exploit the fact that the four observed vertices lie on the planar floor that establishes a homography between the camera and projector frames. Thus, the compounded transforms mapping (u, v) in the projector frame, to some unknown point on the floor, and then to pixel (i, j ) in the camera frame, can be expressed by a single projective transform
or similarly, inhomogeneous coordinates matrix form as ⎛
with eight degrees of freedom of the homography matrix h = (h 1 , . . . , h 8 ) T . By using four distinct and noncollinear vertices of the rectangle projecting to a trapezoid and acquired as another trapezoid by the camera, and by converting to matrix form, we arrive at the 8 × 8 matrix ⎛
Solving the system of linear equations (3), we arrive at the desired homography transformation, Cam T Proj . Moreover, finding the transformations from step 3 in a similar fashion, allows us to find the desired transformation, Lid T P r oj = Lid T Cam Cam T P r oj . This finally allows us to prewarp the image while projecting the desired construction layout described next.
4) Projection:
The projection method consists of two steps: identification of projected space ROI and the prewarping of the projected image to correct for the keystone effect. In the first step, the quadrilateral section of the map onto which the projected space reaches is determined. Since the transformation Lid T Proj is known from the previous calibration process and knowing the MPP, the system identifies the projected space ROI on the map of the room.
As explained in Section III-B3, since the projector is placed at an angle to the floor, a projection of what is on the rectangular computer screen undergoes the keystone effect whereby different parts of the same image are variably stretched, distorting the image. Thus, in the second step, a prewarping transformation is applied to the ROI image, which exactly cancels the keystone effect, projecting the exact image as seen in the original quadrilateral section.
IV. RESULTS
We present results from two proof-of-concept experiments. The first was a small mock-up environment (shown in Fig. 3) . A sheet of millimeter graph paper was affixed to the floor to accurately measure the errors in the three stages: localization, calibration, and projection. The second experiment was done in a large office (shown in Fig. 11 ). This final proof-of-concept experiment was meant to show the system performing in a full-scale environment.
A. Localization
We tested the localization algorithm in a small-scale room mock-up (1 m by 1.4 m) as shown in Fig. 3 . A 60 measurements were conducted, one for each combination of three parameters: four poses in the x-direction, five poses in the y-direction, and three orientations (−45°, 0°, 45°). Ten impossible configurations were omitted since they were too close to the walls. We placed the apparatus in these locations, used the localization algorithm to detect the MPP, and compared to the known location. The mean error in the x-direction, y-direction, and orientation, from all 50 poses were found to be 5.7 mm, 5.9 mm, and 2.5°, with a standard deviation of 3.4 mm, 4.6 mm, 0.5°, respectively. Fig. 6 depicts the localization errors in the 50 poses. To portray how the localization error changes with location, we plot error rectangles where the lengths of the edges are five times larger than the error between the MPP and the "ground-truth" in each pose in the x-direction and y-direction. The least accurate results occurred in the poses where the apparatus was very close to a wall, and hence the LiDAR was at its limit. When the system is farther away from the wall, the precision is higher. If only the middle eight poses, which are at least 400 mm away from the walls are analyzed, the mean error in the x-direction, y-direction, and orientation decreases to 3.6 mm, 3.6 mm, and 2.5°, with a standard deviation of 1.8 mm, 3.3 mm, 0.6°, respectively, well under 10-mm mean error, which suffices our precision need. 
B. Calibration
The calibration accuracy was tested by projecting a square immediately after calibration and without moving the system, which bypasses localization errors. The projection of the four vertices was accurate to within 1 mm. The speed of calibration depends on how quickly the system can be set up at the construction site. In our tests calibration was usually done within a minute.
C. Projection
As long as the resolution of the projector is high and it has a large depth of focus, there are no errors when images are transformed from one projective space to another, meaning that if there were neither localization error nor calibration error, the projection would be perfect. However, when localization errors and calibration errors are introduced together with the fact that in our system the projector has a short depth of focus, the projection error increases as the localization error increases. In Section VI, we discuss possible ways to reduce these errors.
In our mock-up room tests, we positioned the system in the bottom eight poses shown in Fig. 3 (similar to the tests done in Fig. 6 ) and projected a 0.1 m × 0.1 m onto the floor. We then measured the error of the four vertices of the projected squares, depicted in Fig. 7 . Mean error of each projected square is indicated midsquare. The mean error of all vertices was 6.6 mm with 2.9-mm standard deviation.
D. Small-Scale Proof-of-Concept Experiment
A small-scale proof-of-concept experiment was conducted to validate the integration of the localization, calibration and projection. The same mock-up room test as in Section IV-A was used. A simple layout of a room, shown in Fig. 8 , from the experiment showing the full process of localization and projecting the relevant image onto the floor. Each time the system was moved, it automatically localized itself and projected a new corrected image in under 5 s. We measured the error of the projected image using the millimeter paper on the floor, and found that the average maximum error was less than 10 mm with a maximum of 15 mm deviation in one case.
E. Large-Scale Proof-of-Concept Experiment
For the final proof-of-concept, the system was used in a regular sized office (approximately 3.8 m × 2.8 m) to demonstrate the prototype capabilities. We projected a typical bathroom layout (shown in Fig. 10 ) on the office floor. Fig. 11 depicts eight snapshots of the apparatus after it was moved to different poses. Unlike the small-scale proof-of-concept experiment where we were able to accurately draw the "ground truth" on the millimeter paper, in this experiment we measured the difference in the location of the region the system expected to project outside the floor (blue in the projection). In these experiments, we have found a maximum error of 12 mm. As with the case of the small-scale experiment described above, each time the system was moved, it automatically localized itself and projected the new corrected image in under 5 s.
V. DISCUSSION AND POSSIBLE IMPROVEMENTS
The current prototype works well in the small testing ground and the full-scale bathroom mock-up used in the experiments, but would require improvement before use in a building under construction. The following outlines the potential benefits, limitations, and possible solutions.
Notwithstanding the technical improvements needed, the relevance and value of this research lie in its proposal of a new approach to the challenge of automating site layout in construction. The proposed system has advantages when compared with all three existing approaches to marking up work on site-the commercial RTS systems, the experimental Fig. 11 . Large-scale proof-of-concept experiment. A bathroom layout (shown in Fig. 10 ) was projected on the floor. Snapshots from the experiment show the full process of localization and projecting the relevant image onto the floor. As can be seen, as the apparatus is moved it relocalizes itself and projects the correct image on the floor. The localization and projection at each new position are done automatically in under 5 s. layout marking mobile robots, and the AR systems. It is more efficient than an RTS because it does not require a specialist operator nor preparation of the information in the office before coming to a site. It also can be used in closed and in confined spaces, such as tiling layouts in bathrooms or electrical system layout in interior rooms where the use of an RTS is impractical. Unlike a layout marking mobile robot, it does not require a flat, clear surface to move on and it is more accurate than existing robot prototypes. It can also project on walls or other planar surfaces. An important advantage is that it can convey far more information and far more quickly than either RTS or layout marking robots, because the image projected is rich in graphics, and the image can contain text as well. The images can be tailored to match the stage of production, and they may include animations. Photographs of earlier working conditions can also be used, for example, where the need arises to identify the locations of ducts or pipes that have been covered. When compared with AR solutions, other than accuracy, the other main advantages are that the users are not required to wear or hold any equipment that may interfere with their normal working pose and ergonomics, translation of the information onto the work surface is direct, and setup is quick and automatic, allowing workers to move the equipment as they move.
While the current prototypes may already provide the accuracy needed for certain facility operations and maintenance tasks, improvements are needed before performing long-term tests on a construction site. First, a LiDAR unit with greater range and accuracy than the small unit used in the prototype is needed (such units are readily available). The current system produces localization (positioning) errors and final projection errors of up to 10 mm. To reduce the outliers sensed by the LiDAR, we intend to implement an algorithm which recognizes the existing walls using algorithms such as RANdom SAmple Consensus (RANSAC) [33] . The resulting improvement in accuracy could reduce the cost of such systems by reducing the accuracy requirements of the LiDAR. This improvement would also allow the projection step to be done with better precision.
Second, the projector calibration can be done more accurately and with more ease if the camera were placed at a higher static position overlooking the projection area. The camera should only have to be calibrated once, and the system could be easily calibrated at any place in the work area. Of course, this entire calibration can be replaced by an accurate mechanical measuring device (e.g., encoders) on the tripod which will form the required transformations. Moreover, a 2-D laser projection system could reduce the inaccuracies that arise from out of focus areas at the edges of the images on the surface. A multiprojector layout [9] could also be deployed to increase the projected image on the scene. Finally, depth sensors or a patterning technique for sensing the inaccuracy in floor shape, could potentially further reduce errors caused when projecting on complex, nonplanar surfaces, in a fashion similar to that presented in [9] and [32] .
Nevertheless, despite the limitations of the prototype, this novel approach holds the potential for development of low-cost automatic systems which could not only increase the speed of marking up a layout for construction work but also provide far richer information more reliably and naturally than is possible with other methods.
As the technology is developed, further research will also be needed to establish suitable modes of work with the tool. For example, discrepancies between actual conditions 'as-built' in the field and the ideal locations and dimensions of objects as defined in design documents are a common occurrence in construction, whether designs are prepared with traditional 2-D drawings or with BIM. Construction professionals resolve these issues on site all the time. Likewise, they will need to make decisions in such situations when using the proposed apparatus. The new system does not introduce any new complexity. On the contrary, it should greatly facilitate identification and resolution of such discrepancies, for two reasons.
1) The apparatus provides richer information about discrepancies than can currently be obtained using traditional tools (such as tape measures) because the scanner measures the as-built dimensions and planes of the room surfaces with high accuracy (<5 mm). 2) The apparatus delivers the information in a readily interpretable form. It displays the as-designed information directly in the context of the work, making the consequences of any discrepancy quite clear, with no need for the exhaustive interpretation that is typically required of workers and engineers on site in such situations. Once a correction decision has been made, a worker could use a system control interface, possibly provided on a hand-held device, to move, rotate, or scale a projected image to implement the agreed upon solution. Alternatively, the as-built measurements could be copied into the BIM model, thus enabling designers to resolve the issue, make design corrections to suit real conditions and adjust the model. The new design solution could then be projected, verified, and built accordingly to reflect the design intent. The camera could easily be used to communicate issues to designers in their offices; one could even imagine remote designers making adjustments to the projected images in real time.
Similarly, the development of better prototypes may spawn research into additional novel ways of working with the tool. For example, a system function to photograph images of the work, upload them to the system, and register their location and pose in the BIM model to serve as embedded records of the as-built conditions, might be very useful. It might also be used to project different tiling layouts or other design options for review by customers to select finishes in situ.
VI. CONCLUSION
In this paper, we propose an efficient approach that projects rich information from a BIM model onto the construction surface, directly augmenting the construction site with the design information. This is done using a portable system consisting of a LiDAR, an angled adjustable projector, and a camera. The system localizes itself within the already built outer walls using the LiDAR and the BIM model, calibrates the projection correction parameters (keystone correction) using image analysis, and projects the information correctly onto the surface. Testing results showed that the localization had a mean error of about 5 mm, and the final projected image's error was approximately 1 cm. Each time the system is moved by the user, it relocalizes itself in under 5 s, and projects the new relevant information. The system automates the layout task, preserves accuracy, and can provide rich model information on any interior surface.
Current efforts to automate the laborious task of marking out construction works bear witness to the widely perceived inadequacy of existing tools for delivering the rich content of BIM models to the construction workface. The basic approach described in this paper holds the potential to deliver full graphic and textual information directly to the precise location in which it is needed and in a format that can be customized to suit the needs of the trade using the tool and the stage in the construction process. It requires no specialist operator and is straightforward to set up and to use.
