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1 General Introduction
1.1 Selective attention is vital in a busy visual world
Imagine riding your bike on a busy road in the middle of the rush hour in a 
typical Dutch city. Sharing the space with cars, pedestrians and other cyclists 
places great demands on your brain’s visual system. You know that you should 
look straight ahead to avoid running into the bikes in front, whilst at the same 
time diverting some attentional resources away from the point of eye-gaze 
and towards the traffic lumbering past to your left. To your right are trees and 
parked cars; little need to direct any attention there. This dynamic process – 
paying attention to something without looking at it – is called covert attention, 
and we already know a good deal about the neural mechanisms that support 
it (Figure 1.1). Succinctly, patterns of rhythmic activity in the occipital cortex – 
the part at the back where input from the eyes arrives – change their amplitude 
to variously inhibit or excite different cortical subregions. Oscillations in the 
lower ‘alpha’ frequency band (8-12Hz) typically decrease in regions processing 
relevant information – so in this case we would expect them to go down in visual 
cortex in the right hemisphere, since that is where incoming information from 
the left (trafficky) side of space is processed – and increase in regions processing 
irrelevant information, in this case the left hemisphere processing information 
about the right (boring) side of peripersonal space. In contrast, activity in the 
high ‘gamma’ frequency range (typically 40-100Hz or similar) typically increases 
in regions processing relevant information, so in our hypothetical cyclist they 
would go up in the right hemisphere and down in the left. 
While a great deal of work has gone into characterizing what happens when 
covert attention is shifted, the main goal of this thesis is to characterize how 
control of these changes in neuronal oscillatory activity is achieved, and what 
factors influence the process. To take each candidate factor in turn:
1. Who is in charge? I.e., what brain regions are acting as control 
structures for this process?
2. How are the control signals transmitted? I.e., what structural 
pathways convey relevant control signals to visual cortex?
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Figure 1.1, The brain at attention. In this situation covert attention must be deployed to track the moving 
car, meaning low-frequency alpha oscillations are suppressed and high-frequency gamma oscillations 
are boosted in the right hemisphere, contralateral to the position of the moving car in space. The parked 
car can be safely ignored, thus alpha is boosted and gamma suppressed in the left hemisphere.
3. Does it matter what attention is focused on? I.e., what stimulus 
properties influence these rhythmic patterns?
4. Does it matter what state the visual cortex is in? I.e., what is the 
relationship between cortical excitability and these rhythmic 
patterns?
In this thesis I will report the results of four experiments, each designed to 
answer one of these four questions. 
1.2  Alpha oscillations constitute a neural mechanism of active functional 
inhibition
The alpha rhythm is the first rhythmic brain signal to have been measured 
and documented by Hans Berger (Berger, 1929). The presence of ‘alpha waves’ 
in the raw EEG signal during a state of relaxed wakefulness with eyes closed 
convinced early electrophysiologists that this brain rhythm reflects a state 
of ‘cortical idling’; i.e. a quiescent state into which an inactive brain region 
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spontaneously falls (Pfurtscheller et al., 1996). More recent theories ascribe an 
‘active inhibitory’ role to alpha oscillations; rather than reflecting an inactive 
state, they are believed to be responsible for producing that active state, 
or – on a weaker reading – to be evidence that such an inhibitory state has 
been actively produced (Klimesch et al., 2007; Jensen and Mazaheri, 2010). 
This distinction is important: Whereas quiescence can be understood to occur 
spontaneously, a mechanism that forces a brain region into inaction must be 
under some kind of external control. The search for the regions and structures 
that instantiate this control is a central topic of my thesis.
Many studies have demonstrated that the amplitude of alpha-band activity 
changes in the period prior to an expected stimulus appearing. This is typically 
assessed using some variant of an attentional cueing paradigm (Posner, 1980), 
where a cue signals the probability of a target and/or distractors appearing in 
a given part of space. In many such studies alpha oscillations have been shown 
to increase ipsilateral to the direction of visual attention when distracting 
stimuli could appear in the opposite hemifield (Worden et al., 2000), and 
this hemisphere-specific modulation of alpha activity has been shown to 
predict target detection (Yamagishi et al., 2003; Kelly et al., 2006; Thut et al., 
2006), and the successful inhibition of task-irrelevant visual stimuli (Handel 
et al., 2010). Other studies have shown even greater degrees of topographic 
specificity using targets in eight (Rihs et al., 2007) or sixteen (Bahramisharif et 
al., 2010) locations spread out across the visual field. Behaviourally relevant 
hemispheric alpha modulation has also been demonstrated in other sensory 
regions, including somatosensory cortex (Haegens et al., 2011a; van Ede et al., 
2011), auditory cortex (Weisz et al., 2011; Frey et al., 2014), and motor cortex 
(Tamura et al., 2005; Sauseng et al., 2009), and when attention is directed to 
one modality vs. another (Fu et al., 2001). Visual alpha oscillations modulate in a 
graded manner based on the probability that a relevant stimulus will appear in 
one visual hemifield (Gould et al., 2011). In humans, visual cortical excitability 
as measured using transcranial magnetic stimulation (TMS) has been shown 
to decrease as alpha power increases (Romei et al., 2008), as well as transiently 
altering with alpha phase (Dugué et al., 2011). Alpha phase immediately before 
a stimulus also predicts whether that stimulus will be perceived (Mathewson 
et al., 2009).
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The physiological basis of the alpha rhythm has been elucidated using primate 
recordings. Alpha generators are present in superficial, granular, and deep layers 
of sensory cortex (Bollimunta et al., 2011). When attention is directed to parts 
of space in the receptive fields of visual cortical neurons, the alpha amplitude 
in the local field potential (LFP) of those populations decreases (Bollimunta et 
al., 2011; Buffalo et al., 2011). This demonstrates that the alpha rhythm operates 
on a fine spatial scale as well as on the more gross scale evident in human EEG 
and MEG. Crucially for the active inhibition hypothesis, invasive recordings in 
nonhuman primates have shown that neuronal spike rate decreases as alpha 
power increases, and that spike rate changes as a function of the phase of the 
ongoing alpha rhythm (Haegens et al., 2011b). This implies that alpha is indeed 
creating pulses of inhibition that periodically silence neuronal firing in a given 
area, in order to suppress irrelevant information.
1.3  Gamma oscillations constitute a feedforward drive resulting from stimulus 
processing
In contrast to the alpha rhythm, neuronal activity in the gamma band likely 
reflects active processing of sensory stimuli. Visual stimuli produce gamma-
band activity in human visual cortex (Kaiser et al., 2004; Lachaux et al., 2005; 
Hoogenboom et al., 2006). The gamma-band response to a visual stimulus is 
strongly dependent on a combination of low-level stimulus features; these 
include contrast (Henrie and Shapley, 2005; Ray and Maunsell, 2010), size (Jia 
et al., 2013) and eccentricity in the visual field (van Pelt and Fries, 2013). Gamma 
oscillations are also visible following presentation of ‘natural’ images (Brunet et 
al., 2013). This stimulus-dependence is suggestive that gamma-band activity 
carries representational content about a stimulus forward from primary sensory 
cortex to downstream areas.
Gamma oscillations are strongly influenced by the attentional state of the 
organism. Attention increases stimulus-induced gamma-band activity in 
monkey visual cortex (Fries et al., 2001), human visual cortex (Müller et al., 
2000; Siegel et al., 2008; Koelewijn et al., 2013), human auditory cortex (Ray 
et al., 2008) and human somatosensory cortex (Bauer et al., 2006; van Ede et 
al., 2014), as well as altering gamma peak frequency (Bosman et al., 2012). 
Increased sensory gamma-band activity has been shown to predict speed of 
visual change detection (Womelsdorf et al., 2006; Hoogenboom et al., 2010), 
and to correlate with working memory load in humans (Howard et al., 2003). 
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Gamma-band synchronization has been proposed as a fundamental process 
in computation (Fries, 2009). In this framework, synchronization in the gamma 
band acts as a mechanism to increase ‘effective synaptic gain’ (Salinas and 
Sejnowski, 2001; Tiesinga et al., 2004), meaning that inputs from upstream 
neurons will arrive synchronously at a downstream site and thus be more likely 
to influence activity at that site (Fries, 2005).
The above suggests the gamma-band activity is appropriately conceptualized 
as indicating a bottom-up drive, emerging in response to stimuli perceived by 
the senses, and carrying information about those stimuli upwards through the 
cortical hierarchy.
1.4 Alpha and gamma oscillations are tightly linked
Alpha and gamma oscillations are underpinned by separate mechanisms, 
but are nonetheless tightly related. According to the ‘gating by inhibition’ 
hypothesis, the former exerts a top-down influence on the latter (Jensen 
and Mazaheri, 2010). Several studies have employed cross-frequency coupling 
methods to examine whether the amplitudes and/or phases of alpha and 
gamma oscillations display systematic relations over time. Indeed, in humans 
at rest, the amplitude of gamma-band activity changes in a rhythmic fashion, 
synchronous to the phase of the alpha rhythm, in posterior MEG sensors 
(Osipova et al., 2008). This oscillatory coupling can occur over different brain 
regions; one MEG study has also showed a relationship between the phase 
of alpha in the thalamus – an important subcortical structure believed to be 
involved in the generation of the alpha rhythm (Lopes da Silva, 1991) – and 
the amplitude of gamma in the occipital cortex (Roux et al., 2013). Gamma-
band power may even be locked to the phase of alpha-band ‘travelling waves’ 
that move through the neocortex (Bahramisharif et al., 2013). At a more fine-
grained scale, laminar recordings have shown robust cross-frequency coupling 
between the phase of alpha oscillations generated in deep layers, and the 
amplitude of gamma in superficial layers (Spaak et al., 2012). 
The relationship between the alpha and gamma rhythms is also important 
when considering networks of brain regions and their positions in a cortical 
hierarchy. The alpha rhythm propagates from deep to superficial layers within 
a cortical region, whereas gamma propagates from superficial to deep layers 
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(van Kerkoerle et al., 2014). Gamma has been shown to constitute a carrier for 
activity feeding forward through a hierarchy of regions (Bastos et al., 2015). In 
contrast, alpha oscillations tend to propagate in the feedback direction (van 
Kerkoerle et al., 2014). This is entirely consistent with the conception of gamma 
as stimulus driven and carrying representational information about a stimulus, 
and of alpha as under voluntary control, representing an active resource that 
can be deployed to enhance or inhibit processing of particular regions in the 
visual field. As further evidence of this dichotomy, electrically stimulating an 
upstream node in the visual hierarchy results in gamma oscillations increasing 
at downstream nodes, whereas stimulating an downstream node results in 
increased alpha power in upstream nodes (van Kerkoerle et al., 2014).
1.5 Voluntary attention is instantiated by the dorsal attentional network
 ‘Attention’ is a folk-psychological term, and like many such terms it has 
accumulated much conceptual detritus over the centuries we have been using 
it. In modern English idiom attention can be paid, directed, focused, gathered, 
or turned to something, and it can also be attracted, drawn, held, captured or 
grabbed by something. From these sets of terms we can delineate at least two 
distinct explananda for a cognitive neuroscientist seeking to understand ‘how 
attention works in the brain’: Firstly, the process by which attention is – under 
voluntary control, in order to achieve some goal of the organism – deliberately 
brought to bear upon an object or a part of space; secondly, the processes by 
which an external stimulus – as a result of some salient feature in the object 
or place – acts upon the organism with the result that attention is brought to 
bear on it. I shall refer to these as voluntary and stimulus-driven attention in this 
thesis.
It was already widely accepted 15 years ago that voluntary and stimulus-driven 
attention relied on distinct networks of brain regions (Corbetta and Shulman, 
2002). A large number of functional imaging studies using functional magnetic 
resonance imaging (fMRI) and positron emission tomography (PET) provided 
evidence for a network of brain regions underpinning the control of voluntary 
attention, consisting of regions in dorsal superior frontal and parietal cortex in 
both hemispheres (Nobre et al., 1997; Gitelman et al., 1999; Corbetta et al., 2000; 
Hopfinger et al., 2000). This network typically ‘activates’ (i.e., a stronger BOLD 
response is evident relative to some control condition) during performance of 
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a cued attention task; typically interpreting a ‘cue’ in the form of an arrow that 
indicates that a stimulus will shortly appear in the cued hemifield with a given 
probability.  Crucially, the fMRI signal measured in these network nodes was 
found to increase under conditions of voluntary attention even when a visual 
stimulus was not present, which is strong evidence that this network provides 
preparatory attentional control rather than simply reacting to the presence of a 
stimulus (Kastner et al., 1999).
Complementary to the dorsal attentional network, much evidence exists for 
a ventral attentional network, consisting primarily of right temporoparietal 
junction (TPJ), right middle frontal gyrus (MFG), and right inferior frontal gyrus 
(IFG). This network particularly responds to ‘interesting’, low-frequency events 
in attended locations (Arrington et al., 2000; Corbetta et al., 2000), and also 
to engage attentional reorienting to relevant stimuli presented at unexpected 
locations (Marois et al., 2000). As stimulus-driven attention is not a central topic 
of this thesis the ventral network will not be discussed further. The following 
articles provide useful insights into the structure, function and role of the 
ventral network (Corbetta and Shulman, 2011; Vossel et al., 2013).
Many studies have used recordings and/or microstimulation in nonhuman 
primates to investigate the functional role of the dorsal attentional network. 
Weak electrical microstimulation of the Frontal Eye Field (FEF) – a region in 
bilateral superior frontal cortex corresponding to the frontal node of the 
dorsal network – improves detection of a visual target during a saccade task 
(Moore and Fallah, 2001) as well as during a covert attention task (Moore and 
Fallah, 2004). This behavioural evidence is complemented by evidence that FEF 
modulates activity in visual cortex; FEF stimulation increases the neuronal spike 
rate in visual cortex to visual targets in the receptive field of the FEF neurons 
(Moore and Armstrong, 2003) in a manner similar to the enhancement of visual 
cortex responses when attention is deployed to the same stimulus (Armstrong 
et al., 2006), as well as increasing the BOLD response to a visual stimulus in 
occipital cortex (Premereur et al., 2013). Monkeys can even be taught via 
operant conditioning to modulate spiking activity in FEF, with the consequence 
that attentional performance is improved (Schafer and Moore, 2011). The 
oscillatory footprint of the dorsal network has also been investigated; covert 
attention increases neuronal synchronization in the gamma band between FEF 
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and visual cortex, with evidence that FEF initiates this synchrony (Gregoriou 
et al., 2009). Synchrony with visual cortex is strongest in FEF neurons known 
to be responsive to visual input (Gregoriou et al., 2012), and surgical removal 
of prefrontal structures including FEF strongly attenuates visual neuronal 
synchronization (Gregoriou et al., 2014). Concurrent measurements from FEF 
and intraparietal sulcus (IPS) – the parietal component of the dorsal network 
– also find neuronal synchrony between these nodes that differs as a result of 
attentional demands (Buschman and Miller, 2007, 2009), and stimulation of FEF 
has also been shown to produce gamma oscillations in LIP – a region in primate 
parietal cortex homologous to IPS (Premereur et al., 2012). FEF / superior 
frontal cortex, LIP / IPS, and visual cortex (further divisible into V1, V2 and V4) 
can be seen as subregions in a dynamic hierarchy, exerting both feedforward 
and feedback influences over one another, the former mainly subserved by 
oscillatory synchronization in the gamma band, the latter in the alpha and beta 
bands (van Kerkoerle et al., 2014; Bastos et al., 2015).
Many human studies have also linked oscillatory activity with the dorsal 
attention network.  The BOLD response in the dorsal network has been shown 
to negatively correlate with alpha oscillations measured using scalp EEG 
during concurrent EEG-fMRI at rest (Sadaghiani et al., 2010) as well as during 
performance of a visual working memory task (Zumer et al., 2014). Transcranial 
magnetic stimulation (TMS) of both FEF and IPS has been shown to change 
BOLD activity in visual cortex (Ruff et al., 2006, 2008, 2009; Blankenburg et al., 
2010), and TMS of FEF has been shown to ‘gate’ activity to different visual cortical 
areas according to attention to different features in both EEG (Morishima et al., 
2009) and fMRI (Heinen et al., 2014), and also to alter the excitability of visual 
cortex as quantified by the tendency to perceive a phosphene following a 
second TMS pulse to area V5 (Silvanto et al., 2006). Importantly, these effects 
may be the product of alteration of cortical oscillations; FEF and IPS TMS have 
been shown to disrupt the desynchronisation of alpha oscillations normally 
observed when a visual stimulus is presented (Capotosto et al., 2009, 2012). 
Indeed, the IPS may even be involved in the generation of the posterior alpha 
rhythm (Tuladhar et al., 2007; Thut et al., 2011).
Taken together, the above studies demonstrate that the dorsal attentional 
network plays an important role in the instantiation of voluntary attention, 
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that the state of dorsal nodes is predictive of several indices of visual cortical 
activity, and that this control of voluntary attention may be achieved by the 
up- or down-regulating of neuronal oscillations in visual cortex thought to 
underpin attentional gating and active stimulus processing. This sets the stage 
for attempts to draw direct links between the dorsal network and alpha and 
gamma oscillations; I will report in this thesis the results of several studies 
attempting to do that.
1.6 Attention and visual cortical oscillations are biased by reward
The concept of ‘paying attention’ implies a stimulus that is attended to, and it is 
well understood that stimulus properties influence the degree and manner in 
which attention is brought to bear upon it. Bottom-up influences on attention 
include physical stimulus properties such as colour, brightness, size, shape, 
orientation, contrast and spatial frequency of the attended stimulus (Turatto 
and Galfano, 2000). In contrast, top-down influences on attention depend 
on the cognitive state of the attender and include current goals, alertness, 
motivation, and previous experience – including learned associations - with 
the to-be-attended stimuli (Theeuwes and Belopolsky, 2012).
Reward and attention are likely to be tightly coupled in the brain (Baluch and 
Itti, 2011). The manner in which an organism learns to attend and to ignore 
certain stimuli is likely to be related to the gains and losses associated with so 
doing (Libera and Chelazzi, 2009) and this may even be the predominant way 
in which attention is learned (Chelazzi et al., 2013). A great many studies have 
shown that stimuli associated with rewards and with punishments can exert 
biases on attention (Fox et al., 2000; Raymond and O’Brien, 2009; Krebs et al., 
2010; Rutherford et al., 2010; Anderson et al., 2011; Boehler et al., 2012).
On an even stronger reading, rather than viewing reward as a source of attentional 
bias, it may be that reward and voluntary attention exert a qualitatively similar 
influence on the brain’s perception of the visual field, perhaps because they are 
underpinned by common neural structures. Evidence from monkey recordings 
suggests that reward history and attention induce highly similar biases on 
spiking activity in V1 (Stănişor et al., 2013). Similarly, BOLD activity in human 
visual cortex is altered by reward associations with stimuli in the visual field, and 
importantly, the IPS was shown in the same study to represent the value of the 
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same stimuli (Serences, 2008). Manipulation of dopamine – a neurotransmitter 
strongly associated with representation of reward information - in the FEF 
produces changes in responsiveness of visual cortical neurons comparable to 
voluntary spatial attention (Noudoost and Moore, 2011a; Soltani et al., 2013). 
Thus, it may be the case that both reward and attention recruit the dorsal 
attention network in order to bias activity in visual cortex, via the mechanism 
of increasing alpha oscillations to gate activity in task-irrelevant regions, and/or 
by boosting gamma-band synchronisation in order to propagate task-relevant 
information to feed forward to upstream nodes in the visual hierarchy.
1.7  Human cognitive neuroscience can benefit from combining research 
modalities
Any toolkit consists of multiple specialist pieces of equipment, each piece 
optimized for a different purpose, and the cognitive neuroscientist’s toolkit is no 
exception. Different neuroimaging methods offer insights into different neural 
process and varying degrees of specificity in space and time. Additionally, 
neurostimulation techniques offer the ability to change neural activity by 
disruption, enhancement, or modulation of ongoing brain process. Whilst these 
complementary methods can be fruitfully applied in separate studies to offer 
converging insights into a given neural process, a highly beneficial approach 
is to make use of these techniques either sequentially or simultaneously 
within a single study; i.e., to gather data from multiple imaging modalities or to 
combine neurostimulation with neuroimaging. This class of studies is known as 
multimodal and is a central theme in my thesis.
Multimodal research invariably poses technical challenges and design 
limitations above and beyond the use of a given method in isolation. 
Furthermore, multimodal research offers the potential to produce new insights, 
but only insofar as methods are combined in sensible ways rather than 
simply for the sake of novelty (or because one has recently acquired a fancy 
new ‘machine that goes ping’). Sensible combination requires a thorough 
understanding of the techniques involved. In this section I will outline the 
various neuroimaging and neurostimulation techniques used in this thesis and 
briefly sketch the possibilities for new insights inherent in their combined use 
in multimodal experiments.
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1.7.1 MEG
Magnetoencephalography (MEG) is a widely-used technique for 
recording brain activity produced by the synchronized activity of columns 
of neurons. Neuronal communication takes place at the synapse or cleft 
between two neurons. Electrical activity in the presynaptic neuron leads 
to a release of neurotransmitters into the synaptic cleft, and these bind 
to receptors on the synaptic terminals at the postsynaptic neuron. This 
process leads to a dendritic postsynaptic current depolarizing the soma. 
MEG is mainly sensitive to postsynaptic dendritic currents due to the 
columnar alignment of dendrites in the neocortical sheet. When a single 
neuron receives a synaptic input a weak magnetic field is generated 
at right angles to the dendrite according to Fleming’s right-hand rule. 
When thousands of neurons in a cortical column receive synchronous 
input this produces a magnetic field strong enough to be measured by 
MEG (Figure 1.2).
Figure 1.2, Synchronised synaptic input to similarly-oriented dendrites of neurons in a cortical 
column will generate a measurable electrical current (blue lines). With MEG it is possible to 
measure the magnetic field generated by this electric current (green line). Image reproduced 
with permission from Stephen Whitmarsh.
A typical MEG experiment involves the amassing of many repeated 
trials in a (typically small) number of experimental conditions where 
the cognitive processes under investigation - and thus the associated 
neural activity (signal) - are varied while all other variables are kept 
constant. In order to increase the signal-to-noise ratio (SNR), conditions 
are kept as similar as possible, and repeated trials within a condition are 
averaged under the assumption that non-task-relevant noise will cancel 
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out. Typically, to investigate neuronal oscillations in different frequency 
bands some variant of time-frequency analysis is performed on the data; 
this typically entails using Fourier or wavelet analysis to redescribe 
the MEG time-series as a series of sine and cosine waves of varying 
frequencies, from which the oscillatory power and phase in different 
frequency bands can be determined. I performed time-frequency 
analysis – with particular attention to power in the alpha and gamma 
frequency bands – in all four studies in this thesis.
Although MEG uses sensors outside the head to measure neural activity, 
simple mathematical models can be generated from the MEG sensor 
data in order to estimate the underlying generators of the observed 
sensor data. Such models typically require a high-resolution structural 
image of the subject’s brain obtained using MRI. In studies one, two 
and four I made use of a spatial filtering technique – beamforming 
(Gross et al., 2001; Hillebrand et al., 2005) – to reconstruct estimates of 
alpha and gamma oscillatory power in different parts of the brain and 
under different cognitive and stimulation conditions (in chapters two 
and three, when paying attention to the left vs. right hemifield, and in 
chapter five, during anodal, cathodal and sham tDCS).
1.7.2 MRI
Magnetic Resonance Imaging (MRI) is an imaging technique that uses 
a combination of strong magnetic fields and radio frequency pulses to 
create three-dimensional images of objects placed inside the scanner 
bore. MRI can be used to create high-resolution images (~1mm3) of the 
structure of the human brain. Such an image is a prerequisite for doing 
source analysis in MEG. MRI can also be used to make inferences about 
the structure of neuronal fiber tracts; bundles of myelinated axons that 
form pathways between brain regions. Diffusion MRI takes advantage of 
the fact that the free diffusion of water molecules (otherwise a Brownian 
process) can be constrained by non-permeable materials in the diffusion 
volume. The myelinated axons in white matter constrain the diffusion of 
water molecules such that they are more likely to move along the fiber 
37955 Marshall.indd   21 14-12-15   12:01
Chapter 1
22
directions than perpendicular to them, and both the principle diffusion 
direction and anisotropy (degree of directional dependence) of a given 
voxel can be quantified. This in turn permits estimation of fibers using 
algorithms designed to piece together voxels with high anisotropy and 
similar principle diffusion directions; this is known as tractography.
Commonly-used tractography algorithms have limited ability to resolve 
fiber crossings. This prevents tractography being used to estimate fiber 
tracts in regions where many crossings occur. In chapter three I used a 
technique known as spherical deconvolution (Tournier et al., 2004, 2007; 
Dell’acqua et al., 2010) – one of several techniques shown to better 
resolve this crossing problem – to reconstruct the superior longitudinal 
fascicules in a group of subjects.
Functional MRI (fMRI) has been extremely beneficial in cognitive 
neuroscience thanks to two important principles: Firstly; that oxygenated 
and deoxygenated blood have differing magnetic properties, and 
secondly; that an increase in neuronal firing in a given cortical region 
will be followed by an increase in the flow of oxygenated blood to that 
cortical region (the hemodynamic response). Thus, fMRI can be used to 
measure the blood-oxygen-level-dependent (BOLD) response, which is 
an indirect measure of neuronal firing. As the hemodynamic response is 
slow (peaking 5-10s following an increase in firing) it is entirely useless 
for measuring neuronal oscillations directly. However, fMRI at high 
magnetic field strengths has a spatial resolution far superior to MEG, 
making it a useful technique for the localization of sources of neuronal 
activity. 
In chapter two I used fMRI to localize the Frontal Eye Fields, a structure 
believed to play a role in the top-down control of alpha and gamma 
oscillations in the visual cortex. 
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1.7.3 TMS 
Transcranial Magnetic Stimulation (TMS) is a technique used to non-
invasively stimulate the brain, producing changes in brain activity on 
timescales ranging from sub-second to tens of minutes. A TMS device 
typically consists of a stimulator – essentially a large bank of powerful 
capacitors capable of holding a strong electrical charge – and a coil 
– literally a series of coils of copper wire encased in a plastic housing. 
When the device is discharged, charge very briefly (approx 0.1ms) flows 
through the coil. This change in electric potential produces a very short-
lasting, very strong magnetic field on the order of 1-2 Tesla. When a TMS 
coil is discharged in the vicinity of nerve tissue this short-lasting magnetic 
field can induce action potentials in the underlying tissue, depending on 
several factors such as the distance between coil and tissue, the angle 
of the coil relative to the axon, and the specific geometry of the coil. 
Commonly, two coils in a figure-of-eight configuration are used, creating 
a magnetic hotspot where the induced magnetic field is strongest some 
centimeters below the midpoint of the two coils. This type of coil can 
be used to focally stimulate a region of neocortex in order to change its 
function over a short timescale.
In chapter two I used a standard TMS protocol known as continuous 
theta-burst stimulation (cTBS) (Huang et al., 2005). In this protocol, 
patterned stimulation (repeated 50Hz pulse triplets separated by 
200ms) is applied to a cortical region for 40 seconds. This has previously 
been shown to produce decreased excitability in the stimulated region 
for approximately 30 minutes following stimulation. This time period 
is above the lower bound of the time required to conduct a typical 
neuroimaging experiment. Therefore, I was able to conduct a multimodal 
experiment using a between-sessions design; I began each session by 
inhibiting one cortical region, then had participants perform a task 
while recording brain activity with MEG, and finally compared this MEG 
data over sessions. This allowed me to determine the effect of inhibiting 
a specific cortical region – the Frontal Eye Field (FEF) – on the oscillatory 
activity measurable with MEG.
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1.7.4 tDCS
Transcranial Direct Current Stimulation (tDCS) is a second non-invasive 
brain stimulation technique. During a tDCS experiment, regions of the 
scalp are cleaned and prepared with alcohol and abrasive gel, and rubber 
electrodes are attached to these regions using a conductive electrode 
paste. These electrodes are connected by cables to a stimulation device 
producing weak constant electrical current. By careful positioning of the 
scalp electrode montage experimenters can maximize the probability 
that current flows through particular brain regions. Unlike TMS, there is 
no known mechanism whereby tDCS can evoke action potentials. Rather, 
it is believed that tDCS causes focal changes in the resting membrane 
potential of neurons underlying the scalp electrodes. Specifically, under 
the anode – where current is flowing into the brain – resting potential is 
believed to decrease, thus increasing the spontaneous firing rate. Under 
the cathode resting potential increases and thus spontaneous firing rate 
is decreased.
In chapter five I combined tDCS with MEG in a novel multimodal 
paradigm. The vast majority of multimodal experiments combining 
tDCS with neuroimaging have used offline designs, where neural 
activity before and after stimulation is compared. We sought to 
combine alteration of cortical excitability with tDCS with concurrent 
measurement of whole-brain activity using MEG. This approach poses 
extreme technical challenges; indeed, at the time of writing only one 
group in the world has published work demonstrating the technical 
feasibility of concurrent tDCS-MEG, and in that study the motor system 
was stimulated. We showed in chapter five that visual cortical oscillations 
can be reliably measured using MEG during stimulation of visual 
regions with tDCS. This validates concurrent tDCS-MEG as a powerful 
new experimental method to answer questions about the relationship 
between cortical excitability and electrophysiological brain signals.
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1.8 Outline of this thesis
In this thesis I will present results from four studies, each designed to examine 
the relationship between alpha and gamma oscillations in visual cortex and 
some influencing factor. In all four studies I made use of MEG to measure and 
quantify alpha and gamma oscillations. In chapter two I combined MEG with 
fMRI-guided offline TMS. I report the effects of inhibiting neural activity in the 
Frontal Eye Field (FEF), a structure putatively providing top-down control of 
the attentional modulation of alpha and gamma oscillations. In chapter three 
I combined MEG with diffusion MRI in order to investigate the fiber tracts 
providing the long-range connections between the frontal and parietal nodes 
of the dorsal attention network; the putative ‘highways’ by which signals from 
the FEF exert an influence on alpha and gamma modulation in posterior brain 
regions. In chapter four I report results of an MEG study where we investigated 
the relationship between the reward properties of the visual stimuli themselves 
and subjects’ ability to produce lateralized alpha and gamma. Specifically; our 
subjects performed an attentional cueing task using stimuli that had previously 
acquired a positive or negative association, to determine the influence of 
learned reward associations on attentional orienting. Finally in chapter five 
I report the results of a combined tDCS-MEG study. Here we attempted to 
increase or decrease visual cortical excitability externally by the application of 
weak electrical currents to the scalp, to investigate the relationship between 
cortical excitability and visual oscillatory responses that form the basis of covert 
attention. This study also served as a proof-of-principle for using combined 
online tDCS-MEG as a research tool in the visual system. In chapter six I will 
conclude with a general discussion of my findings within a wider context.
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2  Frontal eye fields control attentional modulation of alpha and 
gamma oscillations in contralateral occipito-parietal cortex
This chapter is based on:
Marshall, T.R., O’Shea, J.S., Jensen, O., & Bergmann, T.O. (2015). Frontal eye 
fields control attentional modulation of alpha and gamma oscillations 
in contralateral occipito-parietal cortex. The Journal of Neuroscience: The 
Official Journal of the Society for Neuroscience, 35(4), 1638–1647. doi:10.1523/
JNEUROSCI.3116-14.2015
2.1 Abstract 
Covertly directing visuospatial attention produces a frequency-specific 
modulation of neuronal oscillations in occipital and parietal cortices: 
anticipatory alpha (8-12 Hz) power decreases contralateral and increases 
ipsilateral to attention, whereas stimulus-induced gamma (> 40 Hz) power is 
boosted contralaterally and attenuated ipsilaterally. These modulations must 
be under top-down control, however the control mechanisms are not yet fully 
understood. Here we investigated the causal contribution of the human frontal 
eye fields (FEF) by combining repetitive transcranial magnetic stimulation (TMS) 
with subsequent magnetoencephalography (MEG). Following inhibitory theta 
burst stimulation to the left FEF, right FEF, or vertex, participants performed a 
visual discrimination task requiring covert attention to either visual hemifield. 
Both left and right FEF TMS caused marked attenuation of alpha modulation 
in the occipito-parietal cortex. Notably, alpha modulation was consistently 
reduced in the hemisphere contralateral to stimulation, leaving the ipsilateral 
hemisphere relatively unaffected. Additionally, right FEF TMS enhanced 
gamma modulation in left visual cortex. Behaviorally, TMS caused a relative 
slowing of response times to targets contralateral to stimulation during 
the early task period. Our results suggest that left and right FEF are causally 
involved in the attentional top-down control of anticipatory alpha power in 
the contralateral visual system, whereas a right-hemispheric dominance seems 
to exist for control of stimulus-induced gamma power. These findings contrast 
the assumption of primarily intra-hemispheric connectivity between FEF and 
parietal cortex, emphasizing the relevance of inter-hemispheric interactions. 
The contralaterality of effects may result from a transient functional 
reorganization of the dorsal attention network after inhibition of either FEF.
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2.2 Introduction 
In order to cope with a constant stream of visual information, it is necessary 
to actively select and prioritize certain incoming stimuli. Humans are able to 
voluntarily shift their attentional focus in visual space without moving their 
eyes (Posner, 1980), which enables enhanced processing of visual input from 
task-relevant locations and suppression of distracting input from task-irrelevant 
ones (Kastner and Ungerleider, 2000).
Numerous magneto/electroencephalography (M/EEG) studies suggest that 
alpha (8 – 12Hz) oscillations support covert attention. Visual alpha power 
decreases in anticipation of a target but increases in anticipation of a distractor 
(Worden et al., 2000; Kelly et al., 2006; Handel et al., 2010; Bonnefond and 
Jensen, 2012). Covertly shifting attention to either visual hemifield produces 
retinotopically specific modulations of alpha power with a relative decrease 
contralateral to the attended hemifield, complemented by an ipsilateral 
increase (Worden et al., 2000; Thut et al., 2006; Handel et al., 2010). Successful 
anticipatory alpha lateralization predicts performance on attentional tasks 
(Thut et al., 2006; Handel et al., 2010). In parallel, visual selective attention 
boosts the gamma-band (>40Hz) oscillatory response to a stimulus (Müller 
et al., 2000; Fries et al., 2001), and stimulus-induced gamma power predicts 
subsequent task performance (Siegel et al., 2008). 
These oscillatory mechanisms must be under top-down attentional control, 
likely implicating the dorsal fronto-parietal network, consisting of bilateral 
frontal eye fields (FEF) and intraparietal sulci (IPS) (Corbetta and Shulman, 
2002). The FEF is strongly active during covert attention (Gitelman et al., 1999; 
Kastner et al., 1999), and stimulation of the FEF disrupts visual discrimination 
performance (O’Shea et al., 2004) and modulates visual cortex activity both in 
monkeys (Moore and Armstrong, 2003; Premereur et al., 2013) and in humans 
(Ruff et al., 2006; Taylor et al., 2007). Transcranial magnetic stimulation (TMS) 
in humans has further demonstrated asymmetric effects on visual detection 
performance (Grosbras and Paus, 2003; Duecker et al., 2013), visual cortex 
excitability (Silvanto et al., 2006) and top-down attentional control (Hung et 
al., 2011), with right FEF often affecting both and left FEF only the contralateral 
hemifield, suggesting some right hemispheric dominance. Accordingly, 
previous TMS-EEG studies have focussed on right FEF involvement in 
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attentional control via modulation of alpha oscillations (Capotosto et al., 
2009; Sauseng et al., 2011) and neglected any potential left FEF contributions. 
Furthermore, although FEF microstimulation has been shown to increase 
stimulus-induced gamma power in monkey parietal cortex (Premereur et al., 
2012), the involvement of FEF in controlling attentional modulations of gamma 
power remains unknown. 
In order to investigate the respective roles of left and right FEF in top-
down control over both anticipatory alpha and stimulus-induced gamma 
oscillations, we combined functional magnetic resonance imaging (fMRI)-
guided TMS with MEG. Using continuous theta burst stimulation (cTBS), we 
applied transient offline inhibition to the left FEF, the right FEF, or scalp vertex 
(as a control condition) in separate sessions before participants performed a 
cued visuospatial attention task in the MEG. We hypothesised that transient 
inhibition of left or right FEF would produce hemisphere specific disruptions of 
attentional modulation of alpha and gamma oscillations.
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2.3 Materials and Methods
2.3.1 Participants
Twenty right-handed healthy participants with normal or corrected-to-normal 
vision (14 females, 6 males) took part in the experiment. All participants 
conformed to standard exclusion criteria for fMRI, MEG, and TMS. Informed 
consent was obtained according to the Declaration of Helsinki. The study was 
approved by the local ethics committee. One participant was excluded from 
analyses due to excessive head movements (>1cm) during MEG measurement 
leaving data from 19 participants to be analyzed.
2.3.2 Procedure
All participants took part in four experimental sessions on four separate 
days (Fig. 2.1B). During session 1, the anatomical locations of the FEFs in 
each participant were determined functionally by fMRI (20mins), and motor 
thresholds were determined individually to set TMS intensity. Sessions 2, 3 and 
4 were counterbalanced in order and separated by at least seven days. The 
procedure for these sessions was as follows: The participant was prepared for 
entering the MEG, taken to an adjacent lab where cTBS was applied to one of 
the three target sites (left FEF, right FEF, vertex), then brought back to the MEG 
lab and placed inside the MEG where s/he performed a cued spatial attention 
task. Average time between delivery of cTBS and start of the MEG task was 
6.6min (max 9.6 min). Average time between delivery of cTBS and completion 
of the MEG task was 29.5 min (max 35.3 min). The MEG acquisition sessions 
were kept deliberately short due to one previous study indicating a window of 
efficacy of cTBS to the FEF of approximately 30 minutes (Nyffeler et al., 2006).
2.3.3 Attention task
During MEG data acquisition, participants performed a cued spatial attention 
task (Fig. 2.1A). Each trial began with a brief (100 ms) auditory cue tone (high: 
440Hz; low: 880Hz) instructing participants to covertly attend to one of two 
luminance pedestals in the lower left and lower right quadrants of the screen. 
The pedestals were presented 3.2 degrees of visual angle below the horizontal 
meridian and 4.8 degrees to the left and right of the vertical meridian. Tone-
direction mappings were counterbalanced across participants. Cues were 100% 
valid. After a cue-target interval of 1500 ms a target Gabor patch (2.5 cycles 
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per degree visual angle) was presented at each luminance pedestal. The cued 
patch was always tilted 45°either clockwise or counter-clockwise from vertical. 
The distractor patch was either horizontal or vertical. Patches were displayed 
for 60 ms (4 screen refreshes) before being masked by a composite patch for 60 
ms, created by the convolution of all four possible Gabor patches. Participants 
were instructed to report the orientation of the target patch with a button press 
using the index and middle fingers of the right hand (clockwise = middle finger, 
counter-clockwise = index finger). Participants were instructed to perform the 
task as quickly and accurately as possible. Participants completed 5 blocks 
of 68 trials. Total task duration was 25min. An adaptive staircase procedure 
(Watson and Pelli, 1983) was used to adjust target contrast at the beginning of 
each session prior to the application of TMS. Participants performed one block 
of trials where contrast threshold was adjusted in the MEG environment to 
converge on 70% correct performance. Contrast for left and right stimuli were 
matched. Mask contrast remained constant at 90% of maximum contrast.
During the fMRI localizer session, participants performed an adapted version 
of the task. In this version, participants completed short (20.7 s) blocks of 
two types. During SHIFT blocks high or low tones were presented instructing 
participants to covertly attend to the left or right hemifield. During NO-SHIFT 
blocks tones of intermediate pitch (660Hz) were presented which did not carry 
spatial information; they signaled an upcoming target but could not be used 
to allocate attention to either hemifield. The contrast between brain activity in 
the SHIFT versus NO-SHIFT blocks was used to functionally localize the FEFs. 
Each block was directly preceded by a brief (2 s) instruction indicating the 
block type. Participants completed 44 blocks of 6 trials. Total task duration was 
18 min.
2.3.4 TMS
TMS was delivered with a biphasic pulse configuration using a MagVenture 
C-B60 Butterfly coil connected to a MagPro-X100 stimulator (MagVenture, 
Farum, Denmark). Coil position and orientation were established and kept 
constant at individually determined target sites by means of a frameless 
stereotactic neuro-navigation system (Localite TMS Navigator, St. Augustin, 
Germany) after coregistration of individual MRI scans.
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Figure 2.1. Experimental paradigm and setup. A. Experimental paradigm. Each trial began with an auditory 
cue (high or low tone) instructing participants to covertly attend to the luminance pedestal in either 
hemifield. Left and right attentional cues were presented pseudo-randomly. Following a 1.5 s interval 
oriented Gabor patches appeared in both pedestals. Participants had to discriminate the orientation of 
the cued patch (45° clockwise or anticlockwise from vertical) while ignoring the uncued distracter 
patches (0° or 90° from vertical). In the fMRI version of this task, used to localize the FEFs for TMS, 
participants completed short (22 s) blocks consisting of spatially cued trials contrasted with blocks of 
non-spatially cued trials. B. Experimental timecourse. Participants completed four experimental 
sessions. In session 1, the FEFs were functionally localized based on the attention task performed in the 
MRI scanner, and the active motor threshold to titrate TMS intensity was determined for each individual. 
Sessions 2, 3 and 4 consisted of cTBS to one of the three target sites (order counter-balanced across 
participants and separated by at least a week) followed by performance of the attention task during 
MEG recordings. C. fMRI localizer. Individual TMS target sites for left and right FEF stimulation are shown, 
superimposed on a standard brain, as derived from the peak voxels within anatomical constraints of the 
‘shift attention’ vs. ‘hold attention’ contrast of the fMRI localizer task.  D. Group fMRI activation map for 
the contrast SHIFT > NO-SHIFT. Map is thresholded at p<0.001 (uncorrected).
During the localizer session, the active motor threshold (aMT) was determined 
for each individual according to standard procedures (Rossini et al., 1994). 
Electromyography (EMG) was recorded from the first dorsal interosseus (FDI) 
muscle of the right hand in a belly-tendon montage at 2 kHz sampling rate 
and bandpass-filtered at 10-1000 Hz using an EKIDA DC amplifier (Ekida 
GmbH, Helmstadt, Germany). Motor evoked potentials (MEP) in response to 
single-pulse TMS were measured as peak-to-peak amplitude. The TMS coil was 
positioned tangentially to the skull above the hand area of the left primary 
motor cortex with the handle pointing backward and laterally at an angle of 
~45° to the sagittal midline, inducing an electrical current in the brain tissue with 
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the reversal phase of the biphasic stimulus having a posterior-to-anterior (pa) 
direction, perpendicular to the central sulcus. This induced current direction 
is known to be optimal for evoking motor responses in the contralateral 
hand (Mills et al., 1992). The location and exact coil orientation at which TMS 
pulses at an intensity slightly above each individual’s aMT consistently yielded 
MEPs in the contralateral FDI muscle was defined as the ‘FDI motor hotspot’. 
Participants were then asked to grip a tape roll in a manner producing optimal 
contraction of the FDI muscle and continuously contracted at 10% of maximum 
(maintained via visual feedback) while single TMS pulses were delivered to the 
‘FDI motor hotspot’ every 4-6 s. Stimulator output intensity was then decreased 
progressively until a motor evoked potential (MEP) was observed on 5 out of 
10 trials. On average, aMT was 29% ± 5% (mean ± SD) of maximum stimulator 
output.
In all experimental sessions, continuous theta burst stimulation (cTBS) was 
delivered to one of the three target sites, i.e., left FEF, right FEF, vertex. Left and 
right FEF target coordinates were determined from individual fMRI localizers 
(see ‘fMRI data analysis’; Fig. 2.1C, 2.1D), with the coil orientation adjusted 
individually to induce an electrical current in the brain tissue with the reversal 
phase of the biphasic stimulus having a p-a direction, perpendicular to the 
precentral sulcus. The vertex target coordinate was defined as the junction 
of the two central sulci taken from the individual structural MRI and the 
coil position was adjusted to produce a p-a current in the brain tissue. cTBS 
consisted of short 50 Hz bursts of 3 pulses applied at a frequency of 5 Hz (i.e., 
a 200ms inter-train interval) for 40s (i.e. 600 pulses in total) at 80% aMT (Huang 
et al., 2005). During cTBS and for one minute afterwards participants remained 
seated and maintained fixation. 
2.3.5 fMRI data acquisition
Participants completed an fMRI version of the cued attention task, which was 
used to localize left and right FEF (see above). fMRI data were acquired using 
a 1.5T Avanto MRI scanner (Siemens, Erlangen, Germany) using a multiecho 
(Poser et al., 2006) echo-planar sequence (TR = 2.18s, TEs = 9.4, 21.2, 33 and 
45ms, flip angle = 90°,  31 axial slices, slice thickness = 3mm, FoV = 224 x 224mm, 
in plane voxel size = 3.5 x 3.5 mm). A high-resolution T1-weighted image (TR = 
2250 ms, TE = 2.58 ms, flip angle = 15°, 208 sagittal slices, in plane voxel size = 
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1×1×1 mm, FoV = 224×224 mm) was acquired for coregistration of functional 
images, TMS neuro-navigation and MEG source analysis.
2.3.6 MEG data acquisition
Participants were seated upright in the MEG system with their arms positioned 
comfortably on the armrests beside them. They were instructed not to move 
during the experiment and to keep fixation on the presentation screen in 
front of them. Horizontal and vertical eye movements were recorded by 
electrooculogram (EOG) and heartbeat was recorded by electrocardiogram 
(ECG). Brain activity was recorded at a sampling frequency of 1200 Hz with 
a low-pass filter of 300Hz using a whole-head MEG system with 275 axial 
gradiometers (CTF MEG systems, VSM MedTech Ltd.). During acquisition, head 
position was constantly monitored using a real-time head localizer based on 
the position of marker coils placed in the ear canals and at the nasion (Stolk 
et al., 2013). If necessary (deviation > 5 mm), head position was re-adjusted 
according to visual feedback at the end of each block. This allowed for 
positioning the participants at about the same location in the different MEG 
sessions. 
2.3.7 fMRI data analysis
Image processing and statistical analysis was performed using SPM8 (www.
fil.ion.ucl.ac.uk) and Matlab 2012b (Mathworks). All multi-echo images were 
realigned to the first image of the series and a weighted image of the four 
echo images was calculated per TR (Poser et al., 2006). Functional images were 
then coregistered to the anatomical T1 image and smoothed using a 6mm 
full-width at half-maximum isotropic Gaussian kernel. For each participant, a 
fixed effect model was constructed, consisting of two 20.7 s block regressors 
of interest (SHIFT, NO-SHIFT) plus the instruction as a stick function, each 
convolved with the canonical hemodynamic response function. In addition, 
the six realignment parameters were modeled as head movement regressors. 
A paired-sample t-test (SHIFT > NO-SHIFT) revealed voxels showing a stronger 
blood oxygenation level dependent (BOLD) response when shifting attention 
to either hemifield compared to maintaining attention on both hemifields. 
Respective peak voxels of left and right FEF clusters (i.e. those directly anterior 
to the precentral sulcus and lateral to the superior prefrontal sulcus) were used 
as TMS target coordinates (Fig. 2.1C).
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While TMS target sites were determined individually, an additional fMRI group 
analysis was conducted to demonstrate the recruitment of the dorsal attention 
network during task performance. For this fMRI analysis, the procedures 
described above were repeated, but both anatomical and functional images 
were also normalized to MNI space based on the transformation parameters 
estimated during segmentation of anatomical images. Individual SHIFT>NO-
SHIFT contrast images were then entered into a second level (random effects) 
group analysis and tested against zero with a one-sample t-test. The resulting 
t-map was thresholded at p < 0.001 uncorrected (Fig. 2.1D).
2.3.8 MEG data analysis
MEG data analysis was performed using fieldtrip (http://www.ru.nl/
neuroimaging/fieldtrip) (Oostenveld et al., 2011). All pre-processing steps were 
carried out in a manner blinded to the experimental condition. MEG data were 
visually inspected and trials containing eye blinks or horizontal eye movements 
were rejected. Data were further automatically inspected for muscle artifacts 
and squid jumps. Independent Component Analysis (ICA) (Jung et al., 2000) 
was performed and components reflecting the cardiac response were 
discarded.  
Time-frequency analysis of the sensor level data was performed using Fast 
Fourier transform, with separate parameters for low (1-30Hz) and high (30-
100Hz) frequencies. For low frequencies, Fourier transformed data were 
multiplied with a Hanning taper using a fixed 300 ms sliding time window 
moving in steps of 50 ms. For high frequencies, a set of discrete prolate 
spheroidal tapers (Percival and Walden, 1993) were used, and data were time-
resolved using a frequency-dependent time window containing 7 cycles at 
the frequency of interest. Data were de-meaned and de-trended prior to time-
frequency analysis.
To localize sources of both alpha and gamma oscillations we used a DICS 
beamformer approach (Gross et al., 2001).  A realistic single-shell description 
of each participant’s brain was constructed from the anatomical MRI. The brain 
volume was divided into an 8 mm³ grid and normalized to MNI co-ordinates 
using a warping procedure. To identify sources in the alpha band, a set of five 
orthogonal Slepian tapers was used with a center frequency of 10 Hz. For each 
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session a common spatial filter was constructed using 1000ms data segments 
from the cue-target interval (350 – 1350 ms after the cue). This resulted in 
+/-4 Hz frequency smoothing. The trials were pooled across both attention 
left and attention right conditions to create a common filter, which was then 
used to estimate the spatial distribution of alpha power separately from 
attention left and attention right trials. To identify sources in the gamma band, 
a taper set was constructed with a center frequency of 60 Hz and +/- 20 Hz 
frequency smoothing. A common filter was constructed by pooling data across 
pre- (1000-1300 ms) and post- (1800-2100 ms) stimulus windows and across 
attention left and right attention trials, and then used to separately estimate 
power distributions for all four conditions. This allowed us to estimate both 
induced gamma power (by comparing pre- and post-stimulus time windows) 
and attentional modulation of induced gamma power (by comparing post 
stimulus activity in the attention left and attention right conditions).
An attentional modulation index was calculated for both alpha and gamma 
power, separately for every sensor (in sensor space) and for every voxel (in 
source space). For each participant and session, trials were averaged separately 
for the attention left and attention right conditions. A common denominator 
was created for normalization purposes by averaging over attention left and 
attention right from all three TMS conditions. Subsequently, the modulation 
index for each TMS condition was calculated as MIj = (PowerAttention Left,j – PowerAttention 
Right,j
) / Common Denominator
j
], where j indicates the sensor or cortical regions 
for which the power values were estimated. For the purpose of statistically 
comparing the magnitude of attentional modulation between conditions, 
modulation indices were calculated as MI
j
 = (Power
Attention Contra,j
 – Power
Attention 
Ipsi,j
) / [Common Denominator
j
], where ‘contra’ and ‘ipsi’ refer to the direction of 
attention relative to the hemisphere from which the data were recorded. Since 
alpha power modulation is known to be retinotopically specific – showing 
a relative increase when attention is ipsilateral versus contralateral (Worden 
et al., 2000) - this index allows for comparison of the degree of attentional 
modulation observed in each hemisphere.
Analysis of anticipatory alpha oscillations was performed on data from the cue-
target interval. Power values were averaged over a 1 s time window from 350-
1350 ms post-cue and across 8-12 Hz bins. The 350-1350ms window was chosen 
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because the 300ms sliding time window used for time-frequency analysis can 
lead to contamination from cue- and stimulus-evoked responses. Accordingly 
we trimmed the first 350ms (to avoid contamination by auditory cue-evoked 
responses) and the final 150ms (to avoid contamination by visual stimulus-
evoked responses). For sensor level analysis, left- and right-hemispheric regions 
of interest (ROI) were defined as clusters of 25 matching sensor pairs in the left 
and right hemisphere that showed the strongest average alpha modulation 
across all three sessions. For source level analysis, ROIs were defined by 
extracting the 250 source space points in the left and right hemisphere that 
showed the strongest average alpha modulation across all three sessions.
Analysis of visual stimulus-induced gamma oscillations at the source level was 
performed by computing the relative change between the 1000-1300 ms cue-
target interval and the 1800-2100 ms post-stimulus interval as (post – pre)/pre. 
Again, ROIs were defined based on this induced response by extracting the 250 
source space points in each hemisphere displaying the largest induced gamma 
response in the average across all three sessions and attentional conditions 
(Fig. 2.6). Attentional gamma modulation within these ROIs was then 
computed using the attentional modulation index described above. Statistical 
analysis of gamma modulation was performed at source level only, because 
adaptive spatial filtering results in the improved signal-to-noise ratio necessary 
to optimally characterize activity at higher frequencies (Hoogenboom et al., 
2006).
2.3.9 Behavioural data analysis
Behavioural data were first analyzed in terms of accuracy and reaction times. 
To quantify attentional biases we further computed a measure of spatial 
attentional bias according to the formula spatial bias = mean rt
attention left
 – mean 
rt
attention right
 / mean rt
attention left
 + mean rt
attention right
. This formula gives positive scores 
for relatively faster reactions to right targets, and negative scores for relatively 
faster reactions to left targets.
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2.4 Results
During MEG recordings, an auditory cue instructed participants to attend to 
the left or the right hemifield. After a 1.5 s interval, two masked target stimuli 
were presented in the left and right lower hemifield. Participants had to detect 
and report the orientation of the attended target stimulus. Just prior to the 
MEG session the participants had received cTBS to either vertex or the left or 
right FEF. 
2.4.1 TMS induces transient changes in spatial attentional bias
Participants performed the behavioral task with overall accuracy of 75.48 % 
(Left FEF TMS, 75.01 ± 3.05 %; Vertex TMS, 76.51 ± 2.66 %, Right FEF TMS, 74.92 
± 3.64 %, mean +/- SEM). Mean reaction times across sessions were as follows: 
Left FEF TMS, 572 ± 14 ms; Vertex TMS 548 ± 19 ms; Right FEF TMS, 549 ± 20 
ms. Spatial attentional bias was computed separately for each session. Given 
that TMS was applied offline, any behavioural effects are likely to be maximal 
immediately after stimulation offset, and to decay over time (O’Shea et al., 
2007a). To test this, spatial attentional bias was computed and contrasted 
across the early (blocks 1 - 2, 7 - 16 minutes post-stimulation) versus late 
(blocks 4 - 5, 21 - 30 minutes post-stimulation) task periods. Figure 2.2 shows 
spatial attentional bias for each session and time period separately. A relative 
slowing of responses to targets in the hemifield contralateral (vs. ipsilateral) to 
the stimulated FEF was observable in the early blocks which was absent in the 
late blocks. A 3 x 2 repeated measures ANOVA with factors TMS (left FEF, vertex, 
right FEF) and time period (early, late) revealed a significant main effect of time 
(F2,36 = 5.25, p = 0.034), with mean attentional bias across all TMS conditions 
shifting to the right as a function of time. This main effect is consistent with 
previous work demonstrating that fatigue can cause rightward attentional 
shifts (Benwell et al., 2013). Importantly, a significant interaction (F
2,36
 = 5.83, 
p = 0.006) was also found. Post-hoc tests revealed that the interaction was 
driven by significant differences in the early blocks (F
2,36
 = 6.15, p = 0.005), 
and specifically by a difference between the left FEF TMS and right FEF TMS 
conditions (t
18 
= -3.01, p = 0.008. No significant differences in attentional bias 
were observed in the late blocks (p > 0.3 in all cases). These results suggest that 
TMS induced direction-specific biases in the speed of attentional deployment 
that were present during the early blocks but were attenuated during late 
blocks.
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Figure 2.2, FEF TMS induces attentional biases during early task blocks. Spatial attentional bias – comparing 
‘attention left’ vs ‘attention right’ trials – was computed separately for each TMS condition and for the 
early (block 1-2) and late (block 4-5) task period. During the early task blocks, attentional bias significantly 
varied as a function of TMS site; after left FEF TMS participants were relatively slower on ‘attention right’ 
trials and after right FEF TMS participants were relatively slower on ‘attention left’ trials. No difference 
was observed during late blocks, suggesting that TMS produced short-lasting (up until 16 min post-
cTBS) behavioural changes.
2.4.2 TMS of left and right FEF disrupts contralateral alpha modulation 
Analysis of anticipatory alpha modulation was performed at both the sensor 
and the source levels with comparable results. Figure 2.3 shows time-frequency 
representations and topographical plots of attentional power modulation 
(attention to left versus right visual field) at the sensor level during the cue-
target interval, separately for each experimental session. Interestingly, on 
visual inspection, anticipatory alpha power modulation appeared to be absent 
in some TMS conditions. To test quantitatively for the presence of attentional 
modulation, we compared the average values from left and right ROIs against 
zero using one-sample t-tests (i.e. from the 25 sensor pairs showing strongest 
modulation across all three sessions throughout a 1s window within the cue-
target interval; see methods). For the control condition following vertex TMS 
(middle row), there was statistically significant anticipatory alpha modulation 
both in the left hemisphere (t18=2.11, p=0.049) and the right hemisphere 
(t
18
=4.01, p=0.001). Surprisingly, following TMS to left FEF (top row), anticipatory 
alpha modulation in these sensor ROIs was still observed ipsilateral (t
18
=2.85, 
p=0.011) but no longer contralateral to the stimulation (t
18
=0.62, p=0.54). The 
same pattern was observed following TMS to right FEF (bottom row, (ipsilateral: 
t
18
=2.81, p=0.012, contralateral: t
18
=-0.27, p=0.79).
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Figure 2.3. FEF cTBS produces site-specific disruption of anticipatory alpha power modulation. Time-
frequency representations (TFR) of the attentional modulation index of power (MI = [attention left - 
attention right] / [average over all attention and TMS conditions]) are shown separately for left and right 
sensor ROIs (left and right column) and for each TMS condition (rows). The middle column shows a 
topographical representation of MI at 8-12 Hz between 0.35 and 1.35 s after the cue in the cue-target 
interval (indicated by dotted boxes in the TFRs). Sensor ROIs (indicated by black dots) were pre-defined 
based on the average across conditions (see methods). In the control condition (vertex cTBS) alpha 
modulation (ipsilateral increase and contralateral decrease in alpha power relative to the attended 
direction) is clearly visible in both hemispheres. By contrast, after cTBS to either FEF there is a marked 
reduction in alpha modulation in the hemisphere contralateral to stimulation.
Figure 2.4A shows the amount of anticipatory alpha power modulation 
(attention to contralateral versus ipsilateral visual field) at the sensor level during 
the cue-target interval extracted from the left and right hemisphere ROIs. To 
test formally whether the hemisphere of disrupted alpha power modulation 
depended on TMS site, all three sessions were directly contrasted using a 3 X 
2 rmANOVA with factors TMS (left FEF, vertex, right FEF) and hemisphere (left, 
right).  The interaction was significant (F
2,36 
= 4.88, p = 0.013), with follow-up 
tests showing conditional main effects of TMS on alpha modulation both 
in the left (F
2,36 
= 4.35, p=0.02) and right hemisphere (F
2,36 
= 3.49, p=0.041). 
Further paired t-tests then demonstrated that the right hemisphere effect was 
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mainly driven by an attenuation of alpha modulation following left FEF TMS 
as compared to vertex TMS (t
18
=-2.23, p=0.039) and as a trend compared to 
right FEF TMS (t
18
=-2.03, p=0.057). In the left hemisphere, alpha modulation 
following right FEF TMS was attenuated as compared to left FEF TMS (t
18
=-2.94, 
p=0.009) and showed a trend compared to vertex TMS (t
18
=1.91, p=0.072). 
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Figure 2.4. Alpha modulation from the sensor ROI data. A. Attentional modulation index (AMI) for all TMS 
sites and sensor ROIs. The AMI is defined as [attention contra - ipsi] / [average over all attention and TMS 
conditions], resulting in positive values for appropriate modulation for both hemispheres, as shown in 
the vertex condition. Statistical analysis revealed an interaction of TMS site and hemisphere (sensor ROI) 
as well as conditional main effects of TMS site for each hemisphere analysed separately. Stimulation of 
left or right FEF disrupted alpha modulation in parieto-occipital sensors in the contralateral hemisphere. 
Significant (p < 0.05) post-hoc comparisons are indicated by asterisks, trends (p < 0.1) are indicated by 
hashes.  B. Change in alpha modulation at sensor sites in the hemisphere contralateral and ipsilateral to 
TMS. The change (Δ ) in AMI was  calculated by subtracting the modulation in each ROI in each TMS 
session from the corresponding data in the control (vertex) session.  Δ AMI scores were then averaged 
across ROIs separately for the hemisphere ipsilateral or contralateral to the stimulation (ie: left ROI 
following left FEF TMS and right ROI following right FEF TMS and vice versa, respectively). Statistical 
analyses confirmed a stronger effect of FEF TMS on alpha modulation in the hemisphere contralateral 
versus ipsilateral to the stimulation (p < 0.05).
To test explicitly whether alpha modulation was generally more affected 
contralateral or ipsilateral to stimulation we used a paired-samples t-test 
to compare the TMS effect on alpha modulation (FEF-vertex TMS) in the 
hemisphere contralateral (i.e. collapsed across left ROI after right FEF-vertex 
TMS and right ROI after left FEF-vertex TMS) versus ipsilateral to TMS (i.e., 
collapsed across left ROI after left FEF-vertex TMS and right ROI after right FEF-
vertex TMS). This revealed a significantly larger effect on anticipatory alpha 
power modulation in the hemisphere contralateral to the stimulated FEF (t
18
=-
3.00, p=0.008; Fig. 2.4B).
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Beamformer analysis revealed strong modulation in the alpha band in occipital 
and right parietal cortex (Fig. 2.5A), with a peak in middle occipital cortex in both 
hemispheres (MNI co-ordinates: left hemisphere -32 -80 24, right hemisphere 
32 -80 40). Comparison of modulation in the left and right hemispheric ROIs (i.e., 
clusters of 250 voxels in each hemisphere showing strongest modulation across 
all three sessions and a 1s window from the cue-target interval; see methods) 
confirmed the attenuation of modulation contralateral to TMS, as observed at 
the sensor level (Fig. 2.5B). In the control condition (i.e. following vertex TMS), 
anticipatory alpha modulation during the cue-target interval was observed in 
both the left hemisphere (t18=2.21, p=0.041) and right hemisphere (t18=4.41, 
p=0.0003, one-sample t-tests, Fig. 2.3, middle row). Again, following TMS to 
left FEF (top row) alpha modulation was observed only ipsilateral (t
18
=3.39, 
p=0.003) but not contralateral to stimulation (t
18
=0.96, p=0.35). Likewise, 
following TMS to right FEF (bottom row) alpha modulation was present 
ipsilateral to stimulation (t
18
=3.12, p=0.006) but not contralateral (t
18
=1.00, 
p=0.33). Again, a 3 X 2 rmANOVA with factors TMS (left FEF, vertex, right FEF) 
and hemisphere (left, right) revealed an interaction of hemisphere and TMS site 
(F
2,36 
= 3.44, p=0.043), and follow-up tests showed – as for the sensor data – 
strongest effects for TMS in the hemisphere contralateral to the stimulated site: 
alpha modulation in the left hemisphere was attenuated after right FEF TMS 
as compared to left FEF TMS (t
18
=2.12, p=0.048) but did not differ significantly 
from vertex TMS (t
18
=1.18, p=0.25). Alpha modulation in the right hemisphere 
was attenuated after left FEF TMS as compared to vertex TMS (t
18
=2.52, p=0.022) 
and showed a trend as compared to right FEF TMS (t
18
=1.93, p=0.069). Again, 
to test explicitly whether alpha modulation was more affected contralateral or 
ipsilateral to stimulation we compared the respective differences from control 
stimulation using a paired-sample t-test as described for sensor level data. This 
test revealed a larger effect of modulation contralateral to stimulation (t
18
= -2.30, 
p=0.034; Fig. 2.5C). We therefore conclude that, surprisingly, inhibitory offline 
TMS disrupted attentional modulation of anticipatory alpha power primarily in 
the hemisphere contralateral rather than ipsilateral to the stimulated FEF.
We attempted to investigate whether the observed TMS-induced changes 
in attentional biases during early task blocks correlated with TMS-induced 
alterations to alpha modulation. However no significant correlation was 
found in the vertex condition (p > 0.3 in all cases), limiting the usefulness of 
comparisons to the FEF TMS conditions.
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Figure 2.5. Source localization of alpha modulation. A. Beamformer source reconstructions (shown as 
surface projections on a rendered standard brain) demonstrate that the anticipatory alpha modulation 
(attention left-right) is maximal in occipital cortex (extending into right parietal cortex). B. AMI for all 
TMS sites and ROIs. The AMI is defined as [attention contra – ipsi] / [average over all attention and TMS 
conditions]. As for the sensor level data, comparisons of the attentional modulation index (attention 
contra-ipsi) revealed an interaction of TMS site and hemisphere (source ROI). Significant (p < 0.05) post-
hoc comparisons are indicated by asterisks, trends (p < 0.1) are indicated by hashes. C. Δ AMI at ROIs in 
the hemisphere ipsilateral and contralateral to TMS, calculated as for the sensor level data (see Fig. 2.3C). 
Comparison revealed a stronger effect on alpha modulation contralateral to stimulation (p < 0.05).
2.4.3 TMS of the right FEF boosts contralateral gamma modulation
Beamformer analysis of the post-target period revealed a strong stimulus-
induced visual gamma band response in both hemispheres. Figure 2.6A 
shows the relative change in power in the gamma frequency band following 
the presentation of the target-mask dyad (based on twenty posterior sensors 
shown in 5B) compared to a pre-stimulus baseline. This contrast demonstrates 
a post-stimulus gamma power increase localized to the visual cortex in both 
hemispheres (Fig. 2.6C).
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Figure 2.6. Target-mask stimuli induce a response in the gamma band. A. TFR of left and right posterior 
sensors, averaged across all TMS and attention conditions. Dashed boxes indicate pre- and post-
stimulus windows (40-80 Hz at 1-1.3 s and 1.8-2.1 s post-cue). Relative power change was calculated as 
(power post – power pre)/(power pre). B. Sensor topography of the induced gamma power shown in A. 
C. Beamformer source reconstruction shown on a standard brain. Induced gamma-band activity is 
located bilaterally in visual cortex
Analysis of the gamma modulation data was performed at the source level 
to ensure optimal signal-to-noise ratio. Figure 2.7A shows the topography of 
attentional gamma modulation in the post-stimulus period for all sessions. 
Attentional modulation was present in both hemispheres in all three sessions 
but appeared largest in the left hemisphere following right FEF TMS. To test 
this we compared attentional gamma modulation in left and right hemispheric 
ROIs across conditions (i.e. clusters of 250 voxels in each hemisphere showing 
the strongest stimulus-induced gamma response across all three sessions; 
see methods). Notably, we found that, by contrast with anticipatory alpha 
power, which was attenuated by FEF TMS, attentional gamma modulation was 
enhanced by FEF TMS, selectively in the contralateral left hemisphere following 
right FEF TMS (Fig. 2.7B). A 3 X 2 rmANOVA with factors TMS (left FEF, vertex, 
right FEF) and hemisphere (left ROI, right ROI) revealed a significant interaction 
(F2,36 = 4.22, p=0.023). Follow-up tests revealed an effect of TMS for the left 
hemisphere only (F
2,36 
= 4.17, p=0.024; right hemisphere F
2,36 
= 1.78, p=0.18), 
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which was driven by enhanced attentional gamma modulation following right 
FEF TMS (left FEF vs right FEF, t
18
=-2.48, p=0.023; vertex vs right FEF, t
18
=-2.33, 
p=0.032). We therefore conclude that, in contrast to anticipatory alpha power, 
attentional modulation of stimulus-induced gamma was altered only following 
TMS to the right FEF; specifically, it was enhanced in the left hemisphere, i.e., 
contralateral to stimulation.
As with the alpha data, we attempted to investigate whether the 
observed TMS-induced changes in attentional biases during early task blocks 
correlated with TMS-induced alterations to gamma modulation. However no 
significant correlation was found in the vertex condition (p > 0.18 in all cases), 
limiting the usefulness of comparisons to the FEF TMS conditions.
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Figure 2.7. Right FEF TMS increases stimulus-induced gamma power modulation in left occipito-parietal 
cortex. A. Source reconstruction of attentional modulation (attention left-right) of stimulus-induced 
gamma. B. Comparisons of the attentional modulation index (attention contra-ipsi) revealed an 
interaction of TMS site and hemisphere (source ROI), reflecting a significant effect of TMS in the left (but 
not right) hemisphere. Planned contrasts revealed a selective effect of right FEF TMS, which facilitated 
stimulus-induced gamma modulation over left occipito-parietal cortex. Significant (p < 0.05) post-hoc 
comparisons are indicated by asterisks. 
2.5 Discussion 
We demonstrated a causal role of FEF in the top-down attentional control of 
both anticipatory alpha and stimulus-induced gamma oscillations in the visual 
system. Whereas alpha power modulation was observed in both hemispheres 
after vertex stimulation, it was essentially absent in the right hemisphere 
following left FEF TMS and in the left hemisphere following right FEF TMS. 
Furthermore, gamma power modulation was selectively increased in the left 
hemisphere after right FEF TMS only. Behaviourally, TMS of the transiently 
(up until 16 min post-TMS) altered attentional bias as revealed by slowing 
of responses to targets in the hemifield contralateral to TMS. Notably, TMS-
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induced alterations of normal attentional modulation occurred contralateral to 
the stimulated FEF. The contralaterallity of effects challenges the assumption 
of predominantly intrahemispheric top-down control suggested by within-
hemisphere fronto-parieto-occipital anatomical (Thiebaut de Schotten et al., 
2011) and functional connections (Szczepanski et al., 2013) and emphasizes 
the relevance of interhemispheric interactions (Kinsbourne, 1977; Knyazeva et 
al., 1999; Szczepanski et al., 2010).
2.5.1  Involvement of left and right FEF in the anticipatory modulation of 
alpha oscillations 
We observed the well-established modulation of posterior attentional alpha 
power in the control condition (vertex TMS), with higher alpha power in one 
hemisphere when attending the ipsilateral versus the contralateral hemifield 
(Worden et al., 2000; Kelly et al., 2006; Handel et al., 2010). However, this 
modulation was no longer observed in contralateral occipito-parietal cortex 
following inhibitory TMS of either FEF (Fig. 2.3-2.5).
Previous online single-pulse TMS studies comparing the effects of left and right 
FEF stimulation on visual stimulus detection (Grosbras and Paus, 2003) and 
phosphene thresholds in area V5 (Silvanto et al., 2006) have reported larger 
effects of right FEF TMS. Specifically, right FEF TMS produced bilateral effects, 
whereas left FEF TMS affected the contralateral hemisphere. Since these studies 
suggested right FEF dominance, subsequent TMS-EEG studies restricted 
themselves to right FEF stimulation. Accordingly, both online interfering 
burst-TMS (Capotosto et al., 2009) and offline inhibiting 1Hz rTMS (Sauseng 
et al., 2011) of right FEF have revealed detrimental effects on posterior alpha 
modulation. Our study extends these results, revealing comparable effects of 
both left and right FEF offline inhibition, questioning the assumption of right 
FEF dominance in top-down control of anticipatory alpha oscillations.
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2.5.2  Dominance of right FEF in the attentional modulation of stimulus-
induced gamma oscillations
Consistent with previous studies (Müller et al., 2000; Fries et al., 2001; Siegel 
et al., 2008), visual stimuli induced a robust visual gamma band response (Fig. 
2.6), which was modulated by attention (Fig. 2.7), increasing when attending 
the contralateral versus the ipsilateral hemifield. Notably, only right FEF TMS 
had an effect on attentional gamma power modulation, enhancing stimulus-
induced gamma in the left hemisphere (Fig. 2.7B). In contrast to the effects 
on alpha modulation, the gamma results cohere with previous TMS findings of 
right FEF dominance (Grosbras and Paus, 2003; Silvanto et al., 2006; Duecker 
et al., 2013). Our findings appear commensurate with an interhemispheric 
inhibition account of FEF function: Inhibition of right FEF may have led to the 
release of the contralateral left FEF from inhibition, and consequently to an 
increase in frontal top-down control in the left hemisphere, leading in turn 
to the increase in attentional gamma power modulation that we observed 
(Fig. 2.7B). Such an account could also explain the absence of an effect of left 
FEF TMS on gamma modulation: while TMS of the right FEF may reduce the 
otherwise strong interhemispheric inhibition of the dominant right FEF over 
the left FEF, and thus lead to increased ipsilateral (left) modulation, TMS of the 
weaker left FEF may result in a comparatively smaller release of inhibition over 
right FEF, with attenuated consequences for gamma modulation. 
2.5.3 FEF inhibition transiently alters attentional bias
TMS also produced site-specific changes in spatial attentional bias during 
early task blocks. Following FEF TMS, subjects became relatively slower on 
trials requiring covert attention contralateral to stimulation. This mirrors the 
‘classic’ finding that FEF disruption impairs contralateral saccades (Sommer and 
Tehovnik, 1997; Ro et al., 2002). The attenuation of alpha modulation by TMS, 
also contralateral to stimulation and thus ipsilateral to the impaired hemifield, 
suggests that behavioural impairment may have arisen from an inability to block 
out distracting information, a role in which alpha has been strongly implicated 
(Bonnefond and Jensen, 2012; Payne et al., 2013). Previous TMS-EEG studies 
have demonstrated effects of cTBS on oscillatory brain activity at rest lasting > 
60min (Thut and Pascual-Leone, 2010). In contrast, cTBS effects on behaviour 
are usually more short-lasting as suggested by studies demonstrating inhibitory 
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effects of FEF cTBS for about 30 minutes (Nyffeler et al., 2006; Hubl et al., 2008) 
or even 16 minutes as in the present study. Importantly, the duration of cTBS-
induced effects may itself be affected by the behaviour demanded by the task. 
That is, tasks which tax the specific function of the stimulated area may not only 
gradually ‘reanimate’ the transiently inhibited brain region over the course of 
the task period but also instigate adaptive functional reorganisation within the 
relevant brain networks. Together, these processes may slowly compensate for 
the neural interference, thus leading to a gradual recovery of behaviour over time. 
The temporal profile of behavioural interference in the present study suggests 
such a compensatory process may have occurred (O’Shea et al., 2007a). However, 
it remains inconclusive whether the observed pattern of TMS-induced neuronal 
interference (ie: disruption of contralateral alpha modulation) represents either: 
(i) compensatory functional reorganisation of the network which leads to 
behavioral recovery, or (ii) a ‘virtual lesion’ type effect, which caused the transient 
behavioural deficits observed early in the task, and which then persisted as a 
residual physiological after-effect after behavioural performance had been 
re-established. Owing to lack of statistical power, it did not prove possible to 
disentangle these two possibilities by contrasting the MEG data from early 
versus late task phases. However, the observed effects on alpha modulation 
appeared to be particularly strong early in the task period, and to weaken over 
time, perhaps slightly favouring the latter interpretation. 
Our use of 100% valid cues precluded comparisons of validly vs invalidly cued 
trials, and thereby the effect of cTBS on the uncued hemifield. This limitation 
was necessitated by the presumed short window of cTBS efficacy (Nyffeler et al., 
2006). Furthermore, despite great care being taken to localise the FEF, we cannot 
rule out the possibility that adjacent sites such as M1 were unintentionally co-
stimulated (albeit at a lower intensity). However, while M1 inhibition might 
produce a general slowing, it is unlikely to alter reaction times in a manner 
dependent on the cued hemifield, which is what we observed. A similar point 
is true of adjacent dorsal premotor cortex, to which TMS slows choice reaction 
time with the contralateral hand (O’Shea et al., 2007b). Since our task required 
participants to respond with the right middle or index finger, this would predict 
a selective  slowing in the left FEF condition. By contrast, symmetrical slowing 
effects were observed in response to left and right FEF TMS, which were specific 
to the location of the target and not the responding hand.
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2.5.4 Contralaterality of effects – a network perspective 
At first glance, the observed contralaterality of effects on both alpha and 
gamma modulation may seem surprising considering the prevalence of fiber 
pathways linking ipsilateral frontal and parietal cortex (Thiebaut de Schotten 
et al., 2011). However, effective interhemispheric connectivity between both 
left and right FEF and contralateral visual cortex has been demonstrated 
using concurrent TMS-fMRI (Ruff et al., 2006, 2009). This connectivity may 
be primarily underpinned by structural connections between left and right 
FEF. Tracer studies in primates have indicated that 14% of interhemispheric 
connections originating in FEF in one hemisphere terminate in contralateral 
homotopic regions (Fang et al., 2008). Furthermore, TMS of right FEF in humans 
produced an increase in the BOLD response in both right and left FEF during 
attentional allocation (Heinen et al., 2014). Another possibility is that disruption 
of FEF affects parietal cortices via intrahemispheric cortico-cortical fiber tracts 
(Thiebaut de Schotten et al., 2011), and that interhemispheric dynamics 
manifest at the level of the parietal and/or occipital cortex via the corpus 
callosum (Putnam et al., 2009). Altered parietal interhemispheric functional 
connectivity accompanies spatial hemineglect following right-hemispheric 
damage to the ventral attention network and is behaviourally relevant (He et 
al., 2007). On the other hand, dynamic causal modelling (DCM) evidence of the 
dorsal attention network in the healthy brain during cued top-down attention 
favoured strong reciprocal coupling between left and right FEF rather than left 
and right IPS (Vossel et al., 2012).
While our data do not allow us to disentangle the potential routes mediating the 
effects of FEF disruption, they do extend previous findings of contralaterality. 
Resting-state fMRI in humans and monkeys revealed robust FEF functional 
connectivity with contralateral FEF and IPS (Johnston et al., 2008; Hutchison 
et al., 2012), which has been observed to break down after corpus callosotomy 
(Johnston et al., 2008). Also, recent offline TMS-EEG work has suggested tight 
functional connectivity between FEF and contralateral IPS: inhibitory cTBS 
of right IPS reduced alpha band coherence of right IPS and left FEF while 
increasing it for left IPS and right FEF (Rizk et al., 2013).
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2.5.5 Conclusion
Bilateral FEF appear to provide top-down attentional control over modulation 
of oscillatory activity in the visual system. Both left and right FEFs seem to 
play an important role in the top-down control of contralateral anticipatory 
alpha power modulation, whereas only right FEF has an impact on the 
attentional modulation of mainly left hemisheric stimulus-induced gamma 
oscillations. The contralaterality of these effects may be best explained in 
terms of interhemispheric interactions. While our findings corroborate the 
importance of the FEF for top-down attentional control of posterior alpha 
and gamma oscillations, the precise network dynamics arising from inter- and 
intrahemispheric connections within the dorsal attention network are not 
yet fully understood. Future studies should therefore attempt to more tightly 
link oscillatory properties of the dorsal attention network to the underlying 
anatomy, considering both cortico-cortical (Thiebaut de Schotten et al., 2011) 
and cortico-thalamo-cortical connections (Saalmann and Kastner, 2011).
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3  Fronto-parietal structural connectivity mediates the top-down 
control of neuronal synchronization associated with selective 
attention
This chapter is based on:
Marshall, T.R., Bergmann, T.O., & Jensen, O. (2015) Fronto-parietal structural 
connectivity mediates the top-down control of neuronal synchronization 
associated with selective attention. PLoS Biology. 13(10): e1002272. doi: 
10.1371/journal.pbio.1002272
3.1 Abstract
Neuronal synchronization reflected by oscillatory brain activity has been 
strongly implicated in the mechanisms supporting selective gating. We here 
aimed at identifying the anatomical pathways in humans supporting the 
top-down control of neuronal synchronization. We first collected diffusion 
imaging data using magnetic resonance imaging to identify the medial branch 
of the superior longitudinal fasciculus (SLF); a white-matter tract connecting 
frontal control areas to parietal regions. We then quantified the modulations 
in oscillatory activity using magnetoencephalography in the same subjects 
performing a spatial attention task. We found that subjects with a stronger 
SLF volume in the right compared to the left hemisphere (or vice versa) also 
were the subjects that had a better ability to modulate right compared to left 
hemisphere alpha and gamma band synchronization. Our findings implicate 
the medial branch of the SLF in mediating top-down control of neuronal 
synchronization in sensory regions which support selective attention. 
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3.2 Introduction
In order to operate in complex environments it is necessary to selectively attend 
to relevant information while inhibiting distraction. It has been proposed that 
changes in neuronal synchronization implements the mechanism required for 
selective gating (Fries et al., 2001; Salinas and Sejnowski, 2001). The increase 
in synchronization supports a gain increase (Tiesinga et al., 2004) as well as 
information transfers to downstream regions by means of communication 
through coherence (Fries, 2005). For instance, neurons in the monkey visual 
cortex activated by a given object, show increased gamma-band (50-90Hz) 
synchronization when attention is allocated to that object (Fries et al., 2001; 
Bastos et al., 2015).  These results generalize to human electroencephalography 
(EEG) and magnetoencephalograhy (MEG) studies that have identified 
increased gamma band activity associated with selective attention (Müller 
et al., 2000; Siegel et al., 2008; Koelewijn et al., 2013). Alpha oscillations on 
the other hand have been proposed to reflect active inhibition of distracting 
information.  This is underscored by alpha oscillations (8-12Hz) being relatively 
strong in regions anticipating distracting input (Worden et al., 2000; Kelly et 
al., 2006; Rihs et al., 2007). Modulations in both the alpha and gamma band 
are predictive of performance in visual attention tasks (Thut et al., 2006; Siegel 
et al., 2008; Handel et al., 2010; Hoogenboom et al., 2010). Given that these 
neuronal oscillations are modulated by selective attention, they are under 
top-down control. The aim of this study is to identify the anatomical pathways 
supporting the top-down control of the oscillatory activity in sensory regions. 
Cue-directed shifts of attention are believed to be subserved by the dorsal 
attentional network (Corbetta and Shulman, 2002) consisting of the frontal eye 
field (FEF) and intraparietal sulcus (IPS), in contrast to the ventral attentional 
network which governs stimulus-driven attentional shifts (Corbetta and 
Shulman, 2002). Recent studies using transcranial magnetic stimulation (TMS) 
have implicated the dorsal network in providing top-down control of alpha 
(Capotosto et al., 2009; Sauseng et al., 2011; Marshall et al., 2015) and gamma 
(Marshall et al., 2015) oscillations. Communication within the dorsal network 
must be subserved by structural connections, and there is evidence that the 
development of fronto-parietal white matter tracts co-occurs with recruitment 
of superior frontal and parietal cortex during attention and working memory 
37955 Marshall.indd   55 14-12-15   12:01
Chapter 3
56
tasks (Olesen et al., 2003; Klingberg, 2006). The superior longitudinal fasciculus 
(SLF), a network of white-matter fiber tracts consisting of medial, middle and 
lateral branches (Thiebaut de Schotten et al., 2011) has recently been proposed 
to  connect prefrontal control areas to posterior regions. In particular, the 
medial SLF branch (SLF1) projects to areas overlapping with the dorsal network 
– namely posterior superior frontal cortex in and near to the FEF, and the IPS 
(Thiebaut de Schotten et al., 2011). The lateral branch (SLF3) projects to nodes 
in the ventral network (Inferior frontal gyrus and temporo-parietal junction 
(Thiebaut de Schotten et al., 2011)), while the middle branch (SLF2) supposedly 
provides connections between the two networks. Individual differences in 
SLF2 volume have been shown to predict behavioral attentional biases (Tuch 
et al., 2005; Thiebaut de Schotten et al., 2011). Further, the number of SLF1 
connections predicts the disruptive effects of FEF perturbation with TMS on 
visual task performance (Quentin et al., 2014). Given that individual differences 
in the SLF are behaviorally relevant, we hypothesize that the variance in 
these tracts also explains individual abilities to modulate alpha and gamma 
oscillations in sensory regions.
In the present study we performed both magnetoencephalography (MEG) and 
high angular resolution diffusion imaging (HARDI) magnetic resonance (MR) 
measurements in the same subjects. Oscillatory brain activity was quantified 
from the MEG data while the subjects performed a cued spatial attention 
task requiring attention to the left or right visual hemifield. From the MR 
data we used whole-brain spherical deconvolution tractography (Tournier 
et al., 2004, 2007) to reconstruct the SLF branches. We hypothesized that the 
medial branch (SLF1) – connecting superior frontal to parietal cortex (Thiebaut 
de Schotten et al., 2011) – served as  the structural pathway for controlling 
oscillatory brain activity in visual brain regions. Therefore individual differences 
in SLF1 properties should predict individual ability to modulate visual cortical 
oscillations and thereby performance on a spatial attention task.
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3.3 Materials and Methods
3.3.1 Subjects
Twenty-eight right-handed subjects (15 males, 13 females, mean age 24 years 
5 months) participated in the experiment. All subjects underwent standard 
screening procedures for MEG and MRI. All experiments were carried out in 
accordance with the Declaration of Helsinki and following ethical approval by 
the local ethics board (CMO region Arnhem-Nijmegen, CMO2001/095). One 
subject elected not to complete the diffusion scanning, meaning diffusion data 
were unavailable, and for one subject SLF branches could not be reconstructed. 
Therefore, the analyses were conducted on the remaining 26 datasets.
3.3.2 Behavioral cueing task
Subjects performed a cued visuospatial attention task (Figure 3.1). At all times 
two luminance pedestals were present on the screen, 3.2 degrees of visual 
angle below the horizontal meridian and 4.8 degrees of visual angle to the left 
and right of the vertical meridian. Each trial began with the presentation of 
visual cues presented to the left and right of a central fixation dot. One patch 
served as a target and the other as a distractor. These cues instructed the 
subject to either attend to the left pedestal, the right pedestal, to attend to 
both pedestals, or to passively view without responding. Following a 1500 ms 
delay interval a pair of target Gabor patches with a spatial frequency of 4 cycles 
per degree visual angle were presented at each luminance pedestal for 60 ms, 
followed by a 60 ms mask. The target patch was tilted either 45° clockwise or 
anticlockwise. The distractor patch was either horizontal or vertical. Following 
’attend left’ and ’attend right’ cues, the target patch was always presented at 
the cued luminance pedestal (i.e. 100 % valid cues). In the ’attend both’ and 
’passive viewing’ conditions the target appeared on the left or right with equal 
probability. Subjects were instructed to report the orientation of the target 
patch by a button press with the right hand (index finger = clockwise, middle 
finger = anticlockwise), except in the passive viewing condition where no 
button press was required. No instruction was given regarding prioritization of 
speed over accuracy. Subjects completed 13 blocks of 40 trials, and took short 
breaks between blocks. Total task duration was approximately 50 min.
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3.3.3 MEG data acquisition
Continuous whole-brain activity was recorded using a CTF 275-channel MEG 
system (CTF MEG systems, VSM MedTech Ltd.) at a sampling rate of 1200Hz. Ear 
canal and nasion markers were used to continuously monitor head position 
via a real-time head localizer (Stolk et al., 2013). When head position deviated 
>5mm from the origin position (marked at the commencement of recording) 
subjects readjusted to the origin position at the next block break. An EyeLink 
1000 eyetracker (SR Research Ltd, Ottawa, Canada) was used to continuously 
track the left eye to detect eyeblinks and saccades.
3.3.4 MEG data analysis
MEG analysis was performed using the Fieldtrip Matlab toolbox (Oostenveld 
et al., 2011). Semi-automatic artifact rejection was used to remove trials 
containing eye movements, SQUID jumps, and muscle activity. In all manual 
artifact rejection steps, experimenters were blind as to the experimental 
condition.
First sensor-level MEG analysis was carried out to identify attentional 
modulation of power. For low frequencies (2-35Hz), time-frequency analysis 
using an FFT approach was performed using a 500 ms sliding time window 
multiplied with a Hanning taper. This was moved across the data in 50 ms steps. 
For high frequencies (30-100Hz) a set of 7 orthogonal Slepian tapers (resulting 
in 15 Hz spectral smoothing) were applied to data segments of a 250 ms sliding 
time window prior to the FFT. Attentional modulation indices (AMIs) were 
computed for each sensor j and frequency k according to the formula.
AMI
j
 = 100% * (Power
Attention left,j,k 
 - Power
Attention right,j,k
) / 
(Power
Attention left,j,k
 + Power
Attention right,j,k
) 
All subsequent MEG analyses to test the main hypotheses were performed at 
the source level using dynamic imaging of coherent sources (DICS (Gross et 
al., 2001)). A single-shell head model (Nolte, 2003) was constructed from the 
anatomical MRI. A template grid with 6mm3 spacing was constructed using an 
MNI template brain. This grid was symmetrical with respect to the sagittal axis 
of the MNI brain. From this, single subject grids were produced by warping the 
individual anatomical scans to this template and applying the inverse warp to 
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the template grid. This produced source-level data aligned across subjects in 
MNI space.
The source analysis for the alpha- and gamma-band data was conducted 
separately. For the alpha band, 1000 ms data segments from the pre-cue period 
(-1000 – 0 ms pre-cue) and cue-target interval (350 – 1350 ms post-cue) were 
used. These time windows were preselected based on (Marshall et al., 2015), 
where a similar task was used. Cross-spectral densities were computed using 
a set of 3 orthogonal Slepian tapers with a 10Hz center frequency to produce 
2 Hz frequency smoothing(Percival and Walden, 1993) (i.e., 8-12 Hz band). For 
the gamma band, 400 ms data segments from the cue-target interval (900 – 
1300 ms post-cue) and post-stimulus period (1700–2100 ms post-cue) were 
used. A set of 15 orthogonal Slepian tapers with a 70 Hz center frequency 
produced 20 Hz frequency smoothing (i.e., a 50–90 Hz band). All time windows 
were preselected based on(Marshall et al., 2015), where a similar task was used. 
For both the alpha and gamma frequency bands a common spatial filter was 
constructed using data from all time windows and all trial conditions, from 
which an attentional modulation index was computed for each grid point (j) 
according to the formula: 
AMIj = 100% * (PowerAttention left,j - PowerAttention right,j) / 
(Power
Attention left,j
 + Power
Attention right,j
) 
These AMI maps were interpolated to a template anatomical brain.
To quantify the reliability of the sources reflecting the modulations of alpha 
and gamma power, we used a cluster-based permutation approach, which 
effectively controls for multiple comparisons over grid points (Maris and 
Oostenveld, 2007).  Using this approach, we carried out a paired-sample t-test 
on the averaged preselected frequency bands and time windows (see above) 
comparing mean power values from ‘attend left’ and ‘attend right’ trials. T-scores 
exceeding a given threshold (p < 0.05, uncorrected) were clustered on the basis 
of spatial adjacency, and the summed t-value from the cluster was computed. 
The data labels were then randomized 10’000 times and a cluster t-value was 
computed for each randomization, creating a reference distribution of cluster 
t-values under the null hypothesis of no difference between the ‘attend left’ 
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and ‘attend right’ conditions. The initial cluster t-value was then evaluated with 
respect to this reference distribution.
To correlate individual differences in the topography of modulations of alpha 
and gamma power with SLF properties, a modulation asymmetry score was 
calculated for each subject. This score expresses in a single number, for a given 
subject and anatomical region of interest, whether that subject demonstrates 
a greater attentional power modulation in the left or right hemisphere. Since 
both alpha and gamma modulation demonstrate hemispheric specificity, and 
thus modulate in opposite directions in each hemisphere, it is necessary to 
reverse the sign of the modulation in one hemisphere to compare the two. 
Accordingly we computed modulation asymmetry as: 
ΔAMI = ( - AMI
left,j
 ) -  AMI
right,j
 
In order to test our main hypothesis, MA scores were created by averaging 
the AMI values across regions of interest (ROIs) defined using the AAL atlas 
(Tzourio-Mazoyer et al., 2002). For alpha oscillations since the peak AMI values 
were found in left and right superior occipital cortex, we took the average AMI 
values for these two regions and computed the MA according to the above 
formula. Similarly, since the strongest gamma AMI values were found in left 
and right middle occipital cortex we took the average AMI for these two 
regions and computed the MA according to the same formula. This approach 
was taken in order to create anatomically mirror symmetric regions from 
which to calculate functional asymmetry. Additionally, two frontal ROIs were 
defined with respect to previous literature; a ‘classical’ FEF identified from a 
meta-analysis of saccade studies (Paus, 1996) (Left hemisphere: -32 -2 46, Right 
hemisphere: 32 -2 46), and an adjacent region in superior frontal cortex known 
to be connected to fronto-parietal white matter and to emerge in parallel with 
it during development (Olesen et al., 2003) (Left hemisphere: -26 6 56, Right 
hemisphere: 26 6 56).
To illustrate the reversal of sign between correlations of frontal and gamma 
modulation asymmetry and SLF1 asymmetry, modulation asymmetry was 
calculated separately for every pair of grid points (mirror symmetric about the 
saggital midline), and thresholded at p < 0.05, uncorrected (Figure 3.6B). This 
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illustrative analysis is intended only to describe the two observed effects which 
were validated using a ROI-based approach.
3.3.5 Behavioral data analysis
To quantify the degree to which attentional cues resulted in behavioral benefits 
(i.e., speeded responses), we made use of behavioral data from ‘attend left’, 
‘attend right’, and ‘attend both’ trials. We quantified the ‘cueing benefit’ of a left 
cue according to the formula:
 cueing benefit
left
 = RTattend lefttarget left – RTattend bothtarget left 
Similarly for a right cue: 
cueing benefit
right
 = RTattend righttarget right
 
– RTattend bothtarget right 
We then calculated the degree to which this cueing benefit was biased in favor 
of one hemifield by computing: 
cueing benefit asymmetry = cueing benefit
left
 – cueing benefit
right
3.3.6 Diffusion MRI Acquisition and Preprocessing 
Diffusion data were acquired using a 3T Siemens Skyra system (Siemens, 
Erlangen, Germany). Sequence parameters were as follows: anterior-posterior 
phase encoding, voxel size 2.2*2.2*2.2 mm, matrix size 100*100, slices 64, NEX 
1, TR= 10500 ms, TE 90.0 ms, b-value 1500 s / mm2, 60 diffusion-weighted 
directions and 8 non-diffusion weighted volumes. The first non-diffusion 
weighted volume served as an anatomical reference for eddy current correction. 
A high-resolution T1-weighted image (TR = 2300 ms, TE = 3.03 ms, flip angle = 
8°, 192 sagittal slices, in plane voxel size = 1×1×1 mm, FoV = 256×256 mm) was 
also acquired for MEG source analysis.
Diffusion MRI analysis procedure closely followed that of Thiebaut de Schotten 
and colleagues(Thiebaut de Schotten et al., 2011). Eddy current correction 
was performed in FSL (Smith et al., 2004). White matter orientation estimation 
and diffusion tractography were performed using StarTrack (http://www.
natbrainlab.com). Spherical deconvolution (Tournier et al., 2004, 2007) with 
37955 Marshall.indd   61 14-12-15   12:01
Chapter 3
62
modified Richardson-Lucy damping (Dell’acqua et al., 2010) was used for 
optimal estimation of fiber orientations in voxels containing crossing fiber 
populations. Both absolute and relative thresholds were used to exclude 
spurious maxima of fiber orientation distributions.
3.3.7 Diffusion Tractography and SLF dissection
Whole-brain tractography was performed starting from every voxel with at 
least one fiber orientation as a seed voxel. From these voxels and for each 
fiber orientation, a modified fiber assignment using a continuous tracking 
algorithm was used to reconstruct streamlines by sequentially piecing together 
discrete and shortly spaced estimates of fiber orientation forming continuous 
trajectories. When entering a region with crossing white matter bundles, the 
algorithm followed the orientation vector of least curvature. Streamlines 
were halted when a voxel without fiber orientation was reached or when the 
curvature between 2 steps exceeded a threshold of 45°.
A previously validated method (Thiebaut de Schotten et al., 2011) was used 
to dissect the three branches of the SLF (see Figure 3.3A). Streamlines were 
designated as ‘SLF’ if they a) passed through parietal cortex parallel to the 
posterior commissure in the coronal plane, and b) passed, respectively, 
through the superior frontal gyrus (SLF1), the middle frontal gyrus (SLF2) or 
the precentral gyrus (SLF3) parallel to the anterior commissure in the coronal 
plane. Fibers extending to temporal lobe or to the internal or external capsules 
were excluded.
For each SLF branch in each hemisphere a binary ‘visitation map’ was created: 
Every voxel was assigned a value of 1 if streamlines from the SLF branch 
passed through that voxel, otherwise a 0 was assigned. These binary maps 
were then normalized to MNI space and smoothed with smoothing kernel of 
4mm3 FWHM using SPM (http://www.fil.ion.ucl.ac.uk/spmhttp://www.fil.ion.
ucl.ac.uk/spm). For SLF1, SLF2 and SLF3 a hemispheric asymmetry index was 
computed analogously to the attentional modulation index, namely:
SLF asymmetry = 100% (Volume
Left branch 
– Volume
Right branch
) / (Volume
Left branch 
+ 
Volume
Right branch
) 
Here, volume refers to the number of voxels intersected by that branch.
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3.4 Results
We acquired data from 26 subjects. These subjects performed a cued attention 
task in the MEG requiring shifts of attention to the left, right or to both visual 
hemifields in order to identify the orientation of an upcoming target grating 
briefly presented 1500 ms after the cue (Figure 3.1). A second grating was 
always concurrently presented in the unattended hemifield.
Time
Visual cue
0.1s
Cue-target interval
1.5s
Target
0.067s
Mask
0.067s
Cue types:
Attend Left (spatial cue)
Attend Right (spatial cue)
Attend Both (nonspatial cue, 50% target left/right)
Attend Neither (passive viewing)
Figure 3.1. Experimental paradigm. Each trial began with one of four visual cues, instructing the subject 
either to attend to the left luminance pedestal, the right luminance pedestal, to both luminance 
pedestals, or to passively fixate. After a 1.5 s fixed interval a pair of Gabor patches appeared in both 
luminance pedestals. One Gabor patch was always diagonally oriented (45 ° clockwise or counter-
clockwise from vertical) and the other cardinally oriented (horizontal or vertical). In the ‘attend left’ and 
‘attend right’ conditions the diagonal patch appeared respectively in the left or right pedestal; in the 
‘attend both’ and ‘attend neither’ conditions location of the diagonal patch was random. Subjects had to 
discriminate the orientation of the diagonal patch.
3.4.1 Anticipatory alpha and stimulus-induced gamma demonstrate 
attentional modulation
We first confirmed previous results demonstrating that both anticipatory 
alpha oscillations and stimulus-induced gamma activity in occipital brain 
regions are modulated by direction of attention. Attentional modulation 
index (AMI) was calculated for each sensor j according to the formula AMI
j
 = 
100% * (Power
Attention left,j
 - Power
Attention right,j
) / (Power
Attention left,j
 + Power
Attention right,j
). 
The sensor-level analysis revealed a robust increase in gamma band activity in 
response to the target contralateral to the attended hemifield (Figure 3.2A,B) 
This finding is consistent with gamma band synchronization reflecting visual 
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processing which is modulated by selective attention. The alpha band activity 
was strongly modulated in the cue-target interval and showed a relative 
decrease contralateral to the attended hemifield. The strong modulation 
during this delay is consistent with the notion that alpha band activity reflects 
the anticipatory allocation of attentional resources. 
To determine the underlying cortical sources of these modulations we used a 
frequency domain spatial filtering technique (a beamformer approach, (Gross 
et al., 2001). To statistically quantify these modulations we used cluster-based 
permutation statistics (Maris and Oostenveld, 2007), a method controlling for 
multiple comparison in space (see Methods). When comparing power values 
from ‘attention left’ and ‘attention right’ trials, we found robust modulations 
in occipital cortex. When subjects were cued to the left, right occipital alpha 
power was lower than when they were cued to the right. The reverse pattern 
was observed in the left hemisphere (Figure 3.2C). These differences were 
greatest in the superior occipital cortex (MNI coordinates: left -26 -92 38, right 
34 -82 44; associated clusters: left, p = 0.02; right, p = 0.0008, see Figure 3.7). 
Conversely, when subjects were cued to the left, right occipital gamma power 
was higher than when they were cued to the right, and the reverse pattern was 
observed in the left hemisphere (Figure 3.2D). These differences were greatest 
in the middle occipital cortex (MNI coordinates: left hemisphere -26 -94 16, 
right hemisphere 34 -82 16; associated clusters: left, p = 0.002 and right, p = 
0.004, see Figure 3.8).  Consistent with the literature both anticipatory alpha 
oscillations and stimulus-induced gamma band activity in occipital cortex are 
robustly modulated by spatial attention (Müller et al., 2000; Worden et al., 2000; 
Kelly et al., 2006; Thut et al., 2006; Rihs et al., 2007; Siegel et al., 2008; Koelewijn 
et al., 2013).
3.4.2  Hemispheric asymmetry of the SLF1 correlates with hemispheric 
asymmetry of both alpha and gamma band activity
Next, we sought to relate individual differences in modulations of the gamma 
and alpha band activity to properties of the SLF. Spherical deconvolution 
tractography (Tournier et al., 2007; Dell’acqua et al., 2010) was used to 
reconstruct the SLF branches from the diffusion data. Consistent with previous 
research (Thiebaut de Schotten et al., 2011; Quentin et al., 2014) a network of 
three branches in each hemisphere was reconstructed (Figure 3.3A). For each 
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of the three SLF branches a hemispheric asymmetry index was computed ( 
100% (volume_left – volume_right)/( volume_left + volume_right); see Methods), 
quantifying whether each subject had greater tract volume in the left or right 
hemisphere. The medial SLF1 branches was defined as fibers passing through 
superior frontal gyrus, SLF2 as passing through middle frontal gyrus, and SLF3 
as passing through precentral gyrus (see ‘Methods’). Replicating previous 
findings (Thiebaut de Schotten et al., 2011) the SLF3 was right-lateralized at 
the group level, whereas SLF1 and SLF2 did not show evidence of lateralization 
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Figure 3.2: Time-frequency analysis and source reconstructions of attentional modulation of anticipatory 
alpha and stimulus-induced gamma oscillations. A,B, For left and right occipital MEG sensors. ‘Attention 
left’ trials were compared to ‘attention right’ trials. Bilateral attentional modulation is clearly visible in the 
alpha band during the cue-target interval, and bilateral modulation of stimulus-induced gamma 
oscillations is clearly visible during the post-stimulus interval. C, Grand average alpha modulation index 
(attention left versus attention right) calculated for cue-target interval (350 –1350 ms post-cue); alpha 
modulation is strongest in bilateral superior occipital cortex. D, Grand average gamma modulation 
index calculated for post-stimulus interval (1700-2100 ms post-cue); gamma modulation is strongest in 
bilateral middle occipital cortex.
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at the group level (see Figure 3.3B). Furthermore, a modulation asymmetry 
index was also calculated for each subject’s MEG data indicating whether – for 
both alpha and gamma oscillations – that subject displayed a stronger degree 
of power modulation with attention in the left or right hemisphere (ΔAMI = (- 
AMI
left,j
) -  AMI
right,j
 ; see Methods). We derived the alpha and gamma modulation 
values (ΔAMI ) from the anatomical regions demonstrating strongest 
attentional modulation for each band, namely superior occipital cortex for the 
alpha band and middle occipital cortex for the gamma band (see Figure 3.2). 
This modulation asymmetry index was then correlated with the volumetric 
asymmetry of the three SLF branches. 
Our main finding (Figure 3.4A, top panel) shows that gamma modulation 
asymmetry was strongly positively correlated with SLF1 hemispheric 
asymmetry (r = 0.596 p < 0.005, Spearman, Bonferroni corrected for three 
comparisons). This demonstrates that subjects who displayed relatively greater 
gamma modulation in the left than in the right hemisphere also had relatively 
greater tract volume in the left than in the right hemisphere (and vice versa). 
No correlation was observed with SLF2 or SLF3 (in all cases p > 0.25, corrected). 
Our second main finding shows that alpha modulation asymmetry was 
strongly negatively correlated with SLF1 hemispheric asymmetry (r = -0.503 
p < 0.05, Spearman, Bonferroni corrected for three comparisons, Figure 3.4B, 
top panel). This means that subjects who displayed relatively greater alpha 
modulation in the left than in the right hemisphere also had relatively greater 
tract volume in the left than in the right hemisphere. The difference in the signs 
of the correlation is explained by alpha power decreasing and gamma power 
increasing contralateral to attention (see Methods for detailed explanation). 
This is evidence that individual differences in SLF1 hemispheric asymmetry 
predict individual differences in the top-down modulation of neuronal 
synchronization in both the alpha and gamma band.
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Figure 3.3. A, Tractographic rendering of SLF branches in one subject obtained using diffusion MRI. Medial 
branch (SLF1) is shown in sky blue, middle branch (SLF2) is shown in dark blue, lateral branch (SLF3) is 
shown in purple. These branches were identified by following the tracts intersecting coronal slices 
passing through both parietal cortex and - respectively - the superior frontal gyrus (SLF1), middle frontal 
gyrus (SLF2) and precentral gyrus (SLF3). B, Group average hemispheric tract asymmetry for the three 
SLF branches. Consistent with previous work(Thiebaut de Schotten et al., 2011) only SLF3 shows 
consistent right-lateralisation (t(25) = -6.02, p < 0.0001). SLF1 and SLF2 are not lateralised (SLF1: t(25) = 
0.17, p = 0.87. SLF2: t(25) = -0.51, p = 0.62). Error bars represent 95% confidence intervals. *** indicates 
p<0.0001.
37955 Marshall.indd   67 14-12-15   12:02
Chapter 3
68
SLF1
SLF2
SLF3
he
m
isp
he
ric
 tr
ac
t a
sy
m
m
et
ry
 (%
)
hemispheric asymmetry
of alpha modulation (%)
B
5
5
5
-5 0
p = 0.0016**
p = 0.56
p = 0.099
-5 0
-5 0
hemispheric asymmetry
of gamma modulation (%)
A
-100
0
100
-100
0
100
-100
0
100
−20 0 20
−20 0 20
−20 0 20
-100
0
100
-100
0
100
-100
0
100
p = 0.0096*
p = 0.14
p = 0.45
Figure 3.4. A, Correlation of gamma modulation asymmetry in middle occipital cortex (see Figure 3.2) with 
volumetric asymmetry of the three SLF branches. The gamma modulation asymmetry was calculated by 
comparing the degree of attentional modulation (left versus right spatial cue) in the right versus the left 
hemisphere. In the case of the SLF1, gamma modulation asymmetry was strongly positively correlated 
with volumetric hemispheric asymmetry (p < 0.005, corrected for multiple comparisons). Neither SLF2 
nor SLF3 showed such a correlation. B, The same correlations but for alpha modulation asymmetry in 
superior occipital cortex (see Figure 3.2). Only SLF1 volumetric hemispheric asymmetry showed a 
significant negative correlation with gamma modulation asymmetry (p < 0.05, corrected for multiple 
comparisons). As such, subjects with stronger left than right tracks in SLF1 were able to modulate the 
left compared to right hemisphere alpha and gamma power to a larger degree. 
3.4.3  Occipital Gamma modulation asymmetry predicts benefit from spatial 
cues
Having demonstrated a link between hemispheric asymmetry of SLF1 and 
both anticipatory alpha and stimulus-induced gamma band modulations 
in visual cortex, we further tested if these effects were predictive of subjects’ 
task performance. Accordingly, we quantified the degree to which subjects 
benefitted (in terms of reaction time) from a left versus a right  cue in comparison 
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to the control condition with no spatial cue (see ‘Methods’). This hemifield 
specific asymmetry of the cueing benefit correlated with the hemispheric 
asymmetry of occipital gamma power modulation (ΔAMI ; Figure 3.5, r = -0.40, 
p < 0.05). The negative correlation value means that subjects with relatively 
stronger gamma modulation in the left than right occipital cortex benefitted 
more from a right cue than a left cue. This is fully commensurate with the notion 
that visual cortical gamma modulation in the hemisphere contralateral to 
target presentation boosts effective synaptic gain and thus enhances stimulus 
processing.
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Figure 3.5. Correlation of gamma hemispheric asymmetry with reaction time benefit from left versus right 
spatial cues. Subjects benefitted relatively more from (i.e., responded faster to) a spatial cue contralateral 
to the hemisphere in which they showed greater gamma modulation. This supports the notion that 
gamma leads to enhanced stimulus processing.
3.4.4  Gamma modulation in superior frontal cortex correlates with SLF1 
hemispheric asymmetry
Although evidence exists for behaviorally relevant modulation of alpha and 
gamma oscillations in occipital cortex(Handel et al., 2010; Hoogenboom et 
al., 2010), there is evidence that the top-down control signals that produce 
these modulations originate in frontal cortex (Capotosto et al., 2009; Marshall 
et al., 2015). Given that gamma oscillations likely represent a general-purpose 
mechanism for effective communication (Fries, 2009) we further investigated 
whether SLF1 asymmetry predicted hemispheric asymmetry of gamma 
oscillations in prefrontal regions. To do this we predefined two frontal regions 
of interest; first, the FEF as defined by a meta-analysis of saccade studies 
(Paus, 1996); secondly, an adjacent region in the superior frontal cortex that 
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has been identifi ed as part of a fronto-parietal network underpinning spatial 
attention and working memory (Olesen et al., 2003; Klingberg, 2006). To our 
surprise, hemispheric gamma modulation asymmetry (delta AMI) was found 
to correlate strongly with SLF asymmetry in the latter region of interest (Figure 
3.6A, r = -0.47, p = 0.017). Notably, the correlations in superior frontal cortex 
are negative while they are positive in occipital cortex. Figure 3.6B shows sta -
tistical maps of the correlation of SLF1 asymmetry with gamma asymmetry for 
every grid point. Grid points in frontal cortex show negative correlations, and 
grid points in occipital cortex show positive correlations. This means that those 
subjects with a greater left than right SLF1 volume actually displayed relatively 
greater gamma modulation in the right than left superior frontal cortex. 
For the FEF as defi ned from the saccade literature, no correlation was observed 
with respect to hemispheric gamma modulation asymmetry (r = 0.35, p = 
0.08). Neither region of interest showed a correlation with hemispheric alpha 
modulation asymmetry (r = -0.33, p = 0.097, and r = 0.02, p = 0.92 respectively). 
No correlations were observed between SLF2 or SLF3 asymmetry and 
hemispheric alpha or gamma modulation asymmetry in the above ROIs (p > 
0.15 in all cases).
Figure 3.6. A, Correlation of SLF1 asymmetry with gamma-band hemispheric asymmetry in superior frontal 
cortex (-26 +6 +56; as defi ned in(Olesen et al., 2003)). A clear negative correlation is observed, which – 
notably - is opposite in sign to the correlation between SLF1 asymmetry and occipital gamma 
modulation asymmetry. B, Topographic map of correlation of gamma-band hemispheric asymmetry 
with SLF1 asymmetry. Map is thresholded at p < 0.05, uncorrected. MNI co-ordinates for slices: +66, +54. 
A sign reversal is evident for the frontal grid points compared to the posterior grid points. Whereas 
stronger gamma modulation in occipital cortex is associated with a relatively larger ipsilateral SLF1, in 
the frontal cortex it is associated with a relatively larger contralateral SLF1.
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3.4.5 Landmark Task
In addition to assessing top-down control of alpha and gamma oscillations and 
benefit of spatial cues using a cued attention task in the MEG, we also assessed 
spatial biases using a modified line bisection task known as the landmark task 
(Milner et al., 1992; Bisiach et al., 1998). Full details of this task can be found 
in (Szczepanski and Kastner, 2013). Briefly, subjects were shown asymmetric 
horizontal lines intersecting a central fixation cross, and were instructed to 
report the side of either the longer or the shorter line segment (the instruction 
changed on every block). An adaptive staircase procedure was used to 
determine both the perceptual bias (PB), the mean deviation of subjective 
equality from true equality, and response bias (RB), the mean probability of 
responding opposite to the perceived midpoint. PB and RB are mathematically 
independent (Bisiach et al., 1998). This task was repeated 8 times, with 42 
trials per repetition. Performance on this task was found not to correlate with 
hemispheric asymmetry of any SLF branch (Perceptual bias: SLF1; r = 0.084, p = 
0.68, SLF2; r = 0.024, p = 0.91, SLF3; r = -0.23, p = 0.26. Response bias: SLF1; r = 
0.24, p = 0.23, SLF2; r = -0.27, p = 0.18, SLF3; r = -0.30, p = 0.14).
3.5 Discussion
As reported in numerous studies, we have shown that stimulus induced 
gamma ban d activity increases with spatial attention. Further, alpha oscillations 
decrease in anticipation of an upcoming stimulus. Importantly, we have now 
demonstrated a relationship between hemispheric asymmetry of the medial 
branch of the superior longitudinal fasciculus (SLF1) and individual differences 
in the ability to exert top-down control over both anticipatory-alpha and 
stimulus-induced gamma oscillations. To our knowledge, this is the first 
evidence demonstrating that individual differences in fronto-parietal white 
matter tracts predict the ability to modulate occipital cortical oscillations. This 
is strong evidence that the SLF1 is a structural pathway mediating top-down 
signals that control attentional modulations in visual cortex by modulating 
neuronal synchronization.
There is evidence suggesting that attention-modulated neuronal 
synchronization in the gamma band increases effective synaptic gain, and 
thereby the impact of a neuronal population on connected downstream 
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regions (Fries et al., 2001; Womelsdorf et al., 2007). Crucially, the ability to 
modulate gamma band activity in the present study was found to be predicted 
by the SLF1. Top-down signals from frontal cortex may thus serve to enhance 
gamma band synchronization and thus effective communication between 
visual cortex and down-stream brain regions (Salinas and Sejnowski, 2001). 
Emphasizing the relevance of these connections, hemispheric gamma band 
asymmetry was itself found to predict reaction times on the behavioral cueing 
task. This implies a causal chain by which a structural feature – hemispheric 
SLF1 asymmetry – can impact behavioral outcomes via its effect on neuronal 
dynamics.  
The relationship between hemispheric asymmetry of tract volumes and 
modulation of occipital cortical oscillations warrants further investigation. 
We propose that larger tract volume results in a higher fidelity of the top-
down signal. A larger number of top-down connections from frontal control 
regions could result in a stronger propagation of the top-down signal by 
increased signal transmission. Tract volume is likely to depend on several 
factors including number of axons, proportion of myelinated axons, and axonal 
diameter(Thiebaut de Schotten et al., 2011). Future work should therefore 
focus on identifying contributions of these factors to the effect on oscillatory 
modulation observed in the present study.
A previous HARDI study from Thiebaut de Schotten and colleagues found 
that SLF2 asymmetry predicted attentional task performance, whereas in the 
present study we found a relationship with SLF1. This is most likely explained 
by differences in the tasks. Although both studies used Posner paradigms 
(Posner, 1980) Thiebaut de Schotten and colleagues used 50% cue validity 
(Supplemental Materials, page 12). Accordingly their subjects may have 
adopted a more stimulus-driven strategy engaging the ventral attentional 
network (Corbetta and Shulman, 2002), consistent with the notion that the 
SLF2 supports communication between the dorsal and ventral  networks 
(Thiebaut de Schotten et al., 2011). The present study uses 100% valid cueing 
allowing preallocation of attention and likely engaging the dorsal attentional 
network. The present findings complement and extend these previous findings, 
 demonstrating that in the context of high cue validity the dorsal network – and 
thus SLF1 – is more strongly implicated. 
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The present study demonstrated that frontal top-down signals propagated 
via SLF1 impact visual cortical oscillations. Data from nonhuman primates 
implicate beta-band (18-34Hz) oscillations in the FEF as controlling shifts of 
covert attention (Buschman and Miller, 2009), and entrainment of 30Hz activity 
in FEF using TMS has been shown to enhance visual perceptual sensitivity on a 
visual detection task in humans (Chanes et al., 2013). However, and consistent 
with our main hypotheses, initial sensor-level analysis of the MEG data (Figure 
3.2) rather revealed robust attentional modulation during the cue-target 
interval in the alpha band, and during the post-stimulus period in the gamma 
band, consistent with previous studies (Müller et al., 2000; Worden et al., 2000; 
Fries et al., 2001; Kelly et al., 2006; Rihs et al., 2007; Siegel et al., 2008; Koelewijn 
et al., 2013). As well as the beta-band, there is also some evidence that gamma-
band phase interregional synchronisation between frontal and posterior cortex 
is modulated by direction of attention (Siegel et al., 2008), making this another 
candidate mechanism for top-down control. Future studies should attempt to 
further eludicate the precise form these attentional top-down control signals 
take.
The sources of the modulation of anticipatory alpha and stimulus-induced 
gamma oscillations were identified in occipital cortex. The degree to which this 
attentional modulation was stronger in one hemisphere correlated strongly 
with hemispheric asymmetry of SLF1 volume. Crucially however, a region in 
superior frontal cortex also showed a similar effect in the gamma band, but 
with the opposite sign. This means that – whereas greater SLF1 volume in left 
hemisphere (versus right) predicted stronger attentional gamma modulation 
in left occipital cortex (versus right) – in superior frontal cortex, greater SLF1 
volume predicted weaker ipsilateral gamma modulation as compared to 
contralateral. Since modulation asymmetry is a measure of interhemispheric 
difference in modulation, this suggests a coupling of attentional gamma 
modulation between frontal cortex and contralateral visual cortex. Some 
evidence of such contralateral connections has been seen in previous TMS 
studies (Rizk et al., 2013; Marshall et al., 2015). Furthermore, besides being the 
hypothesized frontal terminus of SLF1 (Thiebaut de Schotten et al., 2011), this 
frontal region is also adjacent to the human frontal eye field (Paus, 1996), a 
key node in the dorsal attentional network known to be involved in top-down 
allocation of attention (Gitelman et al., 1999; Bressler et al., 2008; Szczepanski 
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et al., 2010). Notably, one TMS study explicitly demonstrated a link between 
the disruptive effect of TMS to the right FEF on a visual perception task and 
properties of the SLF1 (Quentin et al., 2014), suggesting that this white matter 
tract indeed serves as the structural basis for communicating signals from FEF 
to other nodes in the dorsal attentional network.
Whilst we demonstrate a role for a cortico-cortical connection in top-down 
control of attentional oscillations, it is important to also consider cortico-
subcortical connections. A recent non-human primate study demonstrated 
functional and structural connectivity between pulvinar and several visual 
areas, with the former serving to synchronize neocortical regions during 
a visuospatial attention task (Saalmann et al., 2012). The cortico-cortical 
pathway we report on should be considered complementary to the subcortical 
pathway. The pulvinar may drive local synchrony between visual cortical 
regions preferentially during attention, whilst the frontal cortex provides top-
down control signals that boost or attenuate the amplitude of attentionally 
relevant oscillations in response to task demands. Delineation of the respective 
contributions of both cortico-cortical and cortico-subcortical pathways should 
be the object of further study.
In conclusion; our data demonstrate for the first time (as far as we are 
aware) evidence for a cortico-cortical pathway providing top-down control 
of attentional modulations of behaviorally-relevant neuronal oscillations 
in occipital cortex. This provides experimental support for the notion that 
modulation of visual cortical oscillations - and thus of effective synaptic gain - is 
the mechanism by which the dorsal attentional network asserts goal-directed 
attention.
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3.6 Supporting Information
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Figure 3.7.  Dependent samples t-statistics contrasting alpha power during cue-target interval on attention 
left trials and attention right trials. Values are masked with cluster-based permutation test p < 0.025 
(two-tailed), thus controlling for multiple comparisons. Images are interpolated onto an MNI template 
brain.
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Figure 3.8. Dependent samples t-statistics contrasting gamma power during post-stimulus interval on 
attention left trials and attention right trials. Values are masked with cluster-based permutation test p < 
0.025 (two-tailed), thus controlling for multiple comparisons. Images are interpolated onto an MNI 
template brain.
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4  Elements of selective attention: Alpha and gamma oscillations 
support parallel mechanisms for processing stimulus value 
associations
This chapter is based on:
Marshall, T.R., den Boer, S., Cools, R., Jensen, O., Fallon, S.J., & Zumer, J.M. (In 
Preparation). Elements of selective attention: Alpha and gamma oscillations 
support parallel mechanisms for processing stimulus-value associations
4.1 Abstract
 Attention must be continuously, optimally balanced between maintaining 
current task goals and being ‘captured’ by important task-irrelevant information, 
functions likely underpinned by different neural mechanisms. Directing visual 
spatial attention to one visual hemifield is known to produce hemisphere-
specific, behaviourally relevant modulations of posterior alpha (8-12Hz) and 
gamma (40-100Hz) oscillations. Attention is also known to be biased by the 
learned associations with stimuli in the visual field, but little is currently known 
about the interaction between attention, value, and oscillatory activity. Here, 
we trained participants to associate a set of visual stimuli with salient (positive, 
negative) or neutral value outcomes. We then measured participants’ neural 
activity with magnetoencephalography during a cued spatial (left versus 
right) attention task where the value-associated stimuli served as targets or 
distracters. We found dissociable effects in the alpha and gamma frequency 
bands, by characterizing hemispheric lateralization of power when considering 
attention to the left versus right hemifield. Alpha-band lateralisation was 
determined by stimulus value-salience; salient targets (associated with 
positive and negative outcomes) decreased alpha power in target-processing 
regions (contralateral to attention) whereas salient distractors attenuated 
alpha lateralisation. Furthermore, alpha lateralisation on a single-trial basis 
was predictive of a participant’s response speed. In contrast, negative – but 
not positive - distractors altered gamma lateralisation via an increase in 
gamma ipsilateral to the distractor. This is evidence that stimulus value biases 
alpha oscillations in a similar manner to goal-directed spatial attention, and 
we speculate that gamma-band activity reflects stimulus-driven ‘attentional 
capture’.
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4.2  Introduction
Optimal behaviour in complex environments requires that an organism 
balances competing attentional requirements; resources must be selectively, 
voluntarily engaged to relevant information (e.g., reading this paper) in a top-
down manner while irrelevant information is suppressed. However, important 
information outside of focus (e.g., a fire alarm) must be able to ‘capture’ 
attentional resources and redirect behaviour in a bottom-up manner (Baluch 
and Itti, 2011).
Numerous studies link alpha-band (8-12Hz) oscillatory activity with inhibition 
of task-irrelevant information (Klimesch et al., 2007; Jensen and Mazaheri, 2010; 
Snyder and Foxe, 2010). Anticipation of visual targets decreases alpha activity, 
whereas anticipation of visual distractors increases it (Kelly et al., 2006; Handel 
et al., 2010; Gould et al., 2011; Payne et al., 2013), and covertly attending to one 
hemifield decreases parieto-occipital alpha power contralateral to attention 
whilst increasing it ipsilaterally (Worden et al., 2000; Thut et al., 2006), which 
supports routing of representationally-specific information to downstream 
regions (Zumer et al., 2014). Alpha is under top-down control via feedback 
processing from high-order regions in the visual cortical hierarchy (Bastos 
et al., 2015), including the dorsal attention network (Corbetta and Shulman, 
2002). The blood-oxygen-level-dependent (BOLD) response in dorsal network 
regions predicts occipital alpha power (Sadaghiani et al., 2010) and inhibition of 
dorsal network regions with transcranial magnetic stimulation (TMS) disrupts 
attentional alpha modulation (Capotosto et al., 2009; Marshall et al., 2015).
In contrast to alpha, gamma-band (40-100Hz) power likely reflects active 
processing of a visual stimulus (Tallon-Baudry and Bertrand, 1999),  is 
ubiquitously present during viewing of visual stimuli and strongly attenuated 
in their absence (Brunet et al., 2013), and likely results from a bottom-up drive to 
the visual system (Bastos et al., 2015). Increased gamma-band synchronisation 
likely results in increased neuronal gain, supporting efficient transfer of 
information up through a cortical hierarchy (Salinas and Sejnowski, 2001; 
Tiesinga et al., 2004). Gamma-band activity increases with attention (Müller et 
al., 2000; Fries et al., 2001; Koelewijn et al., 2013) in a hemifield-specific (Siegel 
et al., 2008) and behaviourally relevant manner (Hoogenboom et al., 2010).
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Attention can be biased by learned associations with stimuli (Theeuwes and 
Belopolsky, 2012);  stimuli with positive associations become both easier to 
select and harder to ignore (Libera and Chelazzi, 2009; Anderson et al., 2011) 
and presentation of rewarding information in a task-irrelevant context impedes 
task performance (Krebs et al., 2010; Hickey et al., 2015). Negative stimuli also 
capture attention (Fox et al., 2000); pictures containing negative objects elicit 
longer fixation times and increased recall accuracy (Humphrey et al., 2012), and 
negative faces impair performance on a facial feature counting task (Eastwood 
et al., 2003). The attention and reward systems are likely to be tightly coupled 
(Baluch and Itti, 2011); reward history and spatial attention induce highly 
similar biases in visual cortex in both monkey (Stănişor et al., 2013) and human 
(Serences, 2008). It may even be the case that rewards are a dominant factor 
in optimising selective attention in order for an organism to optimise its 
interaction with the environment (O’Brien and Raymond, 2012; Chelazzi et al., 
2013). Given this putative tight coupling of reward and attention in the brain 
and in terms of behaviour, it is highly probable that mechanisms of attention 
such as active inhibition of irrelevant information (quantified by alpha activity) 
and increased neural gain of relevant or important information (quantified by 
gamma-band activity) are also influenced by reward associations with stimuli.
In the present study, participants performed a visual cueing task where 
attention and reward were orthogonally manipulated; the former by a spatial 
cue, and the latter by a conditioning manipulation prior to task performance. 
We took care to orthogonalise attention and reward effects as reward is known 
to increase effort and thus to bias attention (Maunsell, 2004). We hypothesized 
that attentional biasing – as assessed by response time and by attentional 
lateralisation of alpha and gamma oscillations – would differ as a function of 
the value associations of both target and distractor.
4.3 Materials and Methods
4.3.1 Participants
Twenty-eight participants (11 male), aged 23 +/-2.7 years (mean +/- standard 
deviation) participated in the experiment. Participants were right-handed, 
had no prior knowledge of any Chinese language and had normal or 
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corrected-to-normal vision. All experiments were carried out in accordance 
with the Declaration of Helsinki and following ethical approval by the local 
ethics board (CMO regio Arnhem-Nijmegen, CMO2001/095). A technical 
error resulted in experimental data not being available for one subject 
and one subject was excluded due to excessive eye movements during the 
magnetoencephalography (MEG) recordings (>90% of all trials). All analyses 
were therefore conducted on the remaining 26 participants.
4.3.2 Procedure
There were two phases to the experiment: a training phase and a test phase. 
During the initial training participants learned associations between Chinese 
kanji symbols and positive, neutral, or negative outcomes. Then, immediately 
afterwards, they performed a cued spatial attention task using these symbols 
while MEG data was acquired.
The training phase was conducted in a dimly-lit sound-attenuated room, 
without electrophysiological recordings. Stimulus-reward associations were 
randomised over participants. Figure 4.1A shows one possible set of stimulus-
reward associations. As depicted in Figure 4.1B, the trial sequence consisted of 
white stimuli presented on a grey background.  Each trial started with a fixation 
cross that was displayed for one second. Then one of six different stimuli was 
presented, followed by both visual and auditory feedback. Two stimuli were 
associated with positive feedback (+80 cents, ‘kaching!’ sound) two with 
negative feedback (-80 cents, ‘buzz’ sound) and two with neutral feedback (0 
cents, ‘beep’ sound). In this way, stimuli could both become associated with 
a salient outcome, with a specific valence. Participants were instructed to 
memorise the stimuli and their associated values. Each stimulus was presented 
twelve times. At the end of the learning phase, participants were tested on the 
stimulus-value associations.
Participants performed the subsequent test phase while MEG was acquired. 
Figure 4.1C shows one representative trial. At the beginning of each trial three 
white fixation crosses were presented for 1000ms, before dimming for 500ms 
to instruct the subject to fixate on the central cross, to refrain from blinking 
and to signal the upcoming stimuli. Two stimuli were then presented 8 degrees 
of visual angle to the left and right of the fixation cross, simultaneously with 
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a spatial cue consisting of two arrows flanking the central fixation cross. After 
an interval of 1450ms (47% of trials) or 2350ms (40%) one stimulus changed 
contrast. On 13% of trials the contrast change occurred after 750ms; these 
‘catch’ trials were to ensure that participants would begin directing covert 
attention rapidly following the cue. Data from these short-interval trials were 
not analysed. Contrasts could either increase or decrease with equal probability. 
On 95% of trials the cued stimulus changed contrast and on 5% of trials the 
uncued stimulus changed contrast. Participants were instructed to indicate the 
direction of contrast change of the cued stimulus as quickly as possible with a 
button press using either the index or middle finger of the right hand (change 
direction / finger mapping was randomised across participants). Participants 
were instructed not to respond when the uncued stimulus changed contrast 
and data from these trials were also not analysed. Participants completed 8 
blocks of 72 trials. Total task time was approximately 50 minutes.
Figure 4.1; Experimental paradigm. A, Representative stimulus set. During the association phase two 
Chinese characters were paired with a positive reward, two with a negative reward, and two with no 
reward (‘neutral’ stimuli). This allows examination of the effects of stimulus salience (by comparing 
positive and negative stimuli with neutral) and of stimulus valence (by comparing positive with 
negative). B, Example trial of the learning phase. Participants were repeatedly shown Chinese characters 
which were consistently paired either with a positive value, a negative value, or no value via visual and 
auditory feedback. C, Example trial of the testing phase. Participants were instructed to pay attention to 
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the symbol on the cued side and report when that symbol changed contrast.
Crucially, participants were informed prior to commencement of the test phase 
that the previously-learned symbol-reward associations would apply during 
the test phase, i.e. that each presentation of a given symbol – whether in the 
cued or uncued location - would result in financial reward, financial penalty, 
or neither (nominal extinction). This was done in order to directly test the 
effects of reward associations on the neural signals when reward and attention 
were orthogonalised (ie when task performance did not influence financial 
outcome). 
4.3.3 MEG data acquisition
MEG data was recorded from participants in the seated position using a CTF 
275-channel axial gradiometer MEG system (CTF MEG systems, VSM MedTech 
Ltd.). The MEG data were sampled at 1200Hz after a 300 Hz lowpass filter was 
applied. During recordings the positions of three fiducial markers (left and right 
ear canals and nasion) were continuously monitored in real time via in-house 
head localisation software (Stolk et al., 2013). This tool was used to adjust the 
participants’ head positions in the breaks between blocks to ensure minimal 
head movement over the course of the experiment. Electrocardiogram (ECG) 
and horizontal and vertical electrooculogram (hEOG / vEOG) were recorded 
using bipolar electrode pairs.
4.3.4 MEG data analysis
All MEG analyses were performed using the MATLAB FieldTrip toolbox 
(Oostenveld et al., 2011). Data were demeaned, a linear trend was fitted and 
removed, and line noise was removed using a discrete Fourier transform 
approach at the principal (50Hz) and first and second harmonic (100Hz, 150Hz) 
frequencies. Data were preprocessed using automatic artefact detection 
methods to remove trials containing eyeblinks and horizontal eye movements 
(assessed using the vEOG and hEOG channels respectively) and SQUID jumps 
and muscle artefacts (assessed using the MEG channels). 
Synthetic planar gradients were calculated to facilitate interpretation of MEG 
sensor topographies. Planar gradient maxima are known to be located above 
underlying neural sources (Hari and Salmelin, 1997; Bastiaansen and Knösche, 
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2000). First, the axial gradiometer data was converted to orthogonal synthetic 
planar gradiometer pairs, then time frequency representations of power were 
computed, and finally the powers of the pairs were combined for a given 
sensor pair location.  Oscillatory power for low frequencies was estimated for 
the 2 - 30 Hz frequency bands using a fast Fourier transform (FFT). A sliding 
time window approach was used to extract a 500 ms data segment every 50 
ms; data segments were multiplied with a Hanning taper before computing 
the FFT. Power for high frequencies was estimated from 30-140 Hz in steps of 5 
Hz. 200 ms data segments were extracted every 50 ms and multiplied with a set 
of 7 orthogonal Slepian tapers to produce a frequency smoothing of +/- 20 Hz. 
For the alpha band analysis, we focused on the 8-12 Hz frequency range (Sauseng 
et al., 2005, 2009; Bonnefond and Jensen, 2012; Marshall et al., 2015; Okazaki et 
al., 2015). For gamma band analysis we chose a range of 60-80Hz; note that due 
to the frequency smoothing produced by the multitaper approach the gamma 
results are in fact influenced by data from the 40-100Hz range, i.e., a relatively 
wide band, a decision made due to the considerable intersubject variability in 
the frequency profile of visual gamma-band responses (Hoogenboom et al., 
2006). We also preselected relevant time windows. For both frequency bands, a 
750ms window of interest was selected from 450-1200ms following the onset 
of the visual stimuli. This time window was used to avoid contamination by 
cue-related and stimulus-onset-related phase-locked activity (since we used 
a 500ms sliding time window for the alpha data and the first change moment 
could occur at 1450ms post-cue). We used the same window for the gamma to 
compare the alpha and gamma data.
Statistics
The power of time-frequency windows of the MEG data was averaged across 
two predefined regions of interest (ROIs) consisting of all parietal and occipital 
sensors in each hemisphere (Figure 4.2). Average oscillatory power values 
were calculated for these two ROIs for each of nine conditions described 
below. We then combined these two ROI values into a single measure for each 
condition using the lateralisation index which effectively controls for individual 
differences in overall power by normalising to the sum of the power values 
in the two ROIs (Thut et al., 2006; Haegens et al., 2011a). See Figure 4.2 for a 
graphical explanation of the lateralisation index. The three possible target 
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values (positive, negative, neutral) and three possible distractor values (positive, 
negative, neutral) created a total of nine possible experimental conditions. For 
both alpha and gamma bands, lateralisation index values were calculated for 
each subject and each of the nine conditions and entered into a 3 * 3 rmANOVA. 
Greenhouse-Geisser correction was performed where necessary. Post-hoc 
analysis was performed using paired-samples t-tests. Statistical analyses were 
performed using SPSS and Matlab.
Figure 4.2; Calculation of the lateralisation index (LI). Arrow indicates direction of attentional cueing on a 
given trial. On all trials, oscillatory power is averaged over two sensor groups over  the parietal and 
occipital regions (after transformation to synthetic planar gradients) contralateral and ipsilateral to 
attention. The difference between these two is then calculated and normalised by the sum of both. This 
produces a lateralisation index bounded between -1 and 1.
4.3.5 Behavioural analysis and brain-behaviour correlations
Although in our main analysis we computed the alpha and gamma lateralisation 
indices on the condition averages in order to achieve optimal signal-to-
noise ratio (SNR), the lateralisation index can also be computed for each trial 
separately, permitting exploration of the brain-behavioural relationship at 
a single-trial level. To examine how alpha and gamma lateralisation affected 
response speed on trial-by-trial basis we used the linear mixed model function 
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in SPSS to analyse response speed according to the valence of the target, 
valence of the distracter, and accompanying alpha or gamma lateralisation 
index computed per trial. Response speed is defined as 1 / reaction time; this 
transformation was performed in order to meet parametric assumptions 
(Sheskin, 2003). The fixed effects were target valence and distractor valence 
(both treated as categorical variables). The alpha lateralisation index and 
gamma lateralisation index were treated as covariates in separate models. 
Subject was treated as a random factor. This mixed model approach allows 
for testing of direct effects of value manipulation on response speed, effects 
of oscillatory lateralisation on response speed, and interactions of oscillatory 
lateralisation with value manipulation of response speed.
4.4 Results
During MEG recording subjects were instructed to direct spatial attention to 
a visually cued target symbol, ignore a contralateral distractor symbol, and 
report a contrast change in the target with a button press. Target and distractor 
stimuli had been paired with financial rewards, penalties, or neither, in a prior 
behavioural training session.
4.6.1  Salient value-associated targets increased alpha lateralisation by 
decreasing alpha power in target-processing regions
The contrast detection task with covert spatial attention produced robust 
attentional lateralisation in the alpha band (8 – 12 Hz); when subjects were 
cued to attend to a stimulus on the left, they showed low alpha power in 
the right hemisphere compared to the left hemisphere, and when cued to 
the right the reverse pattern was observed, consistent with many previous 
findings (Worden et al., 2000; Thut et al., 2006; Handel et al., 2010). Figure 4.3A 
shows the lateralisation index for low frequencies averaged over all target and 
distractor value conditions calculated for the parieto-occipital sensors marked 
in Figure 4.2. Clear, band-limited activity is visible in the alpha band, beginning 
approximately 400ms after stimulus onset and persisting until the period 
where the contrast change could occur. 
  
Alpha-band (8-12Hz) lateralisation during the cue-target interval was computed 
for each value condition separately and entered into a 3 x 3 rmANOVA with 
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factors target value association (positive, negative, neutral) and distractor value 
association (positive negative, neutral). This revealed statistically significant 
main effects of target value (F(2,50) = 7.85, p = 0.001), and distractor value 
(F(2,50) = 3.27, p = 0.046) but no significant interaction (F(4,100) = 1.15, p = 
0.34). 
To investigate the main effect of target value association, data were averaged 
over distractor value association and compared using paired samples t-tests 
(Figure 4.3B). This revealed significantly higher alpha lateralisation indices for 
both positive and negative targets compared with neutral targets (positive 
targets: t(25) = 3.88, p = 0.0007, negative targets: t(25) = 3.51, p = 0.0017). 
Alpha lateralisation indices for positive and negative targets did not differ from 
each other (t(25) = 0.12, p = 0.91). To directly test the hypothesis that alpha 
lateralisation is sensitive to the association of targets with salient outcomes, 
alpha lateralisation indices for positive and negative targets were averaged 
together and compared to the neutral target alpha lateralisation index in a 
paired-samples t-test (Figure 4.3C). This revealed significantly greater values 
for value-salient targets (t(25) = 4.63, p = 0.000097). Do determine effect size 
analysis of the target saliency effect we calculated the square of Pearson’s r 
according to the formula r2 = t2 / (t2 + df): This revealed an r2 of 0.46, indicating a 
large effect size (Cohen, 1988).
To determine whether the observed target-salience-driven changes in alpha 
lateralisation resulted specifically from altered processing of the target, of 
the distractor, or from a modulation of the relative alpha power difference 
between target and distractor processing, we computed alpha power for trials 
with salient and neutral targets, and from these scores we computed a salience 
effect index: 
target salience index = (power
neutral targets
 – power
salient targets
) / (power
neutral targets
 + 
power
salient targets
)
We computed this target salience index separately for the hemisphere 
contralateral (i.e. target processing) and ipsilateral (i.e. distractor processing) 
to attention (Figure 4.3D). Association of targets with salient outcomes did not 
alter alpha power ipsilateral to attention (t(25) = -0.75, p = 0.46). However, it 
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did alter alpha power contralateral to attention (t(25) = 3.22, p = 0.004). The 
positive t-value means that alpha decreased more strongly contralateral to 
attention – i.e., in target-processing regions – when the target was associated 
with a salient outcome compared to when it was neutral.
The above demonstrates that a salient target produces stronger alpha 
lateralisation by enhancing the alpha decrease contralateral to attention that 
is believed to enable optimal target processing (Jensen and Mazaheri, 2010). 
When subjects were cued to – for example – the left hemifield, the alpha 
decrease in right posterior brain regions was enhanced when the target was 
associated with a salient outcome.
Figure 4.3; Alpha lateralisation demonstrates sensitivity to stimulus salience, but not to stimulus valence. 
A, Alpha lateralisation index, averaged across all conditions. Clear, band-limited attentional lateralisation 
is visible at the alpha frequency, persisting throughout the cue-target interval. B, C, Both positive and 
negative targets (i.e. salient targets) produced increased alpha lateralisation compared to neutral 
targets. D, Salient targets produced a significantly stronger alpha desynchronisation contralateral to 
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attention (ie, the target-processing hemisphere), whereas alpha power in the hemisphere ipsilateral to 
attention (ie, the distractor-processing hemisphere) was not affected by target salience. E, F, Both 
positive and negative distractors (i.e. salient distractors) reduced alpha lateralisation  compared to 
neutral distractors. G, As D, but for ‘distractor salient’, and ‘distractor neutral’, trials. Here no clear pattern 
was observed. Error bars indicate standard errors of the mean. Asterisks denote statistical significance; 
*p<0.05, **p<0.01, ***p<0.001, ****p<0.0001.
4.6.2 Salient distractors decreased alpha lateralisation
Similarly, to investigate the main effect of distractor, alpha lateralisation 
index values were averaged with respect to target value and compared using 
paired samples t-tests (Figure 4.3E).  This revealed significantly greater alpha 
lateralisation index values for neutral distractors compared with positive 
distractors (t(25) = 2.14, p = 0.043) and showed a trend for being greater than 
that of negative distractors (t(25) = 2.00, p = 0.057). Positive and negative 
distractors did not differ from each other (t(25) = 0.76, p = 0.46). To test 
directly the hypothesis that alpha lateralisation is sensitive to the association 
of distractors with salient outcomes, alpha lateralisation indices for positive 
and negative distractors were averaged together and compared to that 
from neutral distractors in a paired-samples t-test (Figure 4.3F). This revealed 
significantly reduced alpha lateralisation for value-salient distractors (t(25) = 
-2.30, p = 0.03). Effect size analysis of the distractor saliency effect revealed an 
r2 of 0.18, indicating a medium effect size.
Analogous to the target salience effect, we then sought to localise the observed 
changes in alpha lateralisation to the target-processing or distractor-processing 
hemisphere (Figure 4.3G). We computed a distractor salience index as follows:
distractor salience index = (power
neutral distractors
 – power
salient distractors
) / (power
neutral 
distractors
 + power
salient distractors
)
Distractor outcome-salience did not significantly alter alpha power ipsilateral 
to attention (t(25) = 1.66, p = 0.11) and also did not significantly alter alpha 
power contralateral to attention (t(25) = -0.78, p = 0.44). From this analysis 
we therefore cannot determine whether the observed effect on distractors is 
driven by changes in target or distractor processing regions, but both may play 
a role. 
The above demonstrates that a salient distractor produces weaker alpha 
lateralisation by a combination of attenuating the alpha decrease contralateral 
to attention and augmenting the alpha increase ipsilateral to attention.
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4.6.3 Gamma lateralisation was responsive to the valence of distracters
The visual stimuli and covert spatial attention also produced a modulation of 
the gamma lateralisation index, again consistent with previous work that has 
shown gamma-band activity changing as a function of spatial attention (Siegel 
et al., 2008; Koelewijn et al., 2013). Figure 4.4A shows the lateralisation index 
for high frequencies averaged over all target and distractor value conditions. 
Attentional lateralisation is visible both before and after the contrast change 
moment. 
Gamma-band (60-80Hz) lateralisation during the cue-target interval was 
computed for each condition separately and entered into a 3 x 3 rmANOVA 
as for the alpha data. This revealed a statistically significant main effect of 
distractor value (F(2,50) = 5.02, p = 0.019), no significant main effect of target 
value (F(2,50) = 0.008, p = 0.992) and no significant interaction (F(4,100) = 0.78, 
p = 0.54).
Although no significant main effect of target value was revealed by the 
rmANOVA, we nonetheless tested whether pairwise differences in gamma 
lateralisation index were detectable as a function of target outcome-salience or 
valence, for consistency with the analysis of the alpha data. However, pairwise 
t-tests revealed no significant differences (t < 0.2, p > 0.9 in all cases, figure 
4.4B,C).
To investigate the significant main effect of distractor value, gamma 
lateralisation indices were averaged with respect to target value and compared 
using paired samples t-tests (Figure 4.4D). In contrast to the alpha-band, this 
analysis revealed significantly higher gamma lateralisation indices for negative 
distractors compared with positive distractors (t(25) = 2.48, p = 0.02) and 
compared with neutral distractors (t(25) = 2.26, p = 0.033). Effect size analysis 
revealed r2 values of 0.17 and 0.20, indicating medium effect sizes.  Gamma 
lateralisation index values from neutral distractors did not differ significantly 
from those of positive distractors (t(25) = -1.06, p = 0.3).
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Figure 4.4; Gamma lateralisation demonstrates sensitivity to distractor valence, but not to distractor 
salience or to target value. A, Gamma attentional lateralisation index, averaged across all conditions. 
Lateralised gamma-band activity is clearly visible during the cue-target interval. B,C, Target valence and 
target salience did not produce changes in gamma lateralisation index. D, Negative distractors elicited 
significantly different levels of the gamma lateralisation index compared with positive and neutral 
distractors. E, Salient distractors (ie, average of positive and negative) did not elicit a significantly 
different gamma lateralisation index compared with neutral distractors. F, Gamma power contrasted for 
‘distractor positive’ and ‘distractor negative’ trials, seperately for each hemisphere. Gamma ipsilateral to 
attention (ie, distractor-related gamma) was significantly higher for negative than positive targets. 
Asterisks denote statistical significance; *p < 0.05.
Despite the opposing effects found for positive and negative distractors, for 
consistency with the analysis of the alpha-band data we tested the hypothesis 
that gamma lateralisation is sensitive to the association of distractors with 
salient outcomes.  Gamma lateralisation index values for positive and negative 
distractors were averaged together and compared to neutral distractors in a 
paired-samples t-test (Figure 4.4E). This did not reveal a significant difference 
(t(25) = 1.04 p = 0.31). 
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We further tested whether the gamma distractor valence effect (Figure 4.4D) 
was driven by altered processing of the target or the distractor. Analogous 
to the target salience and distractor salience indices, here we calculated a 
distractor valence index according to the formula:
distractor valence index = (power
positive distractors
 – power
negative distractors
) / (power
positive 
distractors
 + power
negative distractors
)
We calculated this index separately for the hemispheres contralateral and 
ipsilateral to attention (i.e., target- and distractor-processing regions). In this 
case, the gamma distractor valence index values for both hemispheres were 
found not to follow a normal distribution (Shapiro-Wilks test: ipsilateral to 
attention W = 0.859, p = 0.002; contralateral to attention W = 0.876, p = 0.005). 
Therefore, for these data we performed one-sample Wilcoxon Signed Rank 
Tests, testing against the null hypothesis of zero median. As shown in Figure 
4.4F, these revealed a significant effect ipsilateral to attention in distractor-
processing regions (Z = -2.12, p = 0.034) but not contralateral to attention in 
target-processing regions (Z = 0.88, p = 0.38). The negative sign of the test 
result indicates that gamma power ipsilateral to attention (i.e. in the region 
processing the distractor) is lower when a distractor is positive than when it 
is negative. This is evidence that negative distractors ‘capture’ attentional 
resources to a greater extent than positive distractors. 
The above suggests that gamma-band activity is specifically sensitive to 
the valence – and not to the outcome-salience – of distractors. For instance, 
when subjects are cued to the left, the presence of a negative distractor in the 
right hemifield reduces the lateralisation of gamma-band activity, specifically 
by increased gamma synchronisation in left posterior brain regions (ie, in 
distractor-processing regions).
4.6.4 Single-trial alpha lateralisation predicted response speed
We further explored the relationship between the value manipulation, 
posterior oscillatory activity in the alpha and gamma bands, and response 
speed on the contrast detection task. For this purpose, inverse reaction time 
(response speed) and alpha lateralisation were calculated for every trial and 
entered into a linear mixed model with target value and distractor value as 
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fixed effects, subject as a random effect, and single-trial alpha lateralisation as 
a covariate. Response speeds for each of the nine target/distractor conditions 
are shown in Table 4.1.  The main effect of single-trial alpha lateralisation was 
statistically significant (F(1,10087.528) = 4.76, p = 0.029). This is confirmatory 
evidence that alpha lateralisation predicts speed of response to the contrast 
change on a single-trial basis. We did not observe statistically significant effects 
of target value, distractor value, or the interaction of target and distractor value 
on response speed (all F < 1.2, all p > 0.3). This is evidence that the learned 
value associations did not significantly alter response speed. Furthermore, 
no interaction was observed between alpha lateralisation and the reward 
manipulations (all F < 1, all p > 0.4).
Table 4.1, Mean ± S.D. response speed for each level of target and distractor value.
Distractor Value Target Value
Positive Negative Neutral Total
Positive 2.10 ± 0.48 2.10 ± 0.48 2.10 ± 0.49 2.11 ± 0.48
Negative 2.13 ± 0.47 2.11 ± 0.50 2.11 ± 0.49 2.10 ± 0.49
Neutral 2.11 ± 0.49 2.09 ± 0.50 2.13 ± 0.49 2.11 ± 0.49
Total 2.10 ± 0.49 2.16 ± 0.49 2.11 ± 0.49 2.10 ± 0.49
To test the hypothesis that gamma lateralisation is related to behavioural 
performance we computed a similar linear mixed model where single-trial 
gamma lateralisation replaced single-trial alpha lateralisation as a covariate. 
In this model the main effect of gamma lateralisation was not statistically 
significant (F(1,10086.442) = 2.12, p = 0.14). No other effects were statistically 
significant (all F < 1.3, all p > 0.29).
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4.7 Discussion
Our attentional system needs to perform a variety of competing tasks to optimise 
behaviour; top-down influences should allow us to focus on task relevant 
information, but important information not relevant to the primary task should 
be able to intrude on our awareness and ‘capture’ attention. Here, we were able 
to demonstrate learned stimulus-reward associations differentially impacted 
two oscillatory features necessary for optimal attentional performance. 
First, alpha lateralisation was influenced primarily by the association of the 
target and distractor stimuli with salient financial outcomes; targets associated 
with financially salient outcomes increased attentional orienting, primarily by 
further decreasing alpha power in target-processing regions (contralateral 
to attention) which is hypothesised to release those regions from inhibition 
(Jensen and Mazaheri, 2010). Correspondingly, distractors associated with 
salient financial outcomes decreased attentional alpha lateralisation. Thus, 
alpha oscillations appear to be important for gating information according 
to its acquired salience. Furthermore, alpha lateralisation on a single-trial 
level was found to predict the speed of response across all value conditions, 
reinforcing existing findings that strong alpha lateralisation positively 
influences behavioural performance. 
Second, in contrast, lateralisation of gamma-band activity – believed to 
represent active processing and support increased neuronal gain (Fries, 2009) 
- was influenced by the valence of the distractor. Negative distractors caused 
a relative increase in gamma-band activity in distractor-processing regions 
(ipsilateral to attention), suggesting enhanced neural gain in the representation 
of the distractor stimulus when it was associated with a negative outcome. 
Gamma-band activity thus differentiates items on the basis of their valence – 
how positive or negative the stimuli are.
It has previously been shown that both alpha and gamma power may be 
manipulated by the valences of the stimuli in the visual field; viewing positive 
and negative images decreases  posterior alpha power compared to neutral 
images (De Cesarei and Codispoti, 2011) whereas viewing  unpleasant 
(compared to neutral) images increases posterior gamma power (Popov et al., 
2012). Our study complements and extends these findings, demonstrating that 
stimulus-reward associations bias electrophysiological indices of attentional 
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orienting even when these associations are entirely orthogonal to the current 
task. However, although attention has been shown to produce task-specific, 
behaviourally relevant changes in the amplitude of both alpha and gamma 
oscillations (Müller et al., 2000; Thut et al., 2006; Siegel et al., 2008; Handel et 
al., 2010; Hoogenboom et al., 2010; Koelewijn et al., 2013), they most likely rely 
on different mechanisms (Brunet et al., 2013; Bastos et al., 2015), which may 
in turn explain why different reward associations differentially interacted with 
attentional alpha- and gamma-band lateralisation.
The dissociation we observed of oscillatory frequency with stimulus feature 
may result from differential influence of dorsal and ventral attention networks 
(Corbetta and Shulman, 2002). Several studies have indicated that the dorsal 
network provides top-down control of posterior alpha oscillations during selective 
attention (Capotosto et al., 2009; Marshall et al., 2015), and the intraparietal 
sulcus (IPS) may also be involved in the generation of the alpha rhythm (Tuladhar 
et al., 2007; Thut et al., 2011). Other evidence implicates the Frontal Eye Fields 
(FEF) and IPS – key nodes in the dorsal network – in the representation of 
reward. Visual cues indicating rewards produce increased activations of bilateral 
IPS relative to unrewarding cues (Serences, 2008). Manipulation of dopamine 
receptors in FEF has also been shown to enhance selectivity and reliability of 
spike responses to a visual stimulus in V4 (Noudoost and Moore, 2011a). Our 
results are entirely commensurate with the notion that voluntary attention 
and stimulus salience exert their effects via common mechanisms (Stănişor et 
al., 2013). Indeed, we extend this concept by demonstrating that they share a 
common electrophysiological signature; when the target was salient – i.e. when 
attention and salience were aligned - this produced a ‘super-lateralisation’ in 
the alpha band, and when the distractor was salient – i.e. when attention and 
salience were in conflict – this attenuated alpha lateralisation.
It is interesting that gamma oscillations appear to be primarily sensitive to 
negative distractors. Task-irrelevant unpleasant background information has 
been shown to draw attention away from a visual detection task performed 
at fixation (Hindi Attar and Müller, 2012), and unpleasant faces have been 
shown to increase gamma-band activity during masked face detection (Luo 
et al., 2009). One possible explanation for the interaction of stimulus valence 
with stimulus task-relevance may be a different contribution of the dorsal and 
ventral networks (Corbetta and Shulman, 2002) to alpha- and gamma-band 
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activity. Engagement of goal-directed attention to a target may cause alpha 
to desynchronise, ‘opening the gate’ (Jensen and Mazaheri, 2010) and enabling 
processing of task-relevant information - e.g. a contrast change - equally for 
all stimuli. Conversely, goal-directed attention requires the inhibition - ‘closing 
the gate’ - of a distractor, potentially via an alpha increase (Handel et al., 
2010). However, when the distractor signals a financial loss, this may engage 
the ventral network which is believed to act as a ‘circuit breaker’ (Corbetta 
and Shulman, 2002). This would predict that the distractor would capture 
some attentional resources, resulting in increased gamma-band activity and 
increased propagation (via greater neuronal gain) of this signal to higher order 
regions. However, it remains an open question why correspondingly important 
information about a financial gain from a task-irrelevant stimulus did not 
exert a similar attentional capture. It is known that losses are felt more keenly 
than equivalent gains in certain circumstances (Novemsky and Kahneman, 
2005), thus it may be the case that a signal of an imminent loss captures more 
attention and is processed in a prioritised manner.
As well as considering the contribution of cortical attentional networks to the 
reward effects reported here, it is highly plausible that subcortical networks 
play a role. A body of evidence links the generation of the cortical alpha rhythm 
to the thalamus (Lopes da Silva, 1991) and the pulvinar region of the lateral 
geniculate nucleus (LGN) has been shown to synchronise regions of cortex in 
the alpha range in response to changing attentional demands  (Saalmann et 
al., 2012). Thus, alpha oscillations may be a feature of long-range synchrony 
between cortical and subcortical regions. In contrast, visual-stimulus-induced 
gamma-band activity is observed in visual cortex but not in LGN (Bastos et al., 
2014). Since subcortical structures contribute to the generation of the alpha 
rhythm, whereas gamma emerges locally in cortex, it may also be the case that 
basal ganglia substructures involved in reward and salience processing (Gurney 
et al., 2001) contribute differentially to the modulation of these rhythms with 
attention.  Quantifying the respective influence of cortical and subcortical 
structures on the oscillatory lateralisation effects reported here should be a 
major question for future research.
A further intriguing hypothesis concerns the role of neuromodulators in biasing 
attention. Although both dopamine and acetylcholine have been posited to 
play a role in attentional control (Furey et al., 2008; Herrero et al., 2008; Noudoost 
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and Moore, 2011a), they may differentially contribute to bottom-up and top-
down attention (Hasselmo and Sarter, 2011; Noudoost and Moore, 2011b), 
which depend on dissociable neural circuits (Buschman and Miller, 2007). Since 
gamma-band activity likely reflects a bottom-up drive to the visual system, 
whereas alpha is likely under top-down control (Jensen et al., 2015), this would 
suggest dissociable effects of these two neuromodulators on the different 
frequency bands. Indeed, physostigmine – a cholinergic agonist – selectively 
enhances attentional modulation of alpha but does not affect stimulus-
induced gamma (Bauer et al., 2012). Perhaps dopamingeric manipulation 
would conversely alter attentional modulation of gamma while leaving alpha 
unaffected. The combination of MEG with pharmacological manipulations can 
provide useful insights in future studies (Muthukumaraswamy, 2014).
An important feature of the present study is the orthogonalisation of attention 
and motivation. Although our stimuli were associated with a positive or 
negative value prior to performance of the MEG task, participants were 
informed ahead of time that financial reward and penalty occurred irrespective 
of task performance. This reduces the possibility that participants simply made 
more effort to perform the task well on trials where a rewarding stimulus was 
present, since the reward would be received in any case. This may explain why 
simple response speed differences were not observed as a function of stimulus 
value. This contrasts with previous studies that have confounded the relative 
contribution of attention and reward to the observed neural signals (as argued 
by Maunsell, 2004). Indeed, measuring the effect of financial outcome on 
attention directly - as we have done – has been shown to lead to very different 
behaviours compared with manipulating motivation and exerting consequent 
effects on attention (LePelley et al., 2015).
In conclusion, two distinct signatures of attentional orienting – lateralisation 
of alpha- and gamma-band oscillatory activity – alter as a function of value 
associations of to-be-attended and/or to-be-ignored stimuli, even when those 
value associations are orthogonal to the attentional task being performed. 
Alpha power alters when a stimulus is associated with a salient outcome, and 
gamma in distractor-processing regions is selectively boosted when a distractor 
is negative. Our findings provide important insights into the interaction between 
value and attention and the underlying neural basis of this interaction.
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5  The link between cortical excitability and visual oscillatory 
responses – a concurrent tDCS-MEG study
This chapter is based on:
Marshall, T.R., Esterer, S., Herring, J.D., Bergmann, T.O., & Jensen, O. (In Press) On 
the relationship between cortical excitability and visual oscillatory responses – 
a concurrent tDCS-MEG study. NeuroImage.
5.1 Abstract
Neuronal oscillations in the alpha band (8-12Hz) in visual cortex are believed 
to instantiate ‘attentional gating’ via the inhibition of activity in regions 
representing task-irrelevant parts of space. In contrast, visual gamma-band 
activity (40-100Hz) is believed to represent a bottom-up drive from incoming 
visual information, with increased synchronisation producing a stronger 
feedforward impulse for relevant information. However, little is known about the 
direct relationship between excitability of the visual cortex and these oscillatory 
mechanisms. In this study we used transcranial direct current stimulation (tDCS) 
to exogenously manipulate visual cortical excitability, concurrently recording 
whole-brain oscillatory activity using magnetoencephalography (MEG) while 
participants performed a visual task known to produce strong modulations 
of alpha- and gamma-band activity. We found that visual stimuli produced 
expected modulations of alpha and gamma - presenting a moving annulus 
stimulus led to a strong gamma increase and alpha decrease – and that this 
pattern was observable both during active and sham tDCS. However, tDCS 
did not seem to produce systematic alterations of these oscillatory responses. 
The present study shows that concurrent tDCS/MEG of the visual system is a 
feasible tool for exploring the relationship between cortical excitability and 
visual neuronal oscillations, and we speculate as to why tDCS was not effective 
in this case in changing the amplitude of the oscillatory responses produced 
by the visual stimulus.
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5.2 Introduction 
A substantial body of evidence suggests that alpha and gamma oscillations are 
signatures of fundamental neural mechanisms of visual stimulus processing. 
Oscillatory activity in the alpha band is suggested to represent active inhibition of 
task-irrelevant brain regions by means of neuronal gating (Klimesch et al., 2007; 
Jensen and Mazaheri, 2010). Commensurate with this, alpha oscillations increase 
in regions of sensory cortex anticipating distracting information (Worden et al., 
2000; Thut et al., 2006; Haegens et al., 2011a; van Ede et al., 2011) in a manner 
that predicts behaviour (Handel et al., 2010). In contrast, gamma-band activity is 
thought to represent active processing of stimuli, indexing enhanced feedforward 
propagation of stimulus representations via increased neuronal gain (Salinas and 
Sejnowski, 2001; Tiesinga et al., 2004), which may be a fundamental mechanism 
for computation across regions (Fries et al., 2007; Fries, 2009). Correspondingly, 
gamma-band activity in sensory cortex increases with attention (Müller et al., 
2000; Fries et al., 2001; Ray et al., 2008; Koelewijn et al., 2013) and this increase 
predicts enhanced behavioural judgements (Hoogenboom et al., 2006). Gamma 
power and frequency are also dependent on several low-level stimulus features, 
including visual contrast (Henrie and Shapley, 2005; Ray and Maunsell, 2010), 
eccentricity (van Pelt and Fries, 2013), noise level and size (Jia et al., 2013), and 
differ for gratings and plaids (Lima et al., 2010).
Although the ‘gating by inhibition’ framework (Jensen and Mazaheri, 2010) 
posits that alpha activity serves an inhibitory role and gamma represents 
bottom-up excitatory drive, little is currently known about the direct relationship 
between cortical excitability  and these oscillatory measures. Exploring this 
relationship necessitates exogenous manipulation of excitability. This can be 
achieved pharmacologically (Bauer et al., 2012; Lozano-Soldevilla et al., 2014) 
however drug manipulations are extremely non-focal, meaning that specific 
conclusions cannot be drawn about the excitability of a given cortical region. 
Patterned Transcranial Magnetic Stimulation (TMS) has also been shown 
to reversibly inhibit or excite a cortical region for a period of up to one hour 
following stimulation (Huang et al., 2005), and – in separate studies - has also 
been shown to impact both alpha and gamma oscillations during attentional 
task performance (Sauseng et al., 2011; Marshall et al., 2015). However, TMS 
can only be used to induce offline changes in cortical excitability resulting from 
synaptic changes, rather than online changes in membrane polarisation.
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A recent study (Soekadar et al., 2013) demonstrated for the first time that 
transcranial direct current stimulation (tDCS) can be applied during recording 
of electrophysiological brain activity with magnetoencephalography (MEG). 
This novel approach permits whole-brain measurement of neuronal oscillations 
concurrently with reversible, online manipulation of cortical excitability. tDCS 
involves the application of weak, direct electric currents via the placement 
of electrodes on the scalp; current flows from the anode to the cathode and 
some portion of this current flows through the cortex. tDCS has been shown 
to produce both online (during stimulation) and offline (after stimulation) 
effects on cortical excitability; spontaneous neuronal firing increases under the 
anode and decreases under the cathode (Bindman et al., 1964). tDCS studies in 
humans have largely targeted the motor cortex (Horvath et al., 2014), however 
several studies have also shown effects of visual cortical stimulation on a variety 
of behavioural output measures (Antal et al., 2004b; Accornero et al., 2007; 
Medina et al., 2013; Peters et al., 2013; Makovski and Lavidor, 2014). This makes 
concurrent tDCS an extremely useful measure for exploring the relationship 
between cortical excitability and visual alpha and gamma oscillations.
To that end we combined tDCS of the visual cortex with concurrent MEG. We 
adapted a behavioural task known to elicit robust modulations of visual alpha 
and gamma oscillations (Hoogenboom et al., 2006), and applied short blocks 
of anodal, cathodal, and sham tDCS while subjects performed a visual task 
in the MEG. We hypothesized that increasing visual cortical excitability with 
anodal tDCS would increase the amplitude of the gamma-band response and 
decrease the alpha-band response to the visual stimulus, and that cathodal 
tDCS would have the opposite effect; reducing visual cortical excitability and 
thus decreasing gamma power and increasing alpha power.
5.3 Materials and Methods
19 Subjects - 9 female, age 24.6 +/- 3.5 years (mean +/- standard deviation) 
- participated in the experiment. Informed consent was obtained prior to 
commencement of the study, and approval was obtained from the local ethics 
board (CMO region Arnhem-Nijmegen, dossier number 2014/138).
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5.3.1 Behavioural task
Subjects performed a behavioural task adapted from (Hoogenboom et al., 
2006). Figure 5.1A depicts a typical experimental trial. At all times a central 
fixation dot was visible on screen. At the beginning of each trial this dot 
dimmed, indicating to the subjects to refrain from blinking or moving their 
eyes. 1400ms after the dot dimming an annulus stimulus covering 8 degrees 
of visual angle and consisting of light- and dark-grey bars of 40% contrast at a 
spatial frequency of 2.5 cycles per degree was displayed for 1400ms, moving 
inwards at a rate of 0.8 degrees per second. On approximately 17% of trials 
the speed of inward movement increased after 833ms to 1.12 degrees per 
second. Subjects were instructed to press a button as quickly as possible with 
their right index finger if a speed change was observed. This was to ensure 
a constant level of attention to the visual stimuli throughout the experiment. 
Subjects completed 15 task blocks, each consisting of 24 trials. Total task time 
was approximately 30 minutes.
Figure 5.1; Experimental paradigm and stimulation setup. A, Schematic of a single trial. Subjects were 
instructed to press a button when the inward motion of the annulus increased in speed (this occurred 
on approximately 17% trials). Stimulus contrast in this figure has been increased for clarity. B, Stimulation 
parameters. tDCS was delivered at 2mA in short blocks of 2 minutes, with 5 second ramp-up and ramp-
down periods. During each short block subjects completed 24 trials.
5.3.2 tDCS
tDCS was delivered using a neuroConn DC-Stimulator Plus (neuroConn GmbH, 
Ilmenau, Germany). Electrodes were positioned according to the international 
10-20 system. We chose the Oz/Cz montage as this has been used previously 
in tDCS studies of the visual system (Antal et al., 2001, 2003, 2004a). Regions 
around these scalp sites were first prepared thoroughly with Nuprep skin prep 
gel, then Ten20 conductive paste was applied liberally to the scalp sites in a 
manner ensuring maximum contact with the scalp. A second layer of Ten20 
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paste was applied to the electrode pads which were then firmly placed onto 
the two scalp sites. Ten20 paste is sufficiently adhesive to eliminate the need 
for rubber bands to affix the electrodes in paste, and maintains its adhesiveness 
and conductivity for >1 hr, minimising the need for electrode maintenance 
during the experiment. A 5x5 rubber electrode was placed over Oz (10% of 
inion-nasion distance anterior to the inion at the sagittal midline), and a 5x10 
rubber electrode was placed over Cz (at the intersection of the inion-nasion 
midpoint and the sagittal midline) with longest edge along the coronal plane. 
Impedances were measured prior to and during recording and were kept 
below 5kΩ throughout the experiment. Shielded electrical cables were used 
to connect the tDCS electrodes to the stimulator which was placed outside the 
MEG magnetically shielded room (MSR). The cables ran out of the MEG dewar 
on the left hand side – running closest to the left central and parietal sensors 
- and were affixed to the MEG chair to minimise cable movement during MEG 
measurement.
During each block of 24 experimental trials subjects received either anodal, 
cathodal, or sham tDCS (Figure 5.1B). During the Anodal and Cathodal blocks, 
stimulation was ‘ramped up’ during the first five seconds of the block, after 
which it remained at a constant level of +2mA (anodal) or -2mA (cathodal). 
During the sham blocks, current was ramped up and immediately down again 
over a five-second period. This produces comparable scalp sensations to real 
tDCS whilst allowing for stimulation-free recording. No subjects reported any 
noticeable differences in sensations during the different stimulation blocks in 
response to questioning at the end of the experimental session (subjects were 
asked open questions about whether they noticed any differences between 
the different stimulation blocks).
5.3.3 MEG data acquisition
Whole-head MEG was recorded using a 275-channel CTF axial gradiometer 
MEG system (CTF MEG systems, VSM MedTech Ltd.) at a sampling rate of 
1200Hz. During recordings markers were placed on the subjects’ nasion and in 
the left and right ear canals. These markers were used to monitor head position 
throughout the experiment using in-house head localization software (Stolk 
et al., 2013). During the breaks between blocks the subject’s head position 
was adjusted back to the original position if large deviations had occurred. 
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This allowed us to keep overall head movement throughout the experiment 
to a minimum. Electrocardiogram (ECG) was recorded using a bipolar 
electrode montage. Position of the left eye was constantly recorded during 
the experiment using an EyeLink 1000 eyetracker (SR Research Ltd, Ottawa, 
Canada) at a resolution of 2000Hz, which was down-sampled online to 1200Hz 
for compatibility with the MEG data.
5.3.4 MEG data analysis
All MEG data analysis was carried out using a combination of the Fieldtrip 
Matlab toolbox (Oostenveld et al., 2011), and custom Matlab scripts. Data were 
first preprocessed automatically to remove trials containing SQUID jumps, 
muscle activity, and blinks or eye movements. Initial sensor-level analysis of the 
MEG data revealed strong artifacts in left central and parietal sensors during 
tDCS stimulation (Figure 5.2A). On closer inspection these artifacts were found 
to be timelocked to the subjects’ heartbeats (measured using ECG). Figure 
5.2B shows a heartbeat-locked average waveform from one left parietal MEG 
sensor in a representative subject; a clear artifact is visible during both anodal 
and cathodal stimulation that is absent during sham. The artifact topography, 
opposition of artifact polarity in the anodal and cathodal conditions, and the 
heartbeat-locked time-course lead us to believe that this artifact arises from 
the dilation of cranial blood vessels, which induce small movements of the 
tDCS electrodes and current-carrying wires, and may also phasically alter the 
flow of tDCS current in the brain.
All further MEG analysis steps were performed at the source level in order 
to optimally attenuate the artifacts visible at the sensor level. We used both 
frequency-domain beamforming based on Dynamic Imaging of Coherent 
Sources (Gross et al., 2001) and time-domain Linearly Constrained Minimum 
Variance (Van Veen et al., 1997) beamforming techniques to characterise the 
activity of the neural sources. A high-resolution structural MRI was acquired 
using either a 1.5T or 3T Siemens MRI scanner.
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Figure 5.2, A, tDCS induces strong artifacts in the sensor-level MEG data. Shown here are the timelocked-
averages for the axial-gradiometer MEG data of one representative subject, taken from the pre-visual-
stimulus period. In the Anodal and Cathodal tDCS conditions strong artifacts are visible over the left 
posterior sensors which are absent during sham tDCS. The topography of the artifact is consistent with 
current-carrying wires running from the scalp electrodes out of the left side of the MEG helmet to the 
tDCS device. B, Heartbeat-locked averages for one representative subject, one left parietal sensor, and 
one block of each tDCS condition. During Anodal and Cathodal tDCS strong heartbeat-related artifacts 
are visible that have opposite polarities, which are absent during sham tDCS. Shaded areas indicate +/1 
Standard Deviation over heartbeats (approx N=80 per condition). Zero represents peak of the heartbeat 
as measured using ECG.
5.3.4.1 Frequency-domain DICS beamforming
To investigate the spatial topography of the visual-stimulus-induced oscillatory 
responses we constructed volume conduction models based on each subject’s 
anatomical MRI (Nolte, 2003). We then took an MNI-space template brain and 
divided it into a grid of points with 1 cm spacing (resulting in 2471 points inside 
the head). Each subject’s brain was then warped to the template brain and the 
inverse warp was applied to the grid, resulting in single-subject grids aligned in 
common MNI space. From the MEG data we then selected time windows -1200 
to -200 ms and 200 to 1200ms relative to stimulus onset. For the gamma-band 
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analysis a sequence of 29 orthogonal Slepian tapers was used with a center 
frequency of 60Hz to estimate power in the 45 – 75Hz frequency band during 
these time windows, from which the sensor cross-spectral densities (CSD) were 
computed. These were used to create a common spatial filter to estimate power 
at each grid point. Average power estimates were then computed for each 
tDCS condition and visual-stimulus-induced power increase was computed 
according to the formula (power
peri 
-power
pre
) / power
pre
. Grand average power 
increases were computed for each tDCS condition and – for visualisation 
purposes - interpolated onto an MNI template brain. For the alpha-band 
analysis, the same procedure was followed, but a set of 3 orthogonal tapers 
was used with a center frequency of 10Hz to estimate power in the 8-12Hz 
band.
To quantify the power increase produced by the visual stimulus in each tDCS 
condition separately we used cluster-based permutation statistics (Maris and 
Oostenveld, 2007). For each tDCS condition a t-statistic was obtained for every 
grid point by comparing power in the pre- and peri-visual-stimulus windows, 
and a cluster statistic was calculated based on the maximum sum of t-values 
of adjacent grid points. The condition labels were then permuted 5000 times 
and a distribution of cluster statistics obtained under the null hypothesis of no 
difference. The original cluster statistic was then evaluated with respect to this 
null distribution and considered statistically significant if it lay below the 2.5th 
or above the 97.5th percentile (corresponding to a two-tailed test with an alpha 
level of 0.05).
To determine whether tDCS produced a change in the gamma-band response 
we extracted power values from the pre- and peri-visual-stimulus periods for 
each tDCS condition over a region of interest (ROI) encompassing left and 
right calcarine sulci, the region in which the response was largest at the group 
level overall. These values were then entered into a 3 x 2 repeated measures 
ANOVA (rmANOVA) with factors tDCS (anodal, sham, cathodal) and time 
window (prestimulus, peristimulus). Because raw power values are unlikely 
to be normally distributed, thus parametric assumptions are not met, we log 
transformed the data before computing the rmANOVA.
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To further explore the effect of tDCS on the gamma and alpha oscillatory 
responses at the whole-brain level, we tested for an interaction between 
tDCS condition (anodal, sham, cathodal) and time window (prestimulus, 
peristimulus) using the cluster permutation framework. We subtracted pre-
stimulus from peri-stimulus power for each subject to produce difference 
maps and then compared these difference maps using cluster permutation 
tests as described above. Separate pairwise tests were computed for anodal vs 
cathodal tDCS, anodal vs sham tDCS and cathodal vs sham tDCS.
5.3.4.2 Time-resolved LCMV beamforming
To compute time-resolved estimates of oscillatory power we performed a 
‘virtual sensor’ analysis using time-domain beamforming. Sensor covariances 
were computed over the entire trial period (-2 to 2 seconds relative to visual 
stimulus onset) based – as for the DICS approach – on the pooled data from all 
three tDCS conditions. From this pooled covariance matrix a common spatial 
filter was estimated for the single grid point which showed the largest visual-
stimulus-induced gamma power increase in each subject. This point was in a 
posterior brain region near to the sagittal midline in all subjects (see Table 5.1). 
This filter was then applied to the raw trial data to produce a single timeseries 
for the single grid point. Time-frequency analysis was performed on this single 
virtual channel separately for high and low frequencies. For high frequencies 
(30-150Hz) a set of 9 orthogonal Slepian tapers was used to compute power 
estimates over a 500ms sliding time window that was moved over the data 
in 25ms steps. This produced an effective frequency smoothing of +/-10Hz 
for each frequency estimated. For low frequencies (2 – 30Hz), 500ms data 
segments were multiplied with a single Hanning taper resulting in a frequency 
smoothing of 3Hz. The mean power spectra were computed for each tDCS 
condition and power change from baseline was computed according to the 
formula (powerperi -powerpre) / powerpre.
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5.4 Results
Subjects (N=19) performed a behavioural task known to elicit strong increases 
in gamma-band power and decreases in alpha power (Hoogenboom et al., 
2006), whilst visual cortical excitability was concurrently manipulated with 
anodal, cathodal, and sham tDCS.
5.4.1  Visual oscillatory responses can be reliably estimated during tDCS 
stimulation
Comparing the periods before and during the presentation of the moving 
annulus stimulus revealed robust modulations of gamma-band activity in 
occipital brain regions in all tDCS conditions (Figure 5.3A). In all cases the point 
of maximal power increase was in occipital cortex (see Table 5.1). Gamma-band 
activity at this grid point increased by 102±7% (anodal stimulation 104±7%, 
sham stimulation 98±6% , cathodal stimulation 108±7%) in the peristimulus 
period. Cluster-based permutation statistics comparing the pre- and 
peristimulus periods revealed statistically significant gamma power increases 
in all tDCS conditions (anodal stimulation; p = 0.0002, sham stimulation; p = 
0.0002, cathodal stimulation; p = 0.0002).
Repeating the same analysis for the alpha-band revealed prominent decreases 
in alpha power in posterior regions encompassing occipital and parietal cortex 
in the peristimulus period (Figure 5.3B). Cluster-based permutation statistics 
revealed statistically significant alpha power decreases in all tDCS conditions 
(anodal stimulation; p = 0.0002, sham stimulation; p = 0.0002, cathodal 
stimulation; p = 0.002). This is strong confirmatory evidence that visual 
oscillatory responses in both the gamma and alpha frequency bands can be 
recovered from MEG data during concurrent tDCS stimulation.
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Table 5.1, MNI co-ordinates of largest visual-stimulus-induced gamma increase for each subject. ‘NA’ 
denotes that the MNI co-ordinate specified does not lie fully in any single anatomical region.
MNI co-ordinate
Subject X Y Z % increase AAL atlas region
1 1 -9 -1 172 Right lingual
2 -2 -11 -1 131 NA
3 1 -10 -2 84 NA
4 1 -9 1 336 Right calcarine
5 -1 -10 2 48 Left superior occipital
6 -1 -9 4 99 Left superior occipital
7 -1 -9 1 109 Left calcarine
8 1 -10 -1 74 Left calcarine
9 -1 -10 1 103 Left superior occipital
10 2 -10 0 217 Right calcarine
11 2 -10 0 64 Right calcarine
12 0 -10 0 140 Left calcarine
13 1 -10 -2 226 NA
14 1 -10 0 229 Right calcarine
15 0 -9 0 109 Left calcarine
16 1 -9 0 66 Right calcarine
17 1 -10 2 171 Right superior occipital
18 0 -9 1 119 Left calcarine
19 0 -10 -1 243 Left calcarine
Additionally, we performed time-resolved beamforming analysis by computing 
a single ‘virtual channel’ based on the grid point for which the gamma-band 
increase was strongest in each subject. This was a posterior grid point around 
the horizontal midline in all cases (see Table 5.1). We then performed a sliding-
window time-frequency analysis on this virtual channel (Figure 5.3C) as well as 
computing the fourier spectra for the pre- and peri-visual stimulus windows 
and contrasting them (Figure 5.3D). This time frequency analysis also revealed 
robust gamma-band increases in all tDCS conditions (Figure 5.3C, top row), as 
well as alpha decreases (Figure 5.3C, bottom row), beginning shortly after the 
onset of the visual stimulus and persisting until its offset. This is further evidence 
that expected patterns of neuronal oscillatory activity can be observed in the 
MEG signal during concurrent anodal and cathodal tDCS of the visual cortex.
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Figure 5.3, A, Moving annulus stimulus induces a strong gamma-band power increase that is robustly 
detectable in all tDCS conditions and localisable to visual cortex. MNI axial slice coordinates 38, 14, -10, 
-34. B, Moving annulus induces strong alpha-band desynchronisation in all tDCS conditions. Slice co-
ordinates as A. C, Time-resolved virtual sensor analysis reveals comparable gamma-band increase (top 
row) and alpha-band decrease (bottom row) during visual stimulus processing in all tDCS conditions. 
Grey bars indicate the time interval the visual stimulus was on screen. D, Power spectra of the visual 
stimulus-induced power changes for each tDCS condition. Shaded bars indicate +/- 1 standard error of 
the mean.
5.4.2  No evidence that tDCS produces relevant changes in visual oscillatory 
responses
To test the hypothesis that tDCS impacts the gamma-band increase produced 
by the visual stimulus, we investigated the region of interest (ROI) – the Calcarine 
sulcus – which showed the greatest gamma-band increase in response to 
visual stimulus presentation in the group average, and which approximately 
underlay the occipital tDCS electrode. Average gamma-band power values 
were extracted from this ROI and compared in a 2 x 3 repeated measures 
ANOVA with factors tDCS (anodal, sham, cathodal) and visual stimulus (on, off). 
Figure 5.4 shows average gamma-band power values for each condition. This 
analysis revealed a statistically significant main effect of visual stimulus (F(1,18) 
37955 Marshall.indd   111 14-12-15   12:02
Chapter 5
112
= 114, p = 3 x 10-9), as well as a significant main effect of tDCS (F(2,36) = 10.4, p 
= 0.0003). Crucially however, no interaction was observed (F(2,36) = 0.593, p = 
0.56), meaning that tDCS did not impact the visual-stimulus-induced gamma-
band increase. 
Repeating this analysis for the alpha band revealed a significant main effect of 
visual stimulus (F(1,18) = 47.3, p = 2 x 10-6), a main effect of tDCS (F(1,18) = 4.57, 
p = 0.017) but crucially no interaction (F(2,36) = 1.19, p = 0.32). This means that 
we do not have evidence that tDCS impacted the gamma-band increase or the 
alpha-band decrease produced by the visual stimulus in calcarine cortex.
Figure 5.4, tDCS does not alter oscillatory power in calcarine cortex. Log-transformed power values were 
extracted from a region of interest encompassing left- and right-hemisphere calcarine sulci. A, 
Presentation of the visual annulus induced robust gamma-band power increases in all conditions, but 
tDCS did not alter this power increase. B, Presentation of annulus produced strong alpha-band 
desynchronisation in all conditions, which was also not altered by tDCS.
In a further exploratory whole-brain analysis we computed the visual-stimulus-
induced gamma-band increase for each tDCS condition according to the 
formula power
peri
 - power
pre
, and then compared these values using cluster-
based permutation t-tests. None of the three pairwise comparisons revealed 
significant differences in the data at a 0.05 alpha level. For descriptive purposes, 
we include here the uncorrected t-maps (Figure 5.5A). It is noteworthy that 
anodal tDCS produced an increase in gamma power in individual voxels in 
the calcarine sulcus relative to cathodal tDCS, in regions close to the position 
of the occipital tDCS electrode. Furthermore, gamma power in voxels in the 
left angular gyrus appears reduced by anodal tDCS as compared to cathodal. 
37955 Marshall.indd   112 14-12-15   12:02
Linking cortical excitability to visual oscillations
113
5
Finally, both anodal and cathodal tDCS seem to increase gamma power in 
voxels in the vicinity of the right central sulcus as compared to sham tDCS.
We repeated this analysis for the alpha-band data. As for the gamma-band 
data, although all pairwise tests revealed differences in individual voxels at 
the (uncorrected) 0.05 alpha level, in no cases did cluster-based permutation 
statistics reveal significant differences between the different tDCS conditions at 
the whole-brain level. The uncorrected t-maps (Figure 5.5B) show differences 
in individual voxels in superior occipital and parietal cortex which are plausible 
locations for the generation of the alpha rhythm, and individual voxels in left 
frontal brain regions also show differences.
Figure 5.5, A, Uncorrected t-maps of differences between tDCS stimulation conditions in the gamma band. 
MNI axial slice coordinates 40, 16, -8, -32. Maps are thresholded at p < 0.05, uncorrected. B, As A, but for 
the alpha band. MNI axial slice coordinates 66, 36, 6, -24. Note; ‘A’ = ‘Anodal tDCS’, ‘S’ = ‘Sham tDCS’, ‘C’ = 
‘Cathodal tDCS’.
5.5 Discussion 
We provide here – to our knowledge – the first evidence that tDCS can be 
applied to stimulate the occipital cortex during concurrent measurement 
of whole-brain electrophysiological activity with MEG, and that expected 
oscillatory responses (gamma-band increase and alpha-band decrease to the 
presentation of a moving annulus at fixation) can be reliably measured during 
both anodal and cathodal stimulation. We further report that, to the best of our 
analysis, occipital tDCS was not observed to alter these oscillatory responses in 
a robust manner.
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One previous study has demonstrated that concurrent tDCS/MEG is feasible 
when using a motor-cortical montage (Soekadar et al., 2013). This study 
demonstrated in a small sample (N=5) that during a self-paced button pressing 
task pre-movement alpha-band desynchronisation and post-movement 
beta-band synchronisation (Pfurtscheller and Aranibar, 1979) were visible 
and comparable during anodal tDCS and tDCS-free recordings. This study 
complements and extends these findings. In a larger sample (N=19) we provide 
additional evidence of the possibility to record useable MEG data during tDCS 
stimulation, with both anodal and cathodal polarity. We further show that it 
is feasible to stimulate using a different montage with electrodes placed over 
Oz and Cz (Soekadar et al., 2013 used a C4 – Fp1 montage to stimulate left 
motor cortex), demonstrating the proof-of-principle that tDCS over occipital 
scalp regions can be used in the context of visual experiments. The difference 
in montages is not trivial. During typical MEG recording conditions the mean 
distance from Oz and Cz scalp sites to the MEG sensors is shorter than from 
sites C4 and Fp1 to the sensors due to larger number of sensors at the back of 
the helmet. This means that noise produced by the electrical stimulation will 
form a comparatively greater part of the signal and thus reduce total signal-to-
noise ratio (SNR). We show here that beamformer techniques can nonetheless 
separate the cephalic and extracephalic electromagnetic signals adequately.
Although numerous individual studies (Antal et al., 2004b; Accornero et al., 
2007; Medina et al., 2013; Peters et al., 2013; Makovski and Lavidor, 2014) 
have demonstrated tDCS-induced behavioural alterations on visual tasks, it is 
noteworthy that a recent meta-analysis found little evidence for reproducible, 
systematic effects of tDCS in the visual system (Horvath et al., 2014), whereas 
effects in the motor system were found to be robust and reproducible over a 
large number of studies. There are many possible reasons for this discrepancy. 
Firstly, the topology of the human cerebral cortex is highly complex and 
heterogeneous, both at a gross (eg, cortical folding) and a fine (eg, laminar 
structure) level. Properties such as skull thickness, scalp impedance and hair 
thickness may also vary greatly across different parts of the head. The result 
is that extrapolating from ‘tDCS is efficacious in region X’ to ‘tDCS will be 
efficacious at a comparable intensity in region Y’, is ill-advised at best. To best 
predict the efficacy of tDCS over different scalp sites in future studies, detailed 
subject models should be constructed that take these and other relevant 
parameters into account (Rampersad et al., 2014).
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It is further important to note that many of these studies used offline designs. 
In an offline tDCS study current is typically applied tonically for 5-30mins and 
the after-effects of stimulation are subsequently measured. In contrast, we 
attempted to measure online effects by having the subject perform the visual 
task while short blocks of tDCS were administered. The decision to use short 
2-minute blocks was taken specifically to avoid the buildup of tDCS after-
effects since there is evidence that several minutes of stimulation are required 
for an offline effect to build up (Nitsche and Paulus, 2000). However, we cannot 
preclude entirely the possibility that intermingled anodal, cathodal and 
sham blocks led to a complex interaction of online and subthreshold offline 
effects and preventing a sensible comparison of the experimental conditions. 
Including a stimulation-free ‘washout’ period between recording blocks may 
be a sensible precautionary measure in future studies to reduce this possibility.
An additional possibility is that we did not observe an effect of tDCS because 
the visual annulus stimuli produced a ceiling effect. Indeed, moving annulus 
stimuli are utilised in many human EEG and MEG experiments (Fries et al., 
2008; Hoogenboom et al., 2010; Scheeringa et al., 2011a) precisely because 
they produce such a strong gamma-band increase. However, in this study 
we used stimuli with 40% contrast. This is important as both gamma-band 
amplitude and frequency has been shown to increase with increasing stimulus 
contrast in human MEG (Perry et al., 2014; Hadjipapas et al., 2015). Thus, we 
can be relatively certain that increasing bottom-up drive from the visual 
stimulus would have further increased the amplitude and peak frequency of 
the gamma-band response, however tDCS did not produce these changes. 
We are not aware of results showing similar parametric modulation of alpha-
band desynchronisation as a function of stimulus contrast, so are not able to 
comment on whether a ceiling effect contributed to the null result in the alpha 
band. It is important to note that we applied both anodal and cathodal tDCS. 
Although a ceiling effect might explain the absence of a gamma-band increase 
from anodal tDCS, it would not necessarily explain the absence of a decrease 
during cathodal tDCS. This makes it unlikely that the absence of effects in this 
study is due to a ceiling effect.
A relevant feature of the present study is that the visual stimuli used have been 
consistently shown to produce band-limited gamma (Hoogenboom et al., 2006, 
37955 Marshall.indd   115 14-12-15   12:02
Chapter 5
116
2010; Fries et al., 2008; Scheeringa et al., 2011a). Recently a distinction has been 
made in the literature between band-limited and broadband high-frequency 
activity (Ray and Maunsell, 2011). The band-limited peak in the power 
spectrum generated by high-contrast moving stimuli may in fact be generated 
by relatively few spikes, provided that those spikes are highly synchronised, 
where overall increase in spike rates are more likely to result in a change in 
broadband high-frequency activity (Hermes et al., 2014b). Since tDCS is likely to 
alter resting membrane potentials in a polarity-specific manner (Rahman et al., 
2013), this may in turn lead to more or less spiking throughout a network, but 
not necessarily to the change in neuronal synchrony necessary to generate an 
alteration in the observed band-limited gamma response. Accordingly, future 
concurrent tDCS/MEG experiments in the visual system should investigate the 
effects of tDCS on the neuronal responses to a wider set of visual stimuli, since 
the broadband gamma response occurs following presentation of a wider set 
of visual stimuli than the narrowband response (Hermes et al., 2014a).
In conclusion, we provide here the first evidence that tDCS can be applied over 
occipital scalp sites during MEG measurement and that visual cortical oscillatory 
responses can be recovered from the data. This novel multimodal approach 
holds a great deal of promise for exploring the relationship between cortical 
excitability and neuronal oscillations in future studies. Furthermore, we did not 
observe effects of anodal and cathodal tDCS on visual oscillatory responses 
in the alpha and gamma frequency bands in response to a visual stimulus, 
leaving open questions of the magnitude of the direct, online effect of tDCS 
on cortical excitability and of the relationship between cortical excitability and 
visual oscillatory responses
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6 General Discussion
Optimal interaction with the environment requires efficient utilization of the 
brain’s limited processing capacity. In the context of overwhelming visual input 
to the eyes, this optimization problem is solved by the direction of voluntary 
attention to different parts of space and the inhibition of sensory input from 
outside the focus of attention. Mechanistically, this is achieved in part by 
neuronal oscillations. Slow-frequency activity in the alpha band is deployed 
under top-down control to actively inhibit task-irrelevant brain regions outside 
the focus of attention, and high-frequency gamma-band activity in response 
to stimuli in task-relevant areas is boosted, with greater synchronized activity 
resulting in an increased bottom-up drive to downstream areas in the cortical 
hierarchy. In this thesis I have demonstrated that the pattern of alpha and 
gamma oscillations subserving covert spatial attention is under top-down 
control of the dorsal attentional network, by demonstrating a key causal 
role for the FEF – the frontal node in this network – and also for the SLF – the 
white-matter tract that connects frontal and parietal network nodes within a 
hemisphere. I also showed that reward history produces qualitatively similar 
biases in visual cortical oscillations to those observed when directing voluntary 
attention. Finally, I provided initial evidence that a novel multimodal method 
– combined tDCS/MEG – can be used to explore the relationship between 
cortical excitability in the visual system and neuronal oscillations. Here I will 
provide succinct summaries of the main findings of each chapter, discuss their 
relevance with respect to wider literature, and outline my perspective on future 
work in this field.
6.1 Summary of findings
In chapter two I attempted to identify regions involved in providing the 
top-down control of neuronal oscillations in the visual cortex. I showed that 
a brain region in the superior frontal cortex – the Frontal Eye Field (FEF) – 
exerts a causal role on the attentional modulation of both anticipatory alpha 
oscillations and stimulus-induced gamma activity. Surprisingly, and in contrast 
to our predictions, inhibiting activity in the right FEF altered gamma-band 
modulation in the left hemisphere, and inhibiting both left and right FEF 
respectively attenuated alpha modulation in the right and left hemisphere. 
Inhibition of FEF and thus of visual oscillatory activity also produced transient 
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biases in reaction times to left and right hemifield targets. From this I conclude 
that the FEF plays a critical role in the top-down control of alpha and gamma 
oscillations, and that interhemispheric connections are important for this top-
down control.
In chapter three I investigated the structural connections within the dorsal 
attentional network and their relationship to subjects’ ability to engage control 
over the modulation of their alpha and gamma oscillations.  I showed that the 
medial branch of the superior longitudinal fasciculus (SLF) – a fronto-parietal 
white matter tract – played a key role in this top-down control. Individuals 
were better able to produce strong modulations of both alpha and gamma 
oscillations in the hemisphere where they also had a relatively larger medial 
SLF branch. In the case of gamma-band activity, this asymmetry also predicted 
the asymmetry in reaction time to targets in the left and right hemifields. SLF 
asymmetry further correlated with gamma-band activity in the frontal cortex 
in the vicinity of the FEF. The above suggests that structural connections within 
the dorsal network are crucial for engaging top-down control of alpha and 
gamma oscillations.
In chapter four I explored the relationship between reward and alpha- and 
gamma-band activity. I provided evidence that the reward histories of stimuli 
in the visual field impact alpha- and gamma-band activity in different ways. 
When a stimulus that was previously paired with a reward or with a punishment 
(ie, that acquired a value-salience) was used as a target in a visual attention 
task – even though that association was not task-relevant – this increased 
alpha lateralisation, and when the same value-salient stimulus appeared 
as a distractor alpha lateralisation was attenuated. In contrast, distractors 
specifically associated with negative outcomes produced increased gamma-
band activity. This is evidence that alpha and gamma activity are differentially 
sensitive to the reward properties of stimuli in the visual field, and that value 
salience impacts alpha activity in a manner strongly reminiscent of voluntary 
attention as demonstrated in previous chapters.
In chapter five I attempted to directly link cortical excitability to alpha and 
gamma-band activity. I demonstrated that tDCS can be used to manipulate 
cortical excitability while recording whole-brain activity with MEG, and that 
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expected oscillatory features (increased gamma-band activity and decreased 
alpha-band activity following presentation of an inwardly-moving annulus) 
can be recovered from the MEG data during concurrent anodal and cathodal 
current stimulation of the occipital cortex, and further showed that online 
tDCS of the visual cortex does not seem to produce changes in these oscillatory 
responses when applied in an ‘online’ fashion. This sets the stage for future 
work exploring the link between cortical excitability and neuronal oscillations, 
as – even though we did not demonstrate a direct link in this study – we did 
provide a technical proof of principle that such studies are possible despite 
large technical challenges.
6.2  The dorsal attention network exerts control over the power of alpha and 
gamma oscillations
In chapters two and three I provided direct evidence of a relationship between 
the dorsal attentional network (Corbetta and Shulman, 2002) and alpha and 
gamma oscillations in visual cortex using two different multimodal designs. 
By inhibiting activity in one node of the dorsal network with TMS and then 
measuring oscillations with MEG, I was able to show that both alpha and 
gamma power changed as compared to control conditions, and by quantifying 
the structural connections between frontal and parietal regions in both 
hemispheres I was able to show that differences in fiber tract volume predicted 
the specific pattern of alpha and gamma oscillations in a given subject. Thus, 
both the state of individual network nodes and the degree of connections 
between nodes are important for top-down control. These two studies offer 
converging insights about the neural basis of covert attention. They imply 
that a signal to shift voluntary attention is transmitted from the FEF, via the 
SLF to parietal and eventually to occipital cortex. This must occur within a 
few hundred milliseconds, as alpha lateralisation is observed in response to a 
spatial cue - which must itself be processed by the visual cortex and interpreted 
downstream - within 500ms (see chapter 3, figure 3.2A, and chapter 4, figure 
4.3).
The above findings draw together evidence from different imaging modalities. 
Human studies of the dorsal network have tended to rely on fMRI (Nobre et al., 
1997; Gitelman et al., 1999; Kastner et al., 1999; Corbetta et al., 2000; Hopfinger 
et al., 2000; Sylvester et al., 2007, 2009; Ikkai and Curtis, 2008; Wen et al., 2012), 
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which is insensitive to changes in oscillatory synchronisation that are not 
evident in the BOLD response. By combining different modalities I have been 
able to directly link the dorsal network to the oscillatory modulations commonly 
seen in covert attention tasks using EEG and MEG (Worden et al., 2000; Thut et 
al., 2006; Siegel et al., 2008; Handel et al., 2010), and provided further support in 
humans for the links between dorsal network nodes and visual cortical activity 
demonstrated in primates (Moore and Fallah, 2004; Premereur et al., 2012). 
Furthermore, since it is known that alpha activity produces phase-locked 
changes in neuronal spiking in sensory cortex (Haegens et al., 2011b), these 
results allow me to draw together a tentative causal chain from control signals 
in frontal cortex all the way to pulsed inhibition of spiking activity in visual 
cortex.
6.3 A tale of two hemispheres
An important theme in chapters two and three of this thesis is the role of 
interhemispheric connections and of hemispheric differences in responses 
to exogenous perturbation with TMS. In chapter two I demonstrated that 
inhibition of the left and right FEF altered alpha oscillations contralateral to 
stimulation. This suggests that a cross-hemispheric connection exists at some 
level of the visual cortical hierarchy, although my study was not able to 
elucidate the nature of this connection directly (see the discussion section of 
chapter two for some speculation on this front). I also showed that only TMS 
of right FEF boosted gamma modulation selectively in the left hemisphere, 
whereas TMS of left FEF did not affect gamma. This is evidence of hemispheric 
inhomogeneity; TMS in one hemisphere exerted an effect where TMS to the 
contralateral homologue region did not. In chapter three I provided evidence 
that the hemispheric asymmetry of SLF volume predicted individual ability 
to modulate alpha and gamma oscillations in each hemisphere, suggesting 
that trait-like structural connections shape the pattern of function within a 
hemisphere. Finally, I provide further indirect evidence of cross-connection, 
since frontal gamma asymmetry was also predicted by SLF asymmetry, but the 
sign of the correlation was opposite to the posterior gamma asymmetry. This 
suggests that SLF volume is related to the modulation of ipsilateral posterior 
gamma and also to modulation of contralateral frontal gamma, which in turn 
implies a cross-hemispheric connection.
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Primate studies of visual attention have tended to record from multiple 
recording sites within a single hemisphere (Premereur et al., 2012, 2013; Bastos 
et al., 2015), and it is not uncommon for articles to mention that recording sites 
were in the same hemisphere but not to specify the hemisphere (Buschman 
and Miller, 2007), or not to report the recording hemisphere in the text 
(Buschman and Miller, 2009; Gregoriou et al., 2009; Noudoost and Moore, 
2011a; van Kerkoerle et al., 2014). This is unfortunate given that several studies 
in humans have reported highly interesting interhemispheric differences in 
dorsal network function. For instance, TMS of left FEF has been shown to affect 
target detection only in the right hemifield, whereas right FEF TMS affects both 
hemifields (Grosbras and Paus, 2002, 2003; Duecker et al., 2013). Right FEF TMS 
has also been shown to change cortical sensitivity in bilateral V5 as measured 
by phosphene threshold, where left FEF TMS only changed sensitivity in 
contralateral V5 (Silvanto et al., 2006). Concerning parietal cortex; increased 
visual short-term memory (VSTM) load has been shown to produce load-
dependent BOLD increases in IPS, with right IPS activity reflecting VSTM load 
for all items in the visual field, and left IPS reflecting load only for contralateral 
memory items (Sheremata et al., 2010). Both left FEF and left IPS generate 
stronger contralateral biasing signals than their right hemisphere homologues 
(Szczepanski et al., 2010). Perhaps most strikingly, damage to right parietal and 
frontal brain regions can produce persistent spatial hemineglect (Mesulam, 
1999; Corbetta and Shulman, 2011) which is not typically seen after left 
hemisphere damage.
These studies, as well as the work reported in this thesis, suggest that interesting 
hemispheric differences exist between the right- and left-hemisphere portions 
of the dorsal attentional network. For this reason, a complete characterization 
of this network and its effects on oscillatory activity in visual cortex will 
necessitate acquiring data from both hemispheres concurrently in future 
human and primate studies, as well as investigating interhemispheric structural 
and functional connectivity within the network.
6.4 Reward and voluntary attention: A common mechanism?
In chapter four I showed that visual stimuli previously paired with rewards 
or with punishments (‘value-salient’ stimuli) altered attentional alpha 
lateralisation when subsequently presented as targets or distractors in a 
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lateralized attention task; value-salient targets increased alpha lateralization 
and value-salient distractors decreased alpha lateralization. This is particularly 
fascinating when considering that alpha decreases contralateral and increases 
ipsilateral to the direction of attention (Worden et al., 2000; Kelly et al., 2006, 
2009; Thut et al., 2006; Rihs et al., 2007; Handel et al., 2010). Voluntary direction 
of attention and reward history of a stimulus impacted on alpha in qualitatively 
similar ways. In chapter four we saw that attention-related alpha lateralisation 
and reward-related alpha lateralisation ‘superposed’, meaning lateralisation 
was strongest when reward and value-salience were aligned (when the value-
salient stimulus was the target), and weakest when they were in conflict (when 
it was the distractor). This is consistent with monkey data that show that reward 
and attention bias visual cortical activity in similar ways (Stănişor et al., 2013). 
Indeed, models have been proposed that tightly link voluntary attention and 
reward history (Awh et al., 2012).
In chapters two and three I provide evidence from two different perspectives 
that the dorsal attentional network provides top-down control over attentional 
modulation of alpha oscillations, consistent with previous work (Capotosto et 
al., 2009, 2012; Sauseng et al., 2011). This raises the intriguing possibility that the 
dorsal attentional network is also engaged by value-salient stimuli, producing 
both the attentional and value-based modulations observed in chapter four. 
The IPS has been shown to encode  reward history and may thus exert reward-
based biases on visual cortical activity (Serences, 2008), and subregions exist 
within FEF and IPS that are sensitive both to cues indicating the spatial location 
of a target, and to cues indicating that that target will be a threatening or 
neutral face (Mohanty et al., 2009).
The proposition that attention and reward are both under control of the dorsal 
attentional network generates a number of eminently testable predictions, 
many of which are optimally addressed by combining multiple imaging and 
neuro-stimulation methods in multimodal designs. For example, in chapter 
four we did not include neutral spatial cues as this would have increased 
overall experiment time. However, if value salience and voluntary attention 
both engage the dorsal network, this would predict that an alpha lateralisation 
would be observed if a value-salient target was presented, even when voluntary 
attention was not directed to one hemifield. Furthermore, I showed in chapter 
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two that TMS to the FEF inhibits contralateral alpha modulation in the context 
of a voluntary attention task. Perhaps a similar inhibitory TMS protocol would 
abolish the value-salience effect on alpha in a similar, spatially-specific way. 
A combined EEG-fMRI study using a combination of spatial cues and value-
salient stimuli could also be revealing, as this would make it possible to relate 
activation (indirectly measured via the BOLD response) of FEF and IPS to alpha 
and gamma lateralisation. Finally, since I showed in chapter three that the 
volume of frontoparietal white matters tracts predicts the magnitude of alpha 
and gamma modulation within a hemisphere, volume of the same tracts might 
also predict individual differences in the magnitude of the value-salience effect 
reported in chapter four.
Curiously, the overlap of value-salience and attention effects on alpha activity 
is not mirrored in the gamma band. Voluntary attention is known to increase 
gamma-band activity in areas processing to-be-attended stimuli (Müller et 
al., 2000; Fries et al., 2001; Koelewijn et al., 2013), including during lateralised 
attention tasks (Siegel et al., 2008). However, in chapter four I showed that 
gamma lateralisation was only altered by negative stimuli, and only when 
those stimuli were task irrelevant. In chapter two I also reported a difference 
between the effects of FEF inhibition on alpha and on gamma; the former was 
attenuated by TMS to both hemispheres whereas the latter was only affected 
by TMS of the right hemisphere. It appears that the relationship between 
gamma-band activity and the dorsal attentional network is more complex 
than the relationship with alpha. Perhaps – given its stimulus-driven nature 
– gamma-band activity is also influenced by the ventral attentional network 
believed to play a role in stimulus-driven reorienting (Corbetta and Shulman, 
2002). It may be that gamma activity is manipulated both directly by the ventral 
network, and indirectly by the dorsal network via its top-down control of alpha, 
given that alpha and gamma in visual cortex exhibit phase-amplitude coupling 
(Osipova et al., 2008), and the complex relationship between gamma and the 
manipulations reported in chapters two and four is a result of this dual influence. 
To resolve this picture it will be necessary to investigate the relationship 
between alpha and gamma oscillations directly via cross-frequency coupling, 
in the context of attention and reward manipulations.
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6.5 The next phase: Top-down control of power is not the whole story
Throughout this thesis I have consistently neglected an extremely important 
aspect of neuronal oscillations; namely phase. In all chapters of this thesis I 
have characterized the susceptibility to alpha and gamma power to top-down 
control and to manipulation by external factors. The implicit assumption is thus 
that ‘top-down control’, is synonymous with ‘top-down control of power’, and 
that any candidate mechanism for providing this top-down control will do so 
by causing an increase or decrease in power in a given frequency band. This 
picture is likely to be incomplete.
There is a substantial body of evidence supporting the notion that the phase of 
alpha oscillations produces changes in behavior and brain activity. Peristimulus 
alpha phase has been shown to predict the detectability of a stimulus presented 
near to detection threshold in both the visual (Busch et al., 2009; Mathewson 
et al., 2009) and tactile (Ai and Ro, 2014) domains. TMS-induced phosphene 
perception is also more probable at certain phases of the alpha cycle (Dugué 
et al., 2011) suggesting that alpha phase rhythmically modulates cortical 
excitability. Rhythmic presentation of visual stimuli at the alpha rhythm has 
also been shown to ‘entrain’ neural activity in visual cortex such that detection 
thresholds fluctuate in a rhythmic manner (Mathewson et al., 2012; de Graaf 
et al., 2013; Spaak et al., 2014), suggesting that the entraining input sets up an 
ongoing oscillation that produces pulses of inhibition. Transcranial alternating 
current stimulation (tACS) in the alpha range has been shown to produce 
rhythmic modulation of perception in the auditory domain (Neuling et al., 
2012). The power of visual gamma-band activity is rhythmically modulated 
by the phase of both cortical (Osipova et al., 2008) and thalamic (Roux et al., 
2013) alpha oscillations. Alpha phase also predicts the magnitude of the BOLD 
response to a visual stimulus (Scheeringa et al., 2011b), connectivity between 
visual regions in parietal and occipital cortex (albeit in the 7Hz band rather 
than the ‘classical’ alpha range) (Hanslmayr et al., 2013), and spiking activity 
in monkey neocortex (Haegens et al., 2011b). Alpha phase has even been 
suggested to provide a mechanism for prioritising simultaneously-arriving 
visual input into sequences via phase coding (Jensen et al., 2014).
A recent MEG study (Bonnefond and Jensen, 2012) provided remarkable 
evidence that – in a paradigm where the strength of a visual distractor was 
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predictably manipulated in a blocked design – visual alpha phase was 
dynamically adjusted in anticipation of a strong distractor, and the magnitude 
of this phase adjustment predicted subsequent response times. This implies 
a top-down control mechanism for not only the power but also the phase 
of alpha oscillations, that allows for the ‘blocking out’ of distracting stimuli 
by a pulse of inhibition when distractor timing is predictable. Such a control 
mechanism would require extreme temporal precision since the accumulating 
phase differential would have to be tracked over time and adjusted by a varying 
amount on a given trial (assuming some randomness in the ongoing alpha 
rhythm). In contrast, the modulations of alpha and gamma activity that I report 
in chapters two, three and four built up over a much slower timescale. One 
might therefore posit that separate ‘fast’ and ‘slow’ control mechanisms exist, 
that operate respectively by adjusting the phase and the power of the alpha 
rhythm, resulting respectively in phasic or tonic changes in active inhibition of 
a given region. I have provided evidence in this thesis that the ‘slow’ mechanism 
is instantiated at least partly by the dorsal attentional network. Future studies 
should search for the structures and mechanisms providing the ‘fast’ control. 
Although the conduction delay time between FEF and visual cortex is only 
8-13ms in monkey (Gregoriou et al., 2009), which is fast enough to engage a 
phase reset, other structures may provide this control. One possibility is that it 
relies on cortico-subcortical connections. The pulvinar nucleus of the thalamus 
has been shown to synchronise activity between different visual cortical areas 
in the alpha band (Saalmann et al., 2012). As this region is structurally connected 
to many cortical regions, it may be able to rapidly exert a widespread alpha-
phase reset across the entire visual cortex of the kind necessary for the effects 
reported by Bonnefond and Jensen (2012).
6.6  Oscillatory signatures of frontal control: What to look for, and how to look for 
it?
Despite conducting three different MEG studies attempting to investigate 
voluntary shifts of visual attention which must be under top-down control, 
and providing evidence in chapter two that this top-down control is at least 
partly achieved by the FEF, it is both notable and disappointing that no reliable 
oscillatory control signal from the FEF could be elucidated in this thesis. A 
plethora of evidence from fMRI and PET shows that voluntary shifts of visual 
covert attention produce changes in the haemodynamic signal recorded in 
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the FEF (Nobre et al., 1997, 2000; Corbetta et al., 1998; Kastner et al., 1999; 
Beauchamp et al., 2001; Woldorff et al., 2004; Mao et al., 2007; de Haan et al., 
2008; Ikkai and Curtis, 2008; Wen et al., 2012), and in chapter two I was able 
to use fMRI to robustly localize left and right FEF in individual subjects for 
targeting with TMS. This mismatch between fMRI and MEG is perplexing, but 
there are several possible explanations for it. 
Firstly, it is important to debunk the myth – pervasive in much of the cognitive 
neuroscience literature – that the BOLD response is co-extensive with ‘neural 
activity’, and thus that a contrast of BOLD activation maps above a given threshold 
of statistical significance represents a region ‘becoming activated’ (Singh, 2012). 
In fact, the relationship between the BOLD response, local field potential (LFP) 
and spike rate is highly complex and may not be constant across brain regions 
or across cognitive experimental conditions (Ekstrom, 2010). MEG and fMRI are 
simply different techniques for measuring signals produced by the brain, so 
differential sensitivity to aspects of these signals should not be unexpected.
Related to this, it is possible that the FEF does provide top-down control 
signals to visual cortex, but that these signals are simply not oscillatory in 
nature, or – more specifically – are not instantiated by a change in oscillatory 
power in a given frequency band. Although others have demonstrated 
beta-band activity in FEF (Buschman and Miller, 2009) and beta connectivity 
within the dorsal attentional network (Siegel et al., 2008), beta-power did 
not seem to be modulated by attention in any of the studies I report here. 
Since I consistently made use of time-frequency analysis based on the fourier 
transform, and frequency-domain DICS beamforming (Gross et al., 2001), my 
MEG analyses were optimized for detecting changes in band-limited power. 
A control signal could also be instantiated in an asynchronous increase in 
firing. Indeed, a combined ECoG / fMRI study has shown that BOLD activity 
in visual cortex more closely resembles the asynchronous component of the 
ECoG signal, rather than the synchronized firing patterns believed to generate 
neuronal oscillations observed in EEG and MEG (Winawer et al., 2013). Another 
theory posits that attentional control of visual cortex by the is achieved via 
glutamatergic feedback from FEF neurons that modulate firing rate of visual 
cortex neurons via axo-axonal connections (Harris and Thiele, 2011). This would 
also not necessarily predict a local oscillatory signature in FEF. 
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Even if the FEF produces a band-limited oscillatory top-down control signal, in 
the event that activity in left and right FEF is highly correlated – or if FEF and 
IPS activity are highly correlated - we may not have been sensitive to it. This is 
an inherent limitation to the beamforming approach (Van Veen et al., 1997), 
although modified beamformer methods exist to solve this problem (Dalal 
et al., 2006; Brookes et al., 2007). Because the BOLD response is so sluggish, 
the many fMRI studies showing FEF activation cannot provide evidence for or 
against the notion of correlated oscillatory activity in FEF. Although TMS studies 
frequently demonstrate dissociations between the effects of stimulating left 
and right FEF (Grosbras and Paus, 2002, 2003; Silvanto et al., 2006; Ruff et al., 
2008; Duecker et al., 2013) this is evidence of differential impact of FEF activity 
on distal regions, not of differential activity in FEF per se. Alternative source 
reconstruction techniques based on Minimum Norm Estimation (Hämäläinen 
and Ilmoniemi, 1994) – which do not assume temporally uncorrelated sources 
– in the frequency domain (Jensen and Vanni, 2002; Lin et al., 2004) may prove 
useful to address this question.
Finally, low signal-to-noise ratio (SNR) and/or insufficient statistical power may 
have prevented us from detecting a true, oscillatory, band-limited, uncorrelated 
signal. Practical constraints such as greatly varying head sizes and the necessity 
to be able to see a screen positioned outside the MEG dewar may have led to 
data being recorded with the subjects’ heads pressed up against the back of 
the MEG helmet and tilted downwards. This position obviously provides good 
SNR for posterior brain regions, and poor SNR for frontal structures such as FEF. 
It also unfortunately affords the subject greater freedom to move the front of 
his/her head, and increased movement is known to lead to spatial blurring of 
reconstructed sources and decreased SNR (Stolk et al., 2013). We may therefore 
simply be collecting MEG data in a way that is coincidentally optimal for 
reconstructing posterior alpha and gamma oscillations, and suboptimal for 
reconstructing frontal sources. Future work should attempt to optimize SNR 
for frontal sources considering both optimal positioning inside the helmet 
and reduction of movement during measurements. The latter problem can 
be greatly improved by use of subject-specific head-casts (Troebinger et al., 
2014b), which greatly improve SNR (Troebinger et al., 2014a).
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6.7  Combining stimulation and imaging to understand information routing in the 
visual cortical hierarchy
The brain exhibits at least some degree of functional specialisation, meaning 
different regions perform different functions, and the output of computations 
performed by neurons in a given brain region need to be made available 
to other brain regions. Thus, to understand brain function, it is essential to 
understand how information is routed in the brain. The barrage of incoming 
information from the senses creates a capacity problem as not all information 
can be processed simultaneously; thus information must be efficiently routed 
and prioritised. As mentioned above, this applies both within and across 
hemispheres and at all levels of the processing hierarchy from early sensory 
to higher-level cortex. Initial evidence from monkey recordings suggests that 
alpha/beta and gamma oscillations may be the basic mechanisms by which this 
information routing is carried out in the visual cortical hierarchy (van Kerkoerle 
et al., 2014; Bastos et al., 2015). Bastos and colleagues found that functional and 
structural connectivity describes a cortical hierarchy encompassing occipital 
(V1, V2, V4 and TEO), parietal (area 7A) and frontal (area 8) regions; these latter 
may be equivalent to IPS and FEF in humans, based on comparable patterns of 
functional activity revealed by fMRI (Hutchison et al., 2012; Babapoor-Farrokhran 
et al., 2013). Activity feeding forward in this hierarchy was mainly conveyed via 
the gamma band, and feedback activity by the 15-18Hz frequency band. Here I 
propose my own perspective on how these models can be extended.
In chapter five I provided the first evidence that concurrent tDCS/MEG can be 
used to study oscillatory activity in the visual system, by stimulating subjects 
over the occipital pole during performance of a simple visual task. Although I 
did not observe effects of tDCS stimulation on the oscillatory responses to the 
presentation of visual stimuli – and the only currently published concurrent 
tDCS/MEG study also failed to demonstrate an effect on the motor-related 
oscillatory signal (Soekadar et al., 2013) -  it would be premature to rule out an 
observable relationship between cortical excitability and neuronal oscillations 
at this early stage. Electric current has been shown to alter cortical excitability 
and thus neuronal functioning in both animal (Bindman et al., 1964) and 
human (Nitsche and Paulus, 2000) studies, and a recent meta-analysis of 
the latter found a statistically significant effect on motor cortical excitability 
in a sample of over 70 studies (Horvath et al., 2014). Indeed, tDCS effects in 
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the visual system have been demonstrated in a number of behavioural and 
neuroimaging studies (Antal et al., 2004a; Accornero et al., 2007; Medina et al., 
2013; Peters et al., 2013; Makovski and Lavidor, 2014).
Having demonstrated that MEG signal can be recorded from the whole brain 
in the presence of both anodal and cathodal tDCS, this sets the stage for a 
multimodal exploration of the visual cortical hierarchy. In a series of experiments, 
one could use tDCS to up- or down-regulate activity in a single node in this 
hierarchy, during performance of an attentional task, and concurrent with 
whole-brain recording with MEG. This would permit the tracking of oscillatory 
power in all network nodes simultaneously, as well as the connectivity between 
different network nodes in the alpha and gamma frequency bands, and the 
oscillatory coupling between alpha phase and gamma power within and 
across nodes. Taken together these could generate a complex, time-resolved 
picture of how incoming visual information is routed from primary visual 
cortex up through the cortical hierarchy, within and across hemispheres, and 
how top-down influences such as voluntary attention, as well as stimulus-
driven influences such as reward history, affect the behaviour of and interplay 
between nodes in this hierarchy.
This approach poses a number of technical challenges. For instance, human 
MEG may lack the spatial resolution to disentangle activity in V1 and V4, and 
tDCS is certainly not spatially focal enough to stimulate one of these structures 
without co-stimulating the other. However higher-level nodes in the hierarchy 
such as FEF and IPS are sufficiently spatially separate to avoid mixing of the 
MEG signals, and perhaps also to stimulate one node with tDCS without co-
stimulating the other (or at the very least, whilst more weakly stimulating the 
other). Thus, this highly novel multimodal approach offers the promise to study 
the visual cortical hierarchy by selectively, reversibly up- or down-regulating 
individual nodes and examining the consequences at the network level.
6.8 Conclusion
Interacting with a complex, overwhelming visual world requires the direction 
of attention to particular parts of space, and the brain achieves this by 
deploying alpha oscillations to create pulses of inhibition in task-irrelevant 
parts of visual cortex, and by increasing synchronisation in the gamma band to 
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more efficiently propagate task-relevant information to higher-order regions. 
In this thesis I elucidated a control structure that engages this process, namely 
the FEF, and demonstrated that the structural pathways that connect this node 
in the dorsal attentional network to the parietal nodes predict individual ability 
to modulate visual alpha and gamma. I have also demonstrated that alpha and 
gamma oscillations are not only modulated by voluntary attentional control, 
but also by stimulus properties; namely, the value associations of the stimuli 
which one is attempting to attend to or to ignore. This in turn widens the scope 
of the function that the dorsal network provides, suggesting that it may serve 
to modulate visual cortical responses as a consequence of both voluntary 
attention and of stimulus-value associations. Finally, I demonstrated that a 
novel combination of brain stimulation and electrophysiological measurement 
can be used to investigate the relationship between cortical excitability and 
visual cortical oscillatory activity, pointing the way towards future multimodal 
studies that can shed further light on the hierarchical control and manipulation 
of oscillatory activity in the visual system.
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Nederlandse samenvatting
Stel je voor dat je tijdens het spitsuur op een drukke weg in een Nederlandse 
stad fietst. Je deelt de weg met auto’s, voetgangers en andere fietsers, en 
dat vraagt veel van het visuele systeem van je hersenen. Je weet dat je recht 
vooruit moet kijken om te voorkomen dat je op andere fietsers botst, terwijl 
je tegelijkertijd ook aandacht over moet houden voor het verkeer links naast 
je. Rechts van je staan bomen en geparkeerde auto’s; daar hoef je maar weinig 
aandacht aan te besteden. Dit dynamische proces – je aandacht ergens op 
richten zonder ernaar te kijken – wordt ‘covert attention’ genoemd, en er is al 
vrij veel bekend over de hersenmechanismen die daar verantwoordelijk voor 
zijn. Kort gezegd, patronen van ritmische activiteit in de occipitale cortex – het 
achterste deel van de hersenen, waar informatie vanuit de ogen wordt verwerkt 
– veranderen van sterkte om zo andere gebieden in de cortex afwisselend te 
onderdrukken of te activeren. Oscillaties in de lage ‘alfa’ frequentieband (8-12 
Hz) nemen normaal gesproken af in sterkte in gebieden die relevante informatie 
verwerken – dus in dit geval verwachten we dat ze afnemen in de visuele cortex 
in de rechterhersenhelft, want die ontvangt de informatie uit de linkerkant 
van het gezichtsveld (waar het verkeer is) – en ze nemen toe in gebieden 
waar irrelevante informatie wordt verwerkt, in dit geval de linkerhersenhelft, 
waarin de informatie uit de oninteressante rechterhelft van de ruimte rondom 
je wordt ontvangen. Activiteit in de hoge ‘gamma’ frequenties (meestal 40-
100 Hz) daarentegen neemt over het algemeen toe in sterkte in gebieden 
die relevante informatie verwerken, dus voor onze hypothetische fietser 
zouden deze oscillaties toenemen in de rechterhersenhelft en afnemen in de 
linkerhersenhelft.
Waar veel onderzoek zich bezighoudt met het karakteriseren van wat er gebeurt 
wanneer covert attention verschuift, is de voornaamste vraag van dit proefschrift 
hoe deze veranderingen in neurale oscillaties worden gecontroleerd, en welke 
factoren dit proces beïnvloeden. De volgende mogelijke factoren komen aan 
de orde:
1. Wie heeft de leiding? Met andere woorden, welke hersengebieden 
functioneren als controlestructuren in dit proces?
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2. Hoe worden controlesignalen doorgegeven? Oftewel, via welke 
structurele verbindingen worden relevante controlesignalen 
verstuurd naar de visuele cortex?
3. Maakt het uit waarop de aandacht gericht is? Welke 
stimuluseigenschappen beïnvloeden deze ritmische patronen?
4. Maakt het uit wat de staat van de visuele cortex is? In het bijzonder, 
wat is de relatie tussen ‘cortical excitability’  (de kans dat een 
hersencel vuurt) en deze ritmische patronen?
In dit proefschrift rapporteer ik de resultaten van vier experimenten, die elk 
ontworpen zijn om een van deze vier vragen te beantwoorden.
In hoofdstuk twee heb ik getracht hersengebieden te identificeren die betrokken 
zijn bij de ‘top-down’ controle van neurale oscillaties in de visuele cortex. Ik 
heb laten zien dat een hersengebied in de bovenste frontale hersenkwab – 
de Frontal Eye Field (FEF) – een causale rol speelt bij de aandachtsafhankelijke 
modulatie van zowel alfa-oscillaties vóór het verschijnen van de stimulus, 
en gamma-activiteit in reactie op de stimulus. Verbazend genoeg, en in 
tegenstelling tot onze verwachtingen, veranderde het onderdrukken van 
activiteit in de rechter-FEF gammaband-modulatie in de linkerhersenhelft, en 
verminderde het onderdrukken van activiteit in de linker- en rechter-FEF alfa-
modulatie in respectievelijk de rechter- en linkerhersenhelft. Het onderdrukken 
van de FEF, en dus van visuele oscillatorische activiteit, veroorzaakte tevens 
kortdurende afwijkingen in reactietijden op target stimuli in het linker- en 
rechter gezichtsveld. Hieruit concludeer ik dat de FEF een cruciale rol speelt in 
het top-down reguleren van alfa- en gamma-oscillaties, en dat verbindingen 
tussen de hersenhelften van belang zijn hierbij.
In hoofdstuk drie heb ik gekeken naar de structurele verbindingen binnen het 
dorsale aandachtsnetwerk, en hun relatie met het vermogen van proefpersonen 
om controle uit te oefenen over de modulatie van alfa- en gamma-oscillaties. 
Ik heb laten zien dat de mediale ‘superior longitudinal fasciculus’ (SLF) – een 
frontaal-pariëtale bundel van witte massa – een belangrijke rol speelt bij deze 
top-down controle. Proefpersonen waren beter in staat om alfa- en gamma-
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oscillaties sterk te moduleren in de hersenhelft waar ze een relatief grotere 
mediale SLF hadden. In het geval van gammaband activiteit voorspelde 
deze asymmetrie ook de asymmetrie tussen reactietijden op targets in de 
linker- en rechter gezichtsvelden. SLF asymmetrie hing bovendien samen 
met gammaband activiteit in de frontale cortex in de nabijheid van de FEF. 
Het bovenstaande suggereert dat structurele verbindingen binnen het dorsale 
netwerk cruciaal zijn voor de top-down controle van alfa- en gamma-oscillaties.
In hoofdstuk vier heb ik de relatie tussen beloning en alfa- en gammaband 
activiteit onderzocht. Ik heb bewijs geleverd dat de beloningsgerelateerde 
geschiedenis van stimuli in het gezichtsveld een verschillende invloed heeft 
op alfa- en gammaband activiteit. Wanneer een stimulus die van tevoren 
geassocieerd was met een beloning of een straf (i.e., een stimulus met een 
zogenoemde ‘value-salience’)  de target was in een visuele aandachtstaak – zelfs 
wanneer die associatie niet relevant was voor de taak – nam alfalateralisatie 
toe, en wanneer dezelfde stimulus de distractor was nam alfalateralisatie af. 
Distractors die geassocieerd waren met negatieve uitkomsten daarentegen 
veroorzaakten een toename in gammaband activiteit. Dit is bewijs dat alfa- 
en gamma-activiteit verschillend reageren op de beloningsgerelateerde 
eigenschappen van stimuli in het gezichtsveld, en dat de invloed van value-
salience op alfa-activiteit sterk lijkt op bewuste controle van de aandacht, zoals 
ik in eerdere hoofdstukken heb laten zien.
In hoofdstuk vijf heb ik getracht een directe verbinding te leggen tussen 
cortical excitability en alfa- en gammaband activiteit. Ik heb laten zien dat 
tDCS gebruikt kan worden om cortical excitability te manipuleren terwijl 
activiteit uit het gehele brein gemeten wordt door middel van MEG, en dat de 
verwachte oscillatorische eigenschappen van het signaal (bijv. een toename in 
gammaband activiteit en een afname van alfa-activiteit na presentatie van een 
naar binnen bewegende annulus) herwonnen kunnen worden uit de MEG data 
gedurende anodale en kathodale elektrische stimulatie van de occipitale cortex, 
en verder dat tDCS van de visuele cortex geen veranderingen veroorzaakt in 
deze oscillatorische respons wanneer de stimulatie ‘online’ plaatsvindt. Dit legt 
een basis voor vervolgonderzoek naar de link tussen cortical excitability en 
neurale oscillaties, gegeven dat – ook al hebben we geen directe link gevonden 
in deze studie – we hebben laten zien dat zulk onderzoek in principe mogelijk 
is ondanks de grote technische uitdagingen die ermee samenhangen.
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Tezamen vergroten de studies die hier beschreven zijn ons begrip van de manier 
waarop de hersenen controle uitoefenen over alfa- en gamma-oscillaties in de 
visuele cortex, en zo optimaal gebruikmaken van de mogelijkheden om onze 
aandacht te richten op relevante onderdelen van een visuele wereld die ons 
anders zou overweldigen.
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