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The use of convexity theorems to obtain lower bounds and uniqueness 
results in not necessarily well posed first-order operational differential equa- 
tions is indicated for example in [l, 2, 31. Such results are based on various 
inequalities involving Ij 24 11 and its derivatives. By reduction to a first-order 
system such results carry over to second or higher order equations, but one 
expects more detailed estimates based on individual properties of the operator 
coefficients to lead to sharper and more varied results in general. In fact 
estimates for second-order operational differential equations are treated in 
more detail in [2]. The emphasis in these works is on problems which are 
not well posed, for example, on Cauchy problems for elliptic equations. On 
the other hand, for certain well-posed Cauchy problems Weinstein established 
various results of pointwise monotone growth and convexity in [4, 51 depend- 
ing on the initial data (see also [6]). W e will show in this paper in particular 
that some results related to those of Weinstein hold in norm for certain 
well-posed operational differential equations of the form 
ii + A(t) ti + B(t) II = 0 (.-g) (1.1) 
with initial data U(T) and C(T), 
t--f ii(t), t -+ A(t) G(t), and t + B(t) u(t) E Co(H), 
and A(t), B(t) unbounded closed densely defined linear operators in a Hilbert 
space H having possibly variable domains. We will concentrate on well-posed 
problems, but no attempt to be exhaustive will be made here; furthermore, 
there is very little intersection with [2]. The hypotheses are realizable and 
generally standard, but we will not always give examples. We mention in 
passing that other kinds of growth theorems for abstract problems can be 
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found in [7, 81. Section 2 gives a few general remarks about operators relative 
to (1. l), Section 3 is on growth theorems, and Section 4 deals with convexity. 
2. We will be concerned mostly with what will be called correct equations 
in a sense based on [9-111 and will define this with the stipulation that the 
hypotheses are not to be binding in Sections 3 and 4. Thus suppose, for 
example that B is semi-bounded below (i.e., Re (Bu, U) > - /3 1 u 1”) and 
write (1.1) as 
ii+Ati-p+(B+y)u=O 
for some y > /3; then assume B;l = (B + y)-l EL(H) where L(H) denotes 
bounded linear operators on H (occasionally the t will be omitted for con- 
venience in writing). We recall that if D is a closed densely defined maximal 
accretive operator then D1j2 and D*lj2 can be defined (see e.g., [12]), and 
thus we take square roots as a matter of course without specific hypotheses 
since we have a large class of operators to work with where this is allowed. 
Then, assuming everything makes sense, define ur = Btf2u, u2 = 6, and 
write (1.1) as 
it + B;'2K,,u = 0, 
(2.2) 
Here, since D(B,(t)) may vary a priori, we have assumed it is q112(t) which 
is differentiable in some sense (cf. [19]) with bounded derivative &1’2, and 
if B:‘“u = v then v’ is computed as follows. Write 
u’ = (B,9’ = fi;1/$ + B9j 
and thus if R(Z$1/2) C D(B:12) 
which leads to the above expression for K,, . Now forming scalar products in 
(2.1) with II, taking real parts, and integrating, one obtains 
1 u(t) I2 + 2 Re s” (B:“K,u, u) dt = 1 U(T) 12. 
T 
(2.3) 
Then if 1 Re (B~'2K,,u, u) 1 < c 1 u I2 one obtains by the Gronwall lemma 
(cf. [13]) a well-posedness inequality expressing continuous dependence of u 
(in several senses) on u(7). Thus a natural criterion for correctness or well 
posedness is the requirement that the elements of Bt12Ky + (B$‘$KJ*, 
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defined on some dense domains, extend by continuity to H as bounded 
operators. But this involves for example (i,dentifying the operators with their 
extensions) 
(a) B:“&,“’ + (B;‘2~~1’2)* EL(H) 
(b) B;” - B;“2 EL(H) 
(c) A + A* EL(H) 
(2.4) 
(recall that (B:‘2K,)* will involve the transpose matrix). Moreover (a) is 
automatically true when R(&,l/2) C D(B$‘2) (see [14]). Thus (b) and (c) of 
(2.4) give a fairly general criterion for correctness1 and although the estimates 
to follow do not use these conditions, we will usually allow only those esti- 
mates where they are not excluded. Thus for example if A is symmetric we 
will also assume it to be bounded. 
Next we recall that under a wide variety of hypotheses on A(t), t E [T, T], 
which one can group under the names hyperbolic or parabolic following [15], 
an evolution operator or continuous propagator U(t, S) generated by A(t) 
can be constructed satisfying (see [14-181): U,(t, S) w + A(t) U(t, s) w = 0 
for t > s and a suitable dense set of w in H, U(s, s) = I, (t, s) -+ U(t, s) is 
strongly continuous for 7 < s < t < T < co, U,(t, s) w - U(t, s) A(s) w = 0 
for t > s and another suitable dense set of w in H, and finally 
U(t, T) = U(t, s) U(s, T). If A(t) = A we are dealing with infinitesimal gene- 
rators of strongly continuous semi-groups and U(t, s) = exp - A(t - s). 
We record now the following lemma which is surely well known, but we 
have not seen it written down explicitly in this form. 
LEMMA 1. If A(t) is accretive in H for each t (i.e., Re (A(t) x, x) > 0) 
then Z(v) = jr U(t, s) v(s) d s e nes an accretive operator in L2(H) on d fz 
[T, Tl. 
PROOF. Define for example for v Holder continuous (parabolic ase) or 
v E Cl(H) (hyperbolic case), which are admissable classes for the following 
calculations (see [ 15]), 
I = Re (Z(v), v), (2.5) 
and observe that if y = Z(v) then 3 + A(t) y = v. Hence for t > T at least 
I=Re(yj9+A(t)y)=-$-$Iyla+Re(y,A(t)y). (2.6) 
1 Other versions are possible, see section 3. 
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This means, since Y(T) = 0, that Jr I dt >, 0; indead let T’ -+ T in 
I 
+ I Y I2 (7’) + 1’ 1 dt = k I Y I2 (T) + ST Re (y, 4) y) dt > i I Y la (T). 
7’ 7, 
(2.7) 
The relation can then be extended to any v ELM by continuity; evidently 
the result also holds whenever there is a dense set of v in La(H) for which the 
above calculations are valid, and this is treated in more detail in [19]. Q.E.D. 
Now we use the operators U(t, S) for some motivation. From (l.l), if 
A(t) generates a continuous propagator U(t, s) as above, we have 
ti + Z(Bu) = C(T). (2.8) 
Indeed multiply (1.1) with s as variable on the left by U(t, S) and it is easy 
to see that for t > s this is 
g ( w, s) G(s)) + U(t, s)B(s) u(s) = 0. 
Integrating from 7 to t - E and letting then E -+ 0 we obtain (2.8), since u(s) 
is continuous. This kind of formula has an interesting connection with the 
growth theorems of Weinstein cited earlier (see [4-61) which we use now for 
motivation. Thus let the solution of (1.1) with u(0) = T, zi(0) = 0 be given 
by u(t) = G,(t, 0) T, where Gr is a suitable operator (cf. [6, 13, 20]-an 
example is given below). Then (2.8) yields 
ti=($T= 
s 
t U(t, s) (- B(s)) G,(s, 0) T ds. cw 
7 
If now H is say L2(Q), x E Sz, and T, etc. are smooth enough so that point 
values make sense, then conditions of the form U(t, s) > 0, Gl > 0 (in 
suitable senses), B(t) = B commuting with Gr , and (- BT) > 0 all imply 
ti 2 0. For example in the case of an Euler-Poisson-Darboux (EPD) equation 
A(t) = K/t, B = - A, U(t, S) = (s/t)k, and for K = n - 1, Gi corresponds 
to the mean value measure p=(t) under convolution, where 
64, T) = & j- T4 
2#‘” 
u”=r(n/2)’ 
(2.10) 
n 1x1-t 
Clearly pa(t) is a positive measure and thus AT > 0 implies zi > 0, which is 
Weinstein’s result for this case derived in a different way; we assume here 
SJ = RN and no boundary terms arise. 
3. One would like to find similar growth results involving Q, where 
Q = I I( 12, depending perhaps on the initial data. More generally we will 
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consider f(t, Q) as a function of s = w(r), where w is a strictly monotone 
function of t (increasing or decreasing). Then f increases if 
fs = (l/4 (ft +fd) b 0. Th us if w increases (resp. decreases) one wants 
R =ft +fQQ b 0 (resp. < 0). (3.1) 
The example of [l] is f = log (e-ktQ), bu t we notice that if f = gQ or log (gQ) 
with g monotone then either a = g(Q + (g/g) Q) or a = (l/Q) (Q + (g/g)Q). 
Thus if g > 0 the criterion a > 0 (resp. a < 0) becomes 
R = Q + ($-) Q 3 0 (rev. < 0). 
When g = e-kt one has g/g = - K, whereas g = tQ implies g/g = q/t and 
h = g/g positive means g increases. 
It is more appropriate to make hypotheses on B, as before and thus we 
think of (1.1) in the form (l.l),: ii + Ali - yu + Byu = 0. Then we write 
(2.8) as (2.8),: 2i + Z(B,U - ‘yu) = C(T), for example, and this leads imme- 
diately to a useful observation. Indeed taking scalar products with u and real 
parts, we have 
( ) -$- 1 u I2 + 2 Re (Z&U), U) = 2y Re (z(u), u) (3.3) 
whenever ti(7) = 0. Consequently 
THEOREM 1. Let A(t) be accretive and generate a continuous propagator 
U(t, s) as above and let B,(t) = B, b e self-adjoint positive and independent 
of t with B:12 and U(t, s) commuting. If u is a solutiy of (1.1) with G(T) = 0 
it follows that 1 u I2 (t) < ct 1 u I2 (7) with ct = exp J, 2cy ds. 
PROOF. From (3.3) and Lemma 1, 
2 Iu I2 < 2~ Re(W, 4. 
But by Banach Steinhaus 11 U(t, s) II < c and hence 
lu12(t)~l~12(~)+2cy~tIu12ds. 
I 
The conclusion then follows from Gronwall’s lemma (cf. [13]). Q.E.D. 
This kind of result is of course standard, and we mention it primarily to 
show that certain well-posed problems do not automatically lend themselves 
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to conclusions of the type Q > 0; in fact Q(t) < Q(T) in the case y = 0. There 
is in fact no need for A(t) to generate an operator 2 in certain theorems of 
this type and a partially stronger result will be mentioned later in passing 
(Theorem 1’) to establish guidelines. 
Now take scalar products in (1. l), with ii, form the real parts, and integrate 
to obtain 
1 ti I2 (t) - j zi I2 (T) + 2 Re 1’ (Azi, zi) ds + 2 Re 1’ (B,,u, ri) ds 
= 74 u Ii- I 24 I2 (4. 
T 
(3.4) 
Next, assuming as in Section 2 that Bq1i2 (resp. BF-lj2) is differentiable 
with 
R(B;““) C D(Bt’“) (resp. JZ(B,““*) C D(B,*““)), 
that B:j2u (resp. BT1/2u) is differentiable, and further that D(B,,) C D(B,,*), 
we have for example 
(B$'*u,B;'~u)' = (ti,B,,u) + (B,*u,zi) + N(u) (3.5) 
N(u)= -(B, *1/2u, B;/2~,-1’2B;hu) _ (B~/2fi;f/2*B,*1/2U, B;/2u). (3.6) 
Another method of differentiating (u, B,,u) proceeds as follows (cf. [6]): Write 
(u, Bu)' = lim (LIZ@, B,u,) + lim (B,*u, , du/dt) + lim (ul , dB/dtu,), 
(3.7) 
where AZ = t, - t1 , t, + t, , u1 = I, etc., and we assume D(B,) C D(B,,*). 
If B, depends on t this involves an assumption D(B,(t)) = D for all t in 
order to handle the last term; however we do not have to assume B:j2u is 
differentiable. The last term can be written (dB*/dtu, , u2), and if B* is 
strongly C1 on D with derivative 8* then this tends to (8*u, u) as t, --+ t, T 
If B is also strongly Cr on D with derivative E? then obviously 
(B*x, y) = (x, By) for X, y E D, and hence (&*u, u) = (u, Bu). Conse- 
quently if D(B,) = D C D(B,,*) with B, and B,* strongly Cl on D then 
(u,B,,u)' = (z&I+) + (B,*u,zi) + (u,B,u). (3.8) 
If B, is independent of t it is only necessary to assume D(B,) C D(B,*). 
We observe now in particular that in case B is self-adjoint and independent 
of t with A(t) accretive we can compare with Theorem 1 and set 
&) = 1 ti I2 +(u,Bu) (= 1 ti I2 + I B;'2~ I2 -y I u I2 
when B:i2 is defined) and one has from (3.4) that p)(t) < T(T). 
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THEOREM 1’. Let A(t) be accretive and let B be self-adjoint independent of 
t. Then 
I zi I2 (4 + (~7 B4 (9 < I G In + (u, Bu) (4, 
and ;f ti(~) = 0 then (u, Bu) (t) < (u, Bu) (T). 
Thus (u, Bu) seems a natural quantity to estimate and in case B itself is 
positive Theorem 1’ gives a growth estimate on 1 B1i2u 1 (and also an estimate 
1 II j2 < C(U, Bu) (T) if R(W2) = H). For B = - A we would have a result of 
the form (u, du) 3 (II, AU) (T). More generally we have from (3.4) and (3.8) 
THEOREM 2. Let A(t) be accretive and B(t) symmetric with constant domain 
D C D(B*(t)) such that B and B* are strongly Cl on D. Then 
If (u, Bu) d 0 then p)(t) < ~(7) and if ti(T) = 0 in addition then 
(% Bu) (t) < (% Bu) (7). 
In general from (3.5) or (3.8) (with N(u) = (u, Bu)) we can estimate 
Re (ti, B,,u) as follows. First note that 
2 Re (ti, B,,u) = (ti, B,u) + (BY*u, 6) + ((B,, - BY*) u, zi). 
Then observe that if a discussion as in Section 2 is carried out for the case of 
(Btj2u)’ not defined, setting ur = II, u2 = ii, then condition (b) of (2.4) for 
correctness will be replaced by B, - BY* E L(H). Hence we suppose 
B,, - B,* = W = W, E L(H) as well (identifying an operator with its 
extension as before), and consequently 
2 Re (ti, B,,u) = (u, B,,u)’ - N(u) + (W,zc, ti). (3.9) 
Putting this in (3.4) with A(t) strongly accretive (i.e., Re (A(t) x, x) 2 E 1 x 12) 
gives 
jri~2-/ti/2(T)+2E~~~zi~2ds+Re(u,B~u)-Re(u,B~u)(~) 
7 
< Y I u I2 - Y I * I2 (4 + 1: Re N(u) ds + + s: (7 I h I2 + $ I u 12) 4
where the inequality ab < 4 (7a2 + (l/7) b2) has been used. Choose 71 so 
that cr7/2 < 2E and define now 9, = ) ii I2 + Re (u, Bu); then 
( ReN(u)+gIu/2)ds. (3.11) 
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Hence it makes sense to suppose as a general condition that 
Re (u, Bu) < T(T) - 1 ti I2 + P(u). (3.12) 
Next write (using (1.1)) 
& = 2 1 zi I2 - 2 Re (A& U) - 2 Re (Bu, u) (3.13) 
and assume for simplicity (# > 0) 
2 Re (4 4 < W) 8 + G(u) + 01 Ic 12, (3.14) 
with 01 restricted as below. Note if A is symmetric (in which case we assume 
it bounded) then 2 Re (Ati, U) = (Au, II)’ - (Au, u), while for A(t) = a(t) 
a function one has 2 Re (Ati, u) = a(t) 8. H ence (3.14) is realistic. Putting 
now (3.12) and (3.14) in (3.13), we obtain 
(j + I,@ 2 - G(u) - 2P(u) - 2&) + (4 - ct) 1 ti 12. (3.15) 
Consequently we require 01< 4 and G + 2P < 0, in which case there results 
& + I@ > - 29~(~), which leads to 
Q 3 Q(T) exp (- 1’ # ds) - 2947) l’ exp (- ,: $ A) 45 (3.16) 
7 7 
THEOREM 3. Suppose (3.12) and (3.14) hold with OL < 4 and G + 2P Q 0. 
Then if@~-) 3 0 and T(T) < 0 t f 11 E o ows that Q > 0. Similarly if the condition 
on G + 2P is replaced by the condition 
then R > 0 (see (3.2)). In particular if C(T) = 0 then Q(T) = 0 and y(T) = 
Re (u, Bu) (T) < 0 implies B > 0. 
For the EPD equation A = k/t means # = k/t and G = 0. For B(t) = - A 
a symmetric realization of - A in say L2(Q), Q C R”, or better in H-s(Q), 
we have also P = 0 (cf. Theorem 2). Then the sole hypothesis Re (T, d T) > 0 
(T = u(T)) implies s > 0. Of course symmetric realizations of - d in such 
spaces tend to satisfy Re (T, LIT) < 0 but AT = 0 at least works. Thus the 
situation is somewhat different than in the case of Weinstein’s pointwise 
results. In particular, lower semi-bounded, nonpositive, operators B (e.g., 
- A - e) are the best constant symmetric operators in this context for 
providing well-posed problems and monotone growth. We remark further 
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that one can write down many theorems whose conclusion is R > 0 on 
some (small) interval [T, F] (see (3.2)) by making suitable hypotheses on 
A and B and using continuity arguments and/or Gronwall’s lemma; details 
will be omitted here. One should note also that a standard reduction in 
ordinary differential equations is of a certain interest here. Thus let 
u -= o((t, T) z, where 0 is the evolution operator associated with the equation 
9 L i Ay = 0. Then (1.1) becomes formally 2 + Ez = 0 with 
E=B-&-$A? 
Various theorems similar to the above (simpler in appearance formally) with 
conclusion R > 0 can then be written down but we omit this. 
4. We look now at convexity. If f(t, Q) is to be convex in s = w(t) 
(w strictly increasing or decreasing) we want fSS 3 0, where 
d2f ~ = f [Cftt + 2f,tQ ffaaP l tfoc9 - g (ft +r,a,] ds2 
When f = loggQ, one has 
whereas if f = gQ then 
fs.=$[e:+++$Q-;(e+$Q)] 
Recall & is given by (3.13) and note that 
(4.1) 
(4.2) 
(4.3) 
(4.4) 
Denote the bracket in (4.2) by X = [ 1. Then using (4.4) and (3.13) we have 
- 2 Re (Ai, u) - 2 Re (Bu, u) (4.5) 
We define now H = j/g - g2/ga and suppose again (3.14) and (3.12). From 
(4.5) it then follows that 
X>HQ-;(~+$Q)-#&G-22P-2+)-ajti~2. (4.6) 
GROWTH AND CONVEXITY THEOREMS 517 
Similarly if Y is the bracket [ ] in (4.3), then 
+ (4 - cx) / zi 12. (4.7) 
One can then write down some natural conditions for X or Y > 0 and the 
corresponding convexity theorem. 
THEOREM 4. Let (3.12) and (3.14) hold and u satisfr (1.1) with 8 > 0. 
Ifpo()<O,~~Oand 
. . . 
(H--)Q-G-2P>O; -;-$20, (4.5) 
then X 3 0 and 1oggQ is convex. If p)(r) < 0, 01< 4 and 
( 
& _ ziij 
g 
,,)Q-G-2P>O; $+#>o, (4.9) 
then Y > 0 and gQ is convex. 
Weinstein’s convexity theorem for the EPD equation involves u pointwise 
convex in Pk under suitable conditions on U(T). In our case ~(7) = 0, 
B = - A, G = P = 0, and $ = k/t, we take w = P-8; then fi;l~ = - s/t 
and g can be taken equal to 1. Thus for 
for s > k, and (4.9) holds. We recall also that in this case Re (Au, u) > 0 
implies Q > 0, and hence both this and convexity in P8 for s > k are 
implied. As in Section 3 B = - A - E is again more natural in the present 
context. 
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