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Data Science and Computing Intelligence: Concept, Paradigm, and Opportunities
Abstract
The development of data science is valuable to clarify the theoretical boundary of data science, and
provides new possibilities and opportunities for the sustainable development of computing intelligence.
Meanwhile, the development of computing intelligence and the emergence of new intelligence paradigms
can offer new chance for applications of big data in various industries and fields. This paper discusses
the connotation of data science, the development of computing intelligence, the new intelligence
paradigm, and lists the key applications leading the development of data science and computing
intelligence. Furthermore, based on the discussion during the 667th Xiangshan Science Conference,
seven key problems of data science and computing technology are proposed, anticipating to attract
attentions of both researchers and applications in related fields, grasping the opportunity of the era, and
promoting sustainable development of data science and computing intelligence.

Keywords
data science; computing intelligence; big data; intelligent system; paradigm

Authors
CHENG Xueqi, MEI Hong, ZHAO Wei, WAH Wan Sang B, SHEN Huawei, and LI Guojie

Corresponding Author(s)
LI Guojie 1*
1 Institute of Computing Technology, Chinese Academy of Sciences, Beijing 100190, China
LI Guojie Born in 1943, received his Ph.D.in 1985 at Purdue University, USA.He was the director of the
Institute of Computing Technology, Chinese Academy of Sciences (CAS), and now is a professor of this
institute and a specially-appointed research fellow of the Science and Technology Think Tanks in
Institutes of Science and Development, CAS.He mainly engages in researches on parallel algorithm, high
performance computer, internet, and artificial intelligence.He has published more than 150 academic
papers, directed a series of projects such as building Dawning-1000 computer, and won the First Prize of
National Science and Technology Progress Award.He is a member of Chinese Academy of Engineering,
as well as fellow of The World Academy of Sciences for the advancement of science in developing
countries (TWAS). E-mail:lig@ict.ac.cn

This article is available in Bulletin of Chinese Academy of Sciences (Chinese Version):
https://bulletinofcas.researchcommons.org/journal/vol35/iss12/6

Bulletin of Chinese Academy of Sciences

No. 12

Citation: CHENG Xueqi, MEI Hong, ZHAO Wei, WAH Wan Sang B, SHEN Huawei, LI Guojie. Data Science and Computing Intelligence: Concept,
Paradigm, and Opportunities [J]. Bulletin of Chinese Academy of Sciences, 2020 (12): 1470–1481.

Data Science and Computing Intelligence: Concept, Paradigm, and Opportunities
CHENG Xueqi1, MEI Hong2,3, ZHAO Wei4, WAH Wan Sang B5, SHEN Huawei1, LI Guojie1
1. Institute of Computing Technology, Chinese Academy of Sciences, Beijing 100190, China;
2. Peking University, Beijing 100871, China;
3. Advanced Institute of Big Data, Beijing 100195, China;
4. American University of Sharjah, Sharjah 999041, The United Arab Emirates;
5. The Chinese University of Hong Kong, Hong Kong 999077, China

I

Abstract: The development of data science is valuable to clarify the theoretical boundary of data science, and provides new possibilities and opportunities for the sustainable development of computing intelligence. Meanwhile, the
development of computing intelligence and the emergence of new intelligence paradigms can offer new chances for
applications of big data in various industries and fields. This paper discusses the connotation of data science, the
development of computing intelligence, the new intelligence paradigm, and lists the key applications leading the
development of data science and computing intelligence. Furthermore, on the basis of the discussion during the
667th Xiangshan Science Conference, seven key problems of data science and computing technology are proposed,
anticipating to attract attention of both researchers and users in related fields, grasping the opportunity of the era,
and
promoting
sustainable
development
of
data
science
and
computing
intelligence.
DOI: 10.16418/j.issn.1000-3045.20201116005-en
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On the basis of the discussion at the 667th Xiangshan
Science Conference, this paper explored and summarized
four questions. ① In the absence of a rigorous definition and
consensus on the connotation and extension of data science,
how do we know the common laws of the data space that
reflect the objective world? What are fundamental questions
that data science needs to answer at both ontological and
methodological levels? ② How can we understand, test, and
evaluate the capability boundary of existing computing intelligence? Natural intelligence, such as human brains, complex social systems, and natural evolution systems, often has
more efficient “computational thinking” as well as more
concise intelligent deduction and decision-making than existing computing intelligence. Can we draw on natural intelligence to explore new paradigms of AI? ③ What are
leading applications that should be focused on in the discussion of data science and computing intelligence? Are new
intelligence paradigms good opportunities for solving complex social problems? ④ What are key scientific challenges
that we should focus on and what are critical problems that
we should solve with priority in the future development to
seize the opportunities of the time?
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Big data are very common in the information society and
are key resources for the digital economy. The big datadriven artificial intelligence (AI), which is represented by
deep learning, has achieved success in many industries and
fields [1]. Since this kind of AI is essentially derived from
computing power, it can be categorized as computing intel①
ligence . At the same time, big data is an important factor
for the success of this kind of AI, thus making this kind of
intelligence also called data-driven computing intelligence.
In this sense, data and intelligence are two aspects of the
same thing. Although big data and computing intelligence
have made progress in large-scale engineering applications,
the theoretical foundations and technical systems to support
the technical progress are still at the early stage. Currently,
the dividends of big data are gradually reducing, and the
single breakthrough of computing intelligence can hardly
provide sustainable support for big data-driven intelligent
applications. Therefore, it is urgent to deeply think about
fundamental issues of data science and computing intelligence and reconstruct the theoretical basis, so as to promote
the continuous improvement and leapfrog development of
technology and engineering applications.

______________________________________

Received: 2020-11-29
① Existing AI, whether it is rule-driven or data-driven, is supported by computational power. It is derived from computation in essence, so it is called computing intelligence in this paper to distinguish from the computational intelligence in the evolutionary computation field.
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1

Connotation of data science

1.1 Connotation of data science from the methodological perspective

1.2 Connotation of data science from the ontological perspective
Another connotation of data science that is worthy to be
explored is based on the ontological perspective, which considers data as symbols reflecting the natural world. Since the
natural world exists objectively and has common scientific
laws, the data space that reflects the natural world may also
have general laws independent of other fields. Therefore, data
science should “use scientific methods to study data” and also
have fundamental theories like “information theory.” Specifically, when the world is viewed as a ternary world consisting of the physical world, the machine world, and the
human society, new information technologies such as sensing, computing, communication, and control enable the ternary world to interact, integrate, and form a parallelized
(twin) complex data space. Does such a data space have
unique general laws besides mapping the physical world?
How do we use scientific methods to study the general laws
of data and reveal their intrinsic mechanism? These are fundamental issues in data science, for example, some constant
laws in data science (symmetry, golden section, and
long-tailed distribution) as well as uncertainty of big data,
generalized association of data, spatial-temporal evolution,
and data complexity in a more general sense.
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A popular view of what data science is all about is that it is
the fourth paradigm proposed by Turing Award winner Jim
Gray [2]. Specifically, it is a paradigm of data-driven scientific
research after experimental observation, theoretical deduction, and simulation. The basic idea of the fourth paradigm is
to view data as mappings of real-world things, phenomena,
and behaviors in the digital space and to believe that data
naturally imply operation laws of the real world. Further,
through data-driven and data analysis methods, data are used
as a medium to reveal scientific laws that phenomena contain
in the physical world. This is a connotation of data science
defined in a methodology-like perspective, namely that data
drives scientific discoveries.
The fourth paradigm separates data science from the previous three scientific research paradigms and brings revolutionary changes in scientific discovery and thinking. In the
words of Peter Norvig, director of research at Google, “all
models are wrong, and increasingly you can succeed without
them” [3]. Massive data allows us to analyze data directly and
discover new patterns, new knowledge, and even new laws
that could not be discovered by past scientific research
methods without relying on models and hypotheses [4]. A
typical example of the fourth paradigm is the study on causes
of Parkinson’s disease [5]. Through a big data analysis of 1.6
million medical records, researchers found that a cause of
Parkinson’s disease was related to human beings’ appendix.
This conclusion was obtained on the basis of the correlation
between the incidence of Parkinson’s disease and appendix
removal, which was analyzed by big data.
On the basis of big data analysis, the fourth paradigm can
discover a large number of correlations in the data, which
provides a new vision for scientific discoveries. However, it
is not possible to identify essential laws of things from a large
number of correlations by the fourth paradigm only. After the
discovery of the correlation between Parkinson’s disease and
appendix, some scholars, who were very committed to the
fourth paradigm, gathered more Parkinson’s disease patients
to thoroughly study their genes and investigate their living
environments and habits. The scholars tried to find some
commonalities. Then they studied the persons who also had
these commonalities but did not have Parkinson’s disease to
see what they did in common. If such commonalities existed,
it might be the solution to cure Parkinson’s disease. However,
the conclusion was unsatisfactory. A human body has many
organs, not only the appendix, and the living habits of people
with Parkinson’s disease are very complicated. Relying only
on the data-driven approach of the fourth paradigm to make
rambling correlation analysis not only consumes a lot of

computational resources but also cannot really predict future
trends and changes. Therefore, from the methodological
perspective, the fourth paradigm has inherent limitations in
revealing essential laws of things, and data science needs to
break through the fourth paradigm in terms of methodology.

1.3 Data science: a unification of methodology
and ontology in terms of the value realization objective of data
From what perspectives should data science be defined in
terms of its unique connotation and characteristics? It is
generally accepted that a discipline should be defined from at
least three dimensions: object of study, methodology, and
discipline goals. The connotation of data science should
include both ontological and methodological contents, as
well as its unique value realization objective (Figure 1). On
the basis of this perception, data science can be defined as
fundamental theory and methodology related to the realization process of data value chain. By using an integrated
method of analysis, modeling, computation, and learning, it
studies the transformations from data to information, then to
knowledge, and finally to decision-making, so as to realize
understanding and control of the real world [6]. The “three
transformations and one realization” are the discipline goals
of data science. The methodology to achieve this goal comes
from the integration of approaches of several disciplines,
including mathematics (especially statistics), computer science (especially AI), and social science (especially management).
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Figure 1 Connotation of data science: a unification of methodology and ontology in terms of the value realization objective of
data

1.4 Relationships between data science and related disciplines
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Unlike mathematics, physics, and computer science,
scholars have not yet formed a system and reached a consensus about the basic connotation and fundamental issues of
data science at present. However, the interdisciplinarity of
data science and value characteristics of big data has become
consensuses. We can refer to related disciplines to explore the
fundamental issues that attention should be paid to in the
current research on data science.
(1) Data science and statistics. With data as the object of
study, statistics is dedicated to collecting, describing, analyzing, and interpreting data [7], and provides an important
foundation and tools for data science. However, statistics also
faces many problems and challenges when dealing with big
data. For example, statistical assumptions are difficult to be
satisfied in complex big data analysis; the authenticity of data
and analysis results are difficult to be distinguished;
end-to-end big data inference lacks basic theoretical support.
Statistics cannot solve these issues at present [6]. Some of the
traditional strong assumptions that statistics relies on (such as
the independent and identically distributed assumption and
the low-dimensional assumption) are also not suitable to the
multi-source heterogeneous real data. Thus, although data
science has the same object of study with statistics, it has a
wider scope of research problems. For example, how should
data science identify the inherent common laws of data? Is it
possible to establish a theoretical system for data complexity?
What are the quantitative relationships of data size, data
quality, and data value? How do we describe the uncertainties
of big data at different levels?
(2) Data science and network science. Data science can
draw on the development of network science and use a similar approach to find common laws of the object of study [8].
Network science discovers common laws (such as power-law
distribution and small-world phenomena) exhibited by networks which exist widely in the physical world. This promotes its independent development from graph theory and
random graph theory and shifts its object of study from the

graph as a mathematical tool to the network as a physical
object. So, what are common laws of data in data science?
Are there two completely different data sets that have some
commonalities in the real world? On the one hand, it may be
unrealistic to find common laws in all domains at once, and
thus we can start from a few key domains and look for
common laws in some of the domains. On the other hand, the
search for common laws in data requires the ability to ask
appropriate fundamental questions, similar to those in network science regarding degree distribution, clustering coefficient, network diameter, network vulnerability, and network
airworthiness. At present, it is still not clear whether there are
uniform laws of data in different domains. Therefore, data
science still needs some time to explore in application domains, so as to draw something from domain knowledge and
then gradually discover laws and find commonalities.
(3) Data science and computer science. The origin and
development of data science cannot be separated from
computer science. However, the two disciplines may develop
independently in the future because of the difference in object
of study and research method. Simply, from the perspective
of object of study, computer science is the science of algorithms, while data science is the science of data. From computer science to data science, the research measures have
changed from the algorithmic complexity analysis in the
traditional computer field to the study on data complexity and
uncertainty. How do we compute data with nondeterministic
boundaries in finite time and space? What are the relationships of data complexity, model complexity, and model performance? How do we determine the amount of big data
required by solving a problem? Is it possible to develop a
theory that provides guarantees for upper and lower capability boundaries for big data-based computational models?
These are all questions that need to be addressed by data
science independently of computer science.
Data science is still at an early stage of development, and
its research methods should be distinguished from those of
traditional sciences. Data science is in the intermediate state
from “ignorance” to “science.” It is not yet a complete discipline, which has incomplete information and uncertain
environment. Therefore, data science cannot be considered
and treated as a traditional discipline. Instead, we should
redefine data science and reconsider fundamental issues that
attention should be paid to in data science in such an incomplete and uncertain environment.

2 Development of computing intelligence and
exploration of new intelligence paradigms
2.1

Development of computing intelligence

The concept of AI was proposed by McCarthy et al. in
1956, and its development was not very smooth. From the
perspective of the generation mechanism of intelligence,
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way is that we can try to develop an intelligence paradigm
that is different from the current computing intelligence, so as
to solve more complex and more general practical problems
in a more concise and efficient way.

2.2

Exploration of new intelligence paradigm

In fact, there are a large number of natural systems with
intelligence in nature. These natural systems have more
concise and efficient logical reasoning and self-learning
capabilities than existing AI systems, such as cerebral nervous systems, social systems, and natural ecosystems. So,
what is the intelligent model of natural systems? Can we
draw on the intelligent behavior in natural systems and formalize it to computable intelligence paradigms? In fact, four
kinds of intelligence paradigms have already made some
preliminary explorations in this aspect.

2.2.1 Brain-inspired computing
The human cerebral cortex has 14 billion–16 billion neurons and each neuron is connected to other 1 000–10 000
neurons. This allows human beings to develop a higher level
of intelligence than other species [12]. Brain-inspired computing is a new computing technology that draws on the basic
principles of the human brain to store and process information [13]. Compared with the computational model of traditional Turing machine, brain-inspired computing preserves
the structural correlation between computational units by
increasing the spatial complexity, so as to construct a
high-speed and novel computational architecture based on
neuromorphic engineering. The goal of brain-inspired computing is to construct a new high-speed “non-von Neumann”
computational architecture which can process complex
non-structural information in real time and has ultra-low
power consumption. The development of brain-inspired
computing may provide a new computational architecture
and strong computational power for data science to support
the development of artificial general intelligence [14]. At
present, brain-inspired computing is still at an early stage. We
need to further think about how to develop brain-inspired
computing without fully understanding the mechanism of the
human brain, and how to provide new ideas and paradigms
for scientific research based on such brain-inspired computing.
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many different theories of AI have been formed. These theories have drawn on each other, achieving a series of representative results. The early symbolic computation (based on
mathematical logic), evolutionary computation, support
vector machine, Bayesian network, as well as the deep
learning based on multi-layer neural networks, which has
achieved great success in industry currently, are all based on
Turing machine in terms of the essence of models [9] and
basically in line with the Church-Turing thesis [10], namely
that “every effective computation can be carried out by a
Turing machine.” In other words, existing AI models are
equivalent to the Turing computational model in essence, so
they can be classified as computing intelligence. On the basis
of the algorithm theory, computing intelligence is generally
computer-centered. It makes full use of computational properties of modern computers to provide formalized models and
algorithms for solving practical problems.
In the last decade, the application of big data, the improvement of computational power, and the development of
deep models have brought new opportunities for computing
intelligence. The combination of big data, strong computational power, and big models has greatly promoted the industrial application of computing intelligence. For example,
computing intelligence has achieved great success in humanmachine games represented by Go, machine translation, face
recognition, speech recognition, human-machine dialogue,
and automatic driving. It should be noted that while big data
promotes computing intelligence, its complexity and uncertainty also bring challenges to computing intelligence. Existing computing intelligence still cannot give satisfactory
answers in dealing with complex problems and systems in the
big data environment. We need to explore the capability
boundaries of current computing intelligence, and theoretically explore the types of problems that such intelligence can
solve. For example, by establishing the relationship between
deep learning and statistical mechanics [11], we try to answer
fundamental questions related to deep learning. ① In terms
of expressiveness, why is a multi-level model necessary and
how many levels of a model are reasonable? ② In terms of
model learning, how can rough objective functions be efficiently optimized? ③ In terms of generalization capability,
how do we transform computing intelligence from a special
purpose to a general purpose? How do we achieve
cross-domain, cross-task, and cross-modal generalization of
models?
The above fundamental problems will further be the key
“bottleneck” for the future development of computing intelligence. The reason is that the current computing intelligence
is driven by the engineering of big data, and the improvement
of its capacity mainly depends on the increase in data scale
and the growth of computational speed. If there is no scientific theory support of data, the big data-driven computing
intelligence is difficult to achieve an improvement from
quantitative changes to qualitative changes. Then another

2.2.2 Evolutionary intelligence

Learning and evolution are fundamental ways for creatures to adapt to the environment. Existing computing intelligence basically can learn from data, but does not pay
enough attention to evolutionary capabilities of intelligent
models. For example, human brains have evolved gradually
over millions of years. From this perspective, can existing
intelligent models automatically discover the optimal model
structure through evolution in addition to relying on artificial
design [15]? The traditional genetic algorithm is a basic evolutionary computational model [16]. There is still a long way to
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go from evolutionary computation to evolutionary intelligence and to realize the intelligence paradigm that enables
the automatic evolution of models. In the future, interactiondriven reinforcement learning and AI in open environments
are directions worth to be explored.

2.2.3

Simulation of complex systems

2.2.4

K
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There are a large number of complex systems in nature,
such as human social systems, natural ecosystems, and human immune system. From the perspective of control and
computation, a modeled complex system is an overall system
composed of many interacting and interdependent units.
Generally, in the absence of central control, this overall system can process complex information through simple operation rules, and further produce complex collective behaviors.
In addition, it can create self-growth and self-adaptive capabilities through learning and evolution [17]. Is it possible to
construct novel intelligence paradigms by modeling compositional characteristics and interactions of complex systems?
How can we generate predictable collective intelligence with
high complexity through the interaction among many simple
intelligent agents? Such intelligence paradigms might fundamentally change the upper intelligent limit of traditional
single intelligent agents.

Then, on the basis of machine-based computing intelligence, it is a key question how human beings, as a natural
system with intelligence, can participate in the system loop of
machine intelligence. Human-machine hybrid intelligence
needs to focus on thinking integration and decision integration [18]. Specifically, traditional human-machine interfaces
tend to be unidirectional. In the case of human-machine interconnection, how do human brains participate in the system
loop of machine intelligence? How can we simultaneously
make humans understand machine thinking and make machines understand human thinking so that thinking can interact closely? Currently, the theoretical basis and formalized
models of some tools for exploring the potential of thinking,
such as mind maps, thinking maps, and concept maps, are not
clear. Some novel brain-computer interface technologies
have developed rapidly [19], but they fail to understand the
intuition, consciousness, emotion, and decision-making
mechanisms of human brains. Perhaps, constructing effective
human-in-the-loop intelligent channels in technology is one
of the key problems that need to be urgently solved for current human-computer hybrid intelligence (Figure 2).

Human-machine hybrid intelligence

CN

With the development of the Internet, the Internet of
things, and the new generation of communication technology,
the ubiquitous interconnection of everything has become a
reality. In the future, a large number of physical devices,
unmanned systems, and human brains will be “online” and
“interconnected” through the ubiquitous network. In such an
environment, the human-machine hybrid intelligence of
①
human-in-the-loop has the basic physical conditions. At
present, the perception and cognitive ability of AI is basically
machine-centered computing intelligence relying on models
and data, so it is also called machine intelligence. Such machine intelligence performs excellently in storage, search,
perception, and solving deterministic problems, but falls far
short of human intelligence in advanced perception and
decision-making of complex problems. Although braininspired computing has achieved some progress, it is difficult
for machine intelligence to fully mimic and construct human
intelligence or other natural intelligence in the foreseeable
future. In another way, if human intelligence is introduced
into the system loop of machine intelligence, this will fully
integrate the advantages of human intelligence and machine
intelligence, thus forming a higher level of intelligence. In a long
period of time in the future, this human-machine hybrid intelligence may be an effective way to solve complex problems.

Figure 2

2.2.5

Novel human-machine hybrid intelligence paradigm

Summary

On the basis of the existing Turing-equivalent computing
intelligence, the research of the above four intelligence paradigms has more or less introduced some mechanisms of
human intelligence or natural system intelligence, thus injecting new vitality into the development of intelligent systems in the future. However, these intelligence paradigms
still have many fundamental problems in formalizability,
computability, and constructability. If these paradigms are the
new intelligence paradigms in the future, are they still
Turing-equivalent? These relevant questions deserve to be
explored in essence. Data are the bridge linking human society, physical world, and machine world. Meanwhile, data

______________________________________

① It is also called the human-machine cooperation system, namely that human intelligence and machine intelligence forms a closed-loop system and interact
with each other.
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are symbolic mappings of human society and physical world.
Thus, data are basic approaches to explore and realize the
above novel intelligence paradigms. The basic theory of data
science improves the quality and efficiency of the current
data-driven computing intelligence and provides theoretical
support for the research of new intelligence paradigms in the
future.

3 Applications leading research of data science and computing intelligence
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The development of data science, a practical discipline, is
driven by practical needs and technical applications. With the
development and integrated application of perception, computation, communication, and control, the human–
cyber–physical ternary world is highly integrated and a
networked big data system is formed online. It contains all
kinds of data connected by the Internet and the Internet of
things. It is a highly complex system, which continuously
evolves dynamically and has strong uncertainties, becoming
a “system of systems.” It is a spatial carrier of smart cities,
smart manufacturing, and healthcare, and also provides important data resources for scientific and intelligent development of national security, social governance, and digital
economy. As mentioned above, this realistic big data system
has the characteristic of human-in-the-loop in addition to
high complexity and strong uncertainty. The research and
application of this realistic system may bring opportunities
for the theoretical and technical development of data science.
The study of the typical scenarios of this complex system will
not only help to reveal the basic laws of data but also may
guide the research of novel intelligence paradigms in the
future. There are four typical application scenarios as
follows.
(1) Social cognition based on nondeterministic data. In
social systems, the data that we collect always deviate from
practice. A large amount of false and nondeterministic contents are mixed in these data [20]. How to perform social
cognition based on such incomplete and nondeterministic big
data is a challenge. Specifically, social cognition includes
truth and falsity judgment, calculation of social psychology,
and determination and guidance of public opinion. One of the
major keys to social cognition based on nondeterministic data
is how to make assumptions and models for a large amount of
complex nondeterministic data and how to establish the
correlation between individual behaviors and collective social cognition in complex social systems. Evolutionary intelligence and simulation of complex systems may be the
breakthrough to solve these problems.
(2) Collective intelligent decision-making based on open
environments. The Internet has greatly facilitated the interconnection of information, knowledge, and wisdom. In the
Internet, many complicated problems have been solved by

collective intelligent decision-making, such as crowdsourcing computing and human-centered computing. So, on the
one hand, how should we design or improve interaction,
integration, and feedback methods of individuals within the
collective intelligent decision-making [21], and further enhance the upper limit of collective intelligent decisionmaking of the Internet by artificial collective intelligence? On
the other hand, from the perspective of computers, how
should we use or simulate the collective intelligent decisionmaking of humans to solve some complex decision-making
problems? Considering the evolution of intelligent systems
and the simulation of complex systems, we think the modeling of single intelligent agents and complex interactions
between intelligent agents may be a possible solution to
complex problems in the future.
(3) Wise information technology of med based on humanmachine integration. Wise information technology of med is
an emerging field in which many disciplines such as medicine, computer science, and public health intersect. With the
popularization and development of information technology, a
large amount of data (such as electronic medical records and
petabytes of genetic data) has been produced in the medical
field, and many application requirements related to wise
information technology of med are generated. How can people provide auxiliary decision-making support for disease
diagnosis on the basis of patients’ electronic medical records
and clinical images? How can people predict diseases in
advance with human genetic data to provide help for the early
detection of diseases and prediction of birth defects in newborns? It should be noted that wise information technology of
med requires strong reliability. However, current AI cannot
replace doctors. A good way is the novel intelligence paradigm with humans (doctors) in the loop. Such a humanmachine hybrid approach allows machine intelligence and
human intelligence to complement each other. It enables
healthcare to move from the traditional “decision-making by
individual experience” to a new model of “intelligenceauxiliary decision-making,” further bringing new possibilities for reforming the medical system.
(4) Major public security issues and social governance.
Major public security issues refer to the problems which have
serious influences on the stable environment required by
citizens and society. Public security issues involve multiple
complex factors, including human society, natural environment, and emergencies. These are typical complex application problems of human-in-the-loop. People urgently need to
apply big data to predict them and to make early warning,
prevention, and control. With the COVID-19 pandemic as an
example, big data analysis and human-machine hybrid intelligence provide help for solving many complex humanin-the-loop problems such as trend prediction of the disease,
investigation of transmission chains, rumor tracing, and intent judgment, so as to support accurate prevention and control for the disease.
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4 Critical issues of data science and computing intelligence

Correlation and causation of big data

In many scenarios, the data required by solving a problem
are massive and fluid, or even infinite, making their boundaries unable to be determined. For example, practical automatic driving technology should be effective in any
environment and on any road. Ideally, we should train automatic driving models continuously by collecting massive
data, so as to improve automatic driving. However, the
problem is that in practice we cannot collect and process all
the data with limited spatial and temporal resources. Existing
automatic driving basically learns and is trained in a limited
laboratory environment or on fixed roads with the aim to
realize automatic driving in any environment and on any
road.
We suggest the following key research directions in the
future: For the above data with uncertain boundaries, how
much data size is sufficient for the problem? What kind of
data sampling mechanism can guarantee the approximation
to the overall data distribution? In other words, how should
we process the data with uncertain boundaries under the
condition of limited spatial and temporal resources?

K

4.1

4.3 Computation of infinite data under finite
space-time constraints

I

The development of data science will help us clarify theoretical boundaries of data science to provide new possibilities and opportunities for the continuous development of
computing intelligence. At the same time, the development of
computing intelligence and the emergence of new intelligence paradigms will also provide new opportunities for the
application of big data in various industries and fields. In this
section, from the basic connotation and boundary of data
science, new intelligence paradigms and intelligence capability testing, evaluation systems and sharing utilization of
data, we extracted seven key issues in data science and
computing intelligence on the basis of the discussion at the
667th Xiangshan Science Conference, so as to get the common attention of researchers in related fields. As a result, we
can grasp opportunities of the time and promote the continuous development of data science and computing
intelligence.

increase in data size or parameters of the model. For a given
specific issue, how much data or what kind of complex
models do we really need to obtain a valid solution? Is there
an end or a limit to the improvement of a complex model’s
determination capability? What is the relationship between
data size and model complexity? These questions may be
determined by experience in engineering applications of big
data. However, their connotations and laws should be clarified in the research of data science.
We suggest the following key research direction in the
future: from the theory of data science, providing the relationship between data complexity, model complexity, and
model performance (upper and lower bounds or asymptotic
theory), so as to lay a foundation for scientific research and
efficient applications of big data. It is difficult to give a
common fundamental theory of data science for all fields.
Thus, researchers can consider exploring from certain important fields or typical problems first.
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Causation means that one variable causes another variable
to occur. Correlation means that when one variable changes,
another variable also changes regularly. Generally, causations
are always correlations, while correlations are not necessary
causations. Big data allows people to seek a wide range of
correlations. Mayer-Schönberger [22] even states that the
biggest change in the era of big data is to abandon the desire
for causations and focus on correlations. Correlations have
indeed led to great success in business and practical applications, but this success should be viewed with caution from a
scientific perspective. From a scientific research perspective,
is correlation research a new scientific development that can
replace causal analysis, or is it a complement to causal analysis? From the perspective of practical applications, can
correlations mined from data be regarded as approximate
causations to help people make predictions or decisions?
Scholars have different or even opposite views on these
questions.
We suggest the following key research directions in the
future: the extent to which correlations can approach causations; the boundaries of correlations and causations; whether
causations can be inferred from correlations by counterfactual inference; how to ensure conclusions of big data analysis
are reliable.

4.2

Complexity problems of data science

In computer science, the computational complexity of
algorithms is a fundamental issue, including temporal complexity and spatial complexity. In contrast, data science needs
to explore the complexity of data and models in addition to
studying computational complexity. In data science, the
performance of a model cannot be improved only by the

4.4 Novel intelligence paradigms in a complex environment with strong uncertainties

Big data space integrates the human–cyber–physical ternary world, and its interaction and operation are extremely
complex. The cross-domain and high-dimensional sparse big
data in complex systems have strong uncertainties in terms of
the spatial and temporal distribution as well as value laws. In
such a complex environment with strong uncertainties, can a
novel formalized and computable intelligence paradigm be
formed? If such an intelligence paradigm exists, does it still
need to be driven by large-scale data? Existing brain-inspired
computation, evolutionary intelligence, and simulation of
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of the quality, diversity, complexity, uncertainty, and value
density of data. Such evaluation indexes enable researchers in
different fields to have a common discourse system on data
and facilitate continuous scientific research with data as the
object of study.

4.7

Dependable data sharing and circulation

Big data is the research foundation and the object of study
in data science. The development of data science cannot be
separated from good governance of data and the construction
of big data infrastructure environment. One of the major
challenges is dependable data sharing and circulation. Unlike
traditional commodities, data can be copied and used infinitely, which thus makes data lose its circulation value.
We suggest the following key research directions in the
future: Data supply and utilization are two key aspects to
ensure effective and secure data sharing and circulation with
technologies. ① In terms of data supply, we can consider a
limited supply of data and issue limited data by some methods. For example, we can add protection mechanisms to the
tools that use data, so as to realize the paid service of data. We
can use blockchain technology [24] to ensure that data are held
unilaterally. ② In terms of data utilization, we need to use
data in a bounded way to ensure that the data utilization does
involve users’ privacy. Specifically, we can use cryptography
and federated learning [25] to encrypt the transmission of data
while guaranteeing privacy. We take confirming data types or
relationships, rather than acquiring data, as the primary way
to utilize data. The sharing and circulation of data is the basis
of open research. We expect more people to focus on the
research of technical means of data openness in the future.
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complex systems still rely mainly on the computing power of
computers, and the intelligence paradigms that can break
through the boundaries of the computing power of computers
should be further explored in the future. The human-machine
hybrid intelligence with human-in-the-loop is a possible
development direction. Its goal is to integrate human intelligence and machine intelligence, so as to realize
human-machine hybrid intelligence through organic
integration.
We suggest the following key research directions in the
future: construction and models of intelligent channels between humans and machines (the brain-computer interface
technology and the thinking integration paradigm, which
have been developing rapidly in recent years); exploring what
the main features of this new type of intelligence paradigm
are, whether it is Turing-equivalent, whether it is an improvement or a disruption of current computing intelligent,
what the role of data science is in this process. The study of
these open questions will bring new perspectives and opportunities for data science and computing intelligence.

K

4.5 Artificial general intelligence tests other than
Turing test
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The Turing test is a generally accepted guideline for testing AI in the early time. It tests the intelligence of a machine
by questions and answers between the tester (a human) and
the testee (the machine) in an isolated situation [23]. It is a very
clever thinking experiment, but not an engineering experiment. The three characteristics of the Turing test, i.e., open
questions, open testers, and open languages, make the realization of a truly repeatable Truing test difficult. However, an
important criterion in the general computing intelligence
design is that evaluation methods are repeatable and valid.
We suggest the following key research directions in the
future: exploring more scientific and more valid general
testing methods of AI beyond the Turing test; exploring repeatable and valid evaluation criteria of intelligence in addition to those with humans as the standard answer and
reference system.

4.6 Classification system and evaluation indexes
of data not related to specific fields

The data in the research of data science usually come from
different fields. The types, completeness, and laws of data
vary much in different fields. We cannot talk about data science only aiming at data from a specific field but should
establish a common system and a unified measure for data
from all fields. In other words, we should classify the big data
from different fields in a scientific field-independent way and
establish cross-domain and generalizable evaluation indexes
and systems of data.
We suggest the following key research direction in the
future: defining uniform evaluation indexes for data in terms

5 Prospect: developing research on the fifth
paradigm

In the past decade, the fourth paradigm has received increasing attention as a new paradigm for scientific research
with the continuous increase in the available and accessible
big data. Meanwhile, it has also shown many shortcomings,
such as uncertainty, complexity, curse of dimensionality, and
scale boundaries of data. Currently, the major problems faced
by network science, brain science, and social science are
extremely complex and dynamically changing. These problems cannot be solved with simple experiments (the first
paradigm) as classical physics, theoretical deduction (the
second paradigm) based on axioms and hypotheses, modelbased computer simulations (the third paradigm), and datadriven correlation analysis (the fourth paradigm). Thus, scientists have begun to seek a new paradigm of scientific research that is closer to the nature of data and intelligence and
can more effectively understand the complexity and uncertainty. Currently, the methodology of this new scientific
discovery has not reached a consensus. Generally, this new
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with the human-in-the-loop. Currently, it is difficult to give a
clear definition of “the fifth paradigm.” Perhaps in the next
10–20 years, the characteristics of “the fifth paradigm” will
be clear, and it may become one of the mainstream paradigms
of scientific research.
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paradigm of scientific research is the immersive embodied
research with intelligence as the object of study, and we call it
①
“the fifth paradigm” for the moment . Based on the ontological understanding of data science, we guess that “the fifth
paradigm” will take data as the object like the fourth paradigm. The difference is that “the fifth paradigm” focuses
more on the interaction among humans, machines, and data
and emphasizes the integration of human decision-making
mechanism and data analysis. It reflects the organic integration of data and intelligence. “The fifth paradigm” emphasizes the ontological perspective of data, and believes that
data contain the laws of natural intelligence and are carriers
as well as products of novel intelligence. It expects to break
through the capability boundary of existing computing intelligence and to construct novel intelligence paradigms with
the help of natural intelligence while realizing data-driven
intelligence.
At present, the exploration of “the fifth paradigm” is still
at the early stage, and its basic characteristics cannot be
summarized from the methodological perspective. However,
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methods emerging from the frontier research such as statistics, network science, and brain science. The third paradigm
and the fourth paradigm both use computers. The third paradigm uses human brains and computers with human brains as
the major one. The fourth paradigm uses computers and
human brains with computers as the main character. “The
fifth paradigm” emphasizes the “organic integration” of
human brains and computers. In addition, it may further draw
on computational and decision-making mechanisms from the
social system and the human brain system, thus placing
greater emphasis on formalized modeling and computational
integration of human beings and society in the scientific
research loop.
The development of data science and computing intelligence has given rise to “the fifth paradigm.” The development of “the fifth paradigm” cannot be separated from the
enrichment of the connotation of data science and the
breakthrough of capability boundaries of computing intelligence. From the perspective of the object of study, “the fifth
paradigm” involves the scientific research expanding from
the physical world and human society to the human–
cyber–physical ternary space. In terms of research objectives,
“the fifth paradigm” aims at not only the traditional scientific
discovery but also the exploration and realization of intelligent systems. From the perspective of study methods, “the
fifth paradigm” emphasizes immersive embodied research
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