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Abstract 
 
 
While a PhD student in Dr. Gabor Marth's laboratory, I have had primary responsibility for two 
projects focused on using RNA-Seq to measure differential gene expression. In the first project 
we used RNA-Seq to identify differentially expressed genes in four yeast species and I analyzed 
the findings in terms of the evolution of gene expression. In this experiment, gene expression 
was measured using two biological replicates of each species of yeast. While we had several 
interesting biological findings, during the analysis we dealt with several statistical issues that 
were caused by the experiment's low number of replicates. The cost of sequencing has decreased 
rapidly since this experiment's design and many of these statistical issues can now practically be 
avoided by sequencing a greater number of samples.  
 
However, there is little guidance in the literature as to how to intelligently design an RNA-Seq 
experiment in terms of the number of replicates that are required and how deeply each replicate 
must be sequenced. My second project, therefore, was to develop Scotty, a web-based program 
that allows users to perform power analysis for RNA-Seq experiments. The yeast project resulted 
in a highly accessed first author publication in BMC Genomics in 2011.  
 
I have structured my dissertation as follows: The first chapter, entitled General Issues in RNA-
Seq, is intended to synthesize the themes and issues of RNA-Seq statistical analysis that were 
common to both papers. In this section, I have discussed the main findings from the two papers 
as they relate to analyzing RNA-Seq data. Like the Scotty application, this section is designed to 
be "used" by wet-lab biologists who have a limited background in statistics. While some 
background in statistics would be required to fully understand the following chapters, the essence 
of this background can be gained by reading this first chapter.  The second and third chapters 
contain the two papers that resulted from the two RNA-Seq projects. Each chapter contains both 
the original manuscript and original supplementary methods and data section.   
 
Finally, I include brief summaries of my contributions to the two papers on which I was a middle 
author. The first was a functional analysis of the genomic regions affected by mobile element 
insertions as a part of Chip Stewart's paper with the 1000 Genome Consortium. This paper was 
published in Plos Genetics.  
 
The second was a cluster analysis of microarray gene expression in Toxoplasma gondii, which 
was included as part of Alexander Lorestani et al.'s paper, Targeted proteomic dissection of 
Toxoplasma cytoskeleton sub-compartments using MORN1. This paper is currently under 
review.  The yeast project was a collaborative effort between Jesse Gray, Michael Springer, and 
Allen Costa at Harvard Medical School, Jeffery Chuang here at Boston College, and members of 
the Marth lab. Jesse Gray conceived of the project. While I wrote the draft for the manuscript, 
many people, particularly Gabor Marth, provided substantial guidance on the actual text. I 
conceived of and implemented Scotty and wrote its manuscript with only editorial assistance 
from my co-authors. I produced all figures for the two manuscripts. Chip Stewart provided 
extensive guidance and mentorship to me on all aspects of my statistical analyses for both 
projects. 
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Introduction  
While a PhD student in Dr. Gabor Marth’s laboratory, I have had primary responsibility for two projects 
focused on using RNA-Seq to measure differential gene expression.  In the first project we used RNA-Seq 
to identify differentially expressed genes in four yeast species and I analyzed the findings in terms of the 
evolution of gene expression.   In this experiment, gene expression was measured using two biological 
replicates of each species of yeast.  While we had several interesting biological findings, during the 
analysis we dealt with several statistical issues that were caused by the experiment’s low number of 
replicates.  The cost of sequencing has decreased rapidly since this experiment’s design and many of 
these statistical issues can now practically be avoided by sequencing a greater number of samples.  
However, there is little guidance in the literature as to how to intelligently design an RNA-Seq 
experiment in terms of the number of replicates that are required and how deeply each replicate must 
be sequenced.  My second project, therefore, was to develop Scotty, a web-based program that allows 
users to perform power analysis for RNA-Seq experiments.  The yeast project resulted in a highly 
accessed first author publication in BMC Genomics in 2011.  The Scotty project has been submitted as a 
first author publication to the journal Bioinformatics.   
I have structured my dissertation as follows: The first chapter, entitled General Issues in RNA-Seq, is 
intended to synthesize the themes and issues of RNA-Seq statistical analysis that were common to both 
papers.   In this section, I have discussed the main findings from the two papers as they relate to 
analyzing RNA-Seq data. Like the Scotty application, this section is designed to be “used” by wet-lab 
biologists who have a limited background in statistics.  While some background in statistics would be 
required to fully understand the following chapters, the essence of this background can be gained by 
reading this first chapter. 
The second and third chapters contain the two papers that resulted from the two RNA-Seq projects.  
Each chapter contains both the original manuscript and original supplementary methods and data 
section.  
Finally, I include brief summaries of my contributions to the two papers on which I was a middle author.  
The first was a functional analysis of the genomic regions affected by mobile element insertions as a part 
of Chip Stewart’s paper with the 1000 Genome Consortium.  This paper was published in Plos Genetics.  
The second was a cluster analysis of microarray gene expression in Toxoplasma gondii, which was 
included as part of Alexander Lorestani et al.’s paper, Targeted proteomic dissection of Toxoplasma 
cytoskeleton sub-compartments using MORN1.  This paper is currently under review.  
The yeast project was a collaborative effort between Jesse Gray, Michael Springer, and Allen Costa at 
Harvard Medical School, Jeffery Chuang here at Boston College, and members of the Marth lab.  Jesse 
Gray conceived of the project.  While I wrote the draft for the manuscript, many people, particularly 
Gabor Marth, provided substantial guidance on the actual text.  I conceived of and implemented Scotty 
and wrote its manuscript with only editorial assistance from my co-authors.  I produced all figures for 
the two manuscripts.  Chip Stewart provided extensive guidance and mentorship to me on all aspects of 
my statistical analyses for both projects. 
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Chapter 1:  
General Statistical Issues in RNA-Seq 
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Quantifying RNA Using RNA-Seq 
High-throughput experiments to measure gene expression have become a common tool in biology, as 
evidenced by the fact that over a million samples of RNA microarray datasets are now available within 
public databases (Baker, 2012).  These experiments are used to quantify how many transcripts of a given 
type exist within a cell and usually compare expression under two different conditions.  The differences 
in the number of quantified transcripts can be used to discern differences in the activation of biological 
pathways and processes that occurs in cells grown in the different conditions.  This method of 
quantifying RNA has been applied to a myriad of applications, for example detecting differential 
expression between tissue types, between species or under normal versus disease states. 
 
 
Figure 1: A schematic showing the DNA and RNA in a cell 
 
While microarrays have been a useful tool for decades, these measurements have begun to be replaced 
by RNA-Seq.  In RNA-Seq, RNA is isolated from the cells of a sample, fractionated, and sequenced by a 
sequencing machine.  The actual protocols for sequencing vary somewhat depending on the type of 
machine and protocol used.  For example, all of the RNA within the cell may be isolated, or only poly-
adenylated RNA may be captured.  RNA may be transcribed to cDNA and amplified with PCR, or the RNA 
itself may be sequenced without amplification.   
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Figure 2:  Microarrays are gradually being replaced by RNA Seq. 
Industry and academia are converting their transcript measurement processes from microarray to RNA-
Seq for several reasons.  First, microarrays require a known probe of the sequence in question and thus 
cannot detect unexpected transcripts within the samples.  For this reason, RNA-Seq measurements are 
particularly useful in poorly annotated species. RNA-Seq also provides additional information that is not 
available from microarray experiments.  For example, RNA-Seq reads can also be used to reconstruct the 
actual sequence of transcripts, detect polymorphisms and edit sites within the transcript, and provide 
information on splice junctions.  While microarrays have a resolution limit that prevents the detection of 
rare transcripts, all rare transcripts can theoretically be detected by RNA-Seq if samples are sequenced 
deeply enough.   
While each additional application will require a separate bioinformatics approach, we focused this work 
on the application of RNA-Seq as a replacement for microarrays. 
Basic Bioinformatics of RNA-Seq 
While there are several different protocols available for performing RNA-Seq, all strategies produce a 
millions of sequenced reads, with each read corresponding to the sequence of the RNA that it originated 
from.   
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The standard output for these reads is a FASTQ file.  Each read contains four lines: 
 
@SEQ_ID 
GATTTGGGGTTCAAAGCAGTATCGATCAAATAGTAAATCCATTTGTTCAACTCACAGTTT 
+ 
!''*((((***+))%%%++)(%%%%).1***-+*''))**55CCF>>>>>>CCCCCCC65 
 
 
Figure 3: Example of an entry from a FASTQ file 
 
 
The first line is the read name, the second line is the raw sequence, the third line is available for optional 
notes, and the fourth line denotes how high the quality of each base call in the read is (how sure the 
machine is that the A is really an A). 
After the sequence is read, the FASTQ file is most commonly aligned to a reference genome or 
transcriptome.  This is done by matching up the sequence in the read (line 2) with a matching (or nearly 
matching) sequence in the reference using an alignment tool: 
 
 
 
 
Genome:  AGTCCCGATTTGGGGTTCAAAGCAGTATCGATCTAATAGTAAATCCATTTGTTCAACTCACAGTTTCG 
Reads:         GATTTGGGGTTCAAAGCAGTATCGATCAAATAGTAAATCCATTTGTTCAACTCACAGTTT 
                 TTTGGGGTTCAAAGCAGTATCGATCTAATAGTAAATCCATTTGTTCAACTCACAGTTTCG 
 
Figure 4: The top figure shows schematically how reads align to the genome.  The different color bars represent 
different reads aligned to different regions in the genome. 
The number of reads that align to each gene provides a quantification of how many RNA transcripts of 
that gene were in the sample.   
Reads can align uniquely (that is, there is only one possible place in the genome that they could have 
originated from) or they can align non-uniquely (they could originate from more than one location, such 
as when a gene has a very close paralog in the genome).   
In all of our analyses, we only considered reads that align uniquely for reasons described in the text. 
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Figure 5: In this example the different color bars represent reads aligned to regions in the genome.  
Most reads align to only one spot in the genome but we can see that the red read aligns to a spot in 
both annotated genes. 
 
Interpreting Read Counts 
For most experiments, replicates of each condition must be used, for reasons which are explained in 
depth later.   Resulting count files therefore will look something like this, where the number of reads 
aligning to each annotated gene are counted: 
 
  Rep1 Rep2 Rep3 
Gene A  5 3 12 
Gene B  16 25 35 
Gene C  10 15 3 
Gene D  750 500 500 
Gene E  1504 1005     1030  
Figure 6: Example of a read count file 
 
In the above simple example we can see that Gene E has about twice as many reads aligned to it as 
Gene D.   
This could mean: 
1)  Gene E is expressed with twice as many transcripts as Gene D   
2) Both genes are expressed with the same number of transcripts but Gene E is twice as long as Gene D 
and produces twice as many fragments 
3) Both genes are the same length and expressed at the same level, but Gene D has a close paralog and 
some of its reads were lost due to non-unique alignment.   
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The difference in counts between Gene D and E are likely to have been were caused by some 
combination expression, length, and alignment.  These factors add a complexity to comparing different 
genes within the same sample.  There is less complexity when comparing the same gene across two 
conditions because reasons 2) and 3) would be expected to have the same effects on the same gene 
across the two conditions. 
In our work, we concentrated on measuring a single gene across two conditions, rather than comparing 
different genes in the same condition. 
Detecting Differential Gene Expression 
In order to understand the fundamental challenge of measuring RNA it is useful to contrast the process 
of measuring RNA to the process of measuring DNA.   
Imagine that a culture of yeast is grown in a flask.  This culture is then divided into three separate 
daughter flasks and grown for some short period of time, for instance a few days.  One would 
reasonably expect that the DNA in each of the three daughter flasks would be virtually identical.  
However, the yeast cultures, being separated, would be exposed to certain environmental differences.  
For example, one culture may be slightly closer to the window and perhaps slightly warmer, or there 
may be stochastic processes that cause one culture to be more stressed than another. One would 
therefore expect that the true expression levels will form some distribution, and multiple measurements 
must be taken to estimate that distribution. 
 
  
Figure 7: Cultures are divided into separate flasks.  The DNA, unless unusual selective pressure is 
introduced, can be expected to be the same in each of the daughter flasks.  Expression levels of RNA, 
on the other hand, will fluctuate, requiring several measurements to accurately measure expression.  
These measurements together will form some distribution. 
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Thus, while a single sample can be used to detect meaningful properties of DNA, such as 
polymorphisms, multiple samples of RNA must be grown to accurately quantify a true, mean expression 
level of RNA under the given condition. 
Estimating the True Distribution 
To measure differential expression between two conditions it is necessary to estimate the distribution of 
true RNA expression in each condition.  To do this, it is necessary to take multiple measurements from 
each condition (Figure 8).    However, with few measurements it is likely that measurements will have 
some error in accurately identifying the mean and the variance of the true distribution.  Understanding 
these errors is crucial in understanding how to identify differentially expressed genes. 
 
 
Figure 8:  Estimating the parameters of a distribution from a limited number of points. 
 
  
Sample points from true distribution
Estimate the distribution from sampled points
True Mean Estimated Mean
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Sources of Variance in RNA-Seq Experiments 
In both the yeast study and the Scotty power analysis program, a key factor in the development of the 
statistical methods was understanding the sources of variance in the gene expression measurements.  
This variance comes from three primary sources: Poisson variance, non-Poisson technical variance, and 
biological variance. 
Poisson variance is the inherent uncertainty that is present in any measurement made where something 
is sampled and counted.  Because the Poisson variance is based on the value of the count itself, it is not 
experiment-specific.  Poisson variance is higher relative to the total count for genes measured with low 
counts versus high counts.  For example, the difference in expression of a gene measured with one read 
versus two reads is inherently less certain than the differences in expression of a gene measured with 
100 reads versus 200 reads, even though both differences are nominally a 2X fold change.   
 
Figure 10: This figure shows the overlap of Poisson distributions with means of 1 versus 2 reads, 10 
versus 20 reads, and 100 versus 200 reads. 
Because of this relationship, Poisson uncertainty is highest as a proportion of the gene’s measurement 
when genes are measured with a low number of reads.  Therefore, Poisson noise adds relatively high 
uncertainty to low read counts, particularly those below ~10.  Because of this, it is more difficult to 
detect small fold changes in genes with low read counts than in those with high read counts. 
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0 50 100 150 200 250 300 350 400
100 Reads Versus 200 Reads
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Technical and Biological Replicates 
In discussing the two remaining types of variance, non-Poisson technical and biological variance, we will 
make use of the terms technical replicate and biological replicate.   
In RNA-Seq, technical replicates are replicates where the biological material is the same in each replicate 
but the technical steps used to measure gene expression are performed separately.  For example, one 
culture of S. cerevisiae is grown separately and two samples are drawn from it and sequenced 
separately.  In true technical replicates, all steps are replicated, including library preparation.  Biological 
replicates consist of different biological samples that are processed through the sequencing process 
separately.  For example, two cultures of S. cerevisiae are grown separately and sequenced separately.  
 
Figure 11: The difference between biological and technical replicates 
 
Non-Poisson Technical Variance is measurement imprecision that stems from the inability of RNA-Seq 
measurements to measure expression perfectly.   This imprecision is seen when expression from the 
same sample is measured twice.  The expression measurements will not match exactly, and have error 
greater than what is expected from Poisson noise alone.  Sources of measurement imprecision may 
include PCR amplification errors during library preparation or machine errors.   The magnitude of 
technical variance can be estimated by observing technical replicates. 
Unlike Poisson noise, technical variance is experiment and protocol- specific and may affect different 
classes of genes differently. For example, in (Busby, et al., 2011) we used whole transcriptome 
sequencing and found that, under this protocol, snoRNAs had greater variance in technical replicates 
than coding genes: 
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Figure 12: Technical replicates of Saccharomyces cerevisiae are shown. Genes representing coding 
genes (blue) contain fewer outliers than non-coding genes (green) such as snoRNAs. 
 
Biological variance is variance that naturally occurs within the samples under investigation.  This 
variance stems from the fact that the expression of any given gene is likely to naturally fluctuate within 
the cells themselves, and between samples of the same condition.  Sources of biological variance include 
genetic differences among samples and gene expression responses to the environment.    
Biological variance is gene-specific and likely to be a function of a gene’s biological characteristics.  This 
relationship can be easily seen in the yeast data.  Genes in yeast which are controlled by TATA boxes 
have significantly higher variance in replicates than genes without TATA boxes (Busby et al. 2012, Tirosh 
et al.).  This variability is believed to be caused by the fact that TATA boxes tend to be present in genes 
that to respond to the yeast’s environment. (Tirosh et al.) 
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Relative Contribution of Each Source of Variance 
We investigated our yeast samples to discern the relative contribution of each source of variance.  The 
results are shown in Figure 13. 
 
 
 
 
Figure 13: The above chart shows how the different types of variance appeared in our experiment 
measuring gene expression in yeast.  Each dot represents a gene measured in two replicates.  The 
green dots plot the gene expression measurements that were measured in two biological replicates of 
S. cerevisiae.  Over that, in blue, we plotted measurements taken from technical replicates.  You can 
see that these measurements are not as dispersed as the biological replicates.  The red dots are 
simulated samples that contain only Poisson counting noise.  Note that biological replicates are 
subject to the cumulative effects of all three types of variance.    
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Identifying Differentially Expressed Genes 
An RNA-Seq experiment that measures differential expression will typically compare the expression 
levels of genes in a test condition to those in a control condition.  Genes in the two conditions will 
usually be measured with different read counts.  These differences will represent either true, biological 
differences between the two conditions, or experimental noise.  Statistical tests are used to distinguish 
between these two possibilities. 
In order to identify a difference in expression as statistically significant, it is necessary for the difference 
in the expression between the two conditions to be larger than the uncertainty in the expression level 
within a single condition.  
 
Figure 14: Identifying differentially expressed genes. 
If the uncertainty in the mean expression is reduced, smaller fold changes can be detected as 
statistically significant difference.    Uncertainty in the mean can be reduced in two ways:  the precision 
of individual measurements can be improved or a greater number of measurements can be made. 
In RNA Seq, the precision of the measurement can be improved by deeper sequencing.  Deeper 
sequencing increases the counts for each measurement, reducing relative Poisson noise.  Additional 
replicates can also be added.  Our Scotty paper further explores which strategy is the best for 
experimental design. 
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ABSTRACT 
Background 
The evolution of gene expression is a challenging problem in evolutionary biology, for which accurate, 
well-calibrated measurements and methods are crucial.   
Results  
We quantified gene expression with whole-transcriptome sequencing in four diploid, prototrophic 
strains of Saccharomyces species grown under the same condition to investigate the evolution of gene 
expression.  We found that variation in expression is gene-dependent with large variations in each 
gene’s expression between replicates of the same species.  This confounds the identification of genes 
differentially expressed across species.  To address this, we developed a statistical approach to establish 
significance bounds for inter-species differential expression in RNA-Seq data based on the variance 
measured across biological replicates.  This metric estimates the combined effects of technical and 
environmental variance, as well as Poisson sampling noise by isolating each component.  Despite a 
paucity of large expression changes, we found a strong correlation between the variance of gene 
expression change and species divergence (R2=0.90). 
Conclusion 
 
We provide an improved methodology for measuring gene expression changes in evolutionary diverged 
species using RNA Seq, where experimental artifacts can mimic evolutionary effects. 
 
 
BACKGROUND 
Previous studies have found that gene expression diverges as the distance between species increases, 
and that this divergence is linearly related to the time since divergence (Reviewed in (Khaitovich, et al., 
2006)).  This expression evolution has been reported to be slow enough that orthologous genes still 
have highly correlated expression, even in species that diverged up to 400 million years ago (McManus, 
et al., 2010; Parikh, et al., 2010).  Several studies have reported that genes with specific attributes 
change expression more quickly (Lemos, et al., 2005; Liao and Zhang, 2006; Sung, et al., 2009; Tirosh, et 
al., 2006), though it is not known whether the expression of such subsets of genes also diverges linearly 
with time. 
RNA-Seq offers a methodological improvement over microarrays for measuring expression divergence 
because it does not suffer from the probe-based biases that confound cross-species microarray 
measurements (Chain, et al., 2008; Gilad, et al., 2005; Liao and Zhang, 2006; Liu, et al., 2010).  Technical 
replication studies, in which expression values are assayed more than once from the same sample, have 
shown that RNA-Seq quantifies relative gene expression accurately (Marioni, et al., 2008; Nagalakshmi, 
et al., 2008).   
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However, measuring gene expression by RNA-Seq is complicated by alternate sources of variance (Auer 
and Doerge, 2010).  The gross inter-species measurement of gene expression by RNA-Seq contains four 
components: (1) true inter-species gene expression difference; (2) expression differences caused by 
environmental variance; (3) variance from technical measurement imprecision; and (4) Poisson sampling 
noise.  Because of these alternate sources of variance, it is possible for a gene without true inter-species 
gene expression changes to be measured with different values in different species.   
Therefore, we first developed methods to quantify biologically relevant expression differences between 
species that are greater than the variance within each species by collecting expression data from 
biological replicates of the well-characterized model organism S. cerevisiae and the three related yeasts:  
S. paradoxus, S. mikatae, and S. bayanus (Kellis, et al., 2003).  In all cases we used diploid, prototrophic 
strains of the yeast.  This approach ensures that we are measuring the expression change that can be 
attributed to evolution rather than artificial expression changes that occur due to the disruption of the 
auxotrophic pathways.   
We applied our methods to identify differentially expressed (DE) genes and examine the rate and 
properties of expression evolution in yeast. 
RESULTS 
We grew two independent cultures of each the following prototophic, diploid strains: S. cerevisiae (FY4 
(MAT a) and FY5 (MAT alpha)  (Brachmann, et al., 1998) which we mated to get a diploid, S. paradoxus  
(Y-17217), S. mikatae (IFO1815), and S. bayanus (MCYC623) according to the protocols described in 
Methods.  RNA was isolated and sequenced using a strand-specific protocol.  A total of over 292 million 
35 base pair reads were generated between two runs of an AB SOLID sequencer (McKernan, et al., 
2009).  A third sample of S. cerevisiae was also grown and sequenced as a pair of technical replicates.   
Over 156 million single end AB SOLiD reads aligned to their respective genomes (54%) using the MOSAIK 
alignment program (http://bioinformatics.bc.edu/marthlab/Mosaik) as described in Methods and 
Additional File 1, Supplemental Methods 1.   The reference genome and annotations for S. cerevisiae 
were downloaded from the Saccharomyces Genome Database (http://downloads.yeastgenome.org/).  
Genome, annotations, and orthology mappings for the other species were from Kellis et al. (Kellis, et al., 
2003) (Additional File 1, Supplemental Methods 1).   
Of these aligned reads, ~113 million (69%) aligned uniquely.  The dominant source of unaligned reads 
was sequencing errors (Additional File 1, Supplemental Methods 2).  We examined the effect of 
reference quality and found that alignment rates increased as reference genomes were sequenced to 
higher depths (Additional File 1, Table S1). 
Not all genes can be measured accurately using RNA-Seq, particularly in cross-species comparisons 
where the length of genes and the percentage of genes that can be uniquely aligned can vary between 
species.  When comparing the expression in 1:1 orthologs across species, we selected genes where we 
were confident that accurate measurements could be found (Methods).  Genes that were annotated 
with measureable orthologs in all four species were designated as “core” genes. 
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Environmental variance accounts for up to 60% of the expression variance observed in inter-species 
comparisons 
We compared the differences in expression observed in different species to the differences in 
expression observed in biological replicates of the same species to determine what portion of the 
variance is due to genomic variation, versus environmental and measurement variance. Expression is 
highly correlated between orthologous genes in S. cerevisiae vs. S. paradoxus (Pearson 
correlation=0.85).  Correlation between biological replicates of S. cerevisiae (0.91) and S. paradoxus 
(0.96) suggest that up to 60% of the observed variance between samples of two separate species can be 
attributed to environmental response and measurement imprecision (Figure 1 a, b). 
The distribution of the log2 fold changes observed between species also shows a high level of overlap 
with the distribution of fold changes between biological replicates, with the distribution widening as the 
comparison species become more diverged (Figure 2).  For example, in the biological replicates of S. 
cerevisiae, 95% of the genes show a log2 fold-change in the range of [-1.9, 1.9].  Even in the most distant 
interspecies comparison (S. bayanus vs. S. cerevisiae), 84% of the fold changes were still within this 
range. 
Source of variance in expression measurements 
We then examined the sources of variation in expression measurements by comparing technical and 
biological replicates.  Technical replicates were prepared from RNA isolated from a single culture of S. 
cerevisiae that was divided into two samples that were separately processed through the entire library 
preparation and sequencing protocol.  Biological replicates were prepared from two separate cultures of 
S. cerevisiae.  Technical replicates contain variance from measurement imprecision and Poisson counting 
noise but no environmental variance.  Biological replicates contain counting noise, measurement 
imprecision, and environmental variance but not true inter-species gene expression differences.   
We compared the reproducibility of measurements of the same gene in technical versus biological 
replicates of S. cerevisiae using fold change as our metric (Additional File 1, Table S2 and Figure S1A and 
S1B).  Within the technical replicates, we found that coding genes showed better reproducibility than 
non-coding genes, which were comprised mainly of snRNAs, snoRNAs, and tRNAs (Additional File 1, 
Figure S1C).  Non-coding genes were therefore excluded from further analyses.  To isolate and quantify 
the effects of technical and biological variance, we excluded genes which were measured with fewer 
than ten reads.  At low counts, Poisson variance is high relative to the total read count, and Poisson 
fluctuations can cause large fold changes (Additional File 1, Figure S2).  Poisson error is lower in genes 
measured with at least ten reads, which is true for >95% of our core genes, in all samples used for DE 
calls.  When we considered genes with at least ten reads in each condition, ninety-five percent of gene 
expression measurements reproduced within a 1.8x fold-change between the two technical replicates.  
In biological replicates, 95% of genes reproduced within 3.6x fold change, but a small number of genes 
showed large expression differences with fold changes as high as 25x.  While technical variance is low, it 
acts subsequent to biological variance, and can therefore amplify or dampen the fold changes that occur 
to due to environmental variance.  We note that fold changes measured with RNA-Seq are expected be  
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Figure 1:  Gene expression measurements in replicates of S. cerevisiae (1a) and S. paradoxus (1b), and the 
comparison between these two species (1c).  Plotted values are the number of reads uniquely aligning to the gene.  
Differentially expressed genes are indentified (blue) as p<0.01 based on our Χ2 metric. 
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Figure 2:  The distribution of log2 fold changes when the expression levels from each comparison sample are 
compared to S. cerevisiae replicate 1, using the core genes.  Biological replicates are S. cerevisiae replicate 2 versus 
S. cerevisiae replicate 1.  Interspecies comparisons are replicate 1 of the comparison species versus S. cerevisiae 
replicate 1.   
 
higher than comparable measurements taken with microarrays due to the limited dynamic range 
inherent in microarrays (Dallas, et al., 2005). We show estimated conversion factors in Additional File 1, 
Figure S3.   
To demonstrate that the variance that we observed in our biological replicates occurred due to 
responses to normal laboratory conditions, rather than a poorly controlled environment or unusually 
imprecise RNA-Seq measurements, we compared our results to the correlation of S. cerevisiae replicates 
measured by RNA-Seq using Illumina technology in Nagalakshmi et al.  (Nagalakshmi, et al., 2008).  The 
R2 value of log2 expression values of our biological replicates ranged from 0.867 for the replicates of S. 
cerevisiae to 0.900 for S. paradoxus.  The corresponding values reported in Nagalakshmi et al. are nearly 
identical (R2=0.869 and R2=0.904).  We then compared the fold changes that occurred between 
repeated measurements of the same gene in biological replicates and found that, while differences exist 
between replicate runs, our results were comparable to the results from Nagalakshmi (Additional File 1, 
Figure S4). 
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Because samples were grown on different days, we examined whether batch effects could introduce an 
additional source of variability in gene expression measurements.  We identified a set of 162 genes that 
appeared to have higher expression in the second replicate of S. paradoxus versus the first.  We found 
that the orthologs of these genes were also disproportionately up-regulated in the second replicate of S. 
cerevisiae (90%), S. mikatae (62%), and S. bayanus (96%) (Additional File 1, Figure S5).  These genes 
showed enrichment for involvement in RNA metabolic processes (p<0.01).  Therefore, in subsequent 
analyses comparisons were only made between samples which were grown within the same batch. 
This reveals the difficulty of calling DE genes in comparisons of samples separated by evolutionary 
distances: the signal (true differential expression due to genetic difference) to noise (environmental 
variance, technical variance, and Poisson noise) ratio is very low.   
Fold change measurements obtained from RNA-Seq are confirmed with qPCR 
To demonstrate the accuracy of our gene expression measurements, we compared FC measurements 
obtained with RNA-Seq to those obtained using qPCR (Additional File 1, Supplemental Methods 3).  In 
order to adequately quantify the effects of environmental variance, the qPCR was run on three 
additional biological replicates that were not those used for RNA-Seq (Additional File 1, Figure S6 and 
Table S3).  Additional File 1, Figure S6A shows the results obtained in the comparison between S. 
cerevisiae and S. mikatae, which is representative of the results found in all six of the cross-species 
comparisons. Due to the response of genes to subtle environmental differences and measurement 
imprecision in both technologies, the 2σ (95%) confidence intervals around the FC measurements in 
each test span multiple log2 fold-changes for both RNA-Seq and qPCR.  In this validation, 22 out of the 
27 measurements (81%) of the qPCR measurements are within the boundaries of the fold change 
intervals for both RNA-Seq fold change measurements.  While this result is somewhat below 
expectations, we note that measurements are not independent and single outlier measurements can 
cause validation failure for multiple tests.  
Identifying differentially expressed genes using a Χ2 test 
To identify genes that are differentially expressed to a statistically significant degree, we developed a Χ2 
test that models the combination of environmental, technical, and Poisson variance as Poisson 
fluctuation with over-dispersion (Methods).   
To test the sensitivity of our method, we used simulations of RNA-Seq data based on distributions 
measured in the actual data (Additional File 1, Supplemental Methods 4).  We tested our method 
against a paired t-test and DESeq (Anders and Huber, 2010) run with the default settings.  While there 
are many differences between the methods, all test whether the difference in the measured expression 
between the two species is greater than the variance.  The methods have fundamental differences in 
the value that they use as the variance.  A paired t-test uses the measured variance, and thus provides 
an unbiased result and p-values that closely match the false positive rate of the dataset.  However, 
because variance is poorly measured with only two replicates, the power of the t-test is relatively low 
(Additional File 1, Figure S7A).  The other methods integrate additional information into the estimate of 
variance, which improve their power but can bias the results.  In our method, we assumed that the 
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variance for a given gene will be conserved across all four species.  Our main variance measurement is 
therefore the mean measured variance of the gene across the four species, which is calculated as 
described in Methods. Additionally, we used the knowledge that the variance of some genes will be 
measured at values lower than the true variance due to random fluctuations.  We corrected these 
measurements by replacing ones where the measured variance is below the value of the variance 
observed in technical replicates with that value.  We did this under the assumption that the true 
variance cannot be lower than the resolution of the technology (Methods).  DESeq estimates variance by 
sharing information between different genes that are expressed at a similar expression level.  In 
simulations, we found that when differences in expression were modeled as random changes of a 
consistent effect size, as defined by Cohen’s D, the power of our method was comparable to DESeq 
(Additional File 1, Figure S7A).  We found that the false positives called by DESeq were more enriched 
for high variance genes than those called by our method (Additional File 1, Figure S7B).  Both DESeq and 
our method showed small deviations between the p-value calculated and the actual false positive rate 
(Additional File 1, Figure S7C).  In the actual data, we found that DESeq identified a greater number of 
genes as differentially expressed than our method (Additional File 1, Table S4).  In particular, our 
method was less likely to identify genes with high measured variance as differentially expressed 
(Supplementary Figure 7D).  We believe that our conservative approach is justified by the fact that genes 
with high variance tended to also show deviations from qPCR measurements in validation experiments 
(Additional File 1, Figure S6).  Additionally, we used the mean expression and variance of biological 
replicates that was reported by DESeq to test whether the variances used in the differential expression 
calls would produce confidence interval boundaries consistent with the qPCR measurements.  We found 
that qPCR measurements fell within the boundaries of the 95% DESeq confidence intervals in 83% of the 
162 tests.  The comparable metric for our variance measurement was 91% (Additional File 1, 
Supplemental Methods 3). We also tested our metric against a Poisson exact test (Rosner, 2006) and a 
Fisher exact test, but were not able to obtain a false positive rate lower than 10% with either test, even 
with a p-value cutoff of 10-10.    
A Χ2 test that uses the expected value as the denominator (see Methods) would call 4% of the measured 
genes DE at p<0.01 in the technical replicates of S. cerevisiae, 58% in the biological replicates of S. 
cerevisiae, and 81% in the comparison between S. cerevisiae and S. bayanus.   These results indicate that 
even in technical replicates the variance between samples is substantially over-dispersed relative to 
Poisson.   
Using our Χ2 metric, we found that the percentage of measured genes that are called DE in cross-species 
comparisons ranged from 19-25%, at a p-value <0.01 (Table 1, Additional File 2).  At this p-value cutoff, 
the false discovery rate is low for all comparisons (3.9-5.1%). Figure 1C and Additional File 1, Figure S8 
show that differentially expressed genes are far from the null model, even at the highest level of 
expression.   
Identifying the Lineage of Changes in Expression 
 
Under a simple model where changes in expression offer selective advantage to a given organism, one 
would expect the changes in the genome that underlie these adaptations to become fixed in a given 
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lineage.  For example, the gene RME1 (YGR044C) is expected to have higher expression in this strain of 
S. cerevisiae relative to the other three species because there is a known variation in RME1’s 
transcription factor binding site that leads to an increase in the gene’s expression (Gerke, et al., 2009). 
This mutation occurs only in the S. cerevisiae genome and is known in one strain to cause an increase in 
S. cerevisiae’s sporulation efficiency.  In our data, this gene had significantly higher expression in S. 
cerevisiae versus each of the three other species, with fold changes greater than 15X (Additional File 1, 
Figure S9A).  By contrast, the gene TSC3/YBR058C-A had higher expression in S. cerevisiae than in S. 
bayanus (p<0.01) or S. paradoxus  (p<0.05), but was not significantly DE against S. mikatae (p>0.05) 
(Additional File 1,  Figure S9B).  Differences such as this cannot be ascribed to an individual lineage.  
While these changes could result from multiple selective events, they are more consistent with a model 
of drift where changes in expression occur randomly, and do not become fixed in any lineage because 
they have neutral or nearly neutral phenotypic effects. 
Where possible, we identified the lineage where a change in expression took place (Figure 3 and 
Additional File 1, Table S5A).  We did this using a conservative approach that identified core genes 
where there was a change in expression that showed a consistent, statistically significant relationship 
against all of the other species in the lineage. 
While a large number of genes were DE in individual cross-species comparisons, only a small number of 
these differences could be attributed to changes in an individual lineage.  For example, 1051 of the core 
genes (39%) are DE at p<0.01 in at least one cross species comparison with S. cerevisiae, but only 13% of 
those (134) maintained the DE relationship versus each of the three other branches of the phylogeny.  
Across the entire phylogeny of these four species, 613 genes showed consistent phylogenetic 
relationships at p<0.01 (Additional File 1, Table S5A), and the number of genes diverged at each branch 
is shown in Figure 3.  Overall, lineage-specific changes were equally likely to increase or decrease a 
gene’s expression.  Within the individual branches, genes that were differentially expressed in the S. 
bayanus branch were more likely to have decreased expression (p<0.01 after Bonferroni correction).  
Ninety-five of the total 613 genes (15%) showed statistically significant changes in more than one 
lineage.  For example, the gene YDL124W showed significantly increased expression in S. cerevisiae 
versus the 3 other species, and significantly decreased expression in S. bayanus.  Gene ontology analysis 
revealed no common themes uniting these 95 genes. 
While this set of 613 genes showed statistically significant changes, there were few changes of as large a 
magnitude as the change observed in RME1.  Only 10 genes showed changes that were at least 10X 
versus each of the other species (Additional File 1, Table S5B).    
We performed a Gene Ontology enrichment analysis on genes that showed evidence of lineage-specific 
differential expression to search for evidence of directional selection using AmiGO through the 
Saccharomyces Genome Database (Carbon, et al., 2009).  We used the entire set of core genes as our 
background set.  We found that genes that had decreased expression in the branch separating S. 
cerevisiae and S. paradoxus from S. mikatae and S. bayanus were enriched for genes producing products 
that localize to the mitochondria (p<0.01).  The genes that had decreased expression in S. mikatae also 
showed enrichment in the form of three genes that participate in nucleobase-containing compound  
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Figure 3: Hierarchical clustering of the expression of the core genes for the eight samples.  The distance between 
the samples is 1-the Spearman correlation between the samples.  Numbers on the branches represent the number 
of genes that were differentially expressed in each lineage with evolutionarily consistent relationships, e.g. 226 
genes were differentially expressed in the S. bayanus lineage vs. each other lineage.   
 
transmembrane transporter activity in (p<.01).  Overall, however, only 25 (4%) of the total 613 genes 
that had lineage-specific differential expression were members of these enriched GO categories 
(Additional File 1, Table 5A).  No categories were enriched in the other branches.   
Overall, these results are consistent with a model where the primary driver of evolutionary changes in 
expression is random drift, rather than functional selection. 
Expression levels recapitulate phylogeny 
Gene expression evolves through changes in the recruitment of the polymerase by transcription factors, 
from which it is reasonable to expect that expression evolves multiplicatively.  If this expression 
evolution were to follow clock-like behavior, then we would expect the σ2 of the log2 fold changes to 
scale linearly with divergence time between species.  To determine whether clock-like divergence is a 
good model for our expression data, we compared the σ2 of the log2 fold changes to the inter-genic 
substitution rate between species as measured in (Kellis, et al., 2003).  We plotted the σ2 of the log2 FCs 
for each biological replicate and each same-day species-to-species comparison versus the evolutionary 
distance between samples.  The results showed a close fit to a linear relationship with an R2 of 0.90 
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(Figure 4).  We found similar results using hierarchical clustering on the expression data from each 
species using the core genes (Figure 3 and Additional File 1, Supplemental Methods 5).   
Classes of genes evolve at different speeds  
 
We examined the rate of evolution between specific classes of genes, based on the variance of the log2 
FC distributions for the genes and found significant differences in the rate of evolution between groups 
of genes.  
Genes with a TATA box in the promoter (n=460, p=0.016) (Basehoar, et al., 2004) and genes with a 
coding sequence shorter than 2000 bases (n=499, p<0.001) have diverged more quickly than TATA-less 
genes and genes with a longer coding sequence.  By controlling for each of these factors we observed 
the increased expression divergence observed in genes with TATA boxes and genes with short coding 
sequences appear to be independent effects (Figure 4 and Additional File 1, Supplemental Methods 6).  
The finding that genes with a TATA box diverge faster was previously reported in Tirosh et al. (Tirosh, et 
al., 2006) using a dataset of microarray-based expression measurements in four yeast species.  We used 
this dataset to confirm the finding that genes with shorter coding sequences diverge faster (p<0.001), 
though the correlation between length and expression divergence is weak (-0.23).   
Genes with more than 5 transcription factor binding sites (MacIsaac, et al., 2006) and genes whose 
mRNA decays more slowly than the median (Wang, et al., 2002) also had significantly higher rates of 
expression divergence (p<0.01).  However, both of these properties are more common in genes with 
TATA boxes, and we could not demonstrate that this effect is independent of TATA status.  When we 
controlled for the number of transcription factor binding sites and mRNA decay rates, genes with a TATA 
box still had an increased rate of expression divergence, indicating that neither of these factors is 
responsible for the behavior of genes that contain a TATA box.  
Potential confounding factors such as the expression level of the gene (p=0.99), the variance of the gene 
in biological replicates (p=0.85), and mean coding sequence divergence (p=0.60) were not significant 
components of expression evolution in these species (Additional File 1, Supplemental Methods 6).   
While genes with TATA boxes and shorter coding sequences diverged faster than non-TATA genes and 
genes with longer coding sequences, the σ2 of these classes still maintained a linear relationship with 
regards to divergence time (R2 of genes with TATA boxes=0.80, R2 genes with CDS >2000 bases = 0.66, R2 
of genes with CDS<2000 bases=0.86 Figure 4). 
Gene duplication events often give rise to an heir and a spare 
We examined whether having duplicated copies of a gene increased the total expression of the gene 
following a gene duplication event.  To do this, we tested whether we could detect differential 
expression between the copies of duplicated genes following what appeared to be lineage-specific 
duplication in S. bayanus, the species most diverged from S. cerevisiae.  While there are many S. 
cerevisiae genes annotated with non-unique S. bayanus orthologs (Kellis, et al., 2003), we used 
additional filtering to ensure that the gene was a duplication that could be accurately assessed with  
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Figure 4:  Linear relationship between variance of distribution of log2 fold changes and intergenic substitution rate 
between species.  Dots represent the measurements of expression.  Error bars are the standard error of the mean. 
 
RNA-Seq.  These criteria included ensuring that each copy of the gene in S. bayanus covered more than 
60% of the original the S. cerevisiae genes, which excluded most potential duplication events (Additional 
File 1, Supplemental Methods 7 and Table S6).  Filtering left us with a set of 14 stringent gene 
duplications.   
For each pair of paralogs, we determined which gene sequence was more diverged from the common 
ancestor by creating a phylogenetic tree of the orthologous sequences from all species.  In 10 out of the 
14 cases, the less divergent copy maintained an expression level consistent with S. cerevisiae while the 
divergent copy dropped in expression level (Figure 5).  In 5 of these cases, the diverged paralog had an 
expression significantly below the level of expression observed in S. cerevisiae. There were no examples 
where the less divergent copy dropped expression to this degree.  Additionally, there were no examples 
where expression dropped substantially for both duplicated genes.  Overall, this suggests a predominant 
model where one of the duplicates inherits the function of the original gene while the other becomes 
obsolete. 
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Figure 5: Expression of paralogs following likely gene duplication events in S. bayanus.  Both paralogs are plotted 
vs. the expression of the single S. cerevisiae ortholog.  Gray points show the expression of S. bayanus vs. S. 
cerevisiae 1:1 orthologs. 
 
DISCUSSION 
RNA-Seq offers a significant improvement in measuring cross-species gene expression over microarrays 
because it allows for orthologous genes from multiple species to be measured and compared to one 
another without the significant complications of species or strain-specific probe biases.  For this reason, 
it is likely that RNA-Seq will replace microarrays in cross-species experiments.  However, many of the 
challenges that were present in measuring gene expression using microarrays will continue to be 
present in RNA-Seq experiments because they originate from biological rather than technical sources.  
Overcoming these challenges in cross-species experiments will be particularly difficult because 
measurement artifacts can both mimic and obscure the effects of evolution.  For example, we found 
that shorter genes tended to have higher expression divergence between species and are more likely to 
be differentially expressed.  This finding unlikely to be an artifact of RNA-Seq measurements as it is 
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consistent with a finding in a microarray-based study of drosophila (Lemos, et al., 2005), and was 
observed in the microarray measurements of yeast (Tirosh, et al., 2006).  However, shorter genes that 
are truly DE are less likely to be detected as such than longer genes with expression changes of the same 
fold change because their transcripts produce fewer nucleotide fragments, and thus are measured 
relatively higher Poisson noise.   
Normalizing read counts between samples can also be problematic.  Under a neutral model of gene 
expression evolution, the number of genes with increased expression in one species versus another 
should equal the number with decreased expression.  Deviations from symmetry can be viewed as 
evidence of selection (Khaitovich, et al., 2005). Most methods for normalizing RNA-Seq data assume that 
the overall expression of the two species will be the same, forcing some degree of symmetry.  Because 
reference assemblies will usually differ in quality in cross-species experiments, it is important to use 
normalization strategies that are robust to the effects of missing regions and errors in genomes.  Missing 
regions will have a limited effect on our normalization method because only genes that are present in 
both species are included in the normalization equations.  The effect of errors can be better ameliorated 
by using an alignment strategy such as ours that allows for some mismatches between the reads and the 
reference genome.   In our qPCR validation, our results did not show any systematic, directional 
differences compared to our RNA-Seq results. Despite this strategy, we did see a tendency for genes 
with consistent expression changes in S. bayanus to have decreased expression. There was, however, no 
evidence that these genes represented a functional class of genes, and across the entire phylogeny 
genes with changes in expression were equally likely to have increased and decreased expression. 
To confirm that our statistical approach adequately accounted for both technical and environmental 
variance in our experiment, we validated our DE calls using qPCR with RNA isolated from biological 
replicates grown separately from the samples used for RNA-Seq.  By contrast, running qPCR on the same 
RNA used for RNA-Seq would have only assessed whether the technical variance was correctly assessed.  
RNA-Seq measurements are already known to have a high level of technical reproducibility, in our study 
and others (Marioni, et al., 2008; Nagalakshmi, et al., 2008), and therefore validations of technical 
reproducibility add little value.  Because our qPCR was run on independent samples, and our results 
generally reproduced within our calculated confidence, we are confident that significant p-values 
correspond to the probability of consistent results if the experiment were repeated. 
The sensitivity of experiments to detect differentially expressed genes is determined by the ability to 
distinguish true changes in gene expression from alternate sources of variance.  Sensitivity in RNA-Seq 
experiments will be limited for genes that are measured with low read counts and high Poisson counting 
noise.  In this experiment, our samples were sequenced deeply enough that we could measure the 
expression of greater than 95% of genes with greater than 10 reads.  This sequencing depth is much 
more difficult to achieve in mammals and other species with large transcriptomes.  We found that for 
genes measured with fewer than 10 reads, the signals from biological and technical variance were 
largely obscured by Poisson sampling noise, and only large fold changes could be detected as significant.  
While deeper sequencing will reduce this Poisson noise, using the same number of reads to sequence an 
additional replicate will reduce both Poisson and non-Poisson variance, and should theoretically provide 
a greater increase in sensitivity than deeper sequencing. 
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In a review of studies of gene expression evolution, Clarke et al. (Clark and Townsend, 2007) noted that 
the reported DE rates between evolutionarily diverged organisms shows a high degree of variation 
between studies, and suggested that this variation was caused by differences in the sensitivity of the 
experiments.  Additionally, the way in which biological variance is measured and accounted for in the 
experimental design is a crucial factor in determining not just how many genes will be detected as DE, 
but also the reproducibility of findings.  For example, Cassone et al. (Cassone, et al., 2008) reported that 
the calculated rate of DE genes between two insipient species of mosquitoes was 1-2% of genes when 
they applied a model that correctly controlled for the biological variance observed between colonies of 
mosquitoes, but would be measured at ~54% if less stringent controls were applied.  Their finding of 
little differential gene expression in these closely related strains is consistent with our results.    
Large deviations from our linear model of expression divergence would be possible if a single mutation 
altered a gene’s expression dramatically, and this event had a cascading effect on the expression of 
other genes.  However, we believe that in wild populations such changes are likely to be selected 
against.  For example, the change in expression of RME1 demonstrates that a single base mutation can 
dramatically alter the expression of a gene.  However, despite the high divergence within the intergenic 
regions of these species, there were only ten examples of changes in expression that were of the same 
magnitude as the change observed in RME1.  A role for purifying selection is further supported by our 
finding that the more diverged copy of duplicated genes also dropped in expression 35% of the time 
while there were no such cases for the less diverged copy.  This finding is consistent with, and further 
clarifies, microarray-based findings of expression divergence following gene duplication events (Gu, et 
al., 2005; Tirosh and Barkai, 2007).  
While there are clear signs of purifying selection in our study, several lines of evidence support the 
premise that the primary driver of changes in expression is neutral drift.  Only a small fraction of the 
genes differentially expressed between individual species showed evidence of being fixed in any lineage.  
While two Gene Ontology categories were over-represented in genes exhibiting lineage-specific DE, the 
majority of such genes were not members of these categories.  Furthermore, the linear correlation 
between the expression divergence and the intergenic substitution rate suggests a clock-like divergence.  
While properties such as TATA boxes and gene length were associated with increased gene expression 
divergence, divergence rates within these categories still maintained a linear relationship with intergenic 
substitution rate, consistent with a drift model with a faster diffusion coefficient.   
A recent study of a S. cerevisiae - S. bayanus hybrid identified several categories of genes as being 
directionally differentially regulated between S. cerevisiae and S. bayanus, and suggested that these 
categories were under evolutionary selection (Bullard, et al., 2010).  We did not replicate differential 
expression in any of their Gene Ontology categories in our study.  There were, however, large 
differences between our study designs and the statistical analyses used.  A hybrid construct is used to 
identify genes that are expressed at different levels due to differences in transcriptional efficiency 
caused by cis regulatory differences.  In Tirosh et al. (Tirosh, et al., 2009) it was shown that genes 
observed as DE between species are not necessarily observed as DE within the hybrid, and vice versa.  
Additionally, our strains were prototrophic, whereas the hybrid strain had several auxotrophies and 
therefore required amino acid supplements in the media, making the growth conditions in the two 
31 
 
experiments different.  The auxotrophies may be particularly important differences in light of the fact 
that two of the five networks that Bullard et al. identified as directionally regulated in the hybrid 
(histidine and lysine biosynthesis) contained pathways that were not functioning normally because the 
strain was auxotrophic for his3 and lys2. 
CONCLUSIONS 
Overall, we found that the changes in expression that occurred in response to even the subtle 
environmental variation of a well-controlled laboratory were similar in magnitude to the changes in 
expression that accumulate over millions of years of evolution.  This finding emphasizes the need to 
design experiments that measure the evolution of gene expression to avoid introducing any alternate 
sources of expression variation into the experiments.  The statistical significance of gene expression 
changes measured in RNA-Seq experiments must account for the effects of these different types of 
variance in each measurement.  
METHODS 
Samples Preparation 
All cultures were grown to saturation overnight in 25mL of SD (6.7 g yeast nitrogen base, without amino 
acids, Difco# 0919-15 + 2% glucose). This was then diluted ~1:100 into 1L of prewarmed SD in 2.8L flasks 
at 30C shaking at 240RPM. Cells were grown to an OD600 of 0.8-0.9. We had previously measured the 
growth profile for all four of the strains we used by counting cell number over time (with a 
hemocytometer) and comparing this to OD. From this we determined that all four strains were still in 
exponential growth at this OD. Ice was added directly to the cultures to stop growth. The cells were 
spun down at 3000g for 5 minutes. The pellet was washed 1x with 25mL of ice cold water and 
transferred to a 50mL falcon tubes. The cells were spun 3000g for 5 minutes and washed one more time 
in ice-cold water. After the final wash the cells were resuspended in 1mL of ice cold water and aliquoted 
to 5 tubes. The cells were spun down at top speed on a table top centrifuge. The liquid was removed 
and the cell frozen in liquid nitrogen.  The experiments were performed in duplicate. All steps were also 
duplicated. An independent isolate of each strain was taken from a plate, and media was media 
separately (not a single batch for all experiments). 
 
RNA Isolation and Sequencing 
Whole transcriptome RNA-Seq (WT-Seq) was performed according to a protocol/kit now available from 
Life Technologies, with minor modifications that are described below. Briefly, 5–10 μg of RNA isolated 
from each of the eight yeast cultures was depleted of ribosomal RNAs using two rounds of Eukaryotic 
RiboMinus treatment (Life Technologies) with overnight ethanol precipitations for sample re-
concentration. The removal of ribosomal RNAs was confirmed on a Bioanalyser Nano Chip (Agilent). A 
total of 500–1,000 ng of riboRNA-depleted total RNA was fragmented for 18 min at 95 °C in NEB buffer 3 
followed by 30 minutes PNK treatment in the same buffer. Fragmentation was followed by size selection 
of ~50 to ~150 bp fragments using the flashPAGE denaturing PAGE-fractionator (Life Technologies) and 
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ethanol precipitation overnight. The resulting RNA was directionally ligated, reverse-transcribed and 
RNaseH treated.  
After trial PCR to assess library quality and quantity, 30 μl cDNA was run on a native 6% PAGE gel. The 
90–120-bp size window (corresponding to 50–80-bp RNA insert size) was cut from the gel, shredded and 
inserted directly into a 400 µl PCR reaction using standard WT-Seq kit components and submitted to 11–
15 cycles of PCR. The PCR product was phenol-chloroform extracted, ethanol precipitated and re-
suspended in 20 μl WT-Seq gel loading buffer. The resulting sample was run on a 6% native PAGE gel, 
and the 150–175-bp size range (corresponding to 60–85 bp) was cut from the gel, shredded, and 
extracted overnight in WT-Seq PAGE elution buffer. The resulting library was filtered through 0.45 μm 
spin filters (Life Technologies) to remove gel pieces and ethanol precipitated. 
We note that WT-Seq can detect neither the 5′-most fragment from transcripts with 5′-modified ends 
(such as mRNA 5′ 7-methyl-guanosine caps) nor the 3′-most fragment from transcripts with 3′-modified 
ends.  However, for transcripts long enough to produce multiple ≥50-bp fragments, WT-Seq should 
detect the remaining fragments. 
Alignment and Quantification 
Reads were aligned to their respective genomes using the MOSAIK alignment program allowing for a 
threshold of two mismatches between each 35 base pair read and the reference genome.  The 
alignment output was parsed using the bamtools API (Barnett, et al., 2011) and custom procedures 
written in C++ and Matlab. 
As our main unit of quantification, we used the number of reads uniquely aligning to an annotated 
region of the genome (usually coding sequence).  Several other groups have normalized read counts by 
the length of the gene that is unique enough for reads to align to calculate RPKM (Mortazavi, et al., 
2008).  We did not do this because we wished to preserve the raw count of the reads in order to assess 
the amount of Poisson noise that is present in a gene’s measurement when we performed our statistical 
analyses. 
Inclusion Criteria for Measured 1:1 Orthologs and Core Genes 
Genes that were selected for inclusion in the comparison of expression of 1:1 orthologs met the 
following criteria: the gene was annotated in S. cerevisiae ; in non- S. cerevisiae species it was annotated 
with one ortholog (Kellis, et al., 2003); its annotation was for a complete ORF (i.e. the ORF did not 
extend into an unfinished part of the draft genome); the annotated length was within 90% to 110% of 
the S. cerevisiae annotated length; and, for each sample where the gene was measured, the number of 
uniquely aligned reads for this gene was >=90% of the total aligned reads.    
Core genes met the above criteria for all four species (Additional File 1, Table S7).  The purpose of this 
set is to be able to make species-to-species comparisons using the same gene set in all four species.  
Because we required that genes be conserved in all four species, this set will contain only conserved 
genes.  However, genes that are missing from one of the non-S. cerevisiae lineages are more likely to be 
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in unfinished portions of their draft genomes rather than actually missing in the species.  All core genes 
had expression detected by at least one read in one species, and all but 10 genes were expressed at 
detectable levels in all four species.   
The Χ2 Test Statistic 
We assessed the statistical significance of differential expression using a two-by-one Χ2 test to test the 
hypothesis that a gene is expressed at the same level in both species (Pearson, 1900).  If a set of N 
independent samples (x) are randomly drawn from a normal distribution of a known mean (µ) and 
variance (σ2), the resulting set of test statistics, as calculated by Equation 1, will form a χ2  distribution 
with N degrees of freedom (Howell, 1997): 
Equation 1 
Χଶ =෍(ݔ − μ)
ଶ
σଶ  
This relationship can then be used to calculate the probability that the expression level for the gene in 
the control (Cg) and the test (Tg) conditions were drawn from the same normal distribution.  The 
principle challenges are to correctly calculate the mean of the common distribution and its variance. 
Calculating the means of the common distribution with normalization 
 
Even when read counts for the same gene are drawn from the same underlying distribution, the mean 
of this distribution will be measured at a higher or lower value depending on how deeply each sample is 
sequenced.  Separate means (µ) must be calculated for the control and test condition that are 
proportional to the sequencing depth of the sample.  Several papers have reported on the importance 
of normalizing the RNA-Seq read counts by the appropriate factors to account for differences in the total 
number of reads sampled in the two datasets, as well as the underlying mixture of RNA in the samples 
(Robinson and Oshlack, 2010).  The principle challenge is that a low number of highly expressed genes 
with outlier measurements can significantly affect the total read count for one of the samples, and the 
ratio of total read counts in both samples is therefore not a reliable metric to use to normalize samples.  
We visualized the problem by plotting simulated raw read counts (See Additional File 1, Supplemental 
Methods 4 for simulation procedure) on a scatter plot with the counts for the genes in the control 
sample on the X axis and the test values on the Y axis.  We then found the slope (m) of the line that most 
closely matched the known, simulated slope was calculated as the median ratio of test to control 
counts, a metric which has been used previously (Anders and Huber) (Additional File 1, Figure S10 and 
Supplemental Methods 8). 
The means of the distributions for each of the two samples are points along this line.  The exact point is 
found by taking the midpoint of the segment of the slope line that is bounded by (Cg, Cgm) and (Tg/m, 
Tg), as shown in Additional File 1, Figure S11.  This point gives an unbiased weighting to both the control 
and the test condition, even when one sample is sequenced much more deeply than the other, and 
allows for the calculation of a distribution mean for each sample without rescaling the read counts.   
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Calculation of Variance 
Because RNA-Seq experiments commonly use a low number of replicates, care must be taken to ensure 
that accurate variance estimates are used.  Because Poisson and non-Poisson variance are independent 
from one another (Additional File 1,  Figure S12), total variance can be calculated by adding the 
independent components of the variance  (Bevington, 1969).  Because Poisson variance is dependent 
upon sequencing depth, while non-Poisson variance is not, it is useful to separate out these two 
components in order to ensure a more accurate calculation of the variance. 
We identified two approaches which can be used to estimate the non-Poisson variance.  The first, simply 
measuring the variance in gene-specific read counts across replicates, provides an unbiased estimate of 
variance.  The variance measured in replicates for a given gene (σreps2) 	will include the combined effects 
of Poisson and non-Poisson variance (ߪ௡௉).  Poisson variance can be estimated as the mean of the 
number of reads that were used to make the measurement of variance in replicates (R), and separated 
from non-Poisson variance as follows:   
Equation 2: 
	ߪ௡௉ଶ = 	ߪ௥௘௣௦ଶ	 − ܴ 
The measured gene-specific relative non-Poisson standard deviation (σm) is found by dividing the non-
Poisson variance by the read count: 
Equation 3: 
	ߪ௠ =
	ߪ௡௉
ܴ  
And is thus: 
Equation 4: 
ߪ௠	 =
ටߪ௥௘௣௦ଶ	– ܴ
ܴ 	 
The accuracy of the measured variance as an estimate of the variance of the normal distribution from 
which the sample is drawn will be limited by the number of replicates used and by the amount of 
Poisson noise that is present in the measurements that were used to estimate the variance.  For 
example, we do not believe that expression levels can be measured with complete certainty using RNA-
Seq because the values in the technical replicates do not repeat with 100% reliability (Additional File 1, 
Figure S1).  However, some of the technical replicate variances (ߪ௥௘௣௦ଶ	) will be measured at zero 
because the measurements will repeat exactly in the both replicates by random chance.  Error in the 
estimates of non-Poisson variance will be highest for genes which are measured with few reads.  This is 
because the variability in measurements across replicates will be dominated by Poisson noise making 
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estimates of non-Poisson variance unreliable.  Despite these drawbacks, the measured variance is still 
the most unbiased approximation of true gene-specific variance. 
An alternative approach is to assume a uniform over-dispersion, where all genes are assumed to have 
the same non-Poisson variance which	is set to a uniform over-dispersion factor (U).  The value used as 
the uniform over-dispersion (U) can be calibrated based on replicates.  By definition, the p-value is the 
probability that a difference will be detected as statistically significant (rejection of the null hypothesis) 
when in fact no difference exists.  In replicates, the null hypothesis is true for all genes, but would be 
expected to be falsely rejected in proportions equivalent to the calculated p-values.  The U is therefore 
set as the minimal U such that the percentage of genes that are called DE in biological replicates equals 
the p-value.  For example, if 10,000 genes are calibrated to a U with a p-value of 0.05, the U is the 
minimum value where 500 of the genes in the biological replicates have a p-value <0.05.  The calibration 
was performed on genes with a mean count of at least 10 reads across the two conditions. This cut-off 
ensures that measurements are not dominated by Poisson noise which may skew calibrations. The value 
of U will be approximately the center of the distribution of measured non-Poisson variances. The 
disadvantage to using a uniform over-dispersion is that it corrects all variances towards a central value.  
This correction systematically underestimates the variance of classes of genes which have high variance, 
while overestimating the variance for low variance genes.  This correction can therefore introduce 
biases into differential expression calls.  
We resolve these two approaches by further breaking non-Poisson variance into a technical variance 
and gene-specific environmental variance.  Technical variance is caused by errors in the library 
preparation and sequencing process.  While it is probable that some coding genes may be more 
susceptible to technical variance than others, we do not have sufficient information to identify these 
genes and therefore our best estimate of variance is a uniform model where each measurement is 
assumed to have a minimal possible ߪ௡௉ equal to technical variance (ߪ௧).  This minimum ߪ௡௉ is 
effectively the resolution of the RNA-Seq technology.  Genes should not be called DE between two 
samples if they are closer in expression than the resolution of the technology.  To assess this resolution 
we calculate the U for our technical replicates using coding genes (ߪ௧ = 0.16	in our experiment). 
Gene-specific environmental variance cannot be assumed to be uniform because a gene’s response to 
the environment is determined by its function.  Using a uniform model to assess this variance will yield 
false positives that are enriched for genes which have high variance in biological replicates.  This is 
undesirable because it is difficult to distinguish such artifacts from biological effects.  Therefore, when 
the measured gene-specific variance ߪ௠ was above the uniform technical variance, this value was used 
as the estimate of ߪ௡௉: 
Equation 5: 
ߪ௡௉ = max	(ߪ௠, 	ߪ௧) 
To improve the accuracy of our calculations of variance, we assumed that the gene-specific variance will 
be constant across all four species because gene function is likely to be conserved.  This assumption will 
give each gene a greater number of data points on which to base the estimate of variance. We then took 
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the weighted mean of the non-Poisson relative variances that were calculated for each gene across the 
biological replicates of the four species.  Measurements were weighted by the number of reads on 
which they were based under the assumption that genes measured with more reads will have more 
accurate assessments of variance because they will be subject to less Poisson noise.  Measurements 
made with less than a mean of 30 reads in the two replicates were discarded on the assumption that 
they were unreliable due to the fact that more than 20% of their measured variance is Poisson noise.  
When the gene was not measured by at least 30 reads in any of the species its variance was set to U 
calibrated for that species’ biological replicates.  Because our experiment had sufficient sampling depth, 
this correction applied to only 3% of the core genes.  
Because each species’ replicate pair reproduced with a different overall variance (U), when the 
measured gene-specific variances are used in the Χ2 test statistics they are scaled to reflect these small 
differences by multiplying by the U calibrated for the species divided by the mean U across all four 
species. 
Degrees of Freedom 
Each Χ2 test statistic was calculated with an N of 2 (the control condition and the test condition), which 
would suggest that the test statistic should have 2 degrees of freedom.  However, the means of the 
sampling distributions were calculated based on the measurements from both samples.  For this reason, 
a degree of freedom is lost.  To demonstrate this, we show that a sampling distribution of Χ2 test 
statistics generated under the null model using the measured non-Poisson variance (ߪ௡௉஼ = ߪ௠	) is 
reasonably well approximated by a Χ2 distribution with 1 DF (Additional File 1, Figure S13A).  Using a 
uniform variance in the Χ2 test statistic (ߪ௡௉஼ = ܷ) also produces a Χ2 distribution with one degree of 
freedom (Additional File 1, Figure S13B). 
The corrections to the Χ2 test statistic are designed to use all of the information available in the 
experiment to provide the most accurate identification of DE genes without introducing substantial 
biological biases in the genes that would be falsely detected as DE.  In some cases where the total 
variance calculated from the replicates was lower than the inherent technical variance calculated from 
Poisson fluctuation plus the over-dispersion between technical replicates we used the technical variance 
measured in replicates to represent the truth.  Because of this correction, the final distribution of Χ2 test 
statistics under the null model shows a slight deviation from the Χ2 distribution with 1 DF, indicating that 
in some cases our p-values may be slightly conservative (Additional File 1, Figure S13C).   In biological 
replicates, the false positive rate at p<0.05 was 3%. 
Combining tests 
We found that our fold change (FC) calls reproduced better when we only compared samples which 
were prepared on the same day (Additional File 1, Supplemental Methods 9 and Table S8).  This finding 
indicated that there are batch effects within the data that must be controlled for. Therefore, we 
performed two tests for each cross-species comparison: Rep 1 versus Rep 1 and Rep2 vs. Rep 2.  We 
treated each test as an independent test and combined p-values using Fisher's combined probability 
method (Fisher, 1932). 
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Calculation of Confidence Intervals Around Fold Changes 
The fold-change was calculated as Tg(n)/Cg(n) where Tg(n) and Cg(n) are the read counts, normalized by 
sample size, for each gene in the test and control samples (Additional File 1, Supplemental Methods 10).   
The confidence interval around the fold-change is calculated as follows: 
Equation 6: 
ߪ
ி೅
಴
ୀඨቆ ఙ೅೒
೒்×୪୬(ଶ)ቇ
మ
ାቆ ିఙ಴೒஼೒×୪୬(ଶ)ቇ
మ  
This confidence interval is attained by propagating the uncertainty in each measurement (Bevington, 
1969).  See Additional File 1, Supplemental Methods 10 for derivation. 
 
Measuring the rate of expression divergence 
 
To measure the rate of expression divergence, we used least squares regression to draw the line of best 
fit through the σ2 of the log2 FCs plotted against the intergenic substitution rate.  The slope of the line is 
the measurement of the rate of gene expression divergence, while the Y intercept is the variance of the 
log2 fold changes at time=0 (biological replicates). The Y intercept is therefore higher for subsets of 
genes with larger variance in replicates.  We tested the significance of slope differences using an 
ANOCOVA test.  To eliminate the possibility that these results were artifacts of the RNA-Seq technique, 
where possible, we verified our results against the data of Tirosh et. al (Tirosh, et al., 2006), an 
experiment that used microarrays to calculate expression response divergence at the individual gene 
level in genes under different stress conditions in S. cerevisiae ,  S. paradoxus, S. mikatae, and S. 
kudriavzevii  (Additional File 1, Supplemental Methods 6).   
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Chapter 2: Expression Divergence Measured by Transcription Sequencing of Four Yeast Species:  
Supplemental Methods and Figures 
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Chapter 2: Supplemental Methods 
1. Reference assemblies, annotations, orthology mappings, and alignment 
The S. cerevisiae genome and annotation were downloaded from the "Saccharomyces Genome 
Database" http://downloads.yeastgenome.org/ on 1/28/2010.  S. paradoxus, S. mikatae, and S. bayanus 
genome sequences and annotations were published by Kellis et al.  (Kellis, et al., 2003) .  Annotations of 
these three species were made based on orthology mappings relative to S. cerevisiae.  The ortholog 
mappings in (Kellis, et al., 2003) were used in all comparative analyses.  Kellis et al. reported the genome 
sequences as contigs, but included a mapping of how these contigs mapped onto scaffolds.  Because 
these contigs sometimes overlapped, we assembled the contigs onto scaffolds prior to alignment and 
transposed the annotation positions onto the scaffold positions. 
For differential expression of 1:1 orthologs, the MOSAIK parameters were set so that reads that aligned 
to the genome with 2 or fewer mismatches across their 35 base pair length were aligned.  When 
analyzing paralogs, we used the more restrictive setting of 1 mismatch to obtain better discrimination 
between paralogs.  The alignments included reads which aligned to only one position (uniquely aligned) 
and reads which aligned to many positions (non-uniquely aligned).  Allowing for mismatches 
compensates for potential single nucleotide variations in the samples relative to the reference, and the 
fact that the three other genomes are not as deeply sequenced as S. cerevisiae and their reference 
assemblies are expected to contain more errors.   
2. The dominant source of unaligned reads is sequencing errors. 
We achieve a 54% alignment rate for our reads.  The dominant source of unaligned reads in our 
experiment was overwhelmingly errors in the reads themselves.  We established this by filtering reads 
to only include the highest quality reads, where we were confident that there was a very low chance of 
sequencing error, and aligning only these reads to the genomes.  When we eliminated read errors as a 
source of unaligned reads, we achieved a 92-98% alignment rates for each sample.   
Our filtering strategy was as follows: The AB Pipeline produces a large number of reads but does not 
stringently filter them based on quality.  However, each di-nucleotide transition call in each read comes 
with an associated transition quality score, which is analogous to the PHRED base quality score used in 
other technologies.  These scores can be approximately transformed to the probability that the 
transition call is correct.  If we assume each probability is independent, multiplying each of the transition 
scores sequentially gives the probability that entire read has no errors: 
݌ݎ݋ܾܾ݈ܽ݅ݐݕ	ݎ݁ܽ݀	ܿ݋ݎݎ݁ܿݐ =ෑ1− 10 ௤೔ିଵ଴
௜ୀ௟
 
where l is the length of the read (36), i is the position in the read, and qi is the transition quality at 
position i.   
For example, if a three transition read has qualities 30, 20, and 10, then the probability it is correct is: 
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0.9997*0.99*0.9=0.89 
Often the quality scores provided by manufactures need to be recalibrated slightly to ensure accurate 
probabilities, e.g.  (Quinlan, et al., 2008).  However, while this probability score is only an approximation, 
it is still an excellent and quick way of identifying what reads are least likely to contain errors.   
We filtered reads based on quality scores to create a subset of high quality reads which have at least a 
95% probability of having only correct calls in the read.  The alignment rate for the high-quality reads 
ranged from 92% to 98% (Supplemental Table S1).  A substantial portion of the unaligned reads from the 
high-quality read alignments corresponded to primer sequences that were sequenced. While alignment 
rates did decrease as reference assemblies became less finished, the alignment rates for the species 
with draft genomes were very close to the alignment rates for the S. cerevisiae samples, indicating that 
the unfinished state of the draft genomes caused only a minor reduction in the overall alignment rates 
for these species (Supplemental Table S1).  Reads crossing splice junctions also did not appear to make 
up a significant portion of the reads, as would be expected in these species which perform minimal 
splicing.  When using any pipeline that does not stringently filter reads, we recommend filtering and 
aligning reads as an early quality step to ensure that there are no obvious problems in the experimental 
data (e.g. sample mislabeling, contamination). 
3. qPCR 
We chose 10 genes for qPCR analysis.  Genes were chosen to represent the entire dynamic range of 
expression values.  Five genes had large fold changes against S. cerevisiae, and five had small fold 
changes.  One of the large fold change genes, YMR095C (SNO1), was subsequently excluded from 
further analyses because we observed that it appears to have much heavier antisense transcription in S. 
cerevisiae than in the other three yeast species.  qPCR is not strand-specific, convoluting the results.    
Confidence intervals were calculated as described in Supplemental Methods 10.  In the comparison with 
DESeq, the values for the mean expression and variance were obtained using the varianceFitDiagnostics 
tool.  The values used for the mean and variance were the baseMean and baseVar. 
 
4. Data Simulation 
We used MATLAB to simulate RNA-Seq read count data so that we would be able to assess how our 
statistical methods performed using data where we knew which genes were DE, and to compare various 
analysis strategies, for example the Χ2 normalization procedure.  We simulated four components: 1) The 
basic expression levels between different genes in the same sample 2) the length of the genes 3) the 
variance in expression for a single gene in multiple replicates, and 4) counting noise that occurs with 
sampling.  For simplicity, we assumed that all portions of reads could be uniquely aligned to the 
genome.  Most of the distributions of the actual data were well fit to lognormal distributions.  These fits 
are summarized in Supplemental Figure S14.   
  
42 
 
Expression Level – Transcript Count and Gene Length 
We used lognormal distributions to simulate gene expression level (transcripts per gene) and gene 
length.  We multiplied the two values to get an underlying gene expression distribution, which give an 
approximation of the number of nucleotides that each transcript will generate.  In our simulations, we 
used the mean and standard deviations from the S. cerevisiae replicate 2 sample.  The use of a 
lognormal distribution to simulate expression level differs from the more commonly used Zipf’s law 
(Furusawa and Kaneko, 2003), but provided a better fit for our data, particularly for conserved genes.   
 
Variance Between Samples 
We added variation to each transcript count to simulate biological variance and technical measurement 
imprecision.  We first added biological variance.  We assumed that each gene would have a gene-
specific variance in response to environmental noise, but that this variance would remain constant 
across the four species.  Variance was modeled with a normal distribution and technical variance was 
modeled using a uniform overdispersion. 
Because each gene has an individual variance, we assumed that the measured gene expression would be 
drawn from some normal distribution with the mean equal to the expression level, and width of the 
distribution determined by the variance.  Genes with more variance would have expression drawn from 
a wider distribution.  After adding biological variance, we then repeated this process to simulate 
technical variance using the same procedure. 
We found no correlation between a gene’s non-Poisson variance and its expression level in the data 
(Supplemental Figure S12), so these effects are simulated independently. 
Count Noise 
To simulate counting noise, the resulting gene expression values were given Poisson noise.  This step 
most significantly affected genes with low expression.  
Different Sample Sizes and Differential Expression 
The total counts of mapped reads were also varied between samples to simulate varying sample sizes.  
Differential expression was modeled by adjusting base expression levels according to an effect size 
factor (Cohen’s D) before variance was modeled. 
Simulation Results 
Correspondence between the simulated and actual data is shown in Supplemental Figure S15.  The 
simulation can produce technical and biological replicates which can be used for variance calculations. 
  
43 
 
 
5. Clustering and Bootstrapping to Prevent Reuse of Data Points 
We sought to determine whether the expression levels of orthologous genes would reflect the 
phylogenetic relationships between the species.  To answer this question, we first performed 
hierarchical clustering on the expression data for each biological replicate from each species using for 
the core genes.  Count values were scaled to the size of the S. cerevisiae rep. 1 sample, values were log2 
transformed, and the Spearman correlation was used as the distance metric between samples 
(Euclidean and Pearson correlations gave similar results).  Linkage based on the average (UPGMA) 
distance was used to determine the tree (Figure 3).  Biological replicates for each species clustered 
together as expected, though the distance between the replicates was not negligible compared to the 
distance between species.  The distance between samples was linearly correlated with phylogenetic 
distance between species (R2=0.87).  Phylogenetic distances were those determined from comparisons 
of intergenic sequence (Kellis et al. 2003). The strong correlation between expression distance and 
phylogenetic distance demonstrates that expression data and sequence data as a rule evolve 
consistently. 
Note that the data points from each gene-comparison were used multiple times.  For example, the 
measurements from S. cerevisiae replicate 1 were compared to S. cerevisiae replicate 1, S. paradoxus 
replicate 2, S. mikatae replicate 2, and S. bayanus replicate 2.  Reusing the same measurements can bias 
the results.  To assure that this was not the case, we performed a bootstrap sampling of the data to 
avoid reusing the same measurements in different comparisons.  This was done by dividing each dataset 
into three groups based on randomly assigning genes to one or other of the groups, and reanalyzing the 
data using these subsamples as data points.  Each measurement was therefore only used once. The R2 of 
this comparison was 0.95.  
6. Classes of genes with faster divergence 
Genes with a TATA box diverged at a faster rate than non-TATA containing genes, with a slope of 4.5 
compared to 2.7 (n=460, p=0.016). The divergence of genes with and without TATA boxes maintained 
their linear relationship with intergenic substitution rate, having R2 values of 0.79 and 0.82, respectively. 
Genes with a coding sequence longer than 2000 base pairs in S. cerevisiae had a significantly lower gene 
expression divergence than shorter genes (n=499, p<0.001), yet both classes of genes still retained a 
linear relationship of divergence with intergenic substitution rate (R2= 0.62  for >2,000, R2= 0.76  for 
<2,000).  This difference in divergence was still significant when considering only genes with (p<0.01) or 
without (p<0.001) TATA boxes, and was confirmed among core genes in the Tirosh dataset (Tirosh, et al., 
2006) (p<0.001), though the Pearson correlation between length and expression divergence is weak (-
0.23).  Having a TATA box significantly increased the expression divergence in genes of all lengths, 
including sequences longer than 2,000 (p=0.02), 1000-2000 (p<0.001), and shorter than a 1,000 bases 
(p<0.01), indicating these are independent effects. 
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Genes with larger regulatory footprints would be expected to diverge in expression more quickly 
because random SNPs would have a higher chance of hitting a regulatory region of the gene.  Genes 
with multiple transcription factor binding sites (TFs), as annotated by (MacIsaac, et al., 2006) diverged at 
a faster rate than genes with a single TFs, though this increase only met statistical significance when the 
genes with 5 or more TFs were compared to genes with 1 TF site (n=132, p<0.01). Most of the increase 
appears to be due to the fact that genes with multiple transcription factors are more likely to have a 
TATA box (p<0.01).  Among genes without TATA boxes, genes with single transcription factor binding 
sites drifted at the same rate as genes with multiple transcription factor binding sites (p=0.94).  
Controlling for the number of TFs did not eliminate the increased expression divergence in genes with 
TATA boxes (p<0.01).  
Wang et al. (Wang, et al., 2002) measured the half life of S. cerevisiae mRNAs using a transcriptional 
shut-off assay.  Core genes with TATA boxes had a mean half life of 32.5 minutes, which is significantly 
longer than genes without TATA boxes (mean=23.7, p<0.001).  We found that genes with half lives 
longer than the median half life of 19 had a higher rate of divergence than those with half-lives shorter 
than 19 minutes (p<0.01).  This relationship was confirmed in the Tirosh data (p=0.03), though there was 
no direct correlation between half-life of a gene’s mRNA and its expression divergence.  An increase in 
divergence rate was found in TATA-free genes, though the difference in expression divergence in genes 
containing TATA boxes did not reach statistical significance (p=0.18).  Controlling for TATA status 
eliminated the effects of a long half-life in the Tirosh data.   
7.    Finding measurable gene duplication events 
We created a set 41 genes from the non- S. cerevisiae yeasts that met the gene duplication criteria: the 
genes had two copies in one species only, both ORFs were complete, and, in order to ensure a 
duplication event and not a split ORF, both genes had to overlap the S. cerevisiae ortholog by >60%.   
To ensure that these genes were unambiguously orthologous to the S. cerevisiae gene, we ran BLAST 
(Altschul, et al., 1990) searches of the three non- S. cerevisiae yeasts protein sequences against 
translated S. cerevisiae open reading frames using default parameters.  We excluded 10 genes where at 
least one of the orthologs did not find the S. cerevisiae protein as the top hit.    
Twenty-four of the remaining genes were measurably expressed in S. cerevisiae and the species with the 
duplication event.  One gene was excluded because more than 10% of the reads aligning to the paralogs 
also aligned elsewhere in the genome.   This left a set of 4, 5, and 14 genes in S. paradoxus, S. mikatae, 
and S. bayanus with probable lineage-specific duplication events with expression that could be 
measured using RNA-seq.  Because S. bayanus had the most gene duplication events, we used this as 
our model. 
8. Normalizing data 
Read counts differ for each sample due to a variable number of reads produced by sequencing runs and 
the mixture of RNA within samples.  Sample normalization is confounded by differences in gene 
expression.  For example, if samples A and B are identical except that B contains one gene with 
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dramatically increased expression relative to A, a lower number of reads will be found for all other 
genes within sample B. 
We therefore required a normalization factor to calculate expected values for our Χ2 metric, and to 
calculate fold changes.   We visualized the problem of normalizing read counts by plotting the read 
values on an X-Y plot and finding the line of best fit through the data. We used MATLAB to test various 
methods for finding the best slope.  Robinson and Oshlack (Robinson and Oshlack, 2010) present a 
solution to the problem of normalizing sample size using Trimmed M Means.  However, any trimmed 
method requires parameters specifying how much to trim, and the determination of those parameters is 
somewhat arbitrary.  We therefore did not test any methods that required parameters. 
We visualized the problem by plotting simulated raw read counts (See Supplemental Methods 4 for 
simulation procedure) on a scatter plot with the counts for the genes in the control sample on the X axis 
and the test values on the Y axis.  We then found the slope of the line that best fit the data points 
(Supplemental Figure S10).  The assumption behind this model is that most genes will not be DE 
between samples.  Genes should form a central cluster in the plot and the slope of the line going 
through the center of this cluster will indicate the scaling due to unequal sample sizes.   
We used simulation data to test several methods of calculating this slope, simulating different 
experimental conditions, including unequal sample size and highly expressed outliers. The methods we 
tested were ordinary least squares regression, robust (weighted) regression, principal components 
analysis (PCA), normalization by total read count, and normalization by the median value of   Tg/Cg.  The 
technique that yielded the most accurate slope (m) when the true scaling factor was known was to take 
the median of ratio of test read counts to control read counts for each gene: m=median (Tg/Cg) .  In 
particular, this method performed better than the frequently used approach of scaling data by total 
aligned read counts, which is not robust to highly expressed outliers (Supplemental Figure S10).    Using 
total aligned reads could also bias results in cross-species studies where one genome will invariably be 
of higher quality and have fewer missing regions than the other. 
The median method performed the best of the methods we tested, requires no parameters, and is 
symmetrical as to which sample is considered the control and test sample.  It also has an advantage in 
that it is easily interpreted. Plotting the normalization lines through the data demonstrate that our 
normalization factors are reasonable (Figure 1 and Supplemental Figure S8). 
Note that this method assumes that the datasets that are being normalized were prepared using the 
same library preparation protocol, as was the case in our experiment.    
9. Measurements taken on the same day reproduced better 
To assess the reproducibility of the RNA-Seq FC calls and to evaluate the validity of the confidence 
intervals, we compared the reproducibility of cross-species gene expression comparisons when the 
results were based on measurements taken when the samples from both species were prepared on the 
same day, versus measurements taken when they were prepared on different days.  Samples labeled 
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replicate 1 for each of the four species were prepared on a different day than samples labeled replicate 
2.   
We counted the fraction of times where the second measurement value was within the confidence 
bounds given for the first measurement. Sixty-eight percent of genes would be expected to be within 
the 1 σ confidence interval and 95% at the 2 σ level.  Cross-species FC calls made in samples prepared on 
the same day were reproduced close to the level predicted by our confidence intervals, with 52% and 
86% of genes reproducing at the 1 and 2 σ levels (Supplemental Table S8).  However, when comparisons 
were made of biological replicates prepared on different days (e.g. S. cerevisiae rep.1 vs. S. paradoxus 
rep. 2), only 36 and 73% of genes validated at the 1 and 2 σ levels.  This discrepancy indicates that even 
subtle environmental differences in laboratory conditions on different days affect the consistency of the 
calls between species. 
10. Calculation of fold change and the derivation of confidence interval around the log fold change 
The fold-change was calculated as Tg(n)/Cg(n) where Tg(n) and Cg(n) are the read counts for the test and 
control condition for a given gene, normalized by sample size, for each gene in the test and control 
samples.  Reads were normalized by the median (Tg/Cg) .   We added 0.01 to measurements that 
equaled zero to avoid divide by zero errors.   
We calculated log2 fold changes as the log 2 value of (Tg/Cg).   
We calculated confidence intervals around the log fold change by error propagation.  The general 
formula for propagation of errors around x is as follows (Bevington, 1969): 
 
The confidence intervals around the fold change can be determined by first calculating the log fold 
change: 
log2(ܨ் ஼⁄ ) = log2
ۉ
ۇ
	൬ ௚ܶ
ாܶ௫௣
൰
൬ ܥ௚ܥா௫௣൰ی
ۊ 
= ݈݋݃2 ቆ ௚ܶܥ௚ ×	
ܥா௫௣
ாܶ௫௣
ቇ 
= ݈݋݃2 ቆ ௚ܶܥ௚ ×
1
ݏ݈݋݌݁ቇ 
= ݈݋݃2൫ ௚ܶ൯ − ݈݋݃2൫ܥ௚൯ -log2(slope) 
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Then the partial derivative of the log fold change is taken with respect to ܥ௚ and ௚ܶ.  Variance in the 
slope is assumed to be negligible. 
߲ܨ
߲ܥ௚ =
−1
ܥ௚ × ln	(2) 
߲ܨ
߲ ௚ܶ =
1
௚ܶ × ln	(2) 
The variance in C is calculated similarly to the variance in ܥா௫௣ in the Χ2 test statistic: 
	ߪ஼೒ଶ = ܥ௚ +	൫ܥ௚ ∗ ߪ݊ܲ൯
ଶ
  
Where the non-Poisson variance ߪ௡௉ is calculate as it is for the Χ2 test statistic. Note that this equation is 
similar to the denominator of the chi square calculation except that the measured value is used instead 
of the expected value.  This difference is due to the fact that in the fold change confidence interval we 
are calculating how confident we are that the fold change measurement is correct, rather than how 
closely the measurement corresponds to the null model that the gene is expressed at the same level in 
the control and test sample. 
Using the standard formula for error propagation, we then calculate the ߪி೅
಴
	as follows: 
ߪி೅
಴
	 = ඨቆ
−ߪ஼೒
ܥ௚ × ln(2)ቇ
ଶ
+ ቆ ߪ ೒்
௚ܶ × ln(2)ቇ
ଶ
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CHAPTER 2:  SUPPLEMENTAL FIGURES 
Supplemental Figure S1: Technical versus biological replicates 
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S1C 
 
Supplemental Figure S1A: Replication of reads per coding gene in technical and biological replicates of S. 
S. cerevisiae S1B: The distribution of the number of coding genes which replicate with each fold change.  
For example, if a gene shows twice the number of reads (normalized for sample size) in replicate 1 than 
replicate 2 the fold change = 2X.  Biological replicates show larger fold changes than technical replicates.  
S1C: Technical replication of coding genes versus non-coding genes.  Non-coding genes primarily include 
snRNA, snoRNAs, and tRNAs. 
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Supplemental Figure S2 
 
 
Supplemental Figure S2: The contribution of each source of variance to the total uncertainty in a gene’s 
expression measurement at a given read depth.  We used the relative standard deviation as the metric 
of uncertainty. The variance of a Poisson distribution for any count is equal to the count itself (R).  The 
relative standard deviation due to Poisson counting noise is thus calculated as sqrt(R)/R.  The Poisson 
error derives from on the count itself and is not experiment-specific. The amount of technical and 
biological variance shown is from the S. Cerevisiae technical and biological replicates.   These values are 
the uniform over dispersion factor (U), whose calculation is described in the Methods section.  The 
uniform value for the biological variance was not used in differential expression calculations, but 
represents a central value shown here for display purposes. The value of the technical replicate is 0.16 
and the biological replicate is 0.38.  We represent these as constants because we found that in our data 
the non-Poisson variance was uncorrelated with read depth.  The uniform over dispersion is an 
aggregate value and the true relative standard deviation will be higher or lower than this value for 
individual genes.  The over dispersion for the biological replicates includes both biological and non-
Poisson technical variance.  In interpreting this chart, note that uncorrelated variances (not the standard 
deviations) can be added to achieve the total variance.   
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Supplemental Figure S3 
 
Supplemental Figure S3: Fold changes calculated by RNA-Seq are directly correlated with fold changes 
measured using qPCR.  Microarray log2 fold changes are linearly correlated to log2 qPCR measurements 
with a slope of 1.23-1.49, depending on the method used to normalize the arrays (Dallas, et al., 2005).   
Using the mean slope, fold changes measured by RNA-Seq at 2, 3, 4 are equivalent to a microarray FC 
(FCm) measured at 1.66, 2.24, and 2.77. 
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Supplementary Figure S4 
 
 
Supplemental Figure S4: Comparison of the fold changes that occurred between repeated 
measurements for the same gene in biological replicates in our  replicates and in the Nagalakshmi 
dataset using our alignments pipeline, and the same set of core genes.   We note that growth conditions 
were not exactly the same as the Nagalakshmi used an auxotrophic strain of yeast that was grown in 
YPAD rich media.  Our strains were all prototrophic and grown in minimal media.   
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Supplemental Figure S5 
 
 
 
 
 
 
 
 
 
 
 
Supplemental Figure S5: We identified a set of 162 genes (red) that appeared to have higher expression 
in the second replicate of S. paradoxus versus the first.  The orthologs of these  genes are shown (red) to 
also be disproportionately unregulated in the second replicate of S. cerevisiae (90%), S. mikatae (62%), 
and S. bayanus (96%). 
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Supplemental Figure S6: Comparison of fold changes from RNA-seq versus qPCR 
A.  S. mikatae versus S. cerevisiae 
 
B.  S. paradoxus versus S. cerevisiae 
 
 
 
C. S. bayanus versus S. cerevisiae 
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D.  S. mikatae versus S. paradoxus 
 
E.  S. bayanus versus S. paradoxus 
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F.  S. bayanus versus S. mikatae 
 
Supplemental Figure S6: Fold changes calculated by RNA-Seq and qPCR for the comparison. Each bar 
represents the comparison between a single biological replicate pair.  Colored bars represent the 1 σ 
(68%) confidence intervals around fold-change calculations.  Gray bars represent 2 σ (95%) confidence 
intervals.  
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Supplemental Figure S7A 
 
 
Supplemental Figure S7A: Comparison of performance of statistical methods.  Differential expression is 
modeled as a random change in expression of the effect size magnitude specified. 
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Supplemental Figure S7B:  The variance of genes called true and false positives by the statistical 
methods.   The metric we use for variance here is the gene-specific relative standard deviation that was 
used in the data simulation. This number includes both technical and biological variability.  True and 
false positives were modeled randomly without respect to variance (See Supplemental Methods 4).   
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Supplementary Figure S7C: Correlation between the calculated p value and the false positive rate.  The 
red line represents the target value 
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Supplemental Figure S7D 
 
Supplemental Figure S7D: Comparison of the measured variance of genes called differentially expressed 
by DESeq versus our method.  Red crosses represent outliers. 
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Supplemental Figure S8:  Differential expression in pairwise comparisons 
 
 
 
 
 
Supplemental Figure S8: Differential gene expression in cross-species pairwise comparisons.  Plotted 
values are the number of reads uniquely aligning to the gene.  Differentially expressed genes (blue) are 
measured at p<0.01.
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Supplemental Figure S9A:  
 
Supplementary Figure S9B:   
 
Supplementary Figure S9: A) Lineage-specific increase of expression in S. cerevisiae versus the 
three other species for the gene RME1. B)  Increase of expression in S. cerevisiae versus S. 
bayanus, but intermediate expression in S. mikatae for the gene TSC3.   
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Supplemental Figure S10A:  
 
Supplemental Figure S10B: 
 
Supplemental Figure S10: Performance of calculated versus actual slopes using different methods for 
finding the correct slope.  Methods tested were the median of the ratio of reads, the ratio of the total 
read counts in both samples, principle components analysis (PCA), and ordinary least squares (OLS) and 
robust regression.    Figure 10A shows the performance of these methods when the sample sizes vary 
between conditions.   Figure 10B shows the effects of adding a group of DE genes to one of the samples. 
Robust and OLS regression are sensitive to which samples are chosen as the control (X axis) and test (Y 
axis).  Regression results are presented twice in 10B with the X and Y axes swapped.   
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Supplemental Figure S11 
 
Supplemental Figure S11: Calculation of expected values (means) in our chi square. The 
expected value is found by taking the midpoint of the segment of the slope line that is bounded 
by the points (Cg, Cgm) and (Tg/m, Tg), where Cg is the reads per gene in the control condition, Tg 
is the reads per gene in the test condition, and m is the slope of the line that normalizes the two 
samples.  In this example, Cg=3, Tg=2, and m=2.  The boundaries of the line segment are thus (3, 
6) and (1,2).  The midpoint of this line segment (4,2) gives unbiased weighting to both samples.  
The orthogonal point, by contrast, gives more weighting to the more highly measured sample. 
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Supplementary Figure S12:  
A 
 
B 
 
Supplemental Figure S12: Estimated Poisson and non-Poisson variance are uncorrelated in 
biological (A) and technical (B) replicates.  Data points represent coding genes measured in both 
replicates.  Calculation of relative non-Poisson variance is as described in the Methods section. 
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Supplementary Figure S13: 
S13 A 
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S13 C 
 
Supplemental Figure S13: When the assumptions of a Χ2 test with two conditions are true, a sample of Χ2 
test statistics calculated under a null model will be well approximated by a Χ2 distribution with one degree 
of freedom (DF).  We show that the when we apply our Χ2 test to biological replicates (the null model), we 
generate a sampling distribution that is that is well modeled with measured variance (A) or uniform over-
dispersion (B) is used.  Our final Χ2 test is shown in Figure C.  The replicate data from all four species was 
used. 
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Supplemental Figure S14: Fit of parameters to mathematical distributions  
S14 A. 
 
Supplemental Figure14A: Log2 of uniquely aligned read counts per gene fit to a normal 
distribution.   Genes with 0 reads were excluded (n=5).  The fit of the log of the values to a 
normal distribution shows that the underlying distribution is lognormal, and the fit is easier to 
visualize than the unlogged values fit to a lognormal distribution. 
S14 B 
Supplemental Figure S14B:  The log of the length of CDS’s from conserved single-exon S. 
cerevisiae genes fit to a normal distribution.   Non-conserved genes do not fit the distribution as 
well (not shown).  
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Supplemental Figure S15A:  Simulated Biological Replicates 
 
Supplemental Figure 15B:  Simulated Variance 
 
Supplemental Figure S15:  Results from simulation procedure to generate biological replicates 
with a gene expression level and variance modeled on actual data.  A) Simulated biological 
replicates.  B) Correspondence between total non-Poisson overdispersion (measured relative 
standard deviation, ߪ௡௉) in real versus simulated samples.    
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Supplemental Tables 
Supplemental Table S1: Alignment Results 
Species 
(Coverage of 
Reference) 
  Reads Reads Aligned Reads Aligned 
Unique 
Reads 
95% 
Correc
t 
Reads 95% 
Correct  
Aligned 
 S. cerevisiae 
(Finished) 
Rep1 34,760,166 19,311,072 56% 7,254,726 21% 25,090 23,998 96% 
Rep2 48,982,408 27,681,246 57% 16,891,689 34% 39,759 38,913 98% 
 S. 
paradoxus 
(7.7 X) 
Rep1 31,460,846 18,498,038 59% 10,186,790 32% 29,372 27,988 95% 
Rep2 38,286,247 23,076,712 60% 13,112,605 34% 39,469 38,145 97% 
 S. mikatae 
(5.9 X) 
Rep1 39,345,872 20,294,230 52% 18,128,566 46% 28,289 26,068 92% 
Rep2 38,716,464 21,350,790 55% 19,090,152 49% 35,165 33,025 94% 
 S. bayanus 
(6.4 X) 
Rep1 27,834,835 14,895,197 54% 12,840,218 46% 17,259 16,571 96% 
Rep2 32,964,873 19,052,389 58% 15,731,140 48% 28,321 26,688 94% 
Total   292,351,707 164,293,23
2 
56% 113,361,99
5 
39% 242,72
4 
231,39
6 
95% 
Supplemental Table S1: Reads 95% Correct are those reads where the quality scores indicate 
that the read has a 95% probability of being completely accurate. To obtain this, the quality 
score for each transition call (analogous to a base call in other sequencing technologies) is 
backed into the percentage probability that the call is correct.  These individual probabilities are 
then multiplied serially to get the probability that all transition calls in the read are correct.  
These will represent the highest quality reads in the dataset.  Total alignment rates of these high 
quality reads were: S. cerevisiae 97%, S. paradoxus 96%, S. mikatae 93%, and S. bayanus 95%.   
 
Supplemental Table S2: Fold changes observed for the same gene between measurements in 
biological versus technical replicates 
Replicate 
Type 
Measured 
Genes 
Pearson 
Correlation 
Mean 
Absolute 
FC 
FC at 95th 
Percentile 
FC at 99th 
Percentile 
Maximum 
FC 
Technical  2343 97.5 1.35 2.1 3.0 6.5 
Biological 4751 90.8 1.84 3.6 6.9 25 
Fold changes are the postive fold change for each gene between species.  (Higher 
Expression/Lower Expression, normalized read counts.)  To reduce the effects of Poisson 
counting noise as a source of variance, genes measured with fewer than 10 reads in either 
sample were excluded.  
71 
 
 
Supplemental Table S3: qPCR measurements 
  S. cerevisiae  S. paradoxus  S. mikatae  S. bayanus 
YKR034W 0.009 0.007 0.003 0.010 0.006 0.006 0.001 0.003 0.002 0.001 0.001 0.002
YGR234W 0.151 0.211 0.144 0.001 0.000 0.000 0.001 0.005 0.001 0.000 0.000 0.001
YIL056W 0.272 0.315 0.065 0.111 0.061 0.053 0.097 0.215 0.121 0.135 0.183 0.204
YPR149W 2.921 2.885 2.009 4.319 2.824 2.271 5.395 4.957 4.170 3.034 3.556 4.013
YPR054W 0.007 0.007 0.003 0.002 0.002 0.002 0.001 0.001 0.001 0.006 0.004 0.006
YNL310C 0.008 0.009 0.007 0.007 0.008 0.005 0.008 0.009 0.006 0.007 0.008 0.008
YML115C 0.023 0.023 0.024 0.014 0.015 0.008 0.014 0.017 0.008 0.010 0.009 0.013
YKL165C 0.472 0.541 0.336 0.179 0.118 0.105 0.201 0.234 0.139 0.574 0.549 0.446
YBR011C 2.953 3.281 1.969 4.183 4.312 2.938 3.653 4.333 3.742 1.583 2.044 2.424
 Supplementary Table S3: qPCR measurements for three additional biological replicates of each 
species. 
 
 
Supplemental Table S4: Comparison of genes called differentially expressed by methods 
 Chi DESeq Both 
% of All Called 
Genes That Were 
Called By Both 
Methods 
S. cerevisiae- - S. paradoxus 344 497 294 54% 
 S. cerevisiae- S. mikatae 366 424 270 52% 
 S. cerevisiae- S. bayanus 439 484 309 50% 
 S. paradoxus- S. mikatae 458 645 426 63% 
 S. paradoxus- S. bayanus 494 666 448 63% 
 S. mikatae- S. bayanus 478 601 407 61% 
Total 2579 3317 2154 58% 
Supplemental Table S4: The count of genes called differentially expressed at p<0.01 between 
methods. 
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Supplemental Table S5A: Genes Differentially Expressed in Each Branch of the Phylogeny 
(p<0.01) 
 S. cerevisiae Up YAL037W, YBR004C, YBR127C, YBR157C, YBR283C, YCL011C, YCL021W-A, YDL046W, 
YDL048C, YDL124W, YDL237W, YDR265W, YDR284C, YDR319C, YDR378C, YDR497C, 
YDR533C, YEL002C, YEL025C, YER021W, YFL029C, YGL245W, YGR026W, YGR044C, 
YGR117C, YGR234W, YHL019C, YHR002W, YHR063C, YHR143W, YIL023C, YIL050W, 
YIL088C, YIL119C, YIR030C, YIR031C, YJL035C, YJL153C, YJR011C, YJR073C, YKL013C, 
YKL038W, YKL210W, YKL211C, YKR030W, YLL038C, YLR325C, YML101C, YMR180C, 
YMR216C, YMR291W, YNL090W, YNR036C, YOL108C, YOR089C, YOR099W, YOR103C, 
YOR176W, YOR212W, YOR220W, YOR261C, YOR348C, YPL068C, YPR066W 
Down YAL008W, YBL069W, YBR088C, YBR205W, YBR247C, YBR272C, YCL025C, YDL086W, 
YDL101C, YDL103C, YDR009W, YDR043C, YDR109C, YDR115W, YDR183W, YDR206W, 
YDR374C, YDR479C, YER038C, YER071C, YER101C, YFL003C, YFL038C, YGL091C, YGL121C, 
YGL128C, YGL241W, YGR102C, YGR199W, YGR277C, YHR075C, YHR122W, YHR127W, 
YHR143W-A, YHR160C, YHR202W, YHR208W, YIL033C, YJL003W, YJL029C, YJL058C, 
YJL157C, YJL184W, YJR013W, YJR069C, YKL103C, YKL107W, YKR038C, YKR076W, YLR042C, 
YML066C, YML070W, YMR055C, YMR095C, YMR099C, YMR154C, YMR200W, YMR300C, 
YNL191W, YNL219C, YNL316C, YOL080C, YOL104C, YOL137W, YOL139C, YOL154W, 
YPL103C, YPL123C, YPL214C, YPR151C 
 S. paradoxus Up YAL042W, YBR107C, YBR166C, YBR201W, YBR250W, YBR252W, YBR259W, YBR272C, 
YCR002C, YCR065W, YCR068W, YDL120W, YDL198C, YDR067C, YDR320C-A, YDR368W, 
YDR374C, YDR519W, YDR539W, YEL001C, YER157W, YER174C, YER183C, YGL094C, 
YGL098W, YGL123W, YGL158W, YGL220W, YGL240W, YGL255W, YGL257C, YGR012W, 
YGR014W, YHR005C, YHR129C, YHR187W, YIL043C, YJR017C, YJR149W, YKL024C, 
YKL068W, YKL084W, YKL154W, YKR091W, YLL049W, YLR010C, YLR042C, YML112W, 
YMR152W, YNL010W, YNL217W, YNL316C, YOL054W, YOL086W-A, YOL097C, YOR166C, 
YOR221C, YOR289W, YOR297C, YOR381W, YPL144W, YPL252C, YPR113W, YPR147C, 
YPR174C  
Down YAL009W, YAL060W, YBR052C, YBR126C, YBR127C, YBR146W, YBR254C, YBR286W, 
YCL005W, YCR054C, YDL008W, YDL119C, YDL181W, YDL199C, YDR054C, YDR078C, 
YDR322C-A, YDR429C, YER145C, YFL017W-A, YFL034W, YFL041W, YFR048W, YFR049W, 
YGR075C, YGR250C, YHR009C, YHR028C, YHR143W, YIL050W, YIL051C, YIL064W, YIL119C, 
YJR085C, YJR144W, YKL085W, YKL137W, YKL176C, YKR049C, YKR050W, YKR085C, 
YLR215C, YLR231C, YLR327C, YML120C, YMR196W, YMR238W, YOL151W, YOR006C, 
YOR347C, YOR356W, YOR374W, YPL034W, YPL248C, YPR026W, YPR086W, YPR189W  
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Supplemental Table S5A (continued) 
S. Cerevisiae – S. 
paradoxus  
Up YBL076C, YBR008C, YBR199W, YDL160C, YDR107C, YDR158W, YDR273W, YDR321W, 
YDR378C, YDR441C, YDR533C, YEL009C, YEL027W, YER019C-A, YER027C, YER063W, 
YFL037W, YGL054C, YGL101W, YGL202W, YGL238W, YGR041W, YGR122W, YGR153W, 
YHR049W, YIL039W, YIL072W, YIL140W, YJL002C, YJL044C, YJL062W-A, YJL118W, YJR073C, 
YJR107W, YJR133W, YKL080W, YKL084W, YKL096W-A, YKL127W, YKL171W, YKL178C, 
YLR375W, YML112W, YOL036W, YPL037C, YPL066W, YPL127C 
Down YBL029C-A, YBR120C, YBR147W, YBR281C, YCR063W, YCR071C, YCR083W, YDL078C, 
YDL181W, YDR078C, YDR408C, YDR438W, YEL024W, YEL041W, YER031C, YER048W-A, 
YGL136C, YGL191W, YGR006W, YGR049W, YGR096W, YGR102C, YGR165W, YGR209C, 
YHR059W, YHR168W, YIL070C, YIL128W, YIL160C, YJL146W, YJL218W, YJR119C, YLR100W, 
YML087C, YMR256C, YNR003C, YOL096C, YOL104C, YOR127W 
Gene Ontology Enrichment 
Mitochondrion: CBP6/YBR120C, RTC2/YBR147W, IMG2/YCR071C, TRX3/YCR083W, 
INH1/YDL181W, THI74/YDR438W, RIP1/YEL024W, YPT31/YER031C,ISD11/YER048W-A, 
MRM2/YGL136C, COX13/YGL191W, SCM4/YGR049W, TPC1/YGR096W, GTF1/YGR102C, 
MRPS35/YGR165W,FYV4/YHR059W, MTG2/YHR168W, MAM33/YIL070C, ERG27/YLR100W, 
COX7/YMR256C, RPC34/YNR003C, COQ3/YOL096C 
S. mikatae Up YAL008W, YAL009W, YAL060W, YAR008W, YBL025W, YBL029C-A, YBL057C, YBL106C, 
YBR053C, YBR085C-A, YBR103W, YBR195C, YBR273C, YBR280C, YCL033C, YCL034W, 
YCL035C, YCL049C, YCL057C-A, YDL181W, YDR166C, YDR223W, YDR322C-A, YDR364C, 
YDR377W, YER064C, YER068W, YER137C, YFL017W-A, YFL042C, YFR047C, YFR049W, 
YGL040C, YGL096W, YGL160W, YGL161C, YGL162W, YGL229C, YGR168C, YIL003W, 
YIL132C, YIR015W, YIR029W, YJL006C, YJL046W, YJL126W, YJL137C, YJL160C, YJL178C, 
YJL208C, YJL218W, YJR099W, YKL072W, YKL085W, YKL107W, YKL119C, YKL149C, YKL216W, 
YKR062W, YKR075C, YKR076W, YKR077W, YKR083C, YLR100W, YLR242C, YLR245C, 
YLR438C-A, YML131W, YMR027W, YMR101C, YMR113W, YMR148W, YMR174C, 
YMR251W-A, YMR293C, YNL164C, YNR028W, YNR037C, YOL114C, YOR227W, YPL098C, 
YPL170W, YPR023C, YPR094W, YPR157W 
Down YAL022C, YAL035W, YBL091C, YBR158W, YBR180W, YBR199W, YBR250W, YCR017C, 
YDL198C, YDR036C, YDR184C, YDR373W, YDR523C, YEL013W, YEL027W, YER073W, 
YER086W, YER157W, YGL027C, YGL114W, YGL254W, YGR240C, YGR249W, YHR187W, 
YIL079C, YIL117C, YIR028W, YJR051W, YJR088C, YKL008C, YKR011C, YKR081C, YLR032W, 
YLR240W, YLR300W, YLR414C, YMR018W, YMR069W, YMR232W, YMR262W, YMR266W, 
YNL026W, YNL090W, YNL213C, YNL217W, YNL237W, YOL015W, YOR026W, YOR166C, 
YOR212W, YOR276W, YOR317W, YPL014W, YPL207W, YPR008W, YPR058W, YPR118W, 
YPR139C 
Gene Ontology Enrichment 
nucleobase-containing compound transmembrane transporter activity: FUN26/YAL022C, 
GGC1/YDL198C, DAL4/YIR028W 
  
74 
 
Supplemental Table S5A (Continued) 
 S. bayanus Up 
 
YBL055C, YBL060W, YBR011C, YBR018C, YBR019C, YBR022W, YBR141C, YBR182C, 
YBR210W, YBR251W, YBR254C, YBR281C, YDL004W, YDL017W, YDL078C, YDL119C, 
YDL121C, YDL144C, YDR021W, YDR036C, YDR079W, YDR115W, YDR357C, YDR438W, 
YDR449C, YDR501W, YER147C, YER175C, YFR037C, YGL095C, YGL124C, YGL191W, 
YGL254W, YGR038W, YGR102C, YGR244C, YGR263C, YGR266W, YHL014C, YHR009C, 
YHR062C, YHR120W, YHR127W, YHR128W, YHR147C, YHR185C, YIL008W, YIL019W, 
YIL093C, YIL096C, YIL125W, YIL127C, YIL156W, YJL096W, YJL116C, YJL156C, YJL185C, 
YKL050C, YKL091C, YKL137W, YKL183W, YKR006C, YKR050W, YKR060W, YKR084C, 
YLR051C, YLR364W, YML087C, YML105C, YMR018W, YMR250W, YMR294W, YNL086W, 
YNL237W, YNL259C, YNL315C, YNL320W, YNL328C, YOL022C, YOL093W, YOL137W, 
YOR111W, YOR179C, YOR354C, YPL077C, YPL086C, YPR020W, YPR047W, YPR127W, 
YPR140W, YPR166C, YPR182W  
Down YAL042W, YAR019C, YBL093C, YBL102W, YBR004C, YBR036C, YBR195C, YBR201W, 
YBR246W, YBR249C, YBR273C, YCL010C, YCL033C, YCL043C, YCL049C, YCR061W, 
YCR065W, YCR076C, YDL045W-A, YDL073W, YDL110C, YDL124W, YDL231C, YDL238C, 
YDR072C, YDR086C, YDR151C, YDR158W, YDR273W, YDR284C, YDR320C-A, YDR400W, 
YDR410C, YDR444W, YDR454C, YDR477W, YDR533C, YDR538W, YDR539W, YEL001C, 
YEL037C, YEL064C, YER018C, YER019C-A, YER035W, YER107C, YER134C, YFL010C, YFL045C, 
YFR044C, YFR050C, YFR052W, YGL048C, YGL063W, YGL130W, YGL167C, YGL175C, 
YGL196W, YGL198W, YGL250W, YGR026W, YGR204W, YGR234W, YGR253C, YHL020C, 
YHR020W, YHR049W, YHR100C, YHR179W, YHR189W, YIL076W, YIL095W, YIL109C, 
YIL116W, YIR029W, YIR036C, YJL062W-A, YJL068C, YJL153C, YJL194W, YJR019C, YJR067C, 
YJR075W, YJR107W, YJR133W, YKL047W, YKL072W, YKL096W-A, YKL127W, YKL210W, 
YKL211C, YKR026C, YKR075C, YLR027C, YLR098C, YLR268W, YLR325C, YLR349W, YLR372W, 
YLR375W, YLR380W, YML016C, YMR010W, YMR113W, YMR152W, YMR166C, YMR252C, 
YMR276W, YMR315W, YNL003C, YNL092W, YNL094W, YNL192W, YNL290W, YNR035C, 
YOL060C, YOR085W, YOR110W, YOR152C, YOR213C, YPL057C, YPL066W, YPL127C, 
YPL157W, YPL231W, YPL243W, YPL264C, YPL270W, YPR019W, YPR094W, YPR147C, 
YPR157W, YPR181C, YPR183W  
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Supplemental Table S5B: Genes DE in Each Branch of the Phylogeny (p<0.01 and FC>10) 
 Up Down
S. cerevisiae YGR044C, YGR234W YCL025C, YMR095C 
S. paradoxus None YLR327C
S. cerevisiae – S. paradoxus None YIL160C
S. mikatae YJL160C, YMR027W YIL117C
S. bayanus None YJR107W
 
Supplemental Table S5A: Genes with lineage specific differential expression at p<0.01. Gene 
Ontology enrichment represents GO categories with enrichment at p<0.01. The complete set of 
core genes was used as the background dataset for gene enrichment analysis. When multiple 
categories encompassed the same gene set only the most significant category was listed.  
Overall, 353 genes were found to have increased in expression in a lineage-specific line, while 
358 were decreased in expression relative to the other species.  S5B: Genes with lineage-specific 
differential expression showing fold changes of at least 10X relative to each of the other four 
species. 
 
Supplemental Table S6:  The number of genes remaining after each inclusion criteria for 
potentially gene duplication events 
 
 S. 
paradoxus  S. mikatae  S. bayanus 
Genes with multiple hits in species relative 
to S. cerevisiae 411 749 676 
Genes with two annotations in species 309 566 514 
All ORFS are complete for the gene in this 
species (None go into unsequenced regions) 126 146 195 
Not Duplicated in any other species (0 or 1 
annotation) 69 111 136 
More than 60% of the S. cerevisiae ortholog 
is covered by each potential paralog 
7 10 
24 
Top BLAST to Cer Proteins Hit for Every 
Species 5 9 17 
Expressed in S. cerevisiae and Species 4 6 14 
90% of reads unique to annotation 4 5 14 
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Supplemental Table S7: Measured Genes and the Reasons for Gene Exclusion by Species 
  
Annotated 
Orthologs 
Measured 
 
Reasons For Exclusion 
Length Differs by 
More than 10% 
Versus S. 
cerevisiae 
Ortholog  
More than 10% 
of the reads 
aligned Non-
uniquely 
Non-Unique 
Annotation 
 S. paradoxus 4909 4359 89% 452 82% 89 16% 186 34% 
 S. mikatae 4401 3557 81% 467 55% 96 11% 343 41% 
 S. bayanus 4557 3628 80% 482 52% 183 20% 388 42% 
Annotated Orthologs are the total number of genes annotated with a single ortholog in S. 
cerevisiae in the annotations of (Kellis et al. 2003).  Numbers are the count of annotated ORFs.  
Non-unique annotations are S. cerevisiae genes that are annotated with more than one copy in 
the non- S. cerevisiae species.  This may include both genes with paralogs and genes that are 
divided into two ORFs in the non- S. cerevisiae genome.   Percentages are the percentage of 
genes that were excluded.    The sum of these percentages is larger than 1 because some genes 
were excluded for multiple reasons.  Reasons these exclusion criteria were chosen are described 
in Methods.  Cross-species comparisons in non- S. cerevisiae species are made on the 
intersection of this set of measured genes. 
 
Supplemental Table S8: The number of genes replicating within observed confidence intervals 
in same day versus different day comparisons 
  Same Day Different Days 
  1σ 2σ 1σ 2σ 
S. cerevisiae- - S. paradoxus 55% 89% 35% 73%
 S. cerevisiae- S. mikatae 54% 90% 33% 71%
 S. cerevisiae- S. bayanus 46% 80% 34% 72%
 S. paradoxus- S. mikatae 51% 86% 41% 79%
 S. paradoxus- S. bayanus 59% 92% 33% 67%
 S. mikatae- S. bayanus 45% 80% 37% 74%
S. cerevisiae Rep 1 calls against S. paradoxus Rep1 reproduced in S. cerevisiae Rep 2 against S. 
paradoxus Rep2.  Different day comparisons are how well Rep1 calls against Rep 2 of the other 
species reproduced in Rep2 versus Rep1 of the other species. 
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ABSTRACT 
 
Motivation: A common question arises at the beginning of every experiment where RNA-Seq is 
used to detect differential gene expression between two conditions: How many reads should we 
sequence? 
Results: Scotty is an interactive web-based application that assists biologists to design an 
experiment with an appropriate sample size and read depth to satisfy the user-defined 
experimental objectives.  This design can be based on data available from either pilot samples or 
publicly available datasets. 
Availability: Scotty can be freely accessed on the web at 
http://euler.bc.edu/marthlab/scotty/scotty.php 
Introduction  
An experiment’s power to detect differences in expression is based on its ability to distinguish 
true, biological differences between conditions from the variability that occurs in repeated 
measurements of the same condition.  In an RNA-Seq experiment, this variability stems from 
three sources: biological variance, technical measurement imprecision, and Poisson variance 
stemming from the inherent nature of counting experiments (Supplement 1).  These sources of 
variability lead to uncertainty about the gene’s true average expression in each condition, 
limiting the resolution of the differences that can be detected as statistically significant. 
The uncertainty that is caused by biological and non-Poisson technical variance can be 
countered by increasing the number of biological replicates of each condition.  Biological 
replicates are used because their measurements are subject to both.  In contrast, Poisson 
uncertainty is reduced to the same degree if a fixed number of reads is used to either add more 
replicates or sequence the existing replicates more deeply (Supplement 2, Figure S1). Given a 
fixed number of reads, the most power will be achieved if these reads are used to sequence the 
highest number of biological replicates possible. However, biological material and library 
construction increase costs each time an additional replicate is added.  Further, measuring a 
large fraction of the genes with low read counts and high Poisson noise can produce a dataset 
that is biased against identifying differentially expressed genes with low read counts because 
these genes will be measured with higher noise.  
We devised a simple web-based tool, Scotty, which allows users to optimize the replicate 
number and read depth to maximize the statistical power achieved, while excluding 
configurations that require too many replicates, are too expensive, do not have sufficient 
power, or result in datasets where large subsets of genes are measured with a high 
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measurement bias.  Scotty is similar in function to existing programs that are available for 
microarray experiments (Seo, et al., 2006), but is specifically adapted to RNA-Seq. 
Workflow and implementation 
The general workflow for a biologist using Scotty is shown in Figure S2.  First, Scotty uses 
prototype data to quantify the rate at which new RNAs are measured and the degree of 
variability between replicates. Because these attributes are determined by both biology and 
experimental noise, they will be most accurately estimated from pilot data generated using the 
same techniques that will be employed in the actual experiment, preferably by the same 
laboratory (Section 4). However, Scotty also enables users to run power analyses using pre-
loaded, publicly available datasets as prototypes.  Pilot data will ideally consist of read count 
data from two pairs of biological replicates: one each from the control and test condition 
(Supplement 3).  
In order to model power, Scotty fits the observed data to theoretical distributions, which were 
selected based on empirical observations.  Scotty first assesses how many reads are required to 
measure a specified number of genes and fits the observed data to a zero-truncated Poisson 
lognormal distribution (Bulmer, 1974) as described in Supplement 4. Scotty then estimates how 
much variance is present between replicates of the same condition, which largely determines 
how many replicates are required (Supplement 5).  
Scotty then recommends to the user the optimal experimental configuration by testing a matrix 
of experimental designs.  The possible designs are constrained by user-defined parameters 
specifying the maximum number of replicates and reads per replicate.  For each replicate count, 
ten different read depths are tested for power, cost, and a bias metric. Statistical power is 
calculated using a t-test (Chow, et al., 2002; Harrison and Brady, 2004) for reasons described in 
Supplement 6.   Under default settings, Scotty calculates the percentage of genes with a 2x fold 
change in the test condition relative to the control that will be detected at p<0.01. A power 
difference metric is used to determine how many genes’ measurements will be significantly 
affected by Poisson noise.  It defines a maximum power for each expression level as the 
percentage of genes that would be expected to be detected if there were no Poisson noise. As 
read counts increase, power asymptotically approaches this maximum power.  Under the 
default settings, the power difference metric is the percentage of genes that are measured with 
lower than 50% of maximum power. 
Performance and output 
Scotty’s primary output is a matrix showing the power of the experimental configurations that 
are permitted under the user constraints, and pinpoints the cheapest, and the most powerful 
design choices (Figure 1).  Other figures show the cost and measurement bias of each design.  
Basic quality metrics for pilot data are also included.    To test the accuracy of Scotty’s power 
estimates, we simulated datasets having a known number of differentially expressed genes 
sequenced to different depths.  We found that two replicates with 10 million reads each were 
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sufficient to predict power in configurations of up to 10 replicates and 100 million reads with 
greater than a .99 correlation with the number of differentially expressed genes that could be 
identified in the data (Figure S3). 
PILOT DATA VERSUS EXISTING DATASETS 
We set out to examine if publicly available datasets are sufficient for designing a new 
experiment, or whether pilot data is required.  
We analyzed four publicly available human liver RNA-Seq datasets (Supplement 7, Figure S4), 
and asked how well one such dataset predicts the rate of gene discovery (saturation) in another. 
We find substantial variability among saturation curves (less between experiments from the 
same lab, more across different groups), and predictions may over- or under-estimate the 
number of genes quantified at a given read depth by up to 55%. Furthermore, there was less 
variability between individuals within the same dataset than across experiments, suggesting that 
the primary source of differences is experimental artifact rather than biological variability. 
Similarly, we find large differences in how well biological replicates reproduce within each 
experiment (Figure S5). These observations suggest that pilot data generated by the same 
laboratory will provide a more accurate prediction of power than publicly available experiments. 
Discussion 
While general guidance exists for biologists on designing RNA-Seq experiments (Fang and Cui, 
2011), Scotty is, to our knowledge, the first interactive tools aiding RNA-Seq experimental 
design. As the accuracy of Scotty’s projections is determined by the degree of similarity between 
the pilot and the main experiment, pilot data should be collected under conditions closely 
resembling the experimental conditions.  Our incidental finding that core attributes of RNA-Seq 
datasets differ between experiments suggests that caution should be used when performing 
analysis of datasets originating from multiple sources. 
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Figure 1: An example output from the Scotty application.  This figure shows the user which of 
the tested experimental configurations do (white) and do not (gray) conform to the user-defined 
constraints.  Scotty then indicates the optimal configuration based on cost and power. 
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Supplement 1. Sources of variance in expression measurements 
In order to identify a difference in expression between a test and control condition as 
statistically significant, it is necessary for the difference in the expression between the two 
conditions to be larger than the uncertainty in the estimate of the mean expression within a 
single condition (Figure S6A).  The sources of uncertainty in RNA-Seq measurements stem from 
the following types of variance: 
Poisson variance is the inherent uncertainty that is present in any measurement made where 
something is sampled and counted.  Poisson variance is higher relative to the total count for 
genes measured with low counts versus high counts.  For example, the difference in expression 
of a gene measured with one read versus two reads is inherently less certain than the 
differences in expression of a gene measured with 100 reads versus 200 reads, even though 
both differences are nominally a 2X fold change (Figure S6B).   
The Poisson variance in measurements (ߪ௣ଶ) for any count is equal to the count itself (Bevington 
and Robinson, 2003): 
Equation 1: 
ߪ௣ଶ = ܴ 
where R is the read count for the gene.  The relative standard deviation due to Poisson counting 
noise	(ߪ௣) is thus calculated as follows: 
Equation 2: 
ܴܵܦ௣ = √
ܴ
ܴ  
Because of this relationship, Poisson uncertainty is highest as a proportion of the gene’s 
measurement when genes are measured with a low number of reads.  Poisson noise adds 
relatively high uncertainty to low read counts, particularly those below ~10 (Figure S7A).   
Non-Poisson Technical Variance is measurement imprecision beyond Poisson noise that stems 
from the inability of RNA-Seq measurements to measure expression perfectly.   This imprecision 
is seen when expression from the same biological material is measured twice.  Sources of 
measurement imprecision may include PCR amplification errors during library preparation or 
machine errors.   
While non-Poisson technical variance is low in RNA-Seq experiments, in general it appears to be 
high enough that any differential expression calls based on a Poisson model will overestimate 
the significance of differences in expression (Busby, et al., 2011).  Therefore, Scotty does not 
support power analysis based on Poisson models, despite the fact that they have been widely 
used in the literature (reviewed in (Anders and Huber, 2010)). 
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Biological variance is variance that naturally occurs within the samples under investigation.  This 
variance stems from the fact that the expression of any given gene is likely to naturally fluctuate 
within the cells themselves, and between samples of the same condition.  Sources of biological 
variance include genetic differences among samples and gene expression responses to the 
environment.  Experimentalists should expect that any difference in the environment will lead 
to some differences in gene expression.   
The relative contribution of each source of variance is shown in Figure S7A and S7B.  A version of 
Figure S7A was originally published in the supplement to Busby et al. 2011 and we have 
reproduced it here for the convenience of our readers.  We note that the proportions of 
technical and biological variance differ between experiments depending on how much variance 
is present in technical and biological replicates.  Because the Poisson variance is based on the 
value of the count itself, it is not experiment-specific and the degree of Poisson variance at any 
given sequencing level is the same across experiments. 
Supplement 2. Reduction of Poisson uncertainty by increasing the sequencing depth versus 
increasing the number of replicates 
If one wanted to reduce Poisson uncertainty in an experiment by doubling the number of reads, 
one could do this either by doubling the number of replicates, or by retaining the same number 
of replicates but doubling the sequencing depth of each replicate.  Here we demonstrate that 
both approaches theoretically have the same effect.  This effect is easy to see if one imagines an 
experiment where Poisson uncertainty was the only source of variance.  Adding counts from 
another replicate would be no different than doubling the sequencing depth. 
Mathematically, this can be proven by observing the effects on the error in the estimate of the 
mean (ߪఓଶ).  The error will be reduced by either approach, and the resulting relative error in the 
mean is the same.   
The estimate of the error in the mean decreases with each additional sampling as follows: 
Equation 3 
ߪఓଶ =
ߪଶ
ܰ 	 
Where ߪఓ is the error in the estimate of the mean,  ߪ is the standard deviation of the 
distribution from which the sample was drawn and N is the number of samples (See (Bevington 
and Robinson, 2003) for derivation). 
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The Poisson variance of a count can be approximated as the count itself, in this case designated 
by R for “reads”.  The Poisson uncertainty in the mean is thus: 
Equation 4 
ߪఓଶ =
ܴ
ܰ 
To compare the total variance in measurements at different scales it is convenient to use the 
relative standard deviation (RSD), which requires taking the square root of the variance and 
dividing it by the value of the mean: 
Equation 5 
ܴܵܦ = 	1	ܴ 	ඨ
ܴ	
ܰ  
An equivalent number of reads can be used to decrease the uncertainty in the gene expression 
measurement that is due to Poisson uncertainty.  If we use these reads to increase the number 
of replicates by the multiple X we will have: 
Equation 6 
ܴܵܦ = 1	ܴ 	ඨ
ܴ	
Xܰ 
If we use these same reads to increase the sequencing depth of the existing sample it will 
increase the mean of each measurement by a factor X, as follows: 
Equation 7 
ܴܵܦ = 1	ܴX	ඨ
ܴX	
ܰ  
Which is algebraically equivalent to Equation 6.  These relationships are also shown in Figure S1. 
Supplement 3.  Pilot Data 
Scotty uses prototype data to assess the how quickly new genes are quantified as additional 
reads are sequenced and how much variance is present between replicates.  The prototype data 
can be one of the pre-loaded datasets, or it can be pilot data generated by the user.  If it is pilot 
data it will ideally contain sample data from two pairs of replicates from the control and two 
pairs from the test condition.  However, Scotty’s analysis can also be done with two replicates 
from a single condition, e.g. the control condition.  In this case, Scotty will analyze the data with 
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the assumption that the variance and saturation rate of the test condition is identical to that of 
the control condition.   
As we point out in our main manuscript, pilot data should be generated in as close a manner to 
the experimental data as possible.   For example, growing culture samples in two different 
batches can be expected to introduce more variance than growing samples in a single batch, 
due to greater fluctuations in gene expression due to slight differences in the environment.  If 
the samples in the experiment will be grown in two batches, the most accurate power estimates 
will be obtained if the pilot data is also grown in two batches.  Samples should also be 
sequenced according to the same protocols that will be used in the actual experiment.  
Once the sequencing runs for the pilot data are completed, data should be aligned to a 
reference genome sequence, and a file should be created that counts the number of reads that 
align uniquely to each gene, based on an annotation file.   
Pilot data is input into Scotty as a tab delimited text file.  The file should be formatted in the 
following format: 
Gene_Name Control_Rep_1 Control_Rep_2 Test_Rep_1 Test_Rep_2 
Gene_A 123 154 223 102 
Gene_B 12 7 8 4 
… 
The count data represents the number of reads that map uniquely to the gene in question.   
Reads that do not map uniquely in the genome should not be included in count data.   
Methods have been reported that reallocate non-uniquely mapped reads among the multiple 
genes to which they map to based on the proportions observed in uniquely mapped reads.   
While this method could nominally increase read counts for genes measured with few reads, 
any re-allocation will be made with some margin of error.  Statistical methods that assess 
differential expression based on reallocated reads must include an estimate of the error of the 
reallocation into the overall variance that is used in the differential expression metric so that the 
total variance then includes the sum of Poisson, technical, biological, and reallocation variance.  
For example, imagine that there are 50 reads that map to two different paralogous genes.  If 
those two genes are also measured with 2 and 3 unique reads, then the 50 reads can be split 
20/30.  However, the split is itself it is made based on a measurement with high Poisson 
uncertainty.   
Because we do not model this in Scotty’s power analysis, power will be overestimated if read 
counts in pilot data include reallocated reads.   
Supplement 4. Determination of sequencing depth 
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The general approach to all of Scotty’s analyses of pilot data is the assumption that with a 
limited amount of data it is unlikely that the experimental parameters for an individual gene will 
be estimated accurately.  However, it is possible to use a large number of genes to fit 
distributions that will give reasonable approximations of power for the data in aggregate. 
Pilot data is used to assess the rate at which RNAs are quantified.  In RNA-Seq data, the count of 
reads per gene will span many orders of magnitude (Figure S8).  A few rare genes will produce 
very high read counts, while the majority of genes will produce read counts several orders of 
magnitude lower.  The expected number of reads per gene can be estimated at any sequencing 
depth by calculating the probability of a read from each gene being observed as a function of 
the number of reads observed for the gene (Rg) divided by the total number of reads sequenced 
for all genes (R).  This probability (pg) can then be multiplied by any total number of reads at a 
given sequencing depth.  
Equation 8 
 ݌௚ = ோ೒∑ோ 
However, probabilities pg can be only be estimated for genes that have read counts greater than 
0.  For any dataset that is not sequenced to saturation, it is possible that some additional genes 
were expressed in the samples, but were measured with counts of zero reads due to insufficient 
sequencing depth.  For these genes, the probabilities of being observed must be extrapolated.   
A similar problem is often encountered in ecology when ecologists attempt to estimate the 
species diversity of a given area but species that are be present are not counted due to 
insufficient sampling.  Therefore, we have applied methodology that is well-established in that 
field to estimate how many genes are truly expressed in the sample, and in what abundances 
(Bulmer, 1974).  To use this methodology, it is necessary to make an assumption as to what the 
true shape of the distribution of reads per gene is.  When a dataset is sequenced to saturation, 
all of the genes that are likely to be observed have already been observed.  When datasets 
approach saturation there are a greater number of genes observed with counts of 2 than counts 
of one.  The yeast datasets which we examined appear to be saturated, with the majority of 
genes having read counts greater than 10 and the distribution of read counts appears 
reasonably lognormal ((Busby, et al., 2011; Nagalakshmi, et al., 2008) Figure S8A).  None of the 
human datasets that we used in this analysis are sequenced deeply enough to observe a 
complete distribution (Cheung, et al., 2010; Kasowski, et al., 2010; Marioni, et al., 2008). 
However, in the human datasets, we observed that the distribution of logged read counts 
appears to be reasonably approximated by a truncated normal distribution (Figure S8B).  These 
observations together suggest that it is reasonable to model the true distribution of reads per 
gene as a lognormal distribution, which is consistent with observations previously reported 
using microarray data (Hoyle, et al., 2002). 
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While we assume that the true distribution of gene expression is lognormal, in sample data read 
abundances are measured with discrete measurements and Poisson sampling noise.  The 
distribution of observed counts is therefore better approximated by a Poisson-lognormal 
distribution (Figure S9) which is defined in (Engen, 2007) as: 
Equation 9: 
 ݌௜(ߤ, ߪଶ) = ׬ ௘
(ഋశ഑ೠ)೔
௜!
ି௘ഋశ഑ೠ ଵ
√ଶగ
ஶ
ିஶ ݁ି௨
మ/ଶdݑ 
Where ln(α) is normally distributed with mean ߤ and variance ߪଶ.   
 
We do not know how many genes are truly expressed but not observed.  Therefore, to estimate 
the pg for unseen genes, we fit the observed data to a zero truncated Poisson-lognormal 
distribution using Matlab’s implementation of maximum likelihood estimation.  This gives the 
parameters ߤ and ߪଶ of the corresponding lognormal distribution, which can be used to 
estimate pg for genes which have not been observed.  In the calculations of power, Scotty only 
relies on the fit of the data to the lognormal distribution to estimate the total number of 
expressed genes and to calculate the true probabilities of genes observed with one read.  In 
other calculations, the observed probabilities are used.  Performance of estimates is shown in 
Figure S10. 
 
Supplement 5. Determination of variance 
Because each gene’s variance is in part determined by the gene’s biological function, we expect 
that each gene will have its own unique variance, which will be poorly measured in pilot data 
due to the low number of replicates.  However, when all gene-specific variances are combined 
we expect that they will form a distribution that is approximately lognormal. To estimate the 
parameters of this distribution, we fit the measured variances to an underlying lognormal 
distribution using a procedure that accounts the expectation that the distribution will be skewed 
somewhat by the low number of replicates in pilot data.   
We examined the Busby, Cheung, Karowski, and Marioni datasets (see Section 7) and found that 
measured gene-specific relative non-Poisson standard deviation (σm,, Equation 10) present in 
the gene’s measurements between replicates is uncorrelated with the gene’s read count 
(Pearson correlation < 0.05 in all four cases).  Therefore, this estimated distribution of non-
Poisson variance is used in downstream power calculations to estimate the power of the genes 
using the assumption that the distribution of variances would be representative of the variance 
present at all sequencing depths.   
As described in S1, the total variance for a gene’s expression, as measured in replicates (σreps2), 
will consist of both Poisson and non-Poisson variance (ߪ௡௉).  The Poisson variance of a gene’s 
measurement is determined by the sequencing depth of the experiment and will vary between 
the pilot and experimental data if the two datasets are sequenced to different depths.  
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Therefore, it is useful to separate out the Poisson and non-Poisson variance for the purpose of 
power calculations.  To do this, we used same approach we used in (Busby, et al., 2011).  This 
approach is based on the fact that measurements of uncorrelated variances can be added to 
form the total variance (Bevington and Robinson, 2003).   
The mean of the number of reads that were used to make the measurement of variance in 
replicates (R) is used as an estimate of Poisson variance, and separated from non-Poisson 
variance as follows:   
Equation 9: 
	ߪ௡௉ଶ = 	ߪ௥௘௣௦ଶ	 − ܴ 
The measured gene-specific relative non-Poisson standard deviation (σm) is found by dividing 
the non-Poisson variance by the read count: 
Equation 10: 
	ߪ௠ =
	ߪ௡௉
ܴ  
This value (σm) can then be used to observe the variability in all genes expressed on the same 
scale, independent of sequencing depth.  It can thus be calculated as: 
Equation 11: 
ߪ௠	 =
ටߪ௥௘௣௦ଶ	– ܴ
ܴ 	 
 
By  Cochran’s theorem (Cochran, 1934) we expect that that if N measurements for a single gene 
are drawn from a population a large number of times, the measured variances for that gene will 
themselves be well approximated by a scaled χ2 distribution with N-1 degrees of freedom.  The 
distribution of measured variances are therefore expected to be skewed relative to the 
distribution of true variances, with more high-variance outliers measured than exists in the true 
distribution.  
We then assume that the true distribution of the combined relative measured non-Poisson 
variances for each individual gene (ߪ௠ଶ ) will be well approximated by a lognormal distribution.  
We chose a lognormal rather than a normal distribution based on observation that the 
distribution of normalized variances that is observed within the 40 biological replicates of the 
Cheung dataset contain a long right hand tail (Figure S11).   Because a χ2 distribution with 39 
degrees of freedom has only minimal skew and no pronounced tail, the tail is unlikely to have 
been caused by the number of measurements, suggesting that the true variances will be well 
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modeled with a lognormal distribution.  Additionally, variance cannot be less than zero as would 
be allowed by a normal distribution. 
Therefore, we expect that the distribution of the relative non-Poison variances measured from 
pilot data (ߪ௠ଶ ) will be well described by a compound distribution that consists of a lognormal 
distribution convoluted by a scaled χ2 distribution.  The parameters that are of interest are the 
parameters (μ and σ) of the underlying lognormal distribution.  These are estimated using the 
following iterative process: 
1. Wide boundaries of the parameters are established.  The boundaries of the variance are 
therefore set to 0.001 and the maximum measured variance.   
2. The values within the boundaries are divided into 5 steps.  The distribution created by 
each possible pair of steps is tested against stimulation data.  For the simulation data, N 
values are generated for each gene that is in the measured data, where N is the number 
of replicates in the pilot data (we expect this will usually be two).  For each gene, a 
lognormal distribution is simulated.  The mean is taken from the gene’s expression level 
and the pilot data.  The relative non-Poisson variance is taken from a value chosen at 
random from the lognormal distribution generated by the parameters being tested.  We 
assume that the expression levels and the variance are uncorrelated, so these values are 
simulated independently.  A final value for each simulated gene measurement is found 
by simulating Poisson variance for the measurement. 
3. The relative non-Poisson variances of the N simulated values for each gene are 
measured.  
4. The fit of the measured variances to the simulated variances is measured using a 
Kolmogorov-Smirnov test.  
5. The boundaries are then narrowed to values on either side of the best fit.  This process 
is repeated until a fit is found that does not differ significantly from the measured 
distribution (p of differing>0.5) or for five rounds.   
6. If a fit is not found that does not differ from the measured distribution (p>.10) after five 
rounds, then calculations proceed with the best fit found, but Scotty will give a warning 
message that the model variance is poorly fit to the distribution in question. 
Results of the procedure are shown in Figure S12.  
Supplement 6.  Calculation of statistical power and rationale for choice of the t-test  
Power calculations for the t-test are based on equations as published in Harrison and Brady 
(Harrison and Brady, 2004) which are based on the work of Chow et al. (Chow, et al., 2002).  
These equations make use of a non-central t-distribution to approximate the power of an 
experiment (1- the false negative rate (β) ) of  samples with means (m), standard deviations (σ) 
and replicate number (n):  
Equation 12 (reproduced from (Harrison and Brady, 2004)) 
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1 − ߚ = ௩ܶ ቆݐఈ/ଶ,௩ቤ
݉ଵ − ݉ଶ
ඥߪଵଶ/݊ଵ 	+ ߪଶଶ/݊ଶ
ቇ −	 ௩ܶ ቆ−ݐఈ/ଶ,௩ቤ
݉ଵ − ݉ଶ
ඥߪଵଶ/݊ଵ 	+ ߪଶଶ/݊ଶ
ቇ 
Where ௩ܶ൫±ݐఈ/ଶ,௩ห ൯	is the cumulative distribution function of a non-central t-distribution with 
non-central parameter θ and degrees of freedom ݒ, and ݐఈ/ଶ,௩ represents the critical value of a 
t-distribution at the false positive rate ߙ. 
We note that it is more common to find power calculations formulas for a t-test in which the t-
distribution is approximated by a normal distribution than those that use the non-central t-
distribution.  However, at the low number of samples commonly available in RNA-Seq 
experiments this approximation will lead to an overestimation of power (Chao, Shao, and Wang, 
2002).    
Estimating Total Power 
Total power is calculated for each configuration of a given number of replicates and total 
sequencing depth.  Within each configuration there will be a mixture of genes of different 
variance and different sequencing depths.  We have previously reported and confirmed with the 
datasets used in this analysis that gene-specific read depth and variance are uncorrelated 
(Busby, et al., 2011).    To calculate the total power for each configuration, we build a matrix 
representative of the dataset.  In the first dimension of the matrix, an evenly spaced selection of 
50 variances is drawn from the lognormal distribution of gene-specific variances, having 
parameters estimated as described in Supplement 5.   The second dimension of the matrix is 
represents the sequencing depth.  For this dimension we rely primarily on the measured 
observed probabilities of a gene being selected, with a small number of additional values added 
to represent genes that are expressed but not observed, as described in Supplement 4.  While 
we could use this entire table of probabilities, to improve performance we pseudo-randomly 
select 200 values from this table to provide a representative sample of the read depths 
expected.  This then provides a matrix of powers representative of the whole gene dataset.  The 
total power at each configuration is the mean of that matrix.  
When calculating total power, we only included the genes that are expressed at a level that is 
observable in the prototype data.  The reason that we excluded genes with lower expression 
levels is as follows: It is easy to imagine that with an infinite number of samples and infinite 
sequencing all of the annotated genes would eventually be detected (sometimes incorrectly: 
through misaligned reads, DNA contamination, or other artifacts) as expressed.  However, many 
of these genes will be expressed at very low levels.  These genes are not likely to either be of 
interest to the user or quantifiable using current RNA-Seq technology at practical costs. 
Therefore, Scotty assumes that only the genes that are present in the prototype are of interest 
to the user. 
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Rationale for Choosing the T-Test 
We had two motivations for choosing the t-test as the test used for power calculations in our 
analysis.  The first motivation is that it produces unbiased calls of differential expression, which 
provides for less complicated downstream analyses.  The second is that it has readily available 
formulas for calculating power. 
Unbiased Calls 
Before choosing the t-test, we also considered two other well-performing and closely-related 
statistical packages for calling differential gene expression: DESeq and edgeR (Anders and 
Huber, 2010; Robinson, et al., 2009).  Both of these packages call differential gene expression by 
performing an exact test based on a negative binomial distribution.  There are two large 
differences between these tests and a t-test.  1) Both packages rely on the discrete negative 
binomial distribution as their test distribution.   2) Both packages under their default settings 
share information between genes to provide a more accurate estimate of each gene’s variance.   
We chose not to use a statistical metric which relies on information sharing. With a very low 
number of replicates, both the mean and the variance measured for each gene will deviate from 
the gene’s true variance (Figure S15).  DESeq and EdgeR increase power by improving variance 
estimates on aggregate by smoothing all variances towards a central value.  However, this 
procedure introduces a bias into which genes are called differentially expressed (Busby et al. 
2011).  Genes that truly have large variances are more likely to be called differentially expressed 
because their variances are systematically underestimated.  This bias can make it difficult to 
interpret the biological significance of findings because different biological classes of genes have 
different variances.  For example, we corroborated microarray-based findings that TATA 
controlled genes in yeast have higher variance in biological replicates, and we found that 
snoRNA had higher technical variance in our data (Busby et al. 2011).  It is therefore our opinion 
that, as sequencing costs have dropped to a point where experiments with a larger number of 
replicates is becoming the norm, during the planning stages of an experiment it is better to plan 
to use a large enough number of replicates to allow variance to be more accurately estimated 
for each individual gene than to rely on information sharing.   
Assumption of a Normal Distribution 
The t-test assumes that the true underlying expression values are normally distributed.  As with 
any parametric test, the empirical data must be approximated by the theoretical distribution 
well enough to identify genes which are differentially expressed.  We tested whether this 
approximation was appropriate for RNA-Seq data using two approaches.  We first tested the 
number of false positives called at p<0.01 using simulated data to see if they conformed to the 
expectation that the p-value would reflect the false positive rate.    We then compared the 
performance of the t-test with another metric to examine how accurately it can identify 
differentially expressed genes. 
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An initial concern in using the t-test is that a normal distribution is continuous.  The true data of 
the expression per gene across replicates forms an underlying distribution which is measured 
using count data.   Count data yields discrete measurements.   To examine the false positive rate 
at these low count levels we simulated human datasets using the simulation procedures we  
described in (Busby, et al., 2011).  The data was simulated to reflect moderate coverage where 
approximately 30% of the genes were measured with fewer than 10 reads.  To test the 
robustness of the t-test, we performed simulations twice: the first time with each gene’s 
expression modeled as being drawn from a normal distribution and the second time it was 
modeled as being drawn from a lognormal distribution.  Each simulation was performed 50 
times.  We found that at mean counts greater than or equal to 1 the number of false positives 
appeared consistent with a correct statistical model, and robust to the true nature of the 
underlying distribution.  By contrast, while the number of false positives called by DESeq was in 
total consistent with the false positive rate, the values increased with read depth, further 
biasing the call set in favor of calling more highly expressed genes differentially expressed 
(Figure S13).  We concluded that the normal approximation was reasonable for RNA-Seq data, 
and that the test itself is fairly robust to the true underlying distribution of the data. 
Power Comparison Between a T-Test and DESeq 
We also compared power of the t-test to the power of DESeq using the simulation data (Figure 
S14).  In this simulation the distribution we modeled the data as lognormal.  We modeled 
differential expression as a change in biological expression with an effect size (Cohen’s D) of 5 in 
random directions.   We used the standard t-test formula with pooled variance. 
We found that the t-test performs somewhat worse than DESeq when there were only two 
replicates present.  This is an expected result because the t-test is a very conservative test when 
there are a low number of replicates because it measures the variance for each gene 
independently and accounts for the fact that each variance is poorly measured with two data 
points.  The performance between the two tests becomes comparable with an increased 
number of replicates.  For example, at 4, 5, and 6 replicates the t-test performed slightly better 
than DESeq in this simulation, and at all replicate numbers produces an unbiased call set (Figure 
S14).   
In general, based on our previous experience using only two replicates in (Busby, et al., 2011), 
we recommend against using only two replicates because the power will be low regardless of 
what statistical test is used and because it is difficult to identify outlier replicates when there are 
only two samples to observe.   
Supplement 7. Datasets used, alignment strategy, and comparison metrics 
We obtained publically available datasets from the Gene Expression Omnibus. We named the 
datasets based on the first author of their accompanying publications.  The datasets included 
liver datasets (Blekhman, et al., 2010; Marioni, et al., 2008; Pan, et al., 2008; Xu, et al., 2011), 
Lymphocyte cell line datasets (Cheung, et al., 2010; Kasowski, et al., 2010), and yeast (Busby, et 
94 
 
al., 2011; Nagalakshmi, et al., 2008).  All datasets use Illumina sequencing of mRNA with the 
exception of our Busby dataset which used whole transcriptome sequencing with rRNA removal 
on AB sequencing technology.  
We chose these samples for inclusion because they had specific characteristics that we wanted 
to examine, for example a large number of replicates (Cheung dataset) or multiple experiments 
using the same tissue type.   Technical qualities of the samples were not a factor for inclusion.  
Therefore, we assume that these samples are likely to be representative of available datasets.  
However, we note that because of the rapid adoption of next-generation sequencing technology 
the datasets currently available to the public were in many cases prepared at an earlier stage in 
protocol development than the protocols currently being used.  
Samples were aligned to reference genomes using Mosaik 
(http://bioinformatics.bc.edu/marthlab/Mosaik) allowing for two mismatches.  The human 
genome used was build 36, downloaded from the NCBI.  Annotations were downloaded from 
Gencode.  The S. cerevisiae genome and annotation were downloaded from the "Saccharomyces 
Genome Database" http://downloads.yeastgenome.org on 1/28/2010.    Alignments were 
processed using the same scripts we developed for (Busby, et al., 2011) which utilize the 
BamTools API (Barnett, et al., 2011).   The read counts per gene are defined as the number of 
reads uniquely aligning to the region in the genome where the gene is annotated. 
In our comparison of liver samples (Figure S4), all reads were trimmed to 32 bases before 
alignment.  This was done to demonstrate that the differences in saturation rate were due to 
factors other than read length.  Thirty-two bases is the length of the shortest reads, in the Pan 
dataset. 
Where necessary, samples were normalized to the median value of the samples.  In this process 
a normalization factor was calculated by taking median of the read count for each gene for the 
first sample divided by the count for the second sample.  This method is the same as was used in 
(Anders and Huber, 2010) and (Busby, et al., 2011).  We will note that we found previously that 
this method works very well when we used samples prepared by the same protocol, within the 
same experiment, but we observed that it failed to correctly normalize the data when we 
compared samples from different experiments.  The failure appeared to be caused by the 
differences in library complexity that we observed in Figure S4.  
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Figure S1: Effects of doubling read depth versus doubling the number of replicates  
S1A: Theoretical samples with only Poisson variance 
 
S1B: Realistic samples with only Poisson variance and biological plus technical variance 
 
Figure S1: These figures show the difference in the reduction of total measurement uncertainty that is 
obtained by doubling the number of reads versus doubling the number of samples.  The measurement 
uncertainty is defined as the relative standard deviation of the uncertainty in the mean as described in 
Supplement Section 2.  Figure S1A shows theoretical samples where the only source of measurement 
uncertainty is Poisson noise.  Figure S1B shows a more realistic scenario where the variance in gene 
expression is over dispersed from Poisson by 30% by a combination of technical and biological variance. 
The degree of improvement of adding replicates over deeper sequencing is greatest at higher sequencing 
depths, and proportional to the degree of non-Poisson variance in the samples, i.e. the improvement is 
greater when samples have a higher degree of technical and biological noise.  
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Figure S2: Scotty workflow 
 
Figure S2: The Scotty workflow represented schematically.  Blue boxes represent user inputs. 
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Figure S3: Performance of Scotty on simulated human data 
 
 
Figure S3: Data were simulated to model human data using the assumption that each gene’s 
expression level will form a normal distribution across replicates.  Data were simulated at ten 
different coverage depths and power was calculated at each depth using 2-10 replicates (top 
panel, left).  Power was then estimated by Scotty’s algorithm using the two lowest coverage 
replicates for each condition (top panel, right).  Correspondence between the estimated and 
measured value is shown in the lower panel.  Only genes observed in the simulated prototype 
data were considered in the calculations of the true power.  
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Figure S4: Comparison of saturation rate among different human liver datasets 
 
Figure S4: This figure shows how many genes are detected with 10 or more reads at each 
sequencing depth.  The rate at which genes are quantified can differ dramatically between 
experiments, even when they are nominally using the same species and tissue type.  Sequencing 
depths are based on the number of reads that are uniquely aligned to genes.  Each line 
represents the saturation rate observed in a single sample of an experiment measuring human 
liver expression.   Gene counts at different read depths were generated using Monte Carlo 
sampling of the existing data.  If we compare samples at the final read depth we find that the 
number of genes quantified with 10 reads differs significantly between samples with the lowest 
Pan sample having 4845 genes while the highest (one of the Bleckhman Male samples) has 7525 
genes.  Therefore, if one  had predicted the this Bleckman Male’s saturation rate based on the 
Pan dataset you would find 55% more genes than you were expecting at this read depth.  The 
Bleckhman dataset contains samples from 6 different individuals with two technical replicates of 
each.  The other datasets consist of technical replicates of the same sample.  The sources of the 
datasets are listed in Supplement 7.  The Bleckhman and Marioni dataset were produced by the 
same group.  For the purposes of this analysis, reads in all samples were trimmed to a common 
length and aligned to the same human genome version using the same settings to eliminate 
these factors as a source of error.   
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Figure S5: Extra-Poisson variance differs among experiments 
 
Figure S5: This shows the variability among the reproducibility of pairwise biological replicates.  
For example, the whisker plot for the Cheung data shows the median non-Poisson over 
dispersion	(ߪ௡௉ଶ) between each pair wise comparison of the 40 replicates within the 
experiment, calculated as described in Equation 9.  Overall, the Cheung experiment had more 
variability than the replicates in the Kasowski dataset, though both were of Human B Cells.  We 
note that the Cheung experiment contained 40 replicates while the Kasowski dataset only 
contained 14, and we expect it to be more technically challenging to control variance in an 
experiment with a larger number of replicates than in a smaller experiment.  Correspondingly, 
our experiment (Busby yeast) also contained more replicates than the Nagalakshmi yeast 
experiment (8 biological replicates versus 2) and had higher variance between replicates, likely 
because we split our samples into two batches.  A comparison of a greater number of 
experiments using the same type of biological material would be necessary to see if the trend 
for experiments with higher replicate number to have higher variance can be generalized.  This 
finding emphasizes the need for pilot data to be predictive of the conditions that will be present 
during the actual experiment. 
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Figure S6: Differential expression at high versus low read counts 
S6A) Identifying differences in gene expression as statistically significant 
 
S6B) Uncertainty in a 2X fold change at different read depths 
 
Figure S6A: The expression for any one gene will vary with repeated measurements.  Observed measurements can be 
used to estimate the distribution of a gene’s true expression level, shown as lognormal. Here we show the overlaps of 
two normal distributions that could theoretically be estimated from observed counts.  In the left panel, the two 
distributions show differential expression.  In the second panel, while the mean expression levels are different, there 
is a high degree of overlap between two distributions, and therefore a low degree of statistical certainty that the 
measured differences represent true differences.  S2B: Here we show the overlap of Poisson distributions of single 
measurements at different read counts.  Because relative Poisson uncertainty is high at low read counts, a count of 1 
versus 2 has very little power to discriminate a true 2X fold change, though at higher counts a 2X fold change 
becomes significant.  In an actual experiment, the width of the distribution would be greater due to additional 
biological and technical uncertainty, but the uncertainty to the mean expression would narrow with each additional 
replicate.  
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Figure S7: Contribution of each source of variance to total measurement uncertainty  
S7A.  
 
S7B.  
 
Figure S7: The contribution of each source of variance to the total uncertainty in a gene’s expression measurement at 
a given read depth.  S7A. This shows the contribution of each source of uncertainty.  We use relative standard 
deviation as the metric of uncertainty.  We represent these as constants because we found that in our data the non-
Poisson variance was uncorrelated with read depth.  The uniform over dispersion is an aggregate value and the true 
relative standard deviation will be higher or lower than this value for individual genes.  The over dispersion for the 
biological replicates includes both biological and non-Poisson technical variance.  In interpreting this chart, note that 
uncorrelated variances (not the standard deviations) can be added to achieve the total variance.   The data shown is 
S. cerevisiae data published in Busby et al. 2011. A version of this chart appeared in that paper’s Supplementary 
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Material. S7B.  By overlaying normalized biological and technical replicates with simulated replicates showing only 
Poisson noise we show the relative contribution of each sources of variance.   
 
Figure S8: Distribution of reads per gene in yeast and human samples 
S8A:  S. cerevisiae samples 
 
 
 
 
  
0 1 2 3 4 5 6
0
100
200
300
400
500
600
Log 10 of Read Count
G
en
es
Busby S. Cerevisiae 
1 2 3 4 5 6 7 8 9 10
0
20
40
60
80
100
120
Read Count (10 or Fewer)
G
en
es
Busby S. cerevisiae
0 1 2 3 4 5
0
100
200
300
400
500
600
700
800
900
1000
Log 10 of Read Count
G
en
es
Nagalakshmi Cerevisiae (combined technical replicates)
1 2 3 4 5 6 7 8 9 10
0
10
20
30
40
50
60
Read Count  (10 or Fewer)
G
en
es
Nagalakshmi S. cerevisiae (combined technical replicates)
103 
 
S8B:  Human samples 
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Figure S8B (continued) 
 
Figure S8: For each sample the chart on the left shows the distribution of reads per gene in log 
space.  The chart on the right shows the distribution of reads per gene in ordinal space for 
counts ranging from 1 to 10.  While the yeast samples (A) appear saturated, in all human 
samples (B) the number of genes with higher read counts decreases at each count (i.e. there are 
more 1’s than 2’s, etc.) suggesting none of the human samples are saturated. 
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Figure S9: The compound Poisson lognormal distribution 
 
 
Figure S9: The Poisson-lognormal distribution is a compound distribution of a Poisson and 
lognormal distribution that arises when items sampled from a lognormal distribution are 
measured with discrete measurements with Poisson counting noise. 
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Figure S10: Performance of estimates of sequencing depth predictions in different datasets 
S10: Prediction of Genes Covered by 5 Reads  
Human 
 
Yeast
 
Figure S10: For each dataset, we took a subsample of the data (black).  This dataset was used to 
project the coverage at higher read depths as described in Supplement 4 (red).  A comparison 
with the actual data is shown in blue.    
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Figure S11: Distribution of variance in Cheung samples 
 
Figure S11: The top chart shows the distribution of non-Poisson variances  (ߪ௠ଶ )	present in 40 
replicates from the Cheung data.  We excluded genes with mean read counts lower than 20 to 
avoid possible confounding effects of Poisson noise.   The bottom chart shows a Chi Square 
distribution with 39 degrees of freedom.   By Cochrane’s theorem, measured variance will be 
approximately drawn from a χ2 distribution with N-1 degrees of freedom.  The Cheung data has 
a larger right hand tail than what could be expected from measurement effects alone as this 
pronounced tail is not apparent in the corresponding χ2 distribution.  For this reason, we 
modeled gene-specific biological variance using a lognormal distribution. 
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Figure S12: Performance of estimates of the distribution of variance in various datasets 
A. Fit of variance estimates to actual measurements in Marioni human liver dataset (3 technical 
replicates) 
 
B. Fit of variance estimates to actual measurements in Cheung human cell line data (2 biological 
replicates, different cell lines) 
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C. Busby data (2 biological replicates of S. cerevisiae) 
 
Figure S12: Comparisons between measured and model variance to show the fit between the 
actual data and the modeled data.  The panels on the left of each chart show the 
correspondence between the measured distributions and simulated distributions using the 
parameters estimated by the variance estimation procedure described in Supplement Section 5.  
The degree of correspondence shows that variance can be accurately modeled on aggregate 
using only a low number of replicates from pilot data. 
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Figure S13: Consistency of t-test p-value with measured false positive rate
 
 
 
 
 
 
 
Figure S13:  Here we use data simulated to model  a human dataset with moderate coverage to show that 
at low read counts the p-value calculated by a t-test (blue) accurately represents the true false positive 
rate (green).  Measurements across replicates are simulated as being drawn from normal (left) or 
lognormal (right) distribution for each gene.  Corresponding values for DESeq are plotted in red. 
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Figure S14: Performance of t-test versus DESeq 
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Figure S14: Performance of t-test versus DESeq (continued)
 
 
 
 
 
Figure S14: This shows the performance of the t-test versus DESeq in simulated data modeled to 
represent moderately covered human data.  The change in expression is modeled as an effect size 
change of 5 relative to biological expression in random directions. 
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Background 
Retrotransposons are sections of DNA that are capable of propagating themselves throughout the 
genome in a process that can be understood as a copy and paste mechanism.   In this process, the 
retrotransposon is first transcribed to RNA, the RNA is then reverse transcribed to DNA, and then this 
DNA inserts itself back into at a new position in the genome. 
In humans, these mobile elements have been copying and pasting themselves for millennia and the 
accumulated remnants of these ancient transposition events now litter the human genome.    The 
repetitive DNA resulting from these events now comprise almost half of the human genome.  Most of 
these retrotransposons are silent now, having diverged enough from their original sequences that they 
are no longer capable of functioning.  Others, however, remain active.  Germ line events that have 
occurred since any two individual’s last common ancestor will of course be responsible for some genetic 
variation between those two individuals.  The variation caused by retrotransposon activity is a potential 
source of deleterious mutation because it is conceivable that a retrotransposon could paste itself into a 
functional area of the genome, such as in the middle of a coding sequence of a gene required for life.    
Most elements in the human genome that are recently active fall into one of three classes.  The most 
common class is the 300 base pair Alu elements which exist in over a million copies in the human 
genome.  These are followed by the 6 kilobase L1 element and then the SVA elements, which are hybrids 
composed of elements of SINE, VNTR and Alu sequences.  
In order to be able to discern which insertion events are normal and likely harmless and which may be 
deleterious it is necessary to have a comprehensive catalog of the known and common mobile element 
positions within the genome.  However, mapping mobile element positions has previously been difficult 
using standard sequencing techniques because the sequence of retrotransposons is repeated so many 
times in the genome that it is difficult to identify the origin of any single DNA read.  While long Sanger 
reads were able to span some repetitive elements in the original draft of the human genome they often 
were not long enough to span entire regions of repetitive elements.  Additionally, they are not a cost-
effective way to map variation between humans.  The first wave of next-generation sequencing reads, 
generally a single read of DNA about 35 base pairs long, brought the ability to map some human 
variation but these reads were not long enough to transverse repetitive elements.  Longer reads, 
produced by 454 sequencing can be used to detect some mobile element positions because they can 
span events. 
A more recent technique, originating in our lab, integrates the use of 454 sequences with newer paired 
end reads.  In this technique, a sequencing read is produced which consists of a single read of about of 
100-250 base pairs originating from a random area in the genome.  Then, along the genome, there is an 
unsequenced region of an estimated length.  An then a second read is take from a region upstream.  
Under the simplest model, mobile elements can be mapped by matching one end of the paired end read 
to a unique position in the genome while the other maps to a mobile element. 
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While the concepts of mapping these positions are simple, the actual performance of the algorithm will 
be determined by the fine details of the algorithm which will consist of many steps such as accurate 
read alignment and precise estimate of the genomic distance between the two pairs of the reads.   
Results 
A project of the 1000 Genomes Project’s effort to provide a survey of variation among human 
populations, my co-authors, led by Chip Stewart, used these techniques to map the mobile elements 
found in the populations for whom sequencing data was available through the 1000 Genome Project. 
When these positions were identified, I was recruited by the team to help analyze the functional impact 
that these inserts would have on the biological functioning of the subjects with the inserts.  I did this 
through a combination of literature review and computational methods.  My findings, in short, were 
that none of the inserts appeared likely to have any obvious functional impact. Of the thousands of MEI 
interruptions found, few were found in coding region.  I performed an ad hoc analysis of several of thse 
genes, and will highlight the findings of the two that were selected for validation, ZNF404 and 
C14orf166B. 
ZNF404 is a member of the large class of genes coding for KRAB-associated zinc finger proteins.  The 
human genome contains several hundred examples of these transcription repressors which are arranged 
in large, tandem clusters that are believed to have arisen from multiple duplication events (Huntley, et 
al., 2006).  Most of these genes remain uncharacterized, and it has been speculated that this may be due 
to the fact that functional redundancy in this class makes knock-out experiments inefficient (Tadepally, 
et al., 2008). A likely candidate for functional redundancy with ZNF404 is ZNF283, which shares 75% 
protein sequence similarity with ZNF404 and has the same protein structure of a KRAB domain followed 
by 15 tandem zinc fingers.  As demonstrated by (Shannon, et al., 2003) ZNF283 is expressed more widely 
than ZNF404, and appears to have multiple splice forms.  However, it is expressed in all of tissues (the 
prostate, testis, and pancreas) where ZNF404 is known to be expressed.   
 
C14orf166B is an uncharacterized protein.  BLAST search showed that its closest homolog in human is 
NLRC3, with which it shares 44% protein identity at NLRC3’s C-Terminus. NLRC3 is a Nod-like receptor 
protein (NLR) involved in immune response (Ting, et al., 2008).  Both proteins contain a Leucine-rich 
repeat domain.  However, other NLR’s also include a nucleotide binding domain at the N-terminus, 
which is not present in C14orf166B. The rat homolog of the C14orf166B protein was one of 120 proteins 
identified as phosphorylated in sperm cells (Baker et. al 2010), which may indicate either selective 
activation or inactivation in these cells.  The three subjects who had mobile element insertions in this 
gene were women, one of whom had a son who successfully fathered children.  It is not know whether 
he carries this mobile element insertions. 
One gene, however, may be worthy of future research.   In the reference sequence of the human 
genome there is an annotated mobile element insertion in the coding region of the gene FAM119A.  This 
insert was not detected in any of the samples under investigation, indicating that while it was present in 
a subject used to as a reference for the human genome sequence, this particular insert may actually be a 
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de novo or rare event.  FAM119A is an uncharacterized protein conserved in vertebrates.  It may be of 
interest because it shares sequence homology with FAM119B, a candidate gene for involvement in 
multiple sclerosis (Gandhi, et al., 2010) and is also on a known on a known MS susceptibility locus 
(2q33).   
Overall, however, the negative findings of my analysis are consistent with the expectations that mobile 
elements inserted into functional regions are deleterious and thus selected against.  These findings, 
while not novel in and of themselves are important because they strongly support the accuracy of the 
method that was used to detect the insertions. 
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Background 
Toxoplasma gondii is a species of parasitic protozoa.    Its life cycle consists of two phases.  The first 
phase, sexual reproduction, occurs only in cats.  The second asexual phase can occur in a variety of 
warm blooded animals, including humans. 
Humans infection by T. gondii is common and can result in severe health problems in people who have 
weak immune systems, sometimes causing fatal encephalitis.  Infections in pregnant women can lead to 
miscarriage or birth defects. 
T. gondii is a member of a large group of parasites called Apicomplexan. Like other members of this 
group T. gondii reproduces by budding.  During the budding process, the basal complex of the mother 
cell must form a contractile ring that is necessary to ensure the segregation of the two daughter cells.  
The cytoskeletal protein MORN1 localizes to this basal complex (Delbac, et al., 2001), and the 
elimination of MORN1 prevents daughter cells from segregating properly, indicating that it is an 
essential protein in the process of budding (Heaslip, et al., 2010; Lorestani, et al., 2010).  
 
Findings 
 
The purpose of this paper was to further elucidate the role that MORN1 plays in budding in T. gondii.  
Using a combination of cellular fractionation and immune-precipitation, my co-authors isolated the 
MORN1 complex.  They then used mass spectrometry to identify the proteins in that precipitate.  They 
found 137 candidate proteins that likely interact with MORN1, including MORN1 itself.   
 
My role in this process was to identify genes that are co-expressed with MORN1 to narrow down this 
gene list into a smaller set of candidates for experimental validation.  To do this, I used mRNA 
expression data of these 137 genes from available time course data of T. gondii throughout tachyzoite 
development (Behnke, et al., 2010).  I performed hierarchical clustering of the gene expression profiles 
in Matlab using the Spearman correlation as the distance metric.  Clustering expression data in this 
manner is a standard technique for discerning genes that are co-expressed. 
 
We identified a node in the cluster that contained the candidates with mRNA expression patterns that 
appeared to peak during cytokinesis.   By finding this node we were able to identify a smaller list of 35 
genes (Figure 1).   Of these, a further set of 13 genes was subjected to further characterization, ten of 
which were previously uncharacterized proteins. 
 
During this characterization, my co-authors used subcellular localization with YFP tagging to identify two 
new proteins, Tg14-3-3 and TgMSC1a, which localize to the basal complex.  These proteins appear to be 
involved in T. gondii budding.  Overall, this study yielded important insight into the reproduction process 
of this parasite, important information that may be useful in the future for fighting T. gondii infections. 
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Figure 1:  mRNA expression based filter of candidate proteins identified by MudPIT 
The available mRNA expression profiles of the proteins identified by MudPIT (131/137, 95.6%) were 
subjected to cluster analysis. The resulting dendrogram included a node, shown here in (A), containing 
MORN1 and 47 other genes with similar mRNA expression kinetics. The heatmap to the right of the node 
illustrates the mRNA expression profiles of these selected genes through two cell cycles. The gene name 
corresponding to each row of data in the heatmap are listed to the right of the heatmap. Proteins 
selected for further investigation are highlighted in yellow, and MORN1 is highlighted in blue.  Figure 
provided by Alexander Lorestani. 
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