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1 Introduction
Equivariant intersection theory is similar to Borel’s equivariant cohomology. The common basic idea
is simple. Let X be an algebraic scheme over a field k and let G be an algebraic group acting on X .
Since invariant cycles are often too few to get a full-fledged intersection theory (e.g. to have a ring
structure in smooth cases) we decide to enlarge this class to include invariant cycles not only on X
but on X × V where V is any linear representation of G. If k = C, equivariant cohomology. can be
defined along these lines and this definition agrees with the usual one given using the classifying space
of G.
In particular, we get a non trivial equivariant intersection theory A∗G = A
∗
G(pt) on pt = Speck
which can be interpreted naturally as an intersection theory on the classifying stack of the group in the
same way as equivariant cohomology of a point is naturally viewed as cohomology of the classifying
space of the group.
Equivariant intersection theory (in the sense sketched above) was first defined by Totaro in [To2] for
X = Speck and then extended to general X by Edidin and Graham in [EG1]. Totaro himself ([To2])
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and Pandharipande ([Pa1], [Pa2]) computed A∗G in many interesting cases, for example G = GLn,
SLn (these two cases are trivial), O(n), SO(2n+ 1) and SO(4).
Moreover, Totaro ([To1], [To2]) was able to define a remarkable refining of the classical cycle map
from the Chow ring to the cohomology ring. In particular, he proved that for any complex algebraic
group G, the equivariant version of the cycle class map clG : A
∗
G → H
∗ (BG,Z), factors as
A∗G
c˜lG−→MU∗ (BG)⊗MU∗ Z −→ H
∗ (BG,Z)
where MU∗ (BG) is the complex cobordism of the classifying space of G,
MU∗ (pt) ≡MU∗ = Z [x1, x2, x3, . . .]
where deg xi = −2i and Z is viewed as a MU
∗-module via the map sending each xi to zero. He
conjectured that, if MU∗ (BG)⊗MU∗ Z is concentrated in even degrees, then c˜lG is an isomorphism.
The case G = PGLn is of particular interest. One reason is its connection with Brauer-Severi
varieties, whose Chow groups are quite mysterious (see [Ka1] and [Ka2] for some results on codimension
2 cycles). Also, many parameter spaces of interest are quotients of free actions of PGLn, so the
calculation of A∗PGLn would be a necessary first step to determine the Chow ring of some of these
spaces.
Unfortunately, the ring A∗PGLn for general n seems extremely difficult to compute. It is a general
principle that among all families of classical groups the series PGLn is often the hardest to study.
Thus, for example, while the cohomology and the complex cobordism ring of most classical groups have
been determined, very little is known about the torsion part in the cohomology of the classifying space
of PGLn for n ≥ 4. Of course, given how much harder than cohomology the Chow ring usually is, this
is not encouraging. On the other hand, the cohomology with Z/3 coefficients of the classifying space
of PGL3, as well as its Brown-Peterson cohomology (relative to the prime 3) have been computed by
Kono, Mimura and Shimada ([KMS]) and by Kono and Yagita ([KY]).
The ring A∗PGL2 was first computed by Pandharipande ([Pa1]) through the isomorphism PGL2 ≃
SO (3). Pandharipande’s method does not seem to extend to PGL3.
In this paper we study A∗PGL3 . Our approach is completely different. The idea is that the adjoint
representation sln of PGLn can be stratified, using Jordan canonical form, in such a way that the
equivariant Chow ring of each stratum is amenable to study. This determines completely A∗PGL2
([Ve]) and works fairly well for n = 3 yielding generators of A∗PGL3 . In principle this method could
give generators for A∗PGLn for any n, but the calculations become extremely involved as n grows.
Moreover, as usual, the stratification method is not very good for finding the relations. In the case
n = 3, using also a recent general result by Totaro (Th. 2.1), we find some of the relations in section
5, but unfortunately we are not able to prove that our relations are sufficient.
We also prove some properties of the cycle map and of Totaro’s refined cycle map. In particular,
we are able to prove that A∗PGL3 , unlike A
∗
PGL2
, is not generated by Chern classes of representations,
a result conjectured by Totaro in [To2]. We have two proofs of this fact, one (Th. 4.2), relying on
results of [To2], [KMS], [KY], carries more informations on the cycle and refined cycle maps while the
other (Appendix) is self-contained not depending on cohomological arguments.
Most of the results in this paper constitute the core of [Ve].
Now we state the main results of this work in more detail.
It is already clear ”rationally”, that Chern classes of the adjoint representation alone do not
generate A∗PGL3 . So, if E is the standard representation of GL3, we also consider Sym
3E, the PGL3-
representation defined by
[g] · (v1 · v2 · v3)
.
= det g−1 (gv1 · gv2 · gv3) .
We prove the following (Theorem 4.6):
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Theorem 1.1 There exist elements ρ and χ with deg ρ = 4 and degχ = 6, such that A∗PGL3 is
generated by {
λ
.
= 2c2 (sl3)− c2
(
Sym3E
)
, c3
(
Sym3E
)
, ρ, χ, c6 (sl3) , c8 (sl3)
}
.
The question of determining all the relations between this generators is hard. In this direction, we
can prove the following (Th. 5.1):
Proposition 1.2 The generators above satisfy
3ρ = 3χ = 3c8 (sl3) = 0
ρ2 = c8 (sl3)
3
(
27c6 (sl3)− c3
(
Sym3E
)2
− 4λ3
)
= 0.
Moreover, if R∗ denotes the ring
Z
[
λ, c3
(
Sym3E
)
, ρ, χ, c6 (sl3) , c8 (sl3)
]
R
where R is the ideal generated by the relations in Prop. 1.2 and deg ρ = 4, degχ = 6, we have
(Theorem 5.3)
Theorem 1.3 The composition
R∗ −→ A∗PGL3
c˜l
−→MU∗ (BPGL3)⊗MU∗ Z
is surjective and its kernel is 3-torsion.
Note that this also proves that the R∗
[
1
3
]
≃ A∗PGL3
[
1
3
]
. We also prove that while ρ is nonzero in
cohomology, χ is zero in cohomology. Thus, by Remark 5.2, we also have c˜l (χ) = 0. Note that if one
was able to prove that χ 6= 0 then Totaro’s conjecture would be false. However, despite many efforts,
we still do not know whether χ is zero or not.
By a result of Kono and Yagita ([KY]), Totaro’s conjecture predicts that c˜l is actually an isomor-
phism. We are able to show that the generator ρ of Theorem 1.1 is not in the Chern subring1 of
A∗PGL3 , thus proving the following consequence of Totaro’s conjecture (Theorem 4.2):
Theorem 1.4 A∗PGL3 is not generated by Chern classes.
This same result is proved in the Appendix without using cohomology computations.
Conventions and notations. The word ”scheme” will most of the time mean ”algebraic scheme
over a field k”. In section 1, where we try to give some of the results in greater generality, we will
allow a different base scheme S and the finiteness conditions needed will be properly specified.
We freely use the functorial point of view for schemes and group schemes (e.g. [DG]) to be able
to express maps, actions etc. as sending ”elements to elements”.
If s is a section of a vector bundle, we denote by Z (s) its zero scheme.
Algebraic groups over a field k will always be linear. If G is an algebraic group over a field k, TG
(or simply T if no confusion is possible) denotes a maximal torus of G and T̂G its character group.
If ϕ : G→ H is a morphism of algebraic groups over a field k and V is a representation of H , we
denote by V(ϕ) or V(G) the obvious associated G-representation.
1I.e. in the subring generated by Chern classes of representations.
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If E denotes the standard GL3-representation, Sym
3E becomes a PGL3-representation via
[g] · (v1 · v2 · v3)
.
= det g−1 (gv1 · gv2 · gv3) .
Acknowledgments. I wish to thank my thesis advisor Angelo Vistoli for his friendship, patience
and constant attention to this work.
I also wish to thank Burt Totaro for generous advice and for many illuminating discussions we had
in Cambridge. Among other things, he also explained to me the argument in Remark 5.2 and allowed
me to include his still unpublished result Theorem 2.1. I hope this paper shows all its debts to his
deep and original work.
2 Basic notations and results
In this section we mainly fix notations and collect some miscellaneous results on equivariant Chow
groups we will need in the sequel; most of them (with one possible exception) are elementary or well
known but we simply could not find proper references in the literature. For intersection theory the
standard refernce is [Fu] while for equivariant intersection theory we refer to [EG1] and [To2].
2.1 Equivariant intersection theory and Totaro’s refined cycle map
If G be an algebraic group over a field k and X a smooth2 G-scheme. Edidin and Graham ([EG1]),
following an idea of Totaro ([To2]), defined a G-equivariant version, A∗G (X), of the Chow ring A
∗ (X).
We will simply write A∗G for A
∗
G (Speck). As a rule, if we do not mention explicitly the base field k,
we are assuming k = C.
We say that a pair (U, V ), consisting of a k-representation V of G and an open subset U of V on
which G acts freely, is a good pair (or simply a pair) relative to G if the codimension of V \U has
sufficiently high codimension (see [EG1], 2.2, Definition-Proposition 1).
All the basic properties and constructions (Chern classes, localization sequence, proper push-
forwards, Gysin maps, vector and projective bundle theorems, projection formula, self intersection
formula, cycle class map, operational Chow groups etc.) of ordinary intersection theory ([Fu]) have
their equivariant counterparts. Moreover, there are additional constructions one can do in the equiv-
ariant setting which simply do not exist in the ordinary case, for example those related to morphisms
of algebraic groups. If
ϕ : G −→ G′
is a morphism of algebraic groups and X a G′-scheme (which we suppose smooth just in order to
state each result for Chow rings), then X is a G-scheme via ϕ and if (U, V ) (respectively, (U ′, V ′)) is
a good pair relative to G (resp., relative to G′), we let G act on V × V ′ as
g · (v, v′) = (g · v, π (g) · v′) , g ∈ G, v ∈ V, v′ ∈ V ′
and the projection
X × U × U ′ −→ X × U ′
induces a flat map
(X × U × U ′) /G −→ (X × U ′) /G′.
Its pullback induces a restriction ring morphism
A∗G′ (X) −→ A
∗
G (X)
2We restrict our attention to smooth schemes for simplicity.
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denoted by ϕ∗X (or by res
G
G′,X if ϕ is injective). Note that the same construction made in the topological
case, define the functoriality in G of the equivariant cohomology ring H∗G (X ;Z) .
Another construction which appears only in the equivariant setting is the following transfer con-
struction for Chow groups; we will frequently use it. Let
1→ H
φ
−→ G −→ F → 1
be an exact sequence of algebraic groups over a field k, with F finite. If X is an algebraic smooth
G-scheme then p1 : X × F −→ X is proper G-equivariant and there is an equivariant push-forward
p1∗ : A
G
∗ (X × F )→ A
G
∗ (X) .
If (U, V ) is a good pair for G, we have:
(X × F )× U
G
≃
(
(X × F )× U
H
)
upslopeF ≃ (1)
≃
(
X × U
H
× F
)
upslopeF ≃
X × U
H
;
hence A∗G (X × F ) ≃ A
∗
H (X) and p1∗ induces a transfer morphism of graded groups
tsfGH,X : A
∗
H (X)→ A
∗
G (X) . (2)
which is natural in X with respect to pullbacks.
Observe that the pullback A∗G (X) → A
∗
H (X) has actually values in the F -invariant subring of
A∗H (X) ([To2])
resHG,X : A
∗
G (X) −→ (A
∗
H (X))
F
.
In exactly the same way as for group cohomology (e.g. [B], Prop. 9.5), we have
tsfGH,X ◦ res
H
G,X = (#F ) ·
(by projection formula) and, since H is normal in G,(
resHG,X ◦ tsf
G
H,X
)
|(A∗H(X))
F
= (#F ) · (3)
If we do not restrict to (A∗H (X))
F
, we get
resHG,X ◦ tsf
G
H,X (ξ) =
∑
f∈F
f∗ξ (4)
for any ξ in A∗H (X).
Remark 2.1 For a general action of G on X, the quotient [X/G] exists only as an Artin stack3
([LMB]). Edidin and Graham ([EG1], 5.3, Prop. 16, 17) showed that if F is a quotient Artin stack
F ≃ [X/G], then the corresponding equivariant Chow groups do not depend on the presentation chosen
for the quotient, enabling one to define A∗G (X) to be the (integral) Chow group of the stack F . If
moreover F is smooth, there is a ring structure on this Chow group and this applies to the classifying
stack BG of any algebraic group G ([LMB]), viewed as the quotient [pt/G],
A∗G = A
∗ (BG) .
3Not necessarily separated.
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Theorem 2.1 (Gottlieb; Totaro) Let G be an algebraic group over C, T a maximal torus of G and
NG (T ) its normalizer in G. The restriction maps
A∗G −→ A
∗
NG(T )
(5)
H∗ (BG,Z) −→ H∗ (BNG (T ) ,Z) (6)
are injective.
Proof. (6) is proved in [Gtl]. We sketch the proof of (5.2) from [To3]. If f : Y −→ B is a smooth
proper morphism of relative dimension r between smooth, separated schemes of finite type over k, let
us consider the following ”modified” pushforward
f♯ (α)
.
= f∗ ◦ (cr (Tf ) · α) ∈ A
j (S)
for any α ∈ Aj (B), where Tf denotes the relative tangent bundle; by projection formula, we have
f♯ ◦ f
∗ = χ (F ) (7)
where χ (F ) denotes the Euler characteristic of ”the fiber” of f (equal to the degree of the top Chern
class of its tangent bundle). Now, let g : X → B be a smooth morphism between smooth schemes
over a field k which admits a smooth relative compactification
X →֒ X
ց ↓
B
having divisors with normal crossing {Di}i=1,...,n as complement (smooth over B). If Dij
.
= Di ∩Dj,
Dijk
.
= Di ∩Dj ∩Dk, etc., the previous construction yields modified pushforwards
f♯ : A
∗
(
X
)
→ A∗ (B) , f
(1)
♯ : ⊕iA
∗ (Di)→ A
∗ (B) , f
(2)
♯ : ⊕i<jA
∗ (Dij)→ A
∗ (B) , . . .
satisfying (7). If x ∈ A∗ (X), lift it to some x ∈ A∗
(
X
)
and set
g♯ (x)
.
= f♯ (x)−
∑
i
f
(1)
♯
(
x|Di
)
+
∑
i<j
f
(2)
♯
(
x|Dij
)
− · · ·
(alternating sum) which is an element in A∗ (B). This can be shown to be independent on the choice
of the lifting and (7) holds for g by well-known properties of the Euler characteristic.
To prove (5.2), apply this construction to any approximation of the G/NG (T )-torsor
BNG (T ) −→ BG
recalling that χ (G/NG (T )) = 1. Note that this proof works over any algebraically closed field k.
In [To2], Totaro proved the remarkable fact that, if G is a complex algebraic group, the cycle map
clBG : A
∗
G −→ H
∗ (BG,Z)
factors as
A∗BG
c˜lBG−→MU∗ (BG)⊗MU∗ Z
clBG−→ H∗ (BG,Z) . (8)
where MU∗ (BG) is the complex cobordism ring of BG ([St]) and clBG is the natural morphism (since
MU∗ ≡MU∗ (pt) = Z [x1, x2, . . . , xn, . . .]
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with deg xi = −2i, here Z is viewed as an MU
∗-module via the map sending each generator xi to
zero). We call c˜lBG Totaro’s refined cycle map for G. The kernel and cokernel of clBG, c˜lBG and clBG
are torsion.
In [To2], Totaro conjectures that if G is a complex algebraic group such that MU∗ (BG), localized
at some prime p, is concentrated in even degrees, then the p-localization of c˜lBG should be an isomor-
phism. As a consequence of this conjecture, A∗PGL3 should not be generated by Chern classes since,
by [KY], MU∗ (BPGL3) is concentrated in even degrees but not generated by Chern classes. This
consequence of Totaro’s conjecture will be proved in section 4 (see also the Appendix for a different
proof).
Remark 2.2 Voevodsky ([V1], [V2]) defined an algebraic cobordism for an algebraic scheme over an
arbitrary field k, so it would be interesting to investigate if there exists a generalization of Totaro’s
refined cycle map with values in (a quotient of) algebraic cobordism, for any algebraic group G over k.
As M. Levine suggested to me, one may also ask more generally if Totaro’s refined cycle map extends
to a map from the entire Voevodsky’s motivic cohomology to algebraic cobordism.
2.2 Miscellaneous results
Proposition 2.2 Let k be algebraically closed. The pullback A∗PGLn,k ⊗ Q → A
∗
SLn,k
⊗ Q is an
isomorphism.
Proof. By [EG2], Th. 1 (c),
A∗G ⊗Q ≃ SymZ
(
T̂
)W
⊗Q =(A∗T )
W
⊗Q
for any connected reductive algebraic groupG with maximal torus T andWeyl groupW and SymZ
(
T̂
)W
⊗
Q is the same for a group G and a quotient of G by a finite central subgroup.
Remark 2.3 Let S be a locally noetherian base scheme. Since Aut (PnS) ≃ PGLn+1,S as group-
functors, for any S ([DG] or [GIT], p. 20-21), the category of Brauer-Severi schemes ([Mi], p. 134)
of relative dimension n over X for the e´tale (or fppf) topology is equivalent to that of PGLn+1-torsors
over X for the same topology and this equivalence actually extends to a 1-isomorphism of BSn,S
with the classifying stack B (PGLn+1,S), where BSn,S denotes the stack over S whose fibre category
over X/S is the category of Brauer-Severi schemes of relative dimension n over X. Under this 1-
isomorphism trivial4 Brauer-Severi schemes correspond to PGLn+1-torsors induced by GLn+1-torsors.
Proposition 2.3 Let k be algebraically closed. Then ker(A∗PGLn,k → A
∗
SLn,k
) is n-torsion.
Proof. By Prop. 2.2, our kernel is torsion and so it is enough to prove that ker(p∗ : A∗PGLn,k →
A∗GLn,k) is annihilated by n, A
∗
GLn,k
being torsion free.
By [To2], Th. 1.3 or [EG2] Th. 1, for any reductive algebraic group G, A∗G can be identified with
the ring C∗G of characteristic classes for (e´tale) G-torsors over smooth, separated schemes of finite type
over k. Via this identification p∗ translates to
p∗ : C∗PGLn.k −→ C
∗
GLn,k
F 7−→ p∗(F ) :
 E↓
X
 7→ F
 PE↓
X

4I.e. of the form P (E)→ X for some vector bundle E over X.
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where PE → X is the PGLn,k-torsor associated to P(E˜) → X , E˜ → X being the vector bundle
associated to the GLn,k-torsor E → X and slightly abusing notation in the argument of F
p∗F = 0 ⇐⇒ F (P(E˜)→ X) = 0, ∀E → X vector bundle of rk n.
Now we use the 1-isomorphism of stacks B (PGLn,k) ≃ BSn−1,k (Remark 2.3). If f : P → X is a
PGLn,k-torsor and f : P → X the associated Brauer-Severi scheme, the base change of f via f is a
PGLn,k-torsor induced by a GLn,k-torsor. Since χ
(
Pn−1k
)
= n, formula (7) in the proof of Theorem
2.1 yields
nF
 P↓
X
 = f ♯f∗F
 P↓
X
 = f ♯F (f∗
 P↓
X
) = 0
(by projection formula) if p∗F = 0.
Corollary 2.4 A∗PGLn,k has only n-torsion.
We conclude this section collecting some elementary results on equivariant Chow groups we will
use in the sequel.
Proposition 2.5 A∗
µn,k
≃ Z [t]upslope (nt).
Proof. From Kummer exact sequence
1→ µn,k −→ Gm,k
( )n
−→ Gm,k → 1,
for any N > 0 we get a Gm,k-torsor
AN+1k \ {0}
µn,k
−→
AN+1k \ {0}
Gm,k
= PNk
whose associated line bundle is just OPN
k
(−n). By [Gr1], Remark p. 4-35, we get
A∗
(
AN+1k \ {0}
µn,k
)
≃
A∗
(
PNk
)(
c1
(
OPN
k
(−n)
))
which implies the assert for N ≫ 0.
Proposition 2.6 If G is a unipotent algebraic group over a field k of characteristic zero, then A∗G ≃ Z.
Proof. Since G is unipotent it has a central composition series
G = G0 > G1 > G2 > · · · > Gn = 1
such that Gi/Gi+1 ≃ Ga,k ([DG], IV, § 2, 2.5 (vii)). We proceed by induction on the length n of the
composition series.
If n = 1, G ≃ Ga,k; if U is a G-free open subset of a G-representation such that π : U → U/G is
a (fppf or e´tale) G-torsor then π is a Zariski G-torsor (Ga,k being special, [Se]) and in particular a
Zariski affine bundle with fiber A1k so that π
∗ is an isomorphism ([Gr1], p. 4-35).
Suppose the assert true for any unipotent group whose central composition series has length ≤ n.
If G is unipotent with a central decomposition series
G = G0 > G1 > G2 > · · · > Gn+1 = 1
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then G1 is unipotent ([DG], IV, § 2, 2.3) and we have a short exact sequence
1→ G1 −→ G −→ G/G1 ≃Ga,k → 1.
Therefore, if U is a G-free open subset of a G-representation which has a G-torsor quotient U → U/G,
U/G1 → U/G
is a G/G1 ≃ Ga,k-torsor. As in case n = 1, the pullback is an isomorphism A
∗
G ≃ A
∗
G1
and we
conclude since G1 has a central decomposition series of length n.
Proposition 2.7 Let
1→ H −→ G
ρ
⇄
σ
Gm → 1 (9)
be a split exact sequence of algebraic groups over a field k of characteristic zero, with H unipotent.
Then the pullback
ρ∗ : A∗Gm −→ A
∗
G
is an isomorphism.
Proof. Let U be a G-free open subset of a G-representation with complement of sufficiently high
codimension and with a G-torsor quotient U → U/G. Then
U/H → U/G
is a Gm-torsor which corresponds to some line bundle L over U/G (Th. 2.3) and by [Gr1], Remark
p. 4-35,
A∗ (U/H) ≃
A∗ (U/G)
c1(L)
.
Since A∗H ≃ Z, by Proposition (2.6), A
∗
G is then generated by c1(L). But the pullback Z[u] ≃ A
∗
Gm,k
→
A∗G sends u to c1(L), therefore ρ
∗ is surjective. Injectivity follows from the hypothesis that (9) is split.
Proposition 2.8 If G is an algebraic group over k, then A∗G×Gm,k ≃ A
∗
G ⊗A
∗
Gm,k
.
Proof. Straightforward using
(
AN+1k \ {0} ,A
N+1
k
)
as a good pair for Gm,k, N ≫ 0, and [Fu],
Example 8.3.7.
Proposition 2.9 Let G be an algebraic group over k. If H is a closed algebraic subgroup of G, then
there is a canonical isomorphism A∗G (G/H) ≃ A
∗
H .
Proof. Straightforward.
Proposition 2.10 Let G be an algebraic group over a field k and X a smooth G-scheme. If U ⊂ Ank
is an open subscheme with the trivial G-action, the pull-back pr∗2 : A
∗
G (X) ≃ A
∗
G (U ×X) is an
isomorphism .
Proof. Since G acts trivially on U , we can reduce to the case of trivial G. By [Fu], Prop. 1.9, the
pull back via Ank ×X → X is surjective and so is pr
∗
2 by the localization exact sequence ([Fu] Prop.
1.8).
If k is infinite then pr2 has always a section so that pr
∗
2 is injective. If k is finite, let p ∈ U be a
closed point with r
.
= [k(p) : k]. From the commutative diagram
U ×X
ր ↓pr2
p×X −→
φ
X
and projection formula we get that ker (pr∗2) is r-torsion. Now observe that we can always find two
closed points p and p′ in U with residue fields of relatively prime degrees r and r′ over k, so that
ker (pr∗2) is indeed zero.
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Proposition 2.11 Let G,H be algebraic groups having commuting actions on a smooth scheme X
and suppose G acts freely. Then there is a canonical isomorphism A∗H (X/G) ≃ A
∗
G×H (X).
Proof. If (U, V ) is a good pair for H , with codim (V \U) > i, we have
AiH (XupslopeG) ≃ A
i
((
U ×
X
G
)
upslopeH
)
≃
≃ Ai ((U ×X)upslopeG×H) ≃ AiG×H (X × U) ,
by [EG1], Prop. 8. By the localization sequence,
AiG×H (X × U) ≃ A
i
G×H (X × V )
for i−codim(V \U) < 0 and we conlude since for any G×H-representation E, we have a pullback ring
isomorphism A∗G×H (X) ≃ A
∗
G×H (X × E).
3 Generators for A∗PGL3
From now on, our base field will be C.
By Prop. 2.2, we have
A∗PGL3 ⊗Q ≃ A
∗
SL3
⊗Q = Q [c2 (E) , c3 (E)]
(E = standard representation of SL3) and an easy computation shows that c3 (E) is not in the image
of the subring of A∗PGL3 ⊗Q generated by the Chern classes of sl3. Therefore the Chern classes of the
adjoint representation will certainly not suffice to generate A∗PGL3 .
In this section we find generators of A∗PGL3 (Prop. 3.12) by stratifying the adjoint representation
sl3 using Jordan canonical forms.
Let G be a complex algebraic group. For our purposes a finite G-stratification of a G-scheme X
will be a collection {Xi}i=1,...,n of disjoint smooth G-invariant subschemes, whose union is X and
such that for each i the natural immersion
ji : Xi →֒ X
⋃
k>i
Xk
.
= X i
is closed. In particular, Xn is a closed subscheme of X , each Xi is topologically a locally closed
subspace of X and all the maps
X1 = X
1 →֒ X2 →֒ X3 →֒ · · · →֒ Xn−1 →֒ Xn →֒ X
are open immersions. Any stratification {Xi}i=1,...,n gives then rise to the following exact sequences
(of graded abelian groups, deg (ji)∗ = codimXi (Xi)):
A∗G (X2)
(j2)∗−→ A∗G
(
X2
) i∗2−→ A∗G (X1)→ 0
A∗G (X3)
(j3)∗−→ A∗G
(
X3
) i∗3−→ A∗G (X2)→ 0 (10)
...
A∗G (Xn)
(jn)∗−→ A∗G (X = X
n)
i∗n−→ A∗G
(
Xn−1 = X \Xn
)
→ 0.
Note that if X is smooth, each graded group above is indeed a graded ring. This will be our case.
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Let
U
.
= {A ∈ sl3\ {0} | A has distinct eigenvalues} ⊂
open
sl3\ {0} ,
Z1,1
.
=
A ∈ sl3\ {0} | A has Jordan form
 λ 0 01 λ 0
0 0 −2λ
 , λ ∈ C∗
 ,
Z1,0
.
=
A ∈ sl3\ {0} | A has Jordan form
 λ 0 00 λ 0
0 0 −2λ
 , λ ∈ C∗
 ,
Z1
.
= Z1,1 ∪ Z1,0 ,
Z0,1
.
=
PGL3-orbit of
 0 0 01 0 0
0 1 0
 ,
Z0,0
.
=
PGL3-orbit of
 0 0 01 0 0
0 0 0
 ,
Z0
.
= Z0.1 ∪ Z0,0 ,
(note that Z1 ∪ Z0 = sl3\(U ∪ {0})). Then
{U,Z1,1, Z1,0, Z0,1, Z0,0, {0}} (11)
is a finite PGL3-stratification of sl3. In this case the first associated exact sequence of (10) is
A∗PGL3 (Z1,1)
(j1,1)
∗−→ A∗PGL3 (sl3\(Z1,0 ∪ Z0 ∪ {0}))
i∗1,1
−→ A∗PGL3 (U)→ 0 (12)
where i1,1 : U →֒ sl3\(Z1,0∪Z0∪{0}) and j1,1 : Z1,1 →֒ sl3\(Z1,0∪Z0∪{0}) are the natural immersions
(open and closed, respectively).
To begin with, let us study A∗PGL3 (U).
3.1 Generators coming from the open subset U ⊂ sl3
Let T be the maximal torus of PGL3 and Γ3
.
= NPGL3 (T ) = S3 ⋉ T its normalizer in PGL3. Let
S3 →֒ PGL3 : σ 7→ σ be the obvious inclusion (which identifies permutations with permutation
matrices). Γ3 acts on the subscheme Diag
∗
sl3
⊂ sl3\ {0} of diagonal matrices with distinct eigenvalues,
through S3 →֒ PGL3
(σ, [t]) · diag (λ1, λ2, λ3)
.
= σ · diag (λ1, λ2, λ3) · σ
−1
and we have5:
Proposition 3.1 The composition of natural maps
A∗PGL3 (U) −→ A
∗
Γ3 (U) −→ A
∗
Γ3
(
Diag∗sl3
)
is a ring isomorphism.
5This Proposition holds (with the same proof given below) for any PGLn.
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Proof. Let T act by multiplication on the right of PGL3 and
PGL3
T
be the corresponding quotient.
S3 acts on the left of
PGL3
T
via σ · [g]
.
=
[
gσ−1
]
, g ∈ PGL3, and on Diag
∗
sl3
as above. If we let PGL3
act on Diag∗sl3 ×
PGL3
T
by left multiplication on PGL3
T
only, there is a PGL3- equivariant isomorphism
U ≃
(
Diag∗sl3 ×
PGL3
T
)
upslopeS3
A 7−→ [∆, [g]T ]S3
where g−1Ag = ∆ (diagonal).
Since S3 acts freely on Diag
∗
sl3
× PGL3
T
, from Lemma 2.11, we get
A∗PGL3 (U) ≃ A
∗
PGL3×S3
(
Diag∗sl3 ×
PGL3
T
)
.
Now, if W is a free open subset of a PGL3 × S3-representation with complement of sufficiently high
codimension, we let Γ3 act on W via the inclusion
(i, π) : Γ3 →֒ PGL3 × S3 : (σ, [t]) 7−→ ([t]σ, σ)
i being the natural inclusion Γ3 →֒ PGL3. Then the morphisms
W ×Diag∗sl3 ×
PGL3
T
PGL3 × S3
ψ
⇆
ϕ
W ×Diag∗sl3
Γ3
ϕ : [w,∆, [g]T ]PGL3×S3 7−→ [w · (g, 1) ,∆]Γ3
ψ : [w,∆]Γ3 7−→ [w,∆, [1]T ]PGL3×S3
are mutually inverse and we conclude.
Lemma 3.2 If T denotes the maximal torus of PGL3 and A
∗
T is viewed as a subring of A
∗
TGL3
=
Z [x1, x2, x3], then the Weyl group-invariant subring (A
∗
T )
S3 is generated by
γ2 = s
2
1 − 3s2
γ3 = 2s
3
1 − 9s1s2 + 27s3
γ6 = ∆ ≡ (x1 − x2)
2(x1 − x3)
2(x2 − x3)
2
where si denotes the i-th elementary symmetric function on the xj’s and ∆ is the discriminant.
Proof. We have T = TPGL3 ≃ TGL3/Gm, where TGL3 = (Gm)
3
and Gm →֒ TGL3 diagonally.
Therefore
A∗T = SymZ
(
T̂
)
⊂ A∗TGL3 = SymZ
(
T̂GL3
)
= Z [x1, x2, x3]
is the subring of polynomials f (x1, x2, x3) such that
f (x1 + t, x2 + t, x3 + t) = f (x1, x2, x3) .
Then
(A∗T )
S3 =
{
f ∈ Z [x1, x2, x3]
S3 | f (x1 + t, x2 + t, x3 + t) = f (x1, x2, x3)
}
≡
≡ (Z [s1, s2, s3])
inv
where S3 permutes the xi’s. Now, if for any polynomial f ∈ Z [x1, x2, x3] we let f
t = f (x1 + t, x2 + t, x3 + t),
we get
12
st1 = s1 + 3t (13)
st2 = s2 + 2s1t+ 3t
2 (14)
st3 = s3 + s2t+ s1t
2 + t3 (15)
and it is then easy to verify that γ2, γ3 and γ6 are indeed in (A
∗
T )
S3 .
Now, let ϕ ∈ (A∗T )
S3 . We first claim that there exists nϕ ≥ 0 such that 3
nϕϕ ∈ Z [γ2, γ3, γ6]. By
definition of γ2 and γ3, we have
(A∗T )
S3
[
1
3
]
≡
(
Z
[
1
3
]
[s1, s2, s3]
)inv
=
(
Z
[
1
3
]
[s1, γ2, γ3]
)inv
.
If
P (s1, γ2, γ3) = P0 (γ2, γ3) + P1 (γ2, γ3) s1 + · · ·+ Pm (γ2, γ3) s
m
1
is in ∈
(
Z
[
1
3
]
[s1, γ2, γ3]
)inv
, using (13) and γt2 = γ2, γ
t
3 = γ3, we easily get, by induction on m,
Pi = 0, ∀i ≥ 1, i.e.
(A∗T )
S3
[
1
3
]
= Z
[
1
3
]
[γ2, γ3]
as claimed.
To prove that indeed ϕ ∈ Z [γ2, γ3, γ6], we use induction on nϕ.
Suppose6 3ϕ = p (γ2, γ3, γ6), for some polynomial p. Expanding p in powers of γ6, we get
3ϕ = p0 (γ2, γ3) + p1 (γ2, γ3) γ6 + · · ·
and reducing mod 3
0 ≡ p0
(
s21,−s
3
1
)
+ p1
(
s21,−s
3
1
)
γ6 + · · · (mod 3) .
But s1 and γ6 = ∆ are algebraically independent (over Z/3), so pi
(
s21,−s
3
1
)
≡ 0 (mod 3), ∀i, i.e.
pi
(
s21,−s
3
1
)
=
((
s21
)3
−
(
s31
)2)
· qi
(
s21, s
3
1
)
(mod 3)
then
pi (γ2, γ3) =
(
γ32 − γ
2
3
)
qi (γ2,−γ3) + 3ri (γ2, γ3)
for each i. Thus
3ϕ = 3r (γ2, γ3, γ6) +
(
γ32 − γ
2
3
)
q (γ2, γ3, γ6) .
with an obvious notation. Straightforward computations yield(
γ32 − γ
2
3
)
= −3
(
γ32 − 9γ6
)
,
and the case nϕ = 1 is settled. The inductive step follows easily from the fact that we included a
possible dependence of p from γ6 in the above argument.
Remark 3.1 Note that there is a (non canonical) isomorphism
T −→ (Gm)
2
[t1, t2, t3] 7−→ (t1/t3, t2/t3)
so that A∗T ≃ Z [x, y], with action of the Weyl group given by
(12)x = y, (12) y = x
6Note that we allow an explicit dependence of p on γ6!
13
(123)x = −y, (123) y = x− y. (16)
Under this isomorphism, with the same notations as in lemma 3.2, we have
γ2 = (x+ y)
2
− 3xy,
γ3 = −9 (x+ y)xy + 2 (x+ y)
3 (17)
γ6 = (x+ y)
2
x2y2 − 4x3y3.
Moreover, there is an isomorphism of T with TSL3 , the maximal torus of SL3
T → TSL3 : [t1, t2, t3] 7−→ (t2/t3, t3/t1, t1/t2) (18)
and an induced isomorphism A∗T ≃ A
∗
TSL3
= Z [u1, u2, u3]upslope (u1 + u2 + u3). The Weyl groups are
isomorphic to S3 in both cases but the isomorphism above on Chow rings is not S3-equivariant, only
A3-equivariant. Rather, the action of S3 on A
∗
TSL3
inherited from the Weyl group action on A∗T via
this isomorphism, is given by
(12)u1 = −u2, (12)u2 = −u1, (12)u3 = −u3
(123)u1 = u3, (123)u2 = u1, (123)u3 = u1.
Corollary 3.3 The canonical morphism h : A∗Γ3 → (A
∗
T )
S3 is surjective.
Proof. Let φ : A∗PGL3 → A
∗
Γ3
be the restriction morphism, E the standard representation of GL3
and Sym3E be the PGL3-representation:
[g] · (v ·1 v2 · v3)
.
=
(
det g−1
)
(gv1 · gv2 · gv3) .
It is not difficult to verify that
h ◦ φ (c2 (sl3)) = −2γ2
h ◦ φ
(
c2
(
Sym3E
))
= −5γ2
h ◦ φ
(
c3
(
Sym3E
))
= γ3
h ◦ φ (c6 (sl3)) = γ6
and the Corollary follows from Lemma 3.2.
Now consider the subgroup A3 ⋉ T →֒ Γ3 = S3 ⋉ T ; there is a transfer morphism (see (2), Section
2)
tsf = tsfΓ3A3⋉T
(
Diag∗sl3
)
: A∗A3⋉T
(
Diag∗sl3
)
→ A∗Γ3
(
Diag∗sl3
)
and a restriction morphism:
res = resΓ3A3⋉T
(
Diag∗sl3
)
: A∗Γ3
(
Diag∗sl3
)
→
(
A∗A3⋉T
(
Diag∗sl3
))C2
.
Lemma 3.4 (transfer-trick) res induces an isomorphism
3A
∗
Γ3
(
Diag∗sl3
)
→ 3
(
A∗A3⋉T
(
Diag∗sl3
))C2
with inverse (−tsf).
14
Proof. By projection formula, tsf ◦ res = 2; so if ξ is 3-torsion, we have tsf ◦ res (ξ) = −ξ. On the
other hand, if C2 = {1, ε}, we have res◦ tsf (η) = η+ η
ε; so, if η is C2-invariant and 3-torsion, we have
res ◦ tsf (η) = −η and conclude.
The isomorphism (18) of Rmk. 3.1 induces an isomorphism
A3 ⋉ T ≃ A3 ⋉ TSL3
and hence an isomorphism
A∗A3⋉T ≃ A
∗
A3⋉TSL3
. (19)
We will consider the C2-action on A
∗
A3⋉TSL3
induced by the canonical action on A∗A3⋉T via this
isomorphism. As already in Rmk. 3.1, we warn the reader that this is not the canonical action
induced by the inclusion A3 ⋉ TSL3 →֒ NSL3 (TSL3).
If A∗A3 = Z [α] /(3α)
7, we still denote by α the image of α in A∗A3⋉TSL3
via the pullback induced by
the projectionA3⋉TSL3 → A3. We also recall the isomorphismA
∗
TSL3
≃ Z [u1, u2, u3]upslope (u1 + u2 + u3).
Then, if W ≃ C3 denotes the A3 ⋉ TSL3-representation
(σ, (s)) · (x)
.
=
(
s1xσ−1(1), s2xσ−1(2), s3xσ−1(3)
)
, (20)
we have the following basic result
Proposition 3.5 The ring A∗A3⋉TSL3
is generated by{
α, c2 (W ) , c3 (W ) , θ
.
= tsf
A3⋉TSL3
TSL3
(
u22u3
)}
.
Proof. Throughout the proof we identify A3 ⋉ T with A3 ⋉ TSL3 (Remark 3.1). A3 ⋉ TSL3 acts on
P (W ) with a dense orbit U
.
= D+ (x1x2x3) with stabilizer isomorphic to A3×µ3. If j2 : Y2 →֒ P (W )
denotes the (closed) orbit of [1, 0, 0] ∈ P (W ) and
Y1
.
= P (W ) \U ∪ Y2
j1
→֒
closed
P (W ) \Y2,
the orbit of [1, 1, 0] ∈ P (W ), then {U, Y1, Y2} is a finite A3 ⋉ TSL3-stratification of P (W ) and the
exact sequences (10) are
A∗Gm ≃ A
∗
A3⋉TSL3
(Y1)
(j1)∗−→ A∗A3⋉TSL3 (P (W ) \Y2)
i∗
−→ A∗A3⋉TSL3 (U) ≃ A
∗
A3×µ3
→ 0 (21)
A∗TSL3 ≃ A
∗
A3⋉TSL3
(Y2)
(j2)∗−→ A∗A3⋉TSL3 (P (W ))
i∗2−→ A∗A3⋉TSL3 (P (W ) \Y2)→ 0. (22)
where we used Prop. 2.9 together with the fact that Y1 (resp. Y2, U) has stabilizer isomorphic to Gm
(resp. TSL3, A3 × µ3). By ([Fu], Th. 3.3 (b)), we have (c1 (W ) = 0) :
A∗A3⋉TSL3 (P (W )) ≃ A
∗
A3⋉TSL3
[ℓ]upslope
(
ℓ3 + c2 (W ) ℓ+ c3 (W )
)
where ℓ = c1
(
OP(W ) (1)
)
. Moreover, the canonical Ku¨nneth morphism
A∗A3 ⊗ A
∗
µ3
≃ Z [α] / (3α)⊗ Z [β] / (3β)→ A∗A3×µ3
is an isomorphism (e.g. [To2], § 6). It is not difficult to show that
i∗ (ℓ) = −β, i∗ (α) = α, j∗1 (ℓ) = −u
7We use that A3 ≃ µ3, which is true over any algebraically closed field of characteristic 6= 3. Note that in characteristic
3, it is no longer true that A∗
A3
≃ Z [α] / (3α).
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(where A∗Gm = Z [u] and with the usual abuse of notation, we write ℓ for i
∗
2 (ℓ) and α for its pullback
to A∗A3⋉TSL3
(P (W ) \Y2)). So we can conclude the analysis of (21), by computing (j1)∗ (1) = [Y1]. Y1
is the zero scheme of the A3 ⋉ TSL3-invariant regular section x1x2x3 ∈ Γ (O (3) ,P (W ) \Y2), hence
([Fu], p. 61), [Y1] = 3ℓ so that A
∗
A3⋉TSL3
(P (W ) \Y2) is generated by {α, ℓ}.
Now let us turn our attention to (22). It is easy to verify that, with the usual abuse of nota-
tion, i∗2 (α) = α and i
∗
2 (ℓ) = ℓ, so we are left to find generators of A
∗
A3⋉TSL3
(Y2) ≃ A
∗
TSL3
as an
A∗A3⋉TSL3
(P (W ))-module.
First of all, we have j2
∗ (ℓ) = u1
8. Therefore, by projection formula and the relation u1+u2+u3 =
0, we see that A∗TSL3
≃ A∗A3⋉TSL3
(Y2) is generated by
{1, un2 | n > 0} (23)
as an A∗A3⋉TSL3
(P (W ))-module. But
j2
∗ (c2 (W )) = u1u2 + u2u3 + u3u1 = −
(
u21 + u
2
2 + u1u2
)
so that, by induction on n, (j2)∗ (u
n
2 ), n > 1, belongs to the submodule generated by (j2)∗ (1) and
(j2)∗ (u2) (e.g.
(j2)∗
(
u22
)
= (j2)∗ (j
∗
2 (−c2 (W ))) + (j2)∗
(
j∗2
(
−ℓ2
))
− (j2)∗ (j
∗
2 (ℓ) · u2) =
= −c2 (W ) · (j2)∗ (1)− ℓ
2 · (j2)∗ (1)− ℓ · (j2)∗ (u2)
and similarly for higher powers of u2). Thus, the ideal
im (j2)∗ ⊂ A
∗
A3⋉TSL3
(P (W ))
is actually generated by (j2)∗ (1) and (j2)∗ (u2).
Let us first compute (j2)∗ (1) using a transfer argument (Section 2). Consider the A3 ⋉ TSL3-
equivariant commutative diagram
Y2
h2−→ P (W )×A3
j2 ց ↓
pr1
P (W )
where
h2 ([1, 0, 0]) = ([1, 0, 0] , 1) , h2 ([0, 1, 0]) = ([0, 1, 0] , σ) , h2 ([0, 0, 1]) =
(
[0, 0, 1] , σ2
)
with σ = (123). Using the canonical isomorphism
A∗A3⋉TSL3 (P(W ) ×A3) ≃ A
∗
T (P(W ))
we see that
(j2)∗ (1) = (pr1)∗ ◦ (h2)∗ (1) = tsf
A3⋉TSL3
TSL3
(P(W )) ([{[1, 0, 0]}]) . (24)
But [1, 0, 0] = Z (x2)∩Z (x3), where the section xi, i = 2, 3 are TSL3-semi-invariant ([SGA3.I], Expose´
VIB, p. 406) so that if we consider the TSL3-equivariant line bundles Li → SpecC associated to the
representations
(t) x = tix, i = 2, 3,
8Of course this relation depends on the choice of the isomorphism
Z [u1, u2, u3]upslope(u1 + u2 + u3) = A
∗
TSL3
≃ A∗A3⋉TSL3
(Y2)
which in its turn depends essentially on the choice of a point
p ∈ Y2 = {[1, 0, 0] , [0, 1, 0] , [0, 0, 1]} .
The choice we are making here is p = [1, 0, 0].
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we have induced TSL3-invariant regular sections x˜i ∈ Γ (P (W ),O (1)⊗ p
∗ (L∨i ))
9 with, obviously,
Z (x˜i) = Z (xi). Then
[{[1, 0, 0]}] = (ℓ− u2) (ℓ− u3) = ℓ
2 + ℓu1 + u2u3 (25)
in A∗TSL3
(P(W )). Since ℓ = res
TSL3
A3⋉TSL3
(P(W )) (ℓ) and the diagram
A∗TSL3
−→ A∗TSL3
(P(W ))
tsf
A3⋉TSL3
TSL3 ↓ ↓
tsf
A3⋉TSL3
TSL3
(P(W ))
A∗A3⋉TSL3
−→ A∗A3⋉TSL3
(P(W ))
is commutative, we have
tsf
A3⋉TSL3
TSL3
(P(W ))
(
ℓ2
)
= 3ℓ2 (26)
tsf
A3⋉TSL3
TSL3
(P(W )) (ℓu1) = ℓ · tsf
A3⋉TSL3
TSL3
(u1) . (27)
Now we claim tsf
A3⋉TSL3
TSL3
(u1) = 0, i = 1, 2, 3. In fact, let π : A
∗
A3⋉TSL3
→ A3 be the projection
and ρ : A3 →֒ A
∗
A3⋉TSL3
its right inverse. Since i∗2 in (22) is an isomorphism in degree 1 and
A∗A3⋉TSL3
(P (W ) \Y2) is generated by α and ℓ, tsf
A3⋉TSL3
TSL3
(ui) = niπ
∗α for some integer ni (in fact
res
TSL3
A3⋉TSL3
◦ tsf
A3⋉TSL3
TSL3
(ui) = u1 + u2 + u3 = 0
thus tsf
A3⋉TSL3
TSL3
(ui) is 3-torsion). Since
ρ∗ ◦ tsf
A3⋉TSL3
TSL3
≡ res
A3⋉TSL3
A3
◦ tsf
A3⋉TSL3
TSL3
= 0,
we get
niρ
∗π∗ (α) = niα = 0
in A∗A3 and the claim follows.
Since (j2)∗ (u2) has degree 3, from (22) and the computations we have just done (in particular (24),
(25), (26) and (27)), we know that the ring A∗A3⋉TSL3
(P (W )) is generated up to degree 2 (included)
by {
α, ℓ, tsf
A3⋉TSL3
TSL3
(u2u3)
}
.
We will show that:
CLAIM. A∗A3⋉TSL3
(P (W )) is generated up to degree 2 (included) by
{α, ℓ, c2 (W )} .
Proof of Claim. We write
η|TSL3 ≡ res
TSL3
A3⋉TSL3
(η) ,
for any η ∈ A∗A3⋉TSL3
(P (W )).
Observe that
res
TSL3
A3⋉TSL3
◦ tsf
A3⋉TSL3
TSL3
(u2u3) = u2u3 + u3u1 + u1u2 = c2 (W )|TSL3
,
9Note that p∗
(
L∨i
)
is trivial but not TSL3 -equivariantly trivial.
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therefore tsf
A3⋉TSL3
TSL3
(u2u3)− c2 (W ) = ξ, for some 3-torsion element
10
ξ ∈ A2A3⋉TSL3 (P (W )) .
Since the group A2A3⋉TSL3
(P (W )) is generated by{
α2, ℓ2, αℓ, tsf
A3⋉TSL3
TSL3
(u2u3) = c2 (W ) + ξ
}
we have
c2 (W ) = A (c2 (W ) + ξ) +Bα
2 + Cℓ2 +Dαℓ. (28)
Restricting to TSL3, we get
c2 (W )|TSL3
= Ac2 (W )|TSL3
+ Cℓ2;
but from
A∗TSL3 (P(W )) ≃ A
∗
TSL3
[ℓ]upslope
(
ℓ3 + ℓ2c1 (W )|TSL3
+ ℓc2 (W )|TSL3
+ c3 (W )|TSL3
)
,
we see that c2 (W )|TSL3
and ℓ2 are algebraically independent, so we must have A = 1, C = 0. Thus
(28) yields ξ = Bα2 +Dαℓ and this concludes the proof of Claim. ✷
So, the other possible generators of A∗A3⋉TSL3
(P (W )) in degree > 2 can only come from (j2)∗ (u2).
Using the same arguments as in the computation of (j2)∗ (1) above, we get
(j2)∗ (u2) = tsf
A3⋉TSL3
TSL3
(P(W )) (u2 (ℓ− u2) (ℓ− u3)) .
But, since we know that tsf
A3⋉TSL3
TSL3
(ui) = 0 ∀i, the only new generator is tsf
A3⋉TSL3
TSL3
(
u22u3
)
.
To summarize, we have proved so far that A∗A3⋉TSL3
(P (W )) is generated by{
α, ℓ, c2(W ), tsf
A3⋉TSL3
TSL3
(
u22u3
)}
.
Since
A∗A3⋉TSL3upslope (c3 (W )) ≃ A
∗
A3⋉TSL3
(W\ {0}) ≃ A∗A3⋉TSL3 (P (W ))upslope (ℓ) ,
we conclude that A∗A3⋉TSL3
is generated by{
α, c2(W ), c3(W ), tsf
A3⋉TSL3
TSL3
(
u22u3
)}
.
Recall (19) and the isomorphism
3A
∗
Γ3
(
Diag∗sl3
)
≃ 3
(
A∗A3⋉T
(
Diag∗sl3
))C2
from lemma 3.4. If C2 = {1, ε}, we denote by W
ε the A3 ⋉ TSL3-representation obtained from W
twisting the action by ε. Let us also define the element
χ
.
=
(
2tsf
A3⋉TSL3
TSL3
(
u22u3
)
+ 3c3 (W )
)2
+ 4c2 (W )
3
+ 27c3 (W )
2
∈ A6A3⋉TSL3 (29)
and denote tsf
A3⋉TSL3
TSL3
(
u22u3
)
simply by θ.
10In fact tsf
A3⋉TSL3
TSL3
◦ res
TSL3
A3⋉TSL3
= 3.
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Lemma 3.6 (i) In A∗A3⋉T we have
3χ = 3α = αθ = α3 + αc2 (W ) = 0.
(ii) The kernel of the restriction map h′ : A∗A3⋉T → A
∗
A3⋉T
(
Diag∗sl3
)
is the ideal
(
α2
)
.
(iii) In A∗A3⋉T , we have
c2 (W
ε) = c2 (W ) , c3 (W
ε) = −c3 (W ) ,
θε = θ + 3c3 (W ) , χ
ε = χ.
(iv) Let
q
(
c2(W ), c3(W ), tsf
A3⋉TSL3
TSL3
(
u22u3
))
∈ 3A
∗
A3⋉TSL3
be a polynomial in the arguments indicated. Then there exists a polynomial
q˜ = q˜
(
c2(W ), c3(W ), tsf
A3⋉TSL3
TSL3
(
u22u3
))
such that q = χq˜.
Proof. (i) Since (
2tsf
A3⋉TSL3
TSL3
(
u22u3
)
+ 3c3 (W )
)2
|TSL3
= ∆(u1, u2, u3)
c2 (W )|TSL3
= s2 (u1, u2, u3)
c3 (W )|TSL3
= s3 (u1, u2, u3)
in A∗TSL3
≃ A∗T (where ∆ is the discriminant and si the i-th elementary symmetric function), it is well
known that χ
|T
= 0. Therefore 3χ = 0. α is 3-torsion by definition and
α · tsf
A3⋉TSL3
TSL3
(
u22u3
)
= 0
by projection formula. Finally observe that(
c2 (W )− tsf
A3⋉TSL3
TSL3
(u1u3)
)
|TSL3
= 0
and therefore (Proposition 3.5) there exist A,B ∈ Z such that
c2 (W )− tsf
A3⋉TSL3
TSL3
(u1u2) = Aα
2 +Bc2 (W )
is a 3-torsion element in A∗A3⋉TSL3
. Restricting to TSL3 we get B = 0 while restricting to A3 we get
A ≡ −1 mod 3. Multiplying by α, we get
α3 + αc2 (W ) = 0
by projection formula.
(ii) A straightforward computation yields
c2 (Diagsl3) = −α
2 ∈ A∗A3⋉T .
Consider then the two localization sequences:
A∗A3⋉T
(−α2)·
−→ A∗A3⋉T (Diagsl3) ≃ A
∗
A3⋉T
−→ A∗A3⋉T (Diagsl3\ {0})→ 0 (30)
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A∗T ≃ A
∗
A3⋉T
(Z)
j∗
−→ A∗A3⋉T (Diagsl3\ {0}) −→ A
∗
A3⋉T
(
Diag∗sl3
)
→ 0 (31)
(where we used the obvious A3⋉T -equivariant isomorphism Z ≃ A3×C∗); (30) shows that α2 ∈ kerh′
and the reverse inclusion will be established if we show that the push-forward j∗ is zero.
Consider the projectivization P (Diagsl3) ≃ P
1 of Diagsl3 . We have a cartesian diagram
Z
j
→֒ Diagsl3\ {0}
p ↓ ↓π
Z ′ →֒
j′
P (Diagsl3)
where
Z ′ = {[1, 1] , [−2, 1] , [1,−2]} ≃ A3
A3 ⋉ T -equivariantly. Since
j∗ ◦ p
∗ = π∗ ◦ j′∗
and p∗ is obviously an isomorphism, it is enough to show that
im (j′∗) ⊆ ker (π
∗) = (ℓ) ⊂
A∗A3⋉T [ℓ]
(ℓ2 − α2)
(32)
by the projective bundle theorem.
To compute j′∗ we translate it into a transfer map. Consider the A3 ⋉ T -equivariant commutative
diagram
Z ′
ρ
−→ A3 ×P (Diagsl3)
j′ ց ↓pr2
P (Diagsl3)
where (σ = (123) ∈ A3)
ρ ([1, 1]) = (1, [1, 1])
ρ ([−2, 1]) = (σ, [−2, 1])
ρ ([1,−2]) =
(
σ2, [1,−2]
)
.
Since
A∗A3⋉T (A3 ×P (Diagsl3)) ≃ A
∗
T (P (Diagsl3)) ,
we have
j′∗ (ξ) = pr2∗ ◦ ρ∗ (ξ) = tsf
A3⋉T
T (P (Diagsl3)) (ξ · [{[1, 1]}])
for any ξ ∈ A∗T ≃ A
∗
A3⋉T
(Z ′), where {[1, 1]} is a T -invariant cycle on P (Diagsl3).
Now, {[1, 1]} is the zero scheme of the T -invariant regular section (x1 − x2) ∈ Γ (P (Diagsl3) ,O (1)),
therefore
[{[1, 1]}] = c1 (O (1)) ≡ ℓ
′ ∈ A∗T (P (Diagsl3))
and, obviously,
resTA3⋉T (P (Diagsl3)) (ℓ) = ℓ
′.
By projection formula, we then get
j′∗ (ξ) = tsf
A3⋉T
T (P (Diagsl3)) (ξ · ℓ
′) = ℓ · tsfA3⋉TT (ξ)
for any ξ ∈ A∗T ≃ A
∗
A3⋉T
(Z ′), which proves (32).
(iii) By Prop. 3.5, there are integers A, B such that
c2 (W
ε) = Aα2 +Bc2 (W ) .
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Restricting this to T , we get B = 1 and applying the involution (·)
ε
we obtain A ≡ 0 mod 3.
Again by Prop. 3.5, there are integers A,B,C,D such that
c3 (W
ε) = Aα3 +Bαc2 (W ) + Cc3 (W ) +Dθ
in A∗A3⋉T . Restricting to T , we get
(C + 1)u1u2u3 +D
(
u22u3 + u
2
3u1 + u
2
1u2
)
= 0 ∈ A∗TSL3 =
Z [u1, u2, u3]
(u1 + u2 + u3)
;
but u22u3 + u
2
3u1 + u
2
1u2 and u1u2u3 are linearly independent, hence C = −1, D = 0. Now apply the
involution (·)
ε
to get
Aα3 +Bαc2 (W ) = 0.
Since (Remark 3.1)
θε = −tsf
A3⋉TSL3
TSL3
(
u21u3
)
,
an easy computation yields
(θ − θε + 3c3 (W ))|TSL3
= 0.
Therefore (Proposition 3.5 and (i) of this Lemma) there exist A,B,C ∈ Z such that
θ − θε + 3c3 (W ) = Aα
3 +Bc3 (W ) + Cθ
is 3-torsion. Then, restricting to TSL3 and observing that c3 (W )|T and θ|T are linearly independent,
we get B = C = 0; restricting now to A3, we obtain A ≡ 0 mod 3 (since
resA3A3⋉TSL3
◦ tsf
A3⋉TSL3
TSL3
= 0).
The C2-invariance of χ is a consequence of the transformation rules of c2 (W ), c3 (W ) and θ.
(iv) Since q is 3-torsion, we may suppose 2 inverted. We have q|TSL3 = 0 because A
∗
TSL3
is torsion-
free. It is not difficult to verify that(
2Θ|TSL3 + 3c3 (W )|TSL3
)2
+ 4c2 (W )
3
|TSL3
+ 27c3 (W )
2
|TSL3
= 0.
Then it is enough to prove that the ideal I of relations between{
c2(W )|TSL3 , c3(W )|TSL3 ,Θ|TSL3
}
in A∗TSL3
[
1
2
]
is generated by just this one.
Now, Θ|TSL3 = −
3
2c3(W )|TSL3 +
1
2δ, where δ = (u1 − u2) (u2 − u3) (u1 − u3), so we have to show
that
I =
(
δ2 + 4c2(W )
3
|TSL3
+ 27c3(W )
2
|TSL3
)
.
Let p ∈ Z
[
1
2
]
[X,Y, Z] with
p
(
c2(W )|TSL3 , c3(W )|TSL3 , δ
)
= 0
in A∗TSL3
[
1
2
]
. We have
p (X,Y, Z) = p0 (X,Y ) + Zp1 (X,Y ) mod
(
Z2 + 4X3 + 27Y 2
)
. (33)
If we let C2 = {1, ε} act on A
∗
TSl3
[
1
2
]
permuting u1 and u2, we get(
c2(W )|TSL3
)ε
= c2(W )|TSL3(
c3(W )|TSL3
)ε
= c3(W )|TSL3
δε = −δ
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and then
pε = p
(
c2(W )|TSL3 , c3(W )|TSL3 ,−δ
)
= 0
in A∗TSL3
[
1
2
]
(note that u1 + u2 + u3 is C2-invariant). From (33) we get p0
(
c2(W )|TSL3 , c3(W )|TSL3
)
+ p1
(
c2(W )|TSL3 , c3(W )|TSL3
)
δ = 0
p0
(
c2(W )|TSL3 , c3(W )|TSL3
)
− p1
(
c2(W )|TSL3 , c3(W )|TSL3
)
δ = 0
so (δ 6= 0)
p0
(
c2(W )|TSL3 , c3(W )|TSL3
)
= p1
(
c2(W )|TSL3 , c3(W )|TSL3
)
= 0.
But c2(W )|TSL3 and c3(W )|TSL3 are algebraically independent, thus p0 (X,Y ) = p1 (X,Y ) = 0 as
polynomials, as desired.
Therefore both h′ (αc3(W )) and h
′
(
χ
)
can be identified (via lemma 3.4) with their transfers, which
are elements of 3A
∗
Γ3
(
Diag∗sl3
)
.
Proposition 3.7 The natural morphism
f : A∗Γ3
(
Diag∗sl3
)
−→
(
A∗T
(
Diag∗sl3
))S3
= (A∗T )
S3
is surjective with kernel
(
h′ (αc3 (W )) , h
′
(
χ
))
, where
h′ : A∗A3⋉T −→ A
∗
A3⋉T
(
Diag∗sl3
)
is the pullback.
Proof. Commutativity of
A∗Γ3
g
−→ (A∗T
(
Diag∗sl3
)
h ↓ րf
A∗Γ3
(
Diag∗sl3
)
together with lemma 3.3, prove that f is surjective. Moreover h′ (αc3 (W )) and h
′
(
χ
)
are 3-torsion
so ker f ⊇
(
h′ (αc3 (W )) , h
′
(
χ
))
since A∗T is torsion-free. So we are left to prove the reverse inclusion.
CLAIM. ker f = 3A
∗
Γ3
(
Diag∗sl3
)
≃ 3
(
A∗A3⋉T
(
Diag∗sl3
))C2
.
Proof of Claim. A∗T is torsion-free, so ker f ⊇ 3A
∗
Γ3
(
Diag∗sl3
)
. The pullback π : A∗PGL3 → (A
∗
T )
S3
factors as
A∗PGL3
p
։ A∗PGL3 (U) ≃ A
∗
Γ3
(
Diag∗sl3
) f
−→
(
A∗T
(
Diag∗sl3
))S3
= (A∗T )
S3
and from Prop. 2.3, we get kerπ = 3A
∗
PGL3
; so ker (f ◦ p) = 3A
∗
PGL3
and we conclude since p is
surjective. ✷
Now, let ξ ∈3
(
A∗A3⋉T
(
Diag∗sl3
))C2
. Omitting to write h′ (·) everywhere and denoting tsfA3⋉TT
(
u22u3
)
by θ, we must have
ξ = α · p (c2(W ), c3(W )) + χ · q (c2(W ), c3(W ), θ)
for some polynomials p and q, since ξ is 3-torsion (we used Prop. 3.5 and lemma 3.6 (i), (ii), (iv) ).
But ξ is also C2-invariant, so if C2 = {1, ε} , we have:
ξ = −2ξ = − (ξ + ξε) = α · (pε − p) + χ · (− (q + qε))
(lemma 3.6 (iii)). By lemma 3.6 (iii), we have
α · pε = α · p (c2(W ),−c3(W ))
and we can write α (p− pε) as a polynomial of the form
αc3 (W ) · p
′
(
c2(W ), c3(W )
2
)
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for some polynomial p′. Bt the CLAIM above, we conclude that ker f ⊆
(
αc3 (W ) , χ
)
.
Let us summarize the situation so far. We are studying the first step (35) of the stratification of
sl3. So we started studying A
∗
PGL3
(U). We have an isomorphism A∗PGL3 (U) ≃ A
∗
Γ3
(
Diag∗sl3
)
(Prop.
3.1) and an exact sequence (Prop. 3.7):
0→
(
αc3 (W ) , χ
)
−→ A∗Γ3
(
Diag∗sl3
) f
−→
(
A∗T
(
Diag∗sl3
))S3
= (A∗T )
S3 → 0.
To be precise, αc3 (W ) and χ belong to A
∗
A3⋉T
but we denote by the same symbols the elements(
tsfΓ3A3⋉T
(
Diag∗sl3
)
◦ h′
)
(αc3 (W ))(
tsfΓ3A3⋉T
(
Diag∗sl3
)
◦ h′
) (
χ
)
in A∗Γ3
(
Diag∗sl3
)
, where
tsfΓ3A3⋉T
(
Diag∗sl3
)
: A∗A3⋉T
(
Diag∗sl3
)
→ A∗Γ3
(
Diag∗sl3
)
is the transfer morphism and
h′ : A∗A3⋉T −→ A
∗
A3⋉T
(
Diag∗sl3
)
is the obvious pullback. Moreover, by the proof of lemma 3.3 and with the same notations, the
elements {
2c2 (sl3)− c2
(
Sym3E
)
, c3
(
Sym3E
)
, c6 (sl3)
}
⊂ A∗PGL3
project to the three generators (lemma 3.2) of (A∗T )
S3 through the composition
A∗PGL3 → A
∗
PGL3
(U) ≃ A∗Γ3
(
Diag∗sl3
) f
−→
(
A∗T
(
Diag∗sl3
))S3
= (A∗T )
S3 .
If we lift the elements (
tsfΓ3A3⋉T
(
Diag∗sl3
)
◦ h′
)
(αc3 (W )) ,(
tsfΓ3A3⋉T
(
Diag∗sl3
)
◦ h′
) (
χ
)
∈ A∗Γ3
(
Diag∗sl3
)
,
respectively to elements ρ, χ ∈ A∗PGL3 , via the surjective pullback
A∗PGL3 −→ A
∗
PGL3
(U) ≃ A∗Γ3
(
Diag∗sl3
)
,
we find the following 5 generators of A∗PGL3 coming from the open subscheme U ⊂ sl3 (through the
first step (35) of the stratification of sl3){
2c2 (sl3)− c2
(
Sym3E
)
, c3
(
Sym3E
)
, ρ, χ, c6 (sl3)
}
, (34)
with deg ρ = 4 and degχ = 6.
In the following subsection we will determine the other generators of A∗PGL3 coming from the
complement sl3\U , starting from Z1,1.
3.2 Generators coming from the complement of U ⊂ sl3
Consider again the first step of the stratification (11):
A∗PGL3 (Z1,1)
(j1,1)∗−→ A∗PGL3 (sl3\(Z1,0 ∪ Z0 ∪ {0}))
i∗1,1
−→ A∗PGL3 (U)→ 0 (35)
where (j1,1)∗ has degree 1, equal to the codimension of Z1,1 in sl3.
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Lemma 3.8 If A ∈ Z1,1, let g ∈ PGL3 be such that
g−1Ag =
 λ 0 01 λ 0
0 0 −2λ
 ;
then, the rule
A 7−→ (λ, [g])
defines a PGL3-equivariant isomorphism Z1,1 → A
1\ {0} × PGL3U2×Gm , where U2 is the full unipotent
subgroup of GL2 and PGL3 acts trivially on A
1\ {0}.
Proof. Everything is a straightforward verification left to the interested reader. We only note that
the stabilizer of  λ 0 01 λ 0
0 0 −2λ

(under the adjoint action of PGL3) is[g] | g =
 α 0 0β α 0
0 0 γ
 , α, γ ∈ Gm

which is obviously isomorphic to U2 ×Gm.
By Corollary 2.7, Prop. 2.8, 2.9 and lemma 2.10, we have
A∗PGL3 (Z1,1) ≃ A
∗
Gm
= Z [u] . (36)
It is not difficult to verify that
j∗1,1
(
2c2 (sl3)− c2
(
Sym3E
))
= u2 ,
where we abused notation writing 2c2 (sl3)−c2
(
Sym3E
)
for its pullback toA∗PGL3 (sl3\(Z1,0 ∪ Z0 ∪ {0})).
Moreover
(j1,1)∗ (1) = [Z1,1] = D
∗ ([{0}]) = 0
where D : sl3\(Z1,0∪Z0∪{0})→ A
1 is the discriminant; so, by projection formula, the ideal im (j1,1)∗
is generated by (j1,1)∗ (u).
Let Θ
(2)
1,1 be a lift of (j1,1)∗ (u) ∈ A
∗
PGL3
(sl3\(Z1,0 ∪ Z0 ∪ {0})) to A
∗
PGL3
. The analysis we made of
(35) has the following upshot (recall (34)): A∗PGL3 (sl3\(Z1,0 ∪ Z0 ∪ {0})) is generated by (the images
via A∗PGL3 ։ A
∗
PGL3
(sl3\(Z1,0 ∪ Z0 ∪ {0})) of){
2c2 (sl3)− c2
(
Sym3E
)
,Θ
(2)
1,1, c3
(
Sym3E
)
, ρ, χ, c6 (sl3)
}
. (37)
Now let us proceed one step further in the analysis of stratification (11); the second exact sequence
of (10) is:
A∗PGL3 (Z1,0)
(j1,0)∗−→ A∗PGL3 (sl3\(Z0 ∪ {0}))
i∗1,0
−→ A∗PGL3 (sl3\(Z1,0 ∪ Z0 ∪ {0}))→ 0 (38)
where (j1,0)∗ has degree 3, equal to the codimension of Z1,0 in sl3. We omit the straightforward proof
of the following:
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Lemma 3.9 If A ∈ Z1,0, let g ∈ PGL3 be such that
g−1Ag =
 λ 0 00 λ 0
0 0 −2λ
 .
Then, the rule
A 7−→ (λ, [g])
defines a PGL3-equivariant isomorphism Z1,0 → A
1\ {0} × PGL3
GL2
, where GL2 injects as(
GL2 0
0 1
)
and PGL3 acts trivially on A
1\ {0}.
Then, by Prop. 2.9 and lemma 2.10, we have11
A∗PGL3 (Z1,0) ≃ A
∗
GL2
= Z [λ1, λ2] . (39)
Lemma 3.10 (j1,0)∗ is 3-torsion.
Proof. If ξ ∈ A∗PGL3 (Z1,0), let ξ̂ ∈ A
∗
PGL3
be a lift of (j1,0)∗ (ξ) via the surjective pullback
π1,0 : A
∗
PGL3
−→ A∗PGL3 (sl3\Z0 ∪ {0}) .
It is enough to prove that ξ̂ is 3-torsion i.e. that
ξ̂ ∈ ker
(
A∗PGL3 −→ (A
∗
T )
S3
)
,
since by [EG1], Prop. 6, the rational pullback
A∗PGL3 ⊗Q −→ (A
∗
T )
S3 ⊗Q
is an isomorphism and A∗PGL3 has only 3-torsion by Cor. 2.4.
Now, observe that
(j1,0)∗ (ξ) ∈ ker
(
A∗PGL3 (sl3\Z0 ∪ {0})→ A
∗
PGL3
(sl3\Z1,0 ∪ Z0 ∪ {0})
)
by the obvious localization sequence and therefore
ξ̂ ∈ ker
(
A∗PGL3 −→ A
∗
PGL3
(U)
)
,
by (35). To conclude, we note that A∗PGL3 −→ (A
∗
T )
S3 factors as
A∗PGL3 −→ A
∗
PGL3
(U) ≃ A∗Γ3
(
Diag∗sl3
)
−→ (A∗T )
S3 .
Proposition 3.11 The ideal im (j1,0)∗ is generated by{
(j1,0)∗ (1) , (j1,0)∗ (λ1) , (j1,0)∗ (λ2) , (j1,0)∗
(
λ22
)
, (j1,0)∗ (λ1λ2) , (j1,0)∗
(
λ1λ
2
2
)}
.
11λi
.
= ci (standard representation).
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Proof. Identifying A∗PGL3 (Z1,0) with A
∗
GL2
= Z [λ1, λ2] via (39) and writing (·)|GL2 for j
∗
1,0, one can
easily verify that (
λ ≡ 2c2 (sl3)− c2
(
Sym3E
))
|GL2
= λ21 − 3λ2
.
= τ2 (40)
c6 (sl3)|GL2 = −λ
2
1λ
2
2 + 4λ
3
2
.
= τ6. (41)
Therefore
λ32 = τ6 + τ2λ
2
2, (42)
and if I denotes the ideal generated by{
(j1,0)∗ (1) , (j1,0)∗ (λ1) , (j1,0)∗ (λ2) ,
(j1,0)∗
(
λ22
)
, (j1,0)∗ (λ1λ2) , (j1,0)∗
(
λ1λ
2
2
)}
,
we have
(j1,0)∗ (λ
m
2 ) ∈ I, ∀m ≥ 0, (43)
by an easy induction on m, using projection formula.
Now, consider the general monomial λn1λ
m
2 . If n = 2r, we have
λn1λ
m
2 = (τ2 + 3λ2)
r
λm2 ≡ τ
r
2λ
m
2 (mod 3) (44)
and then
(j1,0)∗
(
λ2r1 λ
m
2
)
= λr · (j1,0)∗ (λ
m
2 ) ,
by lemma 3.10 and projection formula; thus
(j1,0)∗
(
λ2r1 λ
m
2
)
∈ I, ∀m, r ≥ 0,
by (43). If n = 2r + 1, (44), (42) and projection formula easily reduce the assert
(j1,0)∗
(
λ2r+11 λ
m
2
)
∈ I, ∀m, r ≥ 0
to the assert
(j1,0)∗ (λ1λ
m
2 ) ∈ I, ∀m ≥ 0,
which is easily proved by induction on m.
Since the monomials λn1λ
m
2 generates A
∗
GL2
as a Z-module, we conclude that
I = im (j1,0)∗ .
Therefore, if we denote by Θ
(3)
1,0 (respectively, Θ
(4)
1,0, Θ
(5)
1,0, Θ
(6)
1,0, Θ
(7)
1,0, Θ
(8)
1,0) a lift of (j1,0)∗ (1) (respec-
tively, of (j1,0)∗ (λ1), (j1,0)∗ (λ2), (j1,0)∗ (λ1λ2), (j1,0)∗
(
λ22
)
, (j1,0)∗
(
λ1λ
2
2
)
) to A∗PGL3 , from (37) and
(38) we get that A∗PGL3 (sl3\(Z0 ∪ {0})) is generated by (the images via A
∗
PGL3
։ A∗PGL3 (sl3\(Z0 ∪ {0}))
of) {
2c2 (sl3)− c2
(
Sym3E
)
,Θ
(2)
1,1, c3
(
Sym3E
)
,Θ
(3)
1,0,
ρ,Θ
(4)
1,0,Θ
(5)
1,0, χ,Θ
(6)
1,0, c6 (sl3) ,Θ
(7)
1,0,Θ
(8)
1,0
}
.
(45)
Let us proceed one step further in the analysis of stratification (11); the third exact sequence of
(10), in our case is:
A∗PGL3 (Z0,1)
(j0,1)
∗−→ A∗PGL3 (sl3\(Z0,0 ∪ {0}))
i∗0,1
−→ A∗PGL3 (sl3\(Z0 ∪ {0}))→ 0 (46)
26
where (j0,1)∗ has degree 2, equal to the codimension of Z0,1 in sl3. Z0,1 is a PGL3-orbit with stabilizer[g] | g =
 1 0 0α 1 0
β α 1
 , α, β ∈ C

which is unipotent and then, by Prop. 2.6, we have A∗PGL3 (Z0,1) = Z. If we denote by Θ
(2)
0,1 a lift of
(j0,1)∗ (1) = [Z0,1] ∈ A
2
PGL3
(sl3\(Z0,0 ∪ {0})) via the surjective pullback
A∗PGL3 −→ A
∗
PGL3
(sl3\(Z0,0 ∪ {0})) ,
from (46) and (45) we get that A∗PGL3 (sl3\(Z0,0 ∪ {0})) is generated by (the images via A
∗
PGL3
։
A∗PGL3 (sl3\(Z0,0 ∪ {0})) of){
2c2 (sl3)− c2
(
Sym3E
)
,Θ
(2)
1,1,Θ
(2)
0,1, c3
(
Sym3E
)
,Θ
(3)
1,0,
ρ,Θ
(4)
1,0,Θ
(5)
1,0, χ,Θ
(6)
1,0, c6 (sl3) ,Θ
(7)
1,0,Θ
(8)
1,0
}
.
(47)
We have come to the second-last step of stratification (11):
A∗PGL3 (Z0,0)
(j0,0)∗−→ A∗PGL3 (sl3\ {0})
i∗0,0
−→ A∗PGL3 (sl3\(Z0,0 ∪ {0}))→ 0 (48)
where (j0,0)∗ has degree 4, equal to the codimension of Z0,0 in sl3. Z0,0 is a PGL3-orbit with stabilizer[g] | g =
 1 0 0α δ 0
β γ 1
 , α, β, γ ∈ C, δ ∈ Gm

which is a split extension of Gm by the full unipotent group U3 ⊂ GL3. By Cor. 2.7 we get an
isomorphism A∗PGL3 (Z0,0) ≃ A
∗
Gm
= Z [u]. Since
j∗0,0
(
2c2 (sl3)− c2
(
Sym3E
))
= u2,
A∗PGL3 (Z0,0) is generated by
{
(j0,0)∗ (1) , (j0,0)∗ (u)
}
as an A∗PGL3 (sl3\ {0})-module (by projection
formula) and if we denote by Θ
(4)
0,0 (respectively, Θ
(5)
0,0) a lift of (j0,0)∗ (1) (respectively, of (j0,0)∗ (u))
to A∗PGL3 , we get that A
∗
PGL3
(sl3\ {0}) is generated by (the images via A
∗
PGL3
։ A∗PGL3 (sl3\ {0})
of) {
2c2 (sl3)− c2
(
Sym3E
)
,Θ
(2)
1,1,Θ
(2)
0,1, c3
(
Sym3E
)
,Θ
(3)
1,0,
ρ,Θ
(4)
1,0,Θ
(4)
0,0,Θ
(5)
1,0,Θ
(5)
0,0, χ,Θ
(6)
1,0, c6 (sl3) ,Θ
(7)
1,0,Θ
(8)
1,0
}
.
(49)
The last step of (10) for stratification (11) is immediate because
A∗PGL3 (sl3\ {0}) ≃ A
∗
PGL3
upslope (c8 (sl3))
by self-intersection formula ([Fu], p. 103).
Therefore we conclude our analysis of the stratification (11) with the following result:
Proposition 3.12 A∗PGL3 is generated by{
2c2 (sl3)− c2
(
Sym3E
)
,Θ
(2)
1,1,Θ
(2)
0,1, c3
(
Sym3E
)
,Θ
(3)
1,0,
ρ,Θ
(4)
1,0,Θ
(4)
0,0,Θ
(5)
1,0,Θ
(5)
0,0, χ,Θ
(6)
1,0, c6 (sl3) ,Θ
(7)
1,0,Θ
(8)
1,0, c8 (sl3)
}
,
(50)
where degΘ
(2)
0,1 = 2, degΘ
(2)
1,1 = 2, deg ρ = 4, degχ = 6, degΘ
(m)
1,0 = m and degΘ
(r)
0,0 = r.
We will make this result more precise in the following section by getting rid of all the Θ generators.
27
4 A∗PGL3 is not generated by Chern classes. Elimination of
some generators
In this section we first prove that A∗PGL3 is not generated by Chern classes and then that all its Θ
generators are zero.
Lemma 4.1 Writing HiPGL3 for H
i (BPGL3,Z), we have:
H0PGL3 ≃ Z H
1
PGL3
= 0
H2PGL3 = 0 H
3
PGL3
≃ Z/3
H4PGL3 ≃ Z H
5
PGL3
= 0
H6PGL3 ≃ Z H
7
PGL3
= 0
H8PGL3 ≃ Z⊕ Z/3 H
9
PGL3
= 0
H10PGL3 ≃ Z H
11
PGL3
≃ Z/3
H12PGL3 ≃ Z⊕ Z H
13
PGL3
= 0
H14PGL3 ≃ Z H
15
PGL3
≃ Z/3
H16PGL3 ≃ Z⊕ Z⊕ Z/3 · · ·
(51)
Proof. It is a routine computation using the Universal Coefficients’ Formula for cohomology (e.g.
[Sp]), once one knows the following facts:
1. H∗ (BPGL3,Q) ≃ H
∗ (BSL3,Q) = Q [c2 (E) , c3 (E)], E being the standard representation of
SL3;
2. H∗ (BPGL3,Z) has only 3-torsion;
3. there is a ring isomorphism
H∗ (BPGL3,Z/3) ≃ Z/3 [y2, y8, y12]⊗ Λ (y3, y7)upslope (y2y3, y2y7, y2y8 + y3y7)
where deg yi = i.
1. follows immediately from the Leray spectral sequence
Hp (BPGL3, H
q (Bµ3,Z)) =⇒ H
p+q (BSL3,Z) ;
2. is proved in [KY], p. 790 and 3. was computed in [KMS].
Theorem 4.2 A∗PGL3 is not generated by Chern classes; more precisely, ρ is not a polynomial in
Chern classes.
Proof. We proceed in 4 steps:
(I) First we show that cl (ρ) is nonzero in H8(BPGL3,Z)tors, where cl : A
∗
PGL3
→ H∗(BPGL3,Z)
is the cycle class map and ρ is one of the generators of A∗PGL3 (see Prop. 3.12);
(II) Then we use a spectral sequence argument to show that
im(H8(BPGL3,Z)→ H
8(BSL3,Z))
has index at least 9 in H8(BSL3,Z) ≃ Z;
(III) Next, we use the fact that c2 (sl3)
2
7→ 36α22 via
H8(BPGL3,Z) ≃ Z⊕ Z/3 −→ H
8(BSL3,Z) ≃ Z·α
2
2
to conclude that
H8(BPGL3,Z(3)) ≃ Z(3) · c2 (sl3)
2
⊕ Z/3 · cl(ρ)
(where we have written α in place of j• (α), with j• : H
∗(BPGL3,Z) → H
∗(BPGL3,Z(3))
induced by the localization j : Z→ Z(3) and αi
.
= ci (standard repr. of SL3));
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(IV) Finally we show that cl(ρ) ∈ H8(BPGL3,Z) is not in the Chern subring of H
∗(BPGL3,Z)
(implying that ρ itself is not in the Chern subring of A∗PGL3).
(I) We freely use Remark 3.1. Recall that ρ is a lift to A∗PGL3 of
(αc3 (W ))|Diag∗
sl3
∈ 3
(
A∗A3⋉T
(
Diag∗sl3
))C2
≃ 3A
∗
Γ3
(
Diag∗sl3
)
≃ 3A
∗
PGL3
(U) ,
with αc3 (W ) ∈ 3A
∗
A3⋉T
. To prove (I) it is then enough to show that
cl (αc3 (W ))|Diag∗sl3
6= 0 in H8A3⋉T
(
Diag∗sl3 ,Z
)
.
If A3 × µ3 →֒ A3 ⋉ T , we will get this by showing
cl (αc3 (W ))|Diag∗sl3
6= 0 in H8A3×µ3
(
Diag∗sl3 ,Z
)
(52)
(writing again cl (αc3 (W )) for its the restriction to H
8
A3×µ3
). Let us consider the localization exact
sequences for cohomology, corresponding to Diagsl3 ⊃ Diagsl3\ {0} ⊃ Diag
∗
sl3
H4A3×µ3
·(−α2)
−→ H8A3×µ3 (Diagsl3 ,Z)
p
−→ H8A3×µ3 (Diagsl3 r {0} ,Z) (53)
H6
µ3
≃ H6A3×µ3 (Z,Z)
i∗−→ H8A3×µ3 (Diagsl3 r {0} ,Z)
q
−→ H8A3×µ3
(
Diag∗sl3 ,Z
)
(54)
where i : Z
.
= (Diagsl3\ {0}) \Diag
∗
sl3
→֒ Diagsl3\ {0} and we used that Z ≃ A3 × C
∗, A3 ⋉ T -
equivariantly. If Cχ,µ3 (respectively, C
3
perm,A3
) denotes the µ3-representation given by multiplication
by the character χ = exp (i2π/3) (respectively, the A3-permutation representation), we have W ≃
Cχ,µ3 ⊠C
3
perm,A3
as A3 ×µ3-representations. Then, if we let H
∗
µ3
= Z [β] / (3β), H∗A3 = Z [α] / (3α),
the Chern roots of W are {β + α, β − α, β} and
cl (αc3 (W )) =
(
β2 − α2
)
αβ ∈ H8A3×µ3 .
Now we claim i∗ = 0 in (54). In fact, consider the pullback E of Cχ,µ3 to Diagsl3\ {0} and view E
as an A3 × µ3-equivariant vector bundle on Diagsl3\ {0}, with A3 acting trivially on E. Obviously,
i∗ (c1 (E)) = β. But we also have i∗ (1) = 0 since
Z = D−1 ({0}) ,
where
D : Diagsl3\ {0} → A
1
(λ1, λ2, λ3) 7−→ (λ1 − λ2) (λ1 − λ3) (λ2 − λ3) (55)
is the square root of the discriminant (which is A3 × µ3-equivariant!). By projection formula, i∗ = 0
and q is injective.
So, we are left to show that p
((
β2 − α2
)
αβ
)
= p
(
αβ3
)
6= 0 in (53). Now observe that
H2nA3×µ3 ≃
(
H∗A3 ⊗H
∗
µ3
)2n
by Ku¨nneth formula, since ⊕
p+q=2n+1
TorZ1
(
HpA3 , H
q
µ3
)
= 0
(either p or q being odd in every summand). So
H8A3×µ3 = Z/3
〈
α4, α3β, α2β2, αβ3, β4
〉
H4A3×µ3 = Z/3
〈
α2, αβ, β2
〉
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and αβ3 /∈ im
(
·(−α2)
)
i.e. p
(
αβ3
)
6= 0.
(II) Consider the Leray spectral sequence
Epq2 = H
p (BPGL3, H
q (Bµ3,Z))⇒ H
p+q (BSL3,Z) .
By Lemma 4.1, its (first quadrant) E2-term
12 is:
· · ·
...
α4 0 α3ξ2 α
4y3 α
4y4 0 α
4y6 α
3ξ7 α
4x8, α
4y8
0 0 0 0 0 0 0 0 0 0 0
α3 0 α2ξ2 α
3y3 α
3y4 0 α
3y6 α
2ξ7 α
3x8, α
3y8
0 0 0 0 0 0 0 0 0 0 0
α2 0 αξ2 α
2y3 α
2y4 0 α
2y6 αξ7 α
2x8, α
2y8
0 0 0 0 0 0 0 0 0 0 0
α 0 ξ2 αy3 αy4 0 αy6 ξ7 αx8, αy8
0 0 0 0 0 0 0 0 0 0 0
Z 0 0 y3Z/3 y4Z/3 0 y6Z 0 x8Z⊕ y8Z/3 0 Z · · ·
where from the second row up, the coefficients are in Z/3.
One of the edge maps is
H8 (BPGL3,Z) = E
8,0
2 ։ E
8,0
∞ = F
8H8 (BSL3,Z) →֒ H
8 (BSL3,Z)
so we have to show that F 8H8 (BSL3,Z) has index at least 9 in
H8(BSL3,Z) ≃ Z · α
2
2.
First of all, note that d(3)(α) = ±y3 since
E3,0∞ = F
3H3 (BSL3,Z) →֒ H
3 (BSL3,Z) = 0
and both α and y3 are 3-torsion; we choose y3 to have the plus sign. Therefore
d(3)
(
α2y3
)
= 2αy23 + α
2d(3)(y3) = 0
since y23 is 3-torsion in H
6 (BPGL3,Z) ≃ Z, hence is zero.
Then
E622 = E
62
3 = E
62
4 = E
62
∞ ≃ Z/3
and we have the first 3 factor of the desired index. Finally we have
d(3)
(
α2y4
)
= 2αy3y4 + α
2d(3)(y4) = 0
since y3y4 ∈ H
7 (BPGL3,Z) = 0; then
E442 = E
44
3 = E
44
4 = E
44
∞ ≃ Z/3
yielding the other 3 factor in the index of F 8H8 (BSL3,Z) in H
8(BSL3,Z) ≃ Z · α
2
2.
(III) As already observed, we have c2 (sl3)
2
7→ 36α22 via the pull back (use (I))
φ : Z⊕ cl (ρ) · (Z/3) ≃ H8 (BPGL3,Z) −→ H
8 (BSL3,Z) ≃ Z · α
2
2.
whose kernel is 3-torsion; combining this with (II), we get that the image of φ has exactly index 9.
Therefore
H8
(
BPGL3,Z(3)
)
≃ Z(3) · j•
(
c2 (sl3)
2
)
⊕ (Z/3) · j• (cl (ρ)) ,
12We write only the parts we’ll need.
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where j• : H
∗(BPGL3,Z) → H
∗(BPGL3,Z(3)) is the morphism induced by the localization j : Z→
Z(3).
(IV) By [KY] Cor. 4.7, we know that
H8 (BPGL3,Z/3) ≃ (Z/3) · y
4
2 ⊕ (Z/3) · y8,
and that the second generator y8 is not in the Chern subring of H
∗ (BPGL3,Z/3). By the Bockstein
exact sequence, the natural map(
j(3)
)
•
: H8
(
BPGL3,Z(3)
)
→ H8 (BPGL3,Z/3)
is surjective since H9
(
BPGL3,Z(3)
)
= 0. Therefore there exists an element ξ = αj•
(
c2 (sl3)
2
)
+
βj• (cl (ρ)) ∈ H
8
(
BPGL3,Z(3)
)
such that
(
j(3)
)
•
(ξ) = y8. In particular, cl (ρ) cannot be in the Chern
subring of H∗ (BPGL3,Z).
Remark 4.1 For a different proof of Theorem 4.2, which does not depend on Kono-Yagita’s results
on H∗ (BPGL3,Z/3) (and in fact does not depend on cohomology at all), see the Appendix.
Lemma 4.3 Θ
(2)
1,1,Θ
(2)
0,1,Θ
(3)
1,0,Θ
(4)
1,0,Θ
(4)
0,0,Θ
(5)
1,0,Θ
(5)
0,0,Θ
(6)
1,0,Θ
(7)
1,0 and Θ
(8)
1,0 are 3-torsion.
Proof. All the Θ’s are supported on the complement of U and so they all go to zero via A∗PGL3 → A
∗
T ,
since this map factors through A∗PGL3 → A
∗
PGL3
(U). But, by [EG1], Prop. 6, the rational pullback
A∗PGL3 ⊗Q −→ (A
∗
T )
S3 ⊗Q
is an isomorphism, so the Θ’s are torsion and hence 3-torsion by Cor. 2.4.
Remark 4.2 Note that cl (χ) = 0 since χ is torsion while H12 (BPGL3,Z) is torsion free by lemma
4.1.
Lemma 4.4 Θ
(4)
1,0 and Θ
(4)
0,0 are in the kernel of the cycle map cl : A
∗
PGL3
→ H∗(BPGL3,Z).
Proof. By part (I) of the proof of Th. 4.2, cl (ρ) generates the 3-torsion of H8(BPGL3,Z) and
moreover cl (ρ)|U 6= 0 in H
8
PGL3
(U,Z), where U ⊂ sl3 is the open subscheme of matrices with distinct
eigenvalues. Since Θ
(4)
1,0 and Θ
(4)
0,0 are both 3-torsion in A
4
PGL3
, we must have
cl
(
Θ
(4)
1,0
)
= A · cl (ρ)
cl
(
Θ
(4)
0,0
)
= B · cl (ρ) .
But Θ
(4)
1,0 and Θ
(4)
0,0 have supports in the complement of U , so A = B = 0.
Remark 4.3 Note that also the generator Θ
(8)
1,0 can be chosen in such a way that
cl
(
Θ
(8)
1,0
)
= 0.
In fact c8 (sl3) 6= 0 in H
16(BPGL3,Z) by [KY], Lemma 3.18 and
H16(BPGL3,Z) ≃ Z⊕ Z⊕ Z/3
(Lemma. 4.1), therefore
cl
(
Θ
(8)
1,0
)
= Ac8 (sl3) .
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Now observe that
c8 (sl3)|sl3\Z0∪{0} = 0
while Θ
(8)
1,0 is a lift of (j1,0)∗
(
λ1λ
2
2
)
where
j1,0 : Z1,0 →֒ sl3\Z0 ∪ {0} ;
thus we can choose a lift Θ
(8)
1,0 such that A = 0.
Proposition 4.5 The elements{
Θ
(2)
1,1,Θ
(2)
0,1,Θ
(3)
1,0,Θ
(4)
1,0,Θ
(4)
0,0,Θ
(5)
1,0,Θ
(5)
0,0,Θ
(6)
1,0,Θ
(7)
1,0,Θ
(8)
1,0
}
are all zero in A∗PGL3 .
Proof. We first prove that
Θ
(2)
1,1 = Θ
(2)
0,1 = Θ
(3)
1,0 = Θ
(4)
1,0 = Θ
(4)
0,0 = Θ
(5)
1,0 = Θ
(5)
0,0 = Θ
(7)
1,0 = 0. (56)
Consider the commutative diagram
A∗PGL3
cl
−→ H∗ (BPGL3,Z)
↓ ↓
A∗Γ3 −→cl
H∗ (BΓ3,Z)
where the vertical arrows are injective by Theorem 2.1. We know that
Θ
(2)
1,1,Θ
(2)
0,1,Θ
(3)
1,0,Θ
(4)
1,0,Θ
(4)
0,0,Θ
(5)
1,0,Θ
(5)
0,0,Θ
(7)
1,0
are 3-torsion and zero in cohomology (lemmas 4.3, 4.1 and 4.4), so (56) will be proved if we show that
3cl : 3A
∗
Γ3 −→ 3H
∗ (BΓ3,Z)
is injective up to degree 5 and in degree 7. But, by the usual transfer-trick, the restriction induces
isomorphisms
3A
∗
Γ3 ≃
(
3A
∗
A3⋉T
)C2
, 3H
∗ (BΓ3,Z) ≃ (3H
∗ (B (A3 ⋉ T ) ,Z))
C2
and it will be (more than) enough to show that
cl : A∗A3⋉T −→ H
∗ (B (A3 ⋉ T ) ,Z)
is injective up to degree 5 and in degree 7.
Recall (Prop. 3.5) that A∗A3⋉T is generated by{
α, c2 (W ) , c3 (W ) , θ
.
= tsfA3⋉TT
(
u22u3
)}
(57)
where W is the representation defined in (20) and we identify A∗T with
A∗TSL3 ≃ Z [u1, u2, u3]upslope (u1 + u2 + u3) ;
moreover (see Lemma 3.6), we have
3α = 0, αθ = 0, α3 + αc2 (W ) = 0, (58)
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3
[
(2θ + 3c3 (W ))
2
+ 4c2 (W )
3
+ 27c3 (W )
2
]
= 0.
For the duration of this proof, we will denote c2 (W ) and c3 (W ) simply by c2 and c3; moreover, if
ξ ∈ A∗A3⋉T , we will write ξ for cl (ξ).
As shown in the proof of Th. 4.2, we have
H2n (B (A3 × µ3) ,Z) ≃ (H
∗ (BA3,Z)⊗ (Bµ3,Z))
2n
and
c2 (W )|A3×µ3 = −α
2, c3 (W )|A3×µ3 = β
(
β
2
− α2
)
(59)
where
H∗ (BA3,Z) =
Z [α]
(α)
, H∗ (Bµ3,Z) =
Z
[
β
](
3β
) .
In the following computations we will freely use that the cycle class map respects Chern classes,
restrictions and transfers and that
cl : A∗T −→ H
∗ (BT,Z)
is an isomorphism.
If ξ ∈ ker cl ∩ A1A3⋉T , we have
ξ = Aα and Aα = 0
for some A ∈ Z; restricting this to A3 (in cohomology) we then get A ≡ 0 mod 3, hence ξ = 0.
If ξ ∈ ker cl ∩ A2A3⋉T , we have
ξ = Aα2 +Bc2, Aα
2 +Bc2 = 0
for some A,B ∈ Z; restricting to T , we get B = 0 then, restricting to A3, we get A ≡ 0 mod 3.
Therefore, ξ = 0.
If ξ ∈ ker cl ∩ A3A3⋉T , we have
ξ = Aα3 +Bc3 + Cθ
Aα3 +Bc3 + Cθ = 0
for some A,B,C ∈ Z; restricting to T , we get B = C = 0 since c3|T and θ|T are linearly independent
H∗ (BT,Z). Restricting then to A3, we get A ≡ 0 mod3, hence ξ = 0.
If ξ ∈ ker cl ∩ A4A3⋉T , we have
ξ = Aα4 + Bαc3 + Cc
2
2
Aα4 +Bαc3 + Cc2
2 = 0
for some A,B,C ∈ Z; restricting to T , we get C = 0. Restricting then to A3 × µ3, from (59) we get
B ≡ A ≡ 0 mod 3, hence ξ = 0.
If ξ ∈ ker cl ∩ A5A3⋉T , we have
ξ = Aα5 +Bα2c3 + Cc2c3
Aα5 +Bα2c3 + Cc2c3 = 0
for some A,B,C ∈ Z; restricting to T , we get C = 0. Restricting then to A3 × µ3, from (59) we get
B ≡ A ≡ 0 mod 3, hence ξ = 0.
Finally, if ξ ∈ ker cl ∩ A7A3⋉T , we have
ξ = Aα7 +Bα4c3 + Cc
2
2c3 +Dc
2
2θ + Eαc
2
3
Aα7 +Bα4c3 + Cc2
2c3 +Dc2
2θ + Eαc3
2 = 0
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for some A,B,C,D,E ∈ Z; restricting to T , we get C = D = 0 since c2|T 6= 0 and
(
c3|T , θ|T
)
are linearly independent in the domain H∗ (BT,Z). Restricting then to A3 × µ3, from (59) we get
A ≡ B ≡ E ≡ 0 mod 3, hence ξ = 0. This concludes the proof of (56).
Now we prove the remaining relations
Θ
(6)
1,0 = Θ
(8)
1,0 = 0. (60)
First observe that Θ
(6)
1,0 and Θ
(8)
1,0 are 3-torsion and zero in cohomology (with Θ
(8)
1,0 chosen as in Remark
4.3). Since they are lifts of elements having supports in the complement of U ⊂ sl3, their restrictions
to A∗Γ3 are in the kernel of
A∗Γ3 −→ A
∗
Γ3
(
Diag∗sl3
)
≃ A∗PGL3 (U) .
and in particular:{
Θ
(6)
1,0|A3⋉T
,Θ
(8)
1,0|A3⋉T
}
⊂ ker
(
g : A∗A3⋉T −→ A
∗
A3⋉T
(
Diag∗sl3
))
.
By Lemma 3.6 (ii) and (57), (58), we must have
Θ
(6)
1,0|A3⋉T
= α2
(
Aα4 +Bαc3 + Cc
2
2
)
Θ
(8)
1,0|A3⋉T
= α2
(
Dα6 + Ec32 + Fc
2
3 +Gα
3c3
)
for some A, ..., E ∈ Z. Using again (58), we get
Θ
(6)
1,0|A3⋉T
= A′α6 +Bα3c3
Θ
(8)
1,0|A3⋉T
= D′α6 + Fc23 +Gα
3c3
for some A′, B,D′, F,G ∈ Z. Again denoting cl (ξ) by ξ for ξ ∈ A∗A3⋉T , we have
0 = Θ
(6)
1,0|A3⋉T
= A′α6 +Bα3c3
0 = Θ
(8)
1,0|A3⋉T
= D′α6 + Fc3
2 +Gα3c3
in H∗ (B (A3 ⋉ T ) ,Z). Restricting these relations to A3 × µ3, by (59) we obtain:
A′ ≡ B ≡ 0 mod 3
D′ ≡ F ≡ G ≡ 0 mod 3
i.e.
Θ
(6)
1,0|A3⋉T
= Θ
(8)
1,0|A3⋉T
= 0 (61)
in A∗A3⋉T . But the restriction map induces an isomorphism
3A
∗
Γ3 ≃
(
3A
∗
A3⋉T
)C2
and then, we also get
Θ
(6)
1,0|Γ3
= Θ
(8)
1,0|Γ3
= 0
in A∗Γ3 . By Theorem 2.1 we finally get (60).
Thus we can summarize the main result obtained so far in the following:
Theorem 4.6 With the notation of (50), A∗PGL3 is generated by{
2c2 (sl3)− c2
(
Sym3E
)
, c3
(
Sym3E
)
, ρ, χ, c6 (sl3) , c8 (sl3)
}
(62)
where deg ρ = 4, degχ = 6.
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Remark 4.4 We point out that
2c2 (sl3)− c2
(
Sym3E
)
, c3
(
Sym3E
)
, c6 (sl3) , c8 (sl3)
are nonzero (by checking their images in A∗SL3 or in cohomology) and we will show in the next section
that ρ 6= 0. Unfortunately, we do not know whether χ is zero or not.
Note also that the generators ρ and χ, defined originally as lifts from the open subset U (therefore
not unique a priori) are indeed uniquely defined since they have degrees < 8 and c8 (sl3) is the only
generator coming from the complement of U .
5 Other relations and results on the cycle maps
With the notations established in the preceding sections we have:
Proposition 5.1 The following relations hold among the generators of A∗PGL3 :
3ρ = 3χ = 3c8 (sl3) = 0
3
(
27c6 (sl3)− c3
(
Sym3E
)2
− 4λ3
)
= 0
ρ2 = c8 (sl3) .
Proof. The pullback ϕ : A∗PGL3 → A
∗
T factors through the composition
π : A∗PGL3 ։ A
∗
PGL3
(U) ≃ A∗Γ3
(
Diag∗sl3
)
։ A∗T
(
Diag∗sl3
)S3
= (A∗T )
S3 ,
and, by definition of χ and ρ, π (χ) = π (ρ) = 0. Since ([EG1], Prop. 6) the rational pullback ϕQ is
an isomorphism, χ and ρ are torsion and then 3-torsion by Cor. 2.4.
Since sl3 = E ⊗ E
∨ − 1, as SL3-representations (E being the standard representation), c8 (sl3) is
in the kernel of A∗PGL3 → A
∗
SL3
, so it is 3-torsion (Prop. 2.3).
A long but straightforward computation13 shows that
27c6 (sl3)− c3
(
Sym3E
)2
− 4λ3 ∈ ker
(
A∗PGL3 → A
∗
SL3
)
so that this element is 3-torsion (again by Prop. 2.3).
By definition of ρ and Lemma 3.6, we have
ρ|A3⋉T = αc3 (W ) +Aα
4 (63)
for some A ∈ Z/3. Since
3A
∗
Γ3 ≃
(
3A
∗
A3⋉T
)C2
,
by Lemma 3.6 (ii), ρ2 belongs to the kernel of
A∗PGL3 −→ A
∗
PGL3
(U) ≃ A∗Γ3
(
Diag∗sl3
)
.
Therefore, since by Proposition 4.5 all the generators of A∗PGL3 coming from the complement of U are
zero except for c8 (sl3), we have
ρ2 = Bc8 (sl3) (64)
for some B ∈ Z/3.
13The basic fact here is that c6 (sl3) restricts to minus the discriminant, 4α32 + 27α
2
3, in A
∗
SL3
= Z [α2, α3], where
αi = ci (E).
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Let us determine A and B. Since c8 (sl3)|A3 = 0, from (63) and (64), we get A = 0 i.e.
ρ|A3⋉T = αc3 (W ) . (65)
Straightforward computations show that
c8 (sl3)|A3×µ3 = α
2β2
(
β2 − α2
)2
c3 (W )|A3×µ3 = β
(
β2 − α2
)
in A∗
A3×µ3
= A∗A3 ⊗A
∗
µ3
= Z [α] / (3α)⊗ Z [β] / (3β) and then (64) and (65) prove that B = 1.
We define the graded ring
R∗
.
=
Z
[
λ, c3
(
Sym3E
)
, ρ, χ, c6 (sl3) , c8 (sl3)
]
R
where
R
.
=
(
3ρ, 3χ, 3c8 (sl3) , 3
(
27c6 (sl3)− c3
(
Sym3E
)2
− 4λ3
)
, ρ2 − c8 (sl3)
)
and deg ρ = 4, degχ = 6.
This is our candidate for A∗PGL3 . What we do know is that the canonical morphism
π : R∗ −→ A∗PGL3
is surjective (Th. 4.6).
Remark 5.1 Note that it is immediately clear that πQ : R
∗ ⊗Q → A∗PGL3 ⊗Q is an isomorphism.
In fact
R∗ ⊗Q =
Q
[
λ, c3
(
Sym3E
)
, c6 (sl3)
](
27c6 (sl3)− c3 (Sym3E)
2
− 4λ3
) =
= Q
[
λ, c3
(
Sym3E
)]
.
Moreover, λ 7→ 3α2 and c3
(
Sym3E
)
7→ 27α3 via
A∗PGL3 −→ A
∗
SL3
= Z [α2, α3]
which is rationally an isomorphism (Prop. 2.2). We will prove in Proposition 5.2 (ii) that more is
true: R∗ and A∗PGL3 are isomorphic after inverting 3.
We will now establish some properties of the cycle map
cl : A∗PGL3 −→ H
∗ (BPGL3,Z)
and of Totaro’s refined cycle map
c˜l : A∗PGL3 −→MU
∗ (BPGL3)⊗MU∗ Z.
Remark 5.2 In [KY] Kono and Yagita proved that in the Atiyah-Hirzebruch spectral sequence for
Brown-Peterson cohomology at the prime 3 ([W])
Epq2 = H
p (BPGL3, BP
q) =⇒ BP p+q (BPGL3)
the E∞-term is generated as a BP
∗-module by the top row i.e. by
im
(
BP ∗ (BPGL3) −→ H
∗
(
BPGL3,Z(3)
))
.
As a consequence, the natural map
cl :MU∗ (BPGL3)⊗MU∗ Z −→ H
∗ (BPGL3,Z)
is injective.
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We have the following result14:
Proposition 5.2 (i) cl and c˜l are injective after inverting 3;
(ii) π is an isomorphism after inverting 3.
Proof. (i) A∗PGL3 has only 3-torsion and ker cl is torsion (Section 2). Therefore cl = cl◦ c˜l is injective
after inverting 3 and the same is true for c˜l.
(ii) It is enough to prove that for any prime p 6= 3, the composition15
(R∗)(p)
π(p)
−→
(
A∗PGL3
)
(p)
cl(p)
−→ H∗(BPGL3,Z(p))
is injective. Leray spectral sequence with Z(p)-coefficients:
Epq2 = H
p
(
BPGL3, H
q
(
Bµ3,Z(p)
))
=⇒ Hp+q
(
BSL3,Z(p)
)
collapses at the E2-term since H
∗
(
Bµ3,Z(p)
)
= Z(p), concentrated in degree zero, thus yielding an
”edge” isomorphism (coinciding with the pullback):
ϕ(p) : H
∗
(
BPGL3,Z(p)
)
≃ H∗
(
BSL3,Z(p)
)
= Z(p) [α2, α3] .
Now, consider the commutative diagram
(R∗)(p)
π(p)
−→
(
A∗PGL3
)
(p)
cl(p)
−→ H∗
(
BPGL3,Z(p)
)
φ(p) ↓ ↓ϕ(p)(
A∗SL3
)
(p)
−˜→
clSL3,(p)
H∗
(
BSL3,Z(p)
) (66)
and observe that for p 6= 3,
(R∗)(p) =
Z(p)
[
λ, c3
(
Sym3E
)
, c6 (sl3)
](
27c6 (sl3)− c3 (Sym3E)
2
− 4λ3
) = Z(p) [λ, c3 (Sym3E)] .
Since, as we already computed, φ ◦ π (λ) = 3α2, φ ◦ π
(
c3
(
Sym3E
))
= 27α3, commutativity of (66)
concludes the proof.
The stronger result we can prove about c˜l is the following
Theorem 5.3 Totaro’s refined cycle class map
c˜l : A∗PGL3 −→MU
∗(BPGL3)⊗MU∗ Z
is surjective (and has 3-torsion kernel).
Proof. ker c˜l is 3-torsion since it is torsion and A∗PGL3 has only 3-torsion. So we are left to prove
surjectivity of c˜l. To do this, we first prove that c˜l is surjective (thus an isomorphism by Prop. 5.2
(i)) after inverting 3 and then that c˜l is surjective when localized at the prime 3.
clPGL3 is an isomorphism after inverting 3 since H
∗
(
BPGL3,Z
[
1
3
])
is torsion free
([To1])16. So it is enough to prove that clPGL3 is surjective when 3 is inverted. Now, in the
commutative diagram
A∗PGL3
[
1
3
] clPGL3 [ 13 ]
−→ H∗PGL3
[
1
3
]
ϕ ↓ ϕ
′
↓
A∗SL3
[
1
3
]
−→
clSL3 [
1
3 ]
H∗SL3
[
1
3
]
14A stronger version of (i) will be proved in Theorem 5.3.
15(·)(p) denotes localization at the prime p.
16We briefly sketch the argument. Since the differentials in the Atiyah-Hirzebruch spectral sequence
F pq2 = H
p (BPGL3,MU
q)⇒MUp+q (BPGL3)
are always torsion, they must be 0 if 3 is inverted since there is only 3-torsion (recall thatMU∗ is torsion-free). Therefore
F pq2 collapses when 3 is inverted.
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ϕ′ is an isomorphism since the corresponding Leray spectral sequence
Epq2 = H
p (BPGL3, H
q (Bµ3,Z))⇒ H
p+q (BSL3,Z)
collapses after inverting 3, and clSL3 is an isomorphism even without inverting 3. On the other hand,
ϕ is injective because Φ : A∗PGL3 → A
∗
SL3
has 3-torsion kernel and is surjective since
c2 (sl3)
Φ
7−→ 6α2
c2
(
Sym3E
) Φ
7−→ 15α2
c3
(
Sym3E
) Φ
7−→ 27α3.
Therefore clPGL3
[
1
3
]
is an isomorphism too.
So it remains to prove that the localization at the prime 3(
c˜lPGL3
)
(3)
:
(
A∗PGL3
)
(3)
−→MU∗(BPGL3)⊗MU∗ Z(3)
is surjective. By [Q],
MU∗(BPGL3)⊗MU∗ Z(3) ≃ BP
∗(BPGL3)⊗BP∗ Z(3)
where BP ∗ (X) denotes the Brown-Peterson cohomology of X localized at the prime 3 and
BP ∗ = BP ∗ (pt) = Z(3) [v1, . . . , vn, . . .] −→ Z(3)
(deg vi = −2
(
3i − 1
)
) sends each vi to zero (see also [W]). Kono and Yagita computed BP
∗(BPGL3)
in [KY], Th. 4.9, as a BP ∗-module; it is a quotient of the following BP ∗-module(
BP ∗Z(3) [[y˜2]] y˜2
2 ⊕BP ∗ ⊕BP ∗Z(3) [[y˜8]] y˜8
)
⊗ Z(3) [[y˜12]]
and, if
r : BP ∗(BPGL3)
s
−→ H∗
(
BPGL3,Z(3)
) j•
−→ H∗ (BPGL3,Z/3)
(where s is the natural map of generalized cohomology theories and j• is induced by j : Z(3) → Z/3),
r has kernel BP<0 ·BP ∗(BPGL3) and
r
(
y˜2
2
)
= y22 ≡ c2 (sl3)
r (y˜8) = y8
r (y˜12) = y12 ≡ c6 (sl3) ,
y8 ∈ H
8 (BPGL3,Z/3) being the same as in part (IV) of the proof of Th. 4.2. So we only need to
show that y˜8 is in the image of
(
c˜lPGL3
)
(3)
. By part (IV) of the proof of Th. 4.2, y8 is in the image
of
j• ◦ (clPGL3)(3) :
(
A4PGL3
)
(3)
−→ H8 (BPGL3,Z/3) ,
and this concludes the proof since r has kernel BP<0 ·BP ∗(BPGL3).
Remark 5.3 We wish to point out that we do not know whether ker c˜l is zero or not. Moreover, since
cl (χ) = 0 and cl is injective (Remark 5.2), we also have c˜l (χ) = 0. Therefore, if Totaro’s conjecture
was true (i.e c˜l was an isomorphism) we should have χ = 0; but, again, we are not able to prove
whether χ = 0 or not.
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6 Appendix. A cohomology-independent proof that A∗PGL3 is
not generated by Chern classes
Here we give an alternative proof of Theorem 4.2 which is independent of Kono-Mimura-Shimada’s
results on the Z/3-cohomology of BPGL3 and deals only with Chow rings with no reference to
cohomology. However, for the same reason, the following proof does not yield any direct information
on the cycle or refined cycle map.
The notations are those of the previous sections.
Proposition 6.1 The representation ring of PGL3 is generated by
{
sl3, Sym
3E, Sym3E∨
}
.
Proof. The exact sequence
1→ µ3 −→ SL3 −→ PGL3 → 1
induces an exact sequence of character groups
0→ T̂PGL3 ≡ T̂ −→ T̂SL3
π
−→ Z/3→ 0
where T̂SL3 = Z
3/Z (Z →֒ Z3 diagonally) and π : [n1, n2, n3] 7→ [n1 + n2 + n3]. Then
Z
[
T̂
]
→֒ Z
[
T̂SL3
]
= Z [x1, x2, x3]upslope (x1x2x3 − 1)
is the subring generated by monomials xn11 x
n2
2 x
n3
3 with n1 + n2 + n3 ≡ 0 mod 3. Therefore
R (PGL3) = (R (T ))
S3 =
(
Z
[
T̂
])S3
→֒ R (SL3) =
(
Z
[
T̂SL3
])S3
= Z [s1, s2]
(where si is the i-th elementary symmetric function on the xi’s) is the subring generated by
{
s31, s1s2, s
3
2
}
.
Then to prove the Proposition it is enough to compute sl3, Sym
3E and Sym3E∨ in terms of s1 and
s2 in R (SL3).
If E is the standard representation and 1 the trivial one dimensional representation of SL3, we
have
E = x1 + x2 + x3 = s1
E∨ = x−11 + x
−1
2 + x
−1
3 = x1x2 + x1x3 + x2x3 = s2
sl3 = E ⊗ E
∨ − 1 = s1s2 − 1;
so
Sym3E = s31 − 2s1s2 + 1, Sym
3E∨ = s32 − 2s1s2 + 1
and we conclude.
Corollary 6.2 The Chern subring A∗Ch,PGL3 of A
∗
PGL3
, generated by Chern classes of representa-
tions, is generated by
{
ci (sl3) , cj
(
Sym3E
)}
i,j≥0
.
Theorem 6.3 ρ is not in the Chern subring of A∗PGL3 .
Proof. By Prop. 6.1,
R (PGL3) = Z
[
sl3, Sym
3E, Sym3E∨
]
and since sl3 (respectively, Sym
3E) is isomorphic to the regular A3 × µ3-representation minus the
trivial one (respectively, plus the trivial one), we have
ci (sl3)|A3×µ3 = cj
(
Sym3E
)
|A3×µ3
= 0, i, j = 1, 2, 3, 4. (67)
39
Now recall (Section 3) that ρ is a lift to A∗PGL3 of
ψ (αc3 (W )) ∈ A
∗
A3⋉T
(
Diag∗sl3
)
where
ψ : A∗A3⋉T −→ A
∗
A3⋉T
(
Diag∗sl3
)
is the (surjective) pullback. So, the image of ρ under the restriction
A∗PGL3 −→ A
∗
A3⋉T
is of the form αc3 (W ) + ξ, for some ξ ∈ ker (ψ).
Now, let us suppose ρ is in the Chern subring A∗Ch,PGL3. By (67), we have
αc3 (W ) + ξ ∈ ker
(
ϕ : A∗A3⋉T −→ A
∗
A3×µ3
)
.
From the commutative diagram
A∗A3⋉T
ϕ
−→ A∗A3×µ3
ψ ↓ ↓ψ
′
A∗A3⋉T
(
Diag∗sl3
)
−→
φ
A∗A3×µ3
(
Diag∗sl3
)
we get
ψ′ (αc3 (W )) = 0.
Therefore, if we show that αc3 (W ) is not in the kernel of ψ
′, we will have proved that ρ cannot be in
the Chern subring of A∗PGL3 . To do this, let us consider the two localization sequences
17:
A∗A3×µ3
·(−α2)⊗1
−→ A∗A3×µ3 (Diagsl3)
p
−→ A∗A3×µ3 (Diagsl3 r {0})→ 0 (68)
A∗
µ3
≃ A∗A3×µ3 (Z)
j∗
−→ A∗A3×µ3 (Diagsl3 r {0})
q
−→ A∗A3×µ3
(
Diag∗sl3
)
→ 0 (69)
where we used that
Z ≃ A3 ×C
∗,
A3 ⋉ T -equivariantly. Since (Section 3),
W ≃ Cχ,µ3 ⊠C
3
perm,A3
as A3 × µ3-representations (where Cχ,µ3 is the µ3-representation of character χ = exp(i2π/3) and
C3perm,A3 is the A3-permutation representation), its Chern roots are
{β + α, β − α, β}
and then
αc3(W )|A3×µ3 = (β
2 − α2)αβ. (70)
By (70) and (68), it is enough to prove that j∗ = 0.
17Here Diagsl3 are the diagonal matrices in sl3 and we identify A
∗
A3×µ3
≃ A∗A3 ⊗ A
∗
µ3
with
Z [α]
(3α)
⊗
Z [β]
(3β)
.
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Let us consider the pullback E of Cχ,µ3 to X = Diagsl3 r {0} as an A3 × µ3-equivariant vector
bundle, with A3 acting trivially on Cχ,µ3 and A3 × µ3 acting as usual on X (i.e. µ3 acting trivially
and A3 by permutations). We have
j∗ (c1 (E)) ≡ c1(E)|µ3 = β.
But we also have j∗ (1) = 0, since
Z = D−1 ({0})
where
D : X → A1
(λ1, λ2, λ3) 7−→ (λ1 − λ2) (λ1 − λ3) (λ2 − λ3) (71)
is the square root of the discriminant (which is A3 ×µ3-equivariant). So j∗ = 0 and we conclude.
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