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RISK-SENSITIVE INVESTMENT IN A FINITE-FACTOR MODEL
GRZEGORZ ANDRUSZKIEWICZ, MARK H. A. DAVIS AND SE´BASTIEN LLEO
Abstract. A new jump diffusion regime-switching model is introduced, which allows for linking
jumps in asset prices with regime changes. We prove the existence and uniqueness of the
solution to the risk-sensitive asset management criterion maximisation problem in this setting.
We provide an ODE for the optimal value function, which may be efficiently solved numerically.
Relevant probability measure changes are discussed in the appendix. The recently introduced
approach of Klebaner and Liptser (2013) is used to prove the martingale property of the relevant
density processes.
1. Introduction
Recently, especially after the the latest credit crisis, many hedge funds and portfolio managers
have been taking interest in improved modelling of asset returns in the market. They use the
distribution of returns to derive trading strategies that optimise the trade-off between high
expected returns and volatility. Fund managers always have a view of the market, but need tools
to optimise their portfolios. They constantly follow market conditions and regularly recalibrate
model parameters and revise asset allocations.
In this paper we introduce a new regime-switching factor model for asset prices. There are
a finite number of regimes and within each regime the asset processes follow jump diffusions.
Regime switching follows an autonomous continuous-time Markov chain. Many other authors,
starting with Merton (1976) and including Ba¨uerle & Rieder (2004) and Sotomayor & Cadenillas
(2009), have used Markov chain factor models, but a critical new feature here is that a change of
regime may coincide with a jump in asset prices. This is important because it forces the investor
to hedge against possible regime changes. In our model, as in most others, there is frictionless
trading, so if asset prices never jump at a regime shift the investor can simply wait for the
shift to happen and then rebalance instantaneously, whereas if the shift is accompanied by price
jumps then some defensive measures must be taken in advance. As an example, it is clearly
unreasonable to suppose that it would have been possible to rebalance a portfolio between the
recent announcement that CHF will cease to be pegged against EUR and the consequent jump
in the foreign exchange market.
After defining the market model we optimise a risk-sensitive criterion in the given setting.
For optimal investment over a finite time horizon [0, T ] the risk-sensitive criterion is
(1.1) Jθ(v0, h, T ) = −
1
θ
logE
[
e−θ log V (v0,h,T )
]
where v0 is the initial capital, V (v0, h, T ) is the portfolio value at time T resulting from an
investment strategy h and θ is a risk-aversion parameter; we always take θ ≥ 0. In all standard
models, including the ones here, V (v0, h, T ) = v0V (1, h, T ), so
Jθ(v0, h, T ) = log v0 −
1
θ
logE
[
e−θ log V (1,h,T )
]
.
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This shows that optimisation does not depend on v0, and we can and will harmlessly normalise
to v0 = 1. Taking a formal Taylor expansion of Jθ around θ = 0 gives
Jθ(v0, h, T ) = E[log V (T )]−
θ
2
var[log V (T )] +O(θ2).
If we define the realised growth rate, or return, RT by V (T ) = e
RT T this becomes
(1.2)
1
T
Jθ(v0, h, T ) = E[R(T )]−
θT
2
var[RT ] +O(θ
2T 2).
Ignoring for a moment the remainder term, we can regard θT/2 as a Lagrange multiplier for the
optimisation problem of maximising the expected return subject to a constraint on the variance
of the return—a continuous-time equivalent of mean-variance analysis introduced by Markowitz
(1952), which is still the dominant technique in the market. A further interpretation of (1.1)
is to note that exp(−θ log V ) = V −θ, so maximising Jθ(1, h, T ) is equivalent to minimising
E[V (T )−θ], i.e. maximising expected utility for the power utility function xγ/γ with γ = −θ.
Application of risk-sensitive control to asset management problems was pioneered by Bielecki & Pliska
(2003) and a considerable literature has developed since then. References can be found in
Davis & Lleo (2014), and one of the models studied there and in the paper Davis & Lleo (2013)
includes jumps in both the assets and the factors; however, for technical reason we were obliged
to exclude simultaneous asset and factor jumps, so the model presented here is not a special
case.
The closest results to ours are in Frey, Gabih & Wunderlich (2013), where a standard regime-
switching model is assumed. But in their model there are no jumps in the asset prices, instead
the authors assume that the regimes are not observable and include stochastic filtering in their
analysis. In contrast, we assume that the investor knows which state the system is currently
in—in fact we believe this information is part of the investor’s view of the market—together
with all the other parameter values of the model. The question of how to determine these values
is outside of the scope of this article—and indeed this is the very skill that allows the investors
to generate alpha. Some further remarks will be found in Section 6 below. Bielecki et al. (1999)
consider a Markov chain model, which captures explicitly the correlation between the state of
the economy and the returns of the assets. Their technical approach is different to the one
presented in this paper, being formulated in a discrete time setting.
The paper is laid out as follows. In Section 2 we formulate our basic model for factors and
asset prices, and in Section 3 we discuss the risk-sensitive criterion and the set of admissible
investment strategies. The main results of the paper are contained in Section 4 where we study
the HJB equation. Because of the finite-state factor specification, this is an ordinary differential
equation, as opposed to the partial integro-differential equations that arise in jump-diffusion
factor models such as those in Davis & Lleo (2013), and this is the major advantage of our
approach. We establish existence and uniqueness in Theorem 4.7. In Section 5 we consider the
relationship between risk-sensitive optimal strategies and the Kelly ‘growth-optimal’ strategy.
Further remarks on application of the model will be found in the concluding section, Section 6.
As will be seen, our whole approach is based on measure changes and the Dole´ans-Dade (gener-
alized Girsanov) exponential martingale. We cover the required information in two Appendices,
the second of which is, we believe, the first application in an applied context of a new approach
to showing that the stochastic exponential has expectation 1, due to Klebaner & Lipster (2014).
2. Market
Our model is constructed on a probability space (Ω,G,P) carrying the following three inde-
pendent objects, which are specified in detail below.
(i) An N -state continuous-time homogeneous Markov chain xt, t ∈ [0, T ];
(ii) A Brownian motion Wt, t ∈ [0, T ] in R
m;
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(iii) A sequence U1, U2, . . . of i.i.d. random variables, where U1 is uniformly distributed on
[0, 1]m.
We propose a factor-based model for asset prices on a fixed time interval [0, T ]. The factor
process is the Markov chain {xt}, with states in N = {1, . . . , N} and generator Q in the real-
world probability measure P. It is convenient to identify the process xt with a process Xt ∈ R
N
where Xt = ek, the k-th unit coordinate vector, when xt = k. Note that the jumps of Xt
arrive according to the state-dependent Poisson process {Λt} with intensity λ(Xt) at time t,
where from the theory of Markov chains the jump intensity is defined by the generator matrix:
λ(i) = −Qii for every i.
First let F be the class of density functions f : Rm × N × N → R of asset jump sizes that
satisfy the following conditions:
(i) f(·, i, j) is a density function for every i, j ∈ N , i 6= j.
(ii) f(z, i, j) = 0 for every i, j ∈ N , i 6= j and z /∈ Zi ⊆ [zimin, z
i
max]
m, where zimin > −1 and
zimax <∞.
(iii)
∑
i,j;i 6=j
∫
Rm
|z|f(z; i, j)dz <∞
Note that if zimin, z
i
max < 0 then in the state i we allow only downward jumps of asset prices.
Analogously, zimin, z
i
max > 0 means that only upward jumps are allowed in this state. The
last condition guarantees that jumps near the boundary of Zi can indeed happen with positive
probability, and is needed in the proof of Proposition 4.8 below. Define a process familyMt ∈ R
m
to be:
(2.1) Mt =
∑
Ti≤t
Zi −
∫ t
0
∑
j 6=Xs−
∫
Rm
zf(z;Xs−, j)Q(Xs−, j)dzds
where the jump times Ti coincide with jumps in process X and random variables Zi are con-
ditionally independent of {Λ} and each other, and have an m-dimensional distribution with
density f(·;Xt−,Xt) ∈ F, depending on the state before and after the jump. Zi can be con-
structed from the uniform random variable Ui by the usual inverse mapping procedure in each
dimension involving the density function f(·;Xt−,Xt). Note that {M} is a martingale family
in the filtration FM,Xt = σ({Ms}0≤s≤t, {Xs}0≤s≤t), generated by both M and X. Denote the
expected value of Z if X jumps from state i to j as:
(2.2) ξ(i, j) =
∫
Rm
zf(z; i, j)dz
and define centred jumps as:
(2.3) Yi = Zi − ξ(XTi−,XTi).
The quantities above are well defined because of the integrability assumptions in the definition
of F. Then Mt may be written as:
(2.4) Mt =
∑
Ti<t
Yi +
∑
Ti<t
ξ(XTi−,XTi)−
∫ t
0
∑
j 6=Xs−
ξ(Xs−, j)Q(Xs−, j)ds.
Note that Mt is a Piecewise Deterministic Process (PDP), see Davis (1993) for an in-depth
discussion.
Moving to the asset model, there are m risky assets in the market, given by:
(2.5)
dSit
Sit−
= µi(t,Xt)dt+Σi(t,Xt)dWt + dM
i
t , S
i
0 = si,
for i = 1, . . . ,m and initial prices si > 0, where M
i
t is the i-th coordinate of Mt. We assume
that for some ǫ > 0, Σ(t, i)Σ(t, i)′ > ǫI for every t, i. Moreover, µ(t, i) and Σ(t, i) are continuous
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functions of t for every i ∈ N . The solution to the SDE above is given by:
Sit = exp
(∫ t
0
µi(s,Xs)ds−
1
2
∫ t
0
Σi(s,Xs)Σi(s,Xs)
′ds+
∫ t
0
Σi(s,Xs)dWs
)
× exp
− ∫ t
0
∑
j 6=Xs−
ξi(Xs−, j)Q(Xs−, j)ds
 ∏
0≤s≤t
(1 + Zis).
(2.6)
The stock prices are guaranteed positive, thanks to the assumption that Zi ≥ zmin > −1 in
the definition of F. The upper bound, Zi ≤ zmax < ∞, is introduced to allow short-selling of
the stocks without a possibility of jumping to bankruptcy. Note that some authors work with
jumps ζ defined by ζ = log(1+Z) instead, and as a result ζ can take any real value; for example
in the Merton (1976) jump diffusion model the ζ are Gaussian, and in Kou (2002) they are
doubly-exponential. The risk free asset is assumed to grow at a rate dependent on the factor
process as well1:
(2.7)
dS0t
S0t
= r(t,Xt)dt, S
0
0 = 1.
Let FSt = σ({Su}0≤u≤t) denote the natural filtration generated by the asset processes and let
FXt = σ({Xu}0≤u≤t) be the filtration generated by the factor process X. As mentioned in the
introduction, in this paper we work in the filtration generated by both assets and the factor
process:
(2.8) Ft = σ({Su,Xu}0≤u≤t)
Because the jumps in the assets correspond to the jumps in the martingale M , the filtration
generated jointly by M and X is a subset of the full filtration: FM,Xt ⊆ Ft. {M} is also a
martingale in Ft.
Note that in our model the state variable Xt not only tracks the current market regime, but
also drives the jumps in the asset prices. In practice, the latter jumps are expected to happen
much more often than regime changes. This could be easily modelled by a two dimensional state
process X, see Figure 1 for an example. Because the number of states is assumed to be finite,
multidimensional Markov chain may be mapped to a single-dimensional chain, and hence this
scenario is handled by our model out of the box.
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Figure 1. Example of a path of a stock price process together with correspond-
ing market regime and jump driver paths.
1Note that this constitutes a very simple model for stochastic interest rates.
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3. The optimal investment problem
At every point in time t the investor chooses an asset allocation ht, an m-vector whose j-th
component denotes the proportion of the portfolio value invested in the j-th asset, j = 1, . . . ,m.
Because the risk-sensitive criterion is defined as −∞ for negative portfolio values, we need to
add assumptions on h so that the portfolio never jumps into negative territory. To this end we
define for each i ∈ N
(3.1) J (i) =
{
h ∈ Rm : h′ψ > −1 ∀ψ ∈ Zi
}
,
where Zi ⊆ [zimin, z
i
max]
m is defined in Section 2. Note that J (i) is non-empty and bounded,
because Zi is bounded and greater than −1 for any i.
Definition 3.1. H0 is the class of functions h : [0, T ]× Ω→ R
m such that
(i) ht ∈ J (Xt−) for every time t ∈ [0, T ]
(ii) h(t, ω) is a predictable process with respect to the filtration Ft defined in (2.8).
M0 is the set of measurable function hˆ : [0, T ]×N → R
m such that ∀(t, i), hˆ(t, i) ∈ J (i). Each
hˆ ∈ M0 defines an element of H0 by h(t, ω) = hˆ(t,Xt−(ω)).
The trading portfolio is assumed to be self-financing, and hence all the changes in portfolio
value are caused by the changes in the underlying asset prices:
(3.2) dVt =
(
Vtht
St
)′
dSt +
Vt(1− h
′1)
S0t
dS0t ,
where VT htSt is the vector containing the number of units in each asset and the division is inter-
preted componentwise. 1 − h′1 is the proportion invested (or borrowed) in the money market
account. After substituting in the previous formula we get:
(3.3)
dVt
Vt−
= r(t,Xt)dt+ h
′
t(µ(t,Xt)− r(t,Xt)1)dt+ h
′
tΣ(t,Xt)dWt + h
′
tdMt, V0 = 1.
Note that the process h′tΣdWt + h
′
tdMt is a local martingale, hence the solution of the SDE
above is the stochastic exponential of the martingale part with the drift:
Vt = exp
(∫ t
0
rs + h
′(µs − rs1)ds−
1
2
∫ t
0
h′sΣΣ
′hsds+
∫ t
0
h′sΣdWs +
∫ t
0
h′sdMs
)
×
∏
0≤s≤t
(1 + h′sZs)e
−h′sZs ,
(3.4)
where rs := r(s,Xs) etc.; see Protter (2005, pp.84-85) for detailed calculations. The logarithm
of the value process is thus given by:
log Vt =
∫ t
0
rs + h
′(µs − rs1)ds−
1
2
∫ t
0
h′sΣΣ
′hsds+
∫ t
0
h′sΣdWs +
∫ t
0
h′sdMs
+
∑
0≤s≤t
{
log(1 + h′sZs)− h
′
sZs
}
(3.5)
=
∫ t
0
[rs + h
′
s(µs − rs1)]ds−
1
2
∫ t
0
h′sΣΣ
′hsds+
∫ t
0
h′sΣdWs
+
∑
0≤s≤t
log(1 + h′sZs)−
∫ t
0
∑
j 6=Xs−
h′sξ(Xs−, j)Q(Xs−, j)ds.(3.6)
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4. Optimisation: the HJB equation
The investor maximises the risk-sensitive criterion (1.1), using strategies that ensure V > 0
at all times. This condition is holds for any strategy in the class H0 because for every realisation
of Z the conditions guarantee that
(4.1) ∀t h
′
tZt > −1 a.s.
Following the idea from Kuroda & Nagai (2002), we can write the term under the expectation
in the criterion (1.1) as:
(4.2) e−θ log VT = exp
(
θ
∫ T
0
g(t,Xt−, ht)dt
)
χhT ,
where
χht = exp
(
−θ
∫ t
0
h′sΣdWs −
θ2
2
∫ t
0
h′sΣΣ
′hsds
) ∏
0<s≤T
(1 + h′sZs)
−θ
× exp
− ∫ T
0
∑
j 6=Xs−
∫
Z
[(1 + h′sz)
−θ − 1]f(z;Xs−, j)dzQ(Xs−, j)ds
(4.3)
and, for each i ∈ N , g(·, i, ·) : [0, T ]× J (i) is given by
g(t, i, h) =
1
2
(θ + 1)h′Σ(t, i)Σ(t, i)′h− r(t, i)− h′(µ(t, i)− r(t, i)1)
+
∑
j 6=i
Q(i, j)
[
1
θ
∫
Z
[(1 + h′z)−θ − 1]f(z; i, j)dz + h′ξ(i, j)
]
.
(4.4)
The process χht is an exponential local martingale (Protter, 2005, Theorem II.37).
Definition 4.1. A trading strategy h : Ω×R→ Rm is admissible if it is in class H0 of Definition
3.1 and the following condition holds:
(4.5)
∫
Z
(1 + h′z)−θ
∑
j 6=Xt−
Q(Xt−, j)f(z;Xt−, j)dz <∞.
The set of admissible strategies will be denoted by H.
Definition 4.2. The trading strategy h : [0, T ] × Ω→ Rm is a Markov strategy if it is in class
H defined above and
(4.6) h(t, ω) = h˜(t,Xt−(ω)),
for some h˜ ∈ M0. The set of Markov strategies will be denoted by M.
Proposition 4.3. For any fixed trading strategy h ∈ H, the stochastic process χh is a martingale
with E
[
χhT
]
= 1.
Proof. See Appendix B. 
Using the proposition above and measure change theory summarised in Appendix A, we use
the martingale {χht } to change the probability measure:
(4.7)
dPh
dP
∣∣∣∣
FT
= χhT .
Under the new measure Ph the risk-sensitive criterion becomes:
Jθ(h, T ) = −
1
θ
logE
[
e−θ log VT
]
= −
1
θ
logEh
[
eθ
∫ T
0
g(t,Xt,ht)dt
](4.8)
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and Qh = [Qh(i, j)] becomes a generalised generator of X with elements:
Qh(i, j)(t) = Q(i, j)
[∫
Zi
[(1 + h′z)−θ]f(z; i, j)dz
]
,
Qh(i, i)(t) = −
∑
j 6=i
Qh(i, j)(t).
(4.9)
We can write the optimal value function as:
v(t, i) = sup
h∈H
−
1
θ
logEht,i
[
eθ
∫ T
t
g(s,Xs,hs)ds
]
= −
1
θ
log u(t, i),
(4.10)
where
(4.11) u(t, i) = inf
h∈H
Eht,i
[
eθ
∫ T
t
g(s,Xs,hs)ds
]
and where E·t,i [·] denotes the conditional expectation E
· [·|Xt = i]. Note that, thanks to the
measure change and the normalisation of the initial investment, the value function doesn’t
depend on the value of the portfolio at time t, it only depends on the state of the factor process
X. In the remainder of the paper we solve for the function u, and the original value function v
can be easily obtained using the formula above.
Below we include a few propositions that make it easier to understand what u is and what
its basic properties are.
Proposition 4.4. The function u may also be expressed as:
(4.12) u(t, i) = inf
h∈H
Et,i
[
e−θ log(VT /Vt)
]
= inf
h∈H
E0,i
[
(V tT−t)
−θ
]
.
In the last expression, V ts is the portfolio value process as in (3.4) but with time-shifted coefficients
µt(s, i) := µ(t+ s, i) etc., for s ∈ [0, T − t].
Proof. By Remark 5.2 from Bouchard & Touzi (2011) we can restrict ourselves to controls h
that are independent of Ft. To prove the first equality we apply the measure change defined by
(4.7) to equation (4.11) backwards:
Eht,i
[
eθ
∫ T
t
g(s,Xs,hs)ds
]
= Eht,i
[
eθ
∫ T
t
g(s,Xs,hs)dsχhT /χ
h
t
]
= Et,i
[
e−θ log(VT /Vt)
]
.
(4.13)
Note that VT /Vt, conditionally on Xt = i, is independent of Ft. The second equality follows
from the Markov property of the system and simple algebraic transformations. 
Proposition 4.5. The function u(t, i) is increasing in time parameter t.
Proof. From Proposition 4.4, u(t, i) is the value function corresponding to the optimal investment
over the time horizon [0, τ ], where τ = T − t. Let 0 < δ ≤ t. We can extend the trading strategy
from [0, τ ] to [0, τ + δ] by putting all the money in the bank at τ , giving Vτ+δ ≥ Vτe
rδ, where r
is the minimal interest rate. Hence the expectation is decreasing in the time horizon:
(4.14) E
[
V −θτ+δ
]
≤ E
[
(Vτ e
rδ)−θ
]
= E
[
V −θτ
]
e−θrδ ≤ E
[
V −θτ
]
,
which implies that the function u is increasing in the real time variable t:
(4.15) u(t− δ, i) ≤ u(t, i).

Proposition 4.6. The range of u is a compact set U ⊆ [umin, umax]
N , such that 0 < umin ≤
umax <∞, where u
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Proof. Because the value function is defined in terms of minimisation of the expectation E
[
e−θ log VT
]
we can bound the value from below and above. First note that the function g defined in (4.4) is
bounded from below for any t, i, h, and let gmin = inf{g(t, i, h) : t ∈ [0, T ], i ∈ N , h ∈ Jh}. Then
(4.16) u(t, i) ≥ eθgmin(T−t) > 0.
The argument showing the upper bound is a bit more subtle. The expectation E
[
e−θ log VT
]
is large when the portfolio value on average performs badly. Note, however, that the investor
always has the option to put all his wealth in the money market account. This pays a guaranteed
return, which is different in every regime, but it is at least rmin = inf{r(i, t) : i ∈ N , t ∈ [0, T ]}.
Thanks to the minimisation operator in the definition of u, the upper bound is given by:
(4.17) u(t, i) = inf
h∈H
E
[
e−θ log(VT /Vt)
]
≤ e−θrmin(T−t)
Note that gmin ≤ inf{g(t, i, 0) : t ∈ [0, T ], i ∈ N} = −rmin, hence U is not empty. The solution
is defined on the finite time interval [0, T ], which finishes the argument. 
4.1. HJB equation: general case. In this section u will denote an N -vector valued function
on [0, T ] and we use ~u for a generic N -vector. We need to solve the HJB equation, which in this
case is the ODE in RN :
(4.18)
du
dt
+ inf
h∈H
{A(u(t), h)} = 0,
with
(4.19) A(~u, h) = Qh~u+ θ diag(g)~u,
where Qh(i) is the ith row of Qh. All the functions of X are interpreted as corresponding vectors
and θ > 0. The inf operator is interpreted componentwise, that is the vector hi minimises the
ith element of A(u(t), h). The boundary condition is given by:
(4.20) ui(T ) = 1, i ∈ N .
Our objective is to show that ui(t) = u(t, i), the value function of (4.11). The following is the
main result of this paper.
Theorem 4.7. Suppose the market is defined as in Section 2, admissible strategies are as in
Definition 4.1 and θ > 0. Then the HJB equation (4.18) with final condition (4.20) defined
above, has a unique solution on [0, T ], which coincides with the value function defined in (4.11).
The Markov control h˜(t,Xt−) = h
∗(u, t,Xt−) is optimal in the class of admissible controls H.
Proof. The theorem follows from Propositions 4.9 and 4.12 below. 
Following the standard approach, we first find the optimal strategy for every time t and state
i, where we take the value function u as an argument:
(4.21) h∗(u, t, i) = argmin
h∈J (i)
{A(u(t), h)(t, i)} ,
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By substituting (4.4) and (4.9) into (4.19) we get an explicit formula for the operator A:
A(~u, h)(t, i) = Qh(i)~u+ θg(t, h, i)~u(i)
=
∑
j 6=i
Q(i, j)~u(j)
∫
Z
(1 + h′z)−θf(z; i, j)dz
+
1
2
~u(i)θ(θ + 1)h′Σ(t, i)Σ(t, i)′h
− θ~u(i)h′[µ+
∑
j 6=i
Q(i, j)ξ(i, j) − r1]
− θ~u(i)r(t, i) − ~u(i)
∑
j 6=i
Q(i, j),
(4.22)
where h is a function of time t and state i. This operator is linear in ~u, and can be explicitly
written as matrix multiplication A(h)~u, with:
A(h)ij = Q(i, j)
∫
Zi
(1 + h′z)−θf(z; i, j)dz for i 6= j
A(h)ii =
1
2
θ(θ + 1)h′(t, i)Σ(t, i)Σ(t, i)′h(t, i)
− θh′(t, i)(µ +
∑
j 6=i
Q(i, j)ξ(i, j, t) − r1)
− θr(t, i)−
∑
j 6=i
Q(i, j).
(4.23)
Let:
(4.24) A(~u)(t, i) = inf
h∈Jh
{A(~u, h)(t, i)} .
Proposition 4.8. The operator A(h)~u, as a function of h, for all ~u ∈ U0, has a unique minimum
in Jh. Hence the operator A(~u) is well defined. Moreover, the optimal strategy h˜ satisfies the
condition (4.5).
Proof. First note that the first term in (4.22),
(4.25)
∑
j 6=i
Q(i, j)~u(j)
∫
Zi
(1 + h′z)−θf(z; i, j)dz,
is positive and convex and hence, for every index i and time t, A(~u, h)(t, i) is a finite sum of
continuous functions, convex in h and bounded from below, hence it is also continuous, convex
in h and bounded from below. Note that the this term can be written as:
(4.26)
∫
Zi
(1 + h′z)−θ
∑
j 6=i
Q(i, j)~u(j)f(z; i, j)dz,
There are two cases, depending on whether
(4.27) lim
h→∂J (i)
∫
Zi
(1 + h′z)−θ
∑
j 6=i
Q(i, j)f(z; i, j)dz
is finite or equal to +∞. In the first case a minimizing element exists, which might or might not
be on the boundary. In the second case, some analysis shows that the derivative of the operator
A diverges to +∞ as h approaches the boundary, and hence the minimum is an interior point.
In both cases the condition (4.5) is satisfied. 
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The HJB equation (4.18) may be written as:
(4.28)
du
dt
+A(u(t)) = 0
with final condition:
(4.29) u(T ) = 1.
Proposition 4.9 (Verification theorem). If u˜ is a solution to ODE (4.28) with the final condition
(4.29) on some interval [t, T ], and h˜(t) = h˜(t,Xt− ∈ M is the corresponding Markov control,
then u˜ is the value function (4.11) and h˜ is optimal in the class of all admissible trading strategies
H.
Proof. Using Ito’s lemma, we get the following relationship:
d
(
eθ
∫ t
0
g(s,Xs,h˜s)dsu˜(t,Xt)
)
= eθ
∫ t
0
g(s,Xs,h˜s)dsu˜(t,Xt)θg(t,Xt, h˜t)dt
+ eθ
∫ t
0
g(s,Xs,h˜s)ds
[
∂u˜
∂t
(t,Xt)dt+∆u˜(t,Xt)
]
= eθ
∫ t
0
g(s,Xs,h˜s)dsu˜(t,Xt)θg(t,Xt, h˜t)dt
+ eθ
∫ t
0
g(s,Xs,h˜s)ds
[
∂u˜
∂t
(t,Xt) +Q
h˜u˜(t,Xt)
]
dt
+ eθ
∫ t
0
g(s,Xs,h˜s)ds
[
∆u˜(t,Xt)−Q
h˜u˜(t,Xt)dt
]
,
(4.30)
where Qh˜ is the generator of the process {X} in the measure corresponding to the trading strat-
egy h˜. After integrating over [t, T ], multiplying both sides by e−θ
∫ t
0
g(s,Xs,h˜s) and rearranging,
we get:
u˜(t,Xt) = e
θ
∫ T
t
g(s,Xs,h˜s)dsu˜(T,XT )
−
∫ T
t
eθ
∫ s
t
g(u,Xu,h˜u)du
[
∂u˜
∂s
(s,Xs) +Ai(h˜s, u˜s)
]
ds
−
 ∑
t≤s≤T
∆f˜(s,Xs)−
∫ T
t
Qh˜f˜(s,Xs)ds
 ,
(4.31)
where f˜(t,Xt) = e
θ
∫ s
t
g(u,Xu,h˜u)duu˜(t,Xt), the operator A is defined in (4.19) and Ai(·, ·) denotes
the ith element of the resulting vector. Note that the term on the last line in the equation above
is a martingale. By taking a conditional expectation Eh˜t,i[·] on both sides, and using the final
condition (4.29), the above equation simplifies to:
u˜(t, i) = Eh˜t,i
[
eθ
∫ T
t
g(s,Xs,h˜s)ds
]
− Eh˜t,i
[∫ T
t
eθ
∫ s
t
g(w,Xw,h˜w)dw
(
∂u˜
∂s
(t,Xs) +Ai(h˜, u˜)
)
ds
]
,
(4.32)
where the expectation of the increment of a martingale is zero. From the definition of the ODE
(4.28) the following condition holds:
(4.33)
∂u˜
∂s
(t,Xs) +Ai(h, u˜) ≥ 0,
with equality for the optimal strategy h˜. Hence we have:
u˜(t, i) ≤ Eht,i
[
eθ
∫ T
t
g(s,Xs,hs)ds
]
.(4.34)
RISK-SENSITIVE INVESTMENT IN A FINITE-FACTOR MODEL 11
with equality for the optimal strategy h˜:
u˜(t, i) = Eh˜t,i
[
eθ
∫ T
t
g(s,Xs,h˜s)ds
]
,(4.35)
which is equation (4.11) as required. This also shows that h˜ ∈ M is optimal in the set of
admissible strategies H. 
We now turn to solving of the HJB equation (4.28), (4.29).
Lemma 4.10 (Lemma 2 from Davis (1998)). Let the operator A be given by (4.24) and let both
A and A be differentiable in ~u. Then for any ~u in the domain:
(4.36)
dA(~u)
d~u
∣∣∣∣
~u=u0
=
dA(h∗, ~u)
d~u
∣∣∣∣
~u=u0
,
where h∗(u0) is the optimum at ~u = u0. Moreover, the result holds even if h
∗(·) is not differen-
tiable.
Proof. (Sketch) Because h∗ is optimal for ~u = u0, we have for all ~u:
(4.37) A(~u) ≤ A(h∗, ~u),
with equality at ~u = u0. The lemma follows from the fact that if the derivatives of A(h
∗, ·) and
A were different at u0, then the inequality (4.37) would fail in any neighbourhood of u0. Note
that the proof doesn’t require the differentiability of h∗(·). 
Proposition 4.11. The operator A(~u) is globally Lipschitz continuous on U .
Proof. The derivative of the operator A(~u) may be calculated using Lemma 4.10:
(4.38)
dA(~u)
d~u
=
dA(h∗, ~u)
d~u
= A(h∗),
where h∗ is the optimal trading strategy, which depends on the argument ~u. By Proposition
4.8 it is well defined and unique on U . To show that A(~u) is Lipschitz continuous we show that
the derivative A(h∗) is uniformly bounded. The lower bound of A(h) comes from the fact that
every element of the matrix A(h), as a function of h, is continuous and bounded from below.
To show the upper bound take any value h0 ∈ Jh =
∏N
i=1 J (i) and take the constant function
h0(u) = h0. Using the optimality of h
∗ we have:
sup
~u∈U
A(~u) = sup
~u∈U
{
inf
h∈Jh
{A(~u, h)(t, i)}
}
≤ inf
h∈Jh
{
sup
~u∈U
{A(h)~u}
}
≤ inf
h∈Jh
{|A(h)|umax1}
≤ |A(h0)|umax1,
(4.39)
where the absolute value in |A(h)| is interpreted componentwise and 1 is an N -vector with
every element being unity. Hence the value of the operator A is uniformly bounded for all ~u.
Let A− = sup {x : x ≤ 0 ∧A(h)ij∀h ∈ Jh;∀i, j ∈ N} be the lower bound of all the elements of
A(h) or zero if positive, and let A+ = max {|A(h0)|umax1} be the biggest element of the vector
bounding the operator A(~u) from above. From Proposition 4.6 and from the obvious relationship
A(~u) = A(h∗)~u, using a straightforward combinatorial argument, we get that for any i, j ∈ N :
(4.40) A(h∗)ij ≤
A+
umin
+ (N − 1)A−umax,
hence A(h∗) is uniformly bounded from above and the proposition follows. 
The following result completes the proof of Theorem 4.7.
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Proposition 4.12. The differential equation (4.28) with boundary condition (4.29) has a unique
solution on [0, T ].
Proof. First note that the final value u(T ) = 1 is an interior point of U0, hence by Proposition
4.11 the ODE has a unique solution on some interval [t, T ]. Let τ ∈ (0, T ) be the minimal time
that this holds. By Proposition 4.9, u is the value function of the optimal investment problem
on [τ, T ].
Because the ODE has a unique solution at τ and by Proposition 4.8, the operator A is well
defined at this point and the derivative ∂u∂t is well defined at τ , and hence u(τ) is an interior
point of U0. Therefore there exists some s < τ , such that we may extend the solution to [s, T ],
which contradicts the assumption that τ was minimal. This finishes the proof that the ODE
has a solution on the whole domain [0, T ].

It is not generally possible to provide a closed form solution for the problem. The value
function is however given by an ordinary differential equation, which may be efficiently solved
numerically. The special case with no jumps in asset prices has an easy solution, which we leave
it to the reader to verify.
Proposition 4.13. In the special case with no jumps in asset prices, i.e. when f(·; i, j) ≡ 0 for
all i, j ∈ N , the HJB equation (4.18) with final condition (4.20) defined above has a closed-form
solution:
(4.41) u(t) = e(Q−θ diag(g
∗))(T−t),
where
(4.42) g∗(i) = g(t, i, h∗t (i)) = −
1
2(θ + 1)
(µ− r1)′(ΣΣ′)−1(µ− r1)− r
The original value function can be recovered using (4.10) and is given by:
(4.43) v(t) = −
1
θ
log u(t) = −
1
θ
(Q− θ diag(g∗))(T − t)
4.2. Case with independent jumps. Let us now look at the well studied case, where the
jumps in the assets do not coincide with the regime switches. In every state the asset processes
follow a jump diffusion. The martingales Mt defined in (2.1) become:
(4.44) Mt =
∑
Ti<t
Zi −
∫ t
0
λ(Xs−)
∫
Rm
zγ(z;Xs−)dzds,
where λ(Xs−) is the jump intensity and γ(z,Xs−) is the jump distribution in state Xs−. As a
consequence the the function g defined in (4.4) becomes:
g(t, i, h) =
1
2
(θ + 1)h′Σ(t, i)Σ(t, i)′h− r(t, i)− h′(µ(t, i)− r(t, i)1)
+
λ(i)
θ
∫
Zi
[(1 + h′z)−θ − 1]γ(z; i)dz + λ(i)h′ξ(i, t).
(4.45)
Note also, that in this case the measure change χTh , defined in (4.3), does not change the
distribution, and hence the generator, of the factor process X. Operator A, originally defined
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in (4.22), becomes:
A(~u, h)(t, i) = Q(i)~u+ θg(t, h, i)~u(i)
=
∑
j 6=i
Q(i, j)[~u(j) − ~u(i)]
+
1
2
~u(i)θ(θ + 1)h′Σ(t, i)Σ(t, i)′h
− θ~u(i)h′[µ+ λ(i)ξ(i, t) − r1]
− θ~u(i)r(t, i) + ~u(i)λ(i)
∫
Zi
[(1 + h′z)−θ − 1]γ(z; i)dz,
(4.46)
To compare the risk profile of this classical case with the new model proposed in the main part of
the paper we match the jump intensity and distribution in each regime in these two models.Hence
we set λ(i) =
∑
j 6=i and λ(i)γ(z; i) ≡
∑
j 6=iQ(i, j)f(z; i, j). The operator A becomes:
A(~u, h)(t, i) =
∫
Zi
[(1 + h′z)−θ]~u(i)
∑
j 6=i
Q(i, j)f(z; i, j)dz
+
1
2
~u(i)θ(θ + 1)h′Σ(t, i)Σ(t, i)′h
− θ~u(i)h′[µ+
∑
j 6=i
Q(i, j)ξ(i, t) − r1]
− θ~u(i)r(t, i) +
∑
j 6=i
Q(i, j)[~u(j) − 2~u(i)].
(4.47)
First note that the choice of the optimal strategy is this case does not depend on the expected
value of the criterion in other states and hence the investor in this model is in this sense myopic.
Unlike the case with jumps coinciding with regime switches, this problem simplifies to finding
optimal strategy in each regime independently. Only after the regime switch the system moves
to a different strategy. As we mentioned in the introduction, such a formulation of the model is
not realistic and doesn’t help the investor hedge against regime changes.
Next, note that the equation above is very similar to (4.22), the main difference being the
jump risk convex term. In the new model:
(4.48)
∫
Zi
[(1 + h′z)−θ]
∑
j 6=i
~u(j)Q(i, j)f(z; i, j)dz
versus
(4.49)
∫
Zi
[(1 + h′z)−θ]
∑
j 6=i
~u(i)Q(i, j)f(z; i, j)dz
in the case with independent jumps. Everything else being equal, the investor will be more risk
averse in the model with coinciding jumps if:
(4.50) ~u(i) > ~u(j) for every j 6= i
that is if the value of ~u after the regime switch is higher than in the current state. Note that
the unit of u is opposite to utility, i.e. the higher u the worse outcome. This will usually be the
case in real applications, where regimes are used to model a potential market crash.
5. Fixed-point and Mutual Fund characterisation of optimal strategies
5.1. Kelly criterion. The Kelly, or log-optimality, criterion corresponds to the maximisation
of the logarithmic utility of wealth E [log VT ], and we have at (3.5) an explicit expression for
log VT , so the log-optimal strategy, a Markov strategy h
K(t) = hK(t,Xt−), can be determined
by pointwise maximization.
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Proposition 5.1. For each (t, i) ∈ [0, T ]×N the allocation h = hK(t, i) ∈ Rm to the Kelly (log
optimal) portfolio solves the fixed point problem, with Σ = Σ(t, i),
(5.1) h = (ΣΣ′)−1
(µ(t, i)− r(t, i)1) +∑
j 6=i
Q(i, j)
[∫
Zi
z
1 + h′z
f(z; i, j)dz − ξ(i, j)
] .
Proof. The process Mt is a martingale and hence for h(t) ∈ H,
E [log Vt] = E
[∫ t
0
[rs + h
′(µs − rs1)]ds−
1
2
∫ t
0
h′sΣΣ
′hsds
−
∑
0≤s≤t
{
log(1 + h′sZs)− h
′
sZs
} ]
= E
[∫ t
0
ℓ(s,X(s−), h(s))ds
]
,(5.2)
where
ℓ(s, i, h) := r(s, i) + h′(µ(s, i) − r(s, i)1)−
1
2
h′Σ(s, i)Σ′(s, i)h
+
∑
j 6=i
Q(i, j)
[∫
Zi
log(1 + h′z)f(z; i, j)dz − h′ξ(i, j)
]
.
The optimal strategy can be calculated pointwise: with J (i) given by (3.1),
(5.3) hK(t, i) = argmax
h∈J (i)
ℓ(t, i, h).
The functional ℓ is globally concave in h. As a result, it admits a unique maximiser. Applying
the first order condition, we find that ∂ℓ(s, x, hˆ)/∂h = 0 if and only if h satisfies the fixed-point
relation (5.1). 
Note that in the special case with no jumps in asset prices, i.e. when f(·; i, j) ≡ 0 for all
i, j ∈ N , (5.1) gives us the allocation of the Kelly portfolio explicitly as
hKD(t, i) = (ΣΣ′)−1 (µ(t, i)− r(t, i)1) .
This shows that when the investor directly observes the factor process—as we assume here—it
is optimal to apply the Merton log-optimal strategy appropriate for parameters µ(t, i) etc. as
long as Xt = i. There is no need to hedge against future changes in the factor process since,
when such changes occur, there is no jump in asset prices and the portfolio can be instantly
rebalanced. When there are jumps in asset prices at the same time as a factor change, none of
these statements apply and the investor must take precautionary measures.
5.2. General case. Returning to the general case, the optimal strategy h∗ for the general case
developed in Section 4.1 is characterized by a fixed-point relation generalising (5.1) of Proposition
5.1 above. In the proof of Theorem 4.7 we saw that
(5.4) h∗(u, t, i) = argmin
h∈H
{A(u, h)(t, i)} ,
where A(u, h)(t, i) is defined at (4.23), and we obtain the result below from the first-order
conditions for this minimisation problem. The details are straightforward and are left to the
reader. Similar calculations can be found in Davis & Lleo (2013), Davis & Lleo (2014).
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Proposition 5.2. For each i ∈ N the optimal asset allocation h∗(t, i) solves the fixed point
problem
h =
1
1 + θ
(ΣΣ′)−1
[
µ(t, i)− r(t, i)1
+
∑
j 6=i
Q(i, j)
(
uj(t)
ui(t)
∫
Zi
z
(1 + h′z)1+θ
f(z; i, j)dz − ξ(i, j)
)]
,(5.5)
where u(t) is the solution of the HJB equation (4.28), (4.29).
For θ > 0 we can define an allocation h˜θ := ((1 + θ)h∗ − hK)/θ, giving a representation for
h∗ in the form
h∗ =
1
1 + θ
hK +
θ
1 + θ
h˜θ.
This is analogous to Merton’s Mutual Fund Theorem Davis & Lleo (2014) in that the investor
keeps a constant fraction 1/(1 + θ) of his/her wealth in a Kelly fund and the complementary
fraction in a hedge portfolio h˜θ. This is not a mutual fund theorem in Merton’s sense: the hedge
portfolio is not universal but depends on the investor’s risk appetite (as the notation suggests).
It does however demonstrate how increasing risk aversion causes the investor to move away from
a pure optimal growth strategy in the direction of a strategy more concerned with hedging jump
risk. Indeed, if there are no jumps in the asset prices then from (5.5) we have h∗ = hK/(1 + θ)
and h˜θ = 0, so the ‘hedge portfolio’ is cash and the investor is following Merton’s strategy for
power utility, with parameters appropriate to the current value of the factor process.
6. Concluding remarks on application of the model
In the abstract of his 1952 paper Markowitz (1952), Harry Markowitz states
The process of selecting a portfolio may be divided into two stages. The first
stage starts with observation and experience and ends with beliefs about the
future performances of available securities. The second stage starts with the
relevant beliefs about future performances and ends with the choice of portfolio.
Obviously, this paper is a contribution to the second stage, but we might ask what ‘observation
and experience’ could lead to a model of the sort we propose. Our model is a highly stylized
description of reality: no-one could believe that in reality there are a finite number of factors
‘out there’ that control the market. For this reason our view is that models similar to ours, but
with an unobserved factor process estimated by a Wonham-type nonlinear filter (Bain & Crisan,
2009), are misguided: the filter output could be meaningless when the filter input is not the
process for which the filter is designed. Instead, our model is intended to scope out the future in
a way that is good enough to enable the portfolio manager to take advantage of opportunities
while also enabling him/her to hedge against excessive risk. There will be periods of high and low
volatility, bull and bear markets and occasional market crashes. A good model should predict
all of these with some realistic evaluation of their probabilities and timing. Our model seems
general enough to accomplish this task while at the same time incurring a modest computational
overhead, at least in comparison with standard jump-diffusion models where the HJB equation
is a PIDE.
The same objectives are pursued from a somewhat different perspective in the literature on
Stochastic Programming (see Ziemba (2003) or Birge & Louveaux (2011)). The models here are
discrete state j and discrete time k with only a limited number of time stages, perhaps even 4
or 5. Often a model is constructed on the basis of a scenario tree, a standard tree structure in
which the stages represent real times 0, t1, t2, . . . where the gaps tk+1− tk increase with k so that
the model is more detailed for the near future and sketchy for the far future. At each stage k+1
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market parameters are specified in each state j, to apply for the period (tk+1 − tk] and at time
k a random choice is made to determine which set of market parameters will apply. Each path
through the tree is a scenario and methods of mathematical programming are used to optimise
some performance functional over the set of decision variables. Construction of scenario trees is
a big subject in its own right, see for example Kaut & Wallace (2007), Kouwenberg (2007) or
Pflug (2001).
Our approach takes a more probabilistic viewpoint in which the stages k correspond to the
random switching times {t : Xt 6= Xt−} and within each stage the model undergoes a random
evolution modelled in continuous time. It seems to us that, while stochastic programming is
certainly the right approach for long-term asset and liability management, the probabilistic
approach could be a superior alternative for shorter time horizons of a few years when the
objective is simply wealth maximisation with no liability-induced constraints.
Appendix A. Measure change
In this appendix we summarise the measure change theory used in the paper. Section A.1 is
a special case of the theory presented in Davis (2011) and deals with finite state Markov chains.
Section A.2 discusses the measure change induced by regime-switching compound Poisson pro-
cess, in particular the impact on the underlying Markov chain. Finally the last section discusses
the risk-adjusted changes of measure.
A.1. Measure change for Markov chains. Let Xt be a Markov chain with generator matrix
Q, as described in Section 2. For any function ξ : N ×N × R → R define a martingale M ξ as
follows:
(A.1) M ξt =
∑
Ti≤t
ξ(XTi−,XTi , Ti)−
∫ t
0
∑
j 6=Xs−
ξ(Xs−, j, s)Q(Xs−, j)ds,
Next, define the measure change martingale as the stochastic exponential of M ξ:
dQ
dP
∣∣∣∣
FT
= E(M ξ)
= eM
ξ
T
− 1
2
[Mξ,Mξ]cT
∏
0<s≤T
(1 + ∆M ξs )e
−∆Mξs
=
∏
0<s≤T
(1 + ξ(Xs−,Xs, s)) exp
− ∫ t
0
∑
j 6=Xs−
ξ(Xs−, j, s)Q(Xs−, j)ds
 ,
(A.2)
where E
[
dQ
dP
]
= 1, using arguments analogous to the proof of Proposition 4.3. Note that by the
properties of the generator of Markov chains
(A.3) λ(i) = −Q(i, i)
is the intensity of jumps of the process {Λ}. Once the factor process jumps, the probability of
jump from state i to another state j is given by:
(A.4) Pij =
{
Q(i,j)
λ(i) i 6= j
0 otherwise
Proposition A.1. In the new probability measure defined by (A.2) the generator of X is given
by:
(A.5) q˜ij =
{
Q(i, j)(ξ(i, j, t) + 1) i 6= j
−
∑
k 6=i q˜ik otherwise
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Let γ and β be such that:
(A.6) β(i) =
∑
j
Pij [ξ(i, j, t) + 1]
and
(A.7) γij =
ξ(i, j, t) + 1
β(i)
Then, in particular, the jump intensity becomes λ˜ = βλ and the probability of jumps become:
(A.8) P˜ij = γijPij ,
Proof. Note that (A.6) and (A.7) imply that:
(A.9)
∑
j
γijPij = 1.
and
(A.10) ξ(i, j, t) = γijβ(i)− 1
Hence the result is a special case of the change of measure theory presented in Davis (2011). 
In our particular case the equation simplifies to:
(A.11)
dQ
dP
∣∣∣∣
FT
=
∏
0<s≤T
(1 + ∆M ξs )e
−
∫ T
0
∑
j ξ(j,Xs−,s)P (Xs−,j)λ(Xs−)ds
Following Cont & Tankov (2003) we can express the measure change in the exponential form:
dQ
dP
∣∣∣∣
FT
= exp
∑
Ti<T
log(1 + ∆M ξTi)−
∫ T
0
∑
j
ξ(Xs−, j, s)P (Xs−, j)λ(Xs−)ds

= exp
∑
Ti<T
log(γ(XTi−,XTi)β(XTi−))

× exp
− ∫ T
0
∑
j
ξ(Xs−, j, s)P (Xs−, j)λ(Xs−)ds

(A.12)
The last integral might be simplified:∑
j
ξ(Xs−, j, s)P (Xs−, j)λ(Xs−) = λ(Xs−)
∑
j
(γijβ(i)− 1)P (Xs−, j)
= λ(Xs−)β(i)
∑
j
γijP (Xs−, j)
− λ(Xs−)
∑
j
P (Xs−, j)
= λ˜(Xs−)− λ(Xs−)
(A.13)
After substitution and application of some simple algebra, we get the final form:
dQ
dP
∣∣∣∣
FT
= exp
∑
Ti<T
log γ(XTi−,XTi)

× exp
∑
Ti<T
log β(XTi−)−
∫ T
0
λ˜(Xs−)− λ(Xs−)ds
 .
(A.14)
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Note, that the first term is responsible for the change of measure of the distribution of jump
destination, and the second term is just a Poisson process intensity change corresponding to the
jump times.
A.2. Measure change for regime-switching compound Poisson processes. Now let the
measure change be defined by:
dQ
dP
∣∣∣∣
FT
= E(MT )
= eMT−
1
2
[M,M ]cT
∏
0<s≤T
(1 +∆Ms)e
−∆Ms ,
(A.15)
where Mt is defined in (2.1) and E[dQ/dP] = 1, using arguments analogous to the proof of
Proposition 4.3. If we denote by FXT = σ({Xt}0≤t≤T ) the filtration generated by the factor
process up to time T , then the measure change relevant for process {X} is given by:
dQ
dP
∣∣∣∣
FX
T
= E
[
E(MT )| F
X
T
]
= exp(−
∫ T
0
∑
j 6=Xs−
ξ(Xs−, j)Q(Xs−, j)ds)E
 ∏
0<s≤T
(1 + Zs)
∣∣∣∣∣∣FXT

= exp(−
∫ T
0
∑
j 6=Xs−
ξ(Xs−, j)Q(Xs−, j)ds)
∏
0<s≤T
E
[
(1 + Zs)| F
X
T
]
=
∏
0<s≤T
(1 + ξ(Xs−, j)) exp(−
∫ T
0
∑
j 6=Xs−
ξ(Xs−, j)Q(Xs−, j)ds),
(A.16)
where we used the independence property of Zi-s to interchange the product and expectation
in the third line and the definition of ξ in (2.2). Note that this measure change martingale is of
the same form as used in the previous section:
(A.17)
dQ
dP
∣∣∣∣
FXt
= E
[
E(MT )| F
X
t
]
= E(M ξt ),
hence results from Proposition A.1 apply.
A.3. Risk-adjusted stochastic exponentials. Given the factor process X and the jump
sequence Zi defined in Section 2, let M
h,θ
t be a martingale given by:
(A.18) Mh,θt =
∑
Ti<t
[(1 + h′Zi)
−θ − 1]−
∫ t
0
∑
j 6=Xs−
∫
Zi
[(1 + h′Zi)
−θ − 1]φ(z;Xs)dzds,
where
(A.19) φ(z; i) = λ(i)f˜ (z; i)
is the compensator of jumps, λ(i) =
∑
j 6=iQ(i, j) is the jump intensity in state i and
(A.20) f˜(z; i) =
∑
j 6=iQ(i, j)f(z; i, j)
λ(i)
is the (mixture) density of jump size in state i. The stochastic exponential of Mh,θt is given by:
(A.21) E(Mh,θt ) =
∏
0<Ti≤T
(1 + h′Zi)
−θe
−
∫ t
0
∑
j 6=Xs−
∫
Zi
[(1+h′Zi)−θ−1]φ(z;Xs1)dzds.
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To see the impact of a measure change defined by this stochastic exponential on the factor
process X, let:
(A.22) ξθ(Xs−, j) =
∫
R
(1 + h′z)−θf(z;Xs−, j)dz − 1.
Using the results from the previous section, the projection to the filtration generated by the
factor process is given by:
(A.23) E
[
Eθ(Mt)
∣∣∣FXT ] = ∏
0<Ti≤T
(1 + ξθ(XTi−,XTi))e
−
∫ T
0
∑
j 6=Xs−
ξθ(Xs−,j)Q(Xs−,j)ds,
because of the independence of the jump sizes Z and the identity
(A.24) E
[
(1 + h′Zi)
−θ
∣∣∣FXT ] = ∫
R
(1 + h′z)−θf(z;XTi−,XTi)dz = ξ
θ(XTi−,XTi) + 1
for Ti ≤ T . Hence the effect of this measure change on the factor process follows from Proposition
A.1, where the martingale is defined by the function ξθ.
The following proposition summarises the effect of this measure change on the distribution of
jumps sizes Z; it is needed in the proof of Proposition 4.3.
Proposition A.2. Provided that E(Mh,θt ) is a martingale, let:
(A.25)
dP˜
dP
= E(Mh,θt )
with E(Mh,θt ) defined in (A.18). Then the compensator of jumps Z in the new measure P˜ is
given by:
(A.26) φ˜(z; i) = (1 + h′z)−θφ(z; i)
Proof. The change of measure formula for compound Poisson processes (extended with state-
dependence) is given by:
(A.27)
dP˜
dP
∣∣∣∣∣
Ft
=
∏
s≤t
φ˜(Zs;Xs−)
φ(Zs;Xs−)
e(λ(Xs−)−λ˜(Xs−))t,
see e.g. Shreve (2004, pp. 498-499). Comparing to (A.21) and using calculations similar to
proof of Proposition A.1, we get that:
(A.28)
φ˜(z;Xs−)
φ(z;Xs−)
= (1 + h′z)−θ,
which finishes the proof.

Appendix B. Proof of Proposition 4.3
This proof in an adaptation of Klebaner & Lipster (2014) to the current setting. First note
that the process χht , where h ∈ H is the fixed trading strategy, solves the following stochastic
differential equation:
(B.1) dχht = χ
h
t−dM
χ
t ,
where
Mχt = −θ
∫ t
0
h′sΣdWs +
∑
0<s≤T
[(1 + h′sZs)
−θ − 1]
−
∫ t
0
∫
Zi
[(1 + h′z)−θ − 1]φ(z;Xs−)dzds
(B.2)
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where φ is defined as in (A.19). First note that, using the assumption (4.5), the process Mχ is
a martingale. Let us define a localizing sequence of stopping times as:
(B.3) τn = inf{t : χt ≥ n}
Then for every n, the stopped process χ(t∧τn)− is bounded by construction. The main idea
behind the proof is that the uniform integrability of the family {χt∧τn}n→∞ is verified by the de
la Valle´e Poussin theorem with function x log x for x > 0. By Ito’s lemma:
χ2t∧τn − 1 = −2θ
∫ t
0
1{s≤τn}χ
2
(s∧τn)−
h′sΣdWs
+ 2
∑
0<s≤T
1{s≤τn}χ
2
(s∧τn)−
[(1 + h′sZs)
−θ − 1]
− 2
∫ t
0
1{s≤τn}χ
2
(s∧τn)−
∫
Zi
[(1 + h′z)−θ − 1]φ(z;Xs−)dzds
+
∑
0<s≤T
1{s≤τn}χ
2
(s∧τn)−
[(1 + h′sZs)
−θ − 1]2
−
∫ t
0
1{s≤τn}χ
2
(s∧τn)−
∫
Zi
[(1 + h′z)−θ − 1]2φ(z;Xs−)dzds
+ θ
∫ t
0
1{s≤τn}χ
2
(s∧τn)−
h′sΣΣ
′hsds
+
∫ t
0
1{s≤τn}χ
2
(s∧τn)−
∫
Zi
[(1 + h′z)−θ − 1]2φ(z;Xs−)dzds
(B.4)
Note that the first five lines in the formula above form a martingale with expectation zero.
Hence:
E
[
χ2t∧τn − 1
]
= E
[∫ t
0
1{s≤τn}χ
2
(s∧τn)−
(
θh′sΣΣ
′hs
+
∫
Zi
[(1 + h′z)−θ − 1]2φ(z;Xs−)dz
)
ds
]
.
(B.5)
Using the assumptions from Section 2, the following process is bounded for every state i ∈ N
and time s ≤ τn:
(B.6) θh′sΣ(i)Σ(i)
′hs +
∫
Zi
[(1 + h′sz)
−θ − 1]2φ(z; i)dz ≤ r,
and so χt∧τn is a square integrable martingale with E [χt∧τn ] = 1. We can use it to define a
measure change:
(B.7)
dPn
dP
= χt∧τn
From Girsanov Theorem the Brownian motion in the new measure Pn for all t ≤ τn is given by:
(B.8) W˜t =Wt + θ
∫ t
0
h′sΣds
and from Proposition A.2, the jump compensator becomes:
(B.9) φ˜(z; i) = (1 + h′z)−θφ(z; i) = φ(z; i) + [(1 + h′z)−θ − 1]φ(z; i)
Note that χt∧τn can be decomposed as:
(B.10) χt∧τn = exp(Mt∧τn −At∧τn),
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where
Mt∧τn = −θ
∫ t
0
h′sΣdWs +
∑
0<s≤T
[(1 + h′sZs)
−θ − 1]
−
∫ t
0
∫
Zi
[(1 + h′z)−θ − 1]φ(z;Xs−)dzds
(B.11)
and
At∧τn =
θ2
2
∫ t
0
h′sΣΣ
′hsds
+
∑
0<s≤T
[(1 + h′sZs)
−θ − 1]− log[(1 + h′sZs)
−θ].
(B.12)
The elementary inequality log(x) ≤ x−1 for all x > 0 implies that the process At is non-negative.
Therefore log(χt∧τn) ≤Mt∧τn , and we have the bound:
(B.13) E [χt∧τn log χt∧τn ] ≤ E [χt∧τnMt∧τn ] = E
n [Mt∧τn ] ,
where En [·] denotes the expectation in the Pn probability measure. Using (B.8) and (B.9) we
can write Mt∧τn as :
Mt∧τn = −θ
∫ t
0
h′sΣdW˜s + θ
∫ t
0
h′sΣΣ
′hsds+
∑
0<s≤T
[(1 + h′sZs)
−θ − 1]
−
∫ t
0
∫
Zi
[(1 + h′z)−θ − 1]φ˜(z;Xs−)dzds
+
∫ t
0
∫
Zi
[(1 + h′z)−θ − 1]2φ(z; i)dzds,
(B.14)
and so:
En [Mt∧τn ] = E
n
[∫ t
0
θh′sΣΣ
′hs +
∫
Zi
[(1 + h′z)−θ − 1]2φ(z; i)dzds
]
≤ r,
(B.15)
by (B.6). This is a uniform bound, hence:
(B.16) sup
n
E [χt∧τn log χt∧τn ] <∞.
As indicated above, this implies that the family {χt∧τn}n→∞ is uniformly integrable by the de
la Valle´e Poussin theorem, which finishes the proof.
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