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SUMMARY
In this thesis, we propose efficient algorithms and provide theoretical analysis through
the angle of spectral methods for some important non-convex optimization problems in ma-
chine learning. Specifically, we focus on two types of non-convex optimization problems:
learning the parameters of latent variable models and learning in deep neural networks.
Part I. Spectral methods for latent variable estimation
Learning latent variable models is traditionally framed as a non-convex optimization
problem through Maximum Likelihood Estimation (MLE). For some specific models such
as multi-view model, we can bypass the non-convexity by leveraging the special model
structure and convert the problem into spectral decomposition through Methods of Mo-
ments (MM) estimator. In this thesis, we propose a novel algorithm that can flexibly learn
a multi-view model in a non-parametric fashion. It estimates the conditional distributions
of the latent variable model by decomposing operators in a functional space.
We then demonstrate one application of spectral methods in the task of DNA motif
prediction. By modeling the DNA sequence as a HMM and learn the representation with
spectral methods, we can efficiently compute the posterior distribution of the latent vari-
ables without being trapped in local optima. We then feed these latent features into a
classifier and achieve superior performance than that obtained by hand-crafted features.
Part II. Scalable algorithms to solve nonlinear spectral methods
One obstacle of applying the nonparametric spectral methods to large datasets is that
it scales at least quadratically with the number of data points. To overcome the issue, we
propose two versions of scalable nonlinear spectral algorithms. One version, called doubly
stochastic gradient descent, uses sampling to approximate two expectations in the problem,
and it achieves better balance of computation and statistics by adaptively growing the model
as more data arrive. Although it is still a non-convex optimization problem, the algorithm
is guaranteed to converge at the rate of O(1/t) where t is the number of iterations.
xxi
Another version is the distributed kernel principle component analysis (KPCA) algo-
rithm. The proposed algorithm estimates leverage scores to only sample a few representa-
tive data points from the whole dataset. To reduce communication overhead, the leverage
scores are approximated by sketched data points. By carefully controlling the balance be-
tween communication and approximation error, we obtain a distributed algorithm that is
nearly optimally communication efficient.
Part III. Analysis of neural network learning
Learning with neural networks is a difficult non-convex problem while simple gradient-
based methods achieve great success in practice. In this part of the thesis, we try to un-
derstand the optimization landscape of learning one-hidden-layer networks with Rectified
Linear (ReLU) activation functions. By directly analyzing the structure of the gradient, we
can show neural networks with diverse weights have no spurious local optima. This partly
explains the empirical success of gradient descent since a stationary point leads to a global
optimum under diversity conditions on the neural weights.
Inspired by the analysis, we introduce semi-random units, which sit between fully ad-
justable ReLU units and random features. Semi-random units possess nice theoretical prop-
erties despite the non-convex nature of the optimization problem. In particular, networks
with such units have no spurious local optima and gradient descent converges to the global
optimum. Moreover, semi-random features only use slightly more units to reach compara-




Most machine learning problems can be formulated as optimization problems. For ex-
ample, the most commonly used criterion is the Maximum Likelihood Estimation (MLE)
where one maximizes the log-likelihood of the data given a particular model. In addition,
most supervised learning algorithms can fit under the empirical risk minimization (ERM)
framework where one minimizes the loss averaged over the training set plus a regular-
ization term. Even from the Bayesian perspective, variational Bayesian methods perform
inference by solving an optimization problem.
One particular class of optimization problems, namely convex optimization, has tra-
ditionally received much attention from the machine learning community due to its nice
theoretical properties and existence of efficient algorithms. For convex problems, any local
optimum is a global optimum, so one can use simple local search algorithms such as gra-
dient descent to reach the optima with guarantees. These guarantees are so powerful that
gradient descent and its variants are the standard approach to solve large-scale machine
learning problems.
However, many important problems cannot be formulated as convex optimization or
will be more computationally expensive than their non-convex counterparts. For instance,
latent variable models are a large family of probabilistic graphical models that involve
non-convex optimization. In addition, matrix completion, another popular task, can be
more efficiently solved through alternating minimization than the convex nuclear norm
regularization. Moreover, deep learning is filled with highly complex and difficult non-
convex optimization problems.
There are mainly two reasons for why non-convex optimization is necessary for ma-
chine learning. The first one is that in many cases data exhibit “cluster” structures. In order
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to capture such structures, a model will likely consists of components that correspond to
such “clusters” and this usually leads to non-convex optimization such as in k-means and
matrix decomposition. Another reason is that non-convex formulations are usually more
efficient in terms of number of parameters to succinctly represent a joint distribution or a
function class. Examples include latent graphical models and deep neural networks.
Unfortunately, non-convex formulation achieves more efficient representation at the ex-
pense of intractable optimization. In general, no efficient algorithms exist for non-convex
problems since there may be numerous local optima or saddle points. One can still use
techniques such as gradient descent in practice but there are no guarantees for such pro-
cedures. In fact, how to optimize correctly is a fundamental research question in learning
neural networks. One needs to know many tricks of the trade and it is more an art than a
science to successfully train a deep network.
In this thesis, we tackle some specific non-convex problems from the angle of spectral
methods and analysis. In the case of latent variable models, we bypass the non-convexity
by resorting to the Methods of Moments (MM) estimators to solve a set of nonlinear equa-
tions. Such equations can be efficiently solved by spectral decomposition because these
latent variable models exhibit symmetric low-rank tensor structure. In the case of analyz-
ing convergence properties of deep neural networks, we can express the gradient as the
product of a special matrix and the residual vector. By lower bounding the spectrum of the
special matrix, we can show a stationary point is a global optimum.
Computationally, we have also proposed novel algorithms to solve large-scale non-
convex optimization problems. In particular, we focus on kernel PCA, which is a basic
computation unit used by many other algorithms. We have proposed both stochastic and
distributed versions. The stochastic algorithm is called doubly stochastic gradient, which
uses two sources of randomness to speed up computation. The distributed version leverages
sketches to reduce communication overheads.
2
1.1 Thesis structure
This thesis is organized into three parts. In the first part, we propose spectral methods
for learning latent variable models. Chapter 2 introduces a non-parametric algorithm for
estimating the conditional distributions of a multi-view model. In Chapter 3, we showcase
one application of spectral methods in bioinformatics.
The second part centers around tackling computational issues of spectral algorithms
in a functional space. The main computation boils down to kernel PCA. In the next two
chapters, we introduce two versions of scalable algorithms for kernel PCA. The first one is
a stochastic optimization algorithm, called doubly stochastic gradient, that uses a few sam-
ples to approximate an expectation. In Chapter 4, we introduce this algorithm in the non-
convex setting and prove that it is guaranteed to converge to the global optima. The second
version of scalable algorithm is distributed kernel PCA, which we illustrate in Chapter 5.
In the last part, we study the non-convex problem associated with learning neural net-
works. Recently, deep learning has been extremely successful with simple gradient descent
even on highly non-convex objectives. In Chapter 6, we try to understand this phenomenon
by analyzing a one-hidden-layer neural network and show under some conditions there
are no spurious local optima. Chapter 7 improves the analysis by introducing deep semi-
random features that relax the condition on the weights which may be difficult to guarantee
during gradient descent.
1.2 Thesis contribution
The thesis include both theoretical and algorithmic contributions to the field of machine
learning. These contributions are:
1. A principled algorithm to solve some specific latent variable models without being
trapped in local optima.
2. Scalable algorithms to solve a key non-convex optimization problem.
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3. Theoretical analysis of the optimization landscape of learning neural networks.
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PART I: SPECTRAL METHODS FOR LATENT VARIABLE MODELS
Latent variable models are a powerful class of probabilistic graphical models that de-
compose the joint distribution into a mixture of factorized distributions. Such decomposi-
tion not only provides a more efficient representation but also captures the corresponding
structure within data. Some prime examples are Gaussian Mixture Models (GMM) [1],
Hidden Markov Models (HMM) [2] and Latent Dirichlet Allocation (LDA) [3].
One pressing problem in learning these latent variable models through Maximum Like-
lihood Estimation (MLE) is that the optimization problem is non-convex. The most popular
algorithm to learn these models is the Expectation Maximization (EM) [4] algorithm, which
is a local search heuristic and the solution quality highly depends on the initialization.
In this part, we discuss Methods of Moments (MM) as an alternative to MLE to learn
the latent variable models. Unlike MLE, MM estimates the parameters by solving a set of
equations where the empirical moments are equal to the population moments. For some
specific models, the population moments have a nice tractable form which allows one to
solve them through spectral decompositions. This approach is called “spectral methods”
and it has seen many successful applications.
In Chapter 2, we introduce a non-parametric algorithm for estimating conditional distri-
butions of a multi-view model. Previous approaches can only handle discrete distributions
or parametric forms. The non-parametric estimation technique can model many more com-
plex distributions without assuming prior knowledge of the specific form.
In Chapter 3, we demonstrate the effectiveness of spectral algorithms in the applica-
tion of bioinformatics. In particular, these features learned through the spectral algorithms
achieve superior performance than that of hand-crafted features.
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CHAPTER 2
NONPARAMETRIC ESTIMATION OF MULTI-VIEW
LATENT VARIABLE MODELS
Spectral methods have greatly advanced the estimation of latent variable models, generat-
ing a sequence of novel and efficient algorithms with strong theoretical guarantees. How-
ever, current spectral algorithms are largely restricted to mixtures of discrete or Gaussian
distributions. In this chapter, we propose a kernel method for learning multi-view latent
variable models, allowing each mixture component to be nonparametric and learned from
data in an unsupervised fashion. The key idea of our method is to embed the joint dis-
tribution of a multi-view latent variable model into a reproducing kernel Hilbert space,
and then the latent parameters are recovered using a robust tensor power method. We es-
tablish that the sample complexity for the proposed method is quadratic in the number of
latent components and is a low order polynomial in the other relevant parameters. Thus,
our nonparametric tensor approach to learning latent variable models enjoys good sam-
ple and computational efficiencies. As a special case of our framework, we also obtain a
first unsupervised conditional density estimator of the kind with provable guarantees. In
both synthetic and real world datasets, the nonparametric tensor power method compares
favorably to EM algorithm and other spectral algorithms.
2.1 Introduction
Recently, there is a surge of interest in designing spectral algorithms for estimating the
parameters of latent variable models [5, 6, 7, 8, 9, 10, 11]. Compared to the Expectation-
Maximization (EM) algorithm [4] traditionally used for this task, spectral algorithms are
better in terms of their computational efficiency and provable guarantees. However, current
spectral algorithms are largely restricted to mixture of discrete or Gaussian distributions,
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e.g. [10, 12]. When the mixture components are distributions other than these standard
distributions, the theoretical guarantees for these algorithms are no longer applicable, and
their empirical performance can be very poor.
We propose a kernel method for obtaining sufficient statistics of a multi-view latent












given samples only from the observed variables {Xt}t∈[`], but not the hidden variable H .
These statistics allow us to answer integral query,
∫
X f(xt) dP(xt|h), for functions f from a
reproducing kernel Hilbert space (RKHS) without the need to assume any parametric form
for the involved latent component P(Xt|h) (we call this setting “unsupervised”). Note
that this is a very challenging problem, since we do not have samples to directly estimate
P(Xt|h). Hence traditional kernel density estimator does not apply. Furthermore, the non-
parametric form of P(Xt|h) renders previous spectral methods inapplicable.
Our solution is to embed the distribution of the observed variables in such a model
into a reproducing kernel Hilbert space, and exploit tensor decomposition of the embed-
ded distribution (or covariance operators) to recover the unobserved embedding µXt|h =∫
X φ(x) dP(x|h) of the mixture components. The key computation of our algorithm in-
volves a kernel singular value decomposition of the two-view covariance operator, followed
by a robust tensor power method on the three-view covariance operator. These standard
matrix operations makes the algorithm very efficient and easy to deploy.
Although kernel methods have been previously applied to learning latent variable mod-
els, none of them can provably recover the exact latent component P(Xt|h) or its sufficient
statitiscs to support integral query on this distribution. For instance, [6, 8, 13] estimated
an (unknown) invertible transformation of the sufficient statistics of the latent component
P(Xt|h), and only supported integral query associated with the distribution of the observed
7
variables. [14] used kernel independence measure to cluster data points, and treated each
cluster as a latent component. Besides computational issues, it is also difficult to provide
theoretical guarantees to such an approach since the clustering step only finds a local min-
imum. [15] designed an EM-like algorithm for learning the conditional densities in latent
variable models. This algorithm alternates between the E-step, proportional assignment of
data points to components, and the M-step, kernel density estimation based on weighted
data points. Similarly, theoretical analysis of such a local search heurstic is difficult.
The kernel algorithm proposed in this chapter is also significantly more general than
the previous spectral algorithms which work only for distributions with parametric assump-
tions [10, 12]. In fact, when we use the delta kernel, our algorithm recovers the previous
algorithm of [10] for discrete mixture components as a special case. When we use univer-
sal kernels, such as the Gaussian RBF kernel, our algorithm can recover Gaussian mixture
components as well as mixture components with other distributions. In this sense, our
work also provides a unifying framework for previous spectral algorithms. We prove sam-
ple complexity bounds for the nonparametric tensor power method and show that it is both
computational and sample efficient. As a special case of our framework, we also obtain a
first unsupervised conditional density estimator of the kind with provable guarantees. Fur-
thermore, our approach can also be generalized to other latent variable learning tasks such
as independent component analysis and latent variable models with Dirichlet priors.
Experimentally, we corroborate our theoretical results by comparing our algorithm to
the EM algorithm and previous spectral algorithms. We show that when the model assump-
tions are correct for the EM algorithm and previous spectral algorithms, our algorithm
converges in terms of estimation error to these competitors. In the opposite cases when
the model assumptions are incorrect, our algorithm is able to adapt to the nonparametric
mixture components and beating alternatives by a very large margin.
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2.2 Preliminary
We denote by X a random variable with domain X , and refer to instantiations of X by the
lower case character, x. We endow X with some σ-algebra A and denote a distributions
(with respect to A ) onX by P(X). For the multi-view model in equation (2.1), we also deal
with multiple random variables,X1, X2, . . . , X`, with joint distribution P(X1, X2, . . . , X`).
For simplicity of notation, we assume that the domains of all Xt, t ∈ [`] are the same, but
the methodology applies to the cases where they have different domains. Furthermore, we
denote by H a hidden variable with domainH and distribution P(H).
A reproducing kernel Hilbert space (RKHS) F on X with a kernel κ(x, x′) is a Hilbert
space of functions f(·) : X 7→ R with inner product 〈·, ·〉F . Its element κ(x, ·) satisfies
the reproducing property: 〈f(·), κ(x, ·)〉F = f(x), and consequently, 〈κ(x, ·), κ(x′, ·)〉F =
κ(x, x′), meaning that we can view the evaluation of a function f at any point x ∈ X as an
inner product. Alternatively, κ(x, ·) can be viewed as an implicit feature map φ(x) where
κ(x, x′) = 〈φ(x), φ(x′)〉F . In this chapter, we will focus on X = Rd, and the normalized
Gaussian RBF kernel
κ(x, x′) = exp(−‖x− x′‖2 /(2s2))/(
√
2πsd). (2.2)
But kernel functions have also been defined on graphs, time series, dynamical systems,
images and other structured objects [16]. Thus the methodology presented below can be
readily generalized to a diverse range of data types as long as kernel functions are defined.
2.3 Kernel Embedding of Distributions
Kernel embeddings of distributions are implicit mappings of distributions into potentially
infinite dimensional RKHS. The kernel embedding approach represents a distribution by
9
an element in the RKHS associated with a kernel function [17],




where the distribution is mapped to its expected feature map, i.e., to a point in a potentially
infinite-dimensional and implicit feature space. By the reproducing property of an RKHS,
the kernel embedding is a sufficient statistic for integral query ∀f ∈ F , i.e.,
∫
X f(x) dP(x) =
〈µX , f〉F .Kernel embedding of distributions has rich representational power. The mapping
is injective for characteristic kernels [18]. That is, if two distributions, P(X) and Q(X),
are different, they are mapped to two distinct points in the RKHS. For domain Rd, many
commonly used kernels are characteristic, such as the normalized Gaussian RBF kernel.
Kernel embeddings can be readily generalized to joint distributions of two or more
variables using tensor product feature maps. We can embed the joint distribution of two
variables X1 and X2 into a tensor product feature space F ×F by CX1X2 :=
∫
X×X φ(x1)⊗
φ(x2) dP(x1, x2), where the reproducing kernel for the tensor product features satisfies
〈φ(x1)⊗ φ(x2), φ(x′1)⊗ φ(x′2)〉F×F = κ(x1, x′1)κ(x2, x′2). By analogy, we can also de-
fine CX1X2X3 := EX1X2X3 [φ(X1)⊗ φ(X2)⊗ φ(X3)].
Given a sample DX = {x1, . . . , xm} of size m drawn i.i.d. from P(X), the empirical
kernel embedding can be estimated simply as µ̂X = 1m
∑m
i=1 φ(x
i) with an error ‖µ̂X −
µX‖F scaling asOp(m−
1










1)⊗φ(xi2)⊗φ(xi3) respectively. Note that
we never explicitly compute the feature maps φ(x) for each data point. Instead, most of the
computation required for subsequent statistical inference using kernel embeddings can be
reduced to the Gram matrix manipulation.
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2.3.1 Kernel Embedding as Multi-Linear Operator
The joint embeddings can also be viewed as an uncentered covariance operator CX1X2 :
F 7→ F by the standard equivalence between a tensor product feature and a linear map.
That is, given two functions f1, f2 ∈ F , their covariance can be computed by
EX1X2 [f1(X1)f2(X2)] = 〈f1, CX1X2f2〉F ,
or equivalently 〈f1 ⊗ f2, CX1X2〉F×F , where in the former we view CXY as an operator
while in the latter we view it as an element in tensor product feature space. By analogy,
CX1X2X3 (with shorthand CX1:3) can be regarded as a multi-linear operator from F ×F ×F
to R. It will be clear from the context whether we use CX1:3 as an operator between two
spaces or as an element from a tensor product feature space. For generic introduction to
tensors, please see [19].
In the multi-linear operator view, the application of CX1:3 to a set of elements {f1, f2, f3 ∈ F}
can be defined using the inner product from the tensor product feature space, i.e.,
CX1:3 ×1 f1 ×2 f2 ×3 f3 := 〈CX1:3 , f1 ⊗ f2 ⊗ f3〉F3
which is further equal to EX1X2X3 [
∏
t∈[3] 〈φ(Xt), ft〉F ]. Furthermore, we can define the




(CX1:3 ×1 ui1 ×2 ui2 ×3 ui3)
2 using










The joint embedding, CX1X2 , can be viewed as infinite dimensional matrices. For
instance, we can perform singular value decomposition CX1X2 =
∑∞
i=1 σi · ui1 ⊗ ui2 ,







⊂ F are singular vectors and orthonormal bases. The rank of CX1X2 is the
smallest k such that σi = 0 for i > k.
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X1 X2 · · · X`
(a) Naı̈ve Bayes model
H1 H2 · · · H`
X1 X2 X`
(b) Hidden Markov model
Figure 2.1: Examples of multi-view latent variable models.
2.4 Multi-View Latent Variable Models
Multi-view latent variable models studied in this chapter are a special class of Bayesian
networks in which (i) observed variables X1, X2, . . . , X` are conditionally independent
given a discrete latent variable H , and (ii) the conditional distributions, P(Xt|H), of the
Xt, t ∈ [`] given the hidden variable H can be different. The conditional independent
structure of a multi-view latent variable model is illustrated in Figure 2.1(a), and many
complicated graphical models, such as the hidden Markov model in Figure 2.1(b), can be
reduced to a multi-view latent variable model. For simplicity of exposition, we will explain
our method using the model with symmetric view. That is the conditional distribution are
the same for each view, i.e., P(X|h) = P(X1|h) = P(X2|h) = P(X3|h). In Appendix A.1,
we will show that multi-view models with different views can be reduced to ones with
symmetric view.
2.4.1 Conditional Embedding Operator
For simplicity of exposition, we focus on a simple model with three observed variables
(` = 3). Suppose H ∈ [k], then we can embed each conditional distribution P(X|h)






If we vary the value of H , we obtain the kernel embedding for different P(X|h). Concep-
tually, we can tile these embeddings into a matrix (with infinite number of rows)
CX|H =
(
µX|h=1, µX|h=2, . . . , µX|h=k
)
, (2.5)
which is called the conditional embedding operator. If we use the standard basis eh in Rk
to represent each value of h, we can retrieve each µX|h from CX|H by
µX|h = CX|Heh (2.6)
Once we have the conditional embedding µX|h, we can compute the conditional expectation
of a function f ∈ F as
∫





Remarks. For data from Rd and the normalized Gaussian RBF kernel in (2.2), the con-
ditional density p(x|h) exists, and it can be approximated by the embedding as p̃(x|h) :=〈
φ(x), µX|h
〉
F = EX|h[κ(x,X)]. Essentially, this is the convolution of the conditional
density with the kernel function.
For continuous density p(x|h) with suitable smoothness conditions, the approximation
error is of the order [20]
|p(x|h)− p̃(x|h)| = O(s2). (2.7)
2.4.2 Factorized Kernel Embedding











Since we assume the hidden variable H ∈ [k] is discrete, we let πh := P(h). Furthermore,
if we apply Kronecker delta kernel δ(h, h′) with feature map eh, then the embeddings for
P(H)














are diagonal tensors. Making use of CHH and CHHH , and the factorization of the distri-
butions P(X1, X2) and P(X1, X2, X3), we obtain the factorization of the embedding of






















eh ⊗ eh P(h)
)
C>X|H
= CX|H CHH C>X|H , (2.8)
and that of P(X1, X2, X3) (third order embedding)
CX1X2X3 = CHHH ×1 CX|H ×2 CX|H ×3 CX|H . (2.9)
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2.4.3 Identifiability of Parameters
We note that CX|H =
(
µX|h=1, µX|h=2, . . . , µX|h=k
)
, and the kernel embeddings for CX1X2








πh · µX|h ⊗ µX|h ⊗ µX|h. (2.11)
[21] showed that, under mild conditions, a finite mixture of nonparametric product distri-
butions is identifiable. The multi-view latent variable model in (2.10) and (2.11) has the
same form as a finite mixture of nonparametric product distribution, and therefore we can
adapt Allman’s results to the current setting.
Proposition 1 (Identifiability) Let P(X1, X2, X3) be a multi-view latent variable model,





h∈[k] are identifiable from CX1X2X3 , up to label swapping of
the hidden variable H .
Example 1. The probability vector of a discrete variable X ∈ [n], and the joint proba-
bility table of two discrete variables X1 ∈ [n] and X2 ∈ [n], are both kernel embeddings.
To see this, let the kernel be the Kronecker delta kernel κ(x, x′) = δ(x, x′) whose feature













We require that the conditional probability table {P (X|h)}h∈[k] to have full column rank
for identifiability in this case.
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Example 2. Suppose we have a k-component mixture of one dimensional spherical
Gaussian distributions. The Gaussian components have identical covariance σ2, but their
mean values are distinct. Note that this model is not identifiable under the framework
of [12] since the mean values are just scalars and therefore, rank deficient. However, if we
embed the density functions using universal kernels such as Gaussian RBF kernel, it can
be shown that the mixture model becomes identifiable. This is because we are working
with the entire density function which are linearly independent from each other in this
case. Thus, the non-parametric framework allows us to incorporate a wider range of latent
variable models.
Finally, we remark that the identifiability result in Proposition 1 can be extended to
cases where the conditional distributions do not satisfy linear independence, i.e., they are
overcomplete, e.g. [22, 23, 24]. However, in general, it is not tractable to learn such over-
complete models and we do not consider them here.
2.5 Kernel Algorithm




h∈[k], of the multi-
view latent variable model based on CX1X2 and CX1X2X3 . This can be easily extended to the
sample versions and this is discussed in Section 2.5.2. Again for simplicity of exposition,
the algorithm is explained for symmetric view case. The more general version is presented
in Appendix A.1.
2.5.1 Population Case
We first derive the algorithm for the population case as if we could access the true operator
CX1X2 and CX1X2X3 . Its finite sample counterpart will be presented in the next section.
The algorithm can be thought of as a kernel generalization of the algorithm in [25] using
embedding representations.
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σi · ui ⊗ ui
where the eigen-values are ordered in non-decreasing manner. According to the factor-
ization in Eq. (2.8), CX1X2 has rank k. Let the leading eigenvectors corresponding to
the largest k eigen-value be Uk := (u1, u2, . . . , uk), and the eigen-value matrix be Sk :=








and M :=W>CX|HC1/2HH is an orthogonal matrix.
Step 2. We apply the whiten operator to the 3rd order kernel embedding CX1X2X3
T := CX1X2X3 ×1 (W>)×2 (W>)×3 (W>).
According to the factorization in Eq. (2.9), T = C−1/2HHH×1M×2M×3M, which is a tensor
with orthogonal factors. Essentially, each column vi of M is an eigenvector of T .
Step 3. We use tensor power method to find the leading k eigenvectors M for T [10].
The corresponding k eigenvalues λ = (λ1, . . . , λk)> will then be equal to
(P(h = 1)−1/2, . . . ,P(h = k)−1/2).
The tensor power method is provided in the Appendix in Algorithm 8 for completeness.
Step 4. We recover the conditional embedding operator by undoing the whitening step
CX|H = (W>)†M diag(λ).
17
2.5.2 Finite Sample Case
Given m observation DX1X2X3 = {(xi1, xi2, xi3)}i∈[m] drawn i.i.d. from a multi-view latent
variable model P(X1, X2, X3), we now design a kernel algorithm to estimate the latent pa-
rameters from data. Although the empirical kernel embeddings can be infinite dimensional,
we can carry out the decomposition using just the kernel matrices. We denote the implicit
feature matrix by




2), . . . , φ(x
m
2 )),




1), . . . , φ(x
m
1 )),
and the corresponding kernel matrix by K = Φ>Φ and L = Ψ>Ψ respectively. And we
denote K:x := Φ>φ(x) as a column vector containing the kernel between x and data points
in Φ. For three vectors ξ1, ξ2 and ξ3, denote the symmetric tensor obtained from their outer
product
⊗ [ξ1, ξ2, ξ3] := ξ1 ⊗ ξ2 ⊗ ξ3 + ξ3 ⊗ ξ1 ⊗ ξ2 + ξ2 ⊗ ξ3 ⊗ ξ1.
Then the steps in the population case can be mapped one-by-one into kernel operations.








φ(xi1)⊗ φ(xi2) + φ(xi2)⊗ φ(xi1)
)
,
which can be expressed succinctly as ĈX1X2 = 12mΦΨ
>. Its leading k eigenvectors Ûk =
(û1, . . . , ûk) lie in the span of the column of Φ, i.e., Ûk = Φ(β1, . . . , βk) with β ∈ R2m.
Then we can transform the eigen-value decomposition problem for an infinite dimensional
matrix to a problem involving finite dimensional kernel matrices,
ĈX1X2 Ĉ>X1X2 u = σ̂
2 u ⇒ 1
4m2









RLR>β̃ = σ̂2 β̃, and obtain β = R†β̃. (2.12)





i Kβi′ = β̃
>
i β̃i′ = δii′ .



























where ξ(xi1) := Ŝ
−1/2
k (β1, . . . , βk)
>K:xi1 ∈ R
k.
Step 3. We run tensor power method [10] on the finite dimension tensor T̂ to obtain
its leading k eigenvectors M̂ := (v̂1, . . . , v̂k) and the corresponding eigenvalues λ̂ :=
(λ̂1, . . . , λ̂k)
>.
Step 4. The estimates of the conditional embeddings are
ĈX|H = Φ(β1, . . . , βk)Ŝ1/2k M̂ diag(λ̂).
The overall kernel algorithm is summarized in Algorithm 1.
2.6 Sample Complexity
Let ρ := supx∈X κ(x, x), ‖ · ‖ be the Hilbert-Schmidt norm, πmin := mini∈[k] πi and
σk(CX1X2) be the k-th largest singular value of CX1X2 . In the following, we provide sample
complexity bounds for the estimated conditional embedding µX|h and the corresponding
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Algorithm 1 Kernel Spectral Algorithm
In: Kernel matrices K and L, and desired rank k
Out: A vector π̂ ∈ Rk and a matrix A ∈ R2m×k
1: Cholesky decomposition: K = R>R
2: Eigen-decomposition: 1
4m2
RLR>β̃ = σ̂2 β̃
3: Use k leading eigenvalues: Ŝk = diag(σ̂1, . . . , σ̂k)
4: Use k leading eigenvectors (β̃1, . . . , β̃k) to compute: (β1, . . . , βk) = R†(β̃1, . . . , β̃k)
5: Form tensor: T̂ = 1
3m
∑m
i=1⊗ [ξ(xi1), ξ(xi2), ξ(xi3)] where ξ(xi1) =
Ŝ
−1/2
k (β1, . . . , βk)
>K:xi1
6: Power method: eigenvectors M̂ := (v̂1, . . . , v̂k), and the eigenvalues λ̂ :=
(λ̂1, . . . , λ̂k)
> of T̂
7: A = (β1, . . . , βk)Ŝ
1/2
k M̂ diag(λ̂)




prior distribution π (the proof is in Appendix A.3).


















for some constants C3, C4 > 0, and the number of iterations N and the number of random
initialization vectors L (drawn uniformly on the sphere Sk−1) satisfy
N ≥ C2 ·
(






for constant C2 > 0 and L = poly(k) log(1/δ), the robust power method in [10] yields
eigen-pairs (λ̂i, v̂i) such that there exists a permutation η, with probability 1− 4δ, we have
‖π−1/2j µX|h=j − (β1, . . . , βk)Ŝ
1/2
k v̂η(j)‖F ≤ 8εT · π
−1/2
j ,
























Proof Sketch: Our proof is different from those in [10] which only analyze the perturbation
of the tensor decomposition. Our proof further takes into account the error introduced by
the approximate whitening step, and its effects to the tensor decomposition.
Remark 1: We note that the sample complexity is poly(k, ρ, 1/πmin, 1/σk(CX1X2)) of a
low order, and in particular, it isO(k2), when the other parameters are fixed. For the special
case of discrete measurements, where the kernel κ(x, x′) = δ(x, x′), we have ρ = 1. Note
that the sample complexity depends in this case only on the number of components k and
not on the dimensionality of the observed state space.
Remark 2: Theorem 2 also gives us an error bound for estimating the integral of a
function f ∈ F with respect to a mixture component in unsupervised fashion. Under the










∥∥µX|h − µ̂X|h∥∥F = O ( 1√m)
assuming ‖f‖F is bounded and ρ/σk = O(1). We are not aware of any other result of the
similar type in this unsupervised setting.
Remark 3: For x ∈ Rd and the normalized Gaussian RBF kernel in (2.2), the recovered






F . In this case, the error can be decomposed into two terms
|p(x|h)− p̂(x|h)| ≤ |p(x|h)− p̃(x|h)|︸ ︷︷ ︸
O(s2) bias as in (2.7)
+ |p̃(x|h)− p̂(x|h)|︸ ︷︷ ︸
estimation error
where s is kernel bandwidth and p̃ is the density convolved with the kernel function. The
estimation error is bounded by |p̃(x|h) − p̂(x|h)| ≤ ‖φ(x)‖F‖µX|h − µ̂X|h‖F = O(ρ1/2 ·
m−1/2) = O(s−d/2m−1/2) assuming ρ/σk = O(1) and using ρ = O(s−d). Under the
conditions specified in Theorem 2, we combine the analysis for the two sources of errors,
and obtain the bound
|p(x|h)− p̂(x|h)| = O(s2 + s−d/2m−1/2)
Then we have |p(x|h)−p̂(x|h)| = O(m−2/(4+d)) if we balance the two terms by setting s =
O(m−1/(4+d)). We are not aware of any other result of the similar type in this unsupervised
setting.
2.7 Discussion
Our algorithm and theoretical results can also be generalized to the settings of latent vari-
able models with Dirichlet priors and nonparametric independent component analysis (ICA)
as in [10]. In the first setting, a Dirichlet prior is placed on the mixing weights π of the





i where θ0 =
∑
i∈[k] θi with
θi > 0, and Γ(·) is the Gamma function. In this case, we only need to modify the sec-
ond and third order kernel embedding CX1X2 and T respectively, and then Algorithm 1
applies. In the nonparametric ICA setting, the feature map φ(X) of an observed variableX
is assumed to be generated from a latent vector H ∈ Rk with independent coordinates via
an operator A : Rk 7→ F , φ(X) := AH +Z, where Z is a zero mean random vector inde-
pendent of H . In this case, we need to start with a modified 4-th order kernel embedding,
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and then reduce to a multi-view problem and estimate A via Algorithm 1.
2.8 Experiments
Methods. We compared our kernel spectral algorithm with four alternatives
1. The EM algorithm for mixture of Gaussians. The EM algorithm is not guaranteed to
find the global solution in each trial. Thus we randomly initialize it 10 times.
2. The EM-like algorithm for mixture of nonparametric densities [15]. We initialize the
algorithm with k-means as [15].
3. The spectral algorithm for mixture of spherical Gaussians [12]. Their assumption is
restrictive: the centers of the Gaussian need to span a k-dimension subspace, thus it
is not applicable for rank deficiency case where k ≥ l.
4. A discretization based spectral algorithm [26]. This algorithm approximates the joint
distribution of the observed variables with histogram and then applies the spectral
algorithm to recover the discretized conditional density.
Both our method and the [15] have a hyper-parameter, kernel bandwidth, which we selected
for each view separately using cross-validation.
2.8.1 Synthetic Data
We generated three-dimensional synthetic data from various mixture models. The vari-
ables corresponding to the dimensions are independent given the latent component indi-
cator. More specifically, we explored two settings (1) Gaussian conditional densities with
different variances; (2) Mixture of Gaussian and shifted Gamma conditional densities. The
shifted Gamma distribution has density
p(x|h) = (x− µ)
(d−1)e−x/θ
θdΓ(d)
, x ≥ µ
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where we chose the shape parameter d ≤ 1 such that density is very skewed. Furthermore,
we chose the mean and variance parameters of the Gaussian/Gamma density such that






We also varied the number of samplesm for the observed variablesX1, X2 andX3 from
50 to 10, 000, and experimented with k = 2, 3, 4 or 8 mixture components. The mixture
proportion for the h-th component is set to be πh = 2hκ(k+1) , ∀h ∈ [k] (unbalanced). It
is worth noting that as k becomes larger, it is more difficult to recover parameters. This
is because only a small number of data will be generated for the first several clusters.
For every n, k in each setting, we randomly generated 10 sets of samples and reported
the average results. We note that the values for the latent variables are not given to the
algorithms, and hence this is an unsupervised setting to recover the conditional density
p(x|h) and the ratio p(h).
Error measure. We measured the performance of algorithms by the following weighted





j|h)− p̂(xj|h))2, where {xj}j∈[m] is a
set of uniformly-spaced test points.
Results. We first illustrated the actual recovered conditional densities of our method
and EM-GMM in Figure 2.2 as a concrete example. The kernel spectral algorithm recovers
nicely both the Gaussian and Gamma components, while the EM-GMM fails to fit the
Gamma component.
More quantitative results are plotted in Figure 2.3. It is clear that the kernel spectral
method converges rapidly with the data increment in all experiment settings. In the mix-
ture of Gaussians setting, the EM algorithm is best since the model is correctly specified.
The spectral algorithm for spherical Gaussians does not perform well since the assumption
of the method is too restricted. The performance of our kernel method converges to that of
the EM algorithm. In the mixture of Gaussian and Gamma setting, our kernel spectral al-
gorithm achieves superior results compared to other algorithms. These results demonstrate
that our algorithm is able to automatically adapt to the shape of the density.
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(a) EM Gaussians Mixture



























Figure 2.2: Kernel spectral algorithm is able to adapt to the shape of the mixture compo-
nents, while EM algorithm for mixture of Gaussians misfits the Gamma distribution.
It is worth noting that both the discretized spectral algorithm and nonparametric EM-
like algorithm did not perform as well. In the discretized spectral method, the joint distribu-
tion is estimated by histogram. It is well-known that the histogram estimation suffers from
poor performance even for 3 dimensional data. In the nonparametric EM-like algorithm,
besides the issue of local minima, its performance also highly depends on the initialization.
And the flexibility of nonparametric densities without regularization makes the issue of
overfitting quite severe, often leading to a single component in the algorithm.
We also note that the our method outperforms the EM-GMM more as the number of
components increases. This is the key advantage of our method in that it has favorable
performance in higher dimensions, which agrees with the theoretical result in Theorem 2
that the sample complexity depends only quadratically in the number of components, when
other parameters are held fixed.
2.8.2 Flow Cytometry Data
Flow cytometry (FCM) data are multivariate measurements from flow cytometers that
record light scatter and fluorescence emission properties of hundreds of thousands of in-
dividual cells. They are important to the studying of the cell structures of normal and ab-
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(a) Same k = 2












(b) Same k = 3















(c) Same k = 4












(d) Same k = 8















(e) Diff. k = 2













(f) Diff. k = 3















(g) Diff. k = 4












(h) Diff. k = 8
Figure 2.3: (a)-(d) Mixture of Gaussian distributions with k = 2, 3, 4, 8 components. (e)-
(h) Mixture of Gaussian/Gamma distribution with k = 2, 3, 4, 8. For the former case, the
performances of kernel spectral algorithm converge to those of EM algorithm for mixture
of Gaussian model. For the latter case, the performances of kernel spectral algorithm are
consistently much better than EM algorithm for mixture of Gaussian model. Spherical
Gaussian spectral algorithm does not work for k = 4, 8 since k > l(= 3) causes rank
deficiency.

















(a) number of clusters k = 2










(b) number of clusters k = 3
Figure 2.4: Clustering results on the datasets from the DLBCL flow cytometry data. The
results for spherical Gaussian spectral algorithm (Hsu et al.) are not plotted for datasets on
which it has rank deficiency problem. The datasets are ordered by increasing sample size.
normal cells and the diagnosis of human diseases. [27] introduced the FlowCAP-challenge
whose main task is grouping the flow cytometry data automatically. Clustering on the
FCM data is a difficult task because the distribution of the data is non-Gaussian and heav-
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ily skewed. We use the DLBCL Lymphoma dataset collection from [27] to compare our
kernel algorithm with the four alternatives. This collection contains 24 datasets with two
or three clusters, and each dataset consists of tens of thousands of cell measurements in
5 dimensions. Each dataset is a separate clustering task, so we fit a multi-view model to
each dataset separately and use the maximum-a-posteriori assignment to obtain the cluster
labels. All the cell measurements have been manually labeled, therefore we can evaluate
the clustering performance using f-score [27].
We split the 5 dimensions into three views: dimension 1 and 2 as the first view, 3 and 4
the second, and 5 the third view based on correlation between views, since we would like
the views to satisfy the conditional independence assumptions to ensure good performance
for the kernel spectral method. For each dataset, we select the best kernel bandwidth by
5-fold cross validation using log-likelihood. Figure 2.4 presents the results sorted by the
number of clusters. Since the data are collapsed in most cases, the centers cannot span
a subspace with enough rank. Thus, the method in [12] is not applicable. However, our
method (kernel spectral) outperforms EM-GMM as well as the other algorithms in a ma-
jority of datasets. There are also datasets where kernel spectral algorithm has a large gap in
performance compared to GMM. These are the datasets where the multi-view assumptions
are heavily violated. For example, in some datasets, the correlation coefficient between
dimensions 3 and 5 is as high as 0.927 given a particular cluster label, suggesting strong
correlation between the two views. Obtaining improved and robust performance in these




SPECTRAL LATENT FEATURES FOR DNA MOTIF PREDICTION
In this chapter, we demonstrate one application of spectral methods for latent variable esti-
mation. We model the DNA sequence as a HMM, and then use spectral methods to learn the
representation. In this particular task, we use the DNA sequence to predict the Polyadeny-
lation motif, which is the addition of a poly(A) tail to an RNA molecule. Identifying DNA
sequence motifs that signal the addition of poly(A) tails is essential to improved genome
annotation and better understanding of the regulatory mechanisms and stability of mRNA.
Existing poly(A) motif predictors demonstrate that information extracted from the sur-
rounding nucleotide sequences of candidate poly(A) motifs can differentiate true motifs
from the false ones to a great extent. A variety of sophisticated features has been ex-
plored, including sequential, structural, statistical, thermodynamic and evolutionary prop-
erties. However, most of these methods involve extensive manual feature engineering,
which can be time-consuming and can require in-depth domain knowledge.
We propose a novel method for poly(A) motif prediction by marrying generative learn-
ing (hidden Markov models) and discriminative learning (support vector machines). Here,
we employed hidden Markov models for fitting the DNA sequence dynamics, and devel-
oped an efficient spectral algorithm for extracting latent variable information from these
models. These spectral latent features were then fed into support vector machines to fine
tune the classification performance.
We evaluated our proposed method on a comprehensive human poly(A) dataset that
consists of 14,740 samples from 12 of the most abundant variants of human poly(A) motifs.
Compared with one of the previous state-of-the-art methods in the literature (the random
forest model with expert-crafted features), our method reduces the average error rate, false
negative rate and false positive rate by 26%, 15% and 35%, respectively. Meanwhile, our
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method made about 30% fewer error predictions relative to the other string kernels. Fur-
thermore, our method can be used to visualize the importance of oligomers and positions
in predicting poly(A) motifs, from which we can observe a number of characteristics in the
surrounding regions of true and false motifs that have not been reported before.
3.1 Introduction
The poly(A) signal prediction problem has been studied for decades [28]. A number of
studies have demonstrated that information from relatively short upstream and downstream
sequences of the candidate poly(A) motifs can specify the true poly(A) motifs to a great
extent [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39]. Statistical properties of the surrounding
sequences were explored in different species, such as yeast [40], fly [41], Arabidopsis and
rice [37], and human [30, 41, 38]. Although significant progress has been made to the
accuracy of poly(A) motif predictors, especially in human DNA sequences, such methods
are all based on utilizing sophisticated features that require additional efforts to extract and
are highly dependent on domain knowledge.
Automatic feature extraction techniques have been explored in many other sequence
classification problems. By far, the most successful methods are hidden Markov mod-
els, e.g., in gene finding [42, 43] and string kernels with support vector machines, e.g., in
protein classification [44], transcription start site recognition [45] and splice site predic-
tion [46]. The former methods are generative models that capture the uncertainty in data
using probabilistic languages, while the latter are discriminative methods that optimize
specifically for the classification results. The advantages of each class of methods have
rarely been combined systematically to yield even better feature extractors.
In this chapter, we propose a novel method for poly(A) motif prediction by marrying
generative learning (hidden Markov models) and discriminative learning (support vector
machines). Generative learning provides us with a rich palette for handling the uncertainty
and diversity of sequence information, while discriminative learning allows us to directly
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optimize performance for the classification task. Here, diversity means that for the same
position in the surrounding sequence of a candidate poly(A) motif, there may be multiple
subsequences indicating the class label (a true motif or a false one), and uncertainty means
that each of these subsequences does not give deterministic information about the class
label. In particular, we employ hidden Markov models (HMMs) as a probabilistic gener-
ative model for DNA sequences, and develop an efficient spectral algorithm for extracting
latent variable information from these models. The HMMs model not only the diversity
and uncertainty of sequence information, but also long-range dependencies between subse-
quences at different positions, which cannot be simultaneously captured by string kernels
as is discussed in Section 3.2.2. The spectral latent features are then fed into support vector
machines to fine tune the classification performance.
3.2 Related Works
We will first review the two classes of methods, expert-crafted features and string kernels,
for addressing the poly(A) motif classification problem.
3.2.1 Features based on domain knowledge
Bioinformatics experts can craft highly informative features based on prior knowledge of
the biology and physics of DNA sequences. The drawback of using these features is that
they require extensive expert domain knowledge for their design as well as additional ef-
forts to extract them.
Salamov and Solovyev developed POLYAH [29], a tool that used a linear discriminant
function-based classifier to extract features from 100 nt upstream and 200 nt downstream
of a candidate poly(A) motif. Later on, polyadq was developed based on quadratic discrim-
inant functions by encoding features from 100 nt downstream only [30]. Several support
vector machine-based predictors were then proposed and they performed well on recogniz-
ing true poly(A) motifs. Such methods include DNAFSMiner, which was based on both
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100 nt upstream and downstream [33], Polya svm, which encoded cis-regulatory element
features [34], and polyApred, which extracted features from 100 nt upstream and down-
stream of the candidate poly(A) motifs [35]. In 2010, Akhtar et al. proposed POLYAR
[36], a linear discriminant analysis-based method that used features from 300 nt upstream
and downstream of the candidate poly(A) motifs.
Recently, Kalkatawi et al. developed an artificial neural network (ANN)-based method
and a random forest (RF)-based method to predict poly(A) motifs in human DNA se-
quences [39]. Their methods were based on a variety of expert-crafted features, such as
thermodynamic and structural features of dinucleotides, electron-ion interaction potentials,
and position weight matrices of upstream and downstream regions relative to the candidate
poly(A) motifs. In total, they extracted 274 features. They compiled a large-scale bench-
mark set that contained 14,740 sequences for the 12 main variants of human poly(A) motifs.
The ANN and RF models significantly outperformed all previously reported studies.
3.2.2 String kernels
String kernels are positive definite functions to compute similarity between two sequences,
which is then used in support vector machines to learn classifiers. These kernels essentially
map sequences into high-dimensional feature spaces corresponding to subsequences and
then compute inner products between two feature vectors. The drawback of string kernels
is that they simply count raw sequence matches and do not explicitly take into account the
uncertainty and diversity of sequence information. Many string kernels have been designed
over the years, but so far few have effectively made use of generative models to deal with
data uncertainty.
More specifically, given an alphabet Σ, here the DNA nucleotides Σ = {A, G, C, T}, let
x ∈ Σk be a sequence of length k (or k-mer). The k-spectrum kernel κ(x,y) counts pairs
of identical k-mers between two sequences x and y (of length L and L′ respectively) in-




t′=1 I {xt:t+k−1 = yt′:t′+k−1} ,
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where xt:t+k−1 := xtxt+1 . . . xt+k−1 denotes a subsequence of x that starts at position i
and has length k, and I {·} returns 1 if the two k-mers are the same and otherwise 0. This
kernel effectively maps each sequence into a feature space where each dimension counts
the number of occurrences of a particular k-mer and uses the inner product as the similarity
between two sequences. To take uncertainty and diversity in k-mer features into account,
one can also heuristically include counts on the mismatch of k-mers [47].
In contrast to the k-spectrum kernel, the weighted degree kernel explicitly takes into







I {xt:t+l−1 = yt:t+l−1} .
Analogously, one can also heuristically incorporate the counts for mismatches in the weighted
degree kernel to account for a certain degree of sequence uncertainty and diversity.
However, heuristic ways of handling mismatches may result in underutilization of the
sequence information. A principle way to deal with such uncertainty is to model mis-
matches as random variables. Along this direction, the probability product kernel [49] has
been proposed for sequence analysis. This kernel also compares sequences of equal length
and assumes that the absolute position in the sequence carries discriminative information.
The key idea is to fit a probabilistic generative model (e.g., hidden Markov models) to
each sequence separately, and then use an inner product between these generative mod-
els to define the kernel. As a result, the probability product kernel allows us to combine
discriminative learning of support vector machines with generative modeling of data.
The seminal work on probability product kernels has several limitations. First, a dif-
ferent hidden Markov model is fitted to each sequence, which can lead to very poorly esti-
mated model parameters and bury the useful signals. Second, training hidden Markov mod-
els with a traditional expectation maximization (EM) algorithm [4] can be time-consuming.
Third, while the hidden variables model the “clean” signals, they are summed out and not
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directly used for sequence comparison. Fourth, the label information for the training se-
quences is not used for defining the kernel. Due to these limitations, the probability product
kernel does not perform as well as the k-spectrum kernel or the weighted degree kernel as
we show in later experiments. In the following, we first describe our method, which also
combines generative and discriminative learning, but overcomes the above four limitations.
3.3 Methods
Our method fits only two hidden Markov models (HMMs) for the entire training set, one
for sequences in the positive class and another one for those in the negative class. Then,
we use the posterior distributions of the hidden states from each sequence as our features.
When learning the parameters of the HMMs, we employ an efficient spectral algorithm
recently proposed in machine learning [5]. The novel combination of the extracted spectral
latent features and support vector machines leads to state-of-the-art results in poly(A) motif
prediction.
3.3.1 Sequence latent features
We use HMMs to take into account the uncertainty and diversity of the sequence infor-
mation and hypothesize that there is a “clean” poly(A) signal hidden in the observed se-
quences. The fact that each hidden variable is related to the previously observed positions
allows us to accommodate long-range dependencies. We use capital letters to denote ran-
dom variables and lower case letters for their instantiations.
We combine multiple adjacent nucleotides in a DNA sequence into a “mega-observation”.
For example, we treat the k-mer AAT as a single observation. Thus, each mega-observation
has n = 4k possible states. Essentially, we transform a DNA sequence into a sequence of
mega-observations using an overlapping sliding window of size k, and then associate each
mega-observation with a variable Xt. For example, a DNA sequence of length L′ is trans-
formed to a sequence of L = L′ − k + 1 mega-observations, with each mega-observation
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being a k-mer. We estimate the HMM for these transformed sequences.
Specifically, an HMM contains a Markov chain of hidden variables Q1:L := Q1 . . . QL
that generates the observed sequence of variables X1:L = X1 . . . XL. Let m and n de-
note the number of states for the hidden and observed variables, respectively. We can
fully specify an HMM by an m × m transition probability matrix of the hidden vari-
ables, with the (i, j)-th entry Tij = Pr(Qt+1 = i|Qt = j), an n × m emission prob-
ability matrix Oij = Pr(Xt = i|Qt = j), and an m dimension prior distribution vec-
tor over the hidden states πi = Pr(Q1 = i). With these model parameters, we can










We define the latent feature at position t of the sequence as the posterior distribution of
the hidden variable Qt, given the sequence up to position t:
[ft]i = Pr(Qt = i|x1:t). (3.1)
3.3.2 Efficient spectral algorithm for latent features
Traditional HMM learning algorithms try to recover the parameters π, T and O. The
resulting maximum likelihood estimation problem is not convex and algorithms can only
find a local optimum. These parameters π, T and O characterize the relations between
hidden and observed variables that cannot be directly observed during training and are
usually not uniquely identifiable. However, we may not need to recover them exactly in
order to extract latent features. Instead, it is sufficient to recover them up to some invertible
transformation if we subsequently learn a linear classifier such as a support vector machine.
More specifically, suppose matrix A of size m × m is invertible. Define the transformed
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HMM parameters




e, Hx := ASxA
−1. (3.2)





since the invertible matrix A cancels with A−1 during matrix multiplication. Then, the
latent features of the final sequence that we use in our experiments are h := (h+>,h−>)>
by concatenating the transformed features from positive and negative HMMs. It is easy to
see that the transformed feature will achieve the same performance as the original one with
a linear classifier since the transformation matrix can be incorporated into the classifier
weight vector. That is, if we learn a binary classifier sign(w>f + b), then sign(w̃>h + b)
with w̃ = (A−1)>w will achieve the same classification accuracy.
A natural question is how to choose an A such that the transformed parameters {h0,h∞,Hx}
can be easier to estimate without using an EM algorithm. To solve this problem, we em-
ploy a construction of A by [5], which allows these transformed parameters to be estimated
from just tri-gram information of the observed sequences. Formally, let (X1, X2, X3) be a
triple of adjacent variables in the HMM and define the marginal probabilities of observation
singletons, pairs, and triples as:
[c1]i = Pr(X1 = i), (3.4)
[C2,1]ij = Pr(X2 = i,X1 = j), (3.5)
[C3,x,1]ij = Pr(X3 = i,X2 = x,X1 = j), 1 ≤ x ≤ n. (3.6)
c1 is an n dimensional vector, C2,1 is a n×n matrix and C3,x,1 is a series of n×n matrices
indexed by x. [5] showed that setting A = U>O directly links the above three quantities
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Algorithm 2 Spectral learning of transformed HMM parameters
Require: m - the number of hidden states, k - the number of nt to combine
Ensure: transformed HMM parameters {h0,h∞,Hx}
1: Transform all training sequences by combining k consecutive nt into a “mega-
observation”.
2: Use all triples (x1, x2, x3) from the transformed sequences to estimate c1, C2,1, and
C3,x,1 according to (3.9), (3.10) and (3.11).
3: Compute the SVD of C2,1, and let U be the matrix of left singular vectors correspond-
ing to the m largest singular values.
4: Compute transformed model parameters using (3.7) and (3.8).
to the transformed parameters in (3.2), where U is the leading m principal left singular
vectors of C2,1. Specifically, the transformed parameters can be directly recovered from
single sequence statics as
h0 = U








where (·)† computes the pseudo-inverse of a matrix.
The learning algorithm for HMMs is summarized in Algorithm 2. It first estimates the






































xdt:t+2 = (i, x, j)
}
, (3.11)
where D is the number of training sequences. These estimates are subsequently used to
compute the transformed HMM model parameters according to (3.7) and (3.8). The al-
gorithm has two parameters m and k that can be tuned by cross-validation. The major
computation is an SVD of C2,1 and hence the name “spectral algorithm”. We note that
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Algorithm 3 Spectral latent feature extraction algorithm
Require: (x1, . . . , xt) - a test sequence, k - the number of nt to combine, {h+0 ,h+∞,H+x }
and {h−0 ,h−∞,H−x } - learned HMM models for positive and negative classes.
Ensure: spectral latent features h
1: Transform the input sequence by combing k adjacent nt into a “mega-observation”.






























we learn two HMMs, one for the positive class and the other for the negative class. Then,
we use both HMMs to extract features for each test sequence and concatenate the features,
which is summarized in Algorithm 3.
Fast implementation. The runtime of algorithm 2 is dominated by the SVD compu-
tation of an n × n matrix C2,1, and the memory requirement is dominated by storing the
tri-gram statistics C3,x,1 for each x. One technical challenge is that n, the number of pos-
sible values of “mega-observation”, can grow as n = 4k, exponential in k. It seems, at first
sight, that we may need to decompose a huge matrix C2,1, and the memory requirement
for C3,x,1 is prohibitively large. However, most entries in these matrices are zero because
some k-mers do not exist in the training sequences. Moreover, the total number of non-zero
entries is at most the number of “mega-observations“ in the training set. Taking advantage
of this property, we can do sparse matrix SVD and store all the tri-gram statistics in a
sparse matrix, thus facilitating efficient computation and manipulation. The computational
complexity thus grows linearly with the number of “mega-observations“ in the worst case.
3.3.3 Visualizing the importance of k-mers and positions
Besides accurately classifying the sequences, we are also interested in k-mers and posi-
tions that are most informative for motif classification. [50] proposed positional oligomer
importance matrices (POIMs) for weighted degree kernels to analyze the importance of
substrings in different locations of the sequence. Here, we also develop a technique for
visualizing the importance of the k-mer at each position t for the classification problem
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based on our spectral latent features.
Intuitively, we want to use the contribution of the k-mer at position t to the support
vector classifier as its importance score. In particular, we make use of the margin of a train-
ing sequence in the support vector machine. For example, if most positive sequences with
large positive margins all contain k-mer AAGC at position t, then this k-mer is important
for correct classifications. More formally, let the support vector classifier learned from our
spectral latent features be sign(w>h + b) and let the margin corresponding to a sequence
be s(x) = w>h(x) + b, where we use h(x) to indicate that the features are extracted from




s(x) Pr(x|xt:t+k−1 = y1:k). (3.12)
That is, given the sequences that have y1:k at position t, we compute the importance as the
weighted sum of the margin of these sequences. In practice, we only have a finite number
of training sequences, and we will use the finite sample average to estimate the importance
score. That is, α(y1:k@t) ≈ 1|T (y1:k@t)|
∑
x∈T (y1:k@t) s(x), where T (y1:k@t) denotes the set
of training sequences with k-mer y1:k occurring at position t.
Once we have computed the importance score for every k-mer at every position t, we
can visualize it in a few different ways. One way is to visualize scores as a heatmap of k-
mer versus sequence position. For longer k-mers, there are 4k possible values that cannot
be easily visualized. Instead, we sum the absolute values of all k-mer importance scores
at each position, as is done in [50], and visualize the importance score as a function of the






The proposed method was tested on the benchmark set proposed in [39]. The dataset con-
tains 14,740 sequences (7,370 with true poly(A) motifs - positive samples and 7,370 with
false poly(A) motifs - negative samples) for the 12 main variants of human poly(A) motifs
(see Table 3.1 for these variants and their respective sizes). For each variant, the number
of positive sequences is equal to the number of negative sequences. Furthermore, for each
variant, the positive motifs with the surrounding sequences were extracted from human
mRNA and mapped back to the human genome, whereas the same number of negative mo-
tifs were randomly selected from human chromosome 21. Each sample is a candidate 6 nt
poly(A) motif surrounded by 100 nt upstream and downstream. This represents a compre-
hensive benchmark set for poly(A) motifs in human DNA sequences. The goal is to predict
which candidate motifs are true poly(A) motifs.
3.4.2 Experimental settings
The proposed method was tested on each of the 12 datasets using five-fold cross-validation.
Each dataset was randomly partitioned into five subsets, four of which were used for train-
ing and validation, and the remaining one was used for testing in each fold.
We then searched for m ∈ {2, 4, . . . , 40} and k ∈ {3, 4, 5, 6, 7} using cross-validations
(Figure S1). For each parameter combination and each dataset, two HMMs were learned
for the positive samples and the negative ones in the training data. For each HMM, the
parameters, {h0,h∞,Hx}, were learned by Algorithm 2. For each training sequence of
206 nt, the spectral latent feature vectors, (h>1 , . . . ,h
>
206−k+1)
>, were then calculated for
the positive and negative HMMs and concatenated (Algorithm 3). A linear SVM was then
trained using these spectral latent features.
Given a testing sequence of 206 nt, the spectral latent feature vectors were extracted
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by Algorithm 3 using the learned HMMs for the same poly(A) motif. The concatenated
feature vector was then given to the corresponding SVM model to predict whether it was a
true poly(A) motif or a false one. The grid search for different parameters with respect to
the training and testing errors indicated that the parameter ranges that had highest accuracy
on the training set were k = 4, 5, 6 and m ≥ 20 (Figure S1).
3.4.3 Comparison to other string kernels
We first compare the classification performance of the proposed method (HMM) to the
previous state-of-the-art string kernels, namely, the probability product kernel (PPK), k-
spectrum kernel (SPE), and weighted degree kernel (WD). The best k for these alternative
kernels, except PPK, were also searched using the cross-validation between 3 to 7, and
we report here the best results. In Table 3.1, all reported errors are the average over the
five-fold cross-validation. It can be seen that the WD kernel compares favorably with
the SPE kernel, with slightly higher false negative rate and slightly lower false positive
rate. Our method, which simultaneously takes into account location information, sequence
uncertainty and training labels, performs consistently and significantly better than PPK,
SPE and WD. The PPK kernel has the worst results. As discussed in Section 3.2, PPK can
suffer from severe overfitting by fitting each sequence to a separate HMM and it discards
important discriminative information by not using the training labels.
Next we compare the runtime of different methods using the largest two variants,
AATAAA and ATTAAA. Our method is significantly faster than alternatives at training time,
while being comparable in speed at test time (Table 3.2). In this experiment, the training
time is equal to the time for kernel (or feature) computation for training data plus that for
learning SVM models; and the test time is equal to the time for kernel (or feature) compu-
tation for test data plus that for classification. At training time, PPK, SPE and WD need
to compute a square kernel matrix of size D × D, and the associated SVM models need
to be trained in the dual form. In contrast, our method computes a feature matrix of size
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Table 3.1: Comparison of the error rates of our method (HMM) with PPK, SPE and WD.
“Average” denotes the weighted average of the corresponding column. “Size” denotes the
number of samples for the corresponding motif variant. “Error rate” is the proportion of
false results in the dataset, which equals one minus accuracy. “False negative rate” is the
proportion of true poly(A) motifs that are predicted to be false, which equals one minus
sensitivity. “False positive rate” is the proportion of false poly(A) motifs that are predicted
to be true, which equals one minus specificity. “Rel” denotes the relative improvement of
HMM with respect to SPE. The lowest error rate for each motif variant is indicated in bold.
PPK could not finish running within 48 hours on AATAAA.
Variants Size
Error Rate (%)
PPK SPE WD HMM Rel
AATAAA 5190 - 23.08 23.72 18.59 19.45
ATTAAA 2400 27.13 20.17 18.29 16.21 19.63
AAGAAA 1250 31.28 14.72 16.72 9.36 36.41
AAAAAG 1230 15.04 13.25 7.80 5.45 58.90
AATACA 880 31.48 18.98 23.18 15.34 19.16
TATAAA 780 29.87 16.28 18.46 11.15 31.50
ACTAAA 690 40.72 24.35 30.29 16.96 30.36
AGTAAA 670 31.19 20.90 23.88 14.33 31.43
GATAAA 460 25.43 17.39 14.13 9.57 45.00
AATATA 410 29.51 15.85 18.78 9.27 41.54
CATAAA 410 32.68 18.78 22.20 12.68 32.47
AATAGA 370 24.05 8.11 14.86 5.14 36.67
Average - - 19.56 20.22 14.42 28.09
Variants Size
False Negative Rate (%) False Positive Rate (%)
PPK SPE WD HMM Rel PPK SPE WD HMM Rel
AATAAA 5190 - 21.93 23.70 18.54 15.47 - 24.24 23.74 18.65 23.05
ATTAAA 2400 32.50 22.83 21.50 18.17 20.44 21.75 17.50 15.08 14.25 18.57
AAGAAA 1250 37.12 14.08 19.68 11.36 19.32 25.44 15.36 13.76 7.36 52.08
AAAAAG 1230 25.20 8.94 8.46 6.02 32.73 4.88 17.56 7.15 4.88 72.22
AATACA 880 35.91 19.55 30.68 19.09 2.33 27.05 18.41 15.68 11.59 37.04
TATAAA 780 34.36 22.31 21.54 15.64 29.89 25.38 10.26 15.38 6.67 35.00
ACTAAA 690 43.48 28.41 39.42 20.00 29.59 37.97 20.29 21.16 13.91 31.43
AGTAAA 670 33.73 30.75 25.67 20.60 33.01 28.66 11.04 22.09 8.06 27.03
GATAAA 460 35.22 21.74 16.96 10.43 52.00 15.65 13.04 11.30 8.70 33.33
AATATA 410 31.22 23.90 25.85 14.63 38.78 27.80 7.80 11.71 3.90 50.00
CATAAA 410 40.98 22.93 27.80 20.49 10.64 24.39 14.63 16.59 4.88 66.67
AATAGA 370 22.16 6.49 9.73 6.49 0.00 25.95 9.73 20.00 3.78 61.11
Average - - 20.60 22.47 16.26 20.75 - 18.52 17.96 12.59 34.17
D× 2mL, and the associated SVM model can be trained in the primal form (usually faster
than in the dual form). At test time, PPK, SPE and WD need to compute the kernel values
between each support vector (the number of support vectors can be large) and each test
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data point. In contrast, our method only computes a feature vector of length 2mL for each
data point, and then perform an inner product with the learned SVM model w, a vector of
length 2mL.
Table 3.2: Runtime comparisons on two variants AATAAA and ATTAAA for one train/test
split, with k = 3 and all other parameters set to optimal. PPK could not finish running
within 48 hours on AATAAA.
Time (seconds)
AATAAA ATTAAA
PPK SPE WD HMM PPK SPE WD HMM
Training - 46.16 37.38 7.59 2722.81 9.46 6.47 3.86
Testing - 6.81 0.94 1.43 674.08 1.54 0.69 0.67
3.4.4 Comparison to state-of-the-art method: the random forest model
Table 3.3: Comparison of our method (HMM) with RF. The performance of both RF and
HMM is evaluated on the same five-fold cross-validation. “Rel” denotes the relative im-
provement of HMM with respect to RF. The lowest value for each criterion of each motif
variant is indicated in bold.
Variants Size Error Rate (%) False Negative Rate (%) False Positive Rate (%)
RF HMM Rel RF HMM Rel RF HMM Rel
AATAAA 5190 20.06 18.59 7.31 19.74 18.54 6.10 20.37 18.65 8.44
ATTAAA 2400 18.42 16.21 12.01 18.68 18.17 2.75 18.15 14.25 21.49
AAAAAG 1250 16.64 9.36 43.75 16.53 11.36 31.28 16.75 7.36 56.06
AAGAAA 1230 11.06 5.45 50.75 11.92 6.02 49.53 10.15 4.88 51.94
TATAAA 880 19.55 15.34 21.53 18.10 19.09 -5.47 20.87 11.59 44.46
AATACA 780 19.36 11.15 42.39 18.13 15.64 13.73 20.49 6.67 67.46
AGTAAA 690 27.83 16.96 39.07 25.24 20.00 20.76 29.92 13.91 53.50
ACTAAA 670 22.09 14.33 35.14 20.69 20.60 0.45 23.36 8.06 65.50
GATAAA 460 20.00 9.57 52.17 21.01 10.43 50.33 18.92 8.70 54.04
CATAAA 410 18.54 9.27 50.01 16.92 14.63 13.51 20.00 3.90 80.49
AATATA 410 24.88 12.68 49.02 24.12 20.49 15.06 25.59 4.88 80.94
AATAGA 370 18.38 5.14 72.06 19.37 6.49 66.51 17.32 3.78 78.15
Average - 19.19 14.42 25.62 18.83 16.26 14.81 19.48 12.59 35.40
Table 3.3 compares the proposed method with a state-of-the-art by five-fold cross-
validation on the 12 variants of human poly(A) motifs: the random forest (RF) model using
domain-specific features by [39]. As shown in Table 3.3, our method is always significantly
more accurate than RF (much lower error rates) and is more sensitive than RF on 11 out
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of the 12 variants. In fact, our method improves the error rates by 7%-72% as compared
to RF on the 12 motif variants. On average, our method has an improvement over RF in
terms of the error rate, false positive rate and false negative rate by about 26%, 15% and
35%, respectively. These percentages imply that the significant improvement on the error
rate is not just the result of a better trade off between sensitivity and specificity, but it is the
result of being a better method in both senses. By comparing the results in Tables 3.1 and
3.3, it can be seen that the RF model outperforms other string kernels (PPK, SPE and WD)
in terms of accuracy for poly(A) motif prediction. Our method that systematically extracts
spectral latent features significantly improves upon RF and other string kernels on the same
task. This supports our assumption that uncertainty and diversity information is important
for this problem and there is a “clean” DNA signal hidden in the observed sequences.
3.4.5 Visualizing importance scores of dimers and positions
Another advantage of our method over previous state-of-the-art poly(A) motif predictors
is that our method can be used to visualize the importance of k-mers or positions to the
prediction task. This can provide researchers or users a direct and intuitive way to study the
patterns and characteristics of DNA sequences. More importantly, most previous studies
on poly(A) motifs try to reveal statistics of the surrounding regions of true motifs. Our
method, in contrast, can reveal patterns for false motifs at the same time.
In Figure 3.1, we present the importance scores α(dimer@t) for dimers (subsequences
of 2 nt, e.g., AG) in determining whether or not a candidate poly(A) motif is a true motif.
A number of interesting observations can be made about this figure:
• AA is an informative subsequence to differentiate true poly(A) motifs from false ones
in all 12 variants of human poly(A) motifs. When AA appears frequently within 30
nt downstream of the candidate poly(A) motif, this strongly suggests that it is a true
poly(A) motif. This is expected because the mRNA cleavage site is often 15-25 nt










Figure 3.1: Visualization of the importance of different dimers at different positions for the
12 variants of human poly(A) motifs. The x-axis gives the positions in the sequence. The
y-axis lists all 16 possible dimers. The colors denote the levels of importance: the light
green color for the positions 0-6 is the background color, which indicates that no effects
differentiate true and false motifs; the darker the red, the more important the dimer at that
position is to identifying true motifs; the darker the blue, the more important the dimer at
that position is to identifying false motifs.
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motif is known to be A-rich [41]. Interestingly, when AA appears frequently within
100 nt upstream of the candidate motif, the candidate is likely to be a false motif.
• CG is an interesting dimer. Its positions carry important information for determining
both true and false poly(A) motifs. When CG appears beyond 40 nt upstream of the
motif, this suggests that the motif is a true poly(A) motif. On the other hand, CG
serves as a strong sign for false predictions in the immediate 20 nt downstream and
then becomes a sign for true predictions for further downstream sequences. In [51],
it was found that -100/-41 and +41/+100 regions of poly(A) motifs are C- and G-
rich regions. Our results suggest that looking at CG together rather than individually
may capture more informative patterns.
• TA or AT is one of the characteristics for false poly(A) motifs among all 12 vari-
ants. No matter if it appears frequently in downstream or upstream nt sequences of
the candidate poly(A) motif, TA or AT suggests that the candidate is a false one.
Between them, TA is more informative than AT to specify false motifs. On the
one hand, our findings coincide with previous studies that TA and AT are impor-
tant features around the poly(A) motifs and TA is more frequent than AT (e.g., the
TATATA oligonucleotide is more over-represented than the ATATAT oligonucleotide
[40, 51]). On the other hand, our findings reveal that TA and AT appear much more
often in sequences around the false motifs than around the true motifs. In [40, 51], it
was found that TATATA and ATATAT are the most over-represented oligonucleotides
downstream of the poly(A) motifs. However, by analyzing the negative motifs, our
results imply that although TA and AT appear often in positive motifs, they appear
even more often in negative ones.
• TG can determine false motifs at alternate positions upstream or downstream of the
candidate motif of AATAGA (Figure 3.1(l)). This is not the case for the two most
frequent motifs, AATAAA and ATTAAA, which partially supports our hypothesis that
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the intrinsic characteristics of the frequent motifs and rare motifs are different. Thus,
a good poly(A) motif predictor should have different models for different motif vari-
ants.
Figure 3.2 shows the importance scores for different positions with k from 1 to 5. Again,
the 6 nt positions for the candidate motifs offer no information to the prediction. However,
because the k-mers overlapping with the motif regions contain subsequences of the motifs,
the motif regions do not have absolutely “zero” importance. Again, we list key observations
here:
• The longer the subsequences are (bigger k), the smoother the importance curves are.
This is expected because considering more nt at the same time will average the effects
caused by individual positions.
• In almost all the variants, the 50 nt downstream of the candidate motifs are infor-
mative. Specifically, motif variants AATAAA, CATAAA, and AATATA have important
information at the positions around the 25th nt downstream of the candidate motifs
(Figures 3.2(a), (j) and (k)). This coincides with the fact that the mRNA cleavage site
is 15-25 nt downstream of poly(A) motifs [40, 41].
3.5 Summary
In this chapter, we proposed a novel method to extract features from upstream and down-
stream regions of candidate poly(A) motifs in human DNA sequences. Our proposed spec-
tral latent feature-based method achieves state-of-the-art results. The proposed method sys-
tematically explores the information encoded in nucleotide sequences by learning sequence
dynamics and matching latent distributions on each position, and it can be easily extended
to visualize the importance of subsequences and positions, thus providing a general method
for sequence-based classification problems in bioinformatics. Our method can be directly








Figure 3.2: Visualization of the importance of different positions for the 12 motif variants.
The x-axis gives the position in the sequence. For each k from 1 to 5, the y-axis is the
importance score of a position by summing over the absolute values of the importance for
all possible k-mers at that position.
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as the transcription start site prediction and splice site prediction (Supplementary Material
S1 and Table S1).
Our method, currently, requires a fixed length of upstream and downstream sequences
for the training and testing data. Such prior knowledge has to be given as input. We are try-
ing to generalize and extend our method to take varying lengths of sequences for different
samples. Furthermore, there may be longer-range dependency between the latent variables,
and hidden Markov models of higher orders may be needed for the feature extraction pur-
pose, for which junction tree-type algorithms can be applied [52]. Similar to the weighted
degree kernel with shifts [53], our method can also be straightforwardly extended to take
shifted matches into account.
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PART II: SCALABLE ALGORITHMS FOR NON-CONVEX OPTIMIZATION
The nonparametric spectral algorithm introduced in Chapter 2 does not scale to large
datasets due to the quadratic computational complexity. However, the nonparametric method
requires a large amount of data points to really demonstrate its advantage over alternatives.
This calls for efficient algorithms to solve the key non-convex optimization problem, which
boils down to kernel principle component analysis (KPCA). In this part, we describe two
versions of scalable algorithms for KPCA.
In Chapter 4, we introduce the first version, which is a stochastic optimization algorithm
that approximates the expectation with a few samples. Unlike traditional stochastic gradient
descent (SGD), it needs to make two stochastic approximations: one for the expectation in
terms of data points and another for the kernel function. In every iteration, the algorithm
adaptively grows the model complexity after seeing more data points. Therefore, it achieves
a better balance between computation and statistics. We show that it can solve KPCA on
datasets with millions of data points.
In Chapter 5, we describe a distributed version of KPCA, where the computation is
distributed among several workers. The algorithm approximately computes the leverage
scores and then samples a few representative data points for the whole dataset. The key
balance in this context is the tradeoff between approximation error and the communication
overhead. We show the proposed algorithm has nearly optimal communication efficiency
and can successfully run on datasets with millions of data points.
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CHAPTER 4
DOUBLY STOCHASTIC GRADIENT FOR
NONLINEAR COMPONENT ANALYSIS
Nonlinear component analysis such as kernel Principle Component Analysis (KPCA) is a
key computation in spectral methods, but it can not scale up to big datasets. Recent attempts
have employed random feature approximations to convert the problem to the primal form
for linear computational complexity. However, to obtain high quality solutions, the number
of random features should be the same order of magnitude as the number of data points,
making such approach not directly applicable to the regime with millions of data points.
We propose a simple, computationally efficient, and memory friendly algorithm based
on the “doubly stochastic gradients” to scale up a range of kernel nonlinear component
analysis, such as kernel PCA, CCA and SVD. Despite the non-convex nature of these prob-
lems, our method enjoys theoretical guarantees that it converges at the rate Õ(1/t) to the
global optimum, even for the top k eigen subspace. Unlike many alternatives, our algo-
rithm does not require explicit orthogonalization, which is infeasible on big datasets. We
demonstrate the effectiveness and scalability of our algorithm on large scale synthetic and
real world datasets.
4.1 Introduction
Scaling up nonlinear component analysis has been challenging due to prohibitive com-
putation and memory requirements. Recently, methods such as Randomized Component
Analysis [54] are able to scale to larger datasets by leveraging random feature approxi-
mation. Such methods approximate the kernel function by using explicit random feature
mappings, then perform subsequent steps in the primal form, resulting in linear computa-
tional complexity. Nonetheless, theoretical analysis [55, 54] shows that in order to get high
50
quality results, the number of random features should grow linearly with the number of
data points. Experimentally, one often sees that the statistical performance of the algorithm
improves as one increases the number of random features.
Another approach to scale up the kernel component analysis is to use stochastic gradient
descent and online updates [56]. These stochastic methods have also been extended to the
kernel case [57, 58, 59]. They require much less computation than their batch counterpart,
converge in O(1/t) rate, and are naturally applicable to streaming data setting. Despite
that, they share a severe drawback: all data points used in the updates need to be saved,
rendering them impractical for large datasets.
In this chapter, we propose to use the “doubly stochastic gradients” for nonlinear com-
ponent analysis. This technique is a general framework for scaling up kernel methods [60]
for convex problems and has been successfully applied to many popular kernel machines
such as kernel SVM, kernel ridge regressions, and Gaussian process. It uses two types of
stochastic approximation simultaneously: random data points instead of the whole dataset
(as in stochastic update rules), and random features instead of the true kernel functions
(as in randomized component analysis). These two approximations lead to the following
benefits:
• Computation efficiency The key computation is the generation of a mini-batch of
random features and the evaluation of them on a mini-batch of data points, which is
very efficient.
• Memory efficiency Instead of storing training data points, we just keep a small pro-
gram for regenerating the random features, and sample previously used random fea-
tures according to pre-specified random seeds. This leads to huge savings: the mem-
ory requirement up to step t is O(t), independent of the dimension of the data.
• Adaptibility Unlike other approaches that can only work with a fixed number of
random features beforehand, doubly stochastic approach is able to increase the model
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complexity by using more features when new data points arrive, and thus enjoys the
advantage of nonparametric methods.
Although on first look our method appears similar to the approach in [60], the two
methods are fundamentally different. In [60], they address convex problems, whereas our
problem is highly non-convex. The convergence result in [60] crucially relies on the prop-
erties of convex functions, which do not translate to our problem. Instead, our analysis
centers around the stochastic update of power iterations, which uses a different set of proof
techniques.
Since kernel PCA is a typical task, we focus on it in the main text and provide a descrip-
tion of other tasks in Section 4.6. Although we only state the guarantee for kernel PCA, the
analysis naturally carries over to the other tasks.
4.2 Related work
Many efforts have been devoted to scale up kernel methods. The random feature ap-
proach [61, 55] approximates the kernel function with explicit random feature mappings
and solves the problem in primal form, thus circumventing the quadratic computational
complexity. It has been applied to various kernel methods [62, 60, 54], among which most
related to our work is Randomized Component Analysis [54]. One drawback of Random-
ized Component Analysis is that their theoretical guarantees are only for kernel matrix
approximation: it does not say anything about how close the solution obtained from ran-
domized PCA is to the true solution. In contrast, we provide a finite time convergence rate
of how our solution approaches the true solution. In addition, even though a moderate size
of random features can work well for tens of thousands of data points, datasets with tens
of millions of data points require many more random features. Our online approach allows
the number of random features, hence the flexibility of the function class, to grow with the
number of data points. This makes our method suitable for data streaming setting, which is
not possible for previous approaches.
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Online algorithms for PCA have a long history. Oja proposed two stochastic update
rules for approximating the first eigenvector and provided convergence proof in [56], re-
spectively. These rules have been extended to the generalized Hebbian update rules [63, 64,
65] that compute the top k eigenvectors (the subspace case). Similar ones have also been
derived from the perspective of optimization and stochastic gradient descent [64, 66]. They
are further generalized to the kernel case [57, 58, 59]. However, online kernel PCA needs
to store all the training data, which is impractical for large datasets. Our doubly stochastic
method avoids this problem by using random features and keeping only a small program
for regenerating previously used random features according to pre-specified seeds. As a
result, it can scale up to tens of millions of data points.
For finite time convergence rate, [65] proved the O(1/t) rate for the top eigenvector in
linear PCA using Oja’s rule. For the same task, [67] proposed a noise reduced PCA with
linear convergence rate, where the rate is in terms of epochs, i.e., number of passes over
the whole dataset. The noisy power method presented in [68] provided linear convergence
for a subspace, although it only converges linearly to a constant error level. In addition,
the updates require explicit orthogonalization, which is impractical for kernel methods. In




Given a distribution P(x), a kernel function k(x, x′) with RKHSF , the covariance operator
A : F 7→ F is a linear self-adjoint operator defined as
Af(·) := Ex[f(x) k(x, ·)], ∀f ∈ F , (4.1)
and furthermore 〈g, Af〉F = Ex[f(x) g(x)], ∀g ∈ F .
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Let F = (f1(·), f2(·), . . . , fk(·)) be a list of k functions in the RKHS, and we define
matrix-like notation
AF (·) := (Af1(·), . . . , Afk(·)) , (4.2)
and F>AF is a k× k matrix, whose (i, j)-th element is 〈fi, Afj〉F . The outer-product of a
function v ∈ F defines a linear operator vv> : F 7→ F such that
(vv>)f(·) := 〈v, f〉F v(·), ∀f ∈ F (4.3)
















where Σk is a diagonal matrix with λi on the i-th entry of the diagonal.
4.3.2 Kernel PCA
Kernel PCA aims to identify the top k eigenfunctions V = (v1(·), . . . , vk(·)) for the covari-
ance operator A, where V is also called the top k subspace for A.
A function v is an eigenfunction of covariance operatorAwith the corresponding eigen-
value λ if
Av(·) = λv(·). (4.5)
Given a set of eigenfunctions {vi} and associated eigenvalues {λi}, where 〈vi, vj〉F = δij .
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We can denote the eigenvalue of A as




where V = (v1(·), . . . , vk(·)) is the top k eigenfunctions of A, and Σk is a diagonal matrix
with the corresponding eigenvalues, V⊥ is the collection of the rest of the eigenfunctions,
and Σ⊥ is a diagonal matrix with the rest of the eigenvalues.
In the finite data case, the empirical covariance operator is A = 1
n
∑
i k(xi, ·)k(xi, ·)>
or denoted as 1
n
∑
i k(xi, ·) ⊗ k(xi, ·). According to the representer theorem, the solutions
of the top k eigenfunctions of A can be expressed as linear combinations of the training





Using Av(·) = λv(·) and the kernel trick, we have
Kαi = λiαi,
where K is the n× n Gram matrix.
The infinite dimensional problem is thus reduced to a finite dimensional eigenvalue
problem. However, this dual approach is clearly impractical on large scale datasets due
quadratic memory and computational costs.
4.3.3 Random feature approximation
The usage of random features to approximate a kernel function is motivated by the follow-
ing theorem.
Theorem 3 (Bochner) A continuous, real-valued, symmetric and shift-invariant function
















































































































































































































































































































































































































































































































































































































































































































































































































































Rd×[0,2π] φω(x)φω(y) d (P(ω)× P(b)) ,
where P(b) is a uniform distribution on [0, 2π], and φω(x) =
√
2 cos(ω>x+ b).
The theorem says that any shift-invariant kernel function k(x, y) = k(x − y), e.g.,
Gaussian RBF kernel, can be considered as an expectation of two feature functions φω(x)
and φω(y), where the expectation is taked over a distribution on the random frequency ω
and phase b.
We can therefore approximate the kernel function as an empirical average of samples
from the distribution. In other words,





where {(ωi, bi)}Bi are i.i.d. samples drawn from from P(ω) and P(b), respectively.
The specific random feature functions and distributions have been worked out for many
popular kernels. For Gaussian RBF kernel, k(x−x′) = exp(−‖x−x′‖2/2σ2), this yields a
Gaussian distribution P(ω) with density proportional to exp(−σ2‖ω‖2/2); for the Laplace
kernel, this yields a Cauchy distribution; and for the Martern kernel, this yields the convo-
lutions of the unit ball [75]. Similar representation where the explicit form of φω(x) and
P(ω) are known can also be derived for rotation invariant kernel, k(x, x′) = k(〈x, x′〉), us-
ing Fourier transformation on sphere [75]. For polynomial kernels, k(x, x′) = (〈x, x′〉+c)p,
a random tensor sketching approach can also be used [71]. See Table 4.1 for explicit rep-
resentations of different kernels.
4.4 Algorithm
In this section, we describe an efficient algorithm based on the “doubly stochastic gradi-
ents” to scale up kernel PCA. KPCA is essentially an eigenvalue problem in a functional
space. Traditional approaches convert it to the dual form, leading to another eigenvalue
problem whose size equals the number of training points, which is not scalable. Other ap-
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proaches solve it in the primal form with stochastic functional gradient descent. However,
these algorithms need to store all the training points seen so far. They quickly run into
memory issues when working with hundreds of thousands of data points.
We propose to tackle the problem with “doubly stochastic gradients”, in which we
make two unbiased stochastic approximations. One stochasticity comes from sampling data
points as in stochastic gradient descent. Another source of stochasticity is from random
features to approximate the kernel.
One technical difficulty in designing doubly stochastic KPCA is an explicit orthogo-
nalization step required in the update rules, which ensures the top k eigenfunctions are
orthogonal. This is infeasible for kernel methods on a large dataset since it requires solving
an increasingly larger KPCA problem in every iteration. To solve this problem, we for-
mulate the orthogonality constraints into Lagrange multipliers which leads to an Oja-style
update rule. The new update enjoys small per iteration complexity and converges to the
ground-truth subspace.
We present the algorithm by first deriving the stochastic functional gradient update
without random feature approximations, then introducing the doubly stochastic updates.
4.4.1 Stochastic functional gradient update







s.t.G>G = I, (4.7)
where G :=
(
g1, . . . , gk
)
and gi is the i-th function.
























G>G− I = 0,
we can find Λ + Λ> = −2G>AG.
Plugging this into the gradient, it suggests the following update rule





Using a stochastic approximation for A: Atf(·) = f(xt) k(xt, ·), we have AtGt =
k(xt, ·)g>t and G>t AtGt = gtg>t , where gt =
[
g1t (xt), . . . , g
k
t (xt)






+ ηtk(xt, ·)g>t . (4.9)
This rule can also be derived using stochastic gradient and Oja’s rule [56].
4.4.2 Doubly stochastic update
The update rule (4.9) has a fundamental computational drawback. At each time step t, a
new basis k(xt, ·) is added to Gt, and it is therefore a linear combination of the feature
mappings of all the data points up to t. This requires the algorithm to store all the data
points it has seen so far, which is impractical for large scale datasets.
To address this issue, we use the random feature approximation k(x, ·) ≈ φωi(x)φωi(·).
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Algorithm 1: {αi}t1 = DSGD-KPCA(P(x), k)
Require: P(ω), φω(x).
1: for i = 1, . . . , t do
2: Sample xi ∼ P(x).
3: Sample ωi ∼ P(ω) with seed i.
4: hi = Evaluate(xi, {αj}i−1j=1) ∈ R
k.
5: αi = ηiφωi(xi)hi.
6: αj = αj − ηiα>j hihi, for j = 1, . . . , i− 1.
7: end for






where ht is the evaluation of Ht at the current data point: ht =
[

















The update rule on the functions corresponds to the following update for the coefficients
αt+1 = ηtφωt(xt)ht
αi = αi − ηtα>i htht, ∀i ≤ t
The specific updates in terms of the coefficients are summarized in Algorithms 1 and 2.
Note that in theory new random features are drawn in each iteration, but in practice one can
revisit these random features.
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Algorithm 2: h = Evaluate(x, {αi}ti=1)
Require: P(ω), φω(x).
1: Set h = 0 ∈ Rk.
2: for i = 1, . . . , t do
3: Sample ωi ∼ P(ω) with seed i.
4: h = h+ φωi(x)αi.
5: end for
4.5 Analysis
In this section, we provide finite time convergence guarantees for our algorithm. As dis-
cussed in the previous section, explicit orthogonalization is not scalable for the kernel case,
therefore we need to provide guarantees for the updates without orthogonalization. This
challenge is even more prominent when using random features, since it introduces addi-
tional variance.
Furthermore, our guarantees are w.r.t. the top k-dimension subspace. Although the
convergence without normalization for a top eigenvector has been established before [56],
the subspace case is complicated by the fact that there are k angles between k-dimension
subspaces, and we need to bound the largest angle. To the best of our knowledge, our result
is the first finite time convergence result for a subspace without explicit orthogonalization.
Note that even though it appears our algorithm is similar to [60] on the surface, the
underlying analysis is fundamentally different. In [60], the result only applies to convex
problems where every local optimum is a global optimum while the problems we consider
are highly non-convex. As a result, many techniques that [60] builds upon are not applica-
ble.
4.5.1 Notations
In order to analyze the convergence of our doubly stochastic kernel PCA algorithm, we will
need to define a few intermediate subspaces. For simplicity of notation, we will assume the
mini-batch size for the data points is one.
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1. Let Ft :=
(




be the subspace estimated using stochastic gradient and ex-
plicit orthogonalization:





2. Let Gt :=
(




be the subspace estimated using stochastic update rule with-
out orthogonalization:





where AtGt and GtG>t AtGt can be equivalently written using the evaluation of the





+ ηtk(xt, ·)g>t . (4.11)
3. Let G̃t :=
(




be the subspace estimated using stochastic update rule with-
out orthogonalization, but the evaluation of the function {g̃it} on the current data
point is replaced by the evaluation ht = [hit(xt)]
>:
G̃t+1 ← G̃t + ηtk(xt, ·)h>t − ηtG̃thth>t
4. Let Ht :=
(




be the subspace estimated using doubly stochastic update
rule without orthogonalization, i.e., the update rule:
Ht+1 ← Ht + ηtφωt(xt)φωt(·)h>t − ηtHthth>t . (4.12)
The relation of these subspaces are summarized in Table 4.2. Using these notations, we
describe a sketch of our analysis in the rest of the section, while the complete proofs are
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Table 4.2: Relation between various subspaces.
Subspace Evaluation Orth. Data Mini-batch RF Mini-batch
V – – – –
Ft ft(x) 3 3 7
Gt gt(x) 7 3 7
G̃t ht(x) 7 3 7
Ht ht(x) 7 3 3
provided in the appendix.
We first consider the subspace Gt estimated using the stochastic update rule, since it is
simpler and its proof can provide the bases for analyzing the subspace Ht estimated by the
doubly stochastic update rule.
4.5.2 Conditions and Assumptions
We will focus on the case when a good initialization V0 is given:
V >0 V0 = I, cos
2 θ(V, V0) ≥ 1/2. (4.13)
In other words, we analyze the later stage of the convergence, which is typical in the lit-
erature (e.g., [67]). The early stage can be analyzed using established techniques (e.g.,
[65]).
Throughout this chapter we suppose |k(x, x′)| ≤ κ, |φω(x)| ≤ φ and regard κ and φ
as constants. Note that this is true for all the kernels and corresponding random features
considered. We further regard the eigengap λk − λk+1 as a constant, which is also true for
typical applications and datasets.
4.5.3 Update without random features
Our guarantee is on the cosine of the principal angle between the computed subspace






Consider the two different update rules, one with explicit orthogonalization and another
without
Ft+1 ← orth(Ft + ηtAtFt)





where At is the empirical covariance of a mini-batch. Our final guarantee for Gt is the
following.
Theorem 4 Assume (4.13) and suppose the mini-batch sizes satisfy that for any 1 ≤ i ≤ t,
‖A− Ai‖ < (λk − λk+1)/8. There exist step sizes ηi = O(1/i) such that
1− cos2 θ(V,Gt) = O(1/t).
The convergence rate O(1/t) is in the same order as that of computing only the top
eigenvector in linear PCA [65]. The bound requires the mini-batch size is large enough so
that the spectral norm of A is approximated up to the order of the eigengap. This is because
the increase of the potential is in the order of the eigengap. Similar terms appear in the
analysis of the noisy power method [68] which, however, requires orthogonalization and is
not suitable for the kernel case. We do not specify the mini-batch size, but by assuming
suitable data distributions, it is possible to obtain explicit bounds; see for example [76, 77].
Proof sketch We first prove the guarantee for the orthogonalized subspace Ft which is
more convenient to analyze, and then show that the updates for Ft and Gt are first order
equivalent soGt enjoys the same guarantee. To do so, we will require lemma 5 and 6 below
Lemma 5 1− cos2 θ(V, Ft) = O(1/t).
Let c2t denote cos
2 θ(V, Ft), then a key step in proving the lemma is to show the following
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recurrence
c2t+1 ≥ c2t (1 + 2ηt(λk − λk+1 − 2 ‖A− At‖)(1− c2t ))−O(η2t ). (4.14)
We will need the mini-batch size large enough so that 2 ‖A− At‖ is smaller than the eigen-
gap.
Another key element in the proof of the theorem is the first order equivalence of the
two update rules. To show this, we introduce F (Gt) ← orth(Gt + ηtAtGt) to denote the
subspace by applying the update rule of Ft on Gt. We show that the potentials of Gt+1 and
F (Gt) are close:
Lemma 6 cos2 θ(V,Gt+1) = cos2 θ(V, F (Gt))±O(η2t ).
The lemma means that applying the two update rules to the same input will result in two
subspaces with similar potentials. Then by (4.14), we have 1 − cos2 θ(V,Gt) = O(1/t)
which leads to our theorem. The proof of Lemma 6 is based on the observation that
cos2 θ(V,X) = λmin(V
>X(X>X)−1X>V ). Comparing the Taylor expansions w.r.t. ηt
for X = Gt+1 and X = F (Gt) leads to the lemma.
4.5.4 Doubly stochastic update
The Ht computed in the doubly stochastic update is no longer in the RKHS so the principal
angle is not well defined. Instead, we will compare the evaluation of functions from Ht
and the true principal subspace V respectively on a point x. Formally, we show that for any
function v ∈ V with unit norm ‖v‖F = 1, there exists a function h in Ht such that for any
x, err := |v(x)− h(x)|2 is small with high probability.
To do so, we need to introduce a companion update rule: G̃t+1 ← G̃t + ηtk(xt, ·)h>t −
ηtG̃thth
>
t resulting in function in the RKHS, but the update makes use of function values
from ht ∈ Ht which outside the RKHS. Let w = G̃>v be the coefficients of v projected
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onto G̃, h = Htw, and g̃ = G̃tw. Then the error can be decomposed as
|v(x)− h(x)|2 = |v(x)− g̃(x) + g̃(x)− h(x)|2 ≤ 2 |v(x)− g̃(x)|2 + 2 |g̃(x)− h(x)|2
≤ 2κ2 ‖v − g̃‖2F︸ ︷︷ ︸
(I: Lemma 8)
+ 2 |g̃(x)− h(x)|2︸ ︷︷ ︸
(II: Lemma 9)
. (4.15)




F ≤ 1 − cos2 θ(V, G̃t), so the first error term
can be bounded by the guarantee on G̃t, which can be obtained by similar arguments in
Theorem 4. For the second term, note that G̃t is defined in such a way that the difference
between g̃(x)w and h(x) is a martingale, which can be bounded by careful analysis.
Theorem 7 Assume (4.13) and suppose the mini-batch sizes satisfy that for any 1 ≤ i ≤ t,
‖A− Ai‖ < (λk − λk+1)/8 and are of order Ω(ln tδ ). There exist step sizes ηi = O(1/i),
such that the following holds. If Ω(1) = λk(G̃>i G̃i) ≤ λ1(G̃>i G̃i) = O(1) for all 1 ≤ i ≤ t,
then for any x and any function v in the span of V with unit norm ‖v‖F = 1, we have that









The point-wise error scales as Õ(1/t) with the step t. Besides the condition that ‖A− Ai‖
is up to the order of the eigengap, we additionally need that the random features approxi-
mate the kernel function up to constant accuracy on all the data points up to time t, which
eventually leads to Ω(ln t
δ
) mini-batch sizes. Finally, we need G̃>i G̃i to be roughly isotropic,
i.e., G̃i is roughly orthonormal. Intuitively, this should be true for the following reasons:
G̃0 is orthonormal; the update for G̃t is close to that for Gt, which in turn is close to Ft that
are orthonormal.
Proof sketch In order to bound term I in (4.15), we show that








This is proved by following similar arguments to get the recurrence (4.14), except with an
additional error term, which is caused by the fact that the update rule for G̃t+1 is using the
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evaluation ht(xt) rather than g̃t(xt). Bounding this additional term thus relies on bounding
the difference between ht(x) − g̃t(x), which is also what we need for bounding term II in
(4.15). For this, we show:











The key to prove this lemma is that our construction of G̃t makes sure that the difference
between g̃t(x)w and ht(x)w consists of their difference in each time step. Furthermore,
the difference forms a martingale and thus can be bounded by Azuma’s inequality. See the
supplementary for the details.
4.6 Extensions
The proposed algorithm is a general technique for solving eigenvalue problems in the func-
tional space. Numerous machine learning algorithms boil down to this fundamental opera-
tion. Therefore, our method can be easily extended to solve many related tasks, including
latent variable estimation, kernel CCA, spectral clustering, etc..
We briefly illustrate how to extend to different machine learning algorithms in the fol-
lowing subsections.
4.6.1 Locating individual eigenfunctions
The proposed algorithm finds the subspace spanned by the top k eigenfunctions, but it does
not isolate the individual eigenfunctions. When we need to locate these individual eigen-
functions, we can use a modified version, called Generalized Hebbian Algorithm (GHA)
[63]. Its update rule is





where UT [·] is an operator that sets the lower triangular parts to zero.
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To understand the effect of the upper triangular operator, we can see that UT [·] forces
the update rule for the first function of Gt to be exactly the same as that of one-dimensional










Therefore, the first function will converge to the eigenfunction corresponding to the top
eigenvalue.
For all the other functions, UT [·] implements a Gram-Schmidt-like orthogonalization
that subtracts the contributions from other eigenfunctions.
4.6.2 Latent variable models and kernel SVD
Latent variable models are probabilistic models that assume unobserved or latent structures
in the data. It appears in specific forms such as Gaussian Mixture Models (GMM), Hidden
Markov Models (HMM) and Latent Dirichlet Allocations (LDA), etc..
The EM algorithm [4] is considered the standard approach to solve such models. Re-
cently, spectral methods have been proposed to estimate latent variable models with prov-
able guarantees [11, 78]. Compared with the EM algorithm , spectral methods are faster to
compute and do not suffer from local optima.
The key algorithm behind spectral methods is the SVD. However, kernel SVD scales
quadratically with the number of data points. Our algorithm can be straightforwardly ex-













where UΣV > is the SVD of A.
It is therefore reduced to the eigenvalue problem. Plugging it into the update rule and
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Algorithm 3: {αi, βi}t1 = DSGD-KSVD(P(x),P(y), k)
Require: P(ω), φω(x).
1: for i = 1, . . . , t do
2: Sample xi ∼ P(x). Sample yi ∼ P(y).
3: Sample ωi ∼ P(ω) with seed i.
4: ui = Evaluate(xi, {αj}i−1j=1) ∈ R
k.
5: vi = Evaluate(yi, {βj}i−1j=1) ∈ R
k.





7: αi = ηiφωi(xi)vi.
8: βi = ηiφωi(yi)ui.
9: αj = αj − ηiWαj, for j = 1, . . . , i− 1.
10: βj = βj − ηiWβj, for j = 1, . . . , i− 1.
11: end for
treating the two blocks separately, we thus get two simultaneous update rules
Wt = U
>




Ut+1 = Ut + ηt (AVt − UtWt) , (4.19)





The algorithm for updating the coefficients is summarized in Algorithm 3.
4.6.3 Kernel CCA and generalized eigenvalue problem
Kernel CCA and ICA [79] can also be solved under the proposed framework because they
can be viewed as generalized eigenvalue problem.
Given two variables X and Y , CCA finds two projections such that the correlations
between the two projected variables are maximized. Given the covariance matrices CXX ,
CY Y , and CXY , CCA is equivalent to the following problem CXX CXY











where gX and gY are the top canonical correlation functions for variables X and Y , respec-
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tively, and σ is the corresponding canonical correlation.









s.t. G>BG = I. (4.22)
Following the derivation for the standard eigenvalue problem, we get the foliowing
update rules





Denote GXt and G
Y
t the canonical correlation functions for X and Y , respectively. We





























t − CY YGYt W
]
. (4.26)
We present the detailed updates for coefficients in Algorithm 4.
4.6.4 Kernel sliced inverse regression
Kernel sliced inverse regression [80] aims to do sufficient dimension reduction in which the
found low dimension representation preserves the statistical correlation with the targets. It
also reduces to a generalized eigenvalue problem, and has been shown to find the same
subspace as KCCA [80].
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Algorithm 4: {αi, βi}t1 = DSGD-KCCA(P(x),P(y), k)
Require: P(ω), φω(x).
1: for i = 1, . . . , t do
2: Sample xi ∼ P(x). Sample yi ∼ P(y).
3: Sample ωi ∼ P(ω) with seed i.
4: ui = Evaluate(xi, {αj}i−1j=1) ∈ R
k.
5: vi = Evaluate(yi, {βj}i−1j=1) ∈ R
k.





7: αi = ηiφωi(xi) [vi −Wui].






























Figure 4.1: Convergence for DSGD-KPCA on the dataset with analytical solution.
4.7 Experiments
We demonstrate the effectiveness and scalability of our algorithm on both synthetic and
real world datasets.
4.7.1 Synthetic dataset with analytical solution
We first verify the convergence rate of DSGD-KPCA on a synthetic dataset with analytical
solution of eigenfunctions [81]. If the data follow a Gaussian distribution, and we use a
Gaussian kernel, then the eigenfunctions are given by the Hermite polynomials.
We generated 1 million data points, and ran DSGD-KPCA with a total of 262,144
random features. In each iteration, we use a data mini-batch of size 512, and a random
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Figure 4.2: Recovered top 3 eigenfunctions using DSGD-KPCA on the dataset with ana-
lytical solution.
feature mini-batch of size 128. After all random features are generated, we revisit and
adjust the coefficients of existing random features. The kernel bandwidth is set as the true
bandwidth of the data.





where θ0 and θ1 are two parameters. We use a small θ1 ≈ 0.01 such that in early stages the
step size is large enough to arrive at a good initial solution.
Convergence Figure 4.1 shows the convergence rate of the proposed algorithm seeking
top k = 3 subspace. The potential function is calculated as the squared sine function of the
subspace angle between the current solution and the ground-truth. We can see the algorithm
indeed converges at the rate O(1/t).
Eigenfunction Recovery Figure 4.2 demonstrate the recovered top k = 3 eigenfunc-
tions compared with the ground-truth. We can see the found solution coincides with one
eigenfunction, and only disagree slightly on two others.
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(b) 2048 random features













(c) 2048 Nystrom features
Figure 4.3: Recovered latent components.
4.7.2 Nonparametric Latent Variable Model
In [78], the authors proposed a multiview nonparametric latent variable model that is solved
by kernel SVD followed by tensor power iterations. The algorithm can separate latent vari-
ables without imposing specific parametric assumptions of the conditional probabilities.
However, the scalability of the algorithm was limited by kernel SVD.
Here, we demonstrate that with DSGD-KSVD, we can learn latent variable models with
one million data, achieving higher quality of learned components compared with two other
approaches.
DSGD-KSVD uses a total of 8192 random features, and in each iteration, it uses a
feature mini-batch of size 256 and a data mini-batch of size 512.
We compare with 1) random Fourier features with fixed 2048 functions, and 2) random
Nystrom features with fixed 2048 functions. The Nystrom features are calculated by first
uniformly sampling 2048 data points, and then evaluate kernel function values on these
data points [54].
The dataset consists of two latent components, one is a Gaussian distribution and the
other follows a Gamma distribution with shape parameter α = 1.2. One million data point
are generated from this mixture distribution.
Figures 4.3 shows the learned conditional distributions for each component. We can
see DSGD-KSVD achieves almost perfect recovery, while Fourier and Nystrom random
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Table 4.3: KCCA results on MNIST 8M (top 50 largest correlations)
# of feat
Random features Nystrom features
corrs. minutes corrs. minutes
256 25.2 3.2 30.4 3.0
512 30.7 7.0 35.3 5.1
1024 35.3 13.9 38.0 10.1
2048 38.8 54.3 41.1 27.0
4096 41.5 186.7 42.7 71.0
DSGD-KCCA linear CCA
corrs. minutes corrs. minutes
43.5 183.2 27.4 1.1
feature methods either confuse high density areas or incorrectly estimate the spread of
conditional distributions.
4.7.3 KCCA MNIST8M
We then demonstrate the scalability and effectiveness of our algorithm on a large-scale real
world dataset. MNIST8M consists of 8.1 million hand-written digits and their transforma-
tions. Each digit is of size 28× 28. We divide each image into the left and right parts, and
learn their correlations using KCCA. Thus the input feature dimension is 392.
The evaluation criteria is the total correlations on the top k = 50 canonical correlation
directions calculated on a separate test set of size 10000. Out of the 8.1 million training
data, we randomly choose 10000 as an evaluation set.
We compare with 1) random Fourier and 2) random Nystrom features on both total cor-
relation and running time. We vary the number of random features used for both methods.
Our algorithm uses a total of 20480 features. In each iteration, we use feature mini-batches
of size 2048 and data mini-batches of size 1024, and we run 3000 iterations. The kernel
bandwidth is set using the “median” trick and is the same for all methods. Due to random-
ness, all algorithms are run 5 times, and the mean is reported.
The results are presented in Table 4.3. We can see Nystrom features generally achieve
better results than Fourier features. Note that for Fourier features, we are using the version
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with sin and cos pairs, so the real number of parameters is twice the number in the table, as
a result the computational time is almost twice of that for Nystrom features.
Our algorithm achieves the best test-set correlations in comparable run time with ran-
dom Fourier features. This is especially significant for random Fourier features, since the
run time would increase by almost four times if double the number of features were used.
We can also see that for large datasets, it is important to use more random features for better
performance. Actually, the number of random features required should grow linearly with
the number of data points. Therefore, our algorithm provides a good balance between the
number of random features used and the number of data points processed.
4.7.4 Kernel PCA visualization on molecular space dataset
MolecularSpace dataset contains 2.3 million molecular motifs [60]. We are interested in
visualizing the dataset with KPCA. The data are represented by sorted Coulomb matrices
of size 75×75 [82]. Each molecule also has an attribute called power conversion efficiency
(PCE). We use a Gaussian kernel with bandwidth chosen by the “median trick”. We ran
kernel PCA with a total of 16384 random features, with a feature mini-batch size of 512,
and data mini-batch size of 1024. We ran 4000 iterations with step size ηt = 1/(1+0.001∗
t).
Figure 4.4 presents visualization by projecting the data onto the top two principle com-
ponents. Compared with linear PCA, KPCA shrinks the distances between the clusters and
brings out the important structures in the dataset. We can also see although the PCE values
do not necessarily correspond to the clusters, higher PCE values tend to lie towards the
center of the ring structure.
4.7.5 Kernel sliced inverse regression on KUKA dataset
We evaluate our algorithm under the setting of kernel sliced inverse regression [80], a way
to perform sufficient dimension reduction (SDR) for high dimension regression. After per-
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(a) (b)
Figure 4.4: Visualization of the molecular space dataset by the first two principal com-
ponents. The color corresponds to the PCE value: bluer dots represent lower PCE values
while redder dots are for higher PCE values. (a) Kernel PCA; (b) linear PCA. (Best viewed
in color)






















Figure 4.5: Comparison on KUKA dataset.
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forming SDR, we fit a linear regression model using the projected input data, and evaluate
mean squared error (MSE). The dataset records rhythmic motions of a KUKA arm at vari-
ous speeds, representing realistic settings for robots [83]. We use a variant that contains 2
million data points generated by the SL simulator. The KUKA robot has 7 joints, and the
high dimension regression problem is to predict the torques from positions, velocities and
accelerations of the joints. The input has 21 dimensions while the output is 7 dimensions.
Since there are seven independent joints, we set the reduced dimension to be seven. We
randomly select 20% as test set and out of the remaining training set, we randomly choose
5000 as validation set to select step sizes. The total number of random features is 10240,
with mini-feature batch and mini-data batch both equal to 1024. We run a total of 2000
iterations using step size ηt = 15/(1 + 0.001 ∗ t).
Figure 4.5 shows the regression errors for different methods. The error decreases with
more random features, and our algorithm achieves lowest MSE by using 10240 random
features. Nystrom features do not perform as well in this setting probably because the
spectrum decreases slowly (there are seven independent joints) as Nystrom features are
known to work well for fast decreasing spectrum.
4.8 Summary
We have proposed a general and scalable approach to solve nonlinear component analysis
based on doubly stochastic gradients. It is simple, efficient and scalable. In addition, we
have theoretical guarantees that the whole subspace converges at the rate Õ(1/t) to the true
subspace. Moreover, since its core is an algorithm for eigenvalue problems in the functional
space, it can be applied to various other tasks and models. Finally, we demonstrate the
scalability and effectiveness of our algorithm on both synthetic and real world datasets.
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CHAPTER 5
COMMUNICATION EFFICIENT DISTRIBUTED KERNEL PCA
In this chapter, we develop a communication efficient algorithm to perform kernel PCA in
the distributed setting. The algorithm is a clever combination of subspace embedding and
adaptive sampling techniques, and we show that the algorithm can take as input an arbitrary
configuration of distributed datasets, and compute a set of global kernel principal compo-
nents with relative error guarantees independent of the dimension of the feature space or
the total number of data points. In particular, computing k principal components with rel-
ative error ε over s workers has communication cost Õ(sρk/ε+ sk2/ε3) words, where ρ is
the average number of nonzero entries in each data point. Furthermore, we experimented
the algorithm with large-scale real world datasets and showed that the algorithm produces
a high quality kernel PCA solution while using significantly less communication than al-
ternative approaches.
5.1 Introduction
The original kernel PCA algorithm is designed for a batch setting, where all data points
need to fit into a single machine. However, nowadays large volumes of data are being col-
lected increasingly in a distributed fashion, which poses new challenges for running kernel
PCA. For instance, a large network of distributed sensors can collect temperature readings
from geographically distant locations; a system of distributed data centers in an Internet
company can process user queries from different countries; a fraud detection system in a
bank needs to perform credit checks on people opening accounts from different branches;
and a network of electronic healthcare systems can store patient records from different
hospitals. It is very costly in terms of network bandwidth and transmission delays to com-
municate all of the data collected in a distributed fashion to a single data center, and then
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run kernel PCA on the central node. In other words, communication now becomes the bot-
tleneck to the nonlinear feature extraction pipeline. How can we leverage the aggregated
computing power in a large distributed system? Can we perform kernel PCA on the entire
dataset in a distributed and communication efficient fashion while maintaining provable
and strong guarantees in solution quality?
While recent work shows how to do linear PCA in a communication efficient and dis-
tributed fashion [84], the kernel setting is significantly more challenging. The main prob-
lem with previous work is that it achieves communication proportional to the dimension
of the data points, which if implemented straightforwardly in the kernel setting would give
communication proportional to the dimension of the feature space which can be very large
or even infinite. Kernel PCA uses the kernel trick to avoid going to the potentially infinite
dimensional kernel feature space explicitly, so intermediate results are often represented
by a function (e.g., a weighted combination) of the feature mapping of some data points.
Communicating such intermediate results requires communicating all the data points they
depend on. To lower the communication, the intermediate results should only depend on a
small number of data points. A distributed algorithm then needs to be carefully designed
to meet this constraint.
In this chapter, we propose a communication efficient algorithm for distributed KPCA
in a master-worker setting where the dataset is arbitrarily partitioned and each portion sits
in one worker, and the workers can communicate only through the master. Our key idea is
to design a communication efficient way of generating a small representative subset of the
data, and then performing kernel PCA based on this subset. We show that the algorithm
can compute a rank-k subspace in the kernel feature space using just a representative subset
of size O(k/ε) built in a distributed fashion. For polynomial kernels, it achieves a (1 + ε)
relative-error approximation to the best rank-k subspace, and for shift-invariant kernels
(such as the Gaussian kernel), it achieves (1+ ε)-approximation with an additive error term
that can be made arbitrarily small. In both cases, the total communication for a system of
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s workers is Õ(sρk/ε + sk2/ε3) words, where ρ is the average number of nonzero entries
in each data point, and is always bounded by the dimension of the data d and independent
of the dimension of the kernel feature space. This for constant ε nearly matches the lower
bound Ω(sdk) for linear PCA [84]. As far as we know, this is the first algorithm that can
achieve provable approximation with such communication bounds.
As a subroutine of our algorithm, we have also developed an algorithm for the dis-
tributed Column Subset Selection (CSS) problem, which can select a set of O(k/ε) points
whose span contains (1 + ε)-approximation, with communication O(sρk/ε+ sk2). This is
the first algorithm that addresses the problem for kernels, and it nearly matches the com-
munication lower bound Ω(sρk/ε) for this problem in the linear case [85]. The column
subset selection problem has various applications in big data scenarios, so this result could
be of independent interest.
Furthermore, our algorithm also leads to some other distributed kernel algorithms: the
data can then be projected onto the subspace found and processed by downstream appli-
cations. For example, an immediate application is for distributed spectral clustering, that
first computes KPCA to rank-k/ε and then does k-means on the data projected on the sub-
space found by KPCA (e.g., [86]). This can be done by combining our algorithm with any
efficient distributed k-means algorithms (e.g., [87]).
We evaluate our algorithm on datasets with millions of data points and hundreds of
thousands of dimensions where non-distributed algorithms such as batch KPCA are im-
practical to run. Furthermore, comparing to other distributed algorithms, our algorithm
requires less communication and fewer representation data points to achieve the same ap-
proximation error.
5.2 Related Work
There has been a surge of recent work on distributed machine learning, e.g., [88, 89, 90,
87]. In this setting, the data sets are typically large, and small error rate is required. This
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is because if only a coarse error is needed then there is no need to use large-scale data
sets; a small subset of the data will be sufficient. Furthermore, one prefers relative error
rates instead of additive error rates, since the latter is worse and harder to interpret with-
out knowing the optimum. Our algorithm can achieve small relative error with limited
communication.
Since there exist communication efficient distributed linear PCA algorithms [87, 90], it
is tempting to adopt the random feature approach for distributed kernel PCA: first construct
m random features and then solve PCA in the primal form, i.e., apply distributed linear
PCA on the random features. However, the communication of this method is too high.
One needs m = Õ(d/ε2) random features to preserve the kernel values up to additive error
ε, leading to a communication of O(skm/ε) = O(skd/ε3). Another drawback of using
random features is that it only produces a solution in the space spanned by the random
features, but not a solution in the feature space of the kernel.
The Nyström method is another popular tool for large-scale kernel methods: sample a
subset of data points uniformly at random, and use them to construct an approximation of
the original kernel matrix. However, it also suffers from high communication cost, since
one needs O(1/ε4) sampled points to achieve additive ε error in the Frobenius norm of the
kernel matrix [91]. A closely related method is incomplete Cholesky decomposition [92],
where a few pivots are greedily chosen to approximate the kernel matrix. It is unclear how
to design a communication efficient distributed version since it requires as many rounds of
communication as the number of pivots, which is costly.
Leverage score sampling is a related technique for low-rank approximation [93]. A
prior work of Boutsidis et al. [84] gives the first distributed protocol for column subset se-
lection. [94] gives a distributed PCA algorithm with optimal communication cost, but only
for linear PCA. In comparison, our work is the first communication efficient distributed
algorithm for low rank approximation in the kernel space.
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5.3 Backgrounds
For any vector v, let ‖v‖ denote its Euclidean norm. For any matrix M ∈ Rd×n, let Mi:
denote its i-th row and M:j its j-th column. Let ‖M‖F denote its Frobenius norm, and
‖M‖2 denote its spectral norm. Let its rank be r ≤ min {n, d}, and denote its SVD as
M = UΣV > where U ∈ Rd×r,Σ ∈ Rr×r, and V ∈ Rn×r. Let [M ]k denote its best rank-k
approximation. Finally, denote its number of non-zero entries as nnz(M).
In the distributed setting, there are s workers that are connected to a master proces-
sor. Worker i has a local data set Ai ∈ Rd×ni , and the global data set A ∈ Rd×n is the
concatenation of the local data (n =
∑s
i=1 ni).
Kernels and Random Features. For a kernel κ(x, x′), let H denote its feature space,
i.e., there exists a feature mapping φ(·) ∈ H such that κ(x, x′) = 〈φ(x), φ(x′)〉H. Let
φ(A) ∈ Hn denote the matrix obtained by applying φ on each column of A and concate-
nating the results. Throughout this chapter, we regard any M ∈ Hn as a matrix whose
columns are elements in H and define matrix operations accordingly. For example, for





. When there is no ambiguity, we omit the subscript H. The random




i=1 ξωi(x)ξωi(y) where ωi’s are randomly sampled. These include
Gaussian RBF kernels and other shift-invariant kernels, inner product kernels, etc ([61,
60]).
In this chapter, we provide guarantees for shift-invariant kernels using Fourier random
features (the extension to other kernels/random features is straightforward). We assume the
kernel satisfies some regularization conditions: it is defined over bounded compact domain
in Rd, with κ(0) ≤ 1 and bounded ∇2k(0) [61]. Such conditions are standard in practice,
and thus we assume them throughout this chapter.
Kernel PCA. An element u ∈ H is an eigenfunction of φ(A)φ(A)> with the corre-
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sponding eigenvalue λ if ‖u‖ = 1 and φ(A)φ(A)>u = λu. Given eigenfunctions {ui}




⊥ , where U , V are the lists of top k eigenfunctions/vectors, Σk is a
diagonal matrix with the corresponding singular values, U⊥, V⊥ are the lists of the rest of
the eigenfunctions/vectors, and Σ⊥ is a diagonal matrix with the rest of the singular values.
Kernel PCA aims to identify the top k subspace U , since the best rank-k approximation
[φ(A)]k = UΣkV
> = UU>φ(A). Typically, the goal is to find a good approximation to
this subspace. Formally,
Definition 10 A subspace L ∈ Hk is a rank-k (1 + ε,∆)-approximation for kernel PCA
on A if L>L = Ik and
∥∥φ(A)− LL>φ(A)∥∥2 ≤ (1 + ε) ‖φ(A)− [φ(A)]k‖2 + ∆.
Kernel PCA leads to immediate solutions for some other nonlinear component analysis
(e.g., kernel CCA), and provides needed subroutines for tasks like spectral clustering.
Subspace Embeddings. Subspace embeddings are a useful technique that can improve
the computational and space costs by embedding data into lower dimension while preserv-
ing interesting properties. They have been extensively studied in recent years [95, 96, 97].
The recent fast sparse subspace embeddings [97] and its optimizations [98, 99] are par-
ticularly suitable for large-scale sparse datasets, since their running time is linear in the
number of non-zero entries in the data matrix. They also preserve the sparsity of the input
data. Formally,
Definition 11 An ε-subspace embedding of M ∈ Rm×n is a matrix S ∈ Rt×m such that
for any x,
‖SMx‖ = (1± ε) ‖Mx‖ .





Mx is in the column space of M and SMx is its embedding, so the definition means
that the norm of any vector in the column space of M is approximately preserved. This
then provides a way to do dimensional reduction for problems depending on inner prod-
ucts of vectors. Our algorithm repeatedly makes use of subspace embeddings. In partic-
ular, the embedding we use is the concatenation of the following known sketching matri-
ces: COUNTSKETCH and i.i.d. Gaussians (or the concatenation of COUNTSKETCH, fast
Hadamard and i.i.d. Gaussians). The details can be found in [93]; we only need the follow-
ing fact.
Lemma 12 For M ∈ Rd×n, there exist sketching matrices S ∈ Rt×d with t = O(n/ε2)
that are ε-subspace embeddings. Furthermore, SM can be successfully computed in time
Õ(nnz(M)) with probability at least 1− δ.
The work of [100] shows that a fast computational approach, TENSORSKETCH, is in-
deed a subspace embedding for the polynomial kernel. However, there are no previously
known subspace embeddings for other kernels. We develop efficient and provable em-
beddings for a large family of kernels including Gaussian kernel and other shift invariant
kernels. These embeddings will be a key tool used by our algorithm.
5.4 Overview
In view of the limitations of the related work, we instead take a different approach, which
first selects a small subset of points whose span contains an approximation with relative
error rate ε, and then find a low rank approximation in their span. It is important to keep the
size of the subset small and also guarantee that their span contains a good approximation
(this is also called kernel column subset selection). A well known technique is to sample
according to the statistical leverage scores.
Challenges. However, this immediately raises the following technical challenges.
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(a) Compress data and compute leverage scores (b) Leverage score sampling
(c) Adaptive sampling
SVD(                   )
(d) Project data and compute KPCA
Figure 5.1: Algorithm overview. The black machine at the center is the master and the
gray machines are the workers. Each worker stores its portion of the dataset, and the algo-
rithm computes the top k principle components on the whole dataset. The arrows between
the machines denote the direction of communications. In each round, the communication
always starts from the workers to the master (lighter arrows) and then from the master to
the workers (darker arrows). (a) Each worker compresses its data by using (kernel) sub-
space embeddings and sends it to the master. The master aggregates the data and computes
intermediate results for leverage scores and sends back to the workers. (b) Each worker
computes the leverage scores, samples data points (denoted by circles) and then sends them
to the master. The master distributes back the union of the sampled data points. (c) Each
worker conducts adaptive sampling and sends newly sampled points to the master. The
master distributes back the union of all sampled points. (d) Each worker projects its data
onto the subspace spanned by the sampled data points and sends the compressed projec-
tions to the master. The master computes coefficients for the top k principle components
by running SVD, and then sends them back to the workers. (best viewed in color)
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I. Computing the statistical leverage scores is prohibitively expensive. Naı̈vely com-
puting them requires communicating all data points. There exist non-trivial fast algo-
rithms [101], but they are designed for the non-distributed setting. Using them in the
distributed setting leads to communication linear in the number of data points, or linear
in the number of random features if one uses random features and computes the leverage
scores for them.
Our key idea is that it is sufficient to compute the (generalized) leverage scores of the data
points, i.e., the leverage scores of another matrix whose row space approximates that of the
original data matrix. So the problem is reduced to designing kernel subspace embeddings
that can approximate the row space of the data.
II. Even given the embedded data, it is unclear how to compute its leverage scores in
a communication efficient way. Although the dimension of the embedded data is small,
existing algorithms will lead to communication linear in the number of data points, which
is impractical.
III. Simply sampling according to the generalized leverage scores does not give the
desired results: a good approximation can only be obtained using a much larger rank,
specifically, O(k/ε).
IV. After selecting the small subset of points, we need to design a distributed algorithm
to compute a good low rank approximation in their span.
Algorithm. We have designed a distributed kernel PCA algorithm that computes an
approximated solution with relative error rate ε using low communication. The algorithm
operates in following key steps, each of which addresses one of the challenges mentioned
above (See Figure 5.1):
I. Kernel Subspace Embeddings. To approximate the subspace of the original data
matrix, we propose subspace embeddings for a large family of kernels. For polynomial
kernels we improve the prior work by reducing the embedding dimension and thus lower-
ing the communication. Furthermore, we propose new subspace embeddings for kernels
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with random feature expansions, allowing PCA for these kernels to be computed in a com-
munication efficient manner. See Section 5.5.1 for the details.
II. Distributed Leverage Scores. To compute the leverage scores, sampling with con-
stant approximations is sufficient. We can thus drastically reduce the number of data points:
first do another (non-kernel) subspace embeddings on the embedded data, and then send
the result to the master for computing the scores. See Figure 5.1(a) for an illustration and
Section 5.5.2 for the details.
III. Sampling Representative Points. We take a two-step approach as leverage scores
alone is not good enough : first sample according to generalized leverage scores, and then
sample additional points according to their distances to the span of the points sampled in the
first step. The first step gains some coarse information about the data, and the second step
use it to get the desired samples. The two steps are illustrated in Figure 5.1(b) and 5.1(c),
respectively, while the details are in Section 5.5.3.
IV. Computing an Approximation. After projecting the data to the span of the rep-
resentative points, we sketch the projections by (non-kernel) subspace embeddings. We
then send the compressed projections to the master and compute the solution there. See
Figure 5.1(d) for an illustration and Section 5.5.4 for the details.
Main Theoretical Results. Given as input the local datasets, the rank k and error
parameters ε,∆, our algorithm outputs a (1 + ε,∆)-approximation to the optimum with
large probability. Formally,
Theorem 13 Algorithm 7 produces a subspaceL for kernel PCA onA that with probability
≥ 0.99 satisfies:
1. L is a rank-k (1 + ε, 0)-approximation when applied to polynomial kernels.
2. L is a rank-k (1 + ε,∆)-approximation when applied to shift-invariant kernels with
regularization.





) words, where ρ is the average number of nonzero
entries in one data point.
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The constant success probability can be boosted up to any high probability 1 − δ by repe-
tition, which adds only an extra O(log 1
δ
) term to communication and computation.
The output subspace L is represented by Õ(k/ε) sampled points Y from A (i.e., L =
φ(Y )C for some coefficient matrix C), so L can be easily communicated and the projection
of any point on L can be easily computed by the kernel trick. The communication has linear
dependence on the dimension and the number of workers, and has no dependence on the
number of data points, which is crucial for big data scenarios. Moreover, it does not depend
on ∆ (but the computation does), so the additive error can be made arbitrarily small with
more computation.
The theorem also holds for other properly regularized kernels with random feature ex-
pansions (see [61, 60] for more such kernels); the extension of our proof is straightforward.
We also make the following contributions: (i) Subspace embedding techniques for
many kernels. (ii) Distributed algorithm for computing generalized leverage scores with
low communication. (iii) Distributed algorithm for kernel column subset selection.
5.5 Distributed Kernel Principal Component Analysis
Our algorithm first computes the (generalized) leverage scores that measure the non-uniform
structure, then samples the desired subset of points whose span contains a good approxi-
mated solution, and finally finds such a solution in the span.
Leverage scores are critical for importance sampling in many fast randomized algo-
rithms. The leverage scores are defined as follows.
Definition 14 For E ∈ Rt×n with SVD E = UΣV >, the leverage score `j for its j-th
column is `j = ‖Vj:‖2 .
Their importance is reflected in the following fact: suppose E has rank at most k, and
suppose P is a subset of O(k log k
ε2
) columns obtained by repeatedly sampled from the
columns of E according to their leverage scores, then the span of P contains an (1 + ε, 0)-
approximation subspace for E with probability ≥ 0.99 (see,e.g., [102]). Here, sampling
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one column according to the leverage scores `j means to define sampling probabilities pj
such that pj ≥ `j4∑j `j for all j, and then pick one column where the j-th column is picked
with probability pj . Note that setting pj =
`j∑
j `j
is clearly sufficient, but a constant variance
of pj is allowed at the expense of an extra constant factor in the sample size. This means








However, even computing constant approximations of the leverage scores are non-
trivial: naı̈ve approaches require SVD, which is expensive. Actually, SVD is more expen-
sive than the task of PCA itself. Even ignoring computation cost, naı̈ve SVD is prohibitive
in the distributed setting due to its high communication cost. Fortunately, it turns out that
the leverage scores are an over kill for our purpose; it suffices to compute the generalized
leverage scores, i.e., the leverage scores of a proxy matrix.
Definition 15 If E has rank q and can approximate the row space of M up to (1 + ε,∆),
i.e., there exists X with
‖XE −M‖F ≤ (1 + ε) ‖M − [M ]k‖F + ∆,
then the leverage scores of E are called the generalized leverage scores of M with respect
to rank q.
This generalizes the definition in [101] by allowing the rank of E to be larger than k
and allowing additive error ∆, which are important for our application. The generalized
leverage scores can act as the leverage scores for our purpose in the following sense.
Lemma 16 Let P be O( q log q
ε2
) columns sampled from M according to their generalized
leverage scores w.r.t. rank q. Then with probability ≥ 0.99, the span of P has a rank-s
(1 + 2ε, 2∆)-approximation subspace for M .
Proof It follows from combining Theorem 5 in [102] and the definition of the generalized
leverage scores.
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Computing the generalized scores with respect to rank q could be much more efficient,
since the intrinsic dimension now becomes q, which can be much smaller than the ambient
dimension (the number of points or the dimension of the feature space). However, as noted
in the overview, there are still a few technical challenges.
• Efficiently find a smaller matrix E that can approximate the row space of the original
data.
• Compute the leverage scores of E in a communication efficient way.
• The approximation solution in the span of P has the same rank asE, which isO(k/ε)
when we use kernel subspace embedding to obtain E. This is not satisfying since our
final goal is to compute a rank-k solution.
• Find a good approximation in the span of φ(Y ) with low communication.
Our final algorithm consists of four key steps, each of which addresses one of the above
challenges. They are elaborated in the following four subsections respectively, and the final
subsection presents the overall algorithm.
5.5.1 Kernel Subspace Embeddings
Recall that a subspace embedding S for a matrix M is such that ‖SMx‖ ≈ ‖Mx‖, i.e.,
the norm of any vector in the column space of M is approximately preserved. Subspace
embeddings can also be generalized for the feature mapping of kernels, simply by setting
M = φ(A), S a linear mapping from H 7→ Rt and using the corresponding inner prod-
uct. If the data after the kernel subspace embedding is sufficient for solving the problem
under consideration, then only Sφ(A) in much lower dimension is needed. This is espe-
cially interesting for distributed kernel methods, since directly using the feature mapping
or the kernel trick in this setting will lead to high communication cost, while the data after
embedding can be much smaller and lead to much lower communication cost.
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A sufficient condition for solving many problems (in particular, kernel PCA) is to pre-
serve the low rank structure of the data. More precisely, the row space of Sφ(A) is a good
approximation to that of φ(A), where the error is comparably to the best rank k approxima-
tion error. Then Sφ(A) can be used to compute the generalized leverage scores for φ(A),
which can then be utilized to compute kernel PCA as mentioned above.
More precisely, we would like Sφ(A) to approximate the row space of φ(A) up to
(1 + ε,∆), as required in the definition of the generalized leverage scores. We give such
embeddings a particular name.
Definition 17 S is called a (1 + ε,∆)-good subspace embedding for φ(A) ∈ Hn, if there
exists X such that
‖X(Sφ(A))− φ(A)‖2 ≤ (1 + ε) ‖φ(A)− [φ(A)]k‖2 + ∆.
We now identify the sufficient conditions for (1 + ε,∆)-good subspace embeddings,
which can then be used in constructing such embeddings for various kernels.
Lemma 18 S is a (1 + ε,∆)-good subspace embedding for φ(A) ∈ Hn if it satisfies the
following.
P1 (Subspace Embedding): For any orthonormal V ∈ Hk (i.e., V >V is the identity), for
all x ∈ Rk,
‖SV x‖ = (1± c) ‖V x‖
where c is a sufficiently small constant.





‖N‖2 ‖M‖2 + ∆.
Polynomial Kernels. For polynomial kernels, there exists an efficient algorithm, namely
TENSORSKETCH to compute the embedding [100]. However, the embedding dimension
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has a quadratic dependence on the rank k, which will increase the communication. Fortu-
nately, subspace embedding can be concatenated, so we can further apply another known
subspace embedding such as one of those in Lemma 12 which, though not fast for feature
mapping, is fast for the already embedded data and has lower dimension. In this way, we
can enjoy the benefits of both approaches.
The guarantee of TENSORSKETCH in [100] and the property of the subspace embed-
dings in Lemma 12 can be combined to verify P1 and P2. So we have
Lemma 19 For polynomial kernels κ(x, y) = (〈x, y〉)q, there exists a (1 + ε, 0)-good sub-
space embedding matrix S : Rdq 7→ Rt with t = O(k/ε).
Kernels with Random Feature Expansions. Polynomial kernels have finite dimen-
sional feature mappings, for which the sketching seems natural. It turns out that it is possi-
ble to extend subspace embeddings to kernels with infinite dimensional feature mappings.
More precisely, we propose subspace embeddings for kernels with random feature expan-
sions, i.e., κ(x, y) = Eω [ξω(x)ξω(y)] for some function ξ(·). Therefore, one can approxi-
mate the kernel by using m features zω(x) on randomly sampled ω. Such random feature
expansion can be exploited for subspace embeddings: view the expansion as the “new”
data points and apply a sketching matrix on top of it. Compared to polynomial kernels,
the finite random feature expansion leads to an additional additive error term. Our analysis
shows that bounding the additive error term only requires sufficiently large sampled size
m, which affects the computation but does not affect the final embedding dimension and
thus the communication.
In summary, the embedding is Sφ(x) = TR(φ(x)), where R(φ(x)) ∈ Rm is m random
features for x and T ∈ Rt×m is an embedding as in Lemma 12. The properties P1 and P2
can be verified by combining Lemma 12 and the guarantees of random features.
Lemma 20 For a continuous shift-invariant kernels κ(x, y) = κ(x−y) with regularization,
there exists a (1 + ε,∆)-good subspace embedding S : H 7→ Rt with t = O(k/ε).
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1: Each worker i: do 1
4
-subspace embedding EiT i ∈ Rt×p with p = O(t); send EiT i to
Master.
2: Master: QR-factorize [E1T 1, . . . , EsT s]> = UZ;
send Z to all workers.






5.5.2 Computing Leverage Scores
Given the matrix E obtained from kernel subspace embedding, we would like to com-
pute the leverage scores of E. First note that this cannot be done simply in a local manner:
the leverage score of a column inEi is different from the leverage score of the same column
in E. Furthermore, though data in E have low dimension, communicating all points in E
to the master is still impractical, since it leads to communication linear in the total number
of points.
Fortunately, we only need to compute constant approximations of the scores, which
allows us to use subspace embedding on E to greatly reduce the number of data points.
In particular, we apply a 1
4
-subspace embedding T i (e.g., one of those in Lemma 12) on
each local data set Ei, and then send them to the master. Let ET denote all the embedded









E as the basis for E, so it suffices to





The details are described in Algorithm 4 and Figure 5.1(a) shows an illustration. The
algorithm is guaranteed to output constant approximations of the leverage scores of E.
Lemma 21 Let `ij be the true leverage scores of E. Then Algorithm 4 outputs ˜̀ij = (1 ±
1/2)`ij .
Proof The algorithm can be viewed as applying an embedding T = diag (T 1, . . . , T s) on




Algorithm 5 Sampling Representative Points:
Y = RepSample({Ai}si=1 , {˜̀ij}, k, ε)
1: Workers: sample O(k log k) points according to {˜̀ij};
send to Master;
2: Master: send all the sampled points P to the workers;
3: Workers: sample O(k/ε) points Ỹ according to the square distances to P in the feature
space;
send to Master;
4: Master: send Y = Ỹ ∪ P to all the workers.
matrix, then for any x,










So T is also 1
4
-subspace embedding. Such a scheme of using embedding for approximating
the scores has been analyzed (Lemma 6 in [101]), and the lemma follows.
We note that though a constant approximation is sufficient for our purpose, but the




which can be useful for other applications.
5.5.3 Sampling Representative Points
Sampling directly to the leverage scores can produce a set of points P such that the
span of φ(P ) contains a (1 + ε,∆)-approximation to φ(A). However, the rank of that ap-
proximation can be as high as O(k/ε), since its rank is the same as that of the embedded
data (see Lemma 16), which will be O(k/ε) to achieve ε error. To get a rank-k approxima-
tion and also enjoy the advantage of leverage scores, we propose to combine leverage score
sampling and the adaptive sampling algorithm in [103, 104].
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Algorithm 6 Computing an Approximation:
L = disLR({Ai}si=1, Y , k, ε,∆)
1: Each worker i: compute the basis Q for φ(Y ) and Πi = Q>φ(Ai); do an ε-subspace
embedding ΠiT i ∈ R|Y |×w with w = O(|Y |/ε2), and send ΠiT i to Master;
2: Master: concatenate ΠT = [Π1T 1, . . . ,ΠsT s] and send the top k singular vectors W
of ΠT to the workers.
3: Each worker i: set L = QW .
The details are presented in Algorithm 5. We first sample a set P of O(k log k) points
according to the leverage scores, so that the span of φ(P ) contains a (2,∆)-approximation.
Then we use the adaptive sampling method: sample O(k/ε) points according to the square
distances from the points to their projections on P and then add them to P to get the desire
set Y of representative points. Figure 5.1(b) and 5.1(c) demonstrate the two steps of the
algorithm.
Adaptive sampling has the following guarantee:
Lemma 22 Suppose there is a (2,∆)-approximation for φ(A) in the span of φ(P ). Then
with probability ≥ 0.99, the span of φ(Y ) has a rank-k (1 + ε,∆)-approximation.
Therefore, we solves the column subset selection problem for kernels in the distributed
setting, withO(k log k+k/ε) selected columns and with a communication of onlyO(sρk/ε+
sk2). This also provides the foundation for kernel PCA task.
5.5.4 Computing an Approximation
To compute a good approximation in the span of φ(Y ), the naı̈ve approach is to project
the data to the span and compute SVD there. However, the communication will be linear in
the number of data points. Subspace embedding can be used to sketch the projected data,
so that the number of data points is greatly reduced.
Algorithm 7 describes the details and Figure 5.1(d) shows an illustration. To compute
the best rank-k approximation for the projected data Π, we do a subspace embedding on
the right hand side, i.e., compute ΠT = [Π1T 1, . . . ,ΠsT s]. Then the algorithm computes
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the best rank-k approximation W for ΠT , which is then a good approximation for Π and
thus φ(A). It then returns L, the representation of W in the coordinate system of φ(A).
The output L is guaranteed to be a good approximation.
Lemma 23 If there is a rank-k (1 + ε,∆)-approximation subspace in the span of φ(Y ),
then ∥∥LL>φ(A)− φ(A)∥∥2 ≤ (1 + ε)2 ‖φ(A)− [φ(A)]k‖2 + (1 + ε)∆.
Proof Sketch. For our choice of w, T i is an ε-subspace embedding matrix for Πi. Then
their concatenation B is an ε-subspace embedding for Π, the concatenation of Πi. Then we
can apply the idea implicit in [90].







Since LL> = QWW>Q>,
T1 =
∥∥WW>Q>φ(A)−Q>φ(A)∥∥2 .
Note that Π = Q>φ(A), and W is the best rank-k subspace for its embedding ΠT . By
property of T (Theorem 7 in [90]), it is also a good approximation for Π. So
T1 ≈
∥∥[Q>φ(A)]k −Q>φ(A)∥∥2 = ∥∥Q[Q>φ(A)]k −QQ>φ(A)∥∥2 .
Combining this with T2, and applying Pythagorean Theorem again, we know that the error
is roughly
∥∥Q[Q>φ(A)]k − φ(A)∥∥2 .
Now, by assumption, there is a rank-k (1+ε,∆)-approximation subspaceX in the span
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Algorithm 7 Distributed Kernel PCA:
L = disKPCA({Ai}si=1 , k, ε,∆)
1: Each worker i: do a (1/4,∆)-good subspace embedding Ei = S(φ(Ai)) ∈ Rt×ni , t =
O(k);




3: Sample points: Y = RepSample({Ai}si=1 , {˜̀ij}, k, ε);
4: Output L = disLR({Ai}si=1 , Y, k, ε,∆).
of φ(Y ). Since [Q>φ(A)]k is the best rank-k approximation to Q>φ(A),
∥∥Q[Q>φ(A)]k − φ(A)∥∥2
=
∥∥Q[Q>φ(A)]k −QQ>φ(A)∥∥2 + ∥∥QQ>φ(A)− φ(A)∥∥2
≤
∥∥X −QQ>φ(A)∥∥2 + ∥∥QQ>φ(A)− φ(A)∥∥2
= ‖X − φ(A)‖2 .
The lemma then follows.
5.5.5 Overall Algorithm
Now, putting things together, we obtain our final algorithm for distributed kernel PCA
(Algorithm 7). Our main result, Theorem 13, follows by combining all the lemmas in the
previous subsections (with properly adjusted ε and ∆).
5.6 Experiments
5.6.1 Datasets
We use ten datasets to evaluate our algorithm. They contain both sparse and dense data and
come from a variety of different domains, such as text, images, high energy physics and
biology. We use two smaller ones to benchmark against the single-machine batch KPCA
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Figure 5.2: KPCA for polynomial kernels on small datasets: low-rank approximation error
and runtime
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Figure 5.3: KPCA for Gaussian kernels on small datasets: low-rank approximation error
and runtime
Table 5.1: Dataset specification: d is the original feature dimension, n is the number of
data points, and s is the total number of workers storing the dataset distributedly. Among
them, bow and 20news are sparse datasets. All datasets except mnist8m are taken from
UCI repository [105] and [106].
Dataset d n s
bow 100,000 8,000,000 200
higgs 28 11,000,000 200
mnist8m 784 8,000,000 100
susy 18 5,000,000 100
yearpredmsd 90 463,715 10
ctslice 384 53,500 10
20news 61,118 11,269 5
protein 9 41,157 5
har 561 10,299 5
insurance 85 9,822 5
98
algorithm while the rest are large-scale datasets with up to tens of millions of data points
and hundreds of thousands dimensions. Refer to Table 5.1 for detailed specifications.
Each dataset is partitioned on different workers according to the power law distribution
with exponent 2 to simulate the distribution of the data over large networks [107]. De-
pending on the size of the dataset, the number of workers used ranges from 5 to 200 (see
Table 5.1 for details).
5.6.2 Experiment Settings
Since our key contribution is sampling a small set of data points intelligently, the natural
alternative is uniformly sampling. We compare with two variants of uniform sampling
algorithms: 1) uniformly sampling representative points and use Algorithm 6 to get KPCA
solution (denoted as uniform+disLR); 2) uniformly sampling data points and apply batch
KPCA (denoted as uniform+batch KPCA).
For both algorithms, we compare the tradeoff of low rank approximation error and com-
munication cost. Particularly, we compare the communication needed to achieve the same
error. Each method is run 5 times and the mean and the standard deviation are reported.
For polynomial kernel, the degree is q = 4 and for Gaussian RBF kernel, the ker-
nel bandwidth σ is set to 0.2 of the median pairwise distance among a subset of 20000
randomly chosen data points (a.k.a, the “median trick”). For Gaussian random feature
expansion, we use 2000 random features.
In all experiments, we set the number of principle components k = 10, which is the
same number for k-means. The algorithm specific parameters are set as follows: 1) The
subspace embedding dimension for the feature expansion t is 50; 2) The subspace embed-
ding dimension for the data points p is 250; 3) We vary the number of adaptively sampled
points |Ỹ | from 50 to 400 to simulate different communication cost; 4) The subspace em-
bedding dimension w is set to equal |Y |.
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Figure 5.4: KPCA for polynomial kernels on larger datasets
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Figure 5.5: KPCA for Gaussian kernels on larger datasets
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Figure 5.6: KPCA results for arc-cos kernels
5.6.3 Comparison with Batch Algorithm
We compare to the “ground-truth” solutions produced by batch KPCA on two small datasets
where it is feasible. The experiment results for the polynomial kernel and the Gaussian RBF
kernel are presented in Figures 5.2 and 5.3, respectively. In both cases, the approximation
error of disKPCA decreases as more communication is allowed. It can nearly match the
optimum low-rank approximation error with much fewer data points. In addition, it is much
faster: we gain a speed up of 10× by using five workers.
5.6.4 Communication Efficiency
In these experiments, we compare the tradeoff between communication cost and approxi-
mation accuracy on large-scale datasets. The alternative, uniform + batch KPCA, is stopped
short in many experiments due to its excessive computation cost for larger number of sam-
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pled data points.
Figure 5.4 demonstrates the performance on polynomial kernels on four large datasets.
On all four datasets, our algorithm outperforms the alternatives by significant margins.
Especially on bow, which is a sparse dataset, the usage of kernel embeddings takes advan-
tage of the sparsity structure and leads to much smaller error. On other datasets, uniform
+ disLR cannot match the error achieved by our algorithm even when using much more
communication.
Figure 5.5 shows the performance on Gaussian kernels. On mnist8m, the error for
uniform + batch KPCA is so large (almost twice of the errors in the figure) that it is not
shown. On other datasets, disKPCA achieves significant smaller error. For example, on
higgs dataset, to achieve the same error, uniform + disLR requires more than 5 times com-
munication. Since it does not have the communication of computing leverage scores, this
means that it needs to sample much more points to get similar performance. Therefore, our
algorithm is very efficient in communication.
Besides polynomial and Gaussian kernels, we have also conducted experiments using
arc-cos kernel [108]. The arc-cosine kernels have random feature bases similar to the Rec-
tified Linear Units (ReLU) used in deep learning. We use degree n = 2 and Figure 5.6
shows the results. Our algorithm consistently achieves better tradeoff between communi-
cation and approximation and the benefit is especially more pronounced on sparser dataset
such as 20news.
5.6.5 Scaling Results
In Figure 5.7, we present the scaling results for disKPCA. In these experiments, we vary the
number of workers and record the corresponding computation time (communication time
excluded). On both datasets, the runtime decreases as we use more workers, and it eventu-
ally plateaus. Our algorithm gains about 2× speedup by using 4×more workers. Note that
our algorithm is designed to strike a good balance between communication and approxima-
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Figure 5.7: KPCA scaling results
tion. Even though computation complexity is not our first priority, the experiments show
disKPCA still enjoys favorable scaling property.
5.6.6 Distributed Spectral Clustering
We have also experimented a form of spectral clustering (KPCA followed by k-means
clustering). We project the data onto the top k principle components and then apply a
distributed k-means clustering algorithm [87]. The evaluation criterion is the k-means
objective, i.e., average distances to the corresponding centers, in the feature space.
Figure 5.8a presents results for polynomial kernels on the 20news and susy and Fig-
ure 5.8b presents results for Gaussian kernels on ctslice and yearpredmsd. Our algorithm
compares favorably with the other methods and achieves a better tradeoff of communication
and error. This means that although the other methods require similar communication, they
need to sample more data points to achieve the same loss, demonstrating the effectiveness
of our algorithm.
5.7 Summary
This chapter proposes a communication efficient distributed algorithm for kernel Principal
Component Analysis with theoretical guarantees. It computes a relative-error approxima-
tion compared to the best rank-k subspace, using communication that nearly matches that
of the state-of-the-art algorithms for distributed linear PCA. This is the first distributed al-
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Figure 5.8: KPCA + k-means clustering
gorithm that can achieve such provable approximation and communication bounds. The
experimental results show that it can achieve better performance than the baseline using
the same communication budget.
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PART III: ANALYZING NEURAL NETWORKS
In the previous two parts of the thesis, we have discussed how to solve non-convex
problems in the context of latent variable models and how to scale up nonlinear eigen
decomposition. Another important class of non-convex problems in machine learning is
deep neural networks. Neural networks have gained much more attention due to their
success in various applications such as computer vision, natural language understanding,
and reinforcement learning, etc..
The most common way of learning the neural networks is stochastic gradient descent
(SGD), which is a variant of gradient descent. Although it is a highly non-convex problem,
SGD seems to perform surprisingly well in practice. Given the seemingly mismatch be-
tween theory and practice, it is therefore of great importance to understand in more details
why gradient descent works so well for neural networks. In this part, we introduce some
novel analysis on this important question.
In Chapter 6, we study one-hidden-layer neural network with rectified linear units
(ReLU) and show that with high probability and with diverse weights, the optimization
landscape does not have spurious local optima. To approach the problem, we directly ana-
lyze the gradient and re-write it as a special matrix times the residual vector. As a result, if
we can control the spectrum of the matrix, we have an upper bound on the final error.
Based on these insights, we introduce semi-random units in Chapter 7. This special unit
sits between fully adjustable ReLU units and fixed random features. The benefit of semi-
random features is that it eliminates the diversity requirement on the neural weights, which
is difficult to enforce in gradient descent. At the same, semi-random features achieve much
lower approximation error compared with random features and they only require slightly
more units to reach comparable performance as fully-adjustable ReLU units.
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CHAPTER 6
ONE-HIDDEN-LAYER NEURAL NETWORK HAS
NO SPURIOUS LOCAL MINIMA
Neural networks are a powerful class of functions that can be trained with simple gradient
descent to achieve state-of-the-art performance on a variety of applications. Despite their
practical success, there is a paucity of results that provide theoretical guarantees on why
they are so effective. Lying in the center of the problem is the difficulty of analyzing the
non-convex loss function with potentially numerous local minima and saddle points. Can
neural networks corresponding to the stationary points of the loss function learn the true
target function? If yes, what are the key factors contributing to such nice optimization
properties?
In this chapter, we answer these questions by analyzing one-hidden-layer neural net-
works with ReLU activation, and show that despite the non-convexity, neural networks
with diverse units have no spurious local minima. We bypass the non-convexity issue by
directly analyzing the first order optimality condition, and show that the loss can be made
arbitrarily small if the minimum singular value of the “extended feature matrix” is large
enough. We make novel use of techniques from kernel methods and geometric discrep-
ancy, and identify a new relation linking the smallest singular value to the spectrum of a
kernel function associated with the activation function and to the diversity of the units. Our
results also suggest a novel regularization function to promote unit diversity for potentially
better generalization.
6.1 Introduction
Neural networks are a powerful class of nonlinear functions which have been successfully
deployed in a variety of machine learning tasks. In the simplest form, neural networks with
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where σ(w>k x) is a basis function with weights wk, and vk is the corresponding combi-
nation coefficient. Learning with neural networks involves adapting both the combination








with first-order methods such as (stochastic) gradient descent. It is believed that basis
function adaptation is a crucial ingredient for neural networks to achieve more compact
models and better performance [109, 110].
However, the empirical loss minimization problem involved in neural network training
is non-convex with potentially numerous local minima and saddle points. This makes for-
mal analysis of training neural networks very challenging. Given the empirical success of
neural networks, a sequence of important and urgent scientific questions need to be inves-
tigated: Can neural networks corresponding to stationary points of the empirical loss learn
the true target function? If the answer is yes, then what are the key factors contributing
to their nice optimization properties? Based on these understandings, can we design better
regularization schemes and learning algorithms to improve the training of neural networks?
In this chapter, we provide partial answers to these questions by analyzing one-hidden-
layer neural networks with rectified linear units (ReLU) in a least-squares regression set-
ting. We show that neural networks with diverse units have no spurious local minima. More
specifically, we show that the training loss of neural networks decreases in proportion to
‖∂L/∂W‖2 /s2m(D) where ∂L/∂W is the gradient and sm(D) is the minimum singular
value of the extended feature matrix D (defined in Section 6.3.1). The minimum singular
value is lower bounded by two terms, where the first term is related to the spectrum prop-
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erty of the kernel function associate with the activation σ(·), and the second term quantifies
the diversity of the units, measured by the classical notion of geometric discrepancy of a
set of vectors. Essentially, the slower the decay of the spectrum, the better the optimization
landscape; the more diverse the unit weights, the more likely stationary points will result
in small training loss and generalization error.
We bypass the hurdle of non-convexity by directly analyzing the first order optimality
condition of the learning problem, which implies that there are no spurious local minima
if the minimum singular value of the extended feature matrix is large enough. Bounding
the singular value is challenging because it entangles the nonlinear activation function,
the weights and data in a complicated way. Unlike most previous attempts, we directly
analyze the effect of nonlinearity without assuming independence of the activation patterns
from actual data; in fact, the dependence of the patterns on the data and the unit weights
underlies the key connection to activation kernel spectrum and the diversity of the units.
Our results also suggest a novel regularization scheme to promote unit diversity for
potentially better generalization. In [111], it is shown that diversity of the neurons leads to
smaller network size and better performance.
Whenever possible, we corroborate our theoretical analysis with numerical simulations.
These numerical results include computing and verifying the relationship between the dis-
crepancy of a learned neural network and the minimum singular value. Additionally, we
measure the effects on the discrepancy with and without regularization. In all these ex-
amples, the experiments match with the theory nicely and they accord with the practice of
using gradient descent to learn neural networks.
6.2 Related work
Kernel methods have many commonalities with one-hidden-layer neural networks. The
random feature perspective [55, 74] views kernels as linear combinations of nonlinear basis
functions, similar to neural networks. The difference between the two is that the weights are
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random in kernels while in neural networks they are learned. Using learned weights leads
to considerable smaller models as shown in [109]. However it is a non-convex problem and
it is difficult to find the global optima. e.g., one-hidden-layer networks are NP-complete to
learn in the worst case [112]. We will make novel use of techniques from kernel methods
to analyze learning in neural networks.
The empirical success of training neural networks with simple algorithms such as gra-
dient descent has motivated researchers to explain their surprising effectiveness. In [113],
the authors analyze the loss surface of a special random neural network through spin-glass
theory and show that for many large-size networks, there is a band of exponentially many
local optima, whose loss is small and close to that of a global optimum. The analyzed
polynomial network is different from the actual neural network being used which typi-
cally contains ReLU nowadays. Moreover, the analysis does not lead to a generalization
guarantee for the learned neural network.
A similar work shows that all local optima are also global optima in linear neural net-
works [114]. However their analysis for nonlinear neural networks hinges on independence
of the activation patterns from the actual data, which is unrealistic. Some other works try
to argue that gradient descent is not trapped in saddle points [115, 116], as was suggested
to be the major obstacle in optimization [117]. There is also a seminal work using tensor
method to avoid the non-convex optimization problem in neural network [118]. However,
the resulting algorithm is very different from typically used algorithms where only gradient
information of the empirical loss L is used.
[119] is the closest to our work, which shows that zero gradient implies zero loss for all
weights except an exception set of measure zero. However, this is insufficient to guarantee
low training loss since small gradient can still lead to large loss.
Furthermore, their analysis does not characterize the exception set and it is unclear a
priori whether the set of local minima fall into the exception set.
Some recent works [111, 120, 121] also focused on promoting diversity in neural net-
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work weights however their results are not concerned with guaranteeing global optima.
6.3 Problem setting and preliminaries
We will focus on a special class of data distributions where the input x ∈ Rd is drawn














where σ(·) = max{0, ·} is the rectified linear unit (ReLU) activation function, {wk} and
{vk} are the unit weights and combination coefficients respectively, n is the number of













That is, the magnitude of vk can always be scaled into the corresponding wk.
For convenience, let
W := (w>1 , w
>














1The restriction of input to the unit sphere is not too stringent since many inputs are already normalized.
Furthermore, it is possible to relax the uniform distribution to sub-gaussian rotationally invariant distributions,
but we use the current assumption for simplicity.
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denote the feasible set of W ’s. A function f ∈ F will depend on v and W , and it can be
written as f(x; v,W ). But when clear from the context, it is shorten as f(x).
Given a set of i.i.d. training examples {xl, yl}ml=1 ⊆ Rd ×R, we want to find a function






(yl − f(xl))2 .
Typically, gradient descent over L(f) is used to learn all the parameters in f , and a solution
with small gradient is returned at the end.3 However, adjusting the bases {wk} leads to
a non-convex optimization problem, and there is no theoretical guarantee that gradient
descent can find global optima.
Our primary goal is to identify conditions under which there are no spurious local min-
ima. We need to identify a set GW ⊆ FW such that when gradient descent outputs a solution
W ∈ GW with the gradient norm ‖∂L/∂W‖ smaller than ε, then the training and test errors
can be bounded by O(ε2). Ideally, GW should have clear characterization that can be eas-
ily verified, and should contain most W in the parameter space (especially those solutions
obtained in practice).
On notation, we will use c, c′ or C, C ′ to denote constants and its value may change
from line to line.
6.3.1 First order condition
In this section, we will rewrite the set of first order conditions for minimizing the empirical
loss L. This rewriting motivates the direction of our later analysis. More specifically, the
2Our approach can also be applied to some other loss functions. For example, in logistic regression for y ∈
{±1}, when the loss is −1m
∑m
`=1 log [sigmoid(y`f(x`))], we can bound the error E [sigmoid(yf(x))− 1]
2.
3Note that even though ReLU is not differentiable, we can still use its sub-gradient by defining σ′(u) =
I [u > 0].
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(f(xl)− yl) vkσ′(w>k xl)xl, (6.6)
for all k = 1, . . . , n. We will express this collection of gradient equations using matrix




′(w>1 x1)x1 · · · v1σ′(w>1 xm)xm
· · · · · · · · ·
vkσ
′(w>k x1)x1 · · · vkσ′(w>k xm)xm
· · · · · · · · ·
vnσ
′(w>n x1)x1 · · · vnσ′(w>n xm)xm

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= D r. (6.7)
A stationary point has zero gradient, so if D ∈ Rdn×m has full column rank, then immedi-
ately r = 0, i.e., it is actually a global optimal. Since nd > m is necessary for D to have
full column rank, we assume this throughout this chapter.
However, in practice, we will not have the gradient being exactly zero because, e.g.,
we stop the algorithm in finite steps or because we use stochastic gradient descent (SGD).
In other words, typically we only have ‖∂L/∂W‖ ≤ ε, and D being full rank is insuffi-
cient since small gradient can still lead to large loss. More specifically, let sm(D) be the






We can see that sm(D) needs to be large enough for the residual to be small. Thus it is
important to identify conditions to lower bound sm(D) away from zero, which will be the
focus of this chapter.
6.3.2 Spectrum decay of activation kernel
We will later show that sm(D) is related to the decay rate of the kernel spectrum associated
with the activation function. More specifically, for an activation function σ(w>x), we can
define the following kernel function
g(x, y) = Ew[σ′(w>x)σ′(w>y) 〈x, y〉] (6.9)
where Ew is over w uniformly distributed on a sphere.





− arccos 〈x, y〉
2π
)
〈x, y〉 . (6.10)






where the eigenvalues are ordered γ1 ≥ · · · ≥ γm ≥ · · · ≥ 0 and the bases φu(x) are
spherical harmonics. The m-th eigenvalue γm will be related to sm(D).
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Figure 6.1: The spectrum decay of the ker-
nel associated with ReLU. We set d =
1500. It is decays slower than O(1/m) for








Figure 6.2: The spectrum of a Gram matrix
concentrates around the spherical harmonic
spectrum of the kernel.
For each spherical harmonic of order t, there are N(d, t) = 2t+d−2
t
 t+ d− 3
t− 1

basis functions sharing the same eigenvalue. Therefore, the spectrum has a step like shape
where each step is of length N(d, t). Especially, for high dimensional input x, the number
of such basis functions with large eigenvalues can be very large. Figure 6.1 illustrates the
spectrum of the kernel for d = 1500, and it is about Ω(m−1) for a large range of m. For
more details about the decomposition, please refer to Appendix C.1.
Such step like shape also appears in the Gram matrix associated with the kernel. Fig-
ure 6.2 compares the spectra of the kernel of d = 15 and the corresponding Gram matrix
with m = 3000. We can see the spectrum of the Gram matrix closely resembles that of the
kernel. Such concentration phenomenon underlies the reason why the spectrum of D>D is
closely related to the corresponding kernel.
6.3.3 Weight discrepancy
Another key factor in the analysis is the diversity of the unit weights, measured by the
classic notion of geometric discrepancy [122]. Given a set of n points W = {wk}nk=1 on
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|W ∩ S| − A(S), (6.12)
where A(S) is the normalized area of S (i.e., the area of the whole sphere A(Sd−1) = 1).
dsp(W,S) quantifies the difference between the empirical measure of S induced by W and
the measure of S induced by a uniform distribution.
By defining a collection S of such sets, we can summarize the difference in the empir-
ical measure induced by W versus the uniform distribution over the sphere. More specif-









w ∈ Sd−1 : w>x ≥ 0, w>y ≥ 0
}
. (6.13)
Essentially, each Sxy defines a slice-shaped area on the sphere which is carved out by the
two half spaces w>x ≥ 0 and w>y ≥ 0.
Based on the collection S , we can define two discrepancy measures relevant to ReLU








where the expectation is taken over x, y uniformly on the sphere. We use L∞(W ) and
L2(W ) as their shorthands. Both discrepancies measure how diverse the pointsW are. The
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more diverse the points, the smaller the discrepancy.
For our analysis, we slightly generalize the discrepancy for wk’s not on unit sphere, by
setting
dsp({wk}k , S) = dsp({wk/‖wk‖}k , S). (6.16)
6.4 Main results
Our main result is a bound on the training loss and the generalization error, assuming
sufficiently large n, d. To state the theorem, first recall that β ∈ (0, 1) is the decay exponent
of the spectrum of the activation kernel in (6.10), that is, γm is the m-th eigenvalue of the
kernel and satisfies γm = Ω(m−β). Also recall that FW denote the set of feasible values of
W .
Theorem 24 (Main, simplified) Let δ, δ′ ∈ (0, 1). If
n = Ω̃(mβ), d = Ω̃(mβ),
then there exists a set GW ⊆ FW which takes up 1 − δ′ fraction of measure of FW , such
that with probability at least 1− cm− logm − δ the following holds. For any W ∈ GW and










E(f(x; v,W )− y)2 ≤ c
∥∥∥∥ ∂L∂W













Remark 1. Intuitively, the theorem means that when n, d are sufficiently large, for most
feasible weights W , the training loss is in the order of the square norm of the gradient, and
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the generalization error has an additional term Õ(1/
√
m). In particular, when we obtain
an solution W ∈ GW with gradient ‖∂L/∂W‖2 ≤ ε, the training loss is bounded by O(ε),
and the generalization error is Õ(ε+ 1/
√
m). So neural networks trained with sufficiently
many data points to a solution with small gradient in GW generalize well. This essentially
means that although non-convex, the loss function over this set is well behaved, and thus
learning is not difficult.
Note that an immediate corollary is that any critical point in GW is global optimum.
Furthermore, a randomly sampled set of weights W are likely to fall into this set. This
suggests a reason for the practical success of training with random initialization: after
initialization, the parameters w.h.p. fall into the set, then would stay inside during training,
and finally get to a point with small gradient, which by our analysis, has small error.



















where cg > 0 is a universal constant. Furthermore, (L2(W ))2 has a simple closed form
(See Theorem 30). Therefore, it is possible to directly check if a solution W is in GW , or
design regularization that make sure W stays in the set GW .
Remark 3. The above theorem is a special case of the following more general result.














































The theorem shows that when the weights are diverse (i.e., with good discrepancy
L2(W ) so that ξ and η are sufficiently large), the training loss is proportional to mβ/n
times the squared norm of the gradient. This implies a local minimum leads to a global
minimum and the neural network learns the target function. The generalization error has
an additional term Õ (1/
√
m).
To obtain Theorem 24 from this more general result, we first note that Lemma 31
proves most W falls into GW , so it is sufficient to choose n, d large enough to guaran-
tee the condition (6.18). Setting n = Õ(mβ) and d = Õ(mβ) satisfies the condition with
ξ = η = 1/4, and thus leads to Theorem 24. Clearly, there exist some other options. For








, which matches the empirical observation
that overspecified networks with large n are easier for the optimization.
6.5 Analysis roadmap
Our key technical result is a lower bound on the smallest singular value of D based on
the spectrum of the activation kernel defined in (6.10) and the discrepancy of the weights
defined in (6.15). Once the lower bound is obtained, we can use (6.8) to bound the training
loss, and use Rademachar complexity to bound the generalization error.
Theorem 26 (Smallest singular value) The following holds with probability ≥ 1 − δ −










, and any v ∈ {−1, 1}n,
sm(D)
















Here the notation Ω̃ hides logarithmic terms log d log 1
δ
.
The theorem is stated in its general form. It bounds the smallest singular value in terms
of the n, d,m and two parameters ξ, η quantifying how large L2(W ) is. It is instructive
to consider the special case when n = Ω̃(mβ), d = Ω̃(mβ), and ξ = η = 1/4, which
corresponds to Theorem 24). In this case, with probability at least 1 − cm− logm − δ,
sm(D)
2 ≥ cm for some constant c > 0. It is clear that the singular value is large and
bounded away from zero.
It is interesting to compare the theorem to the results in [119], which shows that D is
full rank with probability one under small perturbations. However, full-rankness alone is
not sufficient since its smallest singular value could be extremely small leading to possibly
huge training loss. Instead, we directly bound the smallest singular value and relate it to
the activation and the diversity of the weights.
Intuition. Here we describe the high level intuition for bounding the minimum singular
value. It is necessarily connected to the activation function and the diversity of the weights.
For example, if σ′(t) is very small for all t, then the smallest singular value is expected to be
very small. For the weights, if d < m (the interesting case) and all wk’s are the same, then
D cannot have rank m. If wk’s are very similar to each other, then one would expect the
smallest singular value to be very small or even zero. Therefore, some notion of diversity
of the weights is needed.
The analysis begins by considering the matrix Gn = D>D/n. It suffices to bound
λm(Gn), the m-th (and the smallest) eigenvalue of Gn. To do so, we introduce a matrix G
whose entries G(i, j) = Ew[Gn(i, j)] where the expectation Ew is taken assuming wk’s are
uniformly random on the unit sphere. The intuition is that when w is uniformly distributed,
118
σ′(w>x) is most independent of the actual value of the x, and the matrix D should have
the highest chance of having large smallest singular value. We will introduce G as an
intermediate quantity and subsequently bound the spectral difference between Gn and G.
Roughly speaking, we break the proof into two steps




where ‖G−Gn‖ is the spectral norm of the difference.
For the first term in the lower bound, we observe that G has a particular nice form:
G(i, j) = g(xi, xj), the kernel defined in (6.10). This allows us to apply the eigendecom-
position of the kernel and positive definite matrix concentration inequality to bound λm(G),
which turns out to be around mγm/2.
For the second term, when wk’s are indeed from the uniform distribution over the
sphere, this can be bounded by concentration bounds. It turns out that when wk’s are
not too far away from that, it is still possible to do so. Therefore, we use the geometric dis-
crepancy to measure the diversity of the weights, and show that when they are sufficiently
diverse, ‖G−Gn‖ is small. In particular, the entries inG−Gn can be viewed as the kernel
of some U-statistics, hence concentration bounds can be applied. The expected U-statistics
turns out to be the (L2(W ))2, which has a closed form and can be shown to be small.
Outline. Theorem 26 is proved in Section 6.6, L2(W ) and GW are characterized in Sec-
tion 6.6.2, and the proof sketch of Theorem 24 and Theorem 25 is provided in Section 6.7.
We describe the proof sketch for the lemmas and provide the remaining proofs in the ap-
pendix.
6.6 Bounding the smallest singular value
Theorem 26 can be obtained from the following technical lemma.
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− δ, we have
sm(D)



























mL2(W ) + L∞(W ). (6.20)
Proof [Proof of Theorem 26] First, |dsp(W,S)| ≤ 2 for any set W and slice S, so by
definition |L∞(W )| ≤ 2. Next, By the assumption in the theorem, L2(W ) = Õ(n−ξd−η).
Plugging these into Lemma 27 completes the proof.
Lemma 27 is meaningful only when cnρ(W ) is small compared to nmγm/2. This requires
L2(W ) to be sufficiently small. In the following we will first provide the proof sketch of
Lemma 27, and then bound that L2(W ) in Section 6.6.2.
6.6.1 Proof of Lemma 27
To prove Lemma 27, it is sufficient to bound the smallest eigenvalue of Gn = D>D/n.







′(w>k xj) 〈xi, xj〉 . (6.21)
For ReLU, σ′(w>x) does not depend on the norm of w so without loss of generality,
we assume ‖w‖ = 1. Consider a related matrix G whose (i, j)-th entry is defined as












, we have a closed form expression for G(i, j):
G(i, j) = Ew
[







− arccos 〈xi, xj〉
2π
)
〈xi, xj〉 . (6.23)
Note that G(i, j) = g(xi, xj) where g is the kernel defined in (6.10). This allows us to
reason about the eigenspectrum of G, denoted as λ1(G) ≥ . . . ≥ λm(G).
Therefore, our strategy is to first bound λm(G) in Lemma 28 and then bound |λm(G)−
λm(Gn)| in Lemma 29. Combining the two immediately leads to Lemma 27.






and the corresponding matrix G[m]. On one hand, it is clear that λm(G) ≥ λm(G[m]). On
the other hand, G[m] = AA> where A is a random matrix whose rows are
Ai := [
√
γ1φ1(xi), . . . ,
√
γmφm(xi)].
Next, we bound λm(G[m]) by matrix Chernoff bound [123], and it is better than previous
work [124]. This leads to the following lemma.
Lemma 28 With probability at least 1−m exp (−mγm/8),
λm(G) ≥ mγm/2.
Next, bound |λm(G) − λm(Gn)|. By Weyl’s theorem, this is bounded by ‖G−Gn‖.
To simplify the notation, denote
























〈xi, xj〉2E2ij + max
i
|Eii|







where the last inequality holds with high probability since xi’s are uniform over the unit





ij/(m(m−1)) is a U-statistics where the summands are dependent and
typical concentration inequality for i.i.d. entries does not apply. Instead we use a Bernstein
















where B = maxi |Eii| and Σ2 = E [E412]− (E [E212])2.
The key observation is that the quantities in the above lemma are related to discrepancy:
max
i,j







Σ2 ≤ (L2(W )L∞(W ))2. (6.28)
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This is because σ′(w>xi)σ′(w>xj) = I[w ∈ Sxixj ] and thus









∣∣W ∩ Sxixj ∣∣
= −dsp(W,Sxixj).
Plugging (6.26)-(6.28) into (6.25) and (6.24), we have






‖Gn −G‖ ≤ cρ(W ) (6.29)
where ρ(W ) is as defined in Lemma 27.
6.6.2 Characterizing the discrepancy
In this subsection, we present a bound for L2(W ) and show that the GW defined in the
following covers most W ’s. Recall that
GW =
{















for 0 < δ′ < 1 and a proper constant cg > 0. The constant cg is the constant in Lemma 31.
δ′ will be clear from the context where GW is used.
First we provide a closed form for L2 discrepancy of slices defined in (6.13). The proof
is provided in the appendix.













where Eu,v is over u and v uniformly distributed on Sd−1 and the kernel k(·, ·) is
k(u, v) =
π − arccos 〈u, v〉
2π
.
The closed form is simple and intuitive. The kernel k(wi, wj) measures how similar
two units are. The discrepancy is the difference between the average pairwise similarity
and the expected one over uniform distribution.
Given the theorem, we now show that (L2(W ))
2 can be small. We use the probabilistic
method, i.e., show that if wk’s are sampled from Sd−1 uniformly at random, then with high
probability W falls into GW . The key observation is that with random W , (L2(W ))2 is the
difference between a U-statistics and its expectation, which can be bounded by concentra-
tion inequalities. Formally,
Lemma 31 There exists a constant cg, such that for any 0 < δ′ < 1, with probability at

















Alternatively, the theorem means that GW defined in (6.17) covers most W ’s. This is
because L2(W ) is independent of the length of wk’s, it is sufficient to show that L2(W ) is
small for W ∈ GW ∩ Sd−1.
6.7 Final bound on generalization error
Here we provide the proof sketch of Theorem 25 and Theorem 24. More details of the
proof are in Appendix C.6.
First, we prove Theorem 25. Suppose a solution W satisfies the assumption and has
small gradient ‖∂L/∂W‖. Using (6.8), we have ‖r‖ ≤ ‖∂L/∂W‖/sm(D). By Theo-
rem 26 and the assumption in Theorem 25, with high probability s2m(D) = Ω(nm
1−β).
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The generalization error can then be derived using McDiamid’s inequality and Rademacher
complexity. First, we need an upper bound on the difference of the loss for two data points
for the McDiamid’s inequality. Since ‖x‖2 ≤ 1 and
∑
k ‖wk‖2 ≤ CW , we have |f | ≤ CW .
Thus





(y − f(x))2, (y′ − f(x′))2
}
≤ Y 2 + C2W
where in the last inequality we use the fact that the true function |y| ≤ Y . Next, we use
the composition rules to compute the Rademacher complexity. Since the complexity of
linear functions
{




m and σ(·) is 1-Lipschitz, and∑
k ‖wk‖2 ≤ CW , the complexity Rm(F) ≤ CW/
√
m. Composing it with the loss func-
tion, and applying the bound in [126], we get the final generalization bound.
To obtain Theorem 24 from the more general Theorem 25, we first note that Lemma 31
proves most W falls into GW , and setting n = Õ(mβ) and d = Õ(mβ) makes sure that any
W ∈ GW has L2(W ) = Õ(n−1/4d−1/4) satisfying the condition (6.18).
6.8 Discussions
In this section, we discuss and remark on further considerations and possible extensions of
our current analysis.
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6.8.1 Other loss functions
Currently, our analysis is tied to the least squares loss `(y, f(x)) = 1
2
(y − f(x))2. It is
fairly straightforward to generalize it to any strongly convex loss function, such as logistic
loss. Note that the final objective function is not convex due to the non-convexity in neural
networks, but most loss functions used in practice are strongly convex w.r.t. f(x). Under




(`′(y1, f(x1)), · · · , `′(ym, f(xm)))> .
According to our analysis, the norm of the residual ‖r‖ will be bounded. This in turn
implies each individual `′(yl, f(xl)) will be small. Since the loss function `(y, f(x)) is
strongly convex, the loss itself will be small.
6.8.2 Other activation functions
We can consider a family of activation functions of the form σ(u) = max {u, 0}t, i.e.,
rectified polynomials [74, 127]. This requires two modifications to the analysis.




and g(x, y) = k(x, y) 〈x, y〉.


















and θ = arccos 〈x, y〉. Note that the subscript is t− 1 in (6.30) because we are computing
on the derivative σ′(u).
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Examples for the first few t are listed as follows.
J0(θ) = π − θ (6.32)
J1(θ) = sin θ + (π − θ) cos θ (6.33)
J2(θ) = 3 sin θ cos θ + (π − θ)(1 + 2 cos2 θ) (6.34)
Larger t corresponds to more nonlinear activation functions and leads to slower decaying
spectrum since there are more high frequency components.
























Therefore, the discrepancy is affected by how the kernels change due to change in activation
functions.
The other modification is on the Rademacher complexity. Since the derivative σ′(u) =
tmax {u, 0}t−1, there is an additional factor of t in front of the complexity. That is, larger
t leads to higher Rademacher complexity.
In summary, the best parameter t depends on the balance between the two conflicting
effects. On one hand, larger t corresponds to slower decaying spectrum and makes the
minimum singular value more likely to be larger. On the other hand, smaller t leads to
better generalization since the Rademacher complexity is smaller.
6.8.3 (Sub)gradient of the activation function
Throughout this chapter, we have used one particular subgradient for the ReLU activation
function: I [u > 0]. At the point u = 0, there are many other valid subgradients as long
127
as its value is between 0 and 1. However, our analysis is not restricted to this particular
subgradient. First of all, all the subgradients only differ at one point u = 0, which is of
probability zero. Second, our analysis is probabilistic in nature. The first term in Lemma 27
is the expectation over W , which is insensitive to the probability zero event u = 0. The
second term in Lemma 27 is related to L2(W ), which is again expectation over all possible
data, thus insensitive to the difference.
In summary, though for some W ∈ GW the loss is not differentiable, one can define
∂L/∂W by using subgradients of ReLU σ as follows:
σ′(x) =

0, x < 0
c, x = 0
1, x > 0
(6.36)
for any c ∈ [0, 1]. Then under the conditions in our theorems, with high probability, for any
W ∈ GW and any definition of σ′ in (6.36), the guarantees hold.
Other activation functions such as rectified polynomials are differentiable and thus they
do not have such issue.
6.8.4 Other input distribution
When the input distribution is not uniform, the spectrum of the kernel function defined in
(6.9) will be different because the spherical harmonic bases are defined with respect to the
input distribution. To ensure the spectrum decays slowly, we need to find a corresponding
distribution of W that “matches” the input distribution.
We provide some intuitions in finding such “matching” distribution. Suppose the input
distribution is uniform on the set E ∈ Sd−1, if a hyperplane whose normal is w does not
“cut through” the set, then for all data points, they have the same sign I[w>x > 0]. This
will likely lead to rank deficiency in the extended feature matrix.
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Table 6.1: Comparison of minimum eigenvalues with uniform and “matching” distribu-
tions. Note that the “matching” distribution corresponds to larger minimum eigenvalue
for different dimensions. However, the difference becomes negligible when the dimension
increases.
d 4 5 6 7
uniform 3.96× 10−4 0.0015 0.0032 0.0072
matching 5.43× 10−4 0.0017 0.0032 0.0072
Therefore, we prefer W to split the data points as much as possible. One such dis-
tribution of W is uniform on the set FE =
{
w ∈ Sd−1 : there exists u ∈ E, 〈u,w〉 = 0
}
.
For example, if E is the intersection of the positive orthant and the unit sphere, E ={
u ∈ Sd−1 : ui ≥ 0, for all i ∈ [d]
}
, then the corresponding set FE is the whole sphere
excluding E and −E.
We have verified the phenomenon empirically. We have generated 3000 input data
points uniform on the positive orthant E. We then compute the 3000 × 3000 Gram ma-





. The expectation is ap-
proximated by sampling 100,000 independent w’s and then averaging. We compare two
distributions of W : 1) uniform on the whole unit sphere; 2) uniform on FE .
In Table 6.1, we compare the minimum eigenvalues with the two distributions. The
uniform distribution on FE always leads to larger or the same minimum eigenvalues. How-
ever, as dimension increases, the difference becomes negligible. Note that the difference
between the uniform distribution on the whole sphere and uniform on FE becomes ex-
ponentially small when the dimension d increases, because the proportion of E and −E
shrinks exponentially. This suggests that in high dimensions, uniform on the whole unit
sphere is a reasonable distribution for W .
For a general input distribution P (x), we can decompose it into small sets dx and
on every set, the distribution is uniform with measure P (x)dx. Then every small sets
corresponds to a distribution of W . The final distribution of W is the superposition of all
such distributions, weighted by P (x)dx.
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6.9 Numerical evaluation
In this section, we further investigate numerically the effects of gradient descent on the
discrepancy and the effects of regularizing the weights using discrepancy measure.
6.9.1 Discrepancy and gradient descent
One limitation of the analysis is that we have not analyzed how to obtain a solution W ∈
GW with small gradient. The theoretical analysis of gradient descent is left for future work.
Meanwhile we provide some numerical results supporting our claims.
Although the set GW contains most W ’s, it is still unclear whether the solutions given
by gradient descent lie in the set. We design experiments to investigate this issue. The
ground truth input data are of dimension d = 50 and true function consists of n = 50 units.
We use networks of different n to learn the true function and perform SGD with batch size
100 and learning rate 0.1 for 5000 iterations. Figure 6.3 shows how (L2(W ))
2 changes as a
function of n. It is slightly worse than O(n−1) but scales better than O(n−1/2), suggesting
(stochastic) gradient descent outputs solutions with reasonable discrepancy.
6.9.2 Regularization









It is essentially L2 discrepancy without the constants.
To verify the effectiveness of the regularization term, we explore the relationship be-
tween the regularization and the minimum singular value. We first generate 20 random
W ’s, all with n = 100 and d = 100, and compute their discrepancy and singular values













Figure 6.3: Discrepancy of W obtained af-
ter gradient descent. We perform gradient
descent and compute discrepancy for the re-
turned solution. The red curve corresponds
to such solutions with different n. It scales
similarly to the bound for uniform W as in
Lemma 31.


























Figure 6.4: Effect of regularization. The
blue dots represent random weights and
the red dots linked with dashed black lines
represent weights optimized by minimizing
R(w). Smaller regularization values corre-
spond to larger minimal singular values.
The result is presented in Figure 6.4. We can see smaller regularization value corresponds
to larger singular value.
We also conducts experiments to compare training and test errors with and without
regularization. The ground truth data are of d = 100 and n = 100. We learn the true
function by SGD with learning rate 0.1, momentum 0.9 and a total of 300,000 iterations.
The regularization coefficients are chosen from {1, 0.1, 0.01, 0.001} and the best results
are reported. We use neural networks of size n ∈ {100, 150, 200, 300} and for each n
we repeat five times with different random seeds. The result is summarized in Table 6.2.
Regularization leads to lower training and test errors for most settings. Even in the case
where the un-regularized one performs better, the errors are all small enough (within the
same range as standard deviation), suggesting the noise begins to dominate.
We also compare the regularization effects on the MNIST dataset. The dataset contains
60,000 training and 10,000 test handwritten digits. To demonstrate the regularization ef-
fect, we train one hidden layer fully connected neural networks with k = 200, 400, 600, 800
units. The results are summarized in Table 6.3. Note that state-of-the-arts performance on
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Table 6.2: Comparison of performance with/without regularization (all numbers are of unit
10−5). The true function is generated with d = 100 and n = 100. To learn the function, we
use networks with different n.
n = 100 n = 150
train test train test
no-reg 15.42(5.86) 14.80(5.36) 1.79(0.45) 1.86(0.50)
reg 11.32(1.77) 10.63(1.58) 1.07(0.84) 1.13(0.99)
n = 200 n = 300
train test train test
no-reg 0.38(0.27) 0.44(0.35) 0.39(0.39) 0.44(0.40)
reg 0.50(0.51) 0.58(0.59) 0.10(0.05) 0.12(0.07)
Table 6.3: Performance comparison with/without regularization on MNIST dataset. Errors
are all in %.
n = 200 n = 400
train test train test
no-reg 0.94 3.39 0.32 3.08
reg 0.56 3.22 0.33 2.90
n = 600 n = 800
train test train test
no-reg 0.00065 2.67 0.11 2.90
reg 0.00057 2.62 0.0003 2.45
MNIST are mostly obtained by convolutional neural networks. This experiment is not
intended to achieve the state-of-the-arts but it tries to showcase the advantage of regular-
ization on a real-world dataset.




We have analyzed one-hidden-layer neural networks and identified novel conditions when
local optima become global optima despite the non-convexity of the loss function. The
key factors are the spectrum of the kernel associated with the activation function and the




Inspired by the insight in the previous chapter, we propose semi-random features. Semi-
random features are defined as the product of a random nonlinear switching unit and a
linear adjustable unit. The flexibility of semi-random feature lies between the fully ad-
justable units in deep learning and the random features used in kernel methods. We show
that semi-random features possess a collection of nice theoretical properties despite the
non-convex nature of its learning problem. In experiments, we show that semi-random
features can match the performance of neural networks by using slightly more units, and it
outperforms random features by using significantly fewer units. Semi-random features pro-
vide an interesting data point in between kernel methods and neural networks to advance
our understanding of the challenge of nonlinear function approximation, and it opens up
new avenues to tackle the challenge further.
7.1 Introduction
There are two dominating paradigms for nonlinear modeling in machine learning: kernel
methods and neural networks:
• Kernel methods employ pre-defined basis functions, k(x, x′), called kernels to repre-
sent nonlinear functions [75, 128]. Learning algorithms that use kernel methods often
come with nice theoretical properties–globally optimal parameters can be found via
convex optimization, and statistical guarantees can be provided rigorously. How-
ever, kernel methods typically work with matrices that are quadratic in the number
of samples, leading to unfavorable computation and storage complexities. A popu-
lar approach to tackle such issues is to approximate kernel functions using random
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features [61, 74, 129, 130, 131]. One drawback of random features is that its approx-
imation powers suffer from the curse of dimensionality [109] because its bases are
not adaptive to the data.
• Neural networks use adjustable basis functions and learn their parameters to approx-
imate the target nonlinear function [132]. Such adaptive nature allows neural net-
works to be compact yet expressive. As a result, they can be efficiently trained on
some of the largest datasets today. By incorporating domain specific network archi-
tectures, neural networks have also achieved state-of-the-art results in many appli-
cations. However, learning the basis functions involves difficult non-convex opti-
mization. Few theoretical insights are available in the literature and more research is
needed to understand the working mechanisms and theoretical guarantees for neural
networks [133, 134, 135].
Can we have the best of both worlds? Can we develop a framework for big nonlinear
problems which has the ability to adapt basis functions, has low computational and storage
complexity, while at the same time retaining some of the theoretical properties of random
features? Towards this goal, we propose semi-random features to explore the space of
trade-off between flexibility, provability and efficiency in nonlinear function approxima-
tion. We show that semi-random features have a set of nice theoretical properties, like
random features, while possessing a (deep) representation learning ability, like deep learn-
ing. More specifically:
• Despite the nonconvex learning problem, semi-random feature model with one hid-
den layer has no bad local minimum;
• Semi-random features can be composed into multi-layer architectures, and going
deep in the architecture leads to more expressive model than going wide;
• Semi-random features also lead to statistical stable function classes, where general-
ization bounds can be readily provided.
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Through experiments, using both large UCI datasets and image classification benchmarks
such as MNIST, CIFAR10 and SVHN, we demonstrate the agreement between experiments
and theoretical predictions.
An important contribution of our current study is the discovery of many interesting new
insights to the problem, such as the structure of the optimization, the benefit of depth, and
the tensorial inner product view, which advances our understanding of the problem and
opens up new avenues to tackle the challenge further.
7.2 Background
We briefly review different ways of representing nonlinear functions in this section.
Hand-designed basis. In a classical machine learning approach for nonlinear function ap-
proximation, users or domain experts typically handcraft a set of features φexpert : X → H,
a map from an input data space X to a (complete) inner product space H. Many empirical
risk minimization algorithms then require us to compute the inner product of the features
as 〈φexpert(x), φexpert(x′)〉H for each pair (x, x
′) ∈ X × X . Computing this inner product
can be expensive when the dimensionality of H is large, and indeed it can be infinite. For
example, if H is the space of square integrable functions, we need to evaluate the integral




Kernel methods. When our algorithms solely depend on the inner product, the kernel trick
avoids this computational burden by introducing an easily computable kernel function as
kexpert(x
′, x) = 〈φexpert(x), φexpert(x′)〉H ,
resulting in an implicit definition of the features φexpert [75, 128]. However, the ker-
nel approach typically scales poorly on large datasets. Given a training set of m in-
put points {xi}mi=1, evaluating a learned function at a new point x requires computing
f̂(x) =
∑m
i=1 αikexpert(xi, x), the cost of which increases linearly with m. Moreover, it
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usually requires computing (or approximating) inverses of matrices of size m×m.
Random features. In order to scale to large datasets, one can approximate the kernel by a
set of random basis functions sampled according to some distributions. That is,
kexpert(x






where both the type of basis functions φrandom, and the sampling distribution for the random
parameter rj are determined by the kernel function. Due to its computational advantage and
theoretical foundation, the random feature approach has many applications and is an active
research topic [61, 74, 129, 130, 131].
Neural networks. Neural networks approximate functions using weighted combination






k ), where both the combination
weights w(2)k and the parameters w
(1)
k in each basis function φ are learned from data. Neural
networks can be composed into multilayers to express highly flexible nonlinear functions.
7.3 Semi-Random Features
When comparing different nonlinear representaitons, we can see that random features are
designed to approximate a known kernel, but not for learning these features from the given
dataset (i.e., it is not a representation learning). As a result, when compared to neural
network, it utilizes less amount of information encoded in the dataset, which could be dis-
advantageous. Neural networks, on the other hand, pose a difficulty for theoretical develop-
ments due to non-convexity in optimization. However, a recent work of [114] showed that
we can establish optimization theory despite its non-convexity, if we ignore or randomize
the activation part of neural networks. In addition, [136] recently proved that the diverse
(or nearly random) hidden weights leads to a good optimization (and generalization) bound
for neural networks.
These insights suggest a hybrid approach of random feature and neural network, called
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semi-random feature (or semi-random unit), to learn representation (or feature) from datasets.
The goal is to obtain a new type of basis functions which can retain some theoretical guar-
antees via injected randomness (or diversity) in hidden weights, while at the same time
have the ability to adapt to the data at hand. More concretely, semi-random features are
defined as






where x = (1, x>)> is assumed to be inR1+d, r = (r0, r>)> is sampled randomly, and w =
(w0, w
>)> is adjustable weights to be learned from data (hence, it is “semi-random”). Fur-
thermore, the family of functions σs for s ∈ {0, 1, 2, . . . } is defined as σs(z) = (z)sH(z),
whereH is Heaviside step function (H(z) = 1 for z > 0 and 0 otherwise). For instance, σ0
is simply Heaviside step function, σ1 is ramp function, and so on. We call the correspond-
ing semi-random features with s = 0 “linear semi-random features (LSR)” and with s = 1
“squared semi-random features (SSR)”. An illustration of example semi-random features
can be found in Figure D.1 in Appendix D.1. Note that if we set s = 0 and r := w, the




is equivalent to that
of rectified linear unit (ReLU) used in deep learning literature. Unlike dropout, which uses
a data independent random switching mechanism (during training), the random switching
in semi-random feature depends on the input data x (during both training and testing).
Intuitively, models with semi-random features have more expressive power than those
with random features because of the learnable unit parameter w. Yet, these models are
less flexible compared to neural networks, since the parameters in σs(x>r) is sampled
randomly. Further discussion on such comparison is deferred to Section 7.7.
In practice, we can typically assume that x ∈ Ω ⊆ Rd with some sufficiently large
compact subspace Ω. Thus, given such a Ω, we use the following sampling procedure
in order for our method to be efficiently executable in practice: r is sampled uniformly
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from a d dimensional unit sphere Sd−1, and r0 is sampled such that the probability measure
on any open ball in R with its center in [−radius(Ω), radius(Ω)] is nonzero.1 For exam-
ple, uniform distribution that covers [−radius(Ω), radius(Ω)] or normal distribution with a
nonzero finite variance suffices the above requirement.
By using semi-random features, we will construct one hidden layer model in Section
7.4, and multilayer model in Section 7.5.
7.4 One Hidden Layer Model










where rk is sampled randomly for k ∈ {2, 3, · · · , n} as described in Section 7.3, and r1
is fixed to be the first element of the standard basis as r1 = e1 = (1, 0, 0, · · · 0)> (to
compactly represent a constant term in x). We can think of this model as one hidden layer
model by considering φs(x; r,w
(1)
k ) as the output of k-th unit of the hidden layer, and w
(1)
k
as adjustable parameters associated with this hidden layer unit. This way of understanding
the model will become helpful when we generalize it to a multilayer model in Section 7.5.
Note that f̂ sn(x;w) is a nonlinear function of x. When it is clear, by the notation w, we
denote all adjustable parameters in the entire model.







1The radius of a compact subspace Ω of Rd is defined as radius(Ω) = supx∈Ω ‖x‖2 and a open ball is







2 , . . . ,w
(1)
n ) ∈ R(d+1)×n,
R = (r1, r2, . . . , rn) ∈ R(d+1)×n, and
W(2) = (w
(2)




Here, (M1M2) represents a Hadamard product of two matricesM1 andM2. Furthermore
σs(M)ij = σs(Mij), given a matrix M of any size (with overloads of the symbol σs).
In the following subsections, we present our theoretical results for one hidden layer
model. Their complete proofs are deferred to the appendix.
7.4.1 Universal Approximation Ability
We show that our model class has universal approximation ability. Given a finite s, our
model class is defined as
F sn = {x 7→ f̂ sn(x;w) |w ∈ Rdw},
where dw = (d + 1)n + n is the number of adjustable parameters. Let L2(Ω) be the space
of square integrable functions on a compact set Ω ⊆ Rd. Then Theorem 32 states that we
can approximate any f ∈ L2(Ω) arbitrarily well as we increase the number of units n. We
discuss the importance of the bias term r0 to obtain the universal approximation power in
Appendix D.2.
Theorem 32 (Universal approximation) Let s be any fixed finite integer and let Ω 6= {0}






‖f − f̂‖L2(Ω) = 0.
Proof Sketch. Based on a known result [137, Proposition 1], we prove the universality of
σs with parameters (r0, r) ∈ Rd×R. Then, we show that the universality is preserved with
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(r0, r) ∈ Sd−1× [− radius(Ω), radius(Ω)] (with constant functions that are included by the
definition of r1). This means that if we try all uncountably many (r0, r) in the set, we get
the desired convergence. We translate this statement with a uncountable set to countable
samples via continuity and probability measure; that is, if we try a sample r close enough
to a desired r∗, then the error gets arbitrarily small (continuity). In addition, the probability
of sampling r close enough to a desired r∗ reaches one as n → ∞ (probability measure).

7.4.2 Optimization Theory
As we have confirmed universal approximation ability of our model class F sn in the previ-
ous section, we now want to find a good f̂ ∈ F sn via empirical loss minimization. More









yi − f̂ sn(xi;w)
)2
.
Let Y = (y1, y2, . . . , ym)> ∈ Rm and Ŷ = (f sn(x1;w), f sn(x2;w), . . . , f sn(xm;w))> ∈ Rm.
Given a matrix M , let Pcol(M) and Pnull(M) be the projection matrices onto the column
space and null space of M .








1 · · · σs(x>1 rn)x>1










i is a 1× d block at (i, j)-th block entry. That is, at any global minimum,
we have L(w) = 1
2m
‖Pker(DT )Y ‖2 and Ŷ = Pcol(D)Y . Moreover, we can achieve a global
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minimum in polynomial time in dw based on the following theorem.
Theorem 33 (No bad local minima and few bad critical points) For any s and any n, the
optimization problem of L(w) has the following properties:
(i) it is non-convex (if D 6= 0)2,
(ii) every local minimum is a global minimum,
(iii) if w(2)k 6= 0 for all k ∈ {1, 2, . . . , n}, every critical point is a global minimum, and
(iv) at any global minimum, L(w) = 1
2m
‖Pnull(DT )Y ‖2 and Ŷ = Pcol(D)Y .
Proof Sketch. We first prove (iii) and (iv), by showing that if Ŷ = Pcol(D)Y , it is a global
minimum, and that Ŷ = Pcol(D)Y is achieved by any critical point if w
(2)
k 6= 0 for all
k ∈ {1, 2, . . . , n}. These two statements together imply (iii) and (iv). We then prove (ii) by
showing that if a point is a local minimum with w(2)k = 0 for some k ∈ {1, 2, . . . , n}, then
the model output is Ŷ = Pcol(D)Y , which is a global minimum. We prove (i) by showing
that Hessian is not positive semidefinite at all w (if D 6= 0). 
Theorem 33 (optimization) together with Theorem 32 (universality) suggests that not
only does our model class contain an arbitrarily good function (as n increases), but also
we can find the best function in the model class given a dataset. In the context of under-
standing the loss surface of neural networks (e.g., see [114] for the information of its recent
literature), Theorem 33 implies that all potential problems in the loss surface are due to the
inclusion of r as an optimization variable. Optimizing over r as well as w increases the ex-
pressive power of the model class, but it would potentially make the optimization problem
challenging. Semi-random features with fixed random r avoid this problem.
2In the case of D = 0, L(w) is convex in a trivial way; our model class only contains a single constant
function x 7→ 0.
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7.4.3 Generalization Guarantee
In the previous sections, we have shown that our model class has universal approximation
ability and that we can learn the best model given a finite dataset. A major remaining
question is about the generalization property; how well can a learned model generalize
to unseen new observations? Theorem 34 bounds the generalization error; the difference
between expected risk, 1
2
Ex(f(x)− f̂(x;w∗))2, and empirical risk, L(w).
Theorem 34 (Generalization bound for shallow model) Let s ≥ 0 and n > 0 be fixed. Let




≤ CW (2) . Then, with probability at least 1− δ, for any f̂ ∈ F sn,
1
2
Ex(f(x)− f̂(x;w))2 − L(w)









where CŶ = CXCσCW (1)CW (2) .
Proof Sketch. The proof is based on a standard use of Rademacher complexity (e.g., see
section 3 in [138] for a clear introduction of Rademacher complexity). By formulating our
model in a matrix form, we directly compute empirical Rademacher complexity from its
definition. 
Here, ‖W(1)‖2 represents operator norm, but we can also bound it by Frobenius norm
as ‖W(1)‖2 ≤ ‖W(1)‖F . By combining Theorem 33 (optimization) and Theorem 34 (gen-
eralization), we obtain the following remark.
Remark 1. (Expected risk bound) Let CW (1) and CW (2) be values such that the global
minimal value L(w) = 1
2m
‖Pker(DT )Y ‖2 is attainable in the model class (e.g., setting
CW (2) = 1 and CW (1) = ‖(D>D)†D>Y ‖ suffices). Then, at any critical points with
w
(2)













with probability at least 1− δ. Here, O(·) notation simply hides the constants in Theorem
34.
In the right-hand side of equation (7.5), the second term goes to zero as m increases,
and the first term goes to zero as n or d increases (because null(DT ) becomes a smaller and
smaller space as n or d increases, eventually containing only 0). Hence, we can minimize
the expected risk to zero. We can also rewrite equation (7.5) if we adopt a set of additional
assumptions used in [136] as follows:
Remark 2. Assume (only in this remark) that x is drawn uniformly from a unit sphere,
w
(2)
k ∈ {−1, 1} for all k ∈ {1, 2, · · · , n}, and n and d are sufficiently large (as speci-
fied in [136, Theorem 1]). Then, with high probability, equation (7.5) holds with the first
term in the right-hand side being replaced by c‖ ∂L
∂W (1)
‖ for some constant c. [136] proved
this special case of the bound, additionally assuming the enough randomness of the non-
randomized version of r in the hidden layer.
7.5 Multilayer Model
We generalize one hidden layer model toH hidden layer model by composing semi-random
features in a nested fashion. More specifically, let nl be the number of units, or width, in the
l-th hidden layer for all l = 1, 2, . . . , H . Then we will denote a model of fully-connected
feedforward semi-random networks with H hidden layers by





where for all l ∈ {2, 3, · · · , H},
h(l)w (x) = h
(l)
r (x) (h(l−1)w (x)W (l)) and




is the output of the l-th semi-random hidden layer, and the output of the l-th random
switching layer respectively. Here, W (l) = (w(l)1 , w
(l)
2 , . . . , w
(l)





2 , . . . , r
(l)
nl ) ∈ Rnl−1×nl . Similarly to one hidden layer model, r
(l)
k is sampled ran-
domly for k ∈ {2, 3, . . . , nl} but r(l)1 is fixed to be e1 = (1, 0, 0, . . . , 0)> (to compactly
write the effect of constant terms in x). The output of the first hidden layer is the same as
that of one hidden layer model:
h(1)w (x) = h
(1)
r (x) (xW(1)) and h(1)r (x) = σs(xR(1)),
where the boldface notation emphasizes that we require the bias terms at least in the first
layer. In other words, we keep randomly updating the random switching layer h(l)r (x), and
couple it with a linearly adjustable hidden layer h(l)w (x)W (l) to obtain the next semi-random
hidden layer h(l+1)w (x).
Convolutional semi-random feedforward neural networks can be defined in the same
way as in equation (7.6) with vector-matrix multiplication being replaced by c dimensional
convolution (for some number c). In our experiments, we will test both convolutional semi-
random networks as well as fully-connected versions.
In the following sections, we present our analysis for multilayer fully-connected semi-
random networks. The complete proofs are deferred to the appendix.
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7.5.1 Tensorial Structure
Since the output of our network is the sum of the outputs of all the paths in the network,
we observe the following interesting structure:








[[σ]]k1,...,kH (x)xk0 [[w]]k0,k1,...,kH ,





















This means that the function is the weighted combination of (d+ 1)× n1× n2 . . . nH non-
linear basis functions, which is exponential in the number of layers H . Alternatively, the
function can also be viewed as the inner product between two tensors [[σ]]k1,...,kH (x)xk0 and
[[w]]k0,k1,...,kH , which is nonlinear in input x, but linear in the parameter tensor [[w]]k0,k1,...,kH .
We note that the parameter tensor is not arbitrary but highly structured: it is composed us-
ing a collection of matrices with dw = (d+ 1)n1 +nH +
∑H
l=2 nl−1nl number of adjustable
parameters. Such special structure allows the function to generate an exponential number
of basis functions yet keep the parameterization compact.
7.5.2 Benefit of Depth
We first confirm that our multilayer model class




preserves universal approximation ability.
Corollary 35 (Universal approximation with deep model) Let s be any fixed finite integer






‖f − f̂‖L2(Ω) = 0.
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We now know that both of one hidden layer models and deeper models have universal
approximation ability. Then, a natural question arises: how can depth benefit us? To
answer the question, note that as illustrated in Section 7.5.1, H hidden layer model only
needs O(nH) number of parameters (by setting n = n1, n2, · · · , nH) to create around
nHd paths, whereas one hidden layer model requires O(nH) number of parameters to do
so. Intuitively, because of this, the expressive power would grow exponentially in depth
H , if those exponential paths are not redundant to each other. The redundancy among
the paths would be minimized via randomness in the switching and exponentially many
combinations of nonlinearities σs.
We formalize this intuition by considering concrete degrees of approximation powers
for our models. To do so, we adopt a type of a degree of “smoothness” on the target




iω>x. Define a class of smooth functions ΓC :
ΓC =
{






Any f ∈ ΓC with finite C is continuously differentiable in Rd, and the gradient of f can be
written as ∇xf(x) =
∫
ω∈Rd iωf̃(ω)e
iω>x. Thus, via Plancherel theorem, we can view C as
the bound on ‖∇xf(x)‖L(Rd). See the previous work [109] for a more detailed discussion
on the properties of this function class ΓC . Theorem 36 states that a lower bound on the
approximation power gets better exponentially in depth H .
Theorem 36 (Lower bound on universal approximation power) Let Ω = [0, 1]d. For
every fixed finite integer s, for any depth H ≥ 0, and for any set of nonzero widths















where κ ≥ (8πe(π−1))−1 is a constant.
Proof Sketch. We formalize the intuition discussed above. That is, by expressing our
model as a sum of the paths as in Section 7.5.1, we observe that our model class is included
in the span of functions associated with the paths, the number of which grows exponentially
in depth H . Since a span of functions of a fixed number cannot approximate any f ∈ ΓC
arbitrarily well, based on a known result [109, Theorem 6], we obtain the lower bound. 









where we can easily see the benefit of the depth H . However, note that the lower bound is
not intended to be tight here (indeed, it is proven by relaxation). Thus, we cannot make a
formal comparison between H hidden layer model and one hidden layer model based on
Theorem 36 alone. Our hope here is to provide a formal statement to aid intuitions. To help
our intuitions further, we discuss about an upper bound on universal approximation power
for multilayer model in Appendix D.5.
7.5.3 Optimization Theory








yi − f sn1,...,nH (x;w)
)2
.
Compared to one hidden layer case, our theoretical understanding of multilayer model is
rather preliminary. Here, given a function g(w1, w2, . . . , wn), we say that w̄ = (w̄1, w̄2, . . . , w̄n)
is a global minimum of g with respect to w1 if w̄1 is a global minimum of g̃(w1) =
g(w1, w̄2, . . . , w̄n).
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Corollary 37 (No bad local minima and few bad critical points w.r.t. last two layers) For
any s, any depth H ≥ 1, and any set of nonzero widths {n1, n2, . . . , nH}, the optimization
problem of L(H)(w) has the following property:
(i) every local minimum is a global minimum with respect to (W (H),W (H+1)), and
(ii) if w(H+1)k 6= 0 for all k ∈ {1, 2, . . . , nH}, every critical point is a global minimum
with respect to (W (H),W (H+1)).
Future work is still required to investigate the theoretical nature of the optimization
problem with respect to all parameters. Some hardness results of a standard neural network
optimization come from the difficulty of learning activation pattern via optimization of the
variable r [139]. In this sense, our optimization problem is somewhat easier, and it would
be interesting to see if we can establish meaningful optimization theory for semi-random
model as a first step to establish the theory for neural networks in general.
7.5.4 Generalization Guarantee
The following corollary bounds the generalization error. In the statement of the corollary,
we can easily see that the generalization error goes to zero as m increases (as long as the
relevant norms are bounded). Hence, we can achieve generalization.
Corollary 38 (Generalization bound for deep model) Let s ≥ 0 and H ≥ 1 be fixed. Let




≤ CW (l) and ‖h
(l)
r (x)‖2 ≤ Cσ(l) for l = 1, 2, · · · , H . Then, with
probability at least 1− δ, for any f̂ ∈ F sn1,...,nH ,
1
2













In Corollary 38, a generalization bound gets worse in depth H if the operator norm
of each layer’s weights is larger than one. By controlling the norms, we can control the
generalization bound.
7.6 Experiments
We compare semi-random features with random features (RF) and neural networks with
ReLU on both UCI datasets and image classification benchmarks. We will study two vari-
ants of semi-random features for s = 0 (LSR: linear semi-random features) and s = 1
(SSR: squared semi-random features) in σs(·) from equation (7.1). Additional experimen-
tal details are presented in Appendix D.6. The source code of the proposed method is
publicly available at: http://github.com/zixu1986/semi-random.
7.6.1 Simple Test Function
We first tested the methods with a simple sine function, f(x) = sin(x), where we can
easily understand what is happening. Figure 7.1 shows the test errors with one standard
deviations. As we can see, semi-random network (LSR) performed the best. The problem
of ReLU became clear once we visualized the function learned at each iteration: ReLU
network had a difficulty to diversify activation units to mimic the frequent oscillations of
the sine function (i.e., it took long time to diversely allocate the breaking points of its
piecewise linear function). The visualizations of learned functions at each iteration for
each method are presented in Appendix D.6. On average, they took 54.39 (ReLU), 43.04






















Figure 7.1: Test error for a simple test function.
7.6.2 UCI datasets
We have comparisons on six large UCI datasets.3 The network architecture used on this
dataset is multi-layer networks with l = [1, 2, 4] hidden layers and k = [1, 2, 4, 8, 16] × d
hidden units per layer where d is the input data dimension.
Comparison of best performance. In Table 7.1, we listed the best performance among
different architectures for each method. On most datasets, ReLU has the lowest error while
random features have the highest error. In comparison, semi-random features achieve sig-
nificant lower errors than random features and the errors are close to that of ReLU.
Matching the performance of ReLU. The top row of Figure 7.2 demonstrates how many
more units are required for random and semi-random features to reach the test errors of neu-
ral networks with ReLU. First, all three methods enjoy lower test errors by increasing the
number of hidden units. Second, semi-random units can achieve comparable performance
to ReLU with slightly more units, around 2 to 4 times in Webspam dataset. In comparison,
random features require many more units, more than 16 times. These experiments clearly
show the benefit of adaptivity in semi-random features.
Depth vs width. The bottom row of Figure 7.2 explores the benefit of depth. Here, “l-
layer” indicates l hidden layer model. To grow the number of total units, we can either use
more layers or more units per layer. Experiment results suggest that we can gain more in
3https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
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Table 7.1: Performance comparison on UCI datasets. RF for random features, LSR and
SSR for linear (s = 0) and squared (s = 1) semi-random features respectively. mtr: number
of training data points; mte: number of test data points; d dimension of the data
Dataset method err (%) Dataset method err (%)
covtype ReLU 2.3 adult ReLU 15.0
mtr = 522, 910 RF 20.2 mtr = 32, 561 RF 14.9
mte = 58, 102 LSR 5.7 mte = 16, 281 LSR 14.8
d = 54 SSR 14.4 d = 123 SSR 14.9
webspam ReLU 1.0 senseit ReLU 12.6
mtr = 280, 000 RF 6.0 mtr = 78, 823 RF 16.0
mte = 70, 000 LSR 1.1 mte = 19, 705 LSR 13.9
d = 123 SSR 2.2 d = 100 SSR 13.3
letter ReLU 2.7 sensor ReLU 0.4
mtr = 15, 000 RF 14.9 mtr = 48, 509 RF 13.4
mtr = 5, 000 LSR 6.5 mtr = 10, 000 LSR 1.4
d = 16 SSR 5.6 d = 48 SSR 5.7
100 101



































































(a) Covtype dataset (b) Webspam dataset
Figure 7.2: Top row: Linear semi-random features match the performance of ReLU for two
hidden layer networks in two datasets. Bottom row: Depth vs width of linear semi-random
features. Both plots show performance of semi-random units. Even the total number of
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(d) squared semi-random features
Figure 7.3: Detailed experiment results for all types of neurons and on all datasets. The
heat map for each dataset shows how the test error changes w.r.t. the number of layers and
number of units per layer.
performance by going deeper. The ability to benefit from deeper architecture is an impor-
tant feature that is not possessed by random features.
The details on how the test error changes w.r.t. the number of layers and number of
units per layer are shown in Figure 7.3. As we can see, on most datasets, more layers and
more units lead to smaller test errors. However, the adult dataset is more noisy and it is
easier to overfit. All types of neurons perform relatively the same on this dataset, and more
parameters actually lead to worse results. Furthermore, the squared semi-random features
have very similar error pattern to neural network with ReLU.
7.6.3 Image classification benchmarks
We have also compared different methods on three image classification benchmark datasets.
Here we use publicly available and well-tuned neural network architectures from tensor-
flow for the experiments. We simply replace ReLU by random and semi-random units
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respectively. The results are summarized in Table 7.2.
MNIST dataset. MNIST is a popular dataset for recognizing handwritten digits. It con-
tains 28 × 28 grey images, 60,000 for training and 10,000 for test. We use a convolution
neural network consisting of two convolution layers, with 5 × 5 filters and the number of
channels is 32 and 64, respectively. Each convolution is followed by a max-pooling layer,
then finally a fully-connected layer of 512 units with 0.5 dropout.
ReLU units achieve the best test error of 0.70%. Increasing the number of units for
semi-random leads to better performance. At four times the size of the original network,
semi-random feature can achieve very close errors of 0.71%. In contrast, even when in-
creasing the number of units to 16 times more, random features still cannot reach below
1%.
CIFAR10 dataset. CIFAR 10 contains internet images and consists of 50,000 32×32 color
images for training and 10,000 images for test. We use a convolutional neural network
architecture with two convolution layers, each with 64 5 × 5 filters and followed by max-
pooling. The fully-connected layers contain 384 and 192 units.
For this particular network architecture, ReLU has the best performance. By using two
times more units, semi-random features are able to achieve similar performance. However,
the performance of random features lags behind by a huge margin.
SVHN dataset. The Street View House Numbers (SVHN) dataset contains house digits
collected by Google Street View. We use the 32×32 color images version and only predict
the digits in the middle of the image. For training, we combined the training set and the
extra set to get a dataset with 604,388 images. We use the same architecture as in the CI-
FAR10 experiments. ReLU has the lowest error of 3.9% while semi-random units achieve
close error of 6.4%. Random features suffer from huge errors.
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Table 7.2: Test error (in %) of different methods on three image classification benchmark
datasets. 2×, 4× and 16× mean the number of units used is 2 times, 4 times and 16 times
of that used in neural network with ReLU respectively.
neuron type MNIST CIFAR10 SVHN
ReLU 0.70 16.3 3.9
RF 8.80 59.2 73.9
RF 2× 5.71 55.8 70.5
RF 4× 4.10 49.8 58.4
RF 16× 2.69 40.7 37.1
LSR 0.97 21.4 7.6
LSR 2× 0.78 17.4 6.9
LSR 4× 0.71 18.7 6.4
SSR 1.14 26.3 10.0
SSR 2× 0.86 22.9 12.8
SSR 4× 0.78 20.9 8.1
7.7 Better than Random Feature?
The experimental results verified our intuition that semi-random feature can outperform
random feature with fewer number of unites due to its learnable weights. We can also
strengthen this intuition via the following theoretical insights. Let f ∈ Frandom,n1···nH
be a function that is a composition of any fully-random features with depth H where the
adjustable weights are only in the last layer.
The following corollary states that a model class of any fully-random features has a
approximation power exponentially bad in the dimensionality of x in the worst case.
Corollary 39 (Lower bound on approximation power for fully-random feature) Let Ω =










where κ ≥ (8πe(π−1))−1 is a constant.
Corollary 39 (lower bound for fully-random feature) together with Theorem 36 (lower
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bound for semi-random feature) reflects our intuition that semi-random feature model can
potentially get exponential advantage over random feature by learning hidden layer’s weights.
Again, because the lower bound may not be tight, this is intended only to aid our intuition.
We can also compare upper bounds on their approximation errors with an additional





Then, we can obtain the following results.
• If we have access to the true distribution p(r, w), f(x) can be approximated as a finite
sample average, obtaining approximation error of O( 1√
n
).
• Without knowing the true distribution p(r, w), a purely random feature approxima-




). Here, q0 is inverse of
the hyper-surface area of a unit hypersphere and q1 is the inverse of the volume of a
ball of radius CW .
• Without knowing the true distribution p(r, w), semi-random feature approach with
one hidden layer model can obtain a smaller approximation error of O(35c√
n
).
A detailed derivation of this result is presented in Appendix D.8.
7.8 Summary
In this chapter, we proposed the method of semi-random features. For one hidden layer
model, we proved that our model class contains an arbitrarily good function as the width
increases (universality), and we can find such a good function (optimization theory) that
generalizes to unseen new data (generalization bound). For deep model, we proved uni-
versal approximation ability, a lower bound on approximation error, a partial optimization
guarantee, and a generalization bound. Furthermore, we demonstrated the advantage of
156
semi-random features over fully-random features via empirical results and theoretical in-




Non-convex optimization problems are ubiquitous in machine learning. Non-convex for-
mulations are necessary because they capture some important aspects of the problems and
they can more efficiently represent a problem. General non-convex problems are hard but
empirical success of simple algorithms in machine learning tasks suggest that there are
more structures in these specific problems.
In this thesis, we propose efficient algorithms and provide novel analysis for some of
the non-convex optimization problems in machine learning. We show that by leveraging
the structures in the models, we can overcome the non-convexity and obtain algorithms
that are efficient with provable guarantees. In particular, we tackle two important classes
of non-convex problems: 1) latent variable models, and 2) deep neural networks.
For multi-view latent variable models, we propose a nonparametric spectral algorithm
to estimate the parameters. Compared with the Expectation Maximization (EM) algorithm,
our proposed algorithm is guaranteed to return the true parameter when the number of data
points tend to infinity. In addition, the nonparametric nature of the algorithm enables it to
model any arbitrary conditional distribution, and thus it outperforms alternatives that can
only model discrete or parametric distributions.
The key computation of the nonparametric spectral method boils down to that of kernel
principle component analysis (KPCA). In order to fully utilize the potential of nonparamet-
ric methods, we propose two scalable algorithms for the non-convex problem of KPCA.
The first one is a doubly stochastic gradient algorithm that makes two stochastic approxi-
mations. The first approximation is to the expectation over dataset and the second is to the
expectation over random features. By growing the model adaptively as more data arrive, the
algorithm strikes a better balance between computation and statistics. The other scalable
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algorithm is a distributed version of KPCA. It selects a small representative subset of data
points according to the leverage scores to reduce computation. In order to reduce commu-
nication overhead, the algorithm estimates the leverage scores through random sketching.
Overall, the algorithm achieves nearly optimal communication efficiency.
For deep neural network problems, we have provided novel analysis to show why the
optimization landscape of one-hidden-layer neural network is especially nice. In particular,
when the neural weights are diverse enough, then there are no spurious local optima. This
partly explains why simple gradient descent works so well for neural networks in practice
since a stationary point obtained by gradient descent is likely to be a global optimum. In-
spired by the insight from the analysis, we have further proposed semi-random units which
sits between a fully adjustable ReLU unit and a fully random unit. Semi-random features
enjoy several nice theoretical properties and yet still retain most of the representation power
of a fully adjustable unit. In experiment, it can achieve much lower error compared with
random features and almost approach the performance of fully adjustable units by using
slightly more units.
Non-convex optimization problems are increasingly more important given the phenom-
enal success of deep learning. To solve these problems, this thesis contributes both algorith-
mic and theoretical tools from the perspective of spectral methods and analysis of spectral
properties. In latent variable models, spectral decomposition is the key computation to re-
cover the parameters with guarantees. The scalable algorithms proposed in this thesis focus
on solving large nonlinear eigen-problems. Moreover, the analysis of deep neural network
centers around the spectral property of some special matrix.
The research presented in this thesis opens up some new directions and open questions
for further investigation. First of all, we can adapt the same technique of analyzing one-
hidden-layer neural network to understand the optimization landscape of deeper architec-
tures. In this setting, the special matrix then consists of effects from both lower and upper
layers. In order to isolate the complicated nonlinear effects that are difficult to analyze, we
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can borrow the strategies from analyzing residual neural networks [140]. The significant
term from the residual network architecture will be the identity transform and thus gives
a lower bound on the complicated nonlinear effects. Second, a direct analysis of gradient
descent is needed to understand the exact mechanisms that occur in practice. Although we
have shown the optimization landscape exhibits nice regions, it requires more research to
confirm that gradient descent indeed converges to these regions. Third, the tensorial view
of the semi-random features representation allows us to approach the problem from a new
perspective. Basically, the hierarchical structure generates an exponential number of bases
with only polynomial number of parameters. What other structures can also efficiently
generate an exponential number of bases with few parameters? More research along this





PROOFS AND ADDITIONAL EXPERIMENTS IN CHAPTER 2
A.1 Symmetrization
We presented the kernel algorithm for learning the multi-view latent variable model where
the views have identical conditional distributions. In this section, we will extend it to the
general case where the views are different. Without loss of generality, we will consider
recover the operator µX3|h for conditional distribution P(X3|h). The same strategy applies
to other views. The idea is to reduce the multi-view case to the identical-view case based
on a method by [11].
Given the observations DX1X2X3 = {(xi1, xi2, xi3)}i∈[m] drawn i.i.d. from a multi-view
latent variable model P(X1, X2, X3), let the kernel matrix associated with X1, X2 and X3
be K, L and G respectively and the corresponding feature map be φ, ψ and υ respec-
tively. Furthermore, let the corresponding feature matrix be Φ̃ = (φ(x11), . . . , φ(x
m
1 )),
Ψ̃ = (φ(x12), . . . , φ(x
m
2 )) and Υ̃ = (φ(x
1
3), . . . , φ(x
m
3 )). Then, we have the empirical esti-














In ×1 Φ̃×2 Ψ̃×3 Υ̃
Find two arbitrary matrices A,B ∈ Rk×∞, so that AĈX1X2B> is invertible. Theoret-
ically, we could randomly select k columns from Φ and Ψ and set A = Φ>k ,B = Ψ
>
k . In



















C̃X1X2X3 = ĈX1X2X3 ×1 Φ̃>k ×2 Ψ̃>k =
1
m
In ×1 K>nk ×2 L>nk ×3 Υ̃














where H = Knk(L>nkKnk)−1L>nk.
Assume the leading k eigenvectors νk lie in the span of the column of Υ, i.e., νk = Υβk
where βk ∈ Rm×1


















Plug C̃X3X2 C̃−1X1X2 = Υ̃Lnk(K
>
nkLnk)










We multiply each mode with ΥβŜ
− 1
2
k to whitening the data and apply power method to
decompose it

































A.2 Robust Tensor Power Method
We recap the robust tensor power method for finding the tensor eigen-pairs in Algorithm 8,
analyzed in detail in [25] and [10]. The method computes the eigenvectors of a tensor
through deflation, using a set of initialization vectors. Here, we employ random initial-
ization vectors. This can be replaced with better initialization vectors, in certain settings,
e.g. in the community model, the neighborhood vectors provide better initialization and
lead to stronger guarantees [25]. Given the initialization vector, the method then runs a
tensor power update, and runs for N iterations to obtain an eigenvector. The successive
eigenvectors are obtained via deflation.
A.3 Proof of Theorem 2
A.3.1 Recap of Perturbation Bounds for the Tensor Power Method
We now recap the result of [25, Thm. 13] that establishes bounds on the eigen-estimates




Algorithm 8 {λ,M} ←TensorEigen(T , {vi}i∈[k], N)
Input: Tensor T ∈ Rk×k×k, set of k initialization vectors {vi}i∈[k], number of iterations
N .
Output: the estimated eigenvalue/eigenvector pairs {λ,M}, where λ = (λ1, . . . , λk)> is
the vector of eigenvalues and M = (v1, . . . , vk) is the matrix of eigenvectors.
for i = 1 to k do
for τ = 1 to k do
θ0 ← vτ .
for t = 1 to N do
T̃ ← T .







| > ξ then
T̃ ← T̃ − λjφ⊗3j .
end if
end for














Do N power iteration updates starting from θ(τ
∗)
N to obtain eigenvector estimate vi,
and set λi := T̃ (vi, vi, vi).
end for
return the estimated eigenvalue/eigenvectors (λ,M).
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vi are orthonormal vectors and λ1 ≥ λ2 ≥ . . . λk. Let T̂ = T + E be the perturbed tensor
with ‖E‖ ≤ εT . Recall thatN denotes the number of iterations of the tensor power method.
We call an initialization vector u to be (γ,R0)-good if there exists vi such that 〈u, vi〉 > R0
and | 〈u, vi〉 | −maxj<i | 〈u, vj〉 | > γ| 〈u, vi〉 |. Choose γ = 1/100.
Theorem 40 There exists universal constants C1, C2 > 0 such that the following holds.
εT ≤ C1 · λminR20, N ≥ C2 ·
(






Assume there is at least one good initialization vector corresponding to each vi, i ∈
[k]. The parameter ξ for choosing deflation vectors in each iteration of the tensor power
method in Procedure 8 is chosen as ξ ≥ 25εT . We obtain eigenvalue-eigenvector pairs
(λ̂1, v̂1), (λ̂2, v̂2), . . . , (λ̂k, v̂k) such that there exists a permutation η on [k] with







∥∥∥∥∥ ≤ 55εT .
In the sequel, we establish concentration bounds that allows us to translate the above
condition on tensor perturbation (A.2) to sample complexity bounds.
A.3.2 Concentration Bounds
Analysis of Whitening
Recall that we use the covariance operator CX1X2 for whitening the 3rd order embedding
CX1,X2,X3 . We first analyze the perturbation in whitening when sample estimates are em-
ployed.
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Let ĈX1X2 denote the sample covariance operator between variables X1 and X2, and let
B := 0.5(ĈX1X2 + Ĉ>X1X2) = Û ŜÛ
>
denote the SVD. Let Ûk and Ŝk denote the restriction to top-k eigen-pairs, and let Bk :=
ÛkŜkÛ>k . Recall that the whitening matrix is given by Ŵ := ÛkŜ
−1/2
k . Now Ŵ whitens
Bk, i.e. Ŵ>BkŴ = I .








πj · µX|j ⊗ µX|j = M Diag(π)M>, (A.3)
where the j th column of M , Mj = µX|j .
We now establish the following perturbation bound on the whitening procedure. Recall
from (A.13), εpairs :=
∥∥∥CX1,X2 − ĈX1,X2∥∥∥. Let σ1(·) ≥ σ2(·) . . . denote the singular values
of an operator.
Lemma 41 (Whitening perturbation) Assuming that εpairs < 0.5σk(CX1X2),




Remark: Note that σk(CX1X2) = σ2k(M).
Proof: The proof is along the lines of Lemma 16 of [25], but adapted to whitening using
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the covariance operator here.
‖Diag(π)1/2M>(Ŵ −W)‖ = ‖Diag(π)1/2M>W (AD1/2A> − I)‖
≤ ‖Diag(π)1/2M>W‖‖D1/2 − I‖.
SinceW whitens CX1X2 = M Diag(π)M>, we have that ‖Diag(π)1/2M>W‖ = 1. Now
we control ‖D1/2− I‖. Let Ẽ := CX1,X2 −Bk, where recall that B = 0.5(ĈX1,X2 + Ĉ>X1X2)
and Bk is its restriction to top-k singular values. Thus, we have ‖Ẽ‖ ≤ εpairs +σk+1(B) ≤
2εpairs. We now have
‖D1/2 − I‖ ≤ ‖(D1/2 − I)(D1/2 + I)‖ ≤ ‖D − I‖
= ‖ADA> − I‖ = ‖Ŵ>CX1X2Ŵ − I‖







when εpairs < 0.5σk(CX1X2). 2
Tensor Concentration Bounds
Recall that the whitened tensor from samples is given by
T̂ := ĈX1X2X3 ×1 (Ŵ>)×2 (Ŵ>)×3 (Ŵ>).
We want to establish its perturbation from the whitened tensor using exact statistics






πh · µX|h ⊗ µX|h ⊗ µX|h (A.5)
Let εtriples := ‖ĈX1X2X3 − CX1X2X3‖. Let πmin := minh∈[k] πh.
Lemma 42 (Tensor perturbation bound) Assuming that εpairs < 0.5σk(CX1X2), we have









Proof: Define intermediate tensor
T̃ := CX1X2X3 ×1 (Ŵ>)×2 (Ŵ>)×3 (Ŵ>).
We will bound ‖T̂ − T̃ ‖ and ‖T̂ − T ‖ separately.










πh ·Mh ⊗Mh ⊗Mh,









Proof of Theorem 2: We obtain a condition on the above perturbation εT in (A.6) by
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applying Theorem 40 as εT ≤ C1λminR20. Here, we have λi = 1/
√
πi ≥ 1. For random
initialization, we have that R0 ∼ 1/
√
k, with probability 1 − δ using poly(k) poly(1/δ)
trials, see Thm. 5.1 in [10]. Thus, we require that εT ≤ C1k . Summarizing, we require for
the following conditions to hold




We now substitute for εpairs and εtriples in (A.6) using Lemma 43 and Lemma 44.
















Further we require that εT ≤ C1/k, which implies that each of the terms in (A.6) is less














for some constant C3 with probability 1− δ from Lemma 44. Similarly for the second term




























for some other constant C4 with probability 1− δ. Thus, we have the result in Theorem 2.
2
Concentration bounds for Empirical Operators
Concentration results for the singular value decomposition of empirical operators.
Lemma 43 (Concentration bounds for pairs) Let ρ := supx∈Ω k(x, x), and ‖ · ‖ be the
Hilbert-Schmidt norm, we have for
εpairs :=









 > 1− δ. (A.10)
Proof We will use similar arguments as in [141] which deals with symmetric operator. Let
ξi be defined as
ξi = φ(x
i
1)⊗ φ(xi2)− CX1,X2 . (A.11)
It is easy to see that E[ξi] = 0. Further, we have
sup
x1,x2
‖φ(x1)⊗ φ(x2)‖2 = sup
x1,x2
k(x1, x1)k(x2, x2) 6 ρ
2, (A.12)
which implies that ‖CX1X2‖ 6 ρ, and ‖ξi‖ 6 2ρ. The result then follows from the Hoeffd-
ing’s inequality in Hilbert space.
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Similarly, we have the concentration bound for 3rd order embedding.
Lemma 44 (Concentration bounds for triples) Let ρ := supx∈Ω k(x, x), and ‖ · ‖ be the
Hilbert-Schmidt norm, we have for
εtriples :=









 > 1− δ. (A.14)
Proof We will use similar arguments as in [141] which deals with symmetric operator. Let
ξi be defined as
ξi = φ(x
i
1)⊗ φ(xi2)⊗ φ(xi3)− CX1X2X3 . (A.15)
It is easy to see that E[ξi] = 0. Further, we have
sup
x1,x2,x3
‖φ(x1)⊗ φ(x2)⊗ φ(x3)‖2 = sup
x1,x2,x3
k(x1, x1)k(x2, x2)k(x3, x3) 6 ρ
3, (A.16)
which implies that ‖CX1X2X3‖ 6 ρ3/2, and ‖ξi‖ 6 2ρ3/2. The result then follows from the
Hoeffding’s inequality in Hilbert space.
A.4 Experiment on Single Conditional Distribution
We also did some experiments for three-dimensional synthetic data that each view has the
same conditional distribution. We generated the data from two settings:
1. Mixture of Gaussian conditional density;
2. Mixture of Gaussian and shifted Gamma conditional density.
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(a) Same k = 2













(b) Same k = 3












(c) Same k = 4












(d) Same k = 8























(e) Diff. k = 2












(f) Diff. k = 3














(g) Diff. k = 4












(h) Diff. k = 8
Figure A.1: (a)-(d) Mixture of Gaussian distributions with k = 2, 3, 4, 8 components. (e)-
(h) Mixture of Gaussian/Gamma distribution with k = 2, 3, 4, 8. For the former case, the
performance of kernel spectral algorithm converge to those of EM algorithm for mixture
of Gaussian model. For both cases, the performance of kernel spectral algorithm are con-
sistently the best or comparable. Spherical Gaussian spectral algorithm does not work for
k = 4, 8, and hence not plotted.
The mixture proportion and other experiment settings are exact same as the experiment in
the main text. The only difference is that the conditional densities for each view here are
the identical. We use the same measure to evaluate the performance. The empirical results
are plotted in Figure A.1.
As we expected, the behavior of the proposed method is similar to the results in differ-
ent conditional densities case. In mixture of Gaussians, our algorithm converges to the EM
GMM resuls. And in the mixture of Gaussian/shift Gamma, our algorithm consistently bet-
ter to other alternatives in most cases, except k = 3 where our method achieve comparable
to nonparametric EM algorithm.
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APPENDIX B
THEOREM PROOFS IN CHAPTER 4
B.1 Analysis Roadmap
In order to analyze the convergence of our doubly stochastic kernel PCA algorithm, we will
need to define a few intermediate subspaces. For simplicity of notation, we will assume the
mini-batch size for the data points is one.
1. Let Ft :=
(




be the subspace estimated using stochastic gradient and ex-
plicit orthogonalization:





2. Let Gt :=
(




be the subspace estimated using stochastic update rule with-
out orthogonalization:





where AtGt and GtG>t AtGt can be equivalently written using the evaluation of the





+ ηtk(xt, ·)g>t . (B.3)
3. Let G̃t :=
(




be the subspace estimated using stochastic update rule with-
out orthogonalization, but the evaluation of the function {g̃it} on the current data
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point is replaced by the evaluation ht = [hit(xt)]
>:
G̃t+1 ← G̃t + ηtk(xt, ·)h>t − ηtG̃thth>t (B.4)
4. Let Ht :=
(




be the subspace estimated using doubly stochastic update
rule without orthogonalization, i.e., the update rule:
Ht+1 ← Ht + ηtφωt(xt)φωt(·)h>t − ηtHthth>t . (B.5)
The relation of these subspaces are summarized in Table B.1. Using these notations,
we describe a sketch of our analysis in the rest of the section, while the complete proofs
are provided in the following sections.
We first consider the subspace Gt estimated using the stochastic update rule, since it is
simpler and its proof can provide the bases for analyzing the subspace Ht estimated by the
doubly stochastic update rule.
Table B.1: Relation between various subspaces.
Subspace Evaluation Orth. Data Mini-batch RF Mini-batch
V – – – –
Ft ft(x) 3 3 7
Gt gt(x) 7 3 7
G̃t ht(x) 7 3 7
Ht ht(x) 7 3 3
B.1.1 Stochastic update
Our guarantee is on the cosine of the principal angle between the computed subspace and
the ground truth eigen subspace V (also called the potential function), which is a standard
criterion for measuring the quality of the subspace:






We will focus on the case when a good initialization V0 is given:
V >0 V0 = I, cos
2 θ(V, V0) ≥ 1/2. (B.6)
In other words, we analyze the later stage of the convergence, which is typical in the lit-
erature (e.g., [67]). The early stage can be analyzed using established techniques (e.g.,
[65]).
We will also focus on the dependence of the potential function on the step t. For this
reason, throughout the text we suppose |k(x, x′)| ≤ κ, |φω(x)| ≤ φ and regard κ and φ
as constants. Note that this is true for all the kernels and corresponding random features
considered. We further regard the eigengap λk − λk+1 as a constant, which is also true for
typical applications and datasets. Details can be found in the following sections.
Our final guarantee for Gt is stated in the following.
Theorem 4 1 Assume (B.6) and suppose the mini-batch sizes satisfy that for any 1 ≤ i ≤ t,
‖A− Ai‖ < (λk − λk+1)/8. There exist step sizes ηi = O(1/i) such that
1− cos2 θ(V,Gt) = O(1/t).
The convergence rate O(1/t) is in the same order as that when computing only the top
eigenvector in linear PCA [65], though we are not aware of any other convergence rate
for computing the top k eigenfunctions in Kernel PCA. The bound requires the mini-batch
sizes are large enough so that the spectral norm of A is approximated up to the order of
the eigengap. This is due to the fact that approximating A with At will result in an error
term in the order of ‖A− At‖, while the increase of the potential is in the order of the
eigengap. Similar terms appear in the analysis of the noisy power method [68] which,
however, requires normalization and is not suitable for the kernel case. We do not specify
the mini-batch sizes, but by assuming suitable data distributions, it is possible to obtain
explicit bounds; see for example [76, 77].
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Proof sketch To prove the theorem, we first prove the guarantee for the normalized sub-
space Ft which is more convenient to analyze, and then show that the update rules for Ft
and Gt are first order equivalent so that Gt enjoys the same guarantee.
Lemma 5 2 1− cos2 θ(V, Ft) = O(1/t).
Let c2t denote cos
2 θ(V, Ft), then a key step in proving the lemma is to show that
c2t+1 ≥ c2t (1 + 2ηt(λk − λk+1 − 2 ‖A− At‖)(1− c2t ))−O(η2t ). (B.7)
Therefore, we will need the mini-batch sizes large enough so that 2 ‖A− At‖ is smaller
than the eigen-gap.
Another key element in the proof of the theorem is the first order equivalence of the
two update rules. To show this, we need to compare the subspaces obtained by applying
the them on the same subspace Gt. So we introduce F (Gt) to denote the subspace by
applying the update rule of Ft on Gt:
F̃ (Gt)← Gt + ηtAtGt





We show that the potentials of Gt+1 and F (Gt) are close:
Lemma 6 3 cos2 θ(V,Gt+1) = cos2 θ(V, F (Gt))±O(η2t ).
The lemma means that applying the two update rules to the same input will result in two
subspaces with similar potentials. Since cos2 θ(V, F (Gt)) enjoys the recurrence in (B.7),
we know that cos2 θ(V,Gt+1) also enjoys such a recurrence, which then results in 1 −
cos2 θ(V,Gt) = O(1/t).
The proof of the lemma is based on the observation that
cos2 θ(V,X) = λmin(V
>X(X>X)−1X>V ).
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The lemma follows by plugging in X = Gt+1 or X = F (Gt) and comparing their Taylor
expansions w.r.t. ηt.
B.1.2 Doubly stochastic update
For doubly stochastic update rule, the computed Ht is no longer in the RKHS so the prin-
cipal angle is not well defined. Since the eigenfunction v is usually used for evaluating
on points x, we will use the following point-wise convergence in our analysis. For any
function v in the subspace of V with unit norm ‖v‖F = 1, we will find a specially chosen
function h in the subspace of Ht such that for any x,
err := |v(x)− h(x)|2
is small with high probability. More specifically, the w is chosen to be G̃>v, and let g̃ =
G̃tw and h = Htw. Then the error measure can be decomposed as
|v(x)− h(x)|2 = |v(x)− g̃(x) + g̃(x)− h(x)|2
≤ 2 |v(x)− g̃(x)|2 + 2 |g̃(x)− h(x)|2
≤ 2κ2 ‖v − g̃‖2F︸ ︷︷ ︸
(I: Lemma 8)
+ 2 |g̃(x)− h(x)|2︸ ︷︷ ︸
(II: Lemma 9)
. (B.8)
The distance ‖v − g̃‖F is closely related to the squared sine of the subspace angle be-




F ≤ 1 − cos2 θ(V, G̃t).
Therefore, the first error term can be bounded by the guarantee on G̃t, which can be ob-
tained by similar arguments as for the stochastic update case. For the second term, note that
G̃t is defined in such a way that the difference between g̃(x) = G̃t(x)w and h(x) = Ht(x)w
is a martingale, which can be bounded by careful analysis.
Overall, we have the following results. Suppose we use random Fourier features;
see [61]. Similar bounds hold for other random features, where the batch sizes will de-
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pend on the concentration bound of the random features used.
Theorem 7 4 Assume (B.6) and suppose the mini-batch sizes satisfy that for any 1 ≤ i ≤ t,
‖A− Ai‖ < (λk − λk+1)/8 and are of order Ω(ln tδ ). There exist step sizes ηi = O(1/i),
such that the following holds. If Ω(1) = λk(G̃>i G̃i) ≤ λ1(G̃>i G̃i) = O(1) for all 1 ≤ i ≤ t,
then for any x and any function v in the span of V with unit norm ‖v‖F = 1, we have that
with probability ≥ 1− δ, there exists h in the span of Ht satisfying









The point-wise error scales as Õ(1/t) with the step t, which is in similar order as that
for the stochastic update rule. Again, we require the spectral norm of A to be estimated up
to the order of the eigengap, for the same reason as before. We additionally need that the
random features approximate the kernel function up to constant accuracy on all the data
points up to time t, since the evaluation of the kernel function on these points are used in
the update. This eventually leads to Ω(ln t
δ
) mini-batch sizes. Finally, we need G̃>i G̃i to
be roughly isotropic, i.e., G̃i is roughly orthonormal. Intuitively, this should be true for the
following reasons: G̃0 is orthonormal; the update for G̃t is close to that for Gt, which in
turn is close to Ft that are orthonormal.
Proof sketch The analysis is carried out by bounding each term in (B.8) separately. As
discussed above, in order to bound term I, we need a bound on the squared cosine of the
subspace angle between V and G̃t.








To prove this lemma, we follow the argument for Theorem 4 and get the recurrence as
shown in (B.7), except with an additional error term, which is caused by the fact that
the update rule for G̃t+1 is using the evaluation ht(xt) rather than g̃t(xt). Bounding this
additional term thus relies on bounding the difference between ht(x) − g̃t(x), which is
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also what we need for bounding term II in (B.8). For this purpose, we show the following
bound:











The key to prove this lemma is that our construction of G̃t makes sure that the difference
between g̃t(x)w and ht(x)w consists of their difference in each time step. Furthermore, the
difference in each time step conditioned on previous history has mean 0. In other words,
the difference forms a martingale and thus can be bounded by Azuma’s inequality. The
resulting bound depends on the mini-batch sizes, the step sizes ηi, and the evaluations
hi(xi) used in the update rules. We then judiciously choose the parameters and simplify it
to the bound in the lemma. The complication of the proof is mostly due to the interweaving
of the parameter values; see the following sections for the details.
B.2 Stochastic Update
To prove the convergence of the stochastic update rule, we first prove the convergence of
the normalized version Ft, and then we establish the first-order equivalence of the potential
functions of the two update rules for Ft and Gt. Since the final recurrence result does not
depend on higher order terms, this first-order equivalence establishes the convergence of
the stochastic update rule without normalization.
B.2.1 Stochastic update with normalization
We consider the potential function 1− cos2 θ (V, Ft) and prove a recurrence for it. We first
show this for the simpler case where at each step we use the expected operator A in the
update rule (Lemma 45), and then show this for the general case where At can be different
from A (Lemma 46). Then the bound in Lemma 5 follows from solving the recurrence in
Lemma 46.
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Update rule with expected operator
The following lemma states the recurrence for the update rule which replace At in the
stochastic update rule with the expected operator A = EAt:





Lemma 45 Let the sequence {Fi}i be obtained from the update rule (B.9), then
1− cos2 θ (V, Ft+1) ≤
[
1− cos2 θ (V, Ft)
] [
1− 2ηt (λk − λk+1) cos2 θ (V, Ft)
]
+ βt,
where βt = 5η2tB
2 + 3η3tB
3 and λk and λk+1 are the top k and k + 1-th eigenvalues of A.
Proof First note that the cosine of subspace angle does not change under linear combination
of the basis






∥∥∥∥V >F̃t+1 (F̃>t+1F̃t+1)−1/2w′∥∥∥∥2∥∥∥∥F̃t+1 (F̃>t+1F̃t+1)−1/2w′∥∥∥∥2 = minw
∥∥∥V >F̃t+1w∥∥∥2∥∥∥F̃t+1w∥∥∥2
(B.10)
The update rule gives us
∥∥∥V >F̃t+1w∥∥∥2 ≥ ∥∥V >Ftw∥∥2 + 2ηt 〈V >Ftw, V >AFtw〉 (B.11)
∥∥∥F̃t+1w∥∥∥2 ≤ ‖Ftw‖2 + 2ηt 〈Ftw,AFtw〉+B ‖Ftw‖2 η2t (B.12)
Let ŵ = w/ ‖Ftw‖, u = Ftŵ, so ‖u‖ = 1. Denote c =
∥∥V >u∥∥ and s = ∥∥V >⊥ u∥∥.




∥∥V >Ftw∥∥2 + 2ηt 〈V >Ftw, V >AFtw〉
‖Ftw‖2 + 2ηt 〈Ftw,AFtw〉+B ‖Ftw‖2 η2t
(B.13)
=
∥∥V >u∥∥2 + 2ηt 〈V >u, V >Au〉
1 + 2ηt 〈u,Au〉+Bη2t
≥
{∥∥V >u∥∥2 + 2ηt 〈V >u, V >Au〉}{1− 2ηt 〈u,Au〉 −Bη2t }
≥
∥∥V >u∥∥2 + 2ηt 〈V >u, V >Au〉− 2ηt ∥∥V >u∥∥2 〈u,Au〉
− 5η2tB2 − 2η3tB3
= c2 + 2ηt
{
u>V V >Au− c2u>Au
}
− βt
= c2 + 2ηtu
> (V V > − c2I)Au− βt
= c2 + 2ηtu
> (s2V V > − c2V⊥V >⊥ )Au− βt.
Recall that A = V ΛkV > + V⊥Λk+1V >⊥ . Then
u>
(
s2V V > − c2V⊥V >⊥
)
Au = s2u>V ΛkV
>u− c2u>V⊥Λk+1V >⊥ u (B.14)
≥ λks2c2 − λk+1c2s2 = s2c2 (λk − λk+1)
The recurrence is therefore
cos2 θ (V, Ft+1) ≥ c2 + 2ηts2c2 (λk − λk+1)− βt (B.15)
= c2
(





The first term is a quadratic function of c2:
x (1 + a (1− x)) (B.16)






≥ 1, it is a monotonic increasing function in the interval of [0, 1].
Thus, if ηt ≤ 14(λk−λk+1) , which holds for all t large enough, we have
cos2 θ (V, Ft+1) ≥ cos2 θ (V, Ft)
(
1 + 2ηt (λk − λk+1)
(
1− cos2 θ (V, Ft)
))
− βt (B.17)
which leads to the lemma.
Using different operators in different iterations
Now consider the case of stochastic update rule (B.1) where we use a mini-batch to ap-
proximate the expectation in each iteration.
Lemma 46 Let the sequence {Fi}i be obtained from the update rule (B.1), then
1−cos2 θ (V, Ft+1) ≤
[
1− cos2 θ (V, Ft)
] [
1− 2ηt (λk − λk+1 − ‖At − A‖) cos2 θ (V, Ft+1)
]
+βt,
where βt = 5η2tB
2 + 3η3tB
3 and λk and λk+1 are the top k and k + 1-th eigenvalues of A.
Proof The effect of the stochastic update is an additional term in the recurrence
cos2 θ (V, Ft+1) ≥ c2 + 2ηtu>
(
s2V V > − c2V⊥V >⊥
)
Au+ Zt − βt (B.18)
where
Zt = 2ηtu
> (s2V V > − c2V⊥V >⊥ ) (At − A)u. (B.19)
The effect of the noise can be bounded, i.e.
Zt = 2ηts




V V > + l1I
)








where s2l1 = c2l2 are positive numbers such that V V > + l1I and V⊥V >⊥ + l2I are positive-
definite.
The generalized Rayleigh quotient leads to the inequality





where λ is the largest generalized eigen-value that satisfies
(
V V > + l1I
)
(At − A)x = λ
(
V V > + l1I
)
x. (B.22)
Since V V > + l1I is positive definite, we have λ = ‖At − A‖.
Similarly, we have
∣∣u> (V⊥V >⊥ + l2I) (At − A)u∣∣ ≤ ‖At − A‖ (s2 + l2) . (B.23)
The noise term is thus bounded by









Note that l1 and l2 can be infinitely small positive so we can ignore them.
Therefore, the recurrence is
cos2 θ (V, Ft+1) ≥ c2 + 2ηts2c2 (λk − λk+1)− 4ηt ‖At − A‖ s2c2 − βt (B.25)
= c2
(





which then leads to the lemma.
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In order to get fast convergence, we need to take sufficiently large mini-batches such
that the variance of the noise is small enough compared with the eigen-gap.
B.2.2 Stochastic update without normalization
We show that the cosine angles of the two updates are first-order equivalent. Then, since
the recurrence is not affected by higher order terms, when the step size is small enough, we
can show it also converges in O(1/t).
To show the first order equivalence, we need to compare the subspaces obtained by
applying the them on the same subspaceGt. So we introduce F (Gt) to denote the subspace
by applying the update rule of Ft on Gt:
F̃ (Gt)← Gt + ηtAtGt (B.26)





Then the first order equivalence as stated in Lemma 6 follows from the following two
lemmas for the normalized update rule (B.1) and the unnormalized update rule (B.26),
respectively.
Lemma 47 cos2 θ (V, F (Gt)) = λmin (M +O(η2)) where
M = V >PP>V + ηV >PP>AV + ηV >APP>V − 2ηV >PP>APP>V,




G>t , and P is an orthonormal basis for the subspace Gt.
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Proof For simplicity, let G denote Gt, and let A denote At in the following. We first have
cos2 θ (V, F (G)) = λmin
(




















Note that (B.28) is due to the fact that
λmin
(




















> V V > (G+ ηtAG) z
z> (G+ ηtAG)
> (G+ ηtAG) z
= min
z








Now turn back to (B.29). Expand the matrix-valued function
φ(η) =
[
(G+ ηAG)> (G+ ηAG)
]−1
(B.30)















)−1 − 2η (G>G)−1G>AG (G>G)−1 +O(η2). (B.32)
Therefore,




































= V >PP>V + ηV >PP>AV + ηV >APP>V − 2ηV >PP>APP>V +O(η2),




G>, and P is an orthonormal basis for the subspace G.
Lemma 48 cos2 θ (V,Gt+1) = λmin (M) where M is as defined in Lemma 47.
Proof For simplicity, let G denote Gt and let A denote At. Then cos2 θ (V,Gt+1) =
λmin (N), where

















































































































































































= V >PP>V + ηV >PP>AV + ηV >APP>V − 2ηV >PP>APP>V
−ηV >PP>AGG>V − ηV >GG>APP>V + ηV >PP>GG>APP>V + ηV >PP>AGG>PP>V
= V >PP>V + ηV >PP>AV + ηV >APP>V − 2ηV >PP>APP>V
which completes the proof.
B.3 Doubly Stochastic Update
In this section, we consider the doubly stochastic update rule. Suppose in step t, we use
a mini-batch consisting of Bx,t random data points xrt (1 ≤ r ≤ Bx,t) and Bω,t random
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features ωst (1 ≤ s ≤ Bω,t). Then the update rule is











) + ηtEt [φωt(xt)φωt(·)ht(xt)] (B.35)









before, we assume H0 = F0 is a good initialization, i.e., F>0 F0 = I and cos
2 θ(F0, V ) ≥
1/2. Note that Ht = [h1t (·), . . . , hkt (·)], while ht(xt) is its evaluation at xt, i.e., ht(xt) is a
row vector [h1t (xt), . . . , h
k
t (xt)].
We introduce the following intermediate function for analysis:











) + ηtEt [k(xt, ·)ht(xt)] . (B.37)
Again, G̃0 = F0.
The analysis follows our intuition: we first bound the difference between Ht and G̃t by
a martingale argument, and then bound the difference between G̃t and V . For the second
step we can apply the previous argument. Note that G̃t is different from Ft since AtFt =
k(xt, ·)Ft(xt) is now replaced by k(xt, ·)ht(xt), so we need to adjust our previous analysis.
Suppose we use random Fourier features for points in Rd; see [61]. Then we have
Theorem 7 7 Suppose the mini-batch sizes satisfy that for any 1 ≤ i ≤ t, ‖A− Ai‖ <
(λk − λk+1)/8 and Bx,i = Ω(ln tδ ). There exist step sizes ηi = O(1/i), such that the
following holds. If Ω(1) = λk(G̃>i G̃i) ≤ λ1(G̃>i G̃i) = O(1) for all 1 ≤ i ≤ t, then for
any x and any function v in the span of V with unit norm ‖v‖F = 1, we have that with
probability ≥ 1− δ, there exists h in the span of Ht satisfying










Proof Let w = G̃>t v, g̃ = G̃tw, and h = Htw.
|v(x)− h(x)|2 = |v(x)− g̃(x) + g̃(x)− h(x)|2
≤ 2 |v(x)− g̃(x)|2 + 2 |g̃(x)− h(x)|2
≤ 2 ‖v − g̃‖2F ‖k(x, ·)‖
2
F + 2 |g̃(x)− h(x)|
2
≤ 2κ2 ‖v − g̃‖2F + |g̃(x)− h(x)|
2 .
Roughly speaking, the difference between v and g̃ is the error due to random data points
and can be bounded by Lemma 52, while the difference between g̃(x) and h(x) is the error
due to random features and can be bounded by Lemma 50. More precisely, since g̃ is the
projection of v on the span of G̃t,




F ≤ 1− cos

















What is left is to check the mini-batch sizes; see the assumptions in Lemma 49 and










)± O(1), so we only









) suffices. We also need ∆ω = O(λk − λk+1) = O(1), so we only need
∆ω = O(1). This is a bound for (tBx,i)2 pairs of points, for which Bω,i = O(ln tδ ) suffices.
Similar bounds hold for other random features, where the batch sizes will depend on the
concentration bound of the random features used.
The rest of this section is the proof of the theorem. For simplicity, ‖·‖F is shorten as
‖·‖.
First, we bound the difference between Ht and G̃t.
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Lemma 49 Suppose |k(x, x′)| ≤ κ, |φω(x)| ≤ φ. Suppose the mini-batch sizes are large
enough so that
∣∣∣k(xi, xj)−∑Bω,is=1 φωs(xi)φωs(xj)/Bω,i∣∣∣ ≤ ∆ω for all sampled data points
xi and xj . For any w and x, with probability ≥ 1− δ over (Dt, ωt),







































We have g̃t+1(x)w − ht+1(x)w =
∑t
i=1 Vt,i(x) where
Vt,i(x) = Ei [k(xi, x)hi(xi)− φωi(xi)φωi(x)hi(xi)] at,iw.










so {Vt,i(x)} is a martingale difference sequence.
Since |Vt,i(x)| < ∆ω|Ei |hi(xi)| at,iw|, the lemma follows from Azuma’s Inequality.
So to bound |g̃t(x)w − ht(x)w|, we need to bound |Ei |hi(xi)| at,iw|, which requires
some additional assumptions.
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Lemma 50 (Complete version of Lemma 9) Suppose the conditions in Lemma 49 are true.











(1) With probability ≥ 1− δ over (Dt, ωt), for all 1 ≤ i ≤ t and ` ∈ [k], we have











(2) For any x and unit vector w, with probability ≥ 1− δ over (Dt, ωt),











Proof We first do induction on statement (1), which is true initially. Assume it is true for t,
we prove it for t+ 1.
We have that for any unit vector w,












≤ ηi ‖Ei |hi(xi)|‖ ‖w‖
t∏
j=i+1


































√∥∥∥G̃>i G̃i∥∥∥ ‖φ(xi)‖ = O(θ)








Then by Lemma 49, with probability ≥ 1− δ/(k(t+ 1)),





























Repeating the argument for k basis vectors w = ei(1 ≤ i ≤ k) completes the proof.
The other statement follows from similar arguments.
Next, we bound the difference between G̃t and V .
Lemma 51 Suppose the conditions in Lemma 50 are true and furthermore, λk(G̃>i G̃i) =






























where βt is as defined in Lemma 45.
Proof The potential of G̃t can be computed by a similar argument as in the previous section;
the only difference is replacing Atu with k(xt, ·)ht(xt)ŵ. This leads to
cos2 θ(G̃t+1, V ) ≥ c2 + 2ηtu>
(
s2V V > − c2V⊥V >⊥
)
k(xt, ·)ht(xt)ŵ − βt
= c2 + 2ηtu
> (s2V V > − c2V⊥V >⊥ ) [(k(xt, ·)ht(xt)ŵ − Atu) + (Atu− Au) + Au]− βt
(B.40)
where u = G̃tŵ with unit norm ‖u‖ = 1.
The terms involving (Atu − Au) and Au can be dealt with as before, so we only need
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to bound the extra term
u>
(
s2V V > − c2V⊥V >⊥
)
[k(xt, ·)ht(xt)ŵ − Atu]
= u>
(
s2V V > − c2V⊥V >⊥
)
[k(xt, ·)ht(xt)ŵ − k(xt, ·)g̃t(xt)ŵ]
= u>
(
s2V V > − c2V⊥V >⊥
)
k(xt, ·)[ht(xt)− g̃t(xt)]ŵ.
So we need to bound [ht(xt) − g̃t(xt)]ŵ, which in turn relies on Lemma 50. More







with probability ≥ 1− δ. Also,
we have u = G̃tŵ has unit norm, so ‖ŵ‖ = O(1) when λk(G̃>i G̃i) = Ω(1). Then
∣∣u>V V >k(xt, ·)[ht(xt)− g̃t(xt)]ŵ∣∣ ≤∥∥u>V ∥∥ ‖k(xt, ·)‖ Õ (∆ωθ2√1/t) ≤ c2Õ (∆ωθ2√1/t)
where the last step follows from c ≥ 1/2 by assumption. Similarly,









Plugging into (B.40) and apply a similar argument as in Lemma 45 and 46 we have the
lemma.
Lemma 52 (Complete version of Lemma 8) If the mini-batch sizes are large enough so











and ∆ω = O(λk − λk+1), then
(1) θ = O(1);
























) = Ω(1), which will lead to θ = O(1)
and then solving the recurrence in Lemma 51 leads to 1− cos2 θ(G̃t+1, V ) = Õ(1/t).
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By Lemma 50, Ex

















Formally, we prove our statements (1)(2) by induction. They are true initially. Suppose
they are true for t− 1, we prove them for t.

























) = Ω(1) by induction on ct and by the assumption that
λk(G̃
>





)) = Ω(1), which means
θ = O(1) up to step t.
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APPENDIX C
THEOREM PROOFS IN CHAPTER 6
C.1 Spherical harmonic decomposition and kernel spectrum





where φu(x) : Sd−1 7→ R is a spherical harmonic basis. Note that u = (t, j) is a multi-
index: the first denotes the order of the basis and the latter denotes the index of bases with
the same order.
For each order t, there are N(d, t) = 2t+d−2
t
 t+ d− 3
t− 1
 bases with the same co-
efficient. As a result, the spectrum γu sorted by magnitude has the step like shape where
each step is of length N(d, t).














φl,i(x)φm,j(x)dx = δlmδij, (C.3)
where
∣∣Sd−1∣∣ denotes the surface area of the unit sphere.
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g(ξ)Pt,d(ξ)(1− ξ2)(d−3)/2dξ, for all j ∈ [N(d, t)] . (C.4)











er(x, y) = g(x, y)− g[r](x, y)
(C.7)






Er = G−G[r]. (C.8)








Proof Define a matrix A whose rows are
Ai := [
√









i=1 Xi. Then λm(EY ) = mγm using the fact that E [φi(x)φj(x)] = δij .
Furthermore, Xi  0 and





u(xi) ≤ g(xi, xi) = cg.
Therefore, matrix Chernoff bound (e.g., [123]) gives
Pr [λm(Y ) ≤ (1− ε)λm(EY )] ≤ m exp
(
− (1− ε)2 λm(EY )/(2cg)
)
.
Choose ε = 1/2 and use the facts that G[m] = AA>, Y = A>A and λm(G[m]) = λm(Y ),
we finish the proof.
Proof [Proof of Lemma 28] By Weyl’s theorem and the fact that Em is PSD,
λm(G) ≥ λm(G[m]) + λm(Em) ≥ λm(G[m]).
Lemma 28 then follows from Lemma 53.
C.3 Bounding the difference between λm(G) and λm(Gn): Proof of Lemma 29
Using Weyl’s theorem we have that
|λm(Gn)− λm(G)| ≤ ‖Gn −G‖ . (C.9)
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We are going to give an upper bound on ‖Gn −G‖:













′(w>k xj)− Ew[σ′(w>xi)σ′(w>xj)], (C.11)
and the first expectation is taken over w uniformly on the sphere Sd−1.
Our bound heavily relies on the inner products |〈xi, xj〉| for all i 6= j being small
enough. In the next lemma, we provide such a result for uniformly distributed data.
Lemma 54 (Tail bound for spherical distribution) If a and b are independent vectors
uniformly distributed over the unit sphere Sd−1, then there exists a constant c > 0, such
that for any u > 0,
Pr
[




Proof Note that both a and b are sub-gaussian random variables with sub-gaussian norm
c/
√
d where c is some constant [143].
Denote Eb [·] the expectation over b. We can rewrite the probability as
Pr
[




















The last inequality uses the independence of a and b and ‖〈a, b〉‖ψ2 ≤ ‖b‖2 ‖a‖ψ2 for a
fixed b.
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Decomposing the sum into diagonal and off-diagonal terms gives us

















〈xi, xj〉2E2ij + max
i
|Eii| . (C.14)






Lemma 54 and the union bound
Pr [¬G] ≤ 2m2e− log2 d. (C.15)
Therefore, with probability at least 1− 2m2e− log2 d, we have
















Suppose |Eij| ≤ B, according to the concentration inequality (Theorem 2 in [125]), we
have with probability at least 1− δ
∑
i 6=j






















]2 is the variance for the kernel in U-statistics.
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Putting everything together, we have with probability at least 1− δ − 2m2e− log2 d
























C.4 Discrepancy of the weights
In this section, we relate the quantities E{x1,x2}E212 and B to the discrepancies of the
weights. Note that for ReLU, σ′(w>x) does not depend on the norm of w, so we can
focus on w on the unit sphere.
Given a set of n points W = {wi}ni=1 on the unit sphere Sd−1, the discrepancy of W




|W ∩ S| − A(S) (C.20)
where A(S) is the normalized area of S (e.g., the area of the whole sphere A(Sd−1) is 1).
Let S denote the family of slices in Sd−1
S =
{
Sxy : x, y ∈ Sd−1
}
, where Sxy =
{
w ∈ Sd−1 : w>x ≥ 0, w>y ≥ 0
}
. (C.21)








where the expectation is taken over x, y uniformly on the sphere. We use L∞(W ) and
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L2(W ) as their shorthands.
For ReLU, by definition, we have
EE2ij = (L2(W ))
2 , (C.24)











∣∣E21,2∣∣ ≤ (L∞(W )L2(W ))2 , (C.26)
using the fact that Eij = dsp(W,Sxixj).
Therefore, the bound becomes
























In the following subsections, we will discuss the discrepancies.
C.4.1 Computing L2 discrepancy for ReLU




does not depend on the norm of w.
Without loss of generality, we can assume ‖w‖ = 1 throughout this subsection.












where Eu,v is over u and v uniformly distributed on Sd−1 and the kernel k(·, ·) is
k(u, v) =
π − arccos 〈u, v〉
2π
.
Proof Let d(u, v) = arccos〈u,v〉
π
. Let Sxy =
{
w ∈ Sd−1 : w>x ≥ 0, w>y ≥ 0
}
. It is clear
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that (up to sets of measure zero)
































− 1− d(x, y)
2
. (C.31)
Let sxi be a shorthand for sign(x>wi). Then we have
(L2(W ))
































(sxi + 1)(syi + 1)
4








































































Now consider the second term. Note that the summand is invariant to wi, so it can be





























































where the third step is by invariance to p and the fourth step is by Lemma 55. The theorem
then follows.
Theorem 30 lets us compute L2(W ) for a fixed W . The next lemma gives a concrete
bound for a special case where W is uniformly distributed on the unit sphere.
Lemma 31 There exists a constant cg, such that for any 0 < δ < 1, with probability at
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)2−µwhere µ = ∫Sd−1 ∫Sd−1 (12 − d(u, v))2 dA(u)dA(v).
Rewrite T1 = 14n +
n−1
n








)2 is a U-
statistics. We upper bound U(W ) by using Bernstein’s inequality when W is uniform over
the sphere.
By Taylor expansion, we have
1
2
− d(u, v) = x/π + x3/6π +O(x5), where x = u>v.
Then let G denote the event that |x| = |u>v| ≤ c
√
log d/d for a sufficient large constant
c > 0, so that by Lemma 54, Pr[¬G] ≤ O(1/d4). Then
E [U(W )] = µ = E
[(
x/π + x3/6π +O(x5)
)2] (C.47)
= E[x2/π2 + x4/6π2 +O(x6)] (C.48)
≤ E
[


















Var [U(W )] = E
{[(
x/π + x3/6π +O(x5)
)2 − µ]2} (C.51)
= E
{[




x2/π2 + x4/6π2 +O(x6)− µ









































































This completes the proof.








,∀y ∈ Sd−1, (C.58)∫
Sd−1
sign(x>y)dA(x) = 0,∀y ∈ Sd−1, (C.59)∫
Sd−1
sign(x>z) sign(y>z)dA(z) = 1− 2d(x, y),∀x, y ∈ Sd−1. (C.60)
Proof The first two are straightforward. The third is implicit in the proof of Theorem 1.21
in [122].
C.5 The spectrum of γm







〈x, y〉 is determined by the
spherical decomposition coefficients.
We need γm to decrease slower than O(1/
√
m) within a reasonable range, such as m ≤
1000000. Although the kernel associated with ReLU decreases faster than the desired rate,
we can choose from a family of such arccos kernels such that the spectrum decays slower
than 1/
√
m. Although there is no analytical solution to the spectrum, we can compute




C.6 Rademacher complexity and final error bounds: Proof of Theorem 25 and The-
orem 24
We apply the argument in [126] to our setting to get Lemma 56. Combining it with Theo-
rem 26 leads to Theorem 25. Further combining it with Lemma 31 leads to Theorem 24.
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Then with probability ≥ 1− δ, for any f ∈ F ,
1
2




(yl − f(xl))2 +
2(Y + CW )CW√
m







Proof For a sample S = ((x1, y1), · · · , (xm, ym)), and a loss function `(y, x) = 12(y −













(y − f(x))2 : f ∈ F
}
.
Let S and S ′ be two datasets that differ by exactly one data point (xi, yi) and (x′i, y
′
i).
Then we have a bound on the difference of loss functions. Since ‖x‖2 ≤ 1 and
∑
k ‖wk‖2 ≤
CW , we have |f | ≤ CW . Thus




(y − f(x))2, (y′ − f(x′))2
}
≤ Y 2 + C2W . (C.63)
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This leads to an upper bound















From McDiamids’ inequality, with probability at least 1− δ we get






The first term on the right-hand side can be bounded by Rademacher complexity as
shown in the book Foundations of Machine Learning (3.13). In the end, we have the bound
1
2










whereRm(L) is the Rademacher complexity of the function class L.
We can find the Rademacher complexity by using composition rules. The Rademacher
complexity of linear functions
{




m, where m is the
number of data points. If a function φ is L-Lipschitz, then for any function class H, we









It is derived by using the fact that σ′(·) is 1-Lipschitz and
∑
k ‖wk‖2 ≤ CW .
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Finally composing on the loss function we get
Rm(L) ≤
(Y + CW )CW√
m
, (C.68)
using the fact that the ground truth in the loss should be bounded by Y and the function
bounded by CW , thus the Lipschitz constant of the loss function is bounded by Y +CW .
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APPENDIX D
PROOFS AND ADDITIONAL EXPERIMENTS IN CHAPTER 7
D.1 Visualization of semi-random features
We visualize the surfaces of two semi-random features (a) linear (LSR) (s = 0) and (b)
square (SSR) (s = 1) in Figure D.1. The semi-random features are defined by two parts.
The random weights and nonlinear thresholding define a hyperplane, where on one side, it
is zero and on the other side, it is either an adjustable linear or adjustable square function.
During learning, gradient descent is used to tune the adjustable parts to fit target functions.
D.2 Importance of Bias Terms in First Layer
We note the importance of the bias term r0 in the first layer, to obtain universal approxima-
tion power. Without the bias term, Theorem 32 does not hold. Indeed, it is easy to see that
without the bias term, Heaviside step functions do not form a function class with universal
approximation ability for x ∈ Rd. The importance of the bias term can also be seen by
























Figure D.1: Visualization of linear semi-random (LSR) (s = 0) and squared semi-random
(SSR) (s = 1) units. The random weights define a hyperplane: on one side, it is zero while
on the other side, it is either adjustable linear or adjustable square function.
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for some constant c, then g does not form a function class that contains the polynomial of
degree less than c in z. However, if z = x + r0, it is possible to contain polynomials of
degrees less than c in x by binomial theorem.
D.3 Proofs for One Hidden Layer Model
In this section, we provide the proofs of the theorems presented in Section 7.4. We denote
a constant function x 7→ 1 by 1 (i.e., 1(x) = 1).
D.3.1 Proof of Theorem 32 (Universal Approximation)
To prove the theorem, we recall the following known result.
Lemma 57 [137, Proposition 1] For any σ : R→ R, span{σ(r>x+ r0) : r ∈ Rd, r0 ∈ R}
is dense in Lp(Ω) for every compact subset Ω ⊆ Rd and for every p ∈ [1,∞),if and only if
σ is not a polynomial of finite degree (almost everywhere).
With this lemma, we first prove that for every fixed s, the span of a set of our functions
σs is dense in L2(Ω).
Lemma 58 For every fixed finite integer s and for every compact subset Ω ⊆ Rd, span{σs(r>x+
r0),1(x) : r ∈ Sd−1, r0 ∈ R} is dense in L2(Ω), where g(x) = 1 represents a constant
function.
Proof Since σ0 is Heaviside step function, σ0 is not a polynomial of finite degree and
span{σ0(r>x+ r0) : r ∈ Rd, r0 ∈ R} is dense in L2(Ω) (we know each of both statements
independently without Lemma 57). For the case of s ≥ 1, σs(z) = zsσ0(z) is not a
polynomial of finite degree (i.e., otherwise, σ0 is a polynomial of finite degree). Thus, by





‖r‖ + r0) = ‖r‖
−sσs(r
>x+ ‖r‖r0) for all r 6= 0 (because H(z) is insensitive
to a positive scaling of z),
span{σs(r>x+ r0) : r ∈ Rd, r0 ∈ R} = span{σs(r>x+ r0) : r ∈ Sd−1 ∪ {0}, r0 ∈ R}
= span{σs(r>x+ r0),1(x) : r ∈ Sd−1, r0 ∈ R}.
This completes the proof.
In practice, we want to avoid wasting samples; we want to have a choice to sample r0
from the interval that matters. In order to do that, we admit the dependence of our function
class on Ω via the following lemma.
Lemma 59 For every fixed finite integer s and for every compact subset Ω ⊆ Rd, span{σs(r>x+
r0),1(x) : r ∈ Sd−1, |r0| ≤ radius(Ω)} is dense in L2(Ω).
Proof For any r0 ∈ R \ [−radius(Ω),+radius(Ω)], since |r>x| ≤ ‖r‖2‖x‖2 ≤ radius(Ω),
either σs(r>x+ r0) = 0 or = (r>x+ r0)s, for all x ∈ Ω. Meanwhile, with r0 = radius(Ω),
σs(r
>x + r0) = (r
>x + r0)









is a polynomial in x, and r0 only affects the coefficients of the polynomial. Thus, for any
x ∈ Ω, span{σs(r>x + r0),1(x) : r ∈ Sd−1, r0 ∈ R} = span{σs(r>x + r0),1(x) : r ∈
Sd−1, |r0| ≤ radius(Ω)}, because the difference in the nonzero coefficients of the polyno-
mials can be taken care of by adjusting the coefficients of the linear combination, unless
the right-hand side only contains r0 ∈ {0}. Having only r0 ∈ {0} implies Ω = {0}, which
is assumed to be false.
We use the following lemma to translate the statement with uncountable samples in
Lemma 59 to countable samples in Theorem 32.
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Lemma 60 Let s be a fixed finite integer, Ω be any compact subset of Rd, and (r̄, r̄0) is in
Sd−1 × [−radius(Ω), radius(Ω)].




>x+ r0)− σs(r̄>x+ r̄0))2 < ε.
Proof For the case of s = 0, it directly follows the proof of lemma II.5 in [144]. For
the case of s ≥ 1, we can think of σs as a uniformly continuous function with a com-
pact domain that contains all the possible inputs of σs for our choice of Ω and Sd−1 ×
[−radius(Ω), radius(Ω)]. The lemma immediately follows from its uniform continuity.
Note that if s→∞, ‖x‖ → ∞, ‖r‖ → ∞, or ‖r0‖ → ∞, the proof of Lemma 60 does
not work. We are now ready to prove Theorem 32.
Proof of Theorem 32 Fix s and let σi : x 7→ σs(r>i x + r0i) with ri and r0i being sampled
randomly for i = 2, 3, . . . as specified in Section 7.3. Let σ1 : x 7→ σs(r>1 x + r01) =
1(x) = 1 as specified in Section 7.4. Since span{σ1, σ2, ..., σn} ⊆ F sn (as we can get
span{σ1, σ2, ..., σn} by only using w(1)0i and w
(2)
i ), we only need to prove the universality
of span{σ1, σ2, ..., σn} as n→∞. We prove the statement by contradiction. Suppose that
span{σ1, σ2, ...} is not dense in L2(Ω) (with some nonzero probability). Then, there exists
a nonzero f0 ∈ L2(Ω) such that 〈f0, σi〉 = 0 for all i = 1, 2, . . .. However, from Lemma
59, either 〈f0, σ1〉 6= 0 or there exists (r̄, r̄0) ∈ Sd−1 × [−radius(Ω), radius(Ω)] such that
| 〈f0, σr̄,r̄0〉 | = |c| > 0 with some constant c, where σr̄,r̄0 = σs(r̄>x + r̄0). If 〈f0, σ1〉 6= 0,
we get the desired contradiction, and hence we considerer the latter case. In the latter case,
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for any ε > 0,
|c| = | 〈f0, σr̄,r̄0〉 |
= | 〈f0, σr̄,r̄0〉 − 〈f0, σi〉 | ∀i ∈ {2, 3, ...}
= | 〈f0, σr̄,r̄0 − σi〉 | ∀i ∈ {2, 3, ...}
≤ ‖σr̄,r̄0 − σi‖‖f0‖ ∀i ∈ {2, 3, ...}
< ε‖f0‖ ∃i ∈ {2, 3, ...},
where the last line follows from lemma 60 and our sampling procedure; that is, for any
ε > 0, if a sampled (ri, r0i) is in a δ-ball, ‖σi − σr̄,r̄0‖ < ε (from Lemma 60). Since
our sampling procedure allocates nonzero probability on any such interval, as i → ∞, the
probability of sampling (ri, r0i) in any δ-ball becomes one. This shows the last line. The
above inequality leads a contradiction |c| < |c| by choosing ε < |c|/‖f0‖. This completes
the proof.
D.3.2 Proof of Theorem 33 (No Bad Local Minima and Few Bad Critical Points)
Since multiplying a constant in w does not change the optimization problem (in terms of














































i is a 1 × d block at (i, j)-th block entry. Then, we can rewrite the
objective function as










Therefore, at any critical point w.r.t. w(1) (i.e., by taking gradient of L w.r.t. w(1) and




























Therefore, we achieve a global minimum if Ŷ is the projection of Y onto the column space
of D.
If w(2)k 6= 0 for all k ∈ {1, 2, . . . , n}, the column space of D′ is equal to that of D.
Hence, Ŷ being the projection of Y onto the column space of D is achieved by our pa-
rameterization, which completes the proof of Theorem 33 (iv). Any critical point w.r.t.
(w(1), w(2)) needs to be a critical point w.r.t. w(1). Hence, every critical point is a global
minimum if w(2)k 6= 0 for all k ∈ {1, 2, . . . , n}. This completes the proof of Theorem 33
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(iii).
Proof of Theorem 33 (ii) From Theorem 33 (iii), if w(2)k 6= 0 for all k ∈ {1, 2, . . . , n},
every local minimum is a global minimum (because a set of local minima is included in a
set of critical points).
Consider any point w̄ where w̄(2)k = 0 for some k ∈ {1, 2, . . . , n}. Without loss of
generality, with some integer c, let w̄(2)k 6= 0 for all k ∈ {1, . . . , c− 1} and w̄
(2)
k = 0 for all
k ∈ {c, . . . , n}.
Then, at the point w̄,
L(w̄) = ‖D1:c−1[[w̄]]1:c−1 − Y ‖22,
where D1:c−1 and [[w̄]]1:c−1 are the block elements of D (equation 7.4) and [[w̄]] (equation
D.1) that correspond to the nonzero w̄k. Then, from the proof of Theorem 33 (iii), if w̄ is a
critical point, then D1:c−1[[w̄]]1:c−1 is the projection of Y onto D1:c−1.







) ∈ Rd × R ,
‖D1:c−1[[w̄]]1:c−1 − Y ‖22
≤ ‖D1:c−1[[w̄]]1:c−1 +Dk̄[[w̄ε]]k̄ − Y ‖22,
which is simplified to
0 ≤2(D1:c−1[[w̄]]1:c−1 − Y )>(Dk̄[[w̄ε]]k̄)
+ ‖Dk̄[[w̄ε]]k̄‖2, (D.2)
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Here, where D,k̄ is the corresponding k̄-th block of size m× d. In equation (D.2), the first
term contains ε and ε2 terms whereas the second term contains ε2, ε3 and ε4 terms. With
ε sufficiently small, the ε term must be zero (as we can change its sign by the direction
of perturbation). Then, with ε sufficiently small, the ε2 terms become dominant and must
satisfy



















) ∈ Rd × R, which implies









| << minj∈{1,2,...,d} |(w(1)k̄ )j| (see footnote
1). It implies that for any k̄ ∈
{c, . . . , n},
0 = (D1:c−1[[w̄]]1:c−1 − Y )>Dk̄.
Since D1:c−1[[w̄]]1:c−1 is the projection of Y onto D1:c−1 (as discussed above), this implies
that D>(D[[w̄]]− Y ) = (D1:c−1[[w̄]]1:c−1 − Y )>D = 0. Thus, D[[w̄]] is the projection of
Y onto D, which is a global minimum.
Proof of Theorem 33 (i) It is sufficient to prove non-convexity w.r.t. the parameters
1For a reader who have experienced deriving some conditions of a local minimum, it may sound too good
to be true that we can ignore the ε2 term from ‖Dk̄[[w̄ε]]k̄‖2. However, this is true and not that good since
we are considering a spacial case of w̄(2)
k̄
= 0. Indeed, if w̄(2)
k̄























k ) = L(w)|wi6=k=0 =
‖Dkw(1)k w
(2)
k −Y ‖22 is non-convex, whereD,k is the corresponding k-th block of sizem×d.
It is indeed easy to see that L′ is non-convex. For example, at (w(1)k , w
(2)
k ) = 0, its Hessian
is  0 Dk
Dk 0
  0,
if Dk 6= 0. Thus, it is non-convex if D 6= 0.
D.3.3 Proof of Theorem 34 (Generalization Bound for Shallow Model)
With a standard use of Rademacher complexity (e.g., see section 3 in [138] for a clear




Ex(f(x)− f̂(x;w∗))2 − L(w) (D.3)





+ 2(CY + CŶ )Rm(F),
with probability at least 1− δ, where (C2Y + C2Ŷ ) is an upper bound on the value of L(w),
and (CY + CŶ ) comes from an upper bound on the Lipschitz constant of the squared loss
function.
We compute an upper bound on Rademacher complexity of our model class F as fol-
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where the third follows the Cauchy-Schwarz inequality and the forth line follows the prop-





















where the first line uses Jensen’s inequality for the concave function, the third line follows





















D.4 Proofs for Multilayer Model
In this section, we provide the proofs of the theorems and corollary presented in Section
7.5.
D.4.1 Proof of Corollary 35 (Universal Approximation with Deep Model)




1 , . . . , r
(H)
1 , the first unit in each hidden layer of the
main semi-random net is not affected by the random net; the output of the first unit of
semi-random net is multiplied by one. By setting most of the weights w to zeros, we can
use only the first unit at each layer from the second hidden layer, creating a single path
that is not turned-off by the random activation net from the second hidden layer. Then, by
adjusting weightsw in the path, we can create an identity map from the second hidden layer
unit, from which the path starts. In theorem 32, we have already shown that the output of
any second hidden layer unit has universal approximation ability. This completes the proof.
D.4.2 Proof of Theorem 36 (Lower Bound on Universal Approximation Power)
Since the output of our network is the sum of the outputs of all the paths in the network,










[[σ]]k1,...,kH (x)xk0 [[w]]k0,k1,...,kH ,
where



























By re-writing gk0,k1,...,kH (x) = [[σ]]k1,...,kH (x)xk0 , this means that
F sn1,...,nH ⊆ span({gk0,k1,...,kH : ∀k0,∀k1, . . . ,∀kH}).
Then, Theorem 36 is a direct application of the following result:









We apply Lemma 61 with our gk0,k1,...,kH to obtain the statement of Theorem 36.
D.4.3 Proof of Corollary 37 (No Bad Local Minima and Few Bad Critical Points w.r.t.
Two Last Layers)
It directly follows the proof of Theorem 33, because any critical point (or any local mini-
mum) is a critical point (or respectively, a local minimum) with respect to (W (H),W (H+1)).
D.4.4 Proof of Corollary 38 (Generalization Bound for Deep Model)
It directly follows the proof of Theorem 34 (Generalization Bound – shallow); in the proof





r (xi)) and bound the
whole term by a product of operator norms, as it is done in the proof of Theorem 34.
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D.5 Discussion on an Upper Bound on Approximation Error for Multilayer Model
Here, we continue the discussion in Section 7.5.2. An upper bound on approximation error













where {Ωi}i∈S is an arbitrary partition of Ω, and fi = f(xi) is a constant function with
some xi ∈ Ωi. Then, the first term and the second term represent how much each of f and
f̂ varies in Ωi. In other words, we can bound these two terms by some “smoothness” of f
and f̂ (some discontinuity at a set of measure zero poses no problem as we are taking the
norm of L2(Ωi) space). The last term in equation (D.4) represents the expressive power of
f̂ on the finite points {xi}i∈S (assuming that S is finite). Essentially, to obtain a good upper
bound, we want to have a f̂ that is “smooth” and yet expressive on some finite points.
For the first term in equation (D.4), we can obtain a bound via a simple calculation for
any f ∈ ΓC as follows: by the mean value theorem, there exists zx for each x such that















where ‖x − xi‖2L2(Ωi) =
∫
x∈Ωi ‖x − xi‖
2






















Figure D.2: Training error for a simple test function.
We can use the same reasoning to bound the second term in equation (D.4) with some
“smoothness” of f̂ . A possible concern is that f̂ becomes less “smooth” as the width n
and depth H increase. However, from Bessel’s inequality with Gram-Schmidt process, it
is clear that such an effect is bounded for a best f̂ with a finite s ≥ 1 (notice the dif-
ference from statistical learning theory, where we cannot focus on the best f̂ ). The last
term in equation (D.4) represents the error at points xi ∈ Ωi, which would be bounded via
optimization theory, as the expressive power of f̂ increases as depth H and width increase.
While this reasoning illustrates what factors may matter, a formal proof is left to future
work.
D.6 Additional Experimental Details
In this section, we provide additional Experimental details.
D.6.1 A simple test function
Figure D.2 shows the training errors for a sine function experiment discussed in Section
7.6.1. It shows roughly the same patterns as in their test errors, indicating that there is no
large degree of overfitting.
Figures D.3, D.4, and D.5 visualize the function learned at each iteration for each
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(e) iteration 5× 104









Figure D.3: Function learned at each iteration (Semirandom - LSR).




















































(e) iteration 5× 104












Figure D.4: Function learned at each iteration (fully random).
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(e) iteration 5× 104









Figure D.5: Function learned at each iteration (ReLU).
method. We can see that semi-random features (LSR) learns the function quickly.
At each trial, 5000 points of the inputs x were sampled uniformly from [−12π, 12π] for
each of training dataset and test dataset. We repeated this trial 20 times to obtain standard
deviations. All hyperparameters were fixed to the same values for all methods, with the
network architecture being fixed to 1-50-50-1. For all the methods, we used the learning
rate 5 × 10−4, momentum parameter 0.9, and mini-batch size of 500. For all methods,
the weights are initialized as 0.1 times random samples drawn from the standard normal
distribution.
D.6.2 UCI datasets
For all methods on all datasets, we use SGD with 0.9 momentum, a batch size of 128 to
run 100 epochs (passes over the whole dataset). The initial learning rate is set to 0.1 (for
some combinations, this leads to NaN and we use 0.02 as initial learning rate). We also use
an exponential staircase decaying schedule for the learning rate where after one epoch we
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decrease it to 0.95 of the original rate. The parameters are initialized as normal distributions
times 1/
√
d where d is the input dimension for the layer.
For ReLU and semi-random features (LSR and SSR), their behaviors change similarly
on most datasets: more layers and more units lead to better performance. Also, on most
datasets, adding more layers leads to better performance than adding more units per layer.
The dataset adult is an exception where all methods have similar performance and more
parameters actually lead to worse performance. This is likely due to that adult is quite
noisy and using more parameters leads to overfitting. Overfitting is also observed on senseit
dataset for LSR where the training errors keep become smaller but test errors increase.
D.6.3 Image datasets
We train these convolution neural networks using SGD with 0.9 momentum with a batch
size of 64 for MNIST and 128 for CIFAR10 and SVHN. On each dataset, we have tried
initial learning rates of 0.1, 0.01, and 0.001 and used an exponential decaying schedule.
For MNIST, the decay schedule is decreasing to 0.95 of the previous rate after each epoch.
For CIFAR10 and SVHN, the schedule is decreasing to 0.1 of the previous rate after 120
epochs. The best performing results on a validation set are then picked as the final solu-
tion, and usually the learning rate of 0.1 worked best. The parameters are also randomly
initialized from normal distributions times 1/
√
d where d is the input dimension for the
layer.
D.7 Proof in Section 7.7
We provide the proofs of the corollary presented in Section 7.7.
D.7.1 Proof of Corollary 39 (Lower Bound on Approximation Power for Random Feature)
The model class of any random features is the span of the features represented at the last
hidden layer. Hence, the statement of the corollary directly follows from the proof of
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Theorem 36.
D.8 Derivation of Upper Bounds on Approximation Errors
With an additional assumption, we compare upper bounds on approximation errors for
random features and semi-random features. Recall the additional assumption that we can





where we can write p(r, w) = p(r) p(w|r). If we have access to the true distribution p(r, w),











Such an approximation will incur an error of O( 1√
n
).
On the other hand, without knowing the true distribution p(r, w), a purely random fea-
ture approximation of f(x) will be sampling both r and w from uniform distribution: with
ri


























where q(r) = q0 := Γ(n2 )/(2π
d
2 ) (inverse of the hyper-surface area of a unit hypersphere)
and q(w) = q1 := Γ(d2 + 1)/(π
d
2CdW ) (inverse of the volume of a ball of radius CW ).
Interestingly enough, for the unit hypersphere, the hyper-surface area reaches a maximum
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and then decreases towards 0 as d increases. One can show that the seven-dimensional unit
hypersphere has a maximum hyper-surface area that is less than 35. But the volume of a
ball of radius CW depends exponentially on the radius CW . If ‖p(r, w)‖∞ = c, then the
importance weight αi can be as large as cq0·q1 . Due to the fact that q1 can be very small





In contrast, if we sample r from unit sphere and then optimize over w (i.e., semi-
random approach with one hidden layer model), we obtain the following approximation:
with ri

























By finding the best w, we can get at least as good as the case of wi
i.i.d.∼ p(w|r) where
p(w|r) = p(w, r)/p(r) is the true conditional distribution given r. If ‖p(r)‖∞ = c, then
the important weight βi can be much smaller, with a bound of cq0 ≤ 35c independent of the
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