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The purpose of this paper is to discuss two related problems in graph theory and 
optimum design theory: maximizing the number of spanning trees in a graph and 
finding a D-optimum incomplete block design. A regular complete multipartite 
graph is shown to have the maximum number of spanning trees among all the 
simple graphs with the same numbers of vertices and edges. 
1. INTRODUCTION 
The purpose of this paper is to discuss two related problems in graph 
theory and optimum design theory: maximizing the number of spanning trees 
in a graph and finding a D-optimum incomplete block design. Existing 
techniques and results in either field certainly are useful to the other. 
Nonoriented graphs are considered in this paper. If more than one edge is 
allowed to join two vertices, then the graph is called a multi-graph; 
otherwise, it is called a simple graph. A connected graph without cycles is 
called a tree. Given a graph G, any subgraph which is itself a tree with the 
same number of vertices as G is called a spanning tree of G. In graph theory, 
there is a problem of finding a graph which has the maximum number of 
spanning trees among all the graphs with given numbers of vertices and 
edges, see, e.g., Kelmans and Chelnokov (1974) and Shier (1974). One of 
many results obtained by Kelmans and Chelnokov is that the graph obtained 
by deleting several mutually nonadjacent edges from a complete graph has 
the maximum number of spanning trees among the simple graphs with the 
same numbers of vertices and edges. This result was obtained later but 
independently by Shier (1974). Kelmans and Chelnokov also indicated that 
in an earlier paper of Kelmans (1967), a multi-complete graph was shown to 
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have the maximum number of spanning trees among all the graphs (simple 
or multiple) with the same numbers of vertices and edges. 
Meanwhile, there was a development of optimum design theory (see, e.g., 
Kiefer (1958, 1975), and Cheng (1978)). Suppose v varieties are to be 
compared via b blocks of size k with k < v. A design is a k • b array of the 
variety labels 1, 2 ..... v, with blocks as columns. Under the usual additive and 
homoscedastic model, the expectation of an observation taken on variety i in 
block j (1 ~<i~< v, 1 ~<j~< b) is assumed to be a i+~j ,  where a i and flj are 
unknown constants representing the effects of the /th variety and the jth 
block, respectively. Also the bk observations are assumed to be uncorrelated 
with common variance 0 2. Under this model, it is well known that a linear 
function ~=1 eiat of the variety effects is estimable only if ~=i  el= O. 
Such a linear function is called a variety contrast. A design is called 
connected if all the variety contrasts are estimable, or equivalently, if all the 
pairwise comparisons a i -- aj are estimable. 
To each design d, there is associated a v • v matrix 
C d = diag(ral, rd2 ..... ray ) -- k -  IN d N~, (1.1) 
where rai is the number of appearances of variety i, and N a is the variety- 
block incidence matrix, i.e., N d = (naij)~• b, where nai j is the number of times 
variety i appears in block j. This matrix, called the C-matrix of d, is 
symmetric, nonnegative definite, and has zero row sums. It is well known 
that a design d is connected if and only if rankCd=V- -1 .  Let 
a = (al ..... a~)'. If P is a (v -- 1) • v real matrix with rows orthonormal and 
orthogonal to (1, 1 ..... 1), then the v - -1  components of Pa constitute a 
maximum system of orthonormal contrasts. It was shown in Kiefer (1958) 
that .if d is connected, then the covariance matrix of the least squares 
estimate of Pa under d is 
Va = o~(PCaP') - ' .  (1.2) 
This leads to consideration of an optimality functional q~ defined on 
(v -  1) • (v - 1) matrices and to determination of a design which minimizes 
q~(Vd). Some commonly used optimality criteria are: 
(i) D-optimality: r = det V a, 
(ii) A-optimality: r = tr V a, 
(iii) E-optimality: ~(Va)= the maximum eigenvalue of Va. 
These criteria have different statistical meanings. It is the D-criterion that is 
connected to the maximization of the number of spanning trees in a graph. 
Let 2al/> '~d2 ~ "" ~'~a,v-1 >/2av = 0 be the eigenvalues of C a. Then by 
(1.2), a D-optimum design maximizes I-[~Z12ai among the competing 
designs. 
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Let G be a graph with v vertices. Then G can be considered as a block 
design with v varieties and block size 2. Each edge represents a block. 
Denote this design by d(G). As in Kelmans and Chelnokov (1974), let 
C(G) = [cij(G)] be the v • v matrix in which cii(G ) is the degree of the ith 
vertex and -cij(G ) equals the number of edges joining the ith and jth 
vertices. Then we have Ca(c) = 89 Let 21(G ) >~ ,2(G) >/... ~ ~v-1(G) 
2v(G ) = 0 be the eigenvalues of C(G). Then it is a well-known fact in graph 
theory that the number of spanning trees in G is equal to 
v--1 
s(G) =- v -1 H 2i(G) 9 (1.3) 
i--1 
See Kelmans (1967), Kelmans and Chelnokov (1974), also Biggs (1974). It 
follows that G has the maximum number of spanning trees if d(G) is D 
optimum. Thus, two problems which seem to be quite different turn out-to be 
closely related! This connection was observed by N. Gaffke in his 1978 
doctoral dissertation. 
In general, to each design d (not necessarily with block size 2), a graph 
can be constructed by putting 2dij edges between vertices i and j, where 2d; j is 
the (i,j)th entry of NaN ~. Let this graph be denoted by G(d). Then 
Ca= k-lC(G(d)) holds. Rigorously speaking, the two problems are not 
entirely equivalent when the block size k is bigger than 2 since a design need 
not be constructible from a graph. Thus, the problem of maximizing the 
number of spanning trees in a graph is indeed a specialized optimum design 
problem with k = 2. 
If there is an edge between vertices i and j in G(d), then the pairwise 
comparison ct~-aj  is estimable under d. It is easy to see that a design d is 
connected if and only if there is a spanning tree in the graph G(d). Thus a D 
optimum design can be thought of as a design with the maximum amount of 
connectedness. This gives a new interpretation to the D-criterion. 
For convenience, in what follows, let the collection of all the graphs 
(simple or multiple) with the same numbers of vertices and edges as a given 
graph G be denoted by ,Q(G). Also, we denote the collection of all the simple 
graphs with the same numbers of vertices and edges as G by ~(G). 
In Section 2, some known results in optimum design theory are restated in 
terms of the language of graph theory. They include the result of Kelmans 
(1967) concerning the complete graphs mentioned before and a new result 
about regular complete bipartite graphs. It is extended to regular complete 
multipartite graphs in Section 3. The result of Kelmans, Chelnokov and Shier 
mentioned earlier is strengthened in Section 4 by a different approach. 
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2. COMPLETE GRAPHS AND REGULAR COMPLETE BIPARTITE GRAPHS 
Kiefer (1958) proved the D-optimality of a balanced incomplete block 
design. Translating this result into the language of graph theory, we conclude 
that a complete graph has the maximum number of spanning trees among the 
graphs (simple or multiple) with the same numbers of vertices and edges. 
The same conclusion holds for a graph in which there are an equal number 
of edges joining any pair of vertices. This is indeed a specialization of a 
stronger esult of Kiefer (1975). It  is a consequence of Proposition 1of that 
paper that if G* is a graph in which there are an equal number of edges 
between any two vertice.s, then G* minimizes Y~-lf(2~(G)) over all the 
graphs in f2(G*) for any real-valued convex function f. The D-criterion is 
obtained by taking f (x)  = -log x. Note that to minimize --Y~'__-~ log 2i(G) is 
the same as to maximize ]-I~'-t 12i(G). 
Cheng (1978) proved the optimality of some group-divisible designs which 
can be restated as the following: 
THEOREM 2.1. Let G* be a graph with v vertices and e edges which is a 
regular complete bipartite graph or the graph obtained by adding a constant 
number of edges to each pair of vertices in a regular complete bipartite graph 
(i.e., the vertices of G* can be divided into two groups of equal size such that 
there are 2 edges between any two vertices in the same group and 2 + 1 
edges between any two vertices in different groups, where 2 >/0 is an 
integer). Then G* is the unique (up to isomorphism) graph which minimizes 
~[~_~ f(2i(G)) over all the graphs (multiple or simple) with v vertices and e 
edges for any real-valued function f defined on [0, 2e] such that 
(i) f is strictly convex and continuously differentiable on (0, 2e), 
(ii) f '  is strictly concave on (0, 2e). 
In particular, G* is the unique graph which has the maximum number of 
spanning trees among all the graphs with v vertices and e edges. 
This result is apparently new in graph theory. It will be partially extended 
to multipartite graphs in Section 3. For convenience of later reference and to 
save time for those who are not used to reading statistical papers, an outline 
of the proof of Theorem 2.1 is given below. 
For simplicity, it is further assumed that limx~0+f(x ) =f (0 )= +oo. For 
any positive numbers A and B with A2>~B>~A2/(v - 1), let S(A ,B)= 
{(21,...,2~_1): 2~>~0, ~2 i=A,  and Y]2~=B}. Note that A2>/B>/ 
A2/(v--1) is the condition for the existence of 21 ..... 2._ 1 with ~.t>/0, 
Y' 2i =A and Y~ 2~ =B.  The following result was proved in Cheng (1978): 
582b/31/2-9 
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LEMMA 2.1. 
and 
Let f be a real-valued function defined on [0, A ] such that 
(i) f is continuously differentiable and strictly convex on (0, A), 
(ii) f '  is strictly concave on (0, A), 
(iii) limx_~0+f(x ) =f (0 )= oo. 
~=1 f(2i) over I f  (2* ..... 2"_1) minimizes ~-1 S(A, B), then there are at most 
two distinct values among * * 21,22 ..... and 2"_1. 
This was proved by the method of Lagrange's multipliers. It is a conse- 
quence of the strict concavity o f f '  that any stationary point has at most two 
distinct coordinates. Let n be the multiplicity of the biggest coordinate. 
Solving the equations 
nR 1 + (v--  1 -- n)R 2 = A, 





Rx(n ;A ,B)= {A + [n - l (v -  1)(v-- 1 -n)] l /2P}/(v--  1), (2.2) 
R2(n ;A ,B)= {A -- [(v - 1 -n ) - ln (v  - 1)]l/2P}/(v- 1), (2.3) 
P = [B - AZ/(v -- 1)] ~/2. Denote nf{Rl(n; A, B)} + (v - 1 - n) 
f{R2(n;A,B)} by F:(n;A,B).  Then it suffices to compare F:(n;A,B)  for 
different n's. Again, by the concavity o f f ' ,  the following result was proved: 
LEMMA 2.2. Under the same conditions as in Lemma 2.1, for fixed A 
and B, Fy(n; A, B) is an increasing function of n. 
Thus, the optimum choice of n is 1, i.e., the biggest coordinate of the best 
stationary point has multiplicity one. 
The following lemma is a consequence of the convexity off :  
LEMMA 2.3. Under the same conditions as in Lemma 2.1, for fixed A 
and n, F:(n; A, B) is an increasing function of B. 
We also need the following trivial lemma" 
LEMMA 2.4. Let s and t be positive integers. Then the minimum of 
Y~=I x~ subject to Y~=I xi = t, where the xi's are nonnegative integers, is 
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attained by taking the xi's as nearly equal as possible, i.e., they are equal or 
differ by one. 
Let G* be the graph in Theorem 2.1. Then it is clear that tr C(G) = 2e for 
any G E O(G*). Thus tr C(G) = Y~'__-~ 2i(G) is a constant for G E .Q(G*). 
On the other hand, tr[C(G)]2=Y~:I(c,(G))2+Y~Y~,,j(cu(G))2 and 
~:1  c,(G) = -Y~Y~i~jcij(G) = 2e. It follows from Lemma 2.4 that G* 
minimizes tr[C(G)] 2 = Y~-~ [At(G)] 2 over .Q(G*) since the diagonal elements 
of C(G*) are equal and the off-diagonals are equal or differ by one. 
Furthermore, C(G*) has two distinct nonzero eigenvalues with the bigger 
one being simple. Thus, Theorem 2.1 follows from Lemma 2.1, Lemma 2.2 
and Lemma 2.3 as long as limx~o§ ) =f(0)= oo. Some more complicated 
arguments are needed in order to get rid of this condition (see Cheng 
(1978)). 
3. REGULAR COMPLETE MULTIPARTITE GRAPHS 
In this section, the result in Theorem 2.1 is partially extended to regular 
complete multipartite graphs. The competing raphs will be restricted to 
simple graphs. For a regular complete multipartite graph G, C(G) also has 
two distinct nonzero eigenvalues, but the bigger one is no longer simple. 
Thus it does not provide the optimum solution to the minimization problem 
in Section 2. But if we restrict o simple graphs, then the difficulties can be 
overcome. Let G* be a regular complete m-partite graph (i.e., the v vertices 
of G* can be divided into m groups of equal size such that two vertices are 
adjacent if and only if they are in different groups). Then the complementary 
graph of G* is disconnected. By (2.10) of Kelmans and Chelnokov (1974, 
p. 202), G* maximizes the maximum eigenvalue of C(G) over G E .Q(G*). 
This fact is particularly useful in proving our main result: 
THEOREM 3.1. Let G* be a graph with v vertices and e edges which is a 
regular complete m-partite graph. Then G* is the unique (up to isomorphism) 
graph which minimizes Y~_-_~ f(2t(G)) over all the simple graphs with v 
vertices and e edges for any real-valued function f defined on [0, 2e] such 
that f is strictly convex and continuously differentiable on (0, 2e), f '  is 
strictly concave on (0, 2e), and limx~o+ f (x  ) =f(0)= oo. In particular, G* is 
the unique simple graph that has the maximum number of spanning trees 
with v vertices and e edges. 
Proof. It is easy to see that C(G*) has two nonzero eigenvalues: v with 
multiplicity m-  1 and r with multiplicity v-  m.  As we mentioned earlier, 
for any G E .0(G*), all the eigenvalues of C(G) are less than or equal 
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to v. Let A(G)=trC(G), B(a)=tr[C(G)] 2, and P(G)={B(G)-- 
[A(G)]2/(v - 1)} ~n. Then as in the last paragraph of Section 2, 
A(G) =A(G*)  and B(G) >/B(G*). (3.1) 
Let S*(A(G), B(G)) = {(it1,22 ,..., it,-1): Y~-~ it; = A(G), ~;v~-'= 1 it2; = B(G), 
iti/> 0, and it; ~ v for i = 1, 2 ..... v - I }. Consider the problem of minimizing 
Y~-~f( it i )  over 01.1,it2 ..... It~_I)ES*(A(G),B(G)). It is clear that 
Y~-~f( it ; )  has a minimum over S*(A(G),B(G)). Let Mf(A(G),B(G))= 
E;  =1 f ( i t  i)" infs.~ar v--1 
If Mf(A(G), B(G)) is attained at an interior point of the set {(it1 ..... it~-l): 
0 ~< iti ~< v for i = 1, 2 ..... v - 1 }, then the method of Lagrange's multipliers is 
applicable. Consider the subproblem of minimizing ~-1 E;=I f(it/) subject to 
y,~,-1 it; = A, Y~?-~ it~ = B, iti > 0, and it; < v for all i = 1, 2 ..... v - 1. This is 
equivalent to minimizing Y~r-~lf(it3+f(.4(a)-EY-?it3 subject to 
Z~-?  it~ + (A(a) - Z~--? it;)2 = B(a), EL- ,  ~ it, < a (a ) ,  A(C) - Z~-?  it, < v, 
it; > 0, and it; < v for all i = 1, 2 ..... v - 2. By Lagrange's theorem, it suffices 
Y~;=I f(it;)+f(A(G)- Y~-~ it/) among the stationary points. to compare v-2 
Differentiating v -- 2 v -- 2 - Y~;=I  i t i )  + - - E/=I f (a , )  + f(A(G) /~[B(G) ~-2  it~ 
(A(G) - ~-12it / )  2] with respect to each iti, where /~ is the Lagrange's 
multiplier and setting the derivatives equal to zero, we get 
f '( it;)  - - f ' ( i tv-1) +/2[--2it; + 2itv_ 11 = 0. (3.2) 
If it; =~ itv--l' then (3.2) can be written as 
If" (it;) -- f '( itv-1)]/(it; -- it,-1) = 2l,. (3.3) 
For each fixed itv-1, the strict concavity o f f '  implies that (3.3) has a 
unique solution 2; C (0, A(G). Therefore all the stationary points can have at 
most two distinct coordinates. Since B(G)>~ B(G*), it is impossible that all 
the coordinates are the same. Therefore each stationary point has exactly 
two distinct coordinates. If n is the multiplicity of the biggest coordinate, 
then the two distinct eigenvalues are given by (2.2) and (2.3) with 
Rl(n; A(G), B(G)) > R2(n; A(G), B(G)). 
Now we have 
R l(m - -  1; A(G*), B(G*)) = v (3.4) 
and 
RI(n;A(G), B(G)) < v. (3.5) 
It is clear that RI(n;A,B ) is a decreasing function of n for fixed A and B, 
and is an increasing function of B for fixed A and n. Therefore by (3.1), 
(3.4), and (3.5), n > m-1  holds. Then by Lemma2.2 and Lemma 2.3, 
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M/(A(G),B(G)) >/ F : (m-1 ;  A(G),B(G)) >/ F i (m-1 ;  A(G*),B(G*)) = 
Y~y-: f(j-i(G*)). 
On the other hand, if My(A(G), B(G)) is attained at a boundary point of 
the set {(j-~ ..... 2~_1): j-i/>0 and A i ry  for i---- 1,2 ..... v -  1}, then it must 
occur at a point with maxl<i<~_ 1J.s--v since f(0)-= oo. Let this optimum 
point be (j-'l,j-~ ..... j-'_~) with 2]/>j-~/>.. . />j- '_t  and j - ]=v.  If the 
- ' 9 = ' = J - , (6* )=J -2 (G*)  multiplicity of j-'l is />m 1, then 21 = j-~ = .. j-m-i 
. . . . .  j-m_l(G*) and hence j-'~ + j-'+l + "'" + 2~'-1 = (v -m)R2(m- -  1; 
v--1 j-t A(G*),B(G*)). This implies that Y~i=mf( i )>~(v-m) f (R2(m-1 ;  
A(G*),B(G*)) since f is convex. Therefore M:(A(G),B(G)) >~ 
Y~_-~ f(j-i(G*)). If the multiplicity n of j-] is <m - 1, then we can delete 
! t V--1 j-'l, j-2,'", and An, and consider the problem of minimizing ~ i=n+l f ( i )  
subject to the constraints Zt=n+lj-iV--1 = A(G) -nv ,  Y~i=,+l~-I 2~ =B(G)  - -  nv  2, 
j-t > 0, and j-i < v, for all i = n + 1 ..... v - 1. This reduces to the situation 
considered in the last paragraph. Therefore /..,i=n+lJk~-~v- 1 ['[j-t'~il 
(m - 1 - n)f(R~(m - 1; A(G*), B(G*)) + (v-- m)f(R2(m-- 1; A(G*), 
Ei=l  f(j-i) >/ E~-5~ f(2i(G*)). B(G*)), and hence ~-1 , 
Thus, in any case we have Y~'~-~f(2i(G))>/M:(A(G),B(G))>/ 
Y~-~f(2i(G*)). If another graph G' also minimizes ~-1 Y~i=If(2~(G)) over 
.Q(G*), then by the above proof, it is easy to see that C(G') must have the 
same eigenvalues as C(G*). It follows that the smallest eigenvalue of the 
adjacency matrix of the complementary graph of G' is -1 .  By a well-known 
result in graph theory or a result of Takeuchi (1961), G' must be a regular 
complete m-partite graph. II 
4. THE RESULT OF KELMANS, CHELNOKOV, AND SHIER 
Using the method presented in the last section, one can also derive the 
result of Kelmans, Chelnokov and Shier mentioned in Section 1. As a matter 
of fact, the following stronger esult can be proved: 
THEOREM 4.1. Let G* be a graph with v vertices which is obtained by 
deleting t mutually nonadjacent edges from a complete graph with t <~ v/2. 
Then G* minimizes ~-~ f(j-i(G)) over all the simple graphs with v vertices 
and v (v -  1) /2 -  t edges for any function f satisfying the conditions in 
Theorem 3. I. In particular, G* maximizes the number of spanning trees over 
all the simple graphs with v vertices and v(v - 1)/2 -- t edges. 
Again, C(G*) has two distinct nonzero eigenvalues v and v -2  and 
maximizes the maximum eigenvalue of C(G) over the simple graphs with v 
vertices and v(v -  1) /2 - t  edges. The proof of Theorem 3.1 then applies. 
This proof is simpler than Shier's, and the result is much stronger. 
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