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Abstract
We present new results of existence of global solutions for a class of reaction cross-diffusion systems of
two equations presenting a cross-diffusion term in the first equation, and possibly presenting a self-diffusion
term in any (or both) of the two equations. This class of systems arises in Population Dynamics, and notably
includes the triangular SKT system. In particular, we recover and extend existing results for the triangular
SKT system. Our proof relies on entropy and duality methods.
1 Introduction
The purpose of this paper is to investigate existence and some properties of the solutions of the system
∂tu−∆x[(du + dαu
α + dβv
β)u] = u (ru − ra u
a − rb v
b) in R+ × Ω, (1)
∂tv − ∆x[(dv + dγv
γ) v] = v (rv − rc v
c − rd u
d) in R+ × Ω, (2)
∇xu · n = ∇xv · n = 0 on R+ × ∂Ω, (3)
u(0, ·) = uin, v(0, ·) = vin in Ω, (4)
where u = u(t, x) ≥ 0, v = v(t, x) ≥ 0 are the unknowns, the variables (t, x) browse R+ × Ω with Ω a bounded
domain of Rm (m ≥ 1), n = n(x) stands for the outward normal at point x of the boundary ∂Ω, uin and vin are
nonnegative initial data, and the remaining terms are nonnegative constant parameters satisfying
D := {du, dv, dα, dβ , dγ , ru, rv, ra, rb, rc, rd, a, b, c, d, α, β, γ} ∈ (R
∗
+)
15 × R+ × R
∗
+ × R+,
(α > 0, d < 2 + α, a < 1 + α) or (α = 0, d ≤ 2, a ≤ 1).
(5)
The origin of this system is to be found in a well-studied system arising in Population Dynamics, known
in the literature as the SKT system. The SKT system was introduced in [24] to model spatial segregation in
two competing species of (let us say) animals (see also [21]). It has since then attracted the interest of many
mathematicians, leading to a rich literature on the question of the existence of solutions (see for example [6] and
references therein) and on the analysis of equilibria and stability (patterns are shown to appear; see for example
[15]). Writing u and v the respective densities of the two different species, it takes the following form
∂tu−∆x[(du + dαu+ dβv)u] = u (ru − ra u− rb v) in R+ × Ω,
∂tv − ∆x[(dv + dγv + dδu) v] = v (rv − rc v − rd u) in R+ × Ω,
∇xu · n = ∇xv · n = 0 on R+ × ∂Ω.
(6)
When du = dv = dα = dβ = dγ = dδ = 0, the system (6) reduces to the standard Lotka-Volterra competition
ODS. The terms ru, rv are the intrinsic growth of the species, while rb and rd measure the demographic effect of
the interspecific competition, and ra, rc indicate the demographic effect of the intraspecific competition. When
non-zero, the terms ∆x[(du + dαu + dβv)u] and ∆x[(dv + dγv + dδu) v] model the spatial movements of the
individuals in the domain Ω. The positive constants du, dv are standard diffusion rates, which indicate the
frequency of the random walk of the individuals inside each species. The nonnegative constants dβ and dδ are
usually referred to as "cross-diffusion" coefficients, and ecologically measure the repulsive effect, on the individuals
of one species, of the presence of the individuals of the other species (as a result of the interspecific competitive
pressure). The nonnegative constants dα and dγ , referred to as "self-diffusion" coefficients, measure the repulsive
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effect on the individuals of the presence of the individuals of the same species (as a result of the intraspecific
competitive pressure).
The system (6) is often called "triangular" when dδ = 0. From the point of view of modeling, this means that
only the individuals of the first species tend to avoid the individuals of the other species. It therefore takes the
form
∂tu−∆x[(du + dαu+ dβv)u] = u (ru − ra u− rb v) in R+ × Ω,
∂tv − ∆x[(dv + dγv) v] = v (rv − rc v − rd u) in R+ × Ω,
∇xu · n = ∇xv · n = 0 on R+ × ∂Ω.
(7)
In this case, the second equation is coupled to the first one only through zeroth-order terms (reaction), while in the
full system (6) with dδ > 0 both equations are coupled to the other one through both zeroth-order (reaction) and
second-order terms (cross-diffusion). The full system (6) has a completely different structure from the triangular
case (in particular it is possible to exhibit an entropy structure when dδ > 0, see [6] and [11], but this entropy
structure degenerates when dδ = 0).
In our study, we consider the class of systems (1)–(3). That is, we focus on a triangular type of cross-diffusion
(dδ = 0) as in the system (7), but in contrast to the system (7) where the diffusion rates (du + dαu + dβv, dv +
dγv + dδu) and the growth rates (ru − ra u− rb v, rv − rc v − rd u) are required to be linear functions of u and v,
in (1)–(3) we allow these functions to be more general power laws (with suitably chosen powers, (5)). Note that
the class of systems we consider includes (7) (when α = β = γ = a = b = c = d = 1).
We now present our main mathematical result for this class of systems.
1.1 Main Theorem
We clarify the notion of weak solution we will use in the
Definition 1.1. Let Ω be a smooth bounded domain of Rm (m ∈ N∗) and let D ∈ (R∗+)
15 × R+ × R
∗
+ × R+. Let
uin := uin(x) ≥ 0 and vin := vin(x) ≥ 0 be two functions lying in L
1(Ω).
A couple of functions (u, v) such that u := u(t, x) ≥ 0 and v := v(t, x) ≥ 0, and lying in L
max(1+a,d)
loc
(R+ ×
Ω)× L∞
loc
(R+ × Ω) is a (global) weak solution of (1)-(4) if
∇x
[
(du + dαu
α + dβv
β)u
]
, ∇x [(dv + dγv
γ) v] ∈ L1loc(R+ × Ω)
and, for all test functions ψ1, ψ2 ∈ C
1
c (R+ × Ω), we have the identities
−
∫ ∞
0
∫
Ω
(∂tψ1)u−
∫
Ω
ψ1(0, ·)uin+
∫ ∞
0
∫
Ω
∇xψ1 · ∇x
[
(du + dαu
α + dβv
β)u
]
=
∫ ∞
0
∫
Ω
ψ1 u (ru− ra u
a− rb v
b),
(8)
−
∫ ∞
0
∫
Ω
(∂tψ2) v −
∫
Ω
ψ2(0, ·) vin +
∫ ∞
0
∫
Ω
∇xψ2 · ∇x [(dv + dγv
γ) v] =
∫ ∞
0
∫
Ω
ψ2 v (rv − rc v
c − rd u
d).
Note that the assumptions on uin, vin, u, v, ψ1, ψ2 ensure that all integrals in the two identities above are finite.
Our main result is contained in the
Theorem 1.2. Let Ω be a smooth bounded domain of Rm (m ∈ N∗). Let the coefficients of system (1) – (2)
satisfy condition (5). Consider initial data uin ≥ 0, vin ≥ 0 such that uin ∈ L
2(Ω), vin ∈ L
∞(Ω).
Then,
i) there exists u = u(t, x) ≥ 0, v = v(t, x) ≥ 0 such that (u, v) ∈ L2+α
loc
(R+ × Ω) × L
∞
loc
(R+ × Ω) and (u, v) is a
(global) weak solution of system (1) – (4) in the sense of Definition 1.1.
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Furthermore, this solution (u, v) satisfies for all T > 0
sup
[0,T ]×Ω
v ≤ max
{
sup
Ω
vin,
(
rv
rc
)1/c}
, (9)
∫ T
0
∫
Ω
u2+α ≤ C(Ω, T, uin, vin,D), (10)∫ T
0
∫
Ω
∣∣∣∇x[vp/2]∣∣∣2 ≤ C(p,Ω, T, uin, vin,D) (for all 0 < p <∞), (11)∫
Ω
u(T ) +
∫ T
0
∫
Ω
∣∣∣∇x[(1 + u)α/2]∣∣∣2 ≤ C(Ω, T, uin, vin,D) (if α > 0), (12)∫
Ω
u(T ) +
∫ T
0
∫
Ω
|∇x[log(1 + u)]|
2
≤ C(Ω, T, uin, vin,D) (if α = 0), (13)
where the constant C(Ω, T, uin, vin,D) only depends on the domain Ω (and the dimension m), the time T ,
the norms of the initial data ‖uin‖L2(Ω) and ‖vin‖L∞(Ω) and the choice of parameters D, and the constant
C(p,Ω, T, uin, vin,D) only depends on the same quantities and the parameter p.
If uin furthermore satisfies uin(x) > 0 a.e. on Ω and log uin ∈ L
1(Ω), resp., if vin furthermore satisfies vin(x) > 0
a.e. on Ω and log vin ∈ L
1(Ω), then for all T > 0∫
Ω
| log u|(T ) + du
∫ T
0
∫
Ω
|∇x[log u]|
2
≤
∫
Ω
| log uin| + C(Ω, T, uin, vin,D), (14)
resp.,
∫
Ω
| log v|(T ) + dv
∫ T
0
∫
Ω
|∇x[log v]|
2 ≤
∫
Ω
| log vin| + C(Ω, T, uin, vin,D). (15)
ii) If α = 0, we have the additional estimate, for some ν = ν(Ω, vin,D) > 0 depending only on the domain Ω (and
m), the norm ‖vin‖L∞(Ω) and the parameters D, for all T > 0, and for some C1(Ω, T, uin, vin,D) > 0 depending
only on the domain Ω (and m), the time T , the norms (‖uin‖L2(Ω), ‖vin‖L∞(Ω)) and the parameters D,∫ T
0
∫
Ω
u2+ν ≤ C1(Ω, T, uin, vin,D). (16)
iii) If γ = 0, assuming furthermore that vin ∈W
2,q(Ω) for some q > 1 satisfying
1 < q ≤ (2 + α)/d if α > 0, 1 < q ≤ (2 + ν)/d if α = 0,
(and assuming furthermore the compatibility condition ∇xvin · n = 0 on ∂Ω if q ≥ 3), we have the additional
estimate, for all T > 0,∫ T
0
∫
Ω
|∂tv|
q +
∫ T
0
∫
Ω
|∇2xv|
q +
∫ T
0
∫
Ω
|∇xv|
2q
≤ C2(q,Ω, T, uin, vin,D), (17)
where the constant C2(q,Ω, T, uin, vin,D) only depends on the parameter q, the domain Ω (and the dimension m),
the time T , the norms of the initial data (‖uin‖L2(Ω), ‖vin‖L∞∩W2,q(Ω)) and the parameters D.
We list in the remark below some possible extensions of the results mentioned in Theorem 1.2.
Remark 1.3. Thanks to the bound (9) given by a maximum principle for equation (2), the power laws "v 7→ vβ"
and "v 7→ vb" in (1) can be replaced by any continuous function of v on R+ which is smooth (C
1(R∗+)) and
positive-valued on R∗+. The power law "v 7→ v
γ" in (2) can be replaced by any continuous function on R+ which
is non-decreasing, smooth, and positive-valued on R∗+. Following the same idea, but furthermore ensuring that the
maximum principle remains valid for (2), the power law "v 7→ vc" can be replaced by any continuous function on
R+ which is smooth, positive-valued on R
∗
+ and which furthermore tends to +∞ in +∞. With these replacements,
all results of Theorem 1.2 hold, with the bound (9) adapted when necessary, and with the condition γ = 0 in iii)
replaced by the condition that the function replacing "v 7→ vγ" is constant.
The power laws "u 7→ ua" and "u 7→ ud" can be replaced by any continuous function of u on R+, smooth and
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positive-valued on R∗+, and dominated by (or having the same behaviour as) "u 7→ u
a", resp. "u 7→ ud" in +∞.
The power law "u 7→ uα" can be replaced by any non-decreasing continuous function of u on R+ which is smooth
and positive-valued on R∗+ and have the same behaviour as "u 7→ u
α" in +∞. With these replacements, all results
of Theorem 1.2 hold.
Assume α = 0. In this case, an estimate of type (10) ensures enough integrability (to get compactness) for the
terms rau
1+a in (1) and rdvu
d in (2) only when a < 1 and d < 2. The slightly better estimate (16) is therefore
crucial to estimate these terms in the two cases (a = 1, d ≤ 2) and (a < 1, d = 2). It even treats these terms
when a < 1+ ν and d < 2+ ν. As a consequence, we expect the results of Theorem 1.2 to hold when the condition
(α = 0, a ≤ 1, d ≤ 2) is replaced by the wider condition (α = 0, a < 1 + ν, d < 2 + ν). Note that ν can indeed be
chosen independent of a and d (see Section 5.1).
Assume α ≥ 0 and 1+ a, d < 2+α. As seen in Sections 2–4, in this case the proof of existence entirely relies
on estimates of the type (9)–(13) (in particular we do not use estimate (16)). As shown in the sequel, the proof
of estimates of the type (9)–(13) only requires uin to be in L
1 ∩ H−1m (Ω), where the space H
−1
m (Ω) is defined in
Section 1.3. Therefore in the case α ≥ 0 and 1+a, d < 2+α, the results i) and iii) for any 1 < q ≤ (2+α)/d hold
with the assumption uin ∈ L
2(Ω) replaced by the weaker assumption uin ∈ L
1 ∩ H−1m (Ω) (and with the constants
C and C2 depending on ‖uin‖L1∩H−1m (Ω) instead of ‖uin‖L2(Ω)).
Assume α = 0. In ii), estimate (16) is a consequence of a Lemma relying on duality techniques (namely,
Lemma 5.1), which is adapted from a similar result from [5]. This Lemma can be somewhat improved. Indeed,
following Remark 2.3 in [5], the constraint uin ∈ L
2(Ω) can be replaced by the weaker constraint uin ∈ L
2−ν1(Ω)
where ν1 is a small positive constant. Therefore, all results of Theorem 1.2 hold when uin only belongs to the
space L2−ν1(Ω) (where ν1 only depends on Ω, m, ‖vin‖L∞(Ω) and D), with the constants C1 and C2 depending on
‖uin‖L2−ν1 (Ω) instead of ‖uin‖L2−ν1(Ω).
Assume γ = 0. Estimate (17) being a direct consequence of the properties of the heat kernel (see Section
5.2), we can replace the set W2,q(Ω) in iii) by the optimal set to apply the properties of the heat kernel, that is,
the fractional Sobolev space W2−2/q,q(Ω). Furthermore, the compatibility condition required for the case q = 3 is
actually slightly weaker than "∇xvin · n = 0 on ∂Ω" (see for example [16]).
1.2 In the literature
In the last decades, mathematicians dedicated a considerable effort to the question of the existence of solutions
for systems of the form (1)–(3), and particularly for the original system (7).
The local (in time) existence of classical solutions was established by Amann in 1990 in the two papers [1],
[2]. His theorem also provides a criterium to show that these solutions are global: it suffices to prove that the
solutions do not blow-up in finite time in suitable Sobolev spaces.
The global existence for the original system (7) has been investigated under various restrictive assumptions.
Most results rely on Amann’s theory, therefore the problem is to prove bounds in appropriate Sobolev spaces.
One of the main difficulties lies in the use of Sobolev embedding theorems in the parabolic estimates, which
provide satisfactory results only in low dimension. Therefore, many existing results require strong restrictions on
the dimension and/or on the parameters of the system (typically, one assumes that the cross-diffusion is weak,
in the sense that the cross-diffusion term dβ is small compared to some other parameters), see [7], [8], [17], [18],
[19], [25], [26], [27], [28]. See [12] for a more detailed bibliography.
So far, three groups managed to remove this type of assumptions on the dimension and/or parameters, in
particular cases: Choi, Lui and Yamada in [8] (in the presence of self-diffusion in the first equation and in the
absence of self-diffusion in the second equation, i.e. dα > 0 and dγ = 0) and, very recently, Desvillettes and
Trescases in [12] (in the absence of self-diffusion in both equations, i.e. dα = dγ = 0), and Hoang, Nguyen and
Phan in [14] (in the presence of self-diffusion in the first equation, i.e. dα > 0). For the original system (7), our
result is the first one treating the case (dα = 0, dγ > 0). Furthermore, it provides an unifying proof for the cases
with and without self-diffusion (in one or both equations).
We now mention some results of existence of global solutions for systems of form (1)–(3). Wang obtained it
in [27] in the presence of self diffusion in the first equation (dα > 0) and in the absence of self diffusion in the
second equation (dγ = 0), under a condition (depending on the dimension) of smallness of the parameter d w.r.t.
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the parameter a. The case without self-diffusion (dα = dγ = 0) was solved by Pozio and Tesei in [23] under some
strong assumption on the reaction coefficients, and by Yamada in [29] under the assumption a > d. We also
mention the work of Murakawa [20] in which the reaction terms considered are Lipschitz continuous functions of
u, v (and no self-diffusion appears). The results in the case without self-diffusion were extended by Desvillettes
and Trescases in [12]. More precisely, in [12], the authors obtain global weak solutions for systems of the form
(1)–(3) in the absence of self-diffusion (dα = dγ = 0) with the following constraint on the parameters: (β ≥ 1,
a ≤ 1, d ≤ 2) or (β ≥ 1, a < d). (Note that this indeed includes the original system (7) when dα = dγ = 0.) The
main ingredients of the proof are entropy and duality methods.
In the continuation of [12], the present paper deals with weak forms of solutions and exploits entropy and
duality methods. These methods give rise to Lp estimates for the solution which are quite explicit. Furthermore,
considering weak forms of solutions allows us to consider initial data of low regularity (in comparison with most
of previous works which rely on Amann’s theory). In comparison with [12], our Theorem includes the cases with
self-diffusion terms (dα > 0 and/or dγ > 0). Another improvement is the possibility, for the first time, to consider
cross-diffusion terms vβ which are quite singular functions of v in zero, since we remove the assumption β ≥ 1
and replace it by the assumption β > 0.
Finally, we refer to [11] for systems of the form (1)–(3) presenting in addition a cross-diffusion term in the
second equation (non-triangular case).
1.3 Notations
When T > 0 is fixed, we write Lp = Lp(]0, T [×Ω) for any p ∈ [1,∞]. For p ∈ [1,∞[, we denote by Lp+ =
Lp+(]0, T [×Ω) the union of all spaces Lq(]0, T [×Ω) for q > p. We write H1m(Ω) the space of functions of H
1(Ω)
with zero-mean value on Ω, and we write H−1m (Ω) its dual space.
We recall that D is the set of parameters, defined in (5). In the sequel, C(...) always denotes a positive
constant, which only depends on its explicitly written arguments and may change from line to line. For example,
C(Ω,D) is a positive constant that only depends on Ω and D. Furthermore, when it depends on D, the constant
C(...,D) can be chosen continuous in D on the set {D ∈ (R∗+)
15 × R+ × R
∗
+ × R+ : a ≤ 1 + α, d ≤ 2 + α}.
1.4 Plan of the paper
We will first prove our result of existence under the following condition, which is slightly more restrictive than
(5),
α ≥ 0, d < 2 + α, a < 1 + α. (18)
More precisely, we will assume condition (18) in Section 4.
In Section 2, we perform formal computations to establish a priori estimates on the solutions of system (1)–
(4). In Section 3, we define a semi-discrete (in time) scheme designed to be a smooth approximation of system
(1)–(4), and we prove (rigorously) estimates on the solution of this scheme that are independent of the time step.
We use these estimates in Section 4 to pass to the limit in the approximating scheme under condition (18). This
proves the existence of solution and the estimates required in i) when condition (18) is satisfied. Finally, we come
to the end of the proof of Theorem 1.2 in Section 5.
2 A priori estimates
This section only contains formal computations. They will not be used in the proof of Theorem 1.2, but we
believe that these computations are useful to clarify the main tools at the origin of our result of existence. Similar
computations will be performed rigorously in Section 3 at the level of an approximating scheme.
Therefore, suppose that (u, v) is a classical solution of system (1)–(4) for some smooth positive-valued initial
data uin = uin(x) > 0 and vin = vin(x) > 0, and such that u and v are positive-valued and sufficiently smooth
to perform all following computations (for example, in C2c (R+ × Ω)). Fix T > 0. Assume condition (5). In the
following Sections 2.1–2.3, we compute estimates for the solution (u, v) on [0, T ]× Ω.
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2.1 Basic estimates
2.1.1 Maximum principle for v
A direct application of the maximum principle to equation (2) gives
sup[0,T ] v(t) ≤ max{supΩ vin,
(
rv
rc
)1/c
}. (19)
2.1.2 Mass conservation for u
We integrate the equation for u on [0, T ]× Ω:∫
Ω
u(T ) =
∫
Ω
uin +
∫ T
0
∫
Ω
u (ru − ra u
a − rb v
b).
Since (for all u ≥ 0) ruu ≤ C(a, ru, ra) +
ra
2 u
1+a, we have
∫
Ω
u(T ) + ra2
∫ T
0
∫
Ω
u1+a ≤
∫
Ω
uin + |Ω|T C(a, ru, ra). (20)
2.2 Duality estimate
We now present an a priori estimate obtained thanks to a recent lemma relying on duality methods. This type
of lemma was introduced in [22] and has since then showed to be very useful in the context of cross-diffusion (see
[3], [4], [9], [10]). We cite here a version coming from [11].
Lemma 2.1. Let ru > 0. Let M : [0, T ]×Ω→ R+ be a positive continuous function lower bounded by a positive
constant. Smooth nonnegative solutions of the differential inequality
∂tu−∆(Mu) ≤ ruu on Ω,
∂n(Mu) = 0, on ∂Ω,
satisfy the bound ∫ T
0
∫
Ω
Mu2 ≤ exp(2ruT )×
(
C2Ω ‖uin‖
2
H−1m (Ω)
+ 〈uin〉
2
∫
ΩT
M
)
,
where 〈uin〉 denote the mean value of x 7→ u(0, x) on Ω and CΩ is the Poincaré-Wirtinger constant.
We check that M := du + dαu
α + dβv
β is lower bounded by du > 0. We therefore can apply the lemma to
equation (1) to get
∫ T
0
∫
Ω
[du + dαu
α + dβv
β ]u2 ≤ C(Ω, T, uin, ru)×
(
1 +
∫ T
0
∫
Ω
[du + dαu
α + dβv
β ]
)
.
In particular, since all terms in the LHS are nonnegative,∫ T
0
∫
Ω
dαu
α+2 ≤ C(Ω, T, uin, ru)×
(
1 +
∫ T
0
∫
Ω[du + dαu
α + dβv
β ]
)
≤ C(Ω, T, uin, vin,D)×
(
1 +
∫ T
0
∫
Ω
[1 + dαu
α]
)
,
where we used the L∞ bound (19) in the last line. As a consequence, using furthermore the inequality (for ε > 0
small enough, and for all z ≥ 0) zα ≤ Cε + εz
2+α, we have
∫ T
0
∫
Ω u
2+α ≤ C(Ω, T, uin, vin,D). (21)
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2.3 Entropy estimates
We now present two new estimates which are crucial to obtain weak compactness on the solutions (as they yield
a bound for the gradients of the solutions). These estimates are obtained thanks to the introduction of two
functionals whose evolution along the flow of the solutions can be controlled. When decreasing, such functionals
are called Lyapunov functionals and sometimes "entropies". By a small abuse, we will refer to the resulting
estimates as "entropy estimates".
2.3.1 Entropy estimate for v
For any p 6= 1, define
Ev(t) :=
∫
Ω
vp
p
(t).
We compute the derivative
dtEv(t) =
∫
Ω
∂tv v
p−1(t)
=
∫
Ω
vp(rv − rc v
c − rd u
d) +
∫
Ω
vp−1∆x[(dv + dγv
γ) v],
where the last term writes∫
Ω
vp−1∆x[(dv + dγv
γ) v] = −
∫
Ω
∇x[v
p−1] · ∇x[(dv + dγv
γ) v]
= −4
p− 1
p2
∫
Ω
|∇xv
p/2|2 [(dv + dγ(γ + 1) v
γ)].
We integrate on t ∈ [0, T ]:∫
Ω
vp
p
(T ) + 4
p− 1
p2
∫ T
0
∫
Ω
∣∣∣∇x[vp/2]∣∣∣2 [(dv + dγ(γ + 1) vγ)]
=
∫
Ω
vp
p
(0) +
∫ T
0
∫
Ω
vp(rv − rc v
c − rd u
d).
Now taking 0 < p < 1, we get
∫ T
0
∫
Ω
∣∣∣∇x[vp/2]∣∣∣2 ≤ C(p,D)
(∫
Ω
vp(T ) +
∫ T
0
∫
Ω
vp(vc + ud)
)
and using the L∞ bound (19) and the dual estimate (21) with d ≤ 2 + α (given by condition (5)),∫ T
0
∫
Ω
∣∣∣∇x[vp/2]∣∣∣2 ≤ C(p,Ω, T, uin, vin,D) (for all 0 < p < 1). (22)
Now, let q ≥ 1. Let us pick some p ∈]0, 1[. We can write ∇xv
q/2 = (q/p) v(q−p)/2 × ∇xv
p/2 ∈ L∞ × L2 by (19)
and (22). Therefore
∫ T
0
∫
Ω
∣∣∇x[vp/2]∣∣2 ≤ C(p,Ω, T, uin, vin,D) (for all 0 < p <∞). (23)
2.3.2 Entropy estimate for u
Define
Eu(t) :=
∫
Ω
log(1 + u)(t).
We compute the derivative
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dtEu(t) =
∫
Ω
∂tu
1 + u
(t)
=
∫
Ω
u
1 + u
(ru − ra u
a − rb v
b) +
∫
Ω
1
1 + u
∆x[(du + dαu
α + dβv
β)u],
where the last term writes∫
Ω
1
1 + u
∆x[(du + dαu
α + dβv
β)u] = −
∫
Ω
∇x[
1
1 + u
] · ∇x[(du + dαu
α + dβv
β)u]
=
∫
Ω
|∇x[log(1 + u)]|
2
(du + dα(1 + α)u
α + dβv
β) +
∫
Ω
dβ
u
1 + u
∇x[log(1 + u)] · ∇xv
β .
We integrate on t ∈ [0, T ]: ∫
Ω
log(1 + u)(0) +
∫ T
0
∫
Ω
|∇x[log(1 + u)]|
2 (du + dα(1 + α)u
α + dβv
β)
=
∫
Ω
log(1 + u)(T ) −
∫ T
0
∫
Ω
u
1 + u
(ru − ra u
a − rb v
b) −
∫ T
0
∫
Ω
dβ
u
1 + u
∇x[log(1 + u)] · ∇xv
β .
(24)
Using the elementary inequality 2xy ≤ x2 + y2,∣∣∣∣∣
∫ T
0
∫
Ω
u
1 + u
∇x[log(1 + u)] · ∇xv
β
∣∣∣∣∣ = 2
∣∣∣∣∣
∫ T
0
∫
Ω
u
1 + u
∇x[log(1 + u)] v
β/2 · ∇xv
β/2
∣∣∣∣∣
≤
1
2
∫ T
0
∫
Ω
|∇x[log(1 + u)]|
2
vβ + 2
∫ T
0
∫
Ω
(
u
1 + u
)2 ∣∣∣∇xvβ/2∣∣∣2 .
Reinserting in (24) (and using u/(1 + u) ≤ 1), we get∫
Ω
log(1 + u)(0) +
∫ T
0
∫
Ω
|∇x[log(1 + u)]|
2
(du + dα(1 + α)u
α +
dβ
2
vβ)
≤
∫
Ω
log(1 + u)(T ) +
∫ T
0
∫
Ω
(ru + ra u
a + rb v
b) + 2dβ
∫ T
0
∫
Ω
∣∣∣∇xvβ/2∣∣∣2 .
In the RHS, the first integral and the second term of the second integral are controlled thanks to the L1
estimate (20) and the last term of the second integral is controlled thanks to the L∞ bound (19) :∫
Ω
log(1 + u)(0) +
∫ T
0
∫
Ω
|∇x[log(1 + u)]|
2 (du + dα(1 + α)u
α +
dβ
2
vβ)
≤ C(Ω, T, uin, a, b, ru, ra, rb) + 2dβ
∫ T
0
∫
Ω
∣∣∣∇xvβ/2∣∣∣2 .
Finally, the last term is controlled thanks to (23), so that
∫ T
0
∫
Ω |∇x[log(1 + u)]|
2
(1 + uα) ≤ C(Ω, T, uin,D). (25)
3 Approximating scheme
In this section we define a semi-discrete (in time) scheme intended to approximate system (1)–(4), and establish
rigorously uniform estimates (w.r.t the time step) for the solution of this scheme. Thanks to these uniform
estimates, we will be able to pass to the limit in the approximating scheme in the following Section (under
condition (18)).
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3.1 Definition of the scheme
The scheme takes the following form: (u0, v0) are given and for 1 ≤ k ≤ N (N = T/τ , T > 0)
uk − uk−1
τ
−∆x[(du + dαu
α
k + dβv
β
k )uk] = uk (ru − ra u
a
k − rb v
b
k), on Ω, (26)
vk − vk−1
τ
−∆x[(dv + dγv
γ
k )vk] = vk (rv − rc v
c
k − rd u
d
k), on Ω, (27)
∂nuk = ∂nvk = 0, on ∂Ω. (28)
This scheme was introduced in [11] in a more general setting. More precisely, in [11] systems of the following
form are studied :
Uk − Uk−1
τ
−∆x[A(Uk)] = R(Uk), on Ω,
∂nA(Uk) = 0, on ∂Ω,
(29)
where
A :
R
I
+ → R
I
+
U =

u1...
uI

 7→ A(U) =

a1(U)u1...
aI(U)uI

 and R :
R
I
+ → R
I
U =

u1...
uI

 7→ R(U) =

r1(U)u1...
rI(U)uI

 (30)
satisfy the following assumptions:
H1 For all i, the functions ai and ri are continuous from R
I
+ to R.
H2 For all i, ai is lower bounded by some positive constant a > 0, and ri is upper bounded by a positive
constant r > 0. That is ai(U) ≥ a > 0, ri(U) ≤ r for all U ∈ R
I
+.
H3 A is a homeomorphism from RI+ to itself.
Following [11], we introduce the
Definition 3.1 (Strong solution). Assume H1, H2, H3. Let τ > 0 and let Uk−1 be a nonnegative vector-valued
function in L∞(Ω)I . A nonnegative vector-valued function Uk is a strong solution of (29) if Uk lies in L
∞(Ω)I ,
A(Uk) lies in H
2(Ω)I and (29) is satisfied almost everywhere on Ω, resp. ∂Ω.
The general theorem from [11] writes
Theorem 3.2. Assume H1, H2, H3. Let Ω be a bounded open set of Rm with smooth boundary. Fix T > 0
and an integer N large enough such that rτ < 1/2, where τ := T/N and r is the positive number defined in H2.
Fix η > 0 and a vector-valued function L∞(Ω)I ∋ U0 ≥ η. Then there exists a sequence of positive vector-valued
functions (Uk)1≤k≤N in L
∞(Ω)I which solve (29) (in the sense of Definition 3.1). Furthermore, it satisfies the
following estimates : for all k ≥ 1 and p ∈ [1,∞[,
Uk ∈ C
0(Ω)I , (31)
Uk ≥ ηA,R,τ on Ω, (32)
A(Uk) ∈W
2,p(Ω)I , (33)
where ηA,R,τ > 0 is a positive constant depending on the maps A and R and τ , and
N∑
k=1
τ
∫
Ω
(
I∑
i=1
Uk,i
)(
I∑
i=1
Ai(Uk)
)
≤ C(Ω, U0, A, r,Nτ), (34)
where C(Ω, U0, A, r,Nτ) is a positive constant depending only on Ω, A, r, Nτ and ‖U0‖L1∩H−1m (Ω).
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Let us go back to system (26)–(28). It can be written in the form (29)–(30) with I = 2 and
a1(u, v) = du + dαu
α + dβv
β , r1(u, v) = ru − ra u
a − rb v
b,
a2(u, v) = dv + dγv
γ , r2(u, v) = rv − rc v
c − rd u
d.
(35)
Applying Theorem 3.2 directly gives rise to the following existence theorem
Corollary 3.3. Let Ω be a bounded open set of Rm with smooth boundary. Let the parameters of system (26)–(27)
D ∈ (R∗+)
15 × R+ × R
∗
+ × R+. Fix T > 0 and an integer N large enough such that max(ru, rv)τ < 1/2, where
τ := T/N . Fix η > 0 and a couple of functions L∞(Ω)2 ∋ (u0, v0) ≥ η. Then there exists a sequence of couples of
positive functions (uk, vk)1≤k≤N in L
∞(Ω)2 which solve (26)–(28) (in the sense of Definition 3.1). Furthermore,
it satisfies the following estimates : for all k ≥ 1 and p ∈ [1,∞[,
(uk, vk) ∈ C
0(Ω)2, (36)
uk ≥ ηD,τ , vk ≥ ηD,τ on Ω, (37)
([du + dαu
α
k + dβv
β
k , ]uk, [dv + dγv
γ
k ]vk) ∈W
2,p(Ω)2, (38)
where ηD,τ > 0 is a positive constant depending on D and τ , and
N∑
k=1
τ
∫
Ω
(1 + uαk )u
2
k ≤ C(Ω, u0, v0,D, Nτ), (39)
where C(Ω, u0, v0,D, Nτ) is a positive constant depending only on Ω, D, Nτ and ‖(u0, v0)‖L1∩H−1m (Ω).
Proof of Corollary 3.3. It suffices to check assumptions H1–H3 for A and R defined by (35). Assumptions H1
and H2 are clearly satisfied with a = min(du, dv) > 0 and r = max(ru, rv) > 0. It remains to prove that the
map A is a homeomorphism from R2+ to itself. By a monotonicity argument, it is easy to see that the map A
is a continuous bijection from R2+ to itself. Since the map A is furthermore proper (thanks to the inequality
|A(u, v)| ≥ min(du, dv)|(u, v)| for all u, v ≥ 0), it is a homeomorphism.
3.2 Uniform estimates
Let µ > 0 and let U0 = (u0, v0) be a couple of positive functions in L
∞(Ω)2 such that u0, v0 ≥ µ > 0 a. e. on Ω.
Let Uk = (uk, vk) be a solution of (26)–(28) (in the sense of Definition 3.1). We now establish uniform (w. r. t.
N) estimates for Uk that will allow us to pass in the limit in the approximating scheme (in Section 4). Note that
some of these estimates (namely, (40), (41), (54)) can be seen as the "discretized" (in time) version of the a priori
estimates (19), (23), (25), while (39) can be seen as the "discretized" (in time) version of the a priori estimate
(21). To establish rigorously these uniform estimates, we will use all the time the smoothness of Uk = (uk, vk)
(for any fixed N) specified by estimates (36)–(38).
3.2.1 Maximum principle
Lemma 3.4. We have
max
k=1..N
sup
Ω
vk ≤ max{sup
Ω
v0,
(
rv
rc
)1/c
}. (40)
Proof of Lemma 3.4. Recall equation (27). By the maximum principle, for all 1 ≤ k ≤ N , we have supΩ vk ≤
max{supΩ vk−1,
(
rv
rc
)1/c
}, so that (40) follows by iteration on k = 1..N .
3.2.2 Entropy estimate for v
Lemma 3.5. Assume condition (5). For all p ∈ R∗+, we have
N∑
k=1
τ
∫
Ω
∣∣∣∇xvp/2k ∣∣∣2 ≤ C(p,Ω, Nτ, u0, v0,D), (41)
sup
0≤k≤N
∫
Ω
| log vk| + dv
N∑
k=1
τ
∫
Ω
|∇x log vk|
2
≤
∫
Ω
| log v0| + C(Ω, Nτ, u0, v0,D), (42)
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where the first constant only depends on p,Ω, Nτ, ‖u0‖L1∩H−1m (Ω), supΩ v0,D and the second constant only depends
on Ω, Nτ, ‖u0‖L1∩H−1m (Ω), supΩ v0,D.
Proof of Lemma 3.5. Define for all p ∈]0, 1[ and all z > 0
φp(z) = z −
zp
p
− 1 +
1
p
≥ 0, φ0(z) = z − log z > 0. (43)
We have (for all p ∈]0, 1[ and all z > 0)
φ′p(z) = 1− z
p−1, φ′0(z) = 1−
1
z
, φ′′p(z) = (1− p)z
p−2 > 0, φ′′0 (z) =
1
z2
> 0. (44)
For any p ∈ [0, 1[, by convexity of φp, for all y > 0, z > 0 we have φ
′
p(z)(z − y) ≥ φp(z) − φp(y). Multiplying
equation (27) by φ′p(vk) and integrating over Ω, we therefore get∫
Ω
[φp(vk)− φp(vk−1)]− τ
∫
Ω
φ′p(vk)∆x[(dv + dγv
γ
k )vk] ≤ τ
∫
Ω
φ′p(vk)vk (rv − rc v
c
k − rd u
d
k). (45)
Since (uk, vk) satisfy the homogeneous Neumann boundary conditions (28), we can rewrite the second term as
−τ
∫
Ω
φ′p(vk)∆x[(dv + dγv
γ
k )vk] = τ
∫
Ω
∇x[φ
′
p(vk)] · ∇x[(dv + dγv
γ
k )vk] (46)
= τ
∫
Ω
φ′′p(vk)dv|∇xvk|
2 + τ
∫
Ω
φ′′p(vk)dγ(γ + 1)v
γ
k |∇xvk|
2. (47)
The last term being nonnegative, we have
−τ
∫
Ω
φ′p(vk)∆x[(dv + dγv
γ
k )vk] ≥ τ
∫
Ω
φ′′p(vk)dv|∇xvk|
2, (48)
so that reinserting in (45) and summing for k = 1..N
∫
Ω
φp(vN ) +
N∑
k=1
τ
∫
Ω
φ′′p(vk)dv|∇xvk|
2 ≤
∫
Ω
φp(v0) +
N∑
k=1
τ
∫
Ω
φ′p(vk)vk (rv − rc v
c
k − rd u
d
k). (49)
Thanks to estimate (39) and the assumption d ≤ 2 + α (consequence of condition (5)), we can control udk in L
1,
so that, using furthermore the L∞ bound (40) and the continuity of v 7→ vφ′p(v) on R+, we get∫
Ω
φp(vN ) +
N∑
k=1
τ
∫
Ω
φ′′p(vk)dv|∇xvk|
2 ≤
∫
Ω
φp(v0) + C(p,Ω, Nτ, u0, v0,D). (50)
Using the definition of φ0 and φp for 0 < p < 1, we have∫
Ω
φ′′p(vk)dv|∇xvk|
2 =
∫
Ω
(1− p)vp−2k dv|∇xvk|
2 =
∫
Ω
(1 − p)dv
4
p2
|∇xv
p/2
k |
2, (51)∫
Ω
φ′′0 (vk)dv|∇xvk|
2 =
∫
Ω
v−2k dv|∇xvk|
2 =
∫
Ω
dv|∇x[log vk]|
2, (52)
so that (50) with 0 < p < 1 gives (41) for p < 1 and, using furthermore the elementary inequality (for all z > 0)
| log z| ≤ z − log z, (50) with p = 0 gives (42).
It remains to show (41) for p ≥ 1. Let p ≥ 1, and let us fix p˜ ∈]0, 1[. Combining (40) and (41) with p replaced
by p˜, we have
N∑
k=1
τ
∫
Ω
∣∣∣∇xvp/2k ∣∣∣2 = N∑
k=1
τ
p2
p˜2
∫
Ω
vp−p˜k
∣∣∣∇xvp˜/2k ∣∣∣2 ≤ C(p,Ω, Nτ, u0, v0,D). (53)
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3.2.3 Entropy estimate for u
Lemma 3.6. We have
sup
0≤k≤N
∫
Ω
uk +
N∑
k=1
τ
∫
Ω
∣∣∣∣ ∇xuk1 + uk
∣∣∣∣2 (1 + uαk ) ≤ C(Ω, Nτ, u0, v0,D), (54)
sup
0≤k≤N
∫
Ω
| log uk| + du
N∑
k=1
τ
∫
Ω
|∇x log uk|
2
≤
∫
Ω
| log u0| + C(Ω, Nτ, u0, v0,D), (55)
where the constant C(Ω, Nτ, u0, v0,D) only depends on Ω, Nτ, ‖u0‖L1∩H−1m (Ω), supΩ v0,D.
Proof of Lemma 3.6. Let φ(z) = 2z − log(µ+ z) for all z > 0, with µ = 0 or µ = 1. It is useful to compute
φ(z) = 2z − log(µ+ z), φ′(z) = 2−
1
µ+ z
, φ′′(z) =
1
(µ+ z)2
> 0. (56)
By convexity of φ, for all y ≥ 0, z ≥ 0 we have φ′(z)(z − y) ≥ φ(z) − φ(y). Multiplying equation (26) by φ′(uk)
and integrating over Ω, we therefore get∫
Ω
[φ(uk)− φ(uk−1)]− τ
∫
Ω
φ′(uk)∆x[(du + dαu
α
k + dβv
β
k )uk] ≤ τ
∫
Ω
φ′(uk)uk (ru − ra u
a
k − rb v
b
k). (57)
Thanks to the homogeneous Neumann boundary conditions (28), we can rewrite the second term as
−τ
∫
Ω
φ′(uk)∆x[(du + dαu
α
k + dβv
β
k )uk] = τ
∫
Ω
∇xφ
′(uk) · ∇x[(du + dαu
α
k + dβv
β
k )uk] (58)
= τ
∫
Ω
∇xφ
′(uk) · [(du + dα(1 + α)u
α
k + dβv
β
k )∇xuk] + τ
∫
Ω
∇xφ
′(uk) · [uk∇xdβv
β
k ] (59)
= τ
∫
Ω
φ′′(uk)(du + dα(1 + α)u
α
k + dβv
β
k )|∇xuk|
2 + τ
∫
Ω
φ′′(uk)uk∇xuk · ∇xdβv
β
k . (60)
Therefore ∫
Ω
[φ(uk)− φ(uk−1)] + τ
∫
Ω
φ′′(uk)(du + dα(1 + α)u
α
k + dβv
β
k )|∇xuk|
2 (61)
≤ −τ
∫
Ω
φ′′(uk)uk∇xuk · ∇xdβv
β
k + τ
∫
Ω
φ′(uk)uk (ru − ra u
a
k − rb v
b
k). (62)
The first term of the RHS can be rewritten
−τ
∫
Ω
φ′′(uk)uk∇xuk · ∇xdβv
β
k = −τ
∫
Ω
φ′′(uk)uk∇xuk · dβ 2 v
β/2
k ∇xv
β/2
k (63)
≤
τ
2
∫
Ω
φ′′(uk)
2u2k|∇xuk|
2dβ v
β
k + 2τ
∫
Ω
dβ |∇xv
β/2
k |
2 (64)
≤
τ
2
∫
Ω
φ′′(uk)|∇xuk|
2dβ v
β
k + 2τ
∫
Ω
dβ |∇xv
β/2
k |
2, (65)
where we used the elementary inequality 2ab ≤ a2+b2 (for all a, b ∈ R) and the bound φ′′(z) z2 = [z/(µ+z)]2 ≤ 1
(for all z > 0). Reinserting in (61), we get∫
Ω
[φ(uk)− φ(uk−1)] + τ
∫
Ω
φ′′(uk)(du + dα(1 + α)u
α
k +
dβ
2
vβk )|∇xuk|
2 (66)
≤ 2τ
∫
Ω
dβ |∇xv
β/2
k |
2 + τ
∫
Ω
φ′(uk)uk (ru − ra u
a
k − rb v
b
k). (67)
Now using that (for all z > 0) φ′(z)z(ru − ra z
a) = (2 − 1/(µ+ z))z(ru − ra z
a) ≤ C(ru, ra, a), we have∫
Ω
[φ(uk)− φ(uk−1)] + τ
∫
Ω
φ′′(uk)(du + dα(1 + α)u
α
k +
dβ
2
vβk )|∇xuk|
2 (68)
≤ 2τ
∫
Ω
dβ |∇xv
β/2
k |
2 + τ |Ω|C(ru, ra, a). (69)
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Summing for k = 1..N we get
∫
Ω
φ(uN ) +
N∑
k=1
τ
∫
Ω
φ′′(uk)(du + dα(1 + α)u
α
k +
dβ
2
vβk )|∇xuk|
2 (70)
≤
∫
Ω
φ(u0) + 2
N∑
k=1
τ
∫
Ω
dβ |∇xv
β/2
k |
2 +Nτ |Ω|C(ru, ra, a), (71)
and using furthermore estimate (41) with p = β and φ′′(z) ≥ 0 (for all z > 0),
∫
Ω
φ(uN ) +
N∑
k=1
τ
∫
Ω
φ′′(uk)(du + dα(1 + α)u
α
k )|∇xuk|
2 ≤
∫
Ω
φ(u0) + C(Ω, Nτ, u0, v0,D). (72)
We conclude (54) by taking µ = 1 and using the inequality 2z ≥ φ(z) = 2z − log(1 + z) ≥ z (for all z ≥ 0), and
we conclude (55) by taking µ = 0 and using the inequality φ(z) = 2z − log z ≥ | log z| (for all z > 0).
4 Proof of Existence
We are now ready to pass to the limit in the approximating scheme (26)–(28) in order to obtain a solution of
system (1)–(4), at least when the condition (18) is fulfilled.
Proof of i) under condition (18). Fix T > 0. Define the sequence (u0, v0) = (u
N
0 , v
N
0 ) := (min(uin, N)+1/N, vin+
1/N), so that (u0, v0) approximates (uin, vin) in (L
1(Ω) ∩ H−1m (Ω)) × L
∞(Ω) (when N −→ ∞), and for all N ,
(u0, v0) ∈ L
∞(Ω)2 and (u0, v0) ≥ 1/N > 0. For any N large enough (N > 2T max(ru, rv)), use Corollary 3.3 to
define the family of couple of functions (uk, vk)1≤k≤N solving (26)–(28) with initial value (u
N
0 , v
N
0 ).
Note that (39), (40), (41), (54), (55), (42) are therefore valid with u0 (resp. v0) replaced by uin (resp. vin) in
the constant C in the RHS. If log uin is in L
1(Ω), we furthermore have that log u0 approximates log uin in L
1(Ω),
so that (55) actually yields a uniform bound (w. r. t. N). For the same reason, if log vin is in L
1(Ω), then (42)
actually yields a uniform bound (w. r. t. N).
Definition 4.1. For h := (hk)0≤k≤N a given family of functions defined on Ω, we denote by h
N the step in time
function defined on R× Ω by
hN (t, x) := h0(x)1]−τ,0](t) +
N∑
k=1
hk(x)1](k−1)τ,kτ ](t) + hN(x)1]Nτ,+∞[(t).
Note that by definition, for all p ∈ [1,∞[, we have
‖hN‖Lp(]0,T [×Ω) =
(
N∑
k=1
τ
∫
Ω
|hk(x)|
pdx
)1/p
.
With this notation, for any family h := (hk)0≤k≤N of distributions on Ω, we have
∂th
N = h0(x) ⊗ δ−τ (t) +
N−1∑
k=0
{hk+1(x) − hk(x)} ⊗ δkτ (t) in D
′(R× Ω)/ (73)
In particular, we can rewrite equations (26)–(27) as
∂tu
N = u0(x) ⊗ δ−τ (t) +
N∑
k=1
τ
(
∆x[(du + dαu
α
k + dβv
β
k )uk] + (ru − rau
a
k − rbv
b
k)uk
)
⊗ δkτ (t), (74)
∂tv
N = v0(x) ⊗ δ−τ (t) +
N∑
k=1
τ
(
∆x[(dv + dγv
γ
k )vk] + (rv − rcv
c
k − rdu
d
k)vk
)
⊗ δkτ (t). (75)
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We want to pass to the limit when N = T/τ → ∞ in the two equations above. Estimates (39), (40), (41), (54)
and (55), (42) can be respectively rewritten as∫ T
0
∫
Ω
(uN )2 (1 + (uN )α) ≤ C(Ω, uin, vin,D, T ), (76)
sup
[0,T ]
sup
Ω
vN ≤ max{sup
Ω
vin,
(
rv
rc
)1/c
}, (77)
for all 0 < p <∞,
∫ T
0
∫
Ω
∣∣∣∇x(vN )p/2∣∣∣2 ≤ C(p,Ω, T, uin, vin,D), (78)
sup
[0,T ]
∫
Ω
uN +
∫ T
0
∫
Ω
∣∣∣∣ ∇xuN1 + uN
∣∣∣∣2 (1 + (uN )α) ≤ C(Ω, T, uin, vin,D), (79)
sup
[0,T ]
∫
Ω
| log uN | + du
∫ T
0
∫
Ω
∣∣∇x log uN ∣∣2 ≤ ∫
Ω
| log uN0 | + C(Ω, T, uin, vin,D), (80)
sup
[0,T ]
∫
Ω
| log vN | + dv
∫ T
0
∫
Ω
∣∣∇x log vN ∣∣2 ≤ ∫
Ω
| log vN0 | + C(Ω, T, uin, vin,D). (81)
Note that all bounds give rise to estimates which are uniform with respect to N (with the additional assumption
that log uin, resp. log vin, lies in L
1(Ω) for (80), resp. (81)). As a consequence of (76)–(79), we have uniformly
w.r.t. N
uN ∈ L2+α, vN ∈ L∞, ∇xu
N ∈ L1, ∇xv
N ∈ L2. (82)
The first bound is a direct consequence of (76), while the third bound is obtained by writing ∇xu
N = (1+ uN )×
(∇xu
N/(1 + uN )) ∈ L2+α × L2 thanks to estimates (76) and (79). The second and last bounds are a direct
consequence of (77) and (78) with p = 2. Using furthermore condition (18), (82) leads to
(ru − ra(u
N )a − rb(v
N )b)uN ∈ L1+µ, (rv − rc(v
N )c − rd(u
N )d)vN ∈ L1+µ, (83)
(du + dα(u
N )α + dβ(v
N )β)uN ∈ L1+1/(1+α), (dv + dγ(v
N )γ)vN ∈ L∞, (84)
where 1 + µ = (2 + α)/max(1 + a, d) > 1.
Rewriting system (26)–(27) as the following equalities (which hold in D ′(]0, T [×Ω))
1
τ
{uN − Sτu
N} = ∆x[(du + dα(u
N )α + dβ(v
N )β)uN ] + (ru − ra(u
N )a − rb(u
N )b)uN , (85)
1
τ
{vN − Sτv
N} = ∆x[(dv + dγ(v
N )γ)vN ] + (rv − rc(u
N )c − rd(u
N )d)vN , (86)
where Sτ : u(t, x) 7→ u(t− τ, x), we finally get
1
τ
{uN − Sτu
N} ∈ L1(]0, T [,W−2,1(Ω)),
1
τ
{vN − Sτv
N} ∈ L1(]0, T [,W−2,1(Ω)). (87)
The uniform (w.r.t. N) bounds (82), (87) are sufficient to apply a discrete version of Aubin-Lions lemma (see for
example [13]) to get the strong convergences (up to a subsequence) when N −→∞
uN −→ u ≥ 0 in L1, vN −→ v ≥ 0 in L1. (88)
Let us first check that these strong convergences allow us to pass to the limit in the uniform estimates (76)–(81)
to get estimates (9)–(15). We can directly pass to the limit in estimate (77), and we use Fatou’s lemma to pass
to the limit in estimate (76) and in the first terms in estimates (79), (80) and (81). To pass to the limit in (78),
we first notice that (vN )p/2 is uniformly bounded in L2+ thanks to estimate (77), so that it converges weakly in
L2. We conclude by using the weak lower semi-continuity of the L2(]0, T [,W1,2(Ω)) norm.
To compute the remaining limit in (79), it is convenient to notice that (1 + uα) ∼ (1 + u)α (in the sense
that there exist cα, Cα > 0 such that for u ≥ 0, we have cα(1 + u)
α ≤ (1 + uα) ≤ Cα(1 + u)
α), so that
(79) actually yields a uniform bound in L1 for |∇xu
N |2 (1 + uN )α−2 = 4/α2 |∇x(1 + u
N )α/2|2 if α > 0 (resp.
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for |∇xu
N |2 (1 + uN )α−2 = |∇x log(1 + u
N )|2 if α = 0). Since (1 + uN )α/2 (resp. log(1 + uN )) is uniformly
bounded in L2+ thanks to estimate (76), it converges weakly in L2. Using the weak lower semi-continuity of the
L2(]0, T [,W1,2(Ω)) norm, we get the desired bound.
To compute the remaining limit in (80), we first observe that, thanks to Poincaré-Wirtinger’s inequality,∫ T
0
∫
Ω
∣∣log uN ∣∣2 = ∫ T
0
∫
Ω
∣∣∣∣|Ω|−1
∫
Ω
log uN + log uN − |Ω|−1
∫
Ω
log uN
∣∣∣∣2
≤ 2
∫ T
0
∫
Ω
|Ω|−2
∣∣∣∣
∫
Ω
log uN
∣∣∣∣2 + 2
∫ T
0
∫
Ω
∣∣∣∣log uN − |Ω|−1
∫
Ω
log uN
∣∣∣∣2
≤ 2T |Ω|−1
(
sup
[0,T ]
∫
Ω
∣∣log uN ∣∣
)2
+ 2C(Ω)2
∫ T
0
∫
Ω
∣∣∇x log uN ∣∣2 ,
so that (80) yields a uniform bound for log uN in L2. Together with the strong convergence (88), this implies
that log uN converges towards log u weakly in L1, which allows us to pass to the limit in the second term of (80)
thanks to the weak lower semi-continuity of the L2 norm. The same arguments allow us to pass to the limit in
(81).
It remains to check that (u, v) is a solution of (1)–(4) in the sense of Definition 1.1. Clearly (u, v) lies in
Lmax(1+a,d) × L∞ thanks to estimates (9), (10) and condition (18). Furthermore, using estimates (9)–(13), it is
classical to validate the following computations (thanks to regularized approximations of (1+u)α/2 and vβ) when
α > 0
∇x[dα u
1+α] = dα
(
2 +
2
α
) ∈L2︷ ︸︸ ︷
∇x(1 + u)
α/2
∈L2︷ ︸︸ ︷
uα/(1 + u)α/2−1 ∈ L1,
∇x[(du + dβv
β)u] =
2
α
∈L∞︷ ︸︸ ︷
(du + dβv
β)
∈L2︷ ︸︸ ︷
(1 + u)1−α/2
∈L2︷ ︸︸ ︷
∇x(1 + u)
α/2 +dβ
∈L2︷ ︸︸ ︷
∇xv
β
∈L2︷︸︸︷
u ∈ L1,
and, (thanks to regularized approximations of log(1 + u) and vβ) when α = 0,
∇x[(du + dα + dβv
β)u] =
2
α
∈L∞︷ ︸︸ ︷
(du + dα + dβv
β)
∈L2︷ ︸︸ ︷
(1 + u)
∈L2︷ ︸︸ ︷
∇x log(1 + u) +dβ
∈L2︷ ︸︸ ︷
∇xv
β
∈L2︷︸︸︷
u ∈ L1.
Therefore, we also have that ∇x
[
(du + dαu
α + dβv
β)u
]
, ∇x [(dv + dγv
γ) v] lie in L1. Let ψ1, ψ2 be two test
functions in C2c ([0, T [×Ω). Let us first extend ψ1, ψ2 on R+×Ω by zero; then we extend ψ1, ψ2 on R×Ω in such
a way that ψ1, ψ2 lie in C
2
c (R× Ω). Testing equation (74) with ψ1 gives
−
∫ ∞
−∞
∫
Ω
(∂tψ1)u
N −
∫
Ω
ψ1(−τ, ·)u0 (89)
=
N∑
k=1
τ
∫
Ω
∆xψ1(kτ)
[
(du + dαu
α
k + dβv
β
k )uk
]
+
N∑
k=1
τ
∫
Ω
ψ1(kτ)uk (ru − ra u
a
k − rb v
b
k), (90)
where all terms are well defined (all integrands are integrable on their respective domains of integration). We
rewrite this equation as
−
∫ ∞
−∞
∫
Ω
(∂tψ1)u
N −
∫
Ω
ψ1(−τ, ·)u0 (91)
=
∫ ∞
−∞
∫
Ω
∆xψ˜
N
1
[
(du + dα(u
N )α + dβ(v
N )β)uN
]
+
∫ ∞
−∞
∫
Ω
ψ˜N1 u
N (ru − ra (u
N )a − rb (v
N )b), (92)
where
ψ˜N1 (t, x) :=
N∑
k=1
ψ1(kτ, x)1](k−1)τ,kτ ](t) −→ ψ1(t, x)1]0,T ](t) in L
∞(R× Ω). (93)
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Note that we also have
∆xψ˜
N
1 (t, x) =
N∑
k=1
∆xψ1(kτ, x)1](k−1)τ,kτ ](t) −→ ∆xψ1(t, x)1]0,T ](t) in L
∞(R× Ω). (94)
Therefore, thanks to the uniform integrability (given by (78)–(79)) and the strong convergences (88), we have the
convergences when N −→∞
−
∫ ∞
−∞
∫
Ω
(∂tψ1)u
N −→ −
∫ T
0
∫
Ω
(∂tψ1)u, (95)∫ ∞
−∞
∫
Ω
ψ˜N1 u
N (ru − ra (u
N )a − rb (v
N)b) −→
∫ T
0
∫
Ω
ψ1 u (ru − ra u
a − rb v
b), (96)∫ ∞
−∞
∫
Ω
∆xψ˜
N
1
[
(du + dα(u
N )α + dβ(v
N )β)uN
]
−→
∫ T
0
∫
Ω
∆xψ1
[
(du + dαu
α + dβv
β)u
]
, (97)
where the last term can be rewritten (since ∇x
[
(du + dαu
α + dβv
β)u
]
lies in L1)
∫ T
0
∫
Ω
∆xψ1
[
(du + dαu
α + dβv
β)u
]
= −
∫ T
0
∫
Ω
∇xψ1 · ∇x
[
(du + dαu
α + dβv
β)u
]
. (98)
It remains to treat the term coming from the initial data in (91). By the dominated convergence theorem and
the definition of u0,
−
∫
Ω
ψ1(−τ, ·)u0 −→ −
∫
Ω
ψ1(0, ·)uin. (99)
Replacing these four convergences in (91), we get that (8) is satisfied. A straightforward density argument allows
us to replace ψ1 in (8) by any test function in C
1
c ([0, T [×Ω). Performing very similar computations for equation
(75) with the test function ψ2, we can finally show that (u, v) is a local (in time) weak solution solution of (1)–(4)
on [0, T ].
Performing iteratively this proof on [0, 2T ], [0, 3T ], ..., we can define (u, v) on R+×Ω in such a way that (u, v)
is a (global) weak solution of (1)–(4) and it satisfies estimates (9)–(13) for any T > 0.
5 Special cases
This section is devoted to the end of the proof of Theorem 1.2, that is, the proof of i) when condition (18) is not
fulfilled and the proof of ii) and iii).
Recall condition (5). "Condition (18) is not fulfilled" exactly means that
α = 0 and {(a = 1, d ≤ 2) or (a < 1, d = 2)}. (100)
In the subsection below, we will prove together i) and ii) under the wider condition
α = 0 and (a ≤ 1, d ≤ 2), (101)
which is the condition required in ii) in our Theorem. Note that we therefore freely have a second proof of i) in
the case α = 0 and a < 1, d < 2.
The last subsection is devoted to the proof of iii).
5.1 The case α = 0
The following Lemma is crucial to establish estimate (16). It is adapted from a similar result in [12] (one main
difference being that the version stated below tackles weaker forms of solutions), which is itself adapted from an
original result in [5].
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Lemma 5.1. We consider T > 0, Ω a bounded regular open set of Rm (m ∈ N∗), q > 1, a function R in
Lq(]0, T [×Ω), and a function M in L∞(]0, T [×Ω) satisfying
R(t, x) ≤ K and 0 < m0 ≤M(t, x) ≤ m1 for t ∈]0, T [ and x ∈ Ω, (102)
for some constants K > 0, m0,m1 > 0. Then, one can find ν ∈]0, 1[ depending only on Ω and the constants m0,
m1, such that for any initial datum uin in L
2(Ω), any nonnegative very weak solution u ∈ L2−ν(]0, T [×Ω) of
the system 

∂tu−∆x(Mu) = R ≤ K in ]0, T [×Ω,
u(0, x) = uin(x) in Ω,
∇x(Mu)(t, x) · n(x) = 0 on ]0, T [×∂Ω,
(103)
(in the sense that for all test functions ψ ∈ C2c ([0, T [×Ω) satisfying ∇xψ · n = 0 on [0, T ]× ∂Ω, the equality∫ T
0
∫
Ω
u∂tψ +
∫
Ω
uinψ(0, ·) +
∫ T
0
∫
Ω
Mu∆xψ +
∫ T
0
∫
Ω
ψR = 0 (104)
is verified), satisfies
‖u‖L2+ν(]0,T [×Ω) ≤ CT
(
‖uin‖L2(Ω) +K
)
, (105)
where the constant CT > 0 depends only on Ω, T and the constants m0, m1.
Proof of Lemma 5.1. The proof relies on the study of the dual problem. More precisely since here we consider
very weak types of solutions for (103), the analysis can be done rigorously only through (the dual problem of)
a "regularized" version of (103) (that is, a family of systems with smooth data and from which we can recover
asymptotically the original system (103) in some sense). The first step of the proof is to define a "regularized"
version of (103) and study its dual problem (111). The second step is to ensure that any solution u (of the
original problem) considered is the very limit (in some sense specified later) of the solutions of the "regularized"
problem (note that this is a result of uniqueness for the original problem). Finally, the third step is to establish
an estimate of the type (105) for the solution of the "regularized" system, so that (105) follows after passage to
the limit.
First step: regularization and dual problem. Let (ρε)0<ε<1 be a family of mollifiers on R
m+1 such that
for all 0 < ε < 1,
ρε ≥ 0, ρε ∈ C∞c (R
m+1), supp ρε ⊂ Bm+1(0, ε),
∫
R
∫
Rm
ρε = 1. (106)
We extend M by (m0 +m1)/2 on a layer of width 1 around ]0, T [×Ω, then extend it by 0 on R
m+1, that is,
M(t, x) = (m0 +m1)/2 if 0 < dist((t, x), ]0, T [×Ω) < 1, M(t, x) = 0 if 1 < dist((t, x), ]0, T [×Ω), (107)
and we define the family M ε := [ρε ∗M ]|[0,T ]×Ω (convolution in R
m+1 then restriction on [0, T ]× Ω). Therefore
for all ε ∈]0, 1[, M ε ∈ C∞([0, T ]× Ω), m0 ≤M
ε ≤ m1, (108)
for all p ∈ [1,∞[, M ε −→M in Lp(]0, T [×Ω) when ε −→ 0. (109)
We also define a family (uεin)ε of smooth functions on Ω, which are identically zero on a (ε-dependent) neighbor-
hood of ∂Ω, and which approximates uin in L
2(Ω).
We are now ready to consider the following problem (which can be seen as a "regularized" version of (103))

∂tu
ε −∆x(M
εuε) = R in ]0, T [×Ω,
uε(0, x) = uεin(x) in Ω,
∇x(M
εuε)(t, x) · n(x) = 0 on ]0, T [×∂Ω,
(110)
Note that since M ε is C∞, we can always write ∆x[M
εuε] = ∆xM
ε uε + 2∇xM
ε · ∇xu
ε +M ε∆xu
ε in the sense
of distributions (for uε a distribution). By classical results of the Theory of Linear Parabolic Equations (see for
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example Theorem 9.1, together with the final sentence in paragraph 9, in Chapter IV in [16]), there exists a
unique uε satisfying ∂tu
ε, ∇2xu
ε ∈ Lq(]0, T [×Ω) which solves the problem (110) in the strong sense.
We now introduce the dual problem 

∂tv
ε +M ε∆xv
ε = f in [0, T ]× Ω,
vε(T, x) = 0 in Ω,
∇xv
ε(t, x) · n(x) = 0 on [0, T ]× ∂Ω,
(111)
where f is any smooth function on [0, T ]× Ω. Since M ε and f are smooth, this problem has a unique classical
solution vε ∈ C∞([0, T ] × Ω) (see for example Theorem 5.3, Chapter IV in [16]). We claim that there exists
ν1 ∈]0, 1[ depending only on Ω, m0, m1 such that for all r ∈ [2− ν1, 2 + ν1] and all ε ∈]0, 1[,
‖∆xv
ε‖Lr(]0,T [×Ω) ≤ C(Ω,m0,m1, p)‖f‖Lr(]0,T [×Ω) and ‖v
ε(0, ·)‖L2(Ω) ≤ C(Ω,m0,m1, p, T )‖f‖Lr(]0,T [×Ω).
(112)
Lemma 2.2 (together with Remark 2.3) in [5] states that for any r ∈]1, 2[, if (with the notations of [5])
Cm0+m1
2 ,r
m1 −m0
2
< 1, (113)
then (112) is true. The proof of Lemma 2.2 (and Remark 2.3) never uses the fact r < 2, so we can use that
(113) =⇒ (112) for any r > 1. It therefore suffices to check (113) for |r − 2| small. This is done in the case
r < 2 in the proof of Lemma 3.2 in [5]. For r > 2, following the ideas of the proof of Lemma 3.2, an appropriate
interpolation leads to the bound for all m > 0, 4 > r > 2
Cm,r ≤ m
−θC1−θm,4 , where
θ
2
+
1− θ
4
=
1
r
, (114)
that is, for all m > 0, 4 > r > 2,
Cm,p ≤ m
1−4/rC
2−4/r
m,4 . (115)
Therefore for all 2 < r < 4,
Cm0+m1
2 ,r
m1 −m0
2
≤
(
m0 +m1
2
)1−4/r
C
2−4/r
m0+m1
2 ,4
m1 −m0
2
. (116)
The RHS is a numerical function depending only on Ω, m0, m1 and r, and it tends to
m1−m0
m0+m1
< 1 when r > 2
tends to 2. Therefore there exists a small ν1 > 0 depending only on Ω, m0, m1 such that the RHS is < 1 for all
2 < r ≤ 2 + ν1. This implies (113) for all 2 < r ≤ 2 + ν1.
Second step: uniqueness. Let p ∈ [2, 2 + ν1[ and let u be a very weak solution of (103) such that u ∈ L
p′
(where 1/p + 1/p′ = 1). We claim that u is the (unique) strong limit in L(2+ν1)
′
of the family (uε)ε defined in
(110).
Since vε is a smooth function satisfying the homogeneous Neumann boundary condition, we can use it as a
test function in (104) and against (110). Subtracting the two equalities thus obtained, we get∫ T
0
∫
Ω
(uε − u)∂tv
ε +
∫
Ω
(uεin − uin)v
ε(0, ·) +
∫ T
0
∫
Ω
(M εuε −Mu)∆xv
ε = 0. (117)
Using the smoothness of vε, f and using uε, u ∈ L1, we can perform rigorously the following computations: we
use the definition of vε in (111)∫ T
0
∫
Ω
(uε − u)∂tv
ε = −
∫ T
0
∫
Ω
M ε(uε − u)∆xv
ε +
∫ T
0
∫
Ω
(uε − u)f,
and replace in (117) to get∫ T
0
∫
Ω
(uε − u)f +
∫
Ω
(uεin − uin)v
ε(0, ·) +
∫ T
0
∫
Ω
(M ε −M)u∆xv
ε = 0.
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Using (112) with r = 2 + ν1 and Hölder’s inequality, it yields∣∣∣∣∣
∫ T
0
∫
Ω
(uε − u)f
∣∣∣∣∣ ≤
∣∣∣∣
∫
Ω
(uεin − uin)v
ε(0, ·)
∣∣∣∣ +
∣∣∣∣∣
∫ T
0
∫
Ω
(M ε −M)u∆xv
ε
∣∣∣∣∣
≤ C(Ω,m0,m1, T )
(
‖uεin − uin‖L2(Ω) + ‖(M
ε −M)u‖
L(2+ν1)
′
(]0,T [×Ω)
)
‖f‖L2+ν1(]0,T [×Ω).
By duality, we obtain
‖uε − u‖
L(2+ν1)
′
(]0,T [×Ω) ≤ C(Ω,m0,m1, T )
(
‖uεin − uin‖L2(Ω) + ‖(M
ε −M)u‖
L(2+ν1)
′
(]0,T [×Ω)
)
.
Using again Hölder’s inequality, we end up with
‖uε − u‖
L(2+ν1)
′
(]0,T [×Ω) ≤ C(Ω,m0,m1, T )
(
‖uεin − uin‖L2(Ω) + ‖M
ε −M‖Ls(]0,T [×Ω)‖u‖Lp′ (]0,T [×Ω)
)
,
where 1/(2 + ν1) + 1/s = 1/p. Letting ε tend to zero, we get that ‖u
ε − u‖
L(2+ν1)
′
(]0,T [×Ω) → 0.
Third step: uniform bound for the regularized problem. Let us choose f ≤ 0 in (111). By the maximum
principle, we have vε ≥ 0. Since vε is a smooth function, we can use it as a test function against (110). We get∫ T
0
∫
Ω
uε∂tv
ε +
∫
Ω
uεinv
ε(0, ·) +
∫ T
0
∫
Ω
M εuε∆xv
ε +
∫ T
0
∫
Ω
Rvε = 0. (118)
As before, using the smoothness of vε, f and using uε ∈ L1, we can rigorously compute∫ T
0
∫
Ω
uε∂tv
ε = −
∫ T
0
∫
Ω
M εuε∆xv
ε +
∫ T
0
∫
Ω
uεf, (119)
and replace in (118) to get
−
∫ T
0
∫
Ω
uεf =
∫
Ω
uεinv
ε(0, ·) +
∫ T
0
∫
Ω
Rvε ≤
∫
Ω
uεinv
ε(0, ·) +K
∫ T
0
∫
Ω
vε, (120)
where we have used the bound R ≤ K and the nonnegativity of vε. The last term can be rewritten
K
∫ T
0
∫
Ω
vε = K
∫ T
0
∫ t
0
∫
Ω
∂tv
ε = K
∫ T
0
∫ t
0
∫
Ω
[−M ε∆xv
ε + f ]. (121)
Replacing in (120) and using (112) with r = 2− ν1 and Hölder’s inequality, it gives∫ T
0
∫
Ω
uε(−f) ≤ C(Ω,m0,m1, T )
(
‖uεin‖L2(Ω) +K
)
‖f‖L2−ν1(]0,T [×Ω). (122)
Using the strong convergence of uε in L1 and the smoothness of f to pass to the limit in the LHS, we get∫ T
0
∫
Ω
u(−f) ≤ C(Ω,m0,m1, T )
(
‖uin‖L2(Ω) +K
)
‖f‖L2−ν1(]0,T [×Ω). (123)
Since u ≥ 0 by assumption, this yields by duality
‖u‖
L(2−ν1)
′
(]0,T [×Ω) ≤ C(Ω,m0,m1, T )
(
‖uin‖L2(Ω) +K
)
. (124)
This concludes the proof for some 0 < ν < min{(2− ν1)
′ − 2, 2− (2 + ν1)
′}.
We are now ready to perform the
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End of proof of i) and proof of ii). Let α = 0 and a, d satisfy condition (101). Let (aε)ε ⊂ [a/2, a] and (dε)ε ⊂
[d/2, d] be two (strictly) increasing families of real numbers such that aε → a and dε → d when ε → 0. This
implies that for all ε > 0, aε < 1 = 1 + α and dε < 2 = 2 + α, so that condition (18) is satisfied with (a, d)
replaced by (aε, dε). Therefore, we can apply the results of Section 4 with this choice of parameters. For all
ε > 0, there exists a weak solution (uε ≥ 0, vε ≥ 0) of (1)–(4) with (a, d) replaced by (aε, dε). Furthermore, for
any fixed T > 0, this solution satisfies estimates (9)–(13) (and (14), resp. (15) when log uin, resp. log vin, is in
L1(Ω)) with (u, v) replaced by (uε, vε). Since the constant C(...,D) is chosen to be continuous in D on the set
{D : a ≤ 1 + α, d ≤ 2 + α}, the estimates actually give uniform bounds w.r.t. ε. As a consequence, we have the
following uniform (w.r.t. ε) bounds (for all p > 0)
uε ∈ L
2, vε ∈ L
∞, ∇x log(1 + uε) ∈ L
2, ∇xv
p
ε ∈ L
2. (125)
Let us check that we can apply Lemma 5.1 to uε. We define Rε := (ru−rau
aε
ε −rbv
b
ε)uε andMε := du+dα+dβv
β
ε .
For all ε > 0, Rε ∈ L
qε where qε := 2/(1 + aε) > 1, and
Rε ≤ sup
u≥0
(ru − rau
aε)u = ru
aε
aε + 1
(
ru
ra(aε + 1)
)1/aε
≤ ru
(
ru
ra
)1/aε
≤ K,
where K := ru
(
ru
ra
)2/a
if ru > ra, K := ru
(
ru
ra
)1/a
if ru < ra. Thanks to the bound (9) for vε, we also have for
all ε > 0, Mε ∈ L
∞ and
0 < m0 := du + dα ≤Mε ≤ du + dα + dβ max
{
sup
Ω
vβin,
(
rv
rc
)β/c}
=: m1 <∞.
We can therefore apply Lemma 5.1, which yields the bound for all ε > 0
‖uε‖L2+ν ≤ C(T,Ω,m0,m1)
(
‖uin‖L2(Ω) +K
)
, (126)
where ν = ν(Ω,m0,m1) > 0. Note that the constants K, m0 and m1 being independent of ε, this bound is also
independent of ε.
From (125), (126), we have the uniform (w. r. t. ε) bounds
∇xuε ∈ L
1+ν/(4+ν), ∇xv
ε ∈ L2, (127)
(ru − rau
aε
ε − rbv
b
ε)uε ∈ L
1+ν/2, (rv − rcv
c
ε − rdu
dε
ε )vε ∈ L
1+ν/2, (128)
(du + dα + dβv
β
ε )uε ∈ L
2+ν , (dv + dγv
γ
ε )vε ∈ L
∞, (129)
where we used the computation ∇xuε = (1+uε)∇x log(1+uε) ∈ L
2+ν ×L2 for (127) and the assumptions on the
parameters aε < a ≤ 1 and dε < d ≤ 2 for (128). Using the equations of (uε, vε), estimates (128)–(129) yield a
uniform (w. r. t. ε) bound for ∂tuε, ∂tvε in L
1+ν/2(]0, T [,W−2,1+ν/2(Ω)). Combined with the gradient estimates
(127), this allows us to apply Aubin-Lions Lemma, so that, up to a subsequence, when ε −→ 0,
uε −→ u ≥ 0 in L
1, vε −→ v ≥ 0 in L
1. (130)
We obtain estimates (9)–(15) for (u, v) with the same arguments as in the passage to the limit in estimates (76)–
(81) in Section 4, and we obtain (16) thanks to (126) and Fatou’s lemma. As in Section 4, estimates (9)–(13)
enable us to check that (u, v) ∈ Lmax(1+a,d)×L∞ with ∇x[(du + dα + dβv
β)u] and ∇x[(dv + dγv
γ)v] in L1. Using
furthermore estimates (128) and (129), it is classical to check that (u, v) is a global weak solution of (1)–(4).
5.2 The case γ = 0
Proof of iii). When γ = 0, the system satisfied (in the weak sense) by v can be rewritten as
∂tv − d
′
v∆xv = f in R+ × Ω, (131)
∇xv · n = 0 on R+ × ∂Ω, (132)
v(0, ·) = vin in Ω, (133)
where d′v = dv + dγ > 0, f = v (rv − rc v
c − rd u
d) ∈ Lqloc(R+ × Ω) (thanks to the estimates (9), (10) and (16))
and vin ∈W
2,q(Ω) (by assumption). Using the properties of the heat kernel, we get the Lqloc(R+ ×Ω) bounds for
∂tv and ∇
2
xv stated in (17). The bound for ∇xv is obtained by interpolating (9) and the bound for ∇
2
xv.
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