The Greedy Matching Algorithm in Random Regular Graphs and Hypergraphs by Bal, Deepak & Bennett, Patrick
ar
X
iv
:1
60
3.
09
23
2v
1 
 [m
ath
.C
O]
  3
0 M
ar 
20
16
The Greedy Matching Algorithm in Random Regular Graphs and
Hypergraphs
Deepak Bal∗ Patrick Bennett†
Abstract
In this note, we analyze the performance of the greedy matching algorithm in sparse random
graphs and hypergraphs with fixed degree sequence. We use the differential equations method
and apply a general theorem of Wormald. The main contribution of the paper is an exact
solution of the system of differential equations. In the case of k-uniform, ∆-regular hypergraphs
this solution shows that the greedy algorithm leaves behind(
1
(k − 1)(∆− 1)
) ∆
(k−1)(∆−1)−1
+ o(1)
fraction of the vertices.
1 Introduction
A matching in a hypergraph is a collection of vertex disjoint edges. All hypergraphs considered in
this note are k-uniform with some k ≥ 2. The algorithmic theory of matchings in ordinary graphs
(k = 2) is very well studied. In particular, Edmond’s Blossom Algorithm provides a polynomial
time algorithm to find the largest size matching in a general graph (see e.g. [10]). However, the
problem of finding the largest matching in a k-uniform hypergraph is NP-complete for k ≥ 3.
One of the most basic algorithms for finding a maximal (not necessarily maximum) matching in
a hypergraph is the random greedy algorithm. In each step of the algorithm, a uniformly random
edge is selected to be added to the matching and all edges which intersect this edge are deleted
from the host graph.
The performance of this algorithm was analyzed on arbitrary (ordinary) graphs by Dyer and
Frieze [6], on dense random graphs by Tinhofer [13], and on sparse random graphs by Dyer, Frieze
and Pittel [7]. The analysis in [7] was extended to sparse random hypergraphs in the Ph.D. thesis
of Chebolu [4].
The random (hyper)graphs considered in [7] and [4] are drawn uniformly among all graphs with
n vertices and a m = cn many edges. In this paper, we also consider sparse random graphs, but
those with a fixed degree sequence.
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Input : Hypergraph H = (V,E)
Output: Matching M
M = ∅;
while E 6= ∅ do
Select e ∈ E uniformly at random;
M ←M ∪ {e};
E ← E \ {e′ ∈ E : e′ ∩ e 6= ∅};
end
return M ;
Algorithm 1: random greedy
Suppose z = (ζ1, ζ2. . . . , ζ∆) ∈ R
∆
+ is a fixed vector with ζ∆ > 0 and
∑∆
i=1 ζi = 1 (R+ represents
the non-negative real numbers). Let H(n, k, z) represent the probability space with uniform distri-
bution over all k-uniform hypergraphs on n vertices with ζin many vertices of degree i (we assume
the degree sum over vertices is divisible by k and omit floors and ceilings). In the special case when
ζ∆ = 1, H(n, k, z) represents the random k-uniform, ∆-regular hypergraph and we denote this by
H(n, k,∆). Our main result is the following.
Theorem 1.1. Suppose k,∆ ≥ 2, and define the functions
P (x) :=
∆∑
i=1
ζix
i, Q(x) :=
∫ 1
x
(k − 1)wP ′′(w)
P ′(w)k
dw,
and let 0 < αend < 1 be the unique root of the equation
α = Q(α)P ′(α)k−1.
Algorithm random greedy run on H ∼ H(n, k, z) produces a matching which covers all but
[P (αend) + o(1)]n
many vertices whp 1.
Note that since P (x) is just a polynomial, the antiderivative in the definition of Q(x) can (at
least in principle) be calculated using partial fractions. Unfortunately, in general this antiderivative
will be messy and involve logarithms and arctangents, in which case one would probably resort to
numerical methods to approximate the root of the equation α = Q(α)P ′(α)k−1. However, the
solution can be written explicitly in the case corresponding to regular hypergraphs:
Corollary 1.2. Suppose that k ≥ 2 and ∆ ≥ 2 are integers such that k + ∆ ≥ 5. Algorithm
random greedy run on H ∼ H(n, k,∆) produces a matching which covers all but[(
1
(k − 1)(∆ − 1)
) ∆
(k−1)(∆−1)−1
+ o(1)
]
n
many vertices whp.
1We say a sequence of events An happens with high probability (whp), if limn→∞ P [An] = 1
2
In [5], Cooper, Frieze, Molloy and Reed used the small subgraph conditioning method of Robin-
son and Wormald [11, 12] to prove that
lim
n→∞
P [H(n, k,∆) has a perfect matcing] =
{
1 if k < σ∆
0 if k > σ∆
where σ∆ :=
log∆
(∆−1) log( ∆∆−1)
+ 1. Thus for any k, f(k) = min {∆ : k < σ∆} gives the threshold of ∆
such that H(n, k,∆) has a perfect matching and for large k, f(k) ∼ ek−1. Thus it is interesting to
note that near this threshold, the greedy algorithm finds a matching which, asymptotically in k,
covers only (1− e−1 + o(1)) fraction of the vertices even though there is a perfect matching whp.
The proof of Theorem 1.1 is an application of the so called differential equations method. In
fact we will directly apply a general theorem of Wormald [14] to show concentration of the numbers
of vertices of degree i around their expected trajectories. In Section 2 we will set up the system of
∆ equations for general fixed degree sequence hypergraphs. In Section 3 we will show how to solve
the system and prove Corollary 1.2 using Theorem 1.1. In the last section, we will complete the
proof of Theorem 1.1 by applying Wormald’s general result.
2 Setting up the analysis
Our set up is based heavily on that which appears in [1] where the Karp-Sipser algorithm is analyzed
on random graphs with fixed degree sequence. We use the natural extension to hypergraphs of the
standard configuration model (see e.g. [15, 9, 2]) to generate H(n, k, z). Each vertex is associated
with a set of configuration points corresponding to the degree of the vertex. So initially, we will
have ζin many vertices with i configuration points and thus n
∑∆
i=1 iζi many configuration points
total. A configuration is a uniform random perfect matching on the collection of configuration
points. To obtain a (multi)hypergraph on the original vertex set, we contract all the configuration
points corresponding to a vertex into one vertex. The resulting (multi)hypergraph is denoted
H∗(n, k, z) A straightforward generalization of the arguments in, say [15], show that this process
produces a simple hypergraph with probability bounded away from 0 and conditioning on simplicity,
the hypergraph produced is distributed as H(n, k, z). So any result which holds whp in H∗(n, k, z)
must hold whp in H(n, k, z).
We will only reveal information about the edges in the configuration as the algorithm needs it.
The algorithm can be viewed as a sequence of two types of moves on the configuration model. When
selecting an edge to add to the matching, the algorithm chooses the k configuration points uniformly
at random which make up the edge. Each such random choice is called a selection move. If a
selection move is a configuration point of a vertex, v, of degree ℓ, then the algorithm will delete
ℓ−1 other edges. Deleting such an edge will require the random choice of k−1 configuration points
(only k − 1 choices, not k, since one of them will correspond to the vertex v). Each such choice of
configuration point will be called a deletion move. When we say that “a selection (or deletion)
move is a vertex of degree i,” we mean that it is a configuration point corresponding to a vertex of
degree i. We will parameterize the algorithm by the number edges in our matching so far (which
of course is k times the number of selection moves). Thus we refer to a step as k selection moves
followed by the resulting deletion moves.
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The vector Y(j) ∈ Z∆+ represents the remaining configuration model after j steps. So there are
Yi(j) many vertices of degree i for i = 1, . . . ,∆. The vector z(t) with t = j/n is our continuous
approximation to Y (j). In other words, we will see later that Yi(j) ≈ nzi(t). Let
M(j) =
1
k
∆∑
i=1
iYi(j)
So that kM(j) represents the total number of configuration points remaining after j steps. For
i = 1, . . . ,∆, we have
E [Yi(j + 1)− Yi(j)|Y(j)] = −k ·
iYi
kM
(2.1)
+ k
∆∑
ℓ=2
ℓYℓ
kM
(ℓ− 1)(k − 1)
(
−
iYi
kM
+
(i+ 1)Yi+1
kM
)
+O
(
1
M
)
.
The first term accounts for the event that the selection move is a vertex of degree i. The next
term accounts for the resulting deletion moves. The probability that a selection move is a vertex of
degree ℓ is ℓYℓ(j)+O(1)
kM(j)+O(1) =
ℓYℓ
kM
+O
(
1
M
)
(the error terms are due to the fact that during a single step
we may lose a few configuration points, bounded by some constant). If the selection is a vertex of
degree ℓ, the algorithm makes (k − 1)(ℓ − 1) deletion moves. If the deletion move is a vertex of
degree i (this happens with probability iYi+O(1)
kM+O(1) =
iYi
kM
+ O
(
1
M
)
), then we lose a vertex of degree
i, but if the deletion move is a vertex of degree i+ 1, then we gain one.
3 Analyzing the system of differential equations
For general fixed degree sequences, we are able to reduce the ∆-by-∆ system on z1, . . . , z∆ to a
two-by-two system. However in the general case we cannot explicitly solve that two-by-two system.
In the regular case though, we arrive at an explicit solution.
3.1 Solving the system
First we define
m :=
1
k
∆∑
ℓ=1
ℓzℓ
pℓ :=
ℓzℓ
km
, ℓ = 1, . . . ,∆
s := (k − 1)
∆∑
ℓ=2
(ℓ− 1)pℓ (3.1)
and
z∆+1 := 0, p∆+1 := 0.
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Now if we refer back to (2.1), we see that the system of differential equations modeling our trajec-
tories2 is
z′i = −k · pi + k · s · (−pi + pi+1)
= −k(1 + s)pi + kspi+1, i = 1, . . . ,∆ (3.2)
with initial conditions
zi(0) = ζi, i = 1, . . . ,∆. (3.3)
Note that this is really a system on only the variables zi, since s, pi, and m are functions of the
zi. Substituting the formula for pi, we get
z′i +
(1 + s)izi
m
=
(i+ 1)szi+1
m
(3.4)
In order to follow our solution to this system, it helps to view the above equation as a first order
linear differential equation on zi (ignoring for the moment the fact that s and m also depend on
zi). If we define
A(t) := exp
{
−
∫ t
0
1 + s(τ)
m(τ)
dτ
}
(3.5)
then the integrating factor for the equation (3.4) is A−i. Multiplying both sides by this integrating
factor we arrive at
A(t)−iz′i +A(t)
−i (1 + s)izi
m
=
[
A(t)−i · zi
]′
=
A(t)−i(i+ 1)szi+1
m
.
Integrating both sides, we get
A(t)−i · zi(t)− ζi =
∫ t
0
A(τ)−i(i+ 1)s(τ)zi+1(τ)
m(τ)
dτ.
So we get the recursion
zi(t) = A(t)
i
[
ζi +
∫ t
0
A(τ)−i(i+ 1)s(τ)zi+1(τ)
m(τ)
dτ
]
which for i = ∆ immediately gives
z∆ = A(t)
∆ · ζ∆. (3.6)
Now if we define
B(t) :=
∫ t
0
s(τ)A(τ)
m(τ)
dτ (3.7)
then we can write the zi in terms of A and B.
2Readers unfamiliar with the differential equations method should refer to the surveys [8] and [14] or more
specifically Theorem 4.1 in Section 4 of this paper.
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Claim 3.1. We have that
zi(t) = A(t)
i
∆∑
ℓ=i
ζℓ
(
ℓ
i
)
B(t)ℓ−i i = 1, . . .∆. (3.8)
Proof. We have already shown that the above formula holds for i = ∆ in (3.6). Now we prove the
rest by reverse induction. Assuming (3.8) holds for zi+1, we get
zi = A
i
(
ζi +
∫ t
0
(i+ 1)zi+1s
mAi
dτ
)
= Ai
(
ζi +
∫ t
0
(i+ 1)Ai+1
∑∆
ℓ=i+1 ζℓ
(
ℓ
i+1
)
Bℓ−i−1s
mAi
dτ
)
= Ai
(
ζi +
∆∑
ℓ=i+1
ζℓ(i+ 1)
(
ℓ
i+ 1
)∫ t
0
Bℓ−i−1sA
m
dτ
)
. (3.9)
Now, since B′(t) = sA
m
and B(0) = 0 (by (3.7)), we see that
∫ t
0
Bℓ−i−1sA
m
dτ =
∫ t
0
Bℓ−i−1B′dτ =
Bℓ−i
ℓ− i
.
Thus continuing with (3.9) and using the fact that i+1
ℓ−1
(
ℓ
i+1
)
=
(
ℓ
i
)
, we have that
zi = A
i
(
ζi +
∆∑
ℓ=i+1
ζℓ(i+ 1)
(
ℓ
i+ 1
)
Bℓ−i
ℓ− i
)
= Ai
(
ζi +
∆∑
ℓ=i+1
ζℓ
(
ℓ
i
)
Bℓ−i
)
= A(t)i
∆∑
ℓ=i
ζℓ
(
ℓ
i
)
B(t)ℓ−i.
which completes the proof of (3.8).
Now that we have written the zi in terms of A and B, we will reduce the original system (3.4)
to a two-by-two system. To do this, we first rewrite m and s.
Claim 3.2. We have that
m =
1
k
AP ′(C) (3.10)
s =
(k − 1)AP ′′(C)
P ′(C)
(3.11)
where
C = C(t) := A(t) +B(t)
and
P (x) :=
∆∑
i=1
ζix
i.
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Proof. To prove the formula for m, we see
km =
∆∑
ℓ=1
ℓzℓ =
∆∑
ℓ=1
ℓAℓ
∆∑
i=ℓ
ζi
(
i
ℓ
)
Bi−ℓ =
∆∑
i=1
i∑
ℓ=1
Aℓζiℓ
(
i
ℓ
)
Bi−ℓ =
∆∑
i=1
i∑
ℓ=1
Aℓζii
(
i− 1
ℓ− 1
)
Bi−ℓ
where we have changed the order of summation and used the fact that ℓ
(
i
ℓ
)
= i
(
i−1
ℓ−1
)
. Thus, using
the binomial theorem and substituting A+B = C, we have
km =
∆∑
i=1
iζi
i∑
ℓ=1
(
i− 1
ℓ− 1
)
AℓBi−ℓ = A
∆∑
i=1
iζi[A+B]
i−1
= A
∆∑
i=1
iζiC
i−1 = AP ′(C)
and we have proved (3.10). For s, we have
s = (k − 1)
∆∑
ℓ=2
(ℓ− 1)pℓ =
k − 1
km
∆∑
ℓ=2
ℓ(ℓ− 1)zℓ
=
k − 1
km
∆∑
ℓ=2
ℓ(ℓ− 1)Aℓ
∆∑
i=ℓ
ζi
(
i
ℓ
)
Bi−ℓ
=
k − 1
km
∆∑
i=2
i∑
ℓ=2
Aℓζiℓ(ℓ− 1)
(
i
ℓ
)
Bi−ℓ.
where we have changed the order of summation. Now using the fact that ℓ(ℓ−1)
(
i
l
)
= i(i−1)
(
i−1
ℓ−2
)
,
and the binomial theorem, we have that
s =
k − 1
km
∆∑
i=2
i(i− 1)ζi
i∑
ℓ=2
(
i− 2
ℓ− 2
)
AℓBi−ℓ =
k − 1
km
A2
∆∑
i=2
i(i − 1)ζi[A+B]
i−2.
So substituting (3.10) and A+B = C, we have
s =
(k − 1)
(
A2
∑∆
i=2 i(i− 1)ζiC
i−2
)
A
∑∆
i=1 iζiC
i−1
=
(k − 1)A
(∑∆
i=2 i(i− 1)ζiC
i−2
)
∑∆
i=1 iζiC
i−1
=
(k − 1)AP ′′(C)
P ′(C)
which proves (3.11).
Now recall that by their definitions, (3.5) and (3.7), we have
A′ = −
(1 + s)A
m
, B′ =
sA
m
=
s(C −B)
m
, C ′ = A′ +B′ = −
A
m
so substituting (3.10) and (3.11) and simplifying, we have
B′ =
k(k − 1)(C −B)P ′′(C)
P ′(C)2
(3.12)
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C ′ = −
k
P ′(C)
. (3.13)
Note that (3.13) only depends on C and so we can actually solve for C:
P ′(C)C ′ = −k.
Integrating both sides and using C(0) = 1 gives
P (C)− P (1) = −kt
and since P (1) =
∑∆
i=1 ζi = 1 we have
P (C) = 1− kt. (3.14)
Now we will solve for B in terms of C. Note that (3.12) is equivalent to the first order linear
differential equation
B′ +
k(k − 1)P ′′(C)
P ′(C)2
· B =
k(k − 1)CP ′′(C)
P ′(C)2
which, using (3.13), is equivalent to
B′ −
(k − 1)P ′′(C)C ′
P ′(C)
·B = −
(k − 1)CP ′′(C)C ′
P ′(C)
which, after multiplying by the integrating factor P ′(C)−(k−1), becomes[
B · P ′(C)−(k−1)
]′
= −(k − 1)CP ′(C)−kP ′′(C)C ′.
now integrating both sides and using B(0) = 0, we get
B · P ′(C)−(k−1) = Q(C)
where
Q(x) :=
∫ 1
x
(k − 1)wP ′′(w)
P ′(w)k
dw.
Thus
B = Q(C)P ′(C)k−1 (3.15)
3.2 Determining the stopping point
The algorithm stops when there are no more edges. Heuristically, since we expect the number of
edgesM to be approximately nm, we setm = 0. So using (3.10) the final value of t should be a root
of the equation AP ′(C) = 0. Consider the possibility that P ′(C) = 0. C is always nonnegative,
and P ′(C) is a polynomial with nonnegative coefficients, so we could only have P ′(C) = 0 if C = 0,
in which case we would also have P (C) = 0 which by line (3.14) would happen only when t = 1
k
.
We do not expect this to be the final value of t, since it would correspond to a perfect matching.
Thus we consider the other possibility for the final value of t: we set A = 0. Since A = C − B we
would have B = C. Thus, by (3.15) t would be a root of the equation
C = Q(C)P ′(C)k−1
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(recall that C is a function of t given implicitly as the root of P (C) = 1− kt). Let
h(x) :=
x
P ′(x)k−1
−Q(x).
If C = Q(C)P ′(C)k−1 then we either have C = P ′(C) = 0 (which again can only happen when
t = 1
k
) or we have h(C) = 0. We will show that h has a unique zero in the interval (0, 1), which
will then be the value of C we are really interested in. To see this, first note that by its definition,
h is continuous on (0, 1] (but possibly not at x = 0 since it is possible that P ′(0) = 0). Also,
h(1) =
1
P ′(1)k−1
> 0. (3.16)
Now using the definition of Q, we have that
h′(x) =
1
P ′(x)k−1
−
(k − 1)xP ′′(x)
P ′(x)k
−Q′(x) =
1
P ′(x)k−1
> 0 (3.17)
so h has at most one zero in the interval (0, 1). Now we will be done if we show that
lim
x→0+
h(x) < 0
(we allow the possibility that the above limit is −∞). This is clear if P ′(0) 6= 0, since then h is
continuous at x = 0 and h(0) = −Q(0) < 0. So consider the case that P ′(0) = 0. Now from (3.16)
and (3.17) we see that
h(x) = h(1) −
∫ 1
x
h′(w) dw =
1
P ′(1)k−1
−
∫ 1
x
1
P ′(w)k−1
dw
and now it is easy to see that limx→0+
∫ 1
x
1
P ′(w)k−1
dw =∞ since the denominator of the integrand
is a polynomial that has a factor w. Therefore in this case we have limx→0+ h(x) = −∞. We
conclude that h has a unique zero in the interval (0, 1), which we call Cend.
Furthermore, if we let tend be the value of t corresponding to Cend, then 1−ktend = P (Cend) > 0
so tend <
1
k
. Thus, tend is the smallest value of t such that m = 0.
3.3 The regular case
In this section we prove Corollary 1.2, given Theorem 1.1.
Proof of Corollary 1.2. In this case, we have P (x) = x∆, and so
Q(x) =
∫ 1
x
(k − 1)wP ′′(w)
P ′(w)k
dw
=
∫ 1
x
(k − 1)(∆ − 1)
∆k−1
w−(∆−1)(k−1) dw
=
(k − 1)(∆ − 1)
∆k−1[(∆ − 1)(k − 1)− 1]
{
x−[(∆−1)(k−1)−1] − 1
}
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where on the last line we have used the fact that (∆ − 1)(k − 1) > 1 which follows from k,∆ ≥ 2
and k +∆ ≥ 5. So Cend is the value of C such that
C = Q(C)P ′(C)k−1
=
(k − 1)(∆ − 1)
∆k−1[(∆− 1)(k − 1)− 1]
{
C−[(∆−1)(k−1)−1] − 1
}
·
(
∆C∆−1
)k−1
=
(k − 1)(∆ − 1)
(∆− 1)(k − 1)− 1
{
C − C(∆−1)(k−1)
}
which can be solved for C to get
Cend =
(
1
(k − 1)(∆ − 1)
) 1
(k−1)(∆−1)−1
.
Therefore
1− ktend = P (Cend) =
(
1
(k − 1)(∆ − 1)
) ∆
(k−1)(∆−1)−1
.
4 Showing concentration around the trajectory
We use the following theorem of Wormald [14] as it appears in [8].
Theorem 4.1. Given random variables Y1, . . . , Y∆ representing components of a time discrete
Markov process {Gj}j≥0, assume that D ⊆ R
∆+1 is closed and bounded and contains the point
(0, ζ1, . . . ζ∆). If for all j and all i, |Yi(j + 1)− Yi(j)| ≤ β for some constant β and |E[Yi(j + 1)−
Yi(j)|Gj ] − fi(j/n, Y1(j/n), . . . Y∆(j/n)| ≤ λ for some λ = o(1) and some functions fi which are
Lipschitz continuous on an open set containing D, then the system of differential equations
dzi
dt
= fi(t, z1, . . . z∆)
has a unique solution zˆ1, . . . zˆ∆ with (t, zˆ1(t), . . . zˆ∆(t)) ∈ D satisfying the initial condition zˆi(0) = ζi.
Moreover, with high probability
Yi(j) = nzi(j/n) + o(n)
uniformly for all j and i.
For this application we have
fi = −
izi
km
+
∆∑
ℓ=2
ℓzℓ
km
(ℓ− 1)(k − 1)
(
−
izi
km
+
(i+ 1)zi+1
km
)
where
m :=
1
k
∆∑
i=1
izi
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(We continue to use m to represent the expression above, so for example fi as given above is really
a function of t, z1, . . . z∆). We will let the region D be
(t, z1, . . . z∆) ∈ R∆+1+ : t ≤ 1k , ε ≤ km ≤
∆∑
j=1
iζi


which is clearly closed and bounded, and contains the point (0, ζ1, . . . ζ∆) (where we have km =∑∆
j=1 iζi). Since fi is a rational function whose denominator is only a power of m, fi is easily
seen to be Lipschitz continuous on an open set containing D (say, the set of points in R∆+1+ with
km > ε/2).
Furthermore, we can see that the only way the solution to the system of differential equations
can ever leave D is at a point where km =
∑∆
i=1 izi = ε. Indeed, by lines (3.5) and (3.13) we see
that A and C are decreasing, and the fact that A(0) = C(0) = 1 we have that A(t), C(t) ≤ 1 for
all t and so
km(t) = A(t)
∆∑
i=1
iζiC
i−1(t) ≤
∆∑
i=1
iζi.
Also, by (3.5) and (3.7) we see that A,B ≥ 0, and then by (3.8) we see that zi ≥ 0 for all i. Thus,
the only inequality defining D that our solution can ever fail to satisfy is ε ≤ km.
We are now ready to prove the main theorem.
Proof of Theorem 1.1. We apply Theorem 4.1, and conclude that our discrete random variables
Yi(j) are well approximated by their continuous counterparts nzi(j/n), for all values of j ≤ tεn,
where tε is the value of t such that km(t) = ε (i.e. for values of j corresponding to points in the
region D defined above). Note that
km′ =
∆∑
i=1
iz′i =
∆∑
i=1
i (−k(1 + s)pi + kspi+1)
= −k
∆∑
i=1
ipi + ks
∆∑
i=1
(ipi+1 − ipi)
= −k
∆∑
i=1
pi − ks
∆∑
i=1
pi
≤ −k
where on the third line we have used the telescoping property of the sum
∑∆
i=1(ipi+1 − ipi). Since
km(tend) = 0 we have
tend −
ε
k
≤ tε ≤ tend.
We use this to bound the final size of the matching. If we run the process to step jε := tε ·n then by
Theorem 4.1 whp we arrive at some configuration with kM(jε) = εn(1 + o(1)) many configuration
points. At this point our matching already has jε = tεn ≥ (tend − ε)n many edges. Also, even
if every edge remaining is added to our matching, the final matching will have only εn(1 + o(1))
more edges. Thus the maximum possible number of edges is (tend + ε+ o(1)) n ≤ (tend + 2ε)n.
Altogether the final matching w.h.p. has between (tend − ε)n and (tend + 2ε)n many edges. Since
ε > 0 is arbitrary we are done.
11
5 A concluding remark
Recently, Brightwell, Janson and  Luczak [3] analyzed the greedy independent set algorithm on
random graphs with specified degree sequences which may depend on n. They gave a formula for
the final size of the independent set produced assuming some conditions on the degree sequence;
notably that the first moment
∑
i≥0 iζi approaches a finite limit (they sometimes also use the
assumption that the second moment
∑
i≥0 i
2ζi is bounded). We believe that under analogous
assumptions, our results can be extended to random hypergraphs with degree sequences depending
on n.
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