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7BEVEZETÉS
Dolgozatunkban N-személyes Banach és Hilbert tereken lezaj­
ló késleltetett és nem késleltetett differenciáljátékok exisz- 
tenciaproblémáival foglalkozunk. A témaválasztás jelentőségének 
jobb megvilágitása érdekében először a differenciáljátékok ku­
tatásainak néhány jellegzetességével foglalkozunk, irodalmi hi­
vatkozások nélkül, hiszen ezek bőségesen megtalálhatók a játé­
kok történetének leírásában.
A differenciáljátékok kutatási eredményeinek zöme kétsze­
mélyes játékokhoz kapcsolódik. Az N-személyes játékok kutatása 
az 1970-es évek elejével indult meg. A kutatási eredményeket lé­
nyegében két csoportba sorolhatjuk:
1. Jellemzést ad a játékban fellépő peremértékfeladatok meg­
oldásaira.
2. Az emlitett peremértékfeladatok megoldhatóságát vizsgál­
ja.
Mint ezt a differenciáljátékok történeténél láthatjuk, a 
kétszemélyes és az N személyes játékok kutatásainak első lépése­
it az 1. csoportba sorolhatjuk. Ennek okát könnyen megérthetjük, 
ha arra gondolunk, hogy a variációszámitásban például mennyivel 
könnyebb az extremális pályákat jellemezni,mint a megfelelő op­
timumfeladat megoldásnak létezését bebizonyítani.
Amellett, hogy az N-személyes játékok kutatása nem nagy 
múltra tekint vissza, a 2. csoportba tartozó minőségi problémák 
vizsgálatát az is neheziti, hogy itt elkerülhetetlenül koopera­
tiv minőségi játékok problémái kerülnek elő, és ez a probléma­
megfogalmazást igen szerteágazóvá teszi, és elbonyolitja. Ez 
magyarázza, hogy N = 2 esetben minőségi problémákkal foglalkozó 
dolgozatok konkrét feladatokkal foglalkoznak, de legalábbis spe­
ciális dinamikájú játékokat vizsgálnak.
A két és N-személyes játékoknál találkozunk azzal a törek­
véssel, hogy absztrakt tereken is vizsgáljuk őket. A játékokkal 
modellezett gyakorlati problémáknál ugyanis gyakran játszanak 
szerepet véletlen tényezők, és ilyenkor sokszor igen kézenfekvő
8- sőt szükséges - a fázispont helyett valószínűségi változót 
vizsgálni. De absztrakt tereken lezajló játékokhoz vezetnek a 
parciális differenciálegyenletekkel megfogalmazható játékok is.
Témaválasztásunknak e rövid történeti háttérrel való indok­
lása után nézzük meg röviden a dolgozat felépítését és az ered­
ményeket :
A 0.§-ban az N-személyes differenciáljátékokat, mint spe­
ciális N-személyes klasszikus játékokat definiáljuk. Az N-sze­
mélyes minőségi játékokat pedig az N-személyes differenciáljá­
tékok egy speciális osztályaként adjuk meg, ami lehetővé teszi, 
hogy a klasszikus kooperativ játékok mintájára vethessünk fel 
az egyébként elég nehezen kezelhető problémákat.
Dolgozatunk célja, mint ezt már láttuk, exisztenciaproblé- 
mák vizsgálata. A fellépő peremfeladatok megoldásának létezésé­
hez a peremtől és helytől függő feltételeket kell szabni a já­
ték dinamikájára. Miután az általában variációs módszereken a- 
lapuló szükséges feltételek olyanok, hogy ha létezik az adott 
problémának megoldása, azt egyértelműen jellemzik, kézenfekvő 
ezekből kiindulni. Mi az irodalomban található számos módszer 
közül Kraszovszkij lokális stratégiválasztását vesszük alapul 
([16]). A módszere, ha van megoldás, azt megadja. Mi azonban 
azt is szeretnénk tudni, hogy az adott cél érdekében elég jó e 
a módszerrel hozott döntés, várható-e a megoldás létezése.
Ezért az adott pontban hozott döntést minősítjük, és azt mond­
juk, hogy ha tudtunk az adott cél szempontjából elég jó döntést 
hozni, akkor e feladat szempontjából fölényben vagyunk a többi 
játékossal szemben. E minősítés alapját az képezi, hogy a szó- 
banforgó módszerben egy az adott ponthoz tartozó funkcionál 
nyeregpontja lesz a jó stratégiaválasztás. Hogy ez elég e a 
"nyeréshez", vagyis közelebb visz e a célhoz vagy sem, ezt a 
funkcionálnak nyeregpontjában felvett értéke alapján döntjük 
el. A dolgozatban vizsgált négyféle alapfeladatnak megfelelően 
négy ilyen fölényfogalmat vezetünk be az l.§-ban, és ezek kap­
csolatainak vizsgálata mellett itt vezetjük be a stratégiák lo­
kális megválasztási szabályát is.
A 2.§-ban azt tételezzük fel, hogy egy tartomány minden 
pontjához megadtuk a pont egy környezetében a célunkhoz "jónak
9minősített" stratégiaválasztási szabályt. Azt a kérdést vetjük 
fel, hogy mely feltételek mellett adható meg minden ponthoz egy 
értelműén e lokális stratégiákkal összhangban levő globális 
stratégiválasztási szabály úgy, hogy bármely kezdetiértékprob- 
lémának legyen megoldása? Irodalomból is ismert, hogy ez álta­
lában nem lehetséges. Szeparábilis Banach - terek esetére meg­
fogalmazunk egy feltételt, és egy módszert is adunk a "szabá­
lyos" halmazok bevezetésével a fenti probléma e feltétel mel­
letti megoldására. Az egyértelműség elejtésével azonban adunk 
két módszert, amelyek minden olyan esetben alkalmazhatók, ha a 
lokális stratégiák értelmezési tartománya nyilt. A szabályos 
halmaz fogalmához hasonlót Brunovskij vezet be [51]-ben talál­
ható dolgozatában. Az itt található jellemzéseket és konstruk­
ciókat azonban nem emliti.
A 3.§-ban bemutatott alkalmazásoknál azt mutatjuk be, hogy 
ha az l.§-ban definiált "minősitő" feltételek teljesülnek a já­
tékban szereplő peremértékprobléma célhalmazának határpontjaira 
akkor az l.§-ban megadott módszerrel felépített lokális straté­
giaválasztási szabályokat összefűzve a 2.§-ban megadott módsze­
rek közül a megfelelővel, a megfelelő feladat megoldható (azaz 
az elfutás, vagy elfogás megvalósul). Ennek jelentősége kettős:
1. Exisztencia problémáknál nehéz kérdés, hogy hol kell kö 
vetelményeket támasztani? Itt e kérdésre egyszerű vá­
laszt adunk: elfutáshoz elegendő a célhalmaz perempont­
jait vizsgálnunk, elfogásnál pedig a határpontok vizs­
gálata biztosíthat olyan környezetet, ahonnét kiinduló 
játék biztosan elfogással végződik.
2. A peremen könnyen ellenőrizhető-e a feltétel? Erre is 
igenlő választ adhatunk, különösen Hilbert tereken és 
véges dimenziós tereken. Természetesen úgy értve e vá­
laszt, hogy a dinamikát leiró egyenlet bonyolultságától 
eltekintünk.
A bebizonyított két alaptétel jelentősége az, hogy lehető­
vé teszi a pálya egy becslése, mint információ alapján az elfu­
tást illetve elfogást a megfelelő feltételek teljesülése esetén 
Ezt a dolgozatban csak a késleltetett információju játékokra
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használtuk fel, de lehetőséget ad más esetekben pontatlan infor­
máció melletti "nyerés" biztosítására.
A Hilbert terekre vonatkozó eredmények jelentősége az, hogy 
konvex célhalmazok esetén tisztán csak a fölénnyel megadhatók a 
már emlitett elfogási-elfutási feltételek. Banach terek eseté­
ben a terek geometriája miatt még konvex célhalmazokra is geo­
metriai jellegű megszorításokat kell tenni. Az adott feltételek 
élességét mutatja az utolsó két tétel, amely szerint úgy késlel­
tetett, mint pedig nem késleltetett információju esetben bizo­
nyos konvex célhalmazok mellett az elfutásra adott feltétel 
szükséges és elegendő. Ehhez hasonló eredményeket véges dimen­
ziós esetben Lagunov érte el, de speciális dinamikájú rendszer 
feltételezésével, és csak egyidejű információ mellett.
E szükséges és elegendő feltételnek érdekessége abban áll 
még, hogy azt bizonyltjuk be, hogy ha а К koalíciónak nincsen 
meg a késleltetés nélküli elfutáshoz a fölénye, akkor az IvK 
(Többiek csoportja) koalició számára van olyan kiindulás, hogy 
még késleltetett információ mellett is célhoz ér. Ha pedig а К 
koalíciónak nincsen meg a késleltetett információ melletti el­
futáshoz szükséges fölénye, akkor az I\K koalició számára van 
olyan kiindulás, hogy egyidejű információ mellett biztosan cél­
hoz ér.
Végül pedig a vázolt numerikus eljárás jelentőségére hiv- 
juk fel a figyelmet, amelynek a konvergenciáját biztosítják a 
§. alapfeltételei, és igy mindegyik fent emlitett esetben alkal­
mazható és ha a megfelelő elméleti tétel szerint egy feladat 
megoldható, akkor az adott numerikus eljárás egyúttal a felada­
tot meg is oldja.
A Hilbert tereken konvex célhalmazokkal megfogalmazott prob­
lémához még azt tesszük hozzá, hogy ezek a feladatok már maguk­
ba foglalják a klasszikus kétszemélyes üldözési elfutási játé­
kokat is.
Ezúton szeretnék köszönetét mondani dr. Kosa Andrásnak 
dolgozatom elkészítésében nyújtott támogatásáért és értékes ta­
nácsaiért .
\
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A D I F F E R E N C I Á L J Á T É K O K  TÖR T É N E T E
A differenciáljátékok problémaköre az 1940-es évek végén 
kezdett kialakulni. A téma első dolgozata R.Isaacs nevéhez fű­
ződik és 1951. november 17-én jelent meg (Rand Report, P-257, 
Games of Pursuit). E dolgozatban szerzője még nem használja a 
differenciáljáték elnevezést és mint maga Írja [7] dolgozatá­
ban, tartalmaz elemi hibákat.
Az 1950-es években született eredmények zömükben zárt köz­
leményekben jelentek meg. A differenciáljáték elnevezés is eb­
ben az időszakban alakult ki és R. Isaacs-tól származik. Ezzel 
magyarázható, hogy a játékok problémaköréhez tartozó különböző 
feladattípusokat nem különböző cikkek sorozatából szokás idéz­
ni, hanem R. Isaacs 1965-ben megjelent könyvét tekintjük kiin­
dulási irodalomnak (ld. [6]). A szerző ebben összefoglalja ko­
rábbi próbálkozásait és szép rendszerben sok megoldatlan megfo­
galmazott problémát ad közre természetesen saját eredményei 
mellett. A könyv nagy jelentősége abban áll, hogy a differen­
ciál já tékoknak szinte valamennyi jellegzetes sajátosságát be­
mutat] a.
A differenciáljátékok továbbfejlődésére igen nagy hatást 
gyakorló másik jelentős esemény Pontrjagin - Boltjanszkij - 
Gamkrelidze - Miscsenkó 1962-ben megjelent [37] müve volt. E 
könyvben szerzői optimális vezérléselméleti problémák megoldá­
sára adtak módszert maximuméIvükké!, áthidalva a Bellman-függ- 
vénnyel kapcsolatos differenciálhatóság! problémákat. Ez az e- 
redmény a differenciáljátékok elméletének is első átütő módsze­
re volt, hiszen a vezérléselmélet mint egyszemélyes differen­
ciáljáték, a téma egy fejezetét képezi.
Az egyszemélyes játékok optimális megoldására kidolgozott 
ut a kétszemélyes játékoknál mindkét fél számára elfogadható 
- optimális - stratégiapárok keresésére irányította a figyel­
met. A két játékos ellentétes célját ilyenkor úgy fejezzük ki, 
hogy egyetlen célfüggvényt adunk meg, melyet az egyik játékos 
maximalizálni, a másik pedig minimalizálni akar. Az olyan játé­
kokat, ahol mindegyik játékoshoz tartozik egy kifizetőfüggvény,
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amely kifejezi az illető játékos nyereményét az összes játékos 
stratégiaválasztásának függvényében, kvantitatív játéknak nevez­
zük. Ha pedig két személyes játékok esetében a két játékos kifi­
zetőfüggvénye egymásnak mínusz egyszerese, ekkor antagoniszti- 
kus O-összegü játékról beszélünk. E játékok megoldásának első 
próbálkozásai a dinamikus programozás Bellman egyenletének két­
személyes játékoknál megfelelő Isaacs-Bellman egyenlethez vezet­
tek, amely R. Isaacs 1965-ben megjelent már emlitett L 6] könyvé­
ben is megtalálható, természetesen igen egyszerű olyan példák 
kíséretében, amelyeknél az egyenletnek nincsen a módszer alkal­
mazhatóságához szükséges egyértékü sima megoldása. A Bellman - 
egyenlet problémáinak feloldásában oly sikeres maximum-elv ana­
lógjaként felvetődött egy maximum-minimum- elv felállításának 
gondolata az "idő-optimum" illetve egy általánosabb probléma e- 
setében. Az egyik első ilyen eredmény 1962-ben a [17] dolgozat­
ban jelent meg és a [37]-re támaszkodik.
Maga Pontrjagin is ezen az utón indult el [30] dolgozatá­
ban. Idevágó eredményeit [31] dolgozatában zárja le, egy egysze­
rű mellékelt példával, melyre az általa kidolgozott, akkor legál­
talánosabb módszer nem alkalmazható.
Hamar kiderült tehát, hogy a vezérléselméletben kidolgozott 
leghatásosabb módszerek is igen mérsékelt sikerrel alkalmazhatók 
a differenciáljátékok problémáinál. Némi magyarázattal szolgál 
azonban, hogy addig, mig egy optimumfeladat legalább e-optimá­
lis megoldásához elegendő, hogy a költségfunkcionál felülről 
korlátos legyen, optimum létezéséhez pedig elegendő, hogy a 
funkcionál értelmezési tartománya valamilyen értelemben zárt le­
gyen (és természetesen az értelmezési tartomány ne legyen üres;, 
egy min-max feladat megoldhatóságához az szükséges, hogy a költ­
ségfunkcionálnak nyeregpontja legyen. Ha ilyen van, a funkcio­
nálnak e pontban felvett értékét nevezzük a játék értékének. 
Könnyű példát mutatni arra, hogy a játékban nincs mindkét fél 
számára elfogadható kompromisszum. Mindkét fél számára elfogad­
ható szituáció olyan stratégiapárt jelent, amelynél mindkét fél 
biztos lehet abban, hogy ha a nyeregpontot jelentő stratégiapár 
őt illető komponensét választotta, a másik félnek érdeke a má­
sik .omponens választása. Ez egyúttal azt is jelenti, hogy költ-
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ségfüggvény tulajdonságai alapján információt nyerhetünk a má­
sik játékos választásáról és ennek az a feltétele, hogy a já­
téknak legyen értéke.
Ha azonban nincs a játéknak értéke, valamilyen feltevéssel 
kell élnünk a másik fél választott stratégiájáról. Az egyik szó 
kásos ilyen feltevés szerint minden t időpontban ismertnek té­
telezzük fel a másik játékos választását valamennyi t', t' <_ t- 
re. A megengedett egyenlőséget annak határeseteként értelmez­
hetjük, hogy kisebb késéssel nyerünk információt az ellenfél­
ről, mint az rólunk. Gyakorlati szempontból természetesen erő­
sen vitatható ez a feltevés, mint ezt R.Isaacs megjegyzi a már 
emlitett [7] (1974-es cikkgyűjtemény) dolgozatában, mégis még
ugyanabban a cikkgyűjteményben igen neves szerző (Pschenichnij) 
él azzal a feltevéssel, hogy az ellenfél stratégiáját egy kis 
intervallumon előre ismeri. Ez is mutatja, hogy nem könnyű a 
szóbanforgó kisegitő feltevést úgy megválasztani, hogy a kapott 
matematikai modell kezelhető is legyen és játékot modellezzen.
A fenti feltevés mellett az a feladatunk, hogy adott pe­
remfeltétel megoldásához vezető stratégiapárt adjunk meg, álta­
lában optimalitási kritérium nélkül. Ez a játékokkal modelle­
zett gyakorlati problémáknak azt a jellegezetességét tükrözi, 
hogy elsődleges kérdés a peremfeltétel megoldása (azaz az adott 
cél elérése), és csupán másodlagos az optimális elérése. E meg­
gondolások vezettek a minőségi játékok fogalmának kialakulásá­
hoz, ahol a játék célja az adott peremfeltételek teljesítése.
E fejtegetések mintegy tükörképét adják az 1964-65 évet 
követő 4-5 éves időszak kutatásainak.
A már emlitett - 1966-ban megjelent - C313 dolgozatában 
Pontrjagin rámutatott a min-max elven alapuló variációs módsze­
rek korlátáira. Egyúttal felmerült az igény uj módszerek keresé­
se iránt. Az útkeresés jelentős állomását jelentette Pontrjagin 
1967-es Los angelesi útja, melynek során több előadást tartott 
eredményeiről különböző amerikai városokban (ld. ИЗЗЗ). A tovább 
haladáshoz szükséges lökést ezen útja során E.Pollakkal a Berk- 
lini egyetem professzorával folytatott beszélgetés adta. Polak 
kifejtette, hogy véleménye szerint a lineáris játékok problémáit
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minden addiginál általánosabban lehetne megoldani, a linéarités 
felhasználásával. Ez azért volt igen figyelemre méltó, mert a 
[31 1 dolgozat függelékének ellenpéldája egy igen egyszerű line­
áris játék volt, másrészt [32] dolgozatában a [31] dolgozat nem 
lineáris módszereit próbálja lineáris játékokra általánosítani. 
Amerikai útját követően (Id. a [33] dolgozatok) lineáris játé­
kokkal foglalkozik. Az elfogást tárgyalja, de nem variációs 
módszerekkel, hanem a linéarités felhasználásával. Dolgozatai­
ban azzal a feltevéssel él, hogy az elfogó játékos stratégiavá­
lasztásához ismeri az ellenfél választását az adott időpilla­
natban, vagyis információs fölényben van. Bár második dolgoza­
tának módszere "optimális" megoldást ad az "időoptimum" fela­
datra, nem törekszik optimális stratégiákra, csupán az elfogás 
időpontjára ad felső korlátot.
Pontrjagin dolgozatát számos lineáris játékokkal foglalko­
zó dolgozat követte. Ezek egyrészt az állandó együtthatós eset­
re kidolgozott módszert igyekeznek általánosítani változóegyütt 
hatos lineáris rendszerekre, másrészt az elfogeisi idővel, mint 
funkcionáltál megadott mennyiségi játéknak próbálják a nyereg­
pontját meghatározni. Pontrjagin módszerét általánosítja 
Nyikolszkij 1969-ben megjelent [21] dolgozatában.
A linearitást Pontrjagintól eltérően felhasználó két utat 
kell kiemelnünk, melyek egyúttal az elfogási időre vonatkozó 
minimax problémát is megoldják. Az egyik ut Psenyicsnyij nevé­
hez fűződik, (ld. [38]), és konvex irányítási tartományok fel­
tételezése mellett módszere konvex halmazoknak hipersikkal va­
ló elválaszthatóságán alapszik.
A másik módszer Kraszovszkijtói és munkatársaitól szárma­
zik. Az ide kapcsolódó dolgozataik (ld. pl. [8]) eredményeit 
és a módszert Kraszovszkij 1969-ben megjelent [9j könyve fog­
lalja össze. A módszer lényege, hogy geometriailag keresi meg 
az elfogó játékos számára azt a pQ célpontot valamely т időpont 
ban, amellyel az elfutó játékost legjobban megközelítheti annak 
bármely stratégiája mellett. (Ez valójában egy min-max feladat
geometriai megoldását jelenti.) E p pont optimális elérése pe-o
dig Pontrjagin maximumelvét alkalmazza. Könyvében sok alkalma­
zást mutat be.
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1969-ben jelent meg Pontrjaginnak és Miscsenkónak f341 dol­
gozata, amelyben bebizonyítanak egy elfutás! tételt lineáris 
játékokra. Ez volt a differenciáljátékok történetében az első 
ilyen általános elfutás! tétel. A dolgozat módszere ezúttal is 
a linearitáson alapszik, nem használ optimalitási kritériumo­
kat. A t-beli stratégiaválasztásnál ismertnek tételezi fel az 
ellenfél stratégiáját minden t' _ t időpontban. A módszert 
Pontrjagin több lépésben továbbfejlesztette, eredményei a ma­
guk nemében egyedülállóak.
A mennyiségi játékok megoldását jelentő nyeregpont létezé­
sének kérdésénél felmerült nehézségek természetesen nem csupán 
a minőségi játékok irányában terelték a kutatásokat, hanem szá­
mos szerző a nyeregpont létezésének kérdését vizsgálta. Mint 
emlitettük, ez a kérdés a lineáris játékok kutatóit is foglal­
koztatta.
Az egyik kifejezetten a játék értékével foglalkozó dolgo­
zat Petroszjan nevéhez fűződik, aki geometriai kényszerek mel­
lett vizsgálja meg a játék értékének létezését nemlineáris já­
tékok ra (ld. [24]).
Itt kell megemlítenünk A.Blaquiere, F. Gerard és G. Leitman 
[48 J könyvét. Első felében a szerzők a nyeregpont meghatározá­
sának variációs módszereivel foglalkoznak. Egyrészt szükséges, 
másrészt elegendő feltételt adnak az optimális pályák létezé­
sére. Utóbbiakat a "szakadási felületek" vizsgálata utján ad­
ják azáltal, hogy feltételeket adnak az Isaacs-Be1Imán módszer 
számára rossz esetek kizárására. A könyv második fele kétsze­
mélyes minőségi játékokkal foglalkozik. Módszerének lényege az, 
hogy a játék alaphalmazát három részhalmazra bonthatjuk: Az e- 
gyik azon pontok halmaza, ahonnét az első játékosnak van olyan 
stratégiaválasztása, hogy az ellenfél bármilyen választása mel­
lett célt ér. A második játékos számára is megadhatunk ilyen 
halmazt, végül e két diszjunkt halmazt választja el a harmadik. 
Természetesen mindegyik halmaz lehet üres. A könyv azt az ese­
tet vizsgálja, amikor az elválasztó halmaz felület, amelyet 
egy folytonosan differenciálható függvény 0 nivófelületeként 
jellemzhetünk. A mü egy többéves kutatási periódust foglal ősz-
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sze, amit a benne található irodalmjegyzék tanusit, részben 
összefoglaló, bevezető jellegű.
Még egy fontos utat kell megemlítenünk ebből az időszak­
ból. Varaya Pr. [44] dolgozatában 1967-ben dinamikus rendsze­
rekkel leirt játékok egy osztályára bizonyltja be, hogy a já­
téknak létezik értéke. Ugyancsak a játék értékével foglalkozik
1969- ben megjelent [49] dolgozata. A dinamikus rendszerekkel 
való megközelitésben az a fontos pozitívum rejlik, hogy az egé­
szen konkrét differenciáljátékok vizsgálatától kiindulást je­
lent általánosabb vizsgálatok irányába.
Módszerében érdekes Petrovnak 1970-ben megjelent dolgoza­
ta, aki az időtartamot felosztva részintervallumonként adja 
meg "t - optimális" stratégiáit, majd í. ■* 0 mellett belátja, 
hogy ezek limesze nyeregpont-stratégia.
Petroszjan egy dolgozatára hivjuk fel még a figyelmet, mi­
előtt az 1970-es évekre áttérnénk. 1970-ben jelent meg a [27] 
dolgozat, és nem teljes információs játékokkal foglalkozik. 
Dolgozatában a már említett információs problémának azt a megol­
dását vitatja, jogos-e egy adott t időpontban a stratégiaválasz­
táshoz az ellenfél ezen időpontbeli stratégiájának a felhaszná­
lása. Dolgozata játékelméleti módszereken alapszik és feltűn­
nek a kevert stratégiák, amelyeknél a játékos véletlen törvény­
szerűségek alapján választ stratégiát. A kevert stratégiákhoz 
kapcsolódik még Smoljakov [41] dolgozata.
A 60-as években számos kutatási irányzat alakult ki és az
1970- es évekre felmerült a kutatási eredmények összefoglalásá­
nak, rendszerezésének igénye. Ennek eredményeképpen irányitás- 
elméleti és optimalizálással foglalkozó konferenciákon megjele­
nik a differnciáljátékok önálló témája.
Az 1969-es nizzai konferenciáról kiemeljük a differenciál­
játékok témakörének képviselőjeként Pontrjagin nevét. A szerző 
itt az elfutásról szóló lineáris játékokra vonatkozó eredménye­
it ismertette, melyek a már emlitett [34] dolgozat eredményei­
nek továbbfejlesztései. Egy másik fontos lépcsőt jelent 
Kraszovszkijnak itt megjelent dolgozata. Tovább folytatja geo­
metriai jellegű vizsgálatait minőségi játékok esetében. Láttuk, 
hogy a minőségi játékok korábbi módszerei azon alapultak, hogy
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az payes -íátékosok számára "jó" kiindulási pontok halmazát al­
kalmas differenciálható függvény nivóhalmazaival jellemezhetjük 
(Ld. [48]), és ilyenkor e függvény gradiense segítségével felál 
litott lokális min-max elv alapján választhatjuk meg stratégi­
ánkat. Kraszovszkij is megfogalmaz egy lokális min-max elvet, 
melyhez azonban nem szükséges az emlitett sima függvény létezé­
se. Ezzel részletesebben Kraszovszkij könyvénél foglalkozunk 
majd. (A fenti dolgozatok megtalálhatók a [14]-ben.)
Ugyanebben az évben rendezték meg az első differenciáljá­
tékokról szóló nemzetközi konferenciát Massachusett egyetemén 
Amherstben (ld. [50]). E konferencián már megjelentek a végte­
len dimenziós tereken megfogalmazott konvex-konkáv játékok, és 
alkalmazásaik parciális differenciálegyenletekre. Ezek az ered­
mények Bensoussan nevéhez fűződnek.
1970-ben két szimpózium is foglalkozott differenciáljáté­
kokkal. Az egyik a varennai hatás-ellenhatás matematikai mo­
delljeivel foglalkozó nyáriiskola, a másik pedig az American 
Automatic Control Council-nak a Georgia Institut of Technology 
atlanti intézetében tartott 1970 évi szimpóziuma.
A varennai nyáriiskola kiadványa szerkezetileg négy rész­
re bomlik (ld. [51]). Az első részben öt neves szerző összefog­
lalja a differenciáljátékokra vonatkozó alapismereteket beveze­
tő tanulmányok formájában. E tanulmányok témái röviden az aláb­
biak: Berkovitz az egészen hagyományos variációs úttal foglal­
kozik, A. Blaquire tanulmánya a már emlitett [48] könyvének 
módszereit követi. Friedman egzisztenciaproblémákkal foglalko­
zik. Eljárása azon alapszik, hogy az intervallum felosztása u- 
tán részintervallumonként ad meg a nyeregponthoz alulról és fe­
lülről közelitő stratégiákat. Bebizonyítja, hogy létezik li- 
meszstratégia, amelyhez tartozó költség éppen a játék értéke.
Ki kell emelnünk R.T.Rockafellar dolgozatát, aki duális jellem­
zést ad a nyeregpontra, Varaya eredményeivel pedig [44] dolgo­
zata kapcsán már foglalkoztunk.
A második részből az első három dolgozatot emlitjük: Aubin 
pareto minimum elvét, A. Bensoussan konvex-konkáv funkcionálok 
nyeregpontjáról szóló dolgozatát. Az utóbbi dolgozatban az e- 
redmények számos alkalmazását találjuk diffúzió-egyenletre és
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egyéb parciális differenciálegyenletekre. Végezetül P. 
Brunovszkij dolgozatának a jelen dolgozat szempontjából az a 
jelentősége, hogy ő vezette be dolgozatában az elnyelő-taszitó 
halmazok fogalmát, amelyekhez dolgozatunk eredményeinek egy ré­
sze kapcsolódik. Elnyelő halmazon olyan halmazokat értünk, ame­
lyekre teljesül, hogy ha az egyik játékosnak sikerül a halmaz 
határára juttatni az állapotvektort, akkor azt is el tudja ér­
ni, hogy a halmazból sohase jusson ki. Taszitó egy halmaz ak­
kor, ha a célhalmazra valamelyik tulajdonság teljesül.
Az emlitett amerikai szimpóziumnak egy négy dolgozatból 
álló összefoglaló tanulmánya jelent meg a differenciáljátékok 
témaköréről (ld. [52]). Az első dolgozat a differenciáljátékok 
helyzetét elemzi és az elért eredmények kritikáját adja. A 
szerző rámutat arra, hogy a kétszemélyes játékok esetében ed­
dig elért eredmények nem kielégitőek a gyakorlat tükrében. Az 
1970-es évekig is általánosan elfogadott az a feltevés, hogy 
egy adott t időpillanatban a döntést hozó játékos felhasznál­
hatja az ellenfél ezen időpontbeli döntését. Márpedig úgy köz- 
gazdasági, mint katonai alkalmazásoknál az időeltolódás igen 
alapvető sajátosság. A másik fontos, az elméletben figyelmen 
kivül hagyott tényező az, hogy egy adott játék során az elfutó­
elfogó szerep nem állandó a gyakorlatban. Gazdasági alkalmazá­
sok esetében pedig általában több csoport alakul ki, és e cso­
portok a játék ábrán keverednek is, érdekeik függvényében. A 
sztochasztikus játékokról szóló dolgozat szerzője értékeli az 
e témában kialakult kis számú irányzatot. A klasszikus játékel­
méletben olyan központi szerepet játszó kevert stratégiákat itt 
nem tekinti oly sikeresnek. A véletlen törvényszerűségek beve­
zetésének szükségességét a kiindulási adatok pontatlan ismere­
tével, a stratégia felépítéséhez szükséges információ pontat­
lanságával illetve hiányosságaival és a dinamikába belejátszó 
véletlen tényezőkkel indokolja.
Végül a negyedik dolgozat, amely E. Roxin nevéhez fűződik, 
a játék értékének problémáját boncolgatja. A probléma megoldá­
sának kulcsát a variációs módszer Berkovitz Blaquiere féle elég 
bonyolult javitott változatával szemben más, a szakadási felü-
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letekkel nem bajlódó módszerekben jelöli meg. Kiemeli Varaya és 
Friedman már emlitett módszereit. Felhivjuk a figyelmet e cikk­
gyűjtemény végén közölt irodalomjegyzékre, amelyben felsorolt 
367 dolgozatot a téma 1970-ig megjelent teljes irodalmának te­
kinthetjük .
A differenciáljátékok helyzetével foglalkozó dolgozatok 
közül fontos helyet foglal el Miscsenkó [19], 1971-ben megje­
lent dolgozata. A szerző ebben Pontrjagin körül kialakult 
Sztyeklov intézeti iskola eredményeit értékeli. Ezek az ered­
mények három téma köré csoportosulnak: 1. A két játékos közül 
az egyik determinisztikusán játszik. 2. Az egyik játékos vélet­
len törvényszerűség szerint játszik, a másik játékos pedig irá- 
nyitani próbál. 3. Mindkét játékos játszik. Az utolsó témakör­
ben a legjelentősebb eredmények Pontrjagin már emlitett eredmé­
nyei. A véletlen stratégiát tartalmazó játékkal kapcsolatosan 
Pontrjaginnak, Miscsenkónak és Kolmogorovnak közös dolgozatait 
emliti a szerző, amelyek a még ma is alig müveit sztochaszti­
kus differenciáljátékok témaköréhez kapcsolódnak.
Az 1970-es évek kutatásainak főbb irányvonalaihoz eljutha­
tunk eddigi elemzéseink folytatásával. Láttuk, hogy a differen­
ciáljátékok értékének létezése körüli problémák információs 
problémákhoz vezettek. Érték nem létezése esetén feltevéssel 
kellett élnünk ugyanis a másikról a stratégia felépítésekor 
felhasználható ismereteket illetően. A szokásos áthidaló felte­
vés erős kritikát kapott az emlitett [52] cikkgyűjteményben. A 
kutatások másik meghatározó tényezőjét a meglévő eredmények ősz 
szesége jelentette. Láttuk, hogy üldözés, elfutás és minőségi 
játékok témáiban a lineiáris játékok vizsgálata lényegében le­
zárult. Továbbra is élő probléma maradt azonban a játék értéké­
nek létezési problémája. E megjegyzések összefoglalásaképpen az 
alábbi főbb témák köré csoportosíthatjuk az 1970-es években meg 
jelent dolgozatokat: 1. Nem teljes információju játékok, 2. Nem 
lineáris minőségi játékok, 3. A játék értékének kérdése. Végül 
egy negyedik témát emlitünk, melynek eddig nincsenek előzményei 
ez pedig az N-személyes játékok. Ebben az utóbbi témában minő­
ségi játékok vizsgálata egészen konkrét problémák megoldásáig
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jutott el a mai napig, mennyiségi kérdéseket pedig főképpen va­
riációs módszerekkel vizsgálnak.
Kezdjük az időszak irodalmának áttekintését a nemlineáris 
játékok minőségi problémáinak vizsgálatával. Két dolgozatot em­
lítünk átmenetként a lineáris problémákról a nemlineárisakra:
Az egyik Pontrjagin 'Id. [36] ) f a másik Gamkrelidze és Haratis- 
vili (ld. [4]) nevéhez fűződik. Pontrjagin dolgozata a jelzett 
cikkgyűjteményben az elfutásra vonatkozó eredményeinek legkifi­
nomultabb módszerét tárgyalja. Igen szép dolgozat, amelyben le­
irt módszer minőségi játékok témakörében egyedülálló. Gamkrelid 
ze és Haratisvili dolgozatukban Pontrjagin eredményét általáno­
sítják nemlineáris jobboldalu, lineáris, állandóegyütthatós n- 
edrendü baloldalu r: ifferenciál játékokra. Módszerük alapja ha­
sonló Pontrjaginéhoz, nevezetesen hogy a megoldást alkalmas a- 
lakban előállítják és az előállítás ismeretében határozzák meg 
az elfutó stratégiát.
Igazán nemlineáris differenciál játékok témaköréhez tarto­
zó, alapvetően uj módszereken nyugvó eredményeket Kraszovkij és 
Szubbotin publikáltak a minőségi játékok témakörében. Első ide­
vágó eredményei! az 1970-71 közötti dolgozataikba! találhatók meg 
(ld. |lll, [15!,. E módszerek alapját képezik annak a nagy ösz- 
szefoglaló könyvnek, amely 1974-ben jelent meg és mindezeket az 
eredményeket tárgyalja. A [20J dolgozattal együtt Kraszovszkij- 
-Szubbotin munkásságát a [16 ] , 1974-ben megjelent könyvük alap­
ján ismertetjük.
Jelen dolgozat szempontjából igen fontos geometriai mód­
szert mutat be Lagunov [18] dolgozatában. Eredménye rokon, de 
élesebb mint Brunovszkij [51j-ben megjelent már emlitett dolgo­
zatának eredményei. Ami alapvetően uj, az, hogy elfutásra a cél 
halmaz felületén fogalmaz meg feltételt. Dolgozatának korlát­
ját az jelenti, hogy csak differenciálgeometriai eszközökkel 
tudja a felületre megfogalmazott feltételeit kezelni és ezért 
csak egy kodimenziós kétszer folytonosan differenciálható fe­
lületre tud feltételt adni. További korlátozó feltevés dolgoza­
tában az, hogy a jobb oldal két egyenként egy játékostól függő 
tagra esik szét (azaz a két játékos "függetlenül" irányíthatja
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a rendszert). Ez a feltétel pedig esetében biztosítja a lokális 
nyeregpont létezését. Ami viszont eredményének élességét mutat­
ja, a fenti feltételek mellett szükséges és elegendő feltételt 
fogalmaz meg elfutásra.
Megemlítjük még Nyikolszkij dolgozatát, aki dinamikus 
rendszerek esetére bizonyít be elfutási tételt 1972-ben megje­
lent [23] dolgozatában. Nyikolszkij munkássága a nem teljes in­
formáció ju rendszerekhez is kapcsolódik, idevágó eredményei meg 
találhatók az 1971-ben megjelent [22] és [54] dolgozataiban, ő 
a nem teljes információt úgy érti, hogy az irányításhoz az ál­
lapotvektornak csupán a vetületét ismeri és lineáris esetben 
Pontrjagin módszerét próbálja általánosítani.
A differenciáljátékok értékének létezése mint említettük 
továbbra is élő probléma maradt. E témából három dolgozatot 
emelünk ki. Kettő Petrov nevéhez, a harmadik pedig Friedman ne­
véhez fűződik. Petrov 1970-ben megjelent [28] dolgozatában ül­
dözési játékokról mutatja meg a két játékos távolságával meg­
fogalmazott három költségfüggvény mellett, hogy létezik nyereg­
pont. Az 1973-ban megjelent [29J dolgozatában azonban példát 
mutat olyan üldözési játékra, amelynél a megfogalmazott költ­
ségfüggvénynek nincsen nyeregpontja. Friedman [33] dolgozatá­
ban szintén a játék értékének létezésével foglalkozik.
Az eredmények összefoglalásának helyzetfelmérésének az i- 
génye továbbra is megmutatkozik. 1973-ban jelent meg A. Blaquie 
re gondozásában az [1] cikkgyűjtemény. Az 1970-es évek kutatá­
sainak irányvonala tükröződik abban, hogy e cikkgyűjteményben 
már önálló helyet kapnak az n-személyes mennyiségű játékok.
Bevezető cikkében Isaacs elemzi a differenciáljátékok tör­
ténetét. Mondanivalóját röviden úgy összegezhetjük, hogy véle­
ménye szerint a differenciáljátékok matematikai kezelésének még 
mindig nem alakult ki a kellőképpen rugalmas módszere. Tehát
bizonyos értelemben még mindig az útkeresés stádiumában vagyunk 
Sorra veszi az egyes témákat. A kevert stratégiákról igen érde­
kes véleményt ir: feltehetően a vezérléselméleten nevelkedett 
fel a játékelmélész nemzedék és ezért kerülik ezt a megoldási 
módszert.
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A O-összegü játékok témaköre, mint a nyeregpont keresésé­
nek kérdése, továbbra szerepel. E témában Psenyicsnyij irt egy 
dolgozatot az t-stratégiákról, melyek segítségével a játék ér­
tékének létezésére ad bizonyítást, természetesen bizonyos fel­
tételek mellett. Asszimetrikusan kezeli a játékosokat és ennek 
megfelelően stratégiapárokat ad meg, méghozzá egy helytő] füg­
gő t(z) időtartamra. A gyűjtemény második dolgozatának szerzői 
A. Blaquiere és P. Caussin, akik Banach terekre általánosítják 
korábbi, az Isaacs-Bellman egyenlethez kapcsolódó eredményei­
ket. Ezt egy nem teljes információju játékról szóló dolgozat 
követi. A szerző a stratégiák megadásánál nem használja fel az 
ellenfél adott időpontbeli adatait. A feladatot végül is egy 
variációs min-max elvre vezeti vissza. Hasonló témájú Ciletti 
dolgozata is.
A nem O-összegü, n-személyes játékokkal foglalkozó rész 
dolgozatai a pareto-egyensuly jellemzésével a Nash-féle egyen­
súly létezésével és koalíciós játékokkal foglalkoznak. A pare- 
to egyensúlyra Blaguiere és Juricek a variációs módszert álta­
lánosítják. Az irányításban fellépő átkapcsolási problémákat 
itt is a korábbi, szakadási felületek osztályozásának módsze­
rével próbálja megoldani. Stalford és Leitman adnak elegendő 
feltété lt N-személyes játékok esetében Nash-féle egyensulypont 
létezésére. Egy dolgozat foglalkozik a koalíciós játékokkal, 
amelyek lényege, hogy az együttes haszon növelésének érdekében 
egyéni hasznuk figyelmen kivül hagyásával az egy koalícióba tö­
mörülő játékosok a koalíció közös költségfüggvényét igyekeznek 
maximalizálni. Juricek ez esetben is a variációs módszert alkal­
mazza a probléma megoldására.
Összefoglalásképpen azt mondhatjuk, hogy a cikkgyűjtemény 
szerzői a differenciájátékok témakörének viszonylag fiatal, i- 
dőszerü kérdéseit vizsgálják, melyek megoldásánál - természete­
sen - a leghagyományosabb variációs módszert igyekeznek alkal­
mazni és általánosítani.
1974-ben két nagyobb lélegzetű kiadvány jelent meg a témá­
ban. Az egyik Kraszovszkij és Szubbotin [16] könyve, a másik a 
Journal of Optimization c. folyóirat Leitman és Но szerkeszté­
sében kiadott [53] különszáma.
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Kraszovszkij és Szubbotin könyvükben az 1969 óta eltelt i- 
dőszak alatt elért eredményeiket foglalják össze, amelyek egy 
szép és erős geometriai módszert eredményeztek általános nemli­
neáris kétszemélyes differenciáljátékok minőségi problémáinak 
megoldására. Módszerük első igen lényeges mozzanata, hogy álta­
lánosított trajektoriákkal dolgoznak. Ez azt jelenti, hogy tra- 
jektoriának tekintik az olyan görbéket is, amelyek töröttvona­
lak egyenletes limeszeként előállnak. Ezért sok, a variációs 
módszernél megoldhatatlan szakadási problémákhoz vezető feladat 
nak is lesz általánosított megoldása. Módszerük másik fontos e- 
leme, hogy a korábbi minőségi játékokra alkalmazott módszerek­
kel ellentétben nem igényli a célhalmazt és a játékosok számá­
ra "jó" kiindulási pontok halmazait jellemző sima függvény lé­
tezését. Ehelyett minden pontban egy geometriai meggondolások 
alapján felépített függvény lokális nyeregpontjának megadása 
utján választja meg stratégiáját. Végezetül fő eredménye, ame­
lyet azután rengeteg problémára alkalmaz, egy alternativa té­
tel, amelyben jellemzi az elfutó illetve elfogó játékosok szá­
mára "megfelelő" pontok halmazát. Belátja azon pontok halmazá­
ról, ahonnét lehetséges az elfogás egy véges időn belül, hogy 
zárt. így természetesen a komplementer nyilt. Mennyiségi játé­
kokra való alkalmazások lényege, hogy a zárt "elfogási tartomá­
nyon" a "folytonos" funkcionál felveszi minimumát vagy maximu­
mát. Tekintettel azonban arra, hogy a zártságot a szerzők álta­
lánosított trajektoriák segítségével bizonyították, igy a szó- 
banforgó zárt halmaz nem üres volta esetén a szerző általában 
egy e-optimális megoldás létezését tudja biztosítani. A könyv 
érdekessége, hogy kevert stratégiákkal is foglalkozik, melye­
ket mint említettünk, Isaacs hiányolt [l]-ben irt összefoglaló­
jában.
Mint ez az [53] cikkgyűjteményen is tükröződik, a differen 
ciáljátékok sztochasztikus megközelitése, kevert stratégiák fel 
építése ebben az időszakban kezd teret hóditani. Megemlítjük 
ezzel kapcsolatban, hogy az 1974-ben megtartott Stochastic 
Control szimpóziumon, bár meghirdetett témaként szerepelt a 
differenciáljátékok, elfogadható dolgozat nem érkezett be.
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(Összehasonlításként vezérléselméleti témájú szimpóziumon már 
1969-ben helyet kaptak a differenciál játékok.) A szóbanforgó 
különkiadás dolgozatainak több mint fele valamilyen formában 
a sztochasztikus differenciáljátékok témakörébe tartozik. D.J. 
Wilson lineáris kvadratikus differenciáljátékok esetében ad ke­
vert stratégiák felhasználásával megoldást. Dolgozatának érde­
kessége, hogy absztrakt Hilbert téren fogalmazza meg először a 
problémát, és megoldása után alkalmazza differenciáljátékokra. 
Lineáris, kvadratikus problémát old meg késleltetett zajos in­
formációval K. Movi és E. Shimemura. A zajos késleltetett infor­
mációt csupán az első játékosról tételezik fel a szerzők, a má­
sodiknak a teljes információ a rendelkezésére áll. Az első játé­
kos egy optimális állapotbecsléssel helyettesíti a hiányzó in­
formációját és igy ad meg optimális stratégiakonstrukciöt. Y.C.
Но dolgozatában az előzetes és késleltetett ismeretek felhaszná­
lásával próbál minimax feltételeket adni sztochasztikus játékok­
ra. Végül W.H. Hartman az N-személyes csoportmunka esetét vizs­
gálja, ami olyan N-személyes játékot jelent, amelyben egy költ­
ségfüggvény szerepel.
A további determinisztikus problémát taglaló dolgozatok nume­
rikus módszerekkel, késleltetett információju rendszerekre álta­
lánosított variációs módszerekkel és a Nash-féle egyensulypontra 
adandó feltételekkel foglalkoznak.
A Journal of Optimization c. folyóirat 1976. januári (C 5 5 J ) 
száma a differenciáljátékok témájáról szóló különkiadás. A külön- 
szám szerkesztője G. Leitmann. Az ide beérkezett dolgozatok leg­
nagyobb része továbbra is a differenciáljátékok információs 
szerkezetéhez kapcsolódik. Uj témaként jelentkezik absztrakt 
tereken az extremális vektorok, multikritériumok szerint opti­
mális megoldások keresése. Végül üldözési, elfutási feladatok, 
illetve egy lineáris játékokkal foglalkozó dolgozat szerepel 
a cikkgyűjteményben.
Az utóbbi évek kutatásaiban szinte feltámadtak a nyeregpont, 
egyensulypont létezésével és egyensúlyi stratégiák konstruktiv 
előállításával foglalkozó dolgozatok. Bernhard dolgozatában
25
(С 591) szükséges és elegendő feltételt ad teljes információju, 
nem korlátos kontrol paraméterű lineáris játékok esetén egyen­
súlyi stratégiák létezésére. Számos szerző foglalkozik nem tel­
jes információju rendszerek egyensulypontjának kérdésével 
(ld. pl. [761, [79], [81']). [62] dolgozatában Csencov konstruk­
tiv módszert mutat kétszemélyes játék esetében az ilyen straté­
giák felépítésére. A szóbanforgó kérdéskör érdekes, uj oldalára 
hivja fel a figyelmet [701 dolgozatában Jumarie, aki a nyereg­
pontok stabilitási tulajdonságait vizsgálja és az első játékos 
optimális választásával nyert rendszer strukturális stabilitási 
tulajdonságai alapján elemzi a második játékos választási lehe­
tőségeit .
Ugyancsak stabilitási módszerrel ad megoldást Leitman, 
Skowronszkij [75: dolgozatában az elfutási problémákra olyan
célhalmaz esetén, ahol a célhalmaz Ljapunov függvénnyel jelle­
mezhető. Ezzel egyúttal áttértünk a minőségi játékok témájára.
Itt egyaránt sok szerző foglalkozik Pontrjagin - Miscsenko ered­
ményeinek nemlineáris játékokra való általánosításával (Id. C661,
Г8СИ ). A másik irány több személyes minőségi játékok kutatása. 
Ebben a témában is az előbb idézett eredményekhez hasonlóan két, 
legfeljebb három személyes elég konkrét problémákat vizsgálnak a 
szerzők (ld. pl. [65], : 8 31 ' .
A differenciáljátékok problémakörének sokat tárgyal és nehéz 
pontja a szintézis, ami továbbra is sok szerzőt foglalkoztat. Az 
eddigiekhez képest uj megközelitést Bradley, és Yu adnak [601 
dolgozatukban. A játékproblémát először a célhalmaz adott határ­
pontjának alkalams környezetében oldják meg. Ha ezután "féligát­
eresztő" karakterisztikus felületet nyernek, ezt tekintve cél­
halmaznak, újra ismétlik az eljárást. Megmutatják, hogy az eddigi 
módszereknél lényegesen eredményesebb az eljárásuk. Ugyancsak a 
szintézis problémaköréhez kapcsolódnak Kraszkovszkij [79] és 
Brunovszkij Г 61] dolgozatai.
Végül az információ problémája differenciáljátékok esetében 
tovább élesedett azért, mert ma már az egyre bővülő elméletet a 
gyakorlatban is alkalmazzák. Ehhez pedig ez a fontos kérdés egy­
re pontosabb tisztázásra szorul (ld. [64], Hajek dolgozatát).
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Több szerző foglalkozik közelítően ismert állapoton alapuló 
stragétiaválasztással konkrét játékok esetében (ld. pl. C86H, 
C67H), ill. késleltetett informáciöju és dinamikájú rendszerek­
kel (ld. pl. C74l).
Foglaljuk össze röviden a differenciáljátékok témakörében ki­
alakult főbb irányvonalakat és a jelenleg is fontos kérdéseket:
A differenciáljátékok kutatásának első próbálkozásai két 
személyes játékok esetében a variációs módszeren alapultak.
E módszer azonban egyrészt elsősorban szükséges feltételt szolgál­
tatott a nyeregponti stratégiák megadására, másrészt sok szaka­
dási problémához vezetett, nem volt elég hatékony. A variációs 
módszer, mint első próbálkozás, minden újabb játéktipusnál újra 
és újra jelentkezik, igy absztrakt tereken lejátszódó két sze­
mélyes játékoknál, N-személyes játékoknál és késleltetett infor- 
mációju játékoknál.
A differenciáljátékoknál fellépő peremértékfeladatok megold­
hatóságára vonatkozó elegendő feltételt biztositó valamennyi té­
tel bizonyítása konstruktiv eljárást igényel (ideértve a variá­
ciós módszerekhez kapcsolódó elég bonyolult elegendő feltétele­
ket is). A variációs módszerek bonyolultsága miatt a kutatások 
iránya leginkább a szakaszonként állandó illetve szakaszonként 
megadott közelitő stratégiákhoz vezetett. A lineáris játékok 
esetében nagy előnyt jelentett az a tény, hogy a megoldás konk­
rét alakban előállítható.
Fontos probléma az információ kérdése. Ha a játéknak nincs 
értéke, vagy egyensulypontja, úgy nincs olyan stratékiaválasz- 
tásuk, amely a másikat arra késztetné, hogy ő is egy meghatáro­
zott stratégiát válasszon. Ilyen esetben az egyik lehetőség az, 
hogy feltételezzük, hogy kisebb késéssel veszünk tudomást az 
ellenfél választásáról, mint az a mienkről. A másik ut az, hogy 
véletlen stratégiaválasztás segítségével "nagy valószinüséggel" 
nagy nyereségre szert tenni. Mindkét felfogás eredményes lehet 
optimális stratégiák megadására is, ha a játéknak van értéke.
Az előző módszer az irodalomban gyakori (különösen a nem késlel­
tetett határeset), mig az utóbbi most kezd teret hóditani.
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A jelenlegi kutatásokról azt mondhatjuk, hogy továbbra is él5 
probléma jól használható elgendő feltételek megadása egyensúly- 
pont létezésére, illetve a fellépő peremfeltételek megoldhatósá­
gára. Hasonló a helyzet lokálisan megadott optimális stratégiák 
(kielégitó stratégiák) összekapcsolásával globális optimális 
(kielégítő) stratégiákká. Nyitott probléma még a sztochasztikus 
játékok információs problémája is.
Dolgozatunkban Brunovszkijnak az CólH-ben található Írása, 
Lagunov C183 dolgozata és Kraszkovszkij-Szubbotin munkássága 
( C16D ) alapján egy geometriai módszert adunk nemlineáris N- 
személyes késleltetett Banach-tereken lezajló játékoknál fellé­
pő peremfeladatok vizsgálatára. Minőségi problémák megoldhatósá­
gát vizsgáljuk és ilyenek megoldhatóságára illetve meg nem old­
hatóságára adunk a módszer alkalmazásaként elegendő feltételeket.
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0 .  5 ALAPVETŐ FOGALMAK
A differenciá 1 játékoka játékelméletnek az utóbbi 10-15 év­
ben kifejlődött, ma is gyors fejlődésben levő fiatal ága. Ezért 
az alapfeladatot kézenfekvő játékelméleti feladatként megfogal­
mazni. Induljunk ki tehát az N-személyes játékok egy elég álta­
lános definíciójából. Ez azért is célszerű, mert a differenciál 
jétkok osztályozásának szempontjai nagyrészt a játékelméletben 
szokásos szempontok, és igy természetesebben kapjuk meg ezeket 
a játéktípusokat.
1. AZ N-SZEMÉLYES JÁTÉKOK
Jelölje N a játékban résztvevő játékosok I halmazának elem 
számát. Minden résztvevő (jelöljük őket 1 <. i N egész számok­
kal) adott halmazból választhat stratégiát (e halmazok általá­
ban lépéssorozatokból állnak). Az i€l játékos számára elérhető 
stratégiák halmazát jelöljük S.-vel. A játékosok s.6S. 1< i < N
1 i l —  —
választása határozza meg az )=: szituációt. Az ösz-
szes szituációk halmazát
( 1 ) S:= X S.
íei 1
jelöli. Minden iGl játékoshoz tartozik egy H. : S-*-R kifizetőfügg­
vény .
0.1 Definició: A
(2) Г := <<N>, (S, ,S2, . . . ,SN ),(Hj , - .-,HN)>, <N> : = ( 1 , 2 , . . . , N )
rendszert N személyes játéknak nevezzük, ahol S. halmazt jelöl, 
H.:= X  ^S. -*• R pedig valós függvény i = l,2,...,N mellett.í • _, 1
29
A játékosok célja olyan stratégiaválasztás, hogy a kifize­
tőfüggvényekkel kifejezett nyereményük a lehető legnagyobb le­
gyen .
Az N személyes játék definicója után érdemes bevezetni még 
ezen a szinten néhány - a differenciáljátékoknál is alapvető - 
olyan fogalmat, melyek rávilágítanak a stratégiaválasztás mód­
szereire .
A legalapvetőbb ilyen fogalom az N-személyes játék Nash- 
féle egyensulypontja. Legyen s = (s ,...,) egy szituáció. Azt 
a szituációt, amely s-től az i-ik stratégiában tér el, jelölje 
s I s), ahol s! az s. helyett álló stratégiát jelöli.Î f f  ^0.2 Definicló: A játék s = (s ,...,s^ )GS szituációját a 
játék Nash-féle egyensulypontjának nevezzük, ha bármely s^G 
esetén
(3) H.(s Ils.) < H . ( s * )
í í —  i
minden I<i<N mellett.
Az egyensulypont tehát olyan szituációt jelent, amely min­
den játékos számára elfogadható. A játékoknak általában nem lé­
tezik egyensulypontja. Elég tág játékosztályokra azonban talál­
ható mindenki számára elfogadható kompromisszum.
Ha a játékban nincsen mindenki számára elfogadható szitu­
áció, akkor a játékosok más utakat keresnek nyereményük növelé­
sére. Két ilyen lehetőséget emlitünk, az egyiket a differenciál­
játékoknál játszott fontos szerepe miatt részletezve.
Kevert stratégiákon a stratégiák véletlen megválasztását 
értjük, pontosabban az egyes játékosok egymástól független vé­
letlen törényszerüségek szerint választják meg stratégiájukat.
Az emlitett másik útnál a játékosok között egy kijátszási 
sorrendet jelölünk ki. Legyen ez esetünkben éppen indexeik ter­
mészetes sorrendje. Az i-ik játékos stratégiája megválasztásá­
nál figyelembe veheti az i-1, i-2,...,l játékosok döntéseit.
Ezt felírhatjuk
(4) = s ^  (s^_ j , . . . , s j )
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függvény formájában is, ahol az s^^ függvény az i játékos dön­
tését adja meg az előtte álló játékosok döntéseinek függvényé­
ben. Tovább finomitható e kijátszási sorrend elve, ha az S^, 
]<i<N halmazok elemeiről feltevéssel élünk. Legyen T az egész, 
vagy valós számok + M-el kiegészített halmaza, attól füg­
gően, hogy diszkrét vagy folytonos idejű játékokról beszélünk. 
Legyen a játék időtartama a [t *tj]={t It <t<tj,teT} interval­
lum ahol t véges. Legyen minden i€l mellett IL adott halmaz, 
és legyen
(5) S.: = {sls: [t ,t,] -► U . , s eleget tesz adott feltételé-1 о 1 1
nek}
Ilyen stratégiák mellett úgy finomíthatjuk a fenti kijátszási
sorrend elvét, hogy az i-ik játékos választását .... s^ )
Volterra tipusu leképzéssel adjuk meg:
0.3 Definició: Az s ^  ^ leképezést Volterra tipusunak ne­
vezzük, ha felírható
(6) s^1^(s],„„.,sN)(t)=f({s](t'),...,si_](t')}t,_tT
{Sj (tH ) , . . . ,sN(t" )
alakban.
Volterra tipusu leképezésnél a finomított kijátszási sor­
rend úgy érvényesül, hogy az i-ik játékos a t időpontban dönté­
séhez felhasználhatja a sorrendben őt megelőzők t-beli dönté­
seit és valamennyi játékos t'ct-beli döntését, t'G[to,tj] mel­
lett.
Még egy jellegzetesen N-személyes nyereménynövelési módot 
emlitünk meg részletezés nélkül. Ez a kooperativ játék. Erről 
akkor beszélünk, ha a játékosok egy Vei csoportja egyéni nyere­
ményének növelése helyett a koalició H. := E H. nyereményének
v iev 1
növelésére törekszik. Ennek nyilván akkor van értelme, ha igy 
nagyobb nyereményhez jutnak, mint az egyénileg elérhető legna­
gyobb nyeremények összege.
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Most pedig rátérünk az N-személyes differenciáljátéknak, 
mint a fent bevezetett N-személyes játékok speciális osztályá­
nak definíciójára.
2. DIFFERENCIÁLJÁTÉKOK
Az előző pont jelöléseit itt is megtartjuk, vagyis I jelö­
li a játékosok N elemű halmazát. Legyen В egy Banach tér, R pe­
dig jelentse a valós számok halmazát. Képezzük az E:=RxB szor­
zat Banach teret, elemeit jelöljük (t,x)-el. E pont során a t 
"időpontok" halmaza mindig az R-el egyezik meg.
Legyen továbbá U minden ie<N> mellett Banach tér és le­
gyen C. cu., ie<N> mellett valamilyen halmaz.
Legyen GcE nyilt halmaz és legyen
N
(7) f : G X X C. В
i= 1 1
egy leképezés. (Az f-re, CR-re további feltételeket majd a kö­
vetkező §-beli konkrét vizsgálatoknál adunk.) Az f-hez egyértel 
müen tartozik a
N
(7a) F : G x X C . E
i = l 1
F :=(idR,f)
Legyen [t t,]cR zárt intervallum, ahol R : =RU {-«} U { +°°} о l
és tQ€R. Rögzitve egy (t^jZ^z^fG pontot, legyen z egy a 
D (z ) :=[t ,tv(z ) } c [tQ , ]  intervallumon megadott olyan leképe­
zés, melyre teljesülnek
(8 ) z:-£)(z)-"G
z(t) = (t,x(t))C G
és z(t ) = z feltételek. Megjegyezzük, hogy D(z) értelmezésiо о
tartomány megadásában szereplő jobb oldali kapcsos zárójel azt
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jelzi, hogy az intervallum lehet jobbról zárt vagy nyilt.
Adjunk meg továbbá minden l<i<N mellett egy
( 9 ) s^  : Ф  ( s ^  ) -  C.
leképzéstől (s.) = [t (s.)} <= [t ,t,] értelmezési tartománnyal1 о V í о 1 ^
0.4 Definició: Akkor mondjuk, hogy a (8 )-al definiált z le 
képezés megoldása a
N
(10) z(t) = F(z(t), X s.(t))
i = l 1
egyenletnek, ha
~Ü
a. z abszolút folytonos és D {z) c n D { s . ) ;
i=l 1
b. z m.m. differenciálható erős értelemben;
. N
(11) c. z(t) = F(z(t), X s.(t)) m.m.
i = l 1
teljesül.
Megjegyezzük, hogy egzisztenciáról és unicitásról a 0.4. 
definícióban szereplő megoldással kapcsolatban egyenlőre nin­
csen szó.
A differenciáljátékok dinamikájának megadása után most a 
differenciáljátékoknál fellépő perem feladatot fogalmazzuk meg. 
Legyen 9c= G egy zárt részhalmaz, és legyen ( tQ , zq ) = zQeG ,
z £ 9 egy rögzített pont.о
A 9-t szokás a játék cél vagy terminális halmazának nevez­
ni. Differenciáljátékoknál a terminális halmaz az egyes játé­
kosok célhalmazainak egyesítéseként áll elő.
0.5 Definició: A (9)-cel definiált (s},s , . .. , ) irányi-.— *X*tásról akkor mondjuk., hogy összeköti a z pontot a [tQ,t } <=■ 
c[t , t,] intervallumon a 9-val, ha t* véges, és ha van a (1 0 )О I
egyenletnek olyan, a [t ,t } intervallumon értelmezett 0.4 de­
finició szerinti érteimben vett z megoldása, amelyre teljesül­
nek a
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(1 2) ъ(t ) = z ,о о
lim z(t) G 9, è s z(t) i 9, ha t < t * 
t /4*
feltételek. Az ilyen z görbét nevezzük a továbbiakban z -at 
és 0-t összekötő görbének.
Ezzel eljutottunk a differenciáljátéknak mint N-személyes 
játéknak a definiálásához. Sorra definiáljuk a 0.1 defincióban 
szereplő fogalmakat. Legyen i egy rögzített I-beli elem.
0.6 Definició: Az i játékos számára felhasználható straté­
giának nevezünk egy olyan (9) alakú leképezést, amelyhez i#j
!<j<N mellett megadhatók olyan s. (9) alakú leképezések, hogyJN
az s:= X s irányítással az alábbi feltétel teljesül:
k= I k
Létezik olyan z : Z>( z ) c [ t ,t, ]- G, t G D(z),z(t ) = zо 1 о о о
görbe, amely eleget tesz a (1 0 ) differenciálegyenletnek az s 
irányítás mellett a 0.4 definició értelmében.
0.7 Definíció: Az i, l<i<N játékos stratégiáinak halmaza 
legyen az
(13) S ^ : = {s Is: D (s ) c [tQ,t]] - C ^ , i számára felhasznál­
ható stratégia)
0.8 Definició: Megengedett szituációnak nevezzük az
N
S:= X S. szorzathalmaz olyan s elemét, amellyel teljesül a
i = 1 1
0.6 definició feltétele. Az s=(s s „ ) értelmezési tartomá-N I N
nyán a D (s ) := П q (s. ) intervallumot értjük.
i = 1 1
Megjegyezzük, hogy a fentiekből következik, hogy minden 
játékos minden felhasználható stratégiájához található olyan meg­
engedett szituáció, amelyben az adott stratégia szerepel
0.9 Definició: Egy H:S - R leképezést megengedettnek ne­
vezünk, ha a megengedett szituációk halmazának pontjain véges 
értéket vesz fel, a nem megengedett szituációkon pedig minusz 
végtelen értéket.
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0.10 Definició: Differenciáljátékon olyan
Г = <<N :> , ( S 1 ,S2 ,SN ) ’ (H I 2 ,[1N ^ >
játékot értünk, ahol <N> jelenti a játékosok N elemű halmazát,
S. mellett a felhasználható stratégiák halmazát, 1L pedig
H.: S - R megengedett függvény minden ie<N> mellett, amelyet az 
i játékos kifizetőfüggvényének szokás nevezni.
A differenciáljátékoknak az irodalomban általában tárgyalt 
formájánál a lokális unicitási tétel teljesül a (1 1 ) egyenletre. 
Az itt bemutatott játékfogalomnak csupán annyi a jelentősége, 
hogy ez a formalizálás akár elég tág értelemben vett dinamikus 
rendszerekre (ld. [45]) is változtatás nélkül átvihető. Későb­
biek egyszerűbb megértése érdekében megadjuk az eddigi fogal­
mak "szokásos" definícióit is:
Tegyük fel, hogy a (7) ill. a (7a)-val megadott leképezé-
Nsek folytonosak, es tetszőleges rögzitett U6 X C. mellett az
i = l L
f ill. Г eleget tesz a lokális Lipschitz-féle feltételeknek.
0.6a Definició: Az s. (9)-cel megadott leképezést az 
iG<N> játékos számára felhasználható stratégiának nevezzük, ha 
Borel-mérhető. Ezek halmazát 5.-vel jelöljük.
0.8a Definició: Az N:= X 
i = 1
S. halmaz elemeit szituációkí
halmazának, elemeit pedig szituációknak nevezzük. Egy sES szi-Ntuáció értelmezési tartományán a <0 (s) = n D ( s . ) halmazt ért-
i = 1 1
jük, ahol s:=(s,s,...^N ).
A differenciáljátékok peremérték problémájára pedig az a- 
lábbi egyszerű definició adódik:
0.5a Definició: Legyen sGS egy szituáció. Akkor köti össze
az s szituáció a z EG^G pontot a 9 halmazzal, ha aо
z = F(z , s )
z ( t ) = zо о
kezdetiérték feladat z megoldásához megadható olyan véges
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t* z ) G К ( s ) pont, hogy a z megoldás értelmezve van aо
[t (o,z )} intervallumon ésо о
lim z(t )G 9 és
t A  * ( S , Z )O
z(t)£9, ha t<t*(s,z )о
A 0.9, 0.10 definíciók ezután változatlanok maradnak.
Az igy definiált N-személyes differenciáljáték fogalom 
túlságosan általános. A H . kifizetőfüggvények tulajdonságaitól 
függően sokféle feladattipust fogalmazhatunk meg. További osz­
tályozásra ad módot az F függvény alkja. A most következő 3. 
pontban a differenciáljátékok osztályozásával foglalkozunk.
3. A DIFFERENCIÁLJÁTÉKOK OSZTÁLYOZÁSA
A differenciáljátékok osztályozásának szempontjait rész­
ben a játékelmélet általános szempontjai szolgáltatják, rész­
ben a differenciáljátékok speciális tulajdonságai nyújtanak u- 
jabb szempontokat. Először az általános osztályozási szemponto­
kat tárgyaljuk, majd a differenciáljátékokhoz kapcsolódó továb­
bi osztályokat nézzük. A legáltalánosabb osztályozási alapot a 
játékban résztvevő személyek száma adja. Három alapvetően elté­
rő játékosztályt szoktak megkülönböztetni:
1. Egyszemélyes játékok.
2. Kétszemélyes játékok.
3. N-személyes játékok.
E három csoport megkülönböztetését az indokolja, hogy 
mindegyik csoporthoz tartoznak olyan matematikai módszerek, 
amelyek csak az illető csoport esetében alkalmazhatók. Az egy­
személyes játékok az optimumkeresési feladatokat foglalják ma­
gukba, differenciáljátékok esetében pedig a vezérléselmélet 
problémaköréhez jutunk.
A további osztályozások alapját a *kifizetőfüggvények
tulajdonságai képezik. Mielőtt ebbe belemennénk, szükségünk 
lesz az alábbi fogalomra:
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0.11 Definíció: А Г= <<N>,(S ,... ,S^  ) , (H , . .. ,H^  )> és a
Г'= <<N> , (S j , . „ . ,àN ) , (H j , . . . ,HN )> két játékot ekvivalensnek ne­
vezzük, ha megadhatók olyan k^>0 és valós számok, hogy
(14) H. = к . H ! + c .í íi í
Ezt
(15) Г _ Г ' 
formában jelöljük.
Könnyen látható, hogy két ekvivalens játék a stratégiavá­
lasztás szempontjából egyenértékű, hisz a két kifizetőfüggvény- 
rendszer kitüntetett pontjai (maximum, nyeregpont, stb.) egybe­
esnek .
0.12 Definició: Legyen S'c S a megengedett szituációk hal­
maza. А Г játékot c összegűnek nevezzük, ha a
N
(16) E H . j
i=] 1 IS ' = c
Megjegyezzük, hogy ha az S-ben minden szituáció megengedett 
mint általában a játékelméletben, akkor ez éppen az ott szoká­
sos c összegű játék definíciójával esik egybe.
Könnyen belátható, hogy minden állandó összegű játék ek­
vivalens egy O-összegüve1. Ezért a továbbiakban a c-összegü já­
tékot O-összegünek tekintjük.
0.13 Definició: A kétszemélyes 0-összegü játékot antago- 
nisztikus játéknak nevezzük.
Legyen Г = <<2> , (S  ^,S ) , (H ( ,H2)> egy antagonisztikus já­
ték. Ekkor fennáll a Hj=-H2 kapcsolat. Ezért az antagonisztikus 
játékokat egyetlen H:S - R kifizetofüggvénnyel jellemezhetjük.
A 0.2 definícióval meghatározott Nash-féle egyensulyponton pe- 
dig olyan (Sj,s2)eS szituációt értünk, amelyre a
(17) H ( s j , s * )<H ( s* , s* )<H ( s* , s 2 ) SjGSjjS^ S2
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■X* Xfeltétel teljesül. Az ilyen ( s ,s2 )GS pontot nevezzük a játék 
nyeregpontjának. (Ami nem biztos, hogy létezik, és ha létezik
-X-nem biztos, hogy egyetlen ilyen van.) A H(s),s2)=v szám pedig 
a játék értéke.
Két további játékosztályt vezetünk be 2<N személyes dif­
ferenciáljátékok esetében. Ezek az osztályok azonban már a dif­
ferenciáljátékokhoz kapcsolódnak. E két osztály a kvantitatív 
és kvalitatív játékok osztályai. Ezek definíciójához szükségünk 
lesz a 2 . pontbeli fogalmakra és jelölésekre.
Legyen s€S' egy megengedett szituáció (0.8 definíció). 
Legyen Z(s) az alábbi halmaz:
Z(s)={zlz az s irányítással összeköti z -t és 0-t 
a [to,t (z)], t (z)£t] véges int.-on}
(Id. a 0.5 definíciót)
A bevezetett halmaz segítségével megadhatunk egy t (s) számot 
az alábbi definícióval:
(18) t. * ( s ) = L ti f {t * I 3z£Z ( ü , hogy z ( t * ) G 0 }
0.14 Definicio: A t is a játék befejeződésének időpontja 
az s szituációban.
Ezután megadunk két halmazcsaládot: V e>0 esetén legyen
(18a) Z .-■ = ■•/. ' zGZ ( s ) , melyhez 3 tG[t*(s) + e)n[t , t, ] , f _ о 1
hogy z(t ) G0}
(18b) Z{ ( . / = { z I zG0 , 3 zGZ^(s), és tG [ t*( s ) + e ) fl[ t , t ] ,
hogy z=z(t)}
Természetesen mindkét halmaz üres akkor, ha t*(s)=°°. Legyen 
8 . cQ zárt (i = l,2,...,N), és tegyük fel, hogy
N
9 = U 9. 
i-1 1
(A 9^  bizonyos indexekre lehet üres is.)
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Legyen f. az ici játékoshoz rendelt alábbi függvény: 
Ha 9.  ^0 akkor
( 19 ) f.(x) =í
Ha 9. = 0 akkor
1 , ha xGÖ.1
0, ha x&G\9. ’ 1
(19) ha xfcG\9
0 , ha xfQ
Legyen s6S' egy olyan megengedett szituáció, melyre t*(s)=°°. 
Legyen z egy, a 0.6 definíció (2) feltételének s-sel eleget te­
vő görbe. Jelöljük a.(s)-el az alábbi határértéket:
a . ( s ) : =í 1 im t -» t .
( z ( t ) ) .
A bevezetett fogalmak segítségével definiálhatjuk a minő­
ségi, kvalitatív differenciáljátékot :
0.15 Definíció: A r={I,{S.}-N ,, {H . }.N , } 0.10 definíció 
szerint megadott differendiáljátékot kvalitatív játéknak nevez­
zük, ha ekvivalens egy olyan differenciáljátékkal, amelynek ki­
fizetőfüggvényei felirhatók az alábbi formában:
H.(s)
ai( s)
1im sup f.(z ) ,
e+0 z6Zc(s)
t ( S ) = °o
*ha a t (s)<°°
Megjegyezzük, hogy az a(s) és a lim sup biztosan léteznek. 
Ha ugyanis t (s)=°°, akkor minden a feltételeknek eleget tevő 
z görbe a 9 kivül halad, akár véges t , akár nem. Itt pedig min­
den f. konstans értéket vesz fel (ld. a [19] definíciót). A 1
lim sup pedig azért létezik, mert e - 0 mellett Z (s) monoton 
fogyó halmazrendszer és igy a sup is monoton fogyó számsoroza­
tot ad, melynek korlátossága miatt biztosan lesz limesze.
Ha a kvalitatív játék 0-összegü, akkor ez azt jelenti, 
hogy csupán egyetlen játékos nyerhet, stratégiaválasztástól 
függően. A terminális pontok ugyanis legfeljebb egyetlen 0 
halmazhoz tartozhatnak minden s megengedett szituációban minden 
elég kis e(s) mellett. Ha a differenciálegyenlet megoldásaira
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érvényes az unicités tétele, akkor ehhez elegendő a Éh halmazok 
diszjunktságát megkövetelnünk. (Ebből csupán annyi következik, 
hogy csak egy játékos nyerhet. A O-összegüséghez legalább egy 
9^-nek üresnek kell lennie.) Ha nincs unicitás, vagy a ©^  hal­
mazok nem diszjunktak, akkor nyerhet egyidejűleg több játékos 
is.
Ezután definiáljuk a kvantitatív vagy mennyiségi játéko­
kat. Megadunk minden l<i£N mellett egy olyan megengedett s szi- ^ * tuaciókon értelmezett funkcionált, melyekre t (s)<co.
Legyen Z(z ,9) az alábbi halmaz:
(21 ) Z(z ,©)= U Z(s), S'c S megengedett sz. halmaza
° se S'
Legyen
(22 ) I . : Z(z ,0 ) - R. 1<i<Ní о — —
egy funkcionál.
0.16 Definíció: A r = <<N> , (S] , ... ,SN ) , (Hj , . . . ,Н^)> 0.10 de­
finíció szerint megadott differenciál játékot kvantitatív játék­
nak nevezzük, ha ekvivalens egy olyan játékkal, melynek H! ki­
fizetőfüggvényeit megadhatjuk az alábbi formában:
■X*{ -°° ha t ( s ) =+°°
lim sup I ( z) ha t*(s)<°°
c-*-o zGZ ( s )e
Vegyük észre, hogy a kvantitatív és kvalitatív játékok osz­
tályai nem diszjunktak. Mint a definíciókból kiderül, kvalita­
tív játék esetében adott célhalmazt kell elérnünk, illetve el­
kerülnünk. A kvantitatív játékoknál bármilyen nyeremény érdeké­
ben valamennyi játékosnak érdeke, hogy olyan szituációt válasz- 
szanak, amely mellett elérik a 6 célhalmazt. Ez azt jelenti, 
hogy kvantitatív játék megoldásának szükséges feltétele az, 
hogy a'9^=0, i = !,2 ,...,N melletti kvalitatív játék megoldható 
legyen nem 0 nyereménnyel. A kvalitatív játékok megoldása tehát
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alapját képezi valamennyi kvantitatív játék megoldásának, az u- 
tóbbi esetben a lehetséges kvalitatív megoldásokból válogatjuk 
ki az "opitmális" megoldást.
A kvalitatív és kvantitatív játékok definíciói is jelentősen 
egyszerűsödnek, ha az egzisztencia unicitási feltételek telje­
sülnek .
A 8 .a definícióban szereplő t (s,z )-at általában megfo­
galmazhatjuk ugyanis (nem véges esetre is)
t*(s):=sup{t Iтб[ t ,t! ), z(t)£Ö, ha t6 [tQ,T]}
formában.
így
Га. (s ) , ha * / \ t ( s ) =
zc и II
[fi(z*(s)), ha t ( S ) <
ahol z (s) = lim z(t).
t?t*(s)
Hasonlóan egyszerűsödik a 0.16 definíció.
További játékosztályokat nyerünk még a játék dinamikáját 
megadó differenciálegyenlet tipusa alapján. Ezek megegyeznek a 
differenciálegyenleteknél szokásos osztályokkal. Hármat emlí­
tünk meg:
Lineáris a játék, ha a differenciálegyenlet lineáris és 
az irányítási paraméterek is lineárisan szerepelnek.
Nemlineáris játékelméleti problémáról beszélünk, ha lega­
lább a vezérlési paraméterek nemlineárisán szerepelnek az egyen­
letben .
Késleltetett információju játékról akkor beszélünk, ha a 
dinamikát egy késleltetett differenciálegyenlet Írja le.
Ezzel áttekintettük a főbb osztályozási szempontokat.
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1 . § .  A FÖLÉNY KÉRDÉSE
Dolgozatunkban N-személyes minőségi játékok egzisztencia­
problémáival szeretnénk foglalkozni. Ezeknek a problémáknak a- 
lapkérdése a következő: A játékosok egy К с T csoportja tud-e 
úgy stratégiát választani, hogy egy másik K'c I csoport bármely 
stratégiaválasztása mellett egy adott peremfeltételt teljesitő 
(esetleg nem teljesitő) megoldásgörbét kapjunk? Az ilyen kérdé­
sek megválaszolása, mint ezt a történeti résznél már említet­
tük, mindig konstruktiv eljárást igényel (ld. [4], [18], [31], 
[36], [39]). Ezek az eljárások valamilyen, a dinamikára és a
célhalmazra kirótt feltételek teljesülésén alapszanak. A kér­
désfeltevésből is és a történeti részben leírtakból is elég 
kézenfekvőén következik, hogy a fenti feltételek a játékosok 
szempontjából nem szimmetrikusak.
E §-ban a dinamikára kirótt feltételtipusokkal és ezek 
kapcsolataival fogunk foglalkozni. Négyféle feltételtipust ve­
zetünk be az alábbi négy feladatnak megfelelően: az adott cél­
halmaz elérése késleltetés nélkül, késleltetéssel, a célhalmaz 
elkerülése késleltetéssel és anélkül. Ha a játékosok egy cso­
portjának lehetősége van célja megvalósitására egy másik cso­
port akarata ellenére is, ezt úgy mondjuk, hogy fölényben van 
a másik csoporttal szemben. Erős fölényről akkor beszélünk, ha 
késleltetett információ esetén is elegendő a cél megvalósítá­
sára, gyengéről akkor, ha csupán a másik választásának ismere­
tében tudunk jól választani az adott időpillanatban. Elfutó fö­
lényről akkor beszélünk, ha ennek megfelelő birtokában a koalí­
ció az adott célhalmaz elkerülésére képes, a célhalmaz elérésé­
hez elegendő fölényt fölénynek fogjuk nevezni.
1. FÖLÉNY DEFINÍCIÓK
A 0.§ jelöléseit érvényesnek tekintjük az egész dolgozat­
ban, a függeléket leszámítva.
E §-ban bevezetünk néhány jelölést, amelyeket az egész dol­
gozatban használni fogunk.
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Legyen Ф:А-*-Б egy leképezés, ahol A és D halmazok. A leképe 
zés meghatároz egy leképezést />(A)-ból i’CDbbe, ahol ^ (A) 
ill. P (D) az A ill. D halmazok hatványhalmazinak halmazát je­
löli. E leképezést természetes módon az alábbi definicióval ad­
juk meg:
Legyen UcA
(*) Ф[и]:= {zlz = ф(х), xGU} c D
Az igy kapott P{A) -* P (D) leképezést jelölésben csupán 
a helyettesítési értékeknél különböztetjük meg az eredeti Ф-től
m
Legyen most У : X A. -*• D egy leképezés, ahol A.,D halmazo-
i=l 1 1
kát jelölnek i=l,2,...,m mellett. Legyen Jc <m>, ahol
<m>: = {i I i GN , Legyen В^={а^}, a^A^, i6<m>^J, és legyen
Bic= A^, iGJ tetszőleges részhalmaz. Ilyen esetben használni
fogjuk az alábbi jelölési módot a halmaz jelölésére.
m
(**) Ÿ [ ( X a.)x X B-)]:= T[ X B.]
iG<m>\J 1 iGJ 1 i=l 1
Valójában a (**) bal és jobb oldalának argumentumában a válto­
zók sorrendje közt egy bijektiv kapcsolat áll fenn, amely bi- 
jekciót azonban а 4* értelmezési tartományának definíciója és a 
(**) bal oldalán a változók sorrendje minden esetben egyértel­
műen definiál. Miután dolgozatunkban gyakran célszerű lesz i- 
lyen változócsoportokat képezni, ezeket - ahol félreértést nem 
okoz - csupán az odatartozó változók megjelölésével adjuk meg, 
sorrendet csak ott Írjuk majd elő, ahol ez lényeges lesz. Vagy­
is a (**) bal oldalának argumentumát általában egy bijekció e- 
rejéig egyértelműen adjuk csak meg.
A ÿ függvényre vonatkozóan még egy fontos jelölést veze­
tünk be. Legyen ismét a.GA, iG<m>, és képezzük az a:= x a.
1 i 6<m>4J 1
A.-beli elemet. Megadunk egy ¥ : X A. - D leképezést1 Q, • _ T 11 £J
X
i  G<m>'4J
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rögzített a mellett az alábbi egyenlőséggel:
Ÿ ( b ) : = 4»( a. ,a9 , . . . ,a ), ahol b:= x a.G X A.
 ^ íGJ i6J
Az igy nyert Y leképezéshez tartozó őskép leképezés£1
PCD) - P( X A.) ahol a P a  hatványhalmaz jelölésére szolgál.
-1 „ , ieJ ' ,А У őskép lekepezes jelölesere a leírás es megfogalmazas egy-3,
szerüsitése érdekében az alábbi jelölést vezetjük be:
Legyen Uc P(D).
(***) 4,_1( x a.,U):=4'“ 1 (U)c XA..
iG<m>\J 1 a iGJ 1
Ez a megállapodás nagymértékben leegyszerűsíti a dolgozat 
további részében a bizonyításokat. Bár a (***) baloldala egyér­
telműen jellemzi, hogy honnét hova tart az őskép leképezés, a
dolgozatban szinte kizárólag úgy használjuk, hogy a X A.
iGJ 1
vagy ennek alkalmas részhalmaza is szerepel mint az ősképet tar 
talmazó halmaz.
Még két, a továbbiakban használt jelölésre hívjuk fel a 
figyelmet :
Ha a fenti Ф R-be, hat, akkor Ф nivóhalmazainak jelölésére 
használni fogjuk a
(****) {Ф<с}, {Ф<с}, {Ф>с}, {Ф>с}
jelöléseket. На a cGR szám tulajdonságait hangsúlyozni kíván­
juk ,szerepelhet а {Ф>с>0} és {Ф>с>0} jelölés is.
Végül, ha A egy Banach tér, és A ’ a duálisa, továbbá eGA', 
xGA, az e-nek x helyen felvett helyettesítés, értékét
(*****•) <e,x>-el
jelöljük. Most rátérünk a §-ban vizsgálandó problémák tárgyalá­
sára.
Legyen Kei egy valódi részhalmaz, a játékosok ilyen cso­
portját koalíciónak nevezzük.
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A 0.§ 2. pontjában bevezetett C. halmazok legyenek a to­
vábbiakban kompaktak. Legyen az F leképezés folytonos és tegyenNeleget minden rögzitett u€ X C. mellett lokális Lipschitz-féle
i = 1 1
feltételnek. (A jelöléseket Id. a (7) kifejezésnél és környékén. ) 
Bevezetjük az alábbi jelöléseket:
Legyen Ke I egy koalició.
(24) X
i£K
C . 1
Legyen
(25 ) X C . 
ÍGI\K 1
Ezzel előkészítettük a fölényfogalmak definícióit. 
Legyenek К, K' két koalició, amelyekre teljesül a KnK'=0 
feltétel. Legyen eGE', ahol E' az E Banach-tér duálisa és le­
gyen xqGG c E rögzitett pont.
1.1 Definicló: А К koalició gyenge fölényben van a K' ko­
alícióval szemben az xqGG pontban az e funkcionállal kijelölt 
"irányban", ha megadható olyan c>0 , hogy minden v€U -höz ta- 
lálható olyan u (v)GUK, hogy
i
( 26 ) F[ , ( UKuK , ) X { (i(v ) ,v) ;■ 1 c { e>c>0 }
teljesül.
1.2 Definíció: А К koalíciónak gyenge elfutó fölénye van
а К '-vei szemben az x GG pontban az e funkcionáltál kijelöltо
"irányban", ha minden vGU^,-höz van olyan u(v)GU„, hogyI\ t\
(27) F[xq ,(U^uK,)x{(u(v),v)}] c {e>0 }
teljesül.
1.3 Definíció: А К koalíciónak erős fölénye van az xq 
pontban az e funkcionállal kijelölt irányban, ha megadható
olyan uGU és c>0, hogy azК
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(28) F [ X , Il X { u } ] c: ( e >c >0 }о K —
teljesül.
1.4 Definició: A K koalíciónak erős elfutó fölénye van az 
xq pontban az e funkcionállal kijelölt irányban, ha létezik o- 
lyan u€U„, hogy azI\
1
(29) F[x , Uw x{u}] c {e>0}о к —
teljesül.
Megmutatjuk a bevezetett négy fölényfogalomról, hogy pá­
ronként szoros kapcsolatban állnak egymással.
1.1 Tétel: А К koalíciónak akkor és csakis akkor van erős 
fölénye az xq pontban az e funkcionállal kijelölt irányban, ha 
az INK koalíciónak nincsen gyenge elfutó fölénye a -e funkcio- 
nállal kijelölt irányban.
Bizonyítás :
1. Tegyük fel, hogy а К koalíciónak erős fölénye van az e
irányban. Ez azt jelenti, hogy van olyan ueU,,, amely mellett
к I(28) teljesül. Ezért ezen u-hoz nem található olyan v(u)GU~,К
hogy a (27) -e-vel teljesüljön.
2. Tegyük fel, hogy az I\K-nak nincs gyenge elfutó fölé­
nye az X EG pontban a -e irányban. Ez azt jelenti, hogy van o-
° 1lyan uEUv, hogy minden vEU„ mellett azI\ I\
(31) <e, F(x q ,(u ,V ))>>0 
feltétel teljesül. Azonban a
1
(32) Ф(у ):= <e, F(x ,v,u)>, vEU.,о t
függvény, mint két folytonos függvény kompozíciója folytonos és 
az kompakt halmazon mindenütt pozitiv értékeket vesz fel.i\
Legyen с а Ф függvény pozitiv minimuma. A fenti uEUv és a cК
szám teljesitik az 1.3 definíció feltételét. Ezzel a tételt 
beláttuk.
1
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1.2 Tétel: А К koalíciónak akkor és csakis akkor van gyen­
ge fölénye az e funkcionállal kijelölt irányban az INK koalíci­
óval szemben, ha az I\K koalíciónak nincsen erős elfutó fölénye 
a -e irányban.
Bizonyítás :
1. Tegyük fel, hogy а К koalíciónak nincsen az xq pontban 
gyenge fölénye az e irányban. Ez azt jelenti, hogy 1/n-hez meg­
adható olyan u^GU^ elem n= 1 , 2 , ... mellett, hogy
(33) <e,F(x ,u xUv )> < 1/nо n —
Az U^: kompaktsága folytán az u sorozatból kiválasztható konver K n I
gens részsorozat, legyen ez u - u, ahol uGUJ) a részsorozat ha
к
táreleme. Minden vGlk, mellett továbbá u x v -* uxv, és a (33)К n,к
egyenlőtlenség folytán
(34) <e,F(x ,uxU1/)> < 0
teljesül, ami az állitás egyik felét adja.
2. Ha az I^K koalíciónak erős elfutó fölénye van az xо
pontban a -e irányban, akkor ez azt jelenti, hogy van olyan
uGU^ , hogy minden vGU., mellett azК .К
(35) <e, F(x q ,u x v )> < 0
feltétel teljesül, vagyis ehhez az uGU^-hoz nem adható meg o-ix
lyan v U)GUK , hogy
(36) <e , F(x q ,u x v (u ) ) » 0
teljesüljön és ezzel az állitást beláttuk.
A most következő két tétel a bevezetett erős és gyenge fö­
lényfogalmakat jellemzik.
Legyen eGE ' egy egységnormáju funkcionál.
1.5 Definíció: Az E Banach téren bevezetjük és III III -vei --------------  e
jelöljük az alábbi normát:
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( 3 7 ) i l l  X ül  = m a x { l l x l l , l < 2 e , x > l } ,  xGE .
Jelöljük К (O)-vel az alábbi kúpot:Ejt,
III III
К (0 ) : = U X*{G e(0)+t}
^  \>0
III III
ahol 0<e< 1 , G 6 ( 0 ) : = {x I xEE , III x III <e}, t£E , Ilit Ifi =1.£ e e
1.3 Tétel: А К koalició akkor és csakis akkor van fölény­
ben a K' koalícióval szemben az xq£G pontban az eGE'-vel kije­
lölt irányban, ha megadható olyan l>e>0, és t£E, Ilit III =1,
<2e, t>= 1, hogy minden vGU„, elemhez található olyan u(v)£U„ 
elem, hogy teljesül az
. Ill III
(38) F( x »Un „ ,X{u(v)xv} )iC K (0):= U X{G e(0)+t}° кик лчп e
Bizonyítás :
1. Tegyük fel, hogy а К koalíciónak fölénye van az e irány­
ban az xq pontban a K' felett. Az 1.1 definíció szerint tehát a
-l N(39) V : = F  (x,{e>c})c x C-
0 i = l 1
halmaz nem üres és a folytonosság miatt kompakt.
Az F leképezésnek a GxV-re való megszorítása teljesiti a 
függelék F2.3 tételének feltételeit c=6h, 0<6<1 mellett ezért 
igaz, hogy
(40) F[ x ,V]cK ,(0 )
о e , t
az idézett tétel alapján. Miután az 1.1 definíció feltételének 
teljesülése és V konstrukciója biztosit olyan u(v)-t minden 
v£U ,-hez, hogyI\
(41 ) UKUK’ xu(v)xv c V
teljesül, az állitás első felét bebizonyítottuk.
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2. Teljesüljön a (38) feltétel valamely tGE , eGE' és t>0- 
ra. Belátjuk, hogy ekkor teljesül az 1.1 definíció feltétele.
Képezzük a G : =K (0)fl{e>l/n} halmazsorozatot n = 1 , 2 , . . . , n ,
П £ 5 "G
... mellett. Képezzük továbbá az alábbi halmazt:
(42) H ={ulu6U , és 3 v(u)GU hogy F(x ,U^  ,xv(u)xu ) c G }
П i \  i \  O i \ U l \  П
Belátjuk, hogy Hn nyilt. Legyen uGHn. Miután az U„llV,x v(u)x u1\ Ul\
halmaz kompakt metrikus tér, folytonos képe is kompakt, amely
a fenti Gn határától véges pozitiv 6 távolságra v^n. Ám F e-
gyenletesen is folytonos x rögzítése mellett a X C. kompakt
i = 1
szorzattéren, ezért б/2-höz megadható olyan Gc ,с/„Ли) környe-0 i ( 0/7 >
zet, hogy minden u'GG^ . (5/2 )(u)-beli pontra teljesül (42) fel­
tétele .
A (38)-al kifejezett feltétel azonban biztosítja, hogy
(43) U H  = U„,. n К n= 1
és miután , kompakt, a Hn-ek pedig nyiltak, van olyan véges 
n, hogy Hn az U„ ,-t már lefedi. A legkisebb ilyen n legyen n ,14 о
c=l/n mellett teljesül az 1.1 definíció feltétele. Ezzel a té-o
telt maradéktalanul beláttuk.
1.4 Tétel: А К koalició akkor és csakis akkor van erős fö­
lényben az xq pontban az eGE ' , Il e II = I funkcionállal kijelölt 
irányban, ha megadható olyan l>e>0, és tGE, Ilit III =1, <2e,t>=l, 
amelyhez található olyan uEU^ elem, hogy az
(44) F[x ,uxuj] с К (0) 
tartalmazás teljesül.
Bizonyítás : A tételt az 1.3 tételhez hasonlóan bizonyít­
hatjuk be, csupán egyszerűbben. Itt a bizonyítást nem részle­
tezzük .
A most következő tételek is az erős illetve gyenge fölényt 
jellemzik, méghozzá e tulajdonságok helytől való függését.
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- 0 >.1.6a Definíció: „,-vel jelöljük az alabbi halmazt:------------- I\ , 1\
0 - Gv v ,:={xix&G-ben К gy. fölényben van K’-vel sz.-bent\ , I\
az e irányban}
 ^ О1.6b Definíció: Gj -val jelöljük az alábbi halmazt:-------------- I\
0G^:={XIxGG-ben К erős fölényben van az e ir.-ban}
1.6c Definíció: F® „,-vel jelöljük az alábbi halmazt:----------------  5 1\
0F^  K ,:={XIxGG-ben K-nak elf. fölényé van K'-vel sz.- 
ben az e irányban}
- 01.6d Definicio: F„-val jelöljük az alábbi halmazt:-------------- К
0F^:={x IxGG-ben K-nak erős elf. fölénye van az e ir.- 
ban
1.5 Tétel: A G,, és G,® halmazok nyiltak.к ,к к
Bizonyítás: Elegendő megmutatni, hogy ha x GG„ ,^ ,-nek ---------- о К , К
(G^-nak), akkor létezik G . ( x )cG^ „. (G.^ ) alkalmas 6>0-val.
I \  О O К. К
0 0Az xqGG^  ^, (G^ ) azt jelenti, hogy a
-1 N(45) V:= F (x ,{e>h >0 } } с X C.
° " i=l 1
kompakt halmaz nem üres, sőt az egyes fölényeknek megfelelően 
tartalmaz bizonyos alakú pontokat.
Szorítsuk meg a F leképezést az alábbi módon:
F : GXV - E,
erre b/2-vel igaz, hogy
(46) F(x ,V) c (e>h/2).
О
V kompaktsága folytán azonban létazik olyan (?c(x )c G, hoqyо о
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(47) F(G6 (xo),V) с {e>h/2 }
teljesül. Ez pedig mindkét szóbanforgó fölényfogalomra bizonyit
ja a tétel állitását.
 ^ 6 - 6  -1.6 Tetei: Az Yv v . es az F halmazok zárták.--------  I\ 51\ I\
Bizonyítás : Ezek zártsága közvetlen következménye az 1.1,
- — 61.2 tételeknek melyek szerint e halmazok megfelelő G tipusu
halmazok komplementerei, melyek viszont az 1.5 tétel szerint
nyiltak.
2. LOKÁLIS STRATÉGIÁK FOGALMA
E pontban azzal foglalkozunk, hogy ha a G halmaz valamely 
pontjában fennáll a bevezetett fölénytipusok közül valamelyik 
egy koalició számára, akkor hogyan használhatja fel ezt a koa­
líció stratégiája megválasztására. Az erős és gyenge fölény a- 
lapján képzett stratégiának az a tulajdonsága, hogy egy pontra 
megadott stratégiaválasztási szabály "ugyanazt" eredményezi a 
pont egy környezetében, mint a pontban, lehetőséget nyújt arra, 
hogy e stratégiválasztási szabályokat fogjuk lokális stratégi­
áknak nevezni. Első lépésként az alábbi tétel konstrukciójával 
megadjuk fölény teljesülése esetére a stratégiaválasztási "sza­
bályt".
1.7 Tétel: Legyen а К koalíciónak az xqGG pontban az eGE'
Il e II = 1 irányban fölénye а К koalícióval szemben. Ekkor megad­
ható egy V^ : t ■* Borel-mérhető leképezés úgy, hogy
(48) F[x , U" txV ( u ) xu ] <= (e>c) ahol c>0о К1Ж  e —
az 1.1 definícióban szereplő pozitiv szám, tetszőleges uGU^.-ra 
Bizonyítás : Megjegyezzük először is, hogy a bizonyításban 
lényegtelen a c szám értéke, ennek a tételben csupán a fölény 
definíciója miatt van szerepe. Ezért tetszőleges c mellett bi­
zonyltjuk a tételt, azért, hogy egyúttal elfutó fölényre is meg 
kapjuk а V leképezés konstrukcióját.
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A fölény definíciójából következik, hogy minden u6U ,-höz
1 Kvan olyan v(u), hogy az F[x ,U xv(u)xu] c; {e>c>. (Ez a lé-OKUK.
nyeges sajátosság gyenge elfutó fölény esetében c=0-val telje­
sül, ld. az 1.2 definíciót.) Ez azt jelenti, hogy minden
wGUKUK mellett teljesül az
(49) X ,w, { e > c } ) =3 {(v(u),u)l uGU„,}O — i\
tartalmazás. Másrészt az F folytonossága miatt az
(50) F ~ 1 (x ,v, {e>c} ) c H X 11,,
О i \  i x
halmaz kompakt. Képezzük az
(51 ) F = „- 1
w6UKUK’
(X ,w, {e>c}) c UKXUK,
kompakt halmazt, amely a (49) miatt nem üres, sőt a vetülete 
az U^,-re az egész halmaz lesz ( , ( F)= .).I\ I\ I\
Ekkor azonban a függelék F.1.2 tétele biztosítja, hogy 
megadható olyan
(52> Ve : UK' * UK
Borel-mérhető leképezés, amelyre teljesül az
(53) F 3 {(Ve(u), u) I uGUK ,}
feltétel, ami azt jelenti, hogy Vg eleget tesz a (48) feltétel­
nek. Ezzel a tételt beláttuk.
1.1 Megjegyzés: На а К koalíciónak erős fölénye van az x 
pontban az e£E', Il e I = 1 irányban, akkor megadható a
(54) V (u):=vGUv , uGU^e К К
konstans leképezés úgy, hogy az (1 .2 ) definícióval szereplő 
c>Q-val teljesül az
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(55) F(x ,u,V (u)) G {e>o[, minden utU^о e —
mellett.
Ez az 1.2 definíció természtes következménye.
1.2 Megjegyzés: Miután felhívtuk a figyelmet arra, hogy az
1.7 tétel bizonyításában nem volt lényeges szerepe a szereplő c 
konstans értékének és láttuk, hogy ami a tétel bizonyításához 
szükséges, az teljesül a gyenge elfutó fölényre is, ezért ki­
mondhatjuk külön bizonyítás nélkül az alábbi tételt:
1.8 Tétel : На а К koalíciónak gyenge elfutó fölénye van
az x^GG pontban a K' koalícióval szemben az eGE ' , Il ч II =] irány­
ban, akkor megadható egy
(56) V : К ' - Кe
Borel-mérhető leképezés úgy, hogy minden uGU^.-re teljesül azК 1
(57) F[xo,U^uK,,Ve(u),u] c {e>0 } 
feltétel.
1.3 Megjegyzés : Erős elfutó fölény esetében az 1.1 meg­
jegyzés eljárása biztosit egy az (57)-nek eleget tevő Vg leké­
pezést .
A Vg leképezések definíciója után megmutatjuk bevezetett 
fölény teljesülésének számunkra alapvetően fontos következmé­
nyét.
1.9 Tétel : Legyen а К koalíciónak a K' koalícióval szemben 
az xqGG pontban az eGE', Il e II =1 irányban fölénye. Ekkor megad­
ható egy alkalmas
III III
(58) К (0) = U\ • {G 6 (0)+h)
e ’ h  \>0
kúp (lásd az 1.5 definíciót), ahol <e,h>=l/2,II hl! -1/2 (azaz 
közel 1/2 ), és amelyre teljesül az alábbi:
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Megadható a tQGR-hez ((tQ , zq)= x q GG) olyan 6>0, hogy a K'
koalició bármely u:[t ,t(u)} c [t ,t ] - U„,, és az I (KUK')о о 1 л
mérhető stratégiaválasztására az
(59) x(t)=F(x(t), v(t), Ve(u(t)), u(t)) t6 [tQ,t(u)} m.m
X(t )=x о о
differenciálegyenlet megoldása teljesiti az
x(t)Gxo+K^ h(0 )> tG(tQ,to+6 ) c [tQ,t(u)}
feltételt, ahol а V az 1.7 tételben biztosított Borel-mérhetoe
leképezés.
1.10 Tétel: Legyen а К koalíciónak erős fölénye az xqGG 
pontban az eGE ' , I e M = 1 irányban. Ekkor megadható egy alkal­
mas К , ( 0 ) kúp (ld. (58)), ahol <e,h>=l/2, Il h II ~ 1 / 2 (azaz kö-
e , h
zel 1/2 ) és amelyre teljesül az alábbi:
Megadható a tQGR ponthoz ((tq ,zq)=xqGG) olyan 6>0, hogy
az IsK koalició bármely u:[t ,t(u)}c [t ,t.] - U^: mérhető stra-o о 1
tégiaválasztására az
(60) x(t) = F(x(t), u(t), V (u(t))) m.m tG[t ,t(u)}
X ( t ) = Xо о
differenciálegyenlet megoldása teljesiti az
x(t)Gx + К (0), tG[t ,t +6 ] c [t ,t(u)} о e,h ’ o’ o L o’
feltételt, ahol Vg az 1.1 megjegyzésben biztosított konstans 
leképezés.
Bizonyítás : A két tételt együtt bizonyltjuk. Képezzük az
X e G mellett azо
-1 N(61 ) F (x , {e>c>0}) = V с X C.
°. ~ i=l 1
kompakt halmazt, ahol a c az 1.1 illetve az 1.3 definíciókban
biztosított pozitív szám. A V leképezés konstrukciója bizto-„ , e , Isitja, hogy fölény eseten minden uGU^ es v€UKul<,t mellett a
(v,V (u ),u )GV teljesüljön, erős fölény mellett pedig minden
uGUj, mellett igaz az (u,V (u))6V feltétel.1\ e
Legyenek mármost u:[t ,t(u)} -► U„, v:[t ,t(u)} - Uо К о  KUK
mérhető leképezések, a fentiek alapján.
(62) (v,Ve(u),u):[tQ,t(u)} - V
mérhető leképezést kapunk, mert V Borel-mérhető. Ehhez hason-
1 ^lóan az u : [ t ,t(u)} - Ur; erős fölény esetében egy
(63) (Ve(u),'u) : [tQ,t(u)} - К
mérhető leképezést határoz meg. Ezzel azonban előállítottuk 
az (59) és (60) megoldásfüggvényekre a függelék F2.4 tételének 
feltételeit, amely a tételeinek állításait bizonyítja.
1.4 Megjegyzés: Az 1.9 és 1.10 tételek bizonyításához i- 
dêzett F2.4 tétel bizonyításából az is kiderül, hogy megadható 
az xq pontnak egy olyan alkalmas 6'>0 környezete, amelynek min 
den pontjára érvényes az 1.9 és 1.10 tétel állítása, méghozzá 
az alábbi formában:
1.11 Tétel : Az 1.9 és 1.10 tételekben szereplő x pontnak 
megadható olyan G ,(0), 6 '>0 környezete, megadható olyan 6>0 
és Ke h(0 ), amelyek minden x'eG^,(xq)-beli pontra teljesitik 
az 1.9 illetve az 1.10 tétel állításait, méghozzá az egész 
G6 ,(xo)-on univerzális Ve stratégiaválasztással.
1.5 Megjegyzés: Az 1.11 tétel segítségével azt sikerült
megmutatnunk erős es gyenge fölények esetében, hogy a G„e К 5 К
illetve a G^ nyilt halmazok előállíthatok olyan nyílt környe­
zetek uniójaként, amelyek mindegyikén egy konstans straté­
giaválasztási szabály segítségével használhatjuk fel meglevő 
fölényünket. Legyen most egy GcG® K , (G c G® ) olyan nyilt hal 
máz, amelynek minden pontjára teljesül az 1.11 tétel állitása, 
a stratégiaválasztási szabállyal.
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1.7 Definíció; A (Ve,G) párt nevezzük а К koalició loká­
lis stratégiaválasztásának, vagy röviden lokális stratégiájá­
nak .
A most következő §-ban megmutatjuk, hogy hogyan lehet a 
lokális stratégiaválasztási szabályokból felépíteni globális 
stratégiaválasztási szabályokat.
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2 , § .  A LOKÁLIS STR ATÉG IÁK SZI NTÉZISE
Az előző §-ban bevezettük а К с I koalició fölényének több­
féle fogalmát és ezek fennállása esetén stratégiaválasztási mód 
szert is adtunk. E módszerről erős illetve gyenge fölény eseté­
ben megmutattuk, hogy egy alkalmas nyilt halmazon "megfelelő" 
választást biztosit. Ezért bevezettük a lokális stratégia fogai 
mát, amely egy (Ve,G) alakú párt jelent, ahol a egy Boréi 
mérhető leképezés, G pedig az előbb emlitett alkalmas nyilt 
halmaz.
Most azt a kérdést vetjük fel, hogy hogyan biztosíthatjuk 
a lokális stratégiák összekapcsolását? Ez alatt azt kell érte­
ni, hogy ha az (59) vagy (60) differenciálegyenletek megoldása 
a G halmaz valamely határpontjához érkezik, vajon milyen felté­
telek mellett folytatható a játék e határponton csatlakozó va­
lamely másik (V^,, G') lokális stratégiaválasztási szabálynak 
megfelelően? E probléma rokon a szakadási felületek közismert 
problémájával.
A felvetett problémát két esetben oldjuk meg. A második 
esetben adott megoldás szinte feltétel nélkül alkalmazható, té­
tel formájában kimondott finomitott változatai mindössze a met- 
rizálhatóságon múlnak és azon, hogy a stratégiákat nyilt halma­
zokon adjuk meg. Az első, finomabb eljárás szigorú feltételek­
hez kötött, csak erős vagy gyenge fölény esetében alkalmazható 
és csupán szeparábilis Banach tereken. Az első módszer feltéte­
leinek megfogalmazásához meg kell fogalmaznunk lokális straté­
giák családjának egy folytonossághoz hasonló tulajdonságát.
1. ELNYELÉSI ÉS TASZÍTÁSI PONTOK
Bevezetünk egy alapvető fogalmat, amelyet kupmezőnek fo­
gunk nevezni.
Legyen Œ c G <= E egy nyilt halmaz. Legyen minden xGQ-hoz 
megadva egy e(x)GE', Il e II =1, és egy 0<e(x)<l szám. Képezzük 
minden fenti x mellett a t(x)(0) kúpot, ahol t(x)GE,
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<e(x), t(x)>=l/2 és I t II (x)~l/2 és
III III
(64) U\  {G / \ e ( 0 ) + t ( X ) } .  
\>0 ' '
2.1 Definició: А К : x -<■ К , » , , (О), xGfi leképezéssel és
fi-val képzett ,fi) párt kupmezőnek nevezzük.
2.1 Megjegyzés: Minden lokális stratégiához tartozik egy 
kupmező, amelyet az 1.11 tétel biztosit.
Egy F c E halmaz lezárását F-al jelöljük.
2.2 Definició: Az xGF pontot az FcE halmaz ( К ,Q) kupme- 
zővel szembeni elnyelési pontjának nevezzünk, ha van olyan 
6>0 , hogy az
feltétel teljesül.
2.3 Definició: Az xGF pontot az F taszitási pontjának ne­
vezzük, ha az EVF elnyelési pontja.
2. 1 Lemma : Ha xE int (F)flfi, akkor x elnyelési pont. 
Bizonyítás : Ha ugyanis van eleme a metszetnek, ez nem üres
nyilt, igy van olyan 6>0 , hogy Gc(x)c int (F)flfi ami a tételt0
bizonyítja.
2.1 Következmény: Taszitási pont csak határpont lehet.
2.2 Következmény: Tetszőleges (К , fi) esetén fi minden pont­
ja K -val szemben elnyelési pont.
2.4 Definició: Egy F C E halmazt a (K ,fi)-ra nézve szabá­
lyosnak nevezünk akkor, ha T П fi minden pontja taszító vagy el­
nyelő .
2.1 Tétel: Egy ( ,^fi) kupmezőre nézve szabályos halmazok 
halmazalgebrát alkotnak, vagyis
1. Ha Ff,F2 szabályos halmazok, úgy F( U F2 is az.
2. Ha fj?E2 szabályos halmazok, úgy F2 П F2 is az.
3. Ha F szabályos, úgy E4F is az.
4. Az egész tér, E szabályos.
<Ke ( x ) , t ( x )(0 ) + x) Í1G. (x) <= F П fiö
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Bizonyítás : A 2.1 lemmára való tekintettel a taszitó-elnye- 
lo tulajdonságot elegendő mindegyik esetben a határpontokra be^ - 
látni.
1. Vegyük a £F U9F zárt halmazt (9F^ jelöli az F^ halmaz 
határát, mely zárt).
Legyen x69F ] U9F2-nek. Ha e pont legalább az egyikre nézve 
elnyelési pont, akkor az uniónak is elnyelési pontja lesz, ez 
természetes következménye a 2.2 definíciónak. Legyen ugyanis 
mondjuk az elnyelő halmaz az 1 indexű, ekkor a definíció sze­
rint van olyan G (x), hogy (x ) c fi és
G6 <x,n(KE(x),t(*)(0 )+x)cFin« = (F,UF2 )níí-
Ha az x valamelyiknek belső pontja, akkor a 2.1 lemma sze­
rint elnyelési pont.
Marad tehát annak bizonyítása, hogy az x pont egyiknek sem 
elnyelési pontja. Ekkor lehet mindkettőnek taszitási pontja, 
vagy lehet az egyiknek külső pontja, a másiknak taszitási pont­
ja.
Az első esetben i = 1 ,2 mellett van olyan G^(x), hogy az 
EvF.-re teljesül a 2.2 definíció feltétele. De akkor aí
6=min 6 .-re az (E V  F,)П(E4 F„)=E\( F,UF„)-vei is teljesül a fel-1 1 2 1 21
tétel, tehát a pont taszitási marad.
A második esetben van olyan környezete a pontnak, miután 
az egyik (mondjuk F ) külsejében van, hogy e környezet teljes 
egészében az F külsejében fekszik. De akkor e környezetnek és 
az F2~re a 2.2 definíció által biztosított környezetnek a met­
szete éppen megfelel az unióhoz. Ezzel az 1. pontot beláttuk.
2. A 2. állitás az 1. állításból következik komplementer­
képzés utján.
3. Ennek bizonyítása azért egyszerű, mert ha egy határpont 
taszitási pont, ez a komplementernek a 2.3 definíció szerint 
elnyelési pontja. A komplementer határpontjaira ugyanez érvé­
nyes. Ezzel ezt be is láttuk.
4. Az egész tér lezárásának metszete Œ-val ß, amelynek 
minden pontja elnyelési pont a 2.2 következmény szerint.
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2.3 Következmény: A ( К ,П) bármely szabályos nyilt rész­
halmazának szabályos részhalmazai is halmazalgebrát alkotnak.
2.2 Lemma : Legyen Q c E nyilt halmaz és legyen fi-n megadva 
egy "állandó" kupmezo, azaz a 2.1 definíció jelöléseivel
( 6 5 ) К , . . , ,(0)=K .(0)
e ( X ) , t ( X ) e , t
Ekkor megadható egy olyan III lll^ norma E-n, amelyre
1. e>0 mellett {III 11!^  <e} szabályos K-ra nézve.
2. A III lllj^ norma ekvivalens az eredeti II II -val.
Bizonyítás: Belátjuk, hogy a K_ (0) halmaz minden határ­éit
pontjára teljesül, hogy ha xGK (0), úgy x+K ( 0 ) c К , (0)Gjlj £ j t G * "0
Legyen r€K (0), ez előáll
e , t
(6 6 ) r = Xt + Xv, X > 0
alakban, ahol 111 v III < e < l ,  és Ilit III =1. (Id. a kupmezo 2.1 defi-e e
nicióját. ) Az X határpont pedig x=Xt+Xv' alakú, ahol Hlv'lll <Ce. 
(Ugyanis ha x határpont, úgy megadható egy X^t+X^v^ "*■ x sorozat 
úgy, hogy Xn korlátos és igy megadható úgy is, hogy konvergens
legyen. На X e konvergens sorozat limeszpontja, ez nem 0, mert
о
x sem az, de akkor osztva X - el sorozat elemeit, v -et kifejez-' n n
hetjük két konvergens sorozat különbségeként és igy v^-rol be­
láttuk, hogy konvergens és ezért a limeszpont, lllv' III telje­
sül . )
Vegyük az x+K (0) pontjait. Ezek előállnakG  ^Ь
III III
(67) Xt+Xv'+ Un {G 6 (0)+t}
p > 0  e
alakban, vagy átirva:
x + K  ( 0 ) = { y l y = ( X + p ) t + ( X + p ) ( r — - ) v + — w ) }e , t  X + p X + p
Ill III
(68)
ahol megmutatjuk, hogy a (—— v+-r-^  w)eG (0 ).
3 X + p X + p e
(
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Felhasználva azonban, hogy 0,
(69) V  + w IIIЛ + М- e — \ + ц \ + ц. w III
amivel beláttuk az állítást.
Hasonlóan belátható, hogy a -K (0) minden határpontjae , t
taszitási pont.
Az e funkcionál definíciójából következik, hogy az {-e£6 }, 
és az {e>6} halmazok 6 tetszőleges valós mellett szabályosak. 
Ezért képezzük a G =K (0){e£l}és a G = -K (0)n}e>_-l} halma-1 C ^ ь Z 0 ^ "ь
zokat, melyek szintén szabályosak lesznek. E két halmaz segít­
ségével könnyen megadhatjuk a kívánt "gömböt". Szabályos halmaz 
minden eltoltja szabályos konstans kupmező esetén. A t definí­
ciója alapján 2tE{e=1}, képezzük tehát a
(70) G(0):={G - 2t}U{G2 + 2t>
halmazt. Könnyen belátható a kúp definíciója alapján, hogy 
G(0) a 0 egy korlátos, nyílt, konvex, kiegyensúlyozott környe­
zete, ezért az általa meghatározott Minkowsky funkcionál norma 
lesz, amely egyenértékű az eredeti normával. A G(0) továbbá 
szabályos és minden számszorosa is az marad. Ezzel a tételt be­
láttuk .
2.4 Köve tk e z mény: Legyen E egy szeparábilis Banach tér. 
Ekkor a 2.2.lemma feltételeinek eleget tevő kupmező alaphalma­
za előáll megszámlálható sok szabályos halmaz egyesítéséből.
2.5 Követke z mény: A 2.4 következményben szereplő előállí­
tás helyettesíthető szabályos halmazokból álló diszjunkt hal­
mazrendszerrel is. Ha ugyanis G = U G^, ahol G^ szabályos hal­
maz minden i=l,2 ,... mellett, akkor~á
/i-I(71) G. :=G.\ U G .
1 1 4  = 1 J
halmazok a 2.1 tétel alapján szabályosak, egyesítésük pedig, 
mint ismeretes és könnyen látható az egész G.
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Ezzel eljutottunk oda, hogy megfogalmazhatjuk a szintézis 
problémáját és megoldási lehetőségeit vizsgáljuk Banach tereken 
és véges dimenziós tereken.
2. SZINTÉZIS PROBLÉMA KOMPATIBILIS STRATÉGIÁKNÁL
Lokális stratégiák szintézisén egy olyan stratégiaválasz­
tási módszer megadását értjük, amely a fázistér minden pontjá­
ban egyértelműen adja meg a stratégia megválasztásának a módját 
és emellett minden pontban egybeesik valamelyik lokális stra­
tégiával. Mint ismeretes, ez a probléma általában nem oldható 
meg (Ld. a szakadási felületek problémáit a variációs módsze­
reknél ). A globális stratégiaválasztási módszernek olyannak 
kell ugyanis lennie, hogy minden pontban a játékot leiró dif­
ferenciálegyenlet rendelkezzék egy ( t , t + 6 ( t ) )  intervallumon 
legalább is lokálisan egyértelmű megoldással. Ehhez pedig az 
szükséges, hogy ha egy lokális stratégia alkalmazási területé­
nek egy határpontjához érünk, e határponton megadott uj straté­
giával az uj lokális stratégia érvényességi területén maradjon 
a fázispont legalább egy kis időintervallumra. Más szóval, az 
uj stratégiának e pont elnyelési pontja legyen. Általában ez 
nem vihető keresztül és ezért a hely függvényében egyértelmű 
stratégiaválasztási módszer megadásának feladatát pontonként 
véges választási lehetőségre enyhítjük. Ez utóbbiról látni fog­
juk, hogy szinte korlátozás nélkül megoldható. Most először az. 
első, nehezebb feladatot fogalmazzuk meg pontosan és bizonyos 
feltételek mellett megoldjuk. A második problémával a 3. pont­
ban foglalkozunk.
Legyen ü c G c E  egy nyilt részhalmaz. Tegyük fel, hogy meg­
adtunk lokális stratégiák egy {Vg , GQ}aeA családját úgy, hogy
a
teljesüljön az
(72 ) П = U G_. d a€A
feltétel. Mint ezt az 1.11 tételben beláttuk, e stratégiacsa­
ládhoz tartozik kupmezőknek egy ( K  ,G ) ^. családja és ha aex a a6A
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(K^, Ga) párokat az 1.11 tétel feltételeinek megfelelően képez­
tük, akkor még az is igaz, hogy ezek konstans kupmezők lehetnek.
2.5 Definíció: Kupmezőnek egy {K , G } családját az xEfi 
pontban kompatibilisnek nevezzük, ha megadható olyan G (x) kör­
nyezet és egy x-től függő К , > ,, ,(0) kúp, hogy minden a€A
£  l  X  j  J t. V X  ;
mellett y£Gc(x)riG esetén 6 a
(73) К / » , Л0) 3 К€ ( X ) , t ( X ) еа(у)^ а (у)
( 0 )
2.6 Definíció: Kupmezők egy (K , G ) . családja az fi c ' c= E------------  а а абА J
halmazon kompatibilis, ha minden xGQ-ban kompatibilis.
Legyen most E szeparábilis Banach-tér. Megadunk fi c c E-n 
egy К kupmezőt a következőképpen:
( 7 4 )  K . s . , Л 0 )  : = с оe ( x ) , t ( x )
ahol со a mögötte álló halmaz konvex burkát jelöli.
Ha az eredeti {K^ , G^} rendszer kompatibilis volt, úgy a 
К kupmező minden pont egy alkalmas környezetében egy konstans 
kúppal "majorálható". Az igy bevezetett jelölések mellett az a- 
lábbi tételt mondhatjuk ki:
2.2 Tétel: Legyen { V , G } ^ „ ,  U G = fi с c E lokális
---------------------  а а aGA аа&А
stratégiák egy olyan családja, hogy a neki megfelelő kupmezők
{K ,G } t. családja teljesítse fi-n kompatibilitás feltételét.а a ctGA r
Ekkor megadható egy (B.) •» , a (74)-el definiált { K , G) kup-
1 i = 1
mezővel szemben szabályos halmazokból álló olyan diszjunkt hal­
mazrendszer, amely teljesiti az alábbiakat:
1. B.czG i = 1 , 2 , .1 а í
2. U B. = fi 
i=l 1
n
3. U B. nyilt halmaz. 
i  = I 1
4. Minden xGfi-hoz megadható egy és csakis egy olyan B., .,
1 V X )
hogy az x a К s kupmezővel szemben elnyelési pontja B., .-nek.ai(x) 1 c J 1(x )
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Bizonyítás : Vegyük minden x körül azt a G ^ xj(x) környe­
zetet, amelyet a kompatibilitás (72) feltételé biztosit.
Képezünk Q-nak egy (a,x)GAXft-val indexelt, a (G } és
{G./ s(x)}x£Q fedörendszereknél finomabb G :=G П Gc, X(x) ô ( x ) а , х а б ( х )
nyilt halmazokból fedörendszerét és a G halmazon a Vа , x а , x
stratégiát a stratégia megszorításaként definiáljuk. Minden 
G -en egy konstans kupmezőt is definiálunk a К kompatibili-Ct 5 X X
tás által biztosított kúppal. Ritkítsuk meg e fedörendszer hal­
mazait úgy, hogy minden x-hez egy olyan G , . -et válasszunkCt V X / , X
ki, melyre teljesül, hogy xGG , N , A 2.2 lemma minden G , .а ( x ) , x а ( x ) , x
biztosit egy a kúphoz tartozó olyan II! 111^ normát, amely
x
III III к
ekvivalens az eredeti normával és a Gr/ > x(0)+xcG , 46 (x ) a(x ) , x
halmaz szabályos a К -el szemben. Jelöljük egyszerűség kedvé­
ért az x pont e szabályos környezetét G -el és helyettesítsük 
az Q halmaz (G , « } fedőrendszerét a {G } ^  szabályos
halmazokból álló nyilt fedőrendszerrel. A tér metrizálhatósá- 
ga és szeparábilitása folytán azonban e nyilt fedőrendszerből 
kiválasztható megszámlálható részrendszer is, mely lefedi 
Œ-t. Legyen e rendszer {Gx . í = 1
Képezzük a 1
i -1
(75) В. : = G \ U G1 x. . , x .1 J = 1 J
diszjunktszabályos halmazokból álló fedőrendszert. Ennek 1-4 
tulajdonságai a konstrukció alapján világosan teljesülnek.
Talán a 4. pontot érdemes meggondolni: A diszjunktság kö­
vetkeztében minden xGQ csak egy B. -nek lehet eleme. Ha ennek1о
belső pontja, akkor a 4. állitás teljesül. Ha határpont és el­
nyelési pont, akkor is készen vagyunk. Ha azonban taszitási
pontja, akkor vegyük az első i darab .B. halmaz egyesítését.о 1
Ez nyilt, x ennek belső pontja (Id. a 3. állitást) van egy kör­
nyezete, mely ezen unióhoz tartozik és a (74) kúpnak ezzel vett 
metszete is ide tartozik. E metszet egy x körüli alkalmas kör-
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nyezetének azonban benne kell lennie valamelyik halmazban, kü­
lönben legalább egyikük nem volna szabályos halmaz. Ahol e met­
szet van, annak lesz x elnyelési pontja, a diszjunktság miatt 
pedig világos, hogy csupán egy ilyen lehet.
2.6 Köve tke zmény: Jelölje V az alábbi leképezéseket a 2.2 
tétel feltételeinek teljesülése esetén:
( 76 )
V : fi
V : fi
xuk-
Xuk
- gyenge fölény mellett 
U., erős fölény mellett
ahol
( 77 ) V ( x , u) :=v . ( u ) , ha xGB.
ahol u e U az első esetben, u€U^ a második esetben, és a 2.2 
tétel jelöléseit használtuk. Legyen xQ6fi tetszőleges pont. Ek­
kor az
x ( t ) = x о о
x(t) = F(x(t), v(t), V(x(t),u(t)), u(t))
illetve
(78) x(t) = F(x(t), v(t), V(x(t), v(t)))
differenciálegyenleteknek u(t) ill. v(t) Boréi mérhető irányí­
tás mellett létezik megoldása, éspedig minden x(t)efi mellett 
egy (t,t+6(t)) intervallumon lokálisan egyértelműen folytatha­
tó.
Bizonyitás: Ez az 1.11 tételnek és a most bizonyított té­
telnek közvetlen következménye. Az 1.11 tétel szerint ugyanis 
minden EL belsejében az állitás igaz. A 2.2 tétel 4. pontja 
szerint továbbá mindegyik EL halmaz bármelyik határpontjáról
valamelyik B. halmaz belsejébe folytatódik a megoldás és igyJ
újból az 1.11 tétel biztosítja a következmény állításának he­
lyességét .
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A szabályos halmazok algebrájának még egy érdekes sajátos­
ságát mutatjuk meg végesdimenziós terek esetében. Legyen E vé­
gesdimenziós.
Legyen {К ,G}, GcE nyilt egy egyelemü kompatibilis kupme- 
zőcsalád.
Legyen G' c= G tetszőleges.
2.3 Tété 1 : e>0-hoz megadható olyan HcG' szabályos halmaz, 
hogy ha p(x,9G') jelöli az x6E pont távolságát G' határától, ak­
kor
(79) sup p(x,9G')<e 
x£9H
Bizonyí tás ;
1. Legyen a W  kompakt. Ez esetben képezzük a
(80) G^_ = (xIxGG', p(x,9G') >_e}
kompakt halmazt. A 2.2 tétel alapján a g * halmazt előállítjuk£
nyilt szabályos halmazok megszámlálható monoton növekedő unió­
jaként. A G^-t kompaktsága miatt e sorozat valamely véges in­
dexű eleme már lefedi és e szabályos halmaz teljesiti a tétel 
állítását.
2. Ha GT*" nem kompakt, akkor képezzük a
(81) G1 n = {x IxGG', б ( X , 9G ' ) 2ie, n- 1 < II x II <C n)
kompakt halmazokat. Ezek e sugaru nyilt környezetét véve G'-be­
li nyilt halmazt kapunk, amely teljesiti az 1 . feltételét és 
ebben megadhatjuk a G^ kompakt halmaznak egy kellőképpen fi­
nom szabályos fedőhalmazát. Legyenek e halmazok Hn, n=l,2,... .
A keresett approximáló halmaz
(82 ) H : = U H
1 n n= 1
lesz, ugyanis könnyen belátható, hogy a szóbanforgó halmazok 
közül tetszőleges xGQ pont egy 6 sugaru környezetébe csupán vé­
ges számú metsz bele. Ezzel pedig a tételt beláttuk.
66
3. SZINTÉZIS NEMSZEPARÁBILIS TEREKEN
Az előző pont elején vázolt két szintézisprobléma közül 
kompatibilis stratégiacsaládok esetére módszert adtunk a nehe­
zebb, helytől függő globális stratégia feladatának megoldására. 
Adósak maradtunk azonban a gyengébb, de általánosabb feltéte­
lek mellett érvényes Ígért megoldási módszerrel. Ehhez csupán 
annyit fogunk felhasználni, hogy a lokális stratégiákat nyilt 
halmazokon adjuk meg. E módszernél az sem lényeges, hogy a stra 
tégiához rendelhető egyáltalán kupmező. Mig az előző pont mód­
szerei a határpontok elnyelési, taszitási tulajdonságain múltak 
ez esetben azt a tényt fogjuk felhasználni, hogy ha egy lokális 
stratégia nyilt alaphalmazának belső pontját irom elő kezdeti- 
értékproblémának, akkor a megoldásgörbe biztosan e nyilt alap­
halmazban halad egy kis időintervallumon. Vagyis az előző pont 
elnevezésével élve, nyilt halmaz minden pontja elnyelő, függet­
lenül attól, hogy van-e az egész tértől különböző kúp, mely e- 
leget tesz az 1.11 tétel feltételeinek.
Ennek alapján tulajdonképpen módszerünk igen egyszerű: 
Legyen {Vn>G } д lokális stratégiák egy családja, melynek a- 
laphalmazai lefedik E valamely fi részhalmazát. Tegyük fel, hogy 
az xít) megoldásgörbe valamely G -ban haladva annak határpont­
jához érkezett. Ha ez fi belső pontja, úgy van olyan G ,, hogy 
lefedi e határpontot. De G(, nyíltsága miatt ennek belső pont­
ja, ezért a V , stratégiával folytathatjuk a játékot, egy idő- 
intervallumon. Nem kizárt azonban, hogy az uj stratégiával a 
fázispont visszamegy a G -ba, de most ott nem a V stratégiát 
alkalmazza. Vagyis ezzel az összekapcsolási módszerrel a válasz 
tott stratégia nem csupán a hely függvénye, hanem bizonyos pá­
lyapontokban hozott döntéseké is.
Az alább bebizonyítandó tételek két ponton finomítják a 
fenti ötletet:
1. Minden döntési pontban véges számú stratégia között 
kell döntenünk.
2. Minden G halmazban korlátozzuk a belépésre felhasznál­
ói
ható pontok halmazát. Ezzel némiképpen megszorítjuk a túlságo­
san gyakori stratégiaváltás szükségességét.
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Tekintsük А-t teljesen rendezett halmaznak.
2.4 Tétel: Legyen ÍV ,G } lokális stratégiák egy osztá---------  a a aGA
lya. Ekkor megadható minden af.A' c A mellett egy nem üres G^ c G , 
G' nyilt halmazokból álló halmazrendszer úgy, hogy
1. U G ' = S3 = U G
aGA' а aGA “
2 . •IG'} lokálisan véges rendszerа aGА'
3. Minden aGA' esetén van olyan xGG', hogy xíG', ha а' Ф а,а а
а ' GA ' ,
4. Legyen pGQ. Rendeljük p-hez az alábbi a(p)GA' elemet:
(83) a(p):= min{aIaGA', pGG^}
Bizonyitás: Miután Q metrizálható tér, parakompakt. Ez azt 
jelenti, hogy megadható a {G } fedőrendszerének olyan
G'c T  c y  nyilt finomítása, hogy G' lokálisan véges fedőrend-а а а а
szer.
Legyen A(c a az a részhalmaz, amelyre aGA ^ mellett С^Ф0.
Ha van olyan aGA , hogy G' c U G' , akkor hagyjuk el az
Cl t r- • Clа 1 GA 
а ' Фа
ilyen а-t Aj-bői. A Zorn lemma segítségével könnyen belátható, 
hogy van olyan minimális A'c A(, melyből már nem lehet elhagy­
ni ilyen utón а-t. Ez teljesiti a 3. feltételt.
Végül a 4. pont állításához azt jegyezzük meg, hogy azok­
nak az a-knak a halmaza, amelyre a (84)-ben a minimumot kell 
képeznünk, véges a lokálisan végesség miatt és teljesen rende­
zett halmaz véges részhalmazának van minimális eleme.
2.7 Definíció: A {G ) U G =Q fedőrendszerhez hozzá-------------  a aGA aaGA
rendelünk egy függvényt a következő definícióval:
h ( X ) : =sup{ 6 ' 6-hoz 3 а ( ô ) G A , hogy Gc(x) c- G /гч} ha xGfi .ö а { о )
2.3 Lemma : A bevezetett h függvény eleget tesz globális 
Lipschitz-féle feltételnek 1 Lipschitz-féle állandóval.
Bizonyítás : Legyen xGQ rögzített pont.
Legyen (x) -2(x  ^ tetszőleges pont. Ha e>0 tetszőleges elég
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kicsi szám, úgy megadható olyan G ^ ^  fedőhalmaz, hogy Gh(x)_((x)
c: G , s . Másrészt ha h ( x ) / 2 < h(x)-e akkor a G.(x' ) c G , л ,a( e ) — о au;
ha 6 = h(x)-e-ll x-xll . Ez azonban azt jelenti, hogy miután e
tetszőleges volt a h(x' ) h(x) - II x-x' II . Az x és x' szerepét
felcserélve megkapjuk a lemma állítását.
2.5 Tétel: Legyen ^ а>^а а^ед lokális stratégiák egy osztá­
lya és legyen 0<ц.<1 valós szám. Megadható egy {G^j^g lokálisan 
véges nyilt fedőrendszere fi-nak, úgy, hogy teljesülnek az aláb­
bi feltételek:
1. Minden ßGB-hez tartozik egy a(ß)GA úgy, hogy G^cG^Cß)
2. A { G f e d ő r e n d s z e r  teljesiti a 2.4 tétel 3. felté-p p£b
telét.
3. Minden ßGB mellett p(G' dG , ч)>(1-ц) sup h(x) aholß a(ß) - xeG,ß
h(x) a {G } . rendszerhez a 2.7 definícióval hozzárendelt függ­ői aGA
vény.
4. Legyen pGQ tetszőleges, 
szerint :
válasszuk G , s-t az alábbiakа ( p )
a(p):= min (a(ß)lßGB és p£G'}
p
Bizonyítás:
1. Vegyük x€Q esetén az x körüli ^б(х)(х) környezetet, a- 
hol б(x)=h(x)•u/3 . E környezetben a 2.3 lemma miatt igaz, hogy
h ( у )<_ h ( x ) ( 1 +ц/3 ) .
2. Található olyan a(x)GA, hogy ha 6 '=(1-ц./ 3 ) h(x), akkor
G - , (x ) e G , x-nek.6 ' а ( x )
3. Belátjuk, hogy bármely yGG_, ,(x)-re aöl x J
p(y ,óG , \)>( 1—u)sup h (z ).
A bal oldal >h(x)(1-2ц/3 ) , mig a jobb oldalnak a bizonyi­
tás 1. pontja alapján felső becslését adja az ( 1 +u / 3 )h ( x ) ( 1 -ц. ) . 
A jobb oldalon álló kifejezés helyett e nála nagyobb 
h ( x ) ( 1 — 2 p. / 3-u /3 ) kifejezést beirva megkapjuk az állitást.
4. Ezután az igy kapott {G6 x^^(x)}x£fi fedőrendszerre al­
kalmazva a 2.4 tételt, megkapjuk a kivánt fedőrendszert, a В c= ft 
indexhalmazzal, amely a fentiek miatt teljesíteni fogja a téte­
lünk állításait.
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Legyen [t ,tj]czR egy intervallum, legyen z : C t q , t j ] - Q
egy folytonos leképezés és legyen {Ga,G^} két nyilt fedőrend-
szere Q-nak, G1” <= G , aGA mellett és legyen G' lokálisan véges, а а а
A z görbe döntési pontjain az alábbi pontokat értjük:
{z(t ),z ,z , . .., z , ...} amelyeket teljes indukcióval az alábО 1 z le
biak szerint adunk meg:
Rendeljünk z(t )-hoz egy G' -t, amelyre teljesül, hogy
о
z(to)GG^ . Legyen z  ^ a G^ -nak az a határpontja, melyre z(t ) = Zj
о о
ahol t* = sup {t 1 I z [ [ t , t'] ] c G* }. Nevezzük e pontot a G* -bólо a aо о
való kilépési pontnak. Rendeljünk Zj-hez egy a^EA indexet, mely 
ismét teljesiti a z^GG^ feltételt. Az ebből való kilépési pont 
legyen z stb.
2.7 Következmény: Legyen most lokális stratégi­
ák egy családja. Legyen A ' c A a 2.4 illetve a(B)c: a a 2.5 té­
telben biztosított rész indexhalmazok és legyen {G'} ^„/{G'}„a aGA v ß;ßGB'
az idézett tételekben biztosított lokálisan véges fedőrendsze-
rek. Legyen most z egy tetszőleges folytonos fi-ban haladó
görbe z(t ) kezdőponttal. Adjuk meg a {G ,G'} ^./{G /„\,G'}ßGB/ о 3 а’ a aGA a(ß)’ ß '
fedőrendszerpárhoz úgy a z görbe döntési pontjait, hogy minden 
z^  döntési pontban az a(z^) indexet válasszuk, amelyet a 2.4 
illetve 2.5 tételek 4. pontja biztosit. Könnyen látható, hogy 
igy adott görbe esetén a döntési pontok csak a kezdőpontnak és 
a görbének a függvényei.
Legyen most a fenti z görbére a bevezetett döntési pontok- 
kai t^, i=l, ...» az az időpont, melyre z(t.)=z^.
A {Va,Ga)a£A lokális stratégiákból képzett globális stra­
tégián az alábbi leképezést értjük:
V: C([t ,t, ] ,fi)xfíxfiUv , ■* U„o l  К К
ahol a C([t'o,tj],fl) a [to>t]] intervallum [ t ,t1 } , t ’<t ^ alakú 
részintervallumain értelmezett íí-beli értékű folytonos görbé­
ket jelöli és V nem az egész szorzathalmazon van megadva az a- 
lábbi definícióval:
Ha zGC([to,t.],Q), és x=z(t), ahol tG[t*,t*+J] akkor
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(84 ) V(z ,x,u):= Va(z ) (x,u)
i
ha i = 1 , 2 , . . „ , illetve z. helyén z(t ) szerepel, ha t G [ t. , t. ] .’ ’ 1 о c l
2.8 Következmény: Az
x ( t ) = x ,о о
x ( t ) = F(x(t),v(t), V(x,x(t ) , u(t)), u(t ) )
illetve
x ( t ) = F ( x ( t ) , u ( t ) , V ( x , x ( t ) , u ( t ) ) )
differenciálegyenleteknek létezik megoldása bármely mérhető
v(t)0u3 u(t)eiJ,,, illetve mellett és minden t mellett aKUK к к
megoldás értelmezési tartományából megadható egy ó(t), hogy a 
megoldás a [t,t + 6(f)] intervallumon egyértelmű is.
Bi zonyi tás : A megoldás konstrukciója könnyen elvégezhető,
mert az x -nál megválasztott G  , ,-ban a V , ч segítségével
о о
megoldhatjuk az egyenletet. Ezzel megkapjuk z -et, ahonnét foly­
tathatjuk a megoldást z -ig, stb. A lokális egyértelműség pe­
dig abból adódik, hogy minden választott nyilt halmazon telje­
sül e feltétel.
A nem teljes információju játékok egy osztálya szempontjá­
ból fontos az alábbi megjegyzés.
2.9 Következmény: Legyen gOC([t^,t( ] , fi ) tetszőleges görbe. 
Ekkor az
x ( t ) = x о о
x = F ( x.( t ) , V ( t ) , V ( g , g ( t ) , V ( t ) , u ( t ) ) , u ( t ) )
kezdetiértékproblémának létezik lokálisan egyértelmű megoldása
tetszőleges mérhető [t , t (u,v)}c: [t ,t,] intervallumon értel-o г о 1
mezett U(tHU , v  ( t. )GUr; ,, t,G[t ,t (u,v)} Borel-mérhető irá-К KUK о г
nyitás esetén. Erős fölény esetében UV ,:=UI7.К к
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Bizonyítás : Hasonló, csak egyszerűbb mint a 2. 
meny bizonyítása.
Mint a differenciálegyenlet felírásából ez jól 
irányítás megválasztásánál a g trajektóriát vesszük
8 következ-
látszik, az 
alapul.
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3.§. A L K A L M A Z Á S O K
E befejező §-ban általános jellegű alkalmazásokat mutatunk 
be. A 0,15 definícióval megadott minőségi játékkal foglalkozunk 
Az alábbi két problémát tárgyaljuk:
1. А к  koalíciónak az a célja, hogy egy K '  koalició ne tud
ja elérni az U 0. halmazt.
i£K 1
2. A koalíciónak az a célja, hogy elérje az U 0. hal-
i£K 1
mázt, ahol mindkét halmaz a G  <= E nyilt halmaz zárt
részhalmaza. E halmazokat e § során 9 illetve 9,.,-velК к
jelöljük.
Két alaptételt mondunk ki, melyek alkalmazásaiként két el­
fogási és két elfutási tételt bizonyíthatunk, késleltetett il­
letve nem késleltetett esetekben.
További két tételt mondunk ki Hilbert terek esetére, kon­
vex célhalmazokkal és belátjuk, hogy konvex halmaz e sugaru 
környezetén kivülmaradásra szükséges és elegendő feltétel adha­
tó. Végül egy numerikus eljárást is adunk, amely konvex halmaz 
e sugaru környezetén kivül maradásra késleltetett és nem kés­
leltetett esetben mindig működik, ha az elfutás emlitett szük­
séges és elegendő feltétele teljesül. Ellenkező esetben ugyan­
ez a módszer elfogásra is alkalmas.
1. ELFOGÁSI ÉS ELFUTÁSI ALAPTÉTELEK
Az alaptételek bizonyítása előtt belátunk néhány lemmát.
Legyen E a 0.§-ban bevezetett Banach-tér, legyen továbbá 
H <= E egy zárt részhalmaz. Jelöljük továbbá p(x,H)-val az xGE 
pontnak H-tól mért távolságát, melynek definíciója közismert.
A most következő 3.1, 3.2, 3.3 és 3.4 lemmáknál feltéte­
lezzük, hogy mindegyik lemma kimondásánál a sorozatban őt meg­
előző lemmák feltételei és jelölései érvényben vannak.
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3.1 Lemma : l>e>0-hoz és xGE-hez található olyan у(х)бЭН,
hogy
(85) p ( X ,H  )_< Il х - у  ( x  ) Il _ < ( l + e * p ( x , H ) ) p ( x , H )
teljesüljön.
Bizonyítás : Ez az állitás a p(x,H) definíciója alapján 
nyilvánvaló.
3.1 Definíció: A p( • ,H ) távolságfüggvényt az xGE pontban 
simának nevezzük, ha megadható egy G6 i(x)(x) környezet egy e^E ' , 
Il e II = 1 ,Vx ,x„GG ,/ -.(x)-hez II e II <C*p(x,H), és egy
X  l Z Ö ^ X y  X  j  ) X 2
X 1 ,X2
GR úgy, hogy e
X1 ’X 2
GE
(86) (x ,H) = <e +e Y ,(x -y(x))>1 Л Л. I J Л 2 1
ahol <e^ , x-y ( x ) > = II x-y(x)ll és i=l,2. A C>0 állandó.
3.2 Lemma : Ha az xGE pont a p( • ,H ) távolságfüggvénynek si­
masági pontja, akkor a 3.1 definíció alapján megadható e funk- 
cionálhoz található olyan Gß, (^x) környezete x-nek ó(x)<6 '(x), 
hogy ô(x )<e•p(x,H) és teljesül az
(87) (l-e*p(x',H))*p(x',H)<<ex,x,-y(x)>
<( 1 + e•p(x' ,H))p(x' ,H ) ,x'GG , ,(x)0 [ x ;
Bizonyítás : Azt kell csupán megmutatnunk, hogy van ilyen 
környezet. A 3.1 definíció biztosítja a Gß,^x (^x) környezetet, 
amelynek x eleme. A (87) egyenlőtlenség teljesül továbbá magá­
ra az x pontra és mindkét szereplő egyenlőtlenség határozott 
lévén és folytonos függvények szerepelnek benne, igy mindegyik 
egy-egy nyilt halmazon teljesül, melyeknek van közös pontja, 
az x maga. De ez már a lemmát bizonyltja.
3.3 Lemma : Legyenek xt ,x2GG6 x^^(x), két tetszőleges pont.
Ekkor a (8 6 )-ban szereplő a - re teljesül az alábbi becs-X, ,x„
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feltéve,
(88) lax] ,x2 l<(e(4 + c) + c)*p2 (x,H) 
hogy p(X,H)<1.
Bizonyítás : Rendezzük át a (8 6 ) kifejezést:
a =p(x.,H)-<e ,x.-y(x)>-<e ,x.~y(x)>x] ,x2 1 x’ 1 Xj ,x2 1
ahol alkalmazhatjuk a (87) becslést, amelynek alapján
(89) la l<e*p (x.,H) + c*p(x,H)*ll x -y(x)!l
X 1 ’X 2
Am a Lipschitz féle feltételnek eleget tesz a p függvény, ezért 
а 6 (x)<e•p(x,H) felhasználásával
p2(Xj ,H)£p2 (x,H) + 2e*p2 (x,H) + e2 *p2 (x,H)_<( l+3e)p2(x,H)
és
Il Xj-y(x)ll <p ( X ,H )+ 2 e‘P2 ( x ,H )
ahol felhasználtuk, hogy a p(x,H)<l és ezért alacsonyabb hatvá­
nyok beírásával növeltünk.
Ezeket mind beirva és ismét alkalmazva a fenti hatványo­
záscsökkentéssel való növelést:
(90)
Ezzel pedig a tételt beláttuk.
3.4 Lemma: Megadható olyan e és c-től függő y>0 szám és 
Cj ,c2>0 állandók, hogy ha y>p(x,H), akkor bármely x ^ , x^G^ ^ x ^ ( x ) 
mellett minden x'GG^x^(x) esetén
(91 ) c„p(x 1 ,H ) <<e +e 2 — x x
Bizonyttás : Osszuk el a (91)
-y(x)>+a <c *p(x',H)X J 5 X 2 1
egyenlőtlenséget p(x',H)-val
és a hányadosra adjunk alsó és felső becsléseket:
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(92)
<e tx'-y(x)> <e ,x'-y(x)> ax' J X ,x ’ J X ,x
------------------- + ----- Î-------------------  + --- !----- = C ( X 1 )
P ( X ' , H ) P ( x ' , H ) P ( x ' , H )
1. Felülről becsülünk:
Az első tagot a (87) alapján, a másodikat a 3.1 definíció 
alapján, a harmadikat pedig a 3.3 lemma alapján becsüljük meg:
c(x')<+I+e•p(x ' ,H)+c*p(x,H)( 1 + e • p(x ',H)) +
(93) +( e ( 4 + c )+c )-|^ p ( x ' ,H )1 -e
<l' + 2e+c + c»e+(4e + ec+c)( 1 + e ) ( 1 - e ) = c
ahol az utolsó tag becslésénél tekintetbe vettük a 3.2 lemmá- 
ban kikötött norma arányt.
2. Alulról becsülünk:
Alsó becslésnél ugyanazokra a becslésekre hivatkozunk csu­
pán negativ előjellel alkalmazzuk őket, ahol ez szükséges és a 
(93)-ból nem hagyjuk el a második részből kiemelhető p(x,H)-t.
c ( x ' ) >.1 - e • p ( x ' ,H)-c*p(x,H)( 1 + e • p ( x ' ,H ) )
-(4e + e*c + c )-?-4--e p(x,H) 
i - £
>J -p ( x ,H ) [ ( 5e + ec + c )ут^ +c + e]
M - p (x ,H)(6e + ec + 2c ) -j "
Látható, hogy ha p(x,H)<y, ahol (6 e + ec + 2c ) , akkor
van c(x')>c2>0 .
Ezzel a lemmát beláttuk.
Ezzel befejeztük az előkészületeket, most rátérünk az a- 
laptételek közvetlen előkészítésre az előző §-ok jelöléseivel.
Tételezzük fel, hogy a He G cE zárt halmaz körül megadha­
tó egy' fi c GnExt (H ) nyilt halmaz, úgy, hogy ЭНсд£2.
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Tételezzük fel továbbá, hogy a p függvény ezen az fi halmazon
minden pontban sima, méghozzá egy univerzális c-vel. Tételezzük
fel, hogy minden xGfi ponthoz a 3.1 definíció szerint létező
exGE' funkcionállal megadott irányban az y(x)GH határpontban
valamilyen fölénye van а К koalíciónak. Az x pont körüli
Gß(x)(x) környezetben legyen Vx az y(x)-fölényt az y(x) pontban
realizáló 1.7, 1.8 tételek és 1.1, 1.3 megjegyzések valamelyike
által biztosított V leképezés. (Vagyis a határponton határozzuk
meg, hogy hogyan választjuk meg az x pont egy környezetében a
stratégiánkat.) Ilyenformán nyertünk egy {V ,GC, «(x)} „  loká-x 6 ( x ) xE£2
lis stratégiacsaládot. Legyen h a {Gc, ,(x)} fedörendszerhez0 { X ) xfcil
2.7 definícióval megadott függvény. Képezzük a {V ,G , \(x)}x оlx) xEQ
lokális stratégiacsaládot. E lokális stratégiacsalád 2.7 követ­
kezmény szerinti összekapcsolását jelöljük Vu-vel, ezen össze­
kapcsolás alapjául a 2.5 tétel konstrukcióját alkalmazzuk,
1>p>0-vel.
Legyen 1>v>0 egy valós szám. Legyenek z,zGC([t ,t^],fi),
D( z ) ci Űz), melyekre teljesül a
(94) I! z(t)-z(t)ll£v*h(z(t))
és teljesüljön az alábbi: z abszolút folytonos és
Z ( t ) = Z ( t )о о
z(t) = F(z(t ) , Vй(z,z(t),u(t)),u(t))
(9 5) ... .illetve
z(t) = F(z(t),V(t), VU(z,z(t),u(t)),u(t))
egyenletek közül a fölénytipusnak megfelelő teljesül, ahol 
u(t)GUK,, v(t)eU^UK,, illetve u(t)GU^.
A nevezett jelölések és fogalmak segítségével kimondhatjuk 
az alábbi két alaptételt:
3.1 Tétel: Tegyük fel, hogy а К koalíciónak elfutó fölénye 
van minden xGfi mellett az y(x) pontban, az ex irányban a K' ko­
alícióval szemben. Ekkor nincs a K' és I\KUK' (erős fölény ese­
tén az utóbbi üres) koalícióknak olyan stratégiaválasztása,
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hogy a (v.V^ 1 v\u)GS szituáció irányitása összekötné z(tQ)-t 
a H-val. (ld. 0.5 definició, ill. 0.5a definíció).
Megjegyezzük természetesen, hogy a tétel feltételezi a p 
H-tól mért távolságfüggvényről a 3.1 definició feltételének tel­
jesülését .
Bizonyítás : Tételezzük fel, hogy a tétel állításával ellen­
tétben van olyan véges T>t , hogy lim z(t)G9H. Miután az F fel-
° t7*T
tevésünk szerint eleget tesz a lokális Lipschitz féle feltétel 
követelményeinek van olyan G (z(T))<=G környezet, amelyben F L 
Lipschitz-féle állandóval teljesiti e feltételt.
Megadható továbbá egy G2 (z(T))cG (z(T)), amelynek sugara a 3.4 
lemmában biztosított y-nál kisebb.
Legyen { z(t .)}■_0 a z görbe V stratégiához tartozó dön-
tesi pontjainak halmaza, t :=t jelöléssel. Bevezetve a z.=z(t.)
о о J 1 1■ífr ^ill. z.=z(t.) jelöléseket, belátjuk, hogy z(t)GGc, Л a(z.)),1 1 6 ( a ( z . )) i *
ha t G [ t ^ , t^. + J) (az a leképezést ld. а 2.5 tételnél, а 4. állí­
tásban ).
A (85a) és a döntési pontok definíciója értelmében
(96) a(z(t) ) :=a(z. ) tG[t?, t* )í í í + l
és ha tekintetbe vesszük, hogy a lokális stratégiákat az Q pont­
jaival indexeltük (V ,G_, Лх)} __ alakban, akkor a 2.5 tétel
3. állításából a n=l-v feltételből és (94)-ből rögtön megkapjuk, 
hogy
(97) Il z ( t )-a ( z ( t ) ) II £ 6 ( a ( z4 t ) ) ) ,
amit bizonyítani akartunk.
Célszerű bevezetni még az
(98) a(z.) =: z.
jelölést.
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Vegyünk minden z.,z. párhoz és z.-hoz egy e ,ea GE ' és
1 i+i 1 zi’zi+i zi
a , а 3.1 definíció értelmében a G.,« Лг.) környezetz.,z., б(z . ) 11 ’ i+ 1 1
pontjaira létező funkcionált és számot, amelyek segítségével 
megadunk egy # ( t) függvényt az alábbiak szerint:
(99) H(t):=<e* + ,z(t)-y(X.)>+az. z. , z . , J í z. ,z. , .í í ’ i + 1 í i+l
ha t?<t<t* . .i— — i+i
A (99)-el bevezetett H (t) függvény abszolút folytonos és 
deriváltjára teljesül a (95)-nek megfelelően az alábbiak egyike:
(100) M  ( t ) = < e « , F ( z ( t ) , V 1 V(z,z(t),u(t)),u(t))> +
i
<e ,F(z(t),V! V(z,z(t),u(t)),u(t))>z . , z .1 1+1
1 - V
vagy a másik jobb oldalnál a F(z(t), V (z(t),u(t)),u(t)),
v(t)) szerepel hol az u(t), v(t) függvények jelentését lásd a
(95).
Vizsgáljuk meg a kapott függvényt a G2 (z(T)) környezetben, 
azaz egy alkalmas [t ,T] intervallumon, amikor már a z(t) és a 
z(t)£G2 (z(T)), tG[t*,T] esetén, t*<T.
A G2(z(T)) környezetben teljesülnek a 3.4 lemma feltéte­
lei, ezért van olyan c és c2, hogy
(101) c2p(z(t),H)< ( t ) <c j • p ( z ( t ) ,H )
Vizsgáljuk meg most a #i_(t)-t. Ennek második tagjára a 
következő igaz :
Az F az egész G2 (z(T))-ben eleget tesz a Lipschitz féle 
feltételnek, ezért megadható egy M korlát, amellyel
( 102a) Il F II < M
bármely stratégiaválasztás mellett a G2 (z(T))-ben. Ezért a má-
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sodik tagra a (1 0 0 ) kifejezés jobboldalán érvényes az
(1 0 2 ) 1 + eKe ,F(z,...)>I<M* c•p(z. ,H) <cM---p ( z ( t ) ,H )z . . z . . . ~ 1 1~ e,í í + l
Most az első tag becslése következik: 
Becsüljük meg az alábbi eltérést:
K e «  ,F(z(t),V ,» N(...),...)>- 
Zi y^Zi;
(103a)
-<e» ,F(y(z£ ) , V ( |  Л . . . ) , . . . ) > I < 
i y i '
<L* II z ( t )-y ( z^  ) I < p ( z ( t ) ,H ) +-[~P ( z ( t ) ,H ) ]
= C • p ( z ( t ) ,H )
Tekintetbe véve, hogy a levont tag értéke a tétel feltétele mi­
att nem negativ, hiszen V elfutó fölényt realizál az y(zL) 
pontban az e~ irányban, azt kapjuk, hogyZ •í
(103) <e» ,F(z(t)>Vy(~ ^(...),...)>> - Cp(z(t),H). 
alapján.
A (102) és a (103) becsléseket egybeirva
(104) Я  ( t ) > - ( C + cM-|— -) p(z(t),H) >-Dp ( z ( t ) ,H )
A (101) és (104) becslések felhasználásával végül is azt 
kapjuk, hogy
e
(105) ' H ( t ) > - D • 'Я ( t )
egy [t*,T] intervallumon és H{t*)>0 , a (101 ) miatt, T definí­
ciójának figyelembevételével.
2 „Képezzünk most egy A c R halmazt es ezen értelmezünk két
függvényt :
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A:={(x,s)l X = H (s), t<_s£T}
( 106) f(x,t):= Ù (t),(x,t)GA
g(x,t):=-D*x,(x,t)6R2
E függvényekkel felírhatunk egy-egy differenciálegyenle­
tet :
(107) x(t)-f(x(t),t) 
y(t ) = g(y(t ) ,t )
x(t )=y(t )=H{ t ) kezdetiértékproblémával.
A (108) miatt ezek a differenciálegyenletek teljesitik a füg­
gelék F2.1 tételének feltételeit és mindkét egyenletre vonatko­
zó kezdetiértékproblémának van (az elsőnek legalább egy, a má­
sodiknak egyértelmű) megoldása, amelyekre teljesül az idézett 
tétel állitása, azaz
(108) X ( t ) = H ( t ) >y ( t ) = )
amelyből a (101) felhasználásával T-re azt kapjuk, hogy
(109) p(z(T),H)> —  (z(t*) ,H).e'5(T_t }
C 1
amelyből következik, hogy z(T)ŒH, azaz a tételt beláttuk.
3.2 Tétel: Tételezzük fel, hogy a p, H-ról mért távolság­
függvény az Q ez Ext(H)DG halmazon sima. Tegyük fel, hogy megad­
ható egy olyan рбЭН pont, melynek van olyan G (p) cG környeze­
te, hogy ennek minden x pontjába а К koalíciónak az y(x)G9H 
pontban a -e irányban egy legalább c(p)/c(p) az 1 .1 , 1.3 de­
finíciókban szereplő ej mértékű fölénye van a K' koalícióval 
szemben, (illetve erős fölénye van). Ekkor van a p pontnak olyan
,.l -Vkörnyezete, hogy ha а К koalició a v » globális straté­
giát alkalmazza, úgy a K' illetve InkuK' koalíciók bármely 
stratégiaválasztása mellett a (95) megoldása véges idő alatt 
eléri a környezet bármely pontjából indulva H-t.
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Bizonyítás : Megadható p pont körül tételünk feltételei mi­
att a 3.1 tétel bizonyításában meghatározott G^íp), amelyet ott 
a z(T) határpontra adtunk meg és az általánosság csorbítása 
nélkül feltételezhetjük, hogy Gq ( p ) => G2 ( p ), ha ugyanis nem tel­
jesülne, akkor vegyük e két környezet metszetét.
A (95) egyenlet minden ft-ban haladó megoldásához hozzáren­
delhetjük a (99)-el definiált #(t) függvényt, melynek derivált 
jára teljesül a (1 0 0 ) előállítás.
Ha e megoldásnak van G2 (p)-ben haladó szakasza, azon a sza 
kaszon érvényesek a (101), (102a), (102) és a (103a) becslések.
Ugyancsak érvényes lesz a (106) becslés.
A (103a) becslés alapján adjunk felső becslést a (100) de­
rivált első tagjára:
(110) <e ,F(z(t),V , Л ...),.. . )><-c(p)+Cp(z(t ) ,H )X ^  y i x - i
ahol felhasználtuk a fölény mértékére vonatkozó feltevést.
A (102) és a (110) becslések felhasználásával azt kapjuk,
hogy
(111) H(t)< - c(p)+D•p(z(t),H)
Legyen G^ (p)cG2 <p) az a környezet, melynél 6]<c(p)/2D .
Ezen egész környezetben az itt haladó z(t)-hez tartozó 
H ( t ) < — c ( p ) / 2 .
Vegyük most azt a G (p) környezetét a p pontnak, amelyreо 2
teljesül a
M c(p ) /2
amely figyelembe véve a c(p)<_M feltételt (mely igen könnyen be­
látható a definíciók alapján), mindig egy 62<6 j su9arat eredmé­
nyez (ej a (lOl)-ben szereplő 1-nél nagyobb állandó).
Beláthatjuk, hogy a z(t)6Gß2 (p), akkor van olyan véges T 
érték, hogy valamely t 6 [t ,T ] értékre z(t*)6H.
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Ha z(t)€G (р), akkor p(z't),H)<6 és ezért 
ö 2 2
(113) Я (t) < Cj • 6
a (101) felhasználásával. A z görbe G (p) környezetben haladó
Ö 1[t,t] szakaszán a megfelelő Я függvényre 6 j definíciója miatt 
érvényes a
(114) H (s) < H( t)- l£l ( s-t )
becslés,
Ha mármost z(t)6G (p), akkor legalább
2
(115) T-t : = бГ б2M
ideig a G (p)-ben halad a z(t) görbe, ahol felhasználtuk a ö 1(102a) becslést.
Azonban ekkor a (114) és a (112), (113) felhasználásával
/ ч 6 - 6  c ( p )  ( 6 i 6 2 }
( 1 1 6 )  я  ( T ) <  H(t) 2 < c , » 6 „ -----------— — :--------<0M - 1 2 2M
ami csak úgy lehetséges a (1 0 1 ) figyelembevételével, hogy vala­
mely t<t*< T mellett p(z(t*),M )=0. Ezzel pedig beláttuk a tételt,
a kivánt környezet a Gc (p) lesz.6 2
Gyakorlati problémák esetében érdekes lehet a nem teljes 
információju játékok olyan dinamikájú esete is, amikor a teljes 
dinamika a z függvénye, vagyis a (95) helyett az U ill. v stra­
tégiaválasztások változatlanul hagyása mellett a
z ( t ) = z ( t ) , о о
( 1 16a) z(t) = F(z(t ),VU (z ,z(t ) ,u (t ) ) ,u(t))
z(t) = F(z(t), v(t ) ,vy(z ,z(t ) ,u(t)),u(t))
ill,
egyenletek adják meg a dinamikát.
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Ezen esetekre az alábbiak igazak.
3.1a Tétel: A 3.1 tétel feltételeinek teljesülése esetén a
3.1 tétel változatlanul igaz marad.
3.2a Tétel: A 3.2 tétel feltételeinek teljesülése esetén a
3.2 tétel állitása változatlanul igaz marad.
A 3.1a és 3.2a tételek bizonyítása szó szerint megegyezik 
a 3.1 ill. 3,2 tételek bizonyításával, csupán a
( ] - v e ) ‘p(z(t), H)<p( z(t), H)<( 1 + v • e ) • p ( z ( t ) ,H )
egyenlőtlenséget kell belátni, ami a
tp(z(t),H)-p(z(t) ,H) l£!l z ( t ) - z ( t ) II,
a (94) egyenlőtlenség, és a 3.2 lemmabeli 6 ( x ) <_e • p ( x ,H )-ból kö­
vetkező h ( X )<_e • p ( X ,H ) egyenlőtlenségek nyilvánvaló következmé­
nye .
2. ELFUTÁS-ELFOGÁS KÉSLELTETÉSSEL ÉS ANÉLKÜL.
a. Elfogás és elfutás késleltetés nélkül.
3.3 Tétel : Elfutási tétel:
Legyen 9 , = U 0.. Legyen továbbá Q c Ext (9,,,) DG egy o- 
i EK 1 1 K
lyan nyilt halmaz, amelyre teljesül а ЗЙ ^ 99.., és amelyre tel-
jesül az alábbi: Legyen a p 0^,-tól mért távolságfüggvénynek
minden xGŒ pont simasági pontja univerzális C>0-val. (ld. 3.1
definíciót), és legyen az előző pontban leirt hozzárendeléssel
а К koalíciónak minden y(x)G99K , pontban az ex irányban elfutó
fölénye. Ekkor а К koalició a z(t) és u(t)GUvl ismeretében a. _ к
V1 v( z( t ) ,u( t ) ), tetszőleges l>v>0 mellett az előző pontban de­
finiált globális stratégiaválasztás alapján meg tudja úgy vá­
lasztani stratégiáját, hogy a K' koalició semmilyen stratégia­
választással nem tud olyan szituációt képezni, hogy összekösse 
z(t o ) GExtö^, pontot 9^,-vei.
Bizonyítás : A z = z v = 0 mellett teljesiti a z,z-ra kirótt
feltételeket, egyébként pedig teljesülnek a 3.1 tétel feltété­
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lei. Megjegyezzük-még, hogy z=z mellett az itt javasolt globá­
lis stratégia helyett a lokális stratégiák összetűzésére bárme­
lyik 2 .§-beli összefüzési módszert alkalmazhattuk volna a tétel 
állitása ugyanúgy igaz marad (természetesen olyan összefüzési 
módszert, amelyet a lokális stratégiák lehetővé tesznek).
3.4 Tétel: Elfogási tétel:
Legyen 0 = U 9.. Legyen továbbá Q c Ext(0„)nG egy olyanк ieK 1 К
nyilt halmaz, amelyre teljesül a => 99 és amely teljesiti az 
alábbi feltételt: Legyen p 9-tól mért távolságfüggvénynek min-I\
den x€Œ simasági pontja univerzális C>0-val (Id. a 3.1 definí­
ciót). Legyen pG90K olyan pont, amelynek van olyan G(p) G kör­
nyezete, G( p ) nExt9 a G, hogy minden xGG( p ) nExt ( 9,. ) esetén а К 
koalíciónak legalább c(p) mértékű fölénye van az előző pontbe­
li hozzárendeléssel meghatározott y(x)G99^ pontban a -e^ irány­
ban a K ’ koalícióval szemben. Ekkor van a p pontnak olyan 
G (p) sugaru környezete, amelyből kiinduló játékot a z(t),
u(t )eUK, ismeretében választott V1 v(z ,z(t) ,u(t) ), l>v>0 tetsző­
leges stratégia segítségével véges idő alatt be tudja fejezni, 
azaz a (95) megfelelő kezdetiértékproblémájához megadható olyan 
T, hogy van olyan t*G[tQ,T] melyre a (95) megoldása teljesiti a
z(t*)e© feltételt z(t )eG. (p)-re. í\ o ó 2
Bizonyítás : Pontosan úgy a 3.2 tétel következménye, mint a
3.3 tétel következett a 3.1 tételből. Itt is érvényes természe­
tesen az ottani egyszerűsítő megjegyzés.
3.2 Megjegyzés: A fenti két elfutási tételben láttuk, hogy 
а К koalició t-beli stratégiaválasztásához felhasználta a K* 
koalició t-beli döntését.
b. Elfogás és elfutás késleltetéssel
E pontban a 3.1a illetve a 3.2a tételeket használjuk fel. 
Először a késleltetés mértékére adunk feltételt.
Az F függvény feltevéseink szerint a G halmazon eleget 
tesz a lokális Lipschitz-féle feltételnek. Fedjük le G-t olyan 
(Gfi (x)^x^xGG környezetekkel, amelyek mindegyikéhez tartozik
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egy L(x),xGG, az adott környezetben érvényes Lipschitz-féle ál­
landó. Minden ilyen környezetben megadhatunk olyan M(x)>0 szá­
mot, hogy az egész környezetben
(117) I! F( y , . . , ) I <_ M(x),y€G  ^ ч ( x ) .
о v
Vegyük azt a fedőrendszert, melyet azok a {G }  ^halmazok ad­
nak, amelyekre a (117) érvényes. Legyen e fedörendszerhez a 
2.7 definícióval hozzárendelt függvény hj.
3.1 Feltétel : Legyen hQ egy folytonos pozitiv függvény a 
G halmazon. Egy t (x )>0 késleltetést xGG mellett megengedett kés­
leltetésnek nevezük a h feltétel mellett, ha teljesül aо J
h ( X )
( П 8 ) t ( x )< min{M ^x ^+4 , hQ(x)}/M(x)
feltétel és т mint x függvénye folytonos.
3.5 Lemma : Legyen t ( x ) egy megengedett késleltetés. Legyen 
egy zGC([t ,tj],G) abszolút folytonos görbe és legyen 
N
u(t)6 П K. egy tetszőleges mérhető irányitás. Teljesítse z az 
i = l 1
alábbi késleltetett differenciálegyenletet:
о
(119) z(t) = F(z(t-т(z(t )),u(t)) m.m.
Ekkor z(s):=z(t ), s£tQ teljesül az alábbi egyenlőtlenség:
(120) Il z ( t )-z ( t-т ( z ( t ) ) II <h (z(t))о
Bizonyí tás :
1. Tegyük fel, hogy az F függvény korlátos és M a korlát­
ja. Ekkor könnyen megbecsülhetjük a (124) különbséget:
( 1 2 1 ) II z(t)-z(t--r(z(t))ll < Mt ( z ( t ) )
ahol M>ll FII.
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Integráljuk most a [t-т(z(t)),t] intervallumon a (119) ki­
fejezést :
t
( 1 2 2 )  f F ( z ( s - т ( z ( s ) ) ) , u ( s ) ) d s
t-xfz(t ) )
Becsüljük meg az integrandusban szereplő késleltetett pá­
lyapontok távolságát a t-beli késleltetett pályaponttól:
( 1 2 3 ) II z(t-x(z(t))-z(s-T(z(s)))ll <M [t-s + x(z(t))+T ( z ( s ) ) ]
A T(z(t))>t-s. Tegyük fel továbbá, hogy t (z )<<p(z ), ahol az egész 
G-n értelmezett 1-el Lipschitz-féle feltételnek eleget tevő függ­
vény :
(124) Il z ( t -т ( z{ t ) ) )-z ( s-t ( z ( s ) ) ) II <M( 3<p( z ( t ) )+M<p( z ( t ) ) )
2. Ha mármost a lemma feltételeinek jelölései mellett
h ( X )(125)  Ф  (  X ) : =  M ^ M + 4  ^ ,  M = M ( X ) ,
akkor azt kapjuk, hogy a (124) becslés biztosítja azt, hogy a 
(1 2 1 ) különbséget előállító (1 2 2 ) integrál integrandusában le­
vő késleltetett argumentum végig a z(t) körüli h (z(t)) sugaru 
körben marad és ezért az integrandusra érvényes M(z(t))-vel a 
(117) becslés és igy
(126) Il z ( t )-z ( t-т ( z ( t ) ) Il <M( z ( t ) ) t ( z ( t ) ) <h (z(t))— — о
3.6 Lemma: Legyen h 1 Lipschitz-féle állandóval Lipschitz 
féle feltételnek eleget tevő pozitiv függvény és legyenek 
z ,z2eE olyan pontok, melyekre
(127) Il z — z 2 II <\ • h ( z j ) 0<X<1.
Ekkor teljesül a
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( 128) Il z j - z 2 II < y ~  h ( z 2 )
Bizonyítás ;
Képezzük a h(z1 )-h(z2) különbséget, erre igaz a
(129) h ( z j ) —h ( z 2 ) <. • I zi- z 2 11 £^*h( z j )
becslés, ahonnét az állitás már következik.
Következmény ; \<l/2 mellett 1-nél kisebb a \/(l-\) állandó 
értéke.
Ezzel elérkeztünk a késleltetett elfutási illetve elfogási 
tételek kimondásához és bizonyításához.
3.5 Tétel : Késleltetett elfutási tétel:
Legyen © , := U 0.. Legyen ß c= Ext(©v )nG egy olyan nyilt К ieK. 1 K
halmaz, amely teljesiti a 9ß Э 0^,, feltételt, és amelyik telje­
siti az alábbiakat: Legyen a 0 , halmaztól mért távolságfügg-I\
vénynek minden xGß simasági pontja és legyen az előző pontban 
leirt hozzárendeléssel а К koalíciónak minden y(x)G9© -ben e- 
rős elfutó fölénye az irányban. Legyen továbbá e fölényt re­
alizáló lokális stratégiák családjához a 2.7 definícióval hoz­
zárendelt függvény h, mely ß-n van értelmezve és legyen 0<\<l/2 
mellett x:fi-R+ egy olyan megengedett késleltetés, amely telje­
siti hQ = \h-val a 3.1 feltételt. Ha z(t): = z(t-т(z(t ) ) ) , z(s):=z(t ),
s<t , ahol z.z€C([t ,t.].Q) és ráadásul z abszolút folytonos és — о ; о 1
e pár teljesiti a (116a) megfelelő kezdetiértékproblémáját, a 
К koalició V 1 v globális stratégiája mellett, ahol v=\/(l-v)<l, 
akkor z(t )GExt(9^,) esetén a K ’ koalició stratégiaválasztásá­
val nem tud olyan szituációt előállitani, amely összekötné 
z(tQ)-t 0^,-vel. Ehhez К stratégiáját a z(t ) = z(t-т(z(t ) )) alap­
ján választja meg V 1-v(z(t)) formában.
Bizonyítás : Ha a 3.5 és 3.6 lemmákat alkalmazzuk, akkor 
megkapjuk, hogy teljesül a z,z-ra a tételben Írott v-vel a (94) 
feltétel. Ezek együtt biztosítják a 3.1 tétel feltételeit, ami 
az Írott globális stratégiával biztosítja az elfutást. A stra­
tégiaválasztás ez esetben azért történik a z alapján csupán,
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mert tudjuk, hogy erős fölény esetén nem kell tekintettel len­
nünk az ellenfél választására. Végül még annyit jegyzünk meg, 
hogy késleltetett esetben csak a 2,5 tétel alapján összefűzött 
stratégiával lehet boldogulni, ahogy ezt a 3.1 és 3.2 tételek 
bizonyítása lényegesen fel is használja.
3.6 Tétel; Késleltetett elfogási tétel:
Legyen 9^ = и 0^. Legyen továbbá fi c Ext 0^nG olyan 
iGK 1
nyilt halmaz, amelyre teljesül a 3fi з Sfi©^ , és amely teljesiti 
az alábbi feltételt: Legyen a halmaztól mért távolságiügg- 
vénynek minden xGfi pont simasági pontja univerzális e>0-val. 
Legyen pG3©^ olyan pont, amelynek van olyan G(p] cG környezete,
G(p)DExt(9„)c fi, hogy minden xGG(p)nExt(9„) esetén а К koalici-i\ i\
ónak legalább c(p) mértékű erős fölénye van az előző pontbeli 
hozzárendeléssel meghatározott y(x)G3©K pontban a -e irányban. 
Legyen továbbá e fölényeket realizáló előző pontban megadott 
lokális stratégiák családjához a 2.7 definícióval hozzárendelt 
függvény h, amely legalább G(p)-n van értelmezve és legyen 
0<X< 1 /2 mellett x:fi - R+ egy olyan megengedett késleltetés, a- 
mely teljesiti G(p)-n a h =\*h függvénnyel a 3.1 feltételt. Ha 
a z(t ) :=z(t-т(z(t ) )), z(s):=z(tQ), s£tQ, z,zGC([t ,tj],fi, és 
ráadásul z abszolút folytonos és e párra teljesül a (116.a) 
megfelelő kezdetiértékproblémája, а V1 v globális stratégia 
mellett, ahol v«X/(l-A)<l, akkor megadható p-nek olyan G^íp) 
környezete, hogy ha z(tq )GG^ .2(p), akkor van olyan véges T, hogy
t G [ t ,T], t >t -ra z(t )G0,,. Ehhez a H koalició stratégiáját aO O X\
z(t ) = z(t-т(z(t))) késleltetett információ alapján választja 
meg.
Bizonyítás : Teljes egészében megegyezik a 3.5 tételével, 
azzal a különbséggel, hogy a bizonyításhoz a 3.2a tételt hasz­
náljuk fel. A 2.5 tétel eljárásánál gyengébb összetűzés itt 
sem alkalmazható.
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3. ELFOGÁS ÉS ELFUTÁS HILBERT TÉRBEN KONVEX CÉLHALMAZOKTÓL
Legyen a továbbiakban az E terünk egy Hilbert tér. Ismere­
tes, hogy Hilbert téren pontnak és konvex zárt halmaznak a tá­
volsága felvétetik, azaz ha H az E egy konvex részhalmaza, ak­
kor xCE-hez hozzárendelhetjük a H-ra való y(x) vetületét (meg­
tartjuk e jelölést itt is, hogy egyszerűbben hivatkozhassunk 
majd az előző pont tételeire), amelyre p(x,H)=ll x-y(x)ll és 
mint ismeretes, teljesül az lly(xj) - y(x^) II <11 Xj-x II Lip- 
schitz féle feltétel. Belátunk most egy lemmát, amelyből követ­
kezik, hogy a p távolságfüggvénynek egyrészt minden Ext(H)-be- 
li pontja simasági pontja, másrészt a távolságfüggvény e hal­
mazon folytonosan differenciálható.
3.7 Lemma: Legyen HcE konvex zárt halmaz. Ekkor xGExt(H) 
esetén a p(x,H) differenciálható és deriváltja éppen 
(x—y(x) ) / I x-y(x)ll = :e . Érvényes egyúttal x egy alkalmas kör­
nyezetében a
(I 30) I p (x ' ,H )-<ex , x'-y(x) >l<~ 11 x -x * II2 /p (x,H)
becslés.
Igaz továbbá, hogy e függvény deriváltja folytonos is az Ext(H) 
ban és minden pont egy alkalmas környezetében a derivált eleget 
tesz a Lipschitz-féle feltételnek.
Bizonyítás : Legyen x egy tetszőleges Ext(H)-beli pont, le­
gyen ennek távolsága H-tól p(x,H)=c. Az ilyen távolságú pontok 
halmaza konvex, halmaz határa és e konvex halmazhoz fektethető 
x-en keresztül egy támasz hipersik. Más oldalról e pontok hal­
maza kivül lesz az y(x) pont körüli c sugaru gömbön. De Hilbert 
téren gömbnek minden határpontjában csupán egyetlen érintő hi- 
persikja lehet, ezért az x-en keresztül fektethető hipersik egy 
úttal az y(x) körüli c sugaru gömbnek is érintője és e két fe­
lület között lesz a p(x,H)=c felület. A (130) becslést geomet­
riai meggondolás alapján könnyen megkapjuk.
1. Következmény : e>0-val a 3.1 definíciónak eleget tevő
pontokból álló környezet sugara xGExt(H) esetén
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б ( X ) = E ^ ^  • p ^ ^  ( X ,H ) < e*p (x ,H), ahhoz, hogy II e II £ep(x,H)X , X
legyen.
2. Következmény: A deriváltra vonatkozó formulával kapcso­
latban rögtön láthatjuk, hogy a bizonyítás jelöléseivel {p>c/2} 
halmazon a derivált eleget tesz Lipschitz-féle féltételnek,
L=4/c Lipschitz-féle állandóval.
E megjegyzések után a 3.3, 3.4, 3.5 és 3.6 tételeket az a- 
lábbi formában mondhatjuk ki:
3.1 Feltevés: Álljon elő a H halmaz véges sok egymástól 
diszjunkt konvex nyilt halmazokkal elválasztható konvex zárt 
halmazból. Legyen Q ezen elválasztó nyilt halmazok egyesítése 
és xGQ esetén legyen : = ( x-y ( x ) ) / II x-y(x)ll , ahol az y(x) ar­
ra a H-t alkotó konvex zárt halmazra való vetület, amelyet Œ- 
nak x-et tartalmazó komponense tartalmaz.
3.3a Tétel: Teljesítse a 3.3 tétel 9^ , célhalmaza a 3.1 
feltevésben foglaltakat. Ekkor ha a 3.1 feltevésben szereplő 
X, y(x) és ex~el VxGfi mellett teljesül a 3.3 tétel fölényre vo­
natkozó feltétele, akkor a 3.3 tétel állitása igaz.
3.4a Tétel: Teljesítse a 3.4 tétel 9^ célhalmaza a 3.1
feltevésben foglaltakat. Ekkor ha a 3.1 feltevésben szereplő 
x,y(x) és е^-el VxGft mellett teljesül a 3.4 tétel fölényre vo­
natkozó feltétele, akkor a 3.4 tétel állitása igaz.
3.5a Tétel: Teljesítse a 3.5 tétel 9,,. célhalmaza a 3.1" К
feltevésben foglaltakat. Ekkor ha a 3.1 feltevésben szereplő 
x,y(x) és е^-el VxGfi mellett teljesül a 3.5 tétel fölényre vo­
natkozó feltétele, akkor a 3.5 tétel állitása igaz.
3.6a Tétel : Teljesítse a 3.6 tétel 9^ célhalmaza a 3.1 fel­
tevésben foglaltakat. Ekkor ha a 3.1 feltevésben szereplő x,y(x) 
és е^-el VxGQ mellett teljesülnek a 3.6 tétel fölényre vonatko­
zó feltevései, akkor a 3.6 tétel állitása igaz.
Bizonyítás : Mindnégy tételben azt kell bebizonyítani, hogy 
az Q pontjaiban a p-nak minden pontja simasági pontja. Ez pedig 
úgy teljesül, hogy a célhalmaz egyes komponenseit tartalmazó 
nyilt komponenseken igaz, méghozzá a 3.7 lemma 1. következmé­
nye miatt.
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Megjegyezzük, hogy e tételek olyan értelemben maximálisak, 
hogy ezekben az elfutáshoz, illetve elfogáshoz csak a célhalmaz 
határpontjaira teszünk kikötést és az is csupán a fölényre vo­
natkozik. E kikötések gyengitésével lehet csupán erősebb téte­
leket bizonyitani, de az alábbi két tétel mutatja, hogy az el­
futásra vonatkozó feltevések nem gyengithetok általában.
2. Feltevés: Legyenek az 1. feltevésben szereplő H halmaz 
komponensei Hp> p=l,2,...,r és legyen minden ilyen Hp halmaz 
egy H° £ Hp konvex zárt halmaztól legfeljebb ep>0 távolságra 
levő pontok halmaza.
3.7 Tétel: Teljesítse a 3.3 tétel ©K, célhalmaza az 1. és 
2. feltevésekben foglaltakat. Ekkor a 3.3 tétel fölényre vonat­
kozó feltétele а К koalició számára az elfutás szükséges és e- 
legendő feltétele, méghozzá úgy, hogy ha a koalició nem tud a 
3.3-ban biztosított nem késleltetett információk alapján elfut­
ni, akkor az I\K számára teljesül a 3.6 tétel feltétele az el­
fogásra, azaz még megengedett késleltetéssel is eléri 9„,-t.
Bizonyitás: Ez a tétel egyszerű következménye a 3.7 lemma 
2. következményének és a 2. feltevésnek. Ugyanis, először is
azt jegyezzük meg, hogy minden y(x)-et helyettesíthetünk а ЭН -
о pbeli pont helyett a neki megfelelő 3Hp-re való vetülettel. így
kiderül, hogy az ft-n a 2. következmény miatt az ex eleget tesz
a Lipschitz-féle feltételnek nekünk elegendő ebből annyi, hogy
a 0^ , halmaz határán is folytonos.
Ha mármost nem teljesül minden határpontban a 3.3 tétel el­
futásra vonatkozó feltétele, akkor van olyan pont, amelyben va­
lamilyen c >0 -val az 1.3 feltevés igaz e -vei egy p határpontban.P(Felhasználtuk az 1.1 tételt.) Ámde az e folytonossága miatt e 
pontnak van olyan környezete, amelyben már teljesül a 3.6a tétel 
feltétele és igy beláttuk, hogy a tétel igaz.
3.8 Tétel ; Teljesítse a 3.5 tétel 9^, célhalmaza az 1. és 
2. feltevésekben foglaltakat. Ekkor a 3.5 tétel feltétele kés­
leltetett információ melletti elfutásra szükséges feltétel is 
abban az értelemben, hogy ha nem teljesül, akkor van olyan ha­
tárpontja a célhalmaznak, amelynek megadható olyan környezete, 
hogy ebből nem késleltetett információval а К eléri a célhal­
mazt, mert teljesül a 3.4a tétel feltétele.
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Bizonyítás : E tételt is ugyanúgy bizonyíthatjuk, ahogy a 
3.7 tétel bizonyítását vázoltuk, csupán a 1.2 tételt kell fel­
használnunk .
A 3.7 és 3.8 tételek azt mutatják, hogy a bemutatott mód­
szerek késleltetett és nem késleltetett esetben t pontosságú 
célzásokra és elfogásra, ami a gyakorlat számára általában ki­
elégítő és numerikusán más ut nem is követhető, elegendőek, 
mert szükséges és elegendő feltételt adnak elfutásra. A most kö­
vetkező pontban igen röviden egy numerikus módszert adunk.
4. NUMERIKUS MÓDSZER
Numerikus eljárásunk vázlatát a 3.1 illetve a 3.2 alapté­
telek szintjén foglaljuk össze igen röviden. Ez alatt azt ért­
jük, hogy a tárgyalt négyféle esetet nem nézzük külön.
Legyen megadva minden, a 3.1, 3.2 tételek előkészítésé­
nél szereplő x£Q körüli G ^ x (^x) környezet. Legyen továbbá meg­
adva a (94)-ben szereplő v, továbbá az, z pár, ahol z a z-nek 
(94)-et teljesítő becslése. Ezt minden időpontban adottnak te­
kintjük. Legyen megadva továbbá a z(t )=z =z(t ) kezdetiérték-o о о
probléma. Ismertnek tételezzük fel (mert számítható az egyen­
let és a célhalmaz ismeretében) a h függvényt is. Kérdés, hogy 
a z becslés ismeretében hogyan használjuk fel а {V ,Gt, 4(x)}
X  6 ( X  ) X f c P
lokális stratégiákat arra, hogy a z görbe biztosan elkerülje a 
H halmazt, vagy a másik feladatnak megfelelően biztosan elérje 
azt.
Eljárásunk a következő:
Legyenek a t , t)5. , ,tk időpontok azok, amelyekben uj lo­
kális stratégiára térünk át. E pontokat a következőképpen hatá­
rozzuk meg:
Válasszuk a z(t.) pontban azt a (V~,, ,,Gc/~,/ NW ^í z (, t. j 6(z(t.))(z(t.)J~ í i i
párt, amelyre teljesül a ô(z(t^))>( 1 -v ) h(z(t^)). Ez megválaszt­
ható igy, a h függvény definiciója miatt.
Legyen a z(t^ ) az a legkisebb t>t., amelyre az ellenfél 
stratégiaválasztása mellett a  ^ lokális stratégia alkalma­
zásával először teljesül, hogy 1 II z(t^)-z(t)ll = ( 1 -v )h ( z ( t ) ^ ) .
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Erre a t=t. -re ismét a fentieknek megfelelően választunk uj 
stratégiát. Ezzel az eljárással a 3.1 illetve 3.2 tételek biz­
tosítják a z-re vonatkozó kikötéseket.
Hilbert tér esetében e pontosságú elfutásra illetve célzás­
ra 2 . feltételnek eleget tevő célhalmazok esetében az elméleti 
eredmény mellé numerikus eljárást is ad a fenti módszer va9Y~ 
is az elfutásra vonatkozó elméleti szükséges és elegendő fel­
tétel kiegészül azzal, hogy egyúttal az adott feltétel mellett 
konvergens numerikus módszer is adható.
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FÜGGELÉK
FI. BOREL MÉRHETŐ LEKÉPEZÉS MEGADÁSA ADOTT ZÁRT HAIHAZBA ESŐ 
GRAFIKONNAL
Legyenek E és F szeparábilis lokálisan kompakt metrikus te­
rek. Jelöljük az E tér Borel-halmazait £(E)-vel, jelölje 
PE : ExF--E (pE : ExF -F) az ExF-ből az E-be (F-be) való vetí­
tést.
Fl.1 Definició: Az u:E-F leképezést Borel-mérhetőnek ne­
vezzük, ha minden G <= F nyilt halmazra u 1 (G)G В  ( E).
Fl. 1 Tétel: Legyen {u } °°1 , u :E-F, n=l ,2,... mellett 
Boréi-mérhető leképezések pontonként konvergens sorozata. Ek­
kor az u(x):= lim un(x)s xGE egyenlőséggel pontonként megadott 
u:E-*-F leképezés is Boréi mérhető.
Legyen most HcExF zárt halmaz.
FI.2 Tétel: Ha a p^(H)=E teljesül, akkor megadható olyan 
u:E~F Borel-mérhető leképezés, amelyre
(F.l) (X ,u(X)) GH, minden xGE esetén.
Bizonyítás : Megadunk egy {un)n“j Borel-mérhető leképezés­
sorozatot, amely pontonként konvergens és limesze teljesiti az 
(F.l) feltételt.
1. Az Uj függvény megadása:
Az E,F terek feltevésünk szerint szeparábilisek, ezért 
e=l/2-hez megadható olyan {pn}n”j H sorozat, hogy teljesül a
(F.2) H с Ü Gj/2(pn)
n= 1 '
tartalmazás, ahol a G ^ 2(pn) a lokális kompaktság miatt kompakt 
környezet.
A P£ ( G j J 0 ( p^ ) ЛН ) c E halmaz kompakt, mert p^, folytonos,
H pedig zárt.
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Képezzük a
i-1
(F.3) В!:=Pe [Gj/2 (p í )П ]\ U pE[G1/2 (pj)nH], i=l,2 ,--
J
páronként diszjunkt Borel-halmazok rendszerét amelyre teljesül, 
hogy
( F . 4 ) E = U B. . 
i-1 1
Ezután megadjuk az Uj leképezést az alábbiak szerint:
(F.5) Uj(x):= p^, ha xGB^
Az Uj leképezés grafikonjára teljesül a
(F.6) r(ul) C G 1/2 (H)
tartalmazás, ahol Gj^2(H) jelenti a H halmaz 1/2 sugaru környe­
zetét, а Г pedig az Uj függvény grafikonját.
2. Az u2 leképezést e=l/4-hez az alábbiak szerint adjuk
meg :
A G. ,„(p. ) П H halmazok kompaktsága következtében megadha- 1 / 1 1 n •tó minden i=l,2,... mellett olyan ÍPik> cGj ,2(p.)nH végesn. 1 к = 1 ' 1
sok pont, hogy U1 HílG-^Cp^) => HDGj / 2 ( P ^ ) teljesül.
k= 1 ' 1
Állitsuk elő ezután а в! halmazt a következő formában:
к- 1
(F.7) Bik=pE[Gl/4(pik)nH]nBN  . ^ pE CGl/4(pij)nH]nBI
k=1,...,.
Minden rögzitett i mellett teljesül a
(F. 8 ) ' в! = U1 B?„
1 k=l lk
 ^ 2összefüggés es a B. rendszer elemei diszjunktak és az (F.8) mi-X К
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att egyesítésük lefedi az egész E teret. 
Az leképezést igy definiáljuk:
( F. 9 ) u„ ( X ) : =p .. , ha x éB.. 
2 í k  i k
amelyből azonnal következik, hogy
(F.1 0 ) Г ( u 2 ) c G ] /4 (H)
p(uj (x), u 2 ( X ) ) _< 1 / 2
feltételek teljesülnek.
3. Tegyük fel, hogy a 2. pont eljárásának n-szeri ismétlé­
sével megadtuk a B.
i, ,i2 ’ , i. halmazrendszert úgy, hogy
(F .11 )
n- 1 n .
1 1 ’ ' * *’1n-1
B. = Uíj ,i2 ,..о.in_j j = Bn1 r-’*** 'xn~\ ,J
ahol
i -:=рЕ [С , n(p )ПН]П
(F.12 ) ПВ" " 1 ( U p [G n(p )ПН]П
1’" * ’ n-1 k= 1 1
j - 1
пвп-]1 1 5 • » о j 1n- 1
és a p. . . .eG , n-1 (p. . )ПН pontokkal tel-
jesül a
n .i],i2 ,...,in.,
(F.13)
G , n-1 (p. . ) ПНс U
1/2 M .... ^-i j=i
G /9n(p. . . )1/2 h j ,...,in_j,j
tartalmazás és ezzel megadtuk az
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(F.14) u (x)=p.
П 1 1 •1 2 *
függvényt. Erre teljesül a
x€Bn1 in
(F.15) T(un) c G]/2n (H)
p(un(x), un_j(x)) < 1/2П xGEô
két feltétel.
Az un+] függvényt a 2. pont lejárásának megismétlése utján 
kapjuk meg.
Ezzel az eljárással megadjuk az {un)n~| Borel-mérheto függ­
vények egy megszámlálható sorozatát.
Legyen xGE egy rögzített pont / az un ( x )  alakú pontsorozat 
Cauchy sorozat az (F.15) miatt és a kompaktság következtében 
minden xGE-re konvergens. Legyen u az alábbi leképezés:
(F.16) u(x):= lim u (x), xCE mellett.
n n
Az (x,u(x)) c Gj^2n(H), n=l,2,.. . mellett, ezért
oo
(F.17) (x,u(x))G П G,n(H)=H
n=l 4
ami a tétel bizonyítását adja, az Fl.l tétel figyelembevételé­
vel .
F2. DIFFERENCIÁLEGYENLÖTLENSÉGEK
1. Alapbecslés.
- 2F2.1 Tetei : Legyen A <= R egy halmaz. Legyen továbbá f:A-R
2egy mérhető leképezés. Legyen továbbá g:R -R folytonos leképezés. 
Legyenek továbbá y,z:[tQ,T]-R folytonos leképezések, amelyekre 
teljesülnek az alábbiak:
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( y ( s ) , s )GA, sG[t ,T], továbbá 
t
y(t)=y(tQ)+ f f(y(s),s)ds
(F.18) t о
t
z(t)=z(t )+ J- g(z(s),s) ds 
tO
ês
1. f(X,s)>g(X,s), (x,s)GA.
2. A g(x,s) csökkenő függvény rögzített s mellett az x 
változóban.
Ekkor y(t )=z(t ) esetén о о
(F.19) y (t ) > z(t)
minden te[t ,T] mellett.
Bizonyitás ; Tegyük fel, hogy megadható olyan tG[t ,T] 
hogy z(t)>y(t) áll fenn.
Képezzük a
(F.20) t <t* := inf{slz(t'),t'G[s,t]}
értékét. Miután mindkét függvény folytonos, t <T, továbbá
y(t )=z(t ). Figyelembevéve még a z(t )=y(t ) feltételt, és az
(F.20) egyenlőtlenséget, megadható olyan 6>0, hogy
[t*.t*+6] c [t ,T] és tG[t*,t*+6] mellett z(t)>y(t). о
Az (F.18) előállításnak és az 1. feltételnek az alapján
t t
y(t)=y(t*) + J f(y(s),s)ds>y(t*V J g(y(s),s)ds,
* *t t
ahol alkalmazva továbbá a g-re kirótt 2. feltételt, az y(s)<z(s), 
pG[t*,t*+6] figyelembevételével:
t t
y(t*) + J g(y(s),s)ds > y(t*) + Jg(z(s),s)ds = z(t )
t* "
azaz y(t)>z(t) minden tG[t ,t +6] mellett. Ezzel pedig a tételt 
bebizonyítottuk.
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2. Konvex Кирок.
Legyen В egy Banach tér és legyen Gj(0) egy 0 körüli kör­
nyezet.
Képezzünk egy újabb környezetet ebből az alábbi definíció­
val :
Legyen e£B', Il e I =1 folytonos lineáris funkcionál. Képez­
zük az alábbi normát:
(F.21) 111x111:= max {21<е,х>1, Il x II }
Könnyen beláthatjuk, hogy e norma ekvivalens az eredeti normá­
val. Az is könnyen igazolható, hogy
(F. 22 ) g [M ,ll(0)=G](0)n{lel<l/2}
fennáll.
Legyen továbbá t£{ I e I = 1 /2 } nG ^ (0)^0, melyre <2e ,t>=lll t III =1 . 
Jelöljünk egy ilyen GjCcO-beli belső pontot t-vel. Igaz az aláb­
bi állitás:
F2.2 Tétel: A {2e>c>0} halmaz előáll
( F. 2 3 ) {2e>c>0}= U \{g !" 1,1 e ( 0 )+t }+c i t
\>0
alakban.
Bizonyítás : Elegendő az állitást c = 0 mellett belátni, a- 
melyhez tartozó baloldalt -ct-vel való eltolás utján kapjuk meg.
Miután tGGjCo) belső pont, van olyan G£(t) környezete, 
melyre
(F.24) G (t) c g , (0)e I
teljesül. Ebből következik, hogy
(F.25) G,(0)n{2lel<l} 3 G (—t)П{2e>-1} 1 €
ahol felhasználtuk a gömbi környezet kiegyensúlyozottságát
-ír гЬ MESES
О 'V,A,у
Л И
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Az (F.24) azt jelenti tehát, hogy g J11 111 ( 0 ) => G£ (-t ) n{ 2e>- 1 } fel­
tétel teljesül. Ennek t-vel való eltolására azt kapjuk, hogy
(F.26 ) G 111 ]M (t ) c { 2e>0 }
és
(F.27) G J" 1M(t) P Ge(0)n{2e>0)
tartalmazások teljesülnek.
Ismeretes továbbá, hogy
(F.28) U\{G (0)n{2e>0)} = {2e>0>
\>0 e
teljesül, a tétel állítását beláttuk.
Legyen most К egy kompakt metrikus tér, legyen GcB nyilt 
halmaz és legyen f:GxK-*-B folytonos leképezés. Legyen e£B' egy- 
ségnormáju folytonos lineáris B-n értelmezett funkcionál. Tel­
jesítse az
(F.29) f(x ,K) c {e>h>0}
э.
feltételt valamely xQGB-re.
Legyen továbbá III Ille a fent bevezetett norma. Ezzel érvé­
nyes az alábbi tétel:
F2.3 Tétel : Megadhatók olyan tGB, llltlll =1, 0<e<l, <2e,t>=l 
úgy, hocry
III III
(F.30) f ( X ,K)c U {G e(0)+t> =K , ÍO)
° X>0 E e t
teljesül.
Bizonyítás : Az F2.2 tétel c = 2h-val biztosítja, hogy az
III III
(F.31) {e>h>0} = U \ { G e(0)+t}+ct
\>0
előállítás érvényes, ahol az unióban szereplő halmazok nyíltak 
(ld. az (F.23) összefüggést). А К halmaz kompakt, ezért folyto-
loi
nos képe is az és igy f(xQ,K) c {e>h>0} is kompakt lesz, van te 
hát olyan véges X .... X halmaz, hogy1 К
к III III
f(xQ,K) c U e(0)+t}+ct
i = 1
is igaz. A szereplő fedőhalmazok a \-nak monoton függvényei a
tartalmazásra nézve, ezért vegyük a legkisebb X.-t, mely már le
fedi az f(x ,K)-t, ezzel о
III III III III
(F.32) f ( X , ).c\. {G, 6 ( 0 ) +t } +ct =G e(0) + (X. +c)t.o i l  л > lо 1 оо
A kapott eredményt felhasználva
(F.33)
III III
f(x ,K ) c G e(0) + (\. +c)tcо л. l1 оо
U X 
X>0
e(0) + U. +c)t} =
о
III III
U X { G e(0)+t>
\>0 iо
X . + cî
amellyel beláttuk a tételt.
Legyen most u:[t mérhető leképezés, legyen továbbá
(F.34 ) X :[tQ,t j]-В,
t
x(t)=x(t )+ / f(X(s), u(s)) ds 
abszolút folytonos leképezés.
F2.4 Tétel: Legyen F a fent definiált leképezés, és telje­
sítse az xQ6B-ben az (F.29)-et valamely ебВ' , II ell =1 funkcio­
nállak Ekkor a fent definiált III llle normához megadható olyan 
l>e>0 és hGB, lllhlll =1, és olyan 6>0, hogy ha t <t<t +6 tetsző- 
leges, továbbá x(tQ) = x , akkor az (F.33)-al megadott x függ­
vényre teljesül, hogy
x(t)e(x +K (0)) о e , h( F . 35 )
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Bizonyítás: Az F2.3 tétel biztosit egy nyilt К (0) kúpot,G j Д
amelyre
( F. 36 ) f(x ,K) с К Л0)о e , h
teljesül. Képezzük az
f"1 (K Í0))cBxK e ,n
halmazt, ez f folytonossága folytán nyilt halmaz, amely tartal­
mazza az {xq }xK halmazt. К kompaktsága folytán azonban van olyan
6 >0, hogy G£ (x )xKcf *(K ,(0)) is teljesül,о б о  e , hо
Miután x(t) abszolút folytonos, igy folytonos is, ezért 
megadható olyan 6 ^ , hogy II x(t)-x(t )ll < 6o, ha It-t l<6j. 
Belátjuk, hogy 6^=6, amelyet a tételben keresünk.
Be kell látnunk, hogy minden t <t<t +6 melletto — o
x(t)GK , (0)+x , vagy ami ugyanaz, x(t)-x GK , (0). e, h о о e, h
Megjegyezzük, hogy a ^(0) kúpban azok és csak azok az 
r vektorok vannak, amelyekhez van olyan X>0, hogy
( F. 37 ) 111 X - h-r 111 <e • X .e
Ezzel egyenértékű, hogy
III r III
(F. 37a) III h-------- • ■ r - III < c .X III r III ee
Könnyen belátható, hogy a X mindig megválasztható
III r III =X alakban.e
Vizsgáljuk meg tehát az
(F.38)
t t
111 x ( t ) - x -J II I f 111 -h ds III =111/ [f(x(s) ,u(s) ) - 
° t e e t
° t °
- Ill f ( x( s ) ,u( s ) ) III e • h ] ds III <_/ III f ( x( s ) ,u( s ) ) -
- 111 f ( x ( s ) , u ( s ) III * h 111 dse e
о
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különbség normáját. Felhasználva, hogy to<t<tQ+6 mellett (F.36) 
teljesül, igy igaz, hogy
t
(F.39) lllx(t)-x -h • J III f ( x( s ) ,u( s ) III ds III <° t е е
t °
< J III f ( X ( s ) ,u ( s ) ) III • eds
t 6о
ahol az (F.38) végére alkalmaztuk az (F.37a) jellemzést.
Ezzel azonban az x(t)-x különbségről beláttuk, hogy tel­
jesiti az (F.37) feltételt, tehát а К (0) kúpnak eleme mindenE j П
t <t<t +6 mellett. Ezzel beláttuk a tételt.о — о
Megjegyezzük még, hogy Banach tereken az (F.23) előállítás­
hoz speciális norma bevezetése szükséges, mint ezt az alábbi pél­
da mutatja:
2 „Vegyük az R teret mint Banach teret es lassúk el az
I xll = I X j I + I X 2 1 normával. Ismeretes, hogy ezzel a 0 körüli göm­
bök olyan négyzetek lesznek, melyek csúcsai a tengelyekre il­
leszkednek-. Vegyük az egységgömböt és toljuk el az x koordiná­
ta irányába +l-el és nézzük az {x >0} félteret.
Az U \{G (0)+(1,0)} halmaz egy 0 csúcsú 90°-os nyílásszögű kúp
\ > 0
lesz és nem adja ki az {x}>0} félteret.
F3. PARCIÁLIS MAXIMUM (MINIMUM) FÜGGVÉNYEK FOLYTONOSSÁGA 
Legyen M egy metrikus tér, К kompakt halmaz. Legyen 
( F. 40 ) f : MxK-R
egy folytonos függvény. Tegyen eleget f továbbá К-ban egyenle­
tesen minden rögzített u6K mellett ((x,v)GMxK) az x változójá­
ban Lipschitz-féle feltételnek. Legyen
(F.41) f (x):= min f(x,v),
V
azaz
f : M-»R m
leképezés.
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F3.1 Tétel: Az f függvény folytonos, ha f folytonos és
- - 1 ■ m
az f eleget tesz a lokális Lipschitz-féle feltételnek, ha f
az u rögzítése mellett x-ben eleget tesz a lokális Lipschitz-
féle feltételnek. Ekkor az f függvény valamely x körülim
Lipschitz-féle állandója megegyezik az f ugyan e pontbeli 
Lipschitz-féle állandójával.
Bizonyítás :
a. Legyen {x } ”, c M  olyan sorozat, melyre x -xGM. К kom- n n=l n
paktsága folytán megadható olyan с К sorozat, hogy
f(x V  )=f (x ). n n m n
A {V } 00, sorozatból kiválasztható egy konvergens v n n=l ríj
részsorozat, amelyre
(F.42) f(xn »v ) - f(x,v).
к n k
Az f függvény definíciója folytán 
(F.43) f (x , v ) <f (x, v’ ) , Vv'GK mellett
és ezért
(F.44) f'(x)=f(x,v).m
Ha más konvergens részsorozatot választunk ki az f(x ,v )-
n n
bol, ez is szükségképpen az f (x)-hez tart és ezért az f (x )m m n
sorozatnak mindössze egyetlen torlódási pontja lehet, vagyis a 
sorozat konvergens és igy az (F.44) figyelembevételével fm
folytonos.
b. A Lipschitz-féle feltétel bizonyítása:
Legyen xGM és v qGK, melyekre
f(x) = f(x,v ). m о
Az f definíciója alapján m
min f(x', v ) < f(x',v )<f(x,vo)+L(x)d(x'x)
( F . 4 5 )
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Más
(F.46 )
ahol az 
tői, ezé 
ség, ami
oldalról
f(X , V ) -L(X )d (X ' ,x)<f(x,v)-L(x)*d(x* ,x )<f(x ' ,v )
lejét és a végét nézve csupán a jobb oldal függ a v- 
t a jobb oldal minimumára is teljesül az egyenlőtlen- 
a tételt bizonyltja.
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