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Two results are proved about strong approximation of Fourier series. The first, 
which goes in the positive direction, is the best possible refinement of an inequality 
of L. Leindler. The second is related to the inverse problem and provides a unified 
treatment to many earlier results. Q 1985 Academic Press, Inc. 
1. INTRODUCTION 
Let f be an everywhere continuous 2rr-periodic function, s,Jx) the kth 
partial sum of its Fourier series and E, = E,(f) the error in the best 
uniform approximation of f by trigonometric polynomials of order at 
most n. 
Since the 1963 work of G. Alexits and D. Kralik [ 11, many authors have 
investigated the so-called strong approximation of Fourier series. Among 
their results, perhaps the most important one is the inequality 
~~=~+,l~~-fl~~SE.I(I) (p > 0; n = 1, 2,...) (1.1) 
due to L. Leindler [3] which can be used to estimate strong means of the 
type 
{ f tnk bktx)-f(x)ip}l’p (P>O, bkaO) 
k=l 
(see C3, 51). 
A natural generalization is the following: instead of xp (x B c), let us con- 
sider a non-negative monotone increasing continuous function 4(x) (x > 0, 
d(O) = 0). For such a 4, we proved in [7] 
THEOREM A. The means 
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tend to zero for every continuous f if and only if there exists a constant A 
such that 
d(z) < eAr (TE(O, Co)). (1.2) 
An analog of (1.1) is 
THEOREM 1. The inequality 
tksg+l ~(lsL(x)-f(x)I)~K~(E,) (xe LO, 2721, n= LL.) (1.3) 
hola3 for every 2x-periodic continuous function f if and only if there is a con- 
stant A > 0 such that (1.2) holds true and 
40~) d A&t) (z E (0, 1)). (1.4) 
Theorem 1 has many consequences of which we mention only one: 
COROLLARY. Zf (1.2) and (1.4), then, for every j? > 0 and for f (I) E Lip a 
(O<a<l), 
&’ (&jJkCO( k+ l)8-‘4(I&-f I) 1 
“-’ (n+lYkEO ( 
-A- f (k+l)fl-‘#((k+l)-‘-a) 
) 
. 
This generalizes a number of previous results, and the last inequality 
cannot, in general, be improved. 
Let us now turn to the inverse problem. We ask what smoothness 
properties off follow from the relation 
SUP f d(b/c(X)-ff(XN)< a? 
o<x<n k=O 
(1.5) 
Here, again, b(x) is supposed to be monotone increasing and continuous 
for x30, with d(O) = 0. For example, G. Freud [2] proved that if 
Q(x) = xp (p > l), then (1.5) implies f E Lip( l/p). Generalizing this result, 
we proved [6] 
THEOREM B. Zf 4 is convex or concave, then (1.5) implies 
(1.6) 
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and this is the best possible result, since, for a function f satisfying (1.5), 
w(f;6)>c6j2’~dx (c > 0; 6 E [O, K-J). 
6 
(w( f; 6) is the modulus of continuity of j) 
If d(x) = xp (0 < p < l), then Theorem B gives only f E Lip 1 although 
much more is true (see [4]): 
THEOREM C. Iff(x)=xP (O<p< l), then (1.5) implies 
E,,(f) < Kn - ‘lp. 
Theorem C yields, among other things, that f is [v/p] times continuously 
differentiable (v, 0 < v < 1, is arbitrary). 
Now we show that Theorem C and Freud’s result are valid for very 
general fj’s. 
THEOREM 2. Zf q5 satisfies 
ti(ar)GMz) (TE W, 11) 
with a constant 0 <a < 1, then (1.5) implies 
As a corollary we get that under the only assumption (1.7), we have 
(1.6). 
2. PROOF OF THEOREM 1 
I. Sufficiency. We shall use the inequality (see [ 51) 
; ,i h,(x)-f(x)1 W.(f)h$ (2.1) 
I=1 
where 1 < r < n, the indices n < k, < k2 < . . . < k, G 2n are arbitrary, and A r 
is an absolute constant. This gives at once that if A > 0, x E (0,27c] and 
;;Jxt)htrtes the number of those n< k<2n for which Isk(x)- f(x)1 > 
n9 
A&) < 2n exp( - AlA 1 1. 
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Let Y E (0, (2AA i) - ‘). By (1.4), d(y) > yA2, A2 a constant. Thus, by (1.2), 
m 
d 1 e- ‘dW41) < ~~ - MyAd < K,$( y). (2.2) 
k = 2/y 
(K denotes constants, not necessarily the same.) 
From (1.4) we obtain 
2/Y 
,g, $(Yk) e- klA’ 6 $, 4(u) k A3eCk’A1<K$(y) 
with some A3 and this, together with (2.2), gives 
Now the proof of (1.3) is easy: 
provided n is so large that E, = E,,(f)c (0, (2AA,)-‘). 
II. Necessity. The necessity of (1.2) follows from Theorem A. 
To prove (1.4) let us assume on the contrary that there is a sequence 
{a,} with a,10 ( n -+ co) and 4(40a,) > nd(20a,). We may also suppose 
CF==n+l ak <a, (n = 1, 2,...). For m < n let 
Qn,m(x) = ~ (‘OS’“- j) x _ cos(n+ j) “) 3 2 sin nx ~ ~ 
i=l i= I 
be the well-known Fejtr polynomial and let 
f(X) = f &cQ2”+2,&). 
k=l 
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ak < 2oa, (n = 1, 2,...) 
k=n 
and so 
1 2n+Z+2”.e-Icl 
3-;;71 2 
k=2z2t, ~(a,log(2”l(k-2”+2))) 
31% 4(40a,) 2 cn#(20a,) Z cnf$(E,.+2), 2 e 
i.e., (1.3) is not satisfied, which proves the necessity of (1.4). 
3. PROOF OF THEOREM 2 
First we prove the following 
LEMMA. If f E CZn and 0 < c < 4, then, for every natural number n, either 
0) EZnW 6 2cUf) 01 
(ii) there exists a point x, E (0; 2n] such that the number of the indices 
k fbr which 
n<k<2n, Isk(f; x,) -f(x,)l > cE,(f) 
is at least A(c/llog cl) n where A denotes an absolute constant. 
Prooj: Let 
H,(x) = {k 1 n <k < 24 tsk(f; x) -f(x)1 2 cE,). 
If 2cE, < E2”, then, using (2.1), we obtain for an x, E (0; 2x1, 
2cE,, < EZn < 
II 
1 nkc;t, bk-f I /1 =; 5 Isk(x,)-f(x,)I 
c k=ntl 
=- ik6;( )+; c 
n X” kcffdxn) 
9cE,+AI!+E~loglH;,)l. 
. 
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c <A IHn(xJl log 4n 
1 n IHnC4l 
which gives 
and this is exactly (ii). 
Let us turn to the proof of Theorem 2. Let c = 42 in the above Lemma. 
If, for a given n, we have EZn > uE,, then Lemma (ii) and (1.5) give 
by which 
for some C. On the other hand, if Eln 6 aE,, then assuming that E, < 
Cd -‘( l/n) is already proved, we obtain, from (1.7), 
Thus an easy induction gives E*“(f) < C# ~ ‘(l/2”) which is equivalent to 
(1.8) (take into account that, by (1.7), we have 
4-‘(x)<a-’ 1 x & (3 2 . 
We have proved our theorem. 
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