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Résumé
Les matériaux granulaires sont omniprésents, ils se trouvent aussi bien
dans la nature que dans quelques applications industrielles. Parmi les appli-
cations industrielles utilisant les matériaux granulaires, on cite le mélange des
poudres dans les industries agro-alimentaires, chimiques, métallurgiques et phar-
maceutiques. La caractérisation et l’étude du comportement de ces matériaux sont
nécessaires pour la compréhension de plusieurs phénomènes naturels comme le
mouvement des dunes et les avalanches de neige, et de processus industriels tel
que l’écoulement et le mélange des grains dans un mélangeur. Le comportement
varié des matériaux granulaires les rend inclassables parmi les trois états de la
matière : solide, liquide et gazeux. Ceci a fait dire qu’il s’agit d’un “quatrième
état” de la matière, situé entre solide et liquide.
L’objectif de ce travail est de concevoir et de mettre en œuvre des mé-
thodes efficaces d’éléments discrets pour la simulation et l’analyse des processus
de mélange et de ségrégation des particules ellipsoïdales dans des mélangeurs
culbutants industriels tels que le mélangeur à cerceaux. Dans la DEM l’étape la
plus critique en terme de temps CPU est celle de la détection et de résolution
de contact. Donc pour que la DEM soit efficace il faut optimiser cette étape. On
se propose de combiner le modèle du potentiel géométrique et la condition al-
gébrique de contact entre deux ellipsoïdes proposée par Wang et al., pour l’éla-
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boration d’un algorithme efficace de détection de contact externe entre particules
ellipsoïdales. Puis de de prouver un résultat théorique et d’élaborer un algorithme
pour le contact interne.
D’autre part, le couplage DEM-chaîne de Markov permet de diminuer très
sensiblement le temps de simulation en déterminant la matrice de transition à
partir d’une simulation à courte durée puis en calculant l’état du système à l’aide
du modèle de chaîne de Markov. En effet, en utilisant la théorie des matrices
strictement positives et en se basant sur le théorème de Perron-Frobenius on peut
approximer le nombre de transitions nécessaires pour la convergence vers un état
donné.
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Chapitre 1
Introduction générale
Il y a dans la création des cieux et de la terre et dans la succession de la nuit et du jour, des signes pour ceux qui sont doués d’intelligence.
Cr, S3 V190.
Les matériaux granulaires sont omniprésents, ils se trouvent aussi bien
dans la nature que dans quelques applications industrielles. Les dunes de sable,
les montagnes de neige et les grains de blé sont des exemples de matériaux gra-
nulaires existant dans la nature. Parmi les applications industrielles utilisant les
matériaux granulaires, on cite le mélange des poudres dans les industries agro-
alimentaires, chimiques, métallurgiques et pharmaceutiques. La caractérisation et
l’étude du comportement de ces matériaux sont nécessaires pour la compréhen-
sion de plusieurs phénomènes naturels comme le mouvement des dunes et les
avalanches de neige, et de processus industriels tel que l’écoulement et le mé-
lange des grains dans un mélangeur.
Le phénomène d’avalanche, par exemple, met en évidence une caractéris-
tique du milieu granulaire qui peut être à la fois de nature liquide ou solide. En
effet, les grains se tiennent comme un solide tant qu’on ne dépasse pas un angle
d’inclinaison à partir duquel il apparaît un écoulement à la surface (Figure 1.1).
Le même phénomène apparaît dans le cas du stockage du blé ou du ciment (Fi-
gure 1.2), ou encore pour les dunes de sable (Figure 1.1). Par conséquent, le com-
portement varié des matériaux granulaires les rend inclassables parmi les trois
états de la matière : solide, liquide et gazeux. Ceci a fait dire qu’il s’agit d’un
“quatrième état” de la matière, situé entre solide et liquide.
Il est tout à fait naturel de considérer les matériaux granulaires comme as-
semblages d’un grand nombre de particules solides distinctes. Par conséquent,
ces matériaux sont discrets de nature et ne peuvent donc pas obéir aux lois
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des matériaux continus. Pour ces matériaux, on distingue trois échelles de gran-
deur. L’échelle microscopique (taille des atomes), échelle mésoscopique (taille des
grains) et échelle macroscopique (taille de l’échantillon). La taille minimale des
grains qui composent le matériau granulaire est environ 1µm dans le cas des
poudres. La taille supérieure peut être très grande si on s’intéresse au mouve-
ment des galaxies du système solaire considérées comme un matériau granulaire.
Dans un milieu granulaire nous distinguons deux types d’écoulements :
l’écoulement individuel des grains (à l’échelle mésoscopique), et l’écoulement
d’un ensemble de grains (à l’échelle macroscopique). L’étude de l’écoulement du
premier type est nécessaire si on veut suivre les particules individuellement. Par
contre, l’étude de l’écoulement du second type est suffisante si on s’intéresse au
mouvement d’ensemble (à l’échelle macroscopique).
Dans certains cas, l’influence du fluide interstitiel ne peut pas être négligée.
Des tentatives ont été faites d’intégrer cette influence dans le modèle mathéma-
tique de l’équation de mouvement (des piles humides de sable, des éboulements
ou des avalanches de neige) [75, 98].
Dans quelques applications industrielles, on s’intéresse au mélange des
matériaux granulaires. Par exemple, en génie civil, on est concerné par le bon
malaxage du ciment, sable et gravier dans les bétonnières. Dans les industries
pharmaceutiques, on cherche à obtenir un mélange de haute qualité constitué de
plusieurs constituants en poudres (Figure 1.3). En effet, la teneur en actif princi-
pal dans un comprimé médical doit répondre à des normes réglementaires strictes
pour assurer la sécurité des patients et garantir l’effet thérapeutique désiré. Dans
les dernières décennies, des efforts considérables ont été consentis dans la concep-
tion des processus de mélange (mélangeur et écoulement) qui maximisent l’homo-
généité du produit final tout en optimisant le temps de mélange et donc l’énergie.
Cependant, le progrès dans la compréhension de l’écoulement et mélange des
matériaux granulaires a été entravé par l’absence de lois constitutives établies
régissant le comportement de ces matériaux.
La recherche dans le domaine des matériaux granulaires comporte deux
volets : un fondamental et l’autre appliqué. En effet, que ce soit par l’expéri-
mentation physique ou par la simulation numérique, les travaux de recherche en
matériaux granulaires fédèrent plusieurs communautés scientifiques (génie civil
[30, 95], génie des procédés [117], géologie [105, 32, 89], physique de la matière
[65, 104], mathématiques appliquées [11, 96, 63, 103]).
Grâce aux progrès réalisés dans les machines de calcul, que ce soit en puis-
3(a) (b)
Fig. 1.1 – Phénomènes d’avalanche de neige (a) et de déplacement des dunes de
sable (b).
(a) (b)
Fig. 1.2 – Silos de stockage des céréales (a) et mélangeur de béton (b).
sance de calcul ou dans la capacité de stockage, la simulation numérique est de-
venue un outil très important pour l’étude de l’écoulement et du mélange des
matériaux granulaires. Mais la validation expérimentale d’un modèle est aussi un
aspect primordial pour juger de la pertinence de celui-ci à représenter la physique
du processus, et surtout son aptitude à être utilisé comme moyen de conception
de mélangeur ou comme moyen de contrôle du procédé industriel. Valider ce
genre de modèle par l’expérience ne peut se faire en principe qu’à l’échelle du la-
boratoire, et le plus souvent d’un point de vue qualitatif, par simple comparaison
d’images [21, 22, 76, 20]. Quantifier l’adéquation d’un tel modèle avec l’expérience
se base alors sur une mesure physique plus ou moins directe : analyse d’images,
mesure de pression (par exemple dans le cas des lits fluidisés [55, 72]), relevé
d’une caractéristique spécifique du procédé.
La méthode des éléments discrets (DEM, “Discrete Element Method”), in-
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Fig. 1.3 – Mélangeur de poudres utilisé dans les industries pharmaceutiques.
troduite par Cundall et Strack dans les années soixante dix du XXième siècle [29],
est parmi les outils les plus puissants pour la simulation des matériaux granu-
laires. La DEM considère le matériau granulaire comme un ensemble de grains
solides qui se déplacent indépendamment les uns des autres selon les lois déter-
ministes de la mécanique newtonienne.
L’objectif de ce travail est de concevoir et de mettre en œuvre des mé-
thodes efficaces d’éléments discrets pour la simulation et l’analyse des processus
de mélange et de ségrégation des particules ellipsoïdales dans des mélangeurs
culbutants industriels tels que le mélangeur à cerceaux. Dans la DEM l’étape la
plus critique en terme de temps CPU est celle de la détection et de résolution
de contact. Donc pour que la DEM soit efficace il faut optimiser cette étape. On
se propose de combiner le modèle du potentiel géométrique et la condition al-
gébrique de contact entre deux ellipsoïdes proposée par Wang et al., pour l’éla-
boration d’un algorithme efficace de détection de contact externe entre particules
ellipsoïdales. Puis de de prouver un résultat théorique et d’élaborer un algorithme
pour le contact interne.
D’autre part, le couplage DEM-chaîne de Markov permet de diminuer très
sensiblement le temps de simulation en déterminant la matrice de transition à
partir d’une simulation à courte durée puis en calculant l’état du système à l’aide
du modèle de chaîne de Markov. En effet, en utilisant la théorie des matrices
strictement positives et en se basant sur le théorème de Perron-Frobenius on peut
5approximer le nombre de transitions nécessaires pour la convergence vers un état
donné.
Ce rapport de thèse est organisé comme suit : Après une introduction gé-
nérale (chapitre 1), deux grandes parties, la première est composée des chapitres
2 et 3 et la deuxième des chapitres 4 et 5. Enfin nous présentons une conclusion
générale (chapitre 6).
Dans la première partie, nous commençons par une présentation biblio-
graphique des éléments clés du sujet. En effet, le Chapitre 2 sera consacré aux
différents types de modélisation des matériaux granulaires. Notre motivation se
relève de l’existence de ces matériaux dans diverses applications scientifiques et
industrielles. Et vu leurs natures complexes, plusieurs modèles ont été adoptés
pour essayer de modéliser les comportements physiques et mécaniques. Chacun
dans son domaine, les chercheurs développent et utilisent des outils propres à
leurs objectifs et leurs compréhensions des phénomènes. D’où l’existence des mo-
dèles continus pour l’état solide, des modèles cinétiques pour les gaz ou encore
ceux discrets pour les simulations numériques ou bien statistiques comme celle
de la chaîne de Markov. Dans le Chapitre 3, nous présentons la méthode des élé-
ments discrets. En fait, le choix de ce modèle relève de la complexité et de la
nécessité d’un grand potentiel dans le domaine expérimental pour la plupart des
autres modèles. Mais aussi des grands progrès déjà accomplis dans le domaine
hardware (des calculateurs plus rapides et plus performants) et dans le domaine
software (les algorithmes sont de plus en plus sophistiqués et adaptés).
Dans la deuxième partie, nous traitons le problème de contact particule-
particule et particule-paroi dans le cas des particules ellipsoïdales. En fait, le pro-
blème majeur dans la simulation des éléments discrets avec des éléments ellip-
soïdaux est le temps CPU nécessaire pour simuler un nombre relativement réduit
de particules. L’étape la plus gourmande en temps de calcul dans l’algorithme est
celle de la détection et le calcul du point de contact qui est déjà une simplifica-
tion de la zone réelle de contact. En effet, la zone de contact entre deux ellipsoïdes
(grains élastiques) est généralement toute une surface et non pas un unique point.
Dans une première approche, nous utilisons la méthode du gradient géométrique
pour le calcul du point de contact. Cette méthode repose sur le concept du po-
tentiel géométrique des formes convexes. En effet, deux surfaces convexes sont
tangentes extérieurement en un point si et seulement si les vecteurs normaux en
ce point sont directement opposés. Mais la problématique du temps de calcul
n’est pas résolue car le calcul du point de contact avec la méthode du gradient
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géométrique nécessite la résolution de deux systèmes non linéaires. D’autre part,
avec cette méthode il n’y a pas de moyen pour vérifier à l’avance s’il y a contact
ou pas. Pour cela, nous proposons une nouvelle méthode pour la détection et le
calcul du point de contact qui se base sur le travail théorique de W. Wang [115]
et le concept du gradient géométrique. Plusieurs chercheurs et depuis longtemps
(Omar al-Khayyam, Descartes, ...) ont étudié l’intersection des formes quadra-
tiques. En effet, des chercheurs comme Farouki [44] ont transformé ce problème
géométrique en un problème de valeurs propres (ou de racines de polynômes).
Wang en 2001 a étudié le signe de ces valeurs propres selon qu’il y ait contact ou
pas. Une comparaison du nouvel algorithme avec d’autres méthodes est présentée
à la fin de cette partie. Une nette amélioration dans le temps de calcul en plus de
la robustesse et la convergence. Avec cette méthode on a la possibilité de détecter
s’il y a contact et de choisir la précision de calcul du point de contact.
Le résultat théorique de Wang n’est valable que pour le contact externe
(particule-particule). Donc dans la deuxième partie du quatrième chapitre nous
démontrons un résultat théorique qui étudie le signe des valeurs propres suivant
les cas (il y a contact ou pas) pour le contact interne (particule-paroi). Ce résultat
est basé essentiellement sur le théorème de la continuité des racines d’un poly-
nôme dans un intervalle. Le nouvel algorithme a la possibilité de détecter s’il y a
contact et il converge vers la solution avec une précision choisie d’avance.
Toujours dans la deuxième partie, nous étudions la modélisation et la si-
mulation dans un mélangeur à cerceaux. Dans le Chapitre 5, nous abordons la
thématique de la validation expérimentale par une simple comparaison des simu-
lations avec des résultats expérimentaux. D’autre part, nous essayons de faire le
couplage entre le modèle des éléments discrètes et la chaîne de Markov dans le
but de diminuer le temps de simulation en se basant sur des résultats expérimen-
taux pour déterminer les matrices de transition du modèle markovien.
Finalement, nous présentons au Chapitre 6 une conclusion générale et nous
proposons quelques perspectives.
Chapitre 2
Modélisation des matériaux
granulaires
Si vous touchez aux maths, vous ne devez être ni pressés, ni cupides, fussiez-vous roi ou reine.
EUCLIDE D’Alexandrie (330 avant JC-275 avant JC)
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2.1 Introduction
Les matériaux granulaires présentent des propriétés très particulières. En
effet, ces matériaux semblent échapper à toute classification habituelle (états so-
lide, liquide ou gazeux) et souvent considérés comme un état de la matière à part
entière. Ces matériaux composés de grains de différentes propriétés physiques
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(formes, tailles,...) sont omniprésents dans plusieurs domaines scientifiques ou
industriels. On peut citer par exemple le génie civil (sable, gravier, ...), les indus-
tries agro-alimentaires (blé, café, ...), les industries pharmaceutiques (poudres).
Jusqu’à présent il n’y a pas de théorie complète qui peut décrire les différents
phénomènes observés par ces matériaux. La discontinuité et le caractère multi-
phasique sont à l’origine de ces difficultés. En effet, on remarque que la pression
à la sortie d’un silo ne varie pas linéairement avec la hauteur des grains, alors
que dans une colonne d’eau la pression est hydrostatique. Pour cette raison, un
sablier s’écoule à débit constant. Plusieurs approches sont adoptées pour modéli-
ser les matériaux granulaires. Par exemple, la mécanique des fluides a été utilisée
pour décrire l’écoulement des matériaux granulaires se comportant comme un
liquide [51], la théorie cinétique a été adaptée pour décrire l’écoulement des ma-
tériaux granulaires se comportant comme un gaz [24], et la mécanique des sols
est souvent utilisée pour l’étude des contraintes dans un matériau granulaire se
comportant comme un solide [28]. Selon les domaines, le comportement de ces
matériaux peut s’apparenter à ceux d’un solide, d’un liquide, d’un gaz, ou d’une
combinaison de ces trois états de la matière.
2.2 Modèles continus
Dans les modèles continus, la nature discrète du matériau granulaire est
ignorée. Le matériau granulaire est supposé obéissant aux lois de conservation de
la masse, du mouvement et de l’énergie. Le comportement d’un matériau granu-
laire est alors régi par des lois constitutives. Cependant, une telle description n’est
valide que si la taille des grains est petite comparée aux dimensions du domaine
d’intérêt.
Pendant des siècles, les ingénieurs ont décrit les matériaux granulaires
utilisant la mécanique des milieux continus [78, 53]. Les matériaux granulaires
denses se comportent comme des solides rigides au repos, comme un liquide au
mouvement et quasi-stationnaire à la frontières du domaine. D’où l’utilisation de
la théorie classique de plasticité de Mohr-Coulomb. Au 18ème siècle, Coulomb a
présenté le modèle classique d’un matériau granulaire : un milieu continu avec
un critère de limite élastique. Ses idées sont exprimées par Mohr un siècle plus
tard. Puis Sokolovskii [99] à établi la formulation mathématique de la plasticité de
Mohr-Coulomb. Bien que d’autres modèles mécaniques existent, comme la plas-
ticité de Drucker-Prager [37], la plasticité de Mohr-Coulomb est le plus utilisée
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pour les matériaux granulaires.
D’aute part, la théorie de fluidification partielle d’Aranson et de Tsimring
a eu du succès en décrivant le flux dans un cadre théorique simple [5, 6]. Le
modèle peut reproduire des écoulements de comportement connus comme les
avalanches, mélangeurs rotatifs. Cependant, la théorie est appliquée seulement
aux problèmes avec champ de contraintes solides très simples.
2.3 Modèles cinétiques
Par analogie avec le mouvement aléatoire des molécules (Chapman et Cow-
ling [24] pour les gaz denses), plusieurs chercheurs ont proposé des lois de conser-
vation pour les écoulements d’un milieu granulaire. On peut estimer que les lois
de conservation sont donc similaires à celles de l’hydrodynamique sauf pour la
conservation de l’énergie. On doit en effet tenir compte de la dissipation de l’éner-
gie au niveau des contacts entre les particules. Vers la fin des années 70 du XXième
siècle, le concept de température granulaire représentant les fluctuations de vi-
tesse voit le jour grâce à Ogawa [81, 80]. En 1983, les trois lois de conservation,
celle de la masse, de la quantité de mouvement et de l’énergie, ont été formulées
de manière définitive par Jenkins et Savage [57].
La formulation des lois constitutives régissant le comportement d’un ma-
tériau granulaire n’est pas toujours évidente. Pour cela, différents degrés de sim-
plification ont été adoptés pour déduire de telles lois : dans un milieu homogène,
isotrope et à l’équilibre, pour des grains sphériques durs, avec des collisions bi-
naires entre les grains, et en supposant que les vitesses des particules ne sont
pas corrélées avant une collision (chaos moléculaire), c’est-à-dire l’approximation
d’Enskog.
2.3.1 Fonctions de distribution de vitesses et moyennes
Considérons un ensemble de particules identiques, (des disques dans un
espace bidimensionnel ou des sphères dans un espace tridimensionnel) de dia-
mètre D et de masse m. Ces particules sont soumises à une force extérieure f
égale à leur poids mg où g est l’accélération de la pesanteur.
La fonction de distribution de vitesses à une particule f (1) est définie de
sorte que
f (1)(r, c, t)dc,
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Molécules d’un gaz Grains d’un matériau granulaire
Matériau dilué Matériau dense
Collision élastique Collision inélastique
Conservation d’énergie Dissipation d’énergie
Température thermodynamique Température granulaire
Fig. 2.1 – Analogie entre les molécules d’un gaz et les grains d’un matériau gra-
nulaire.
donne le nombre probable de particules par unité de volume à l’instant t et à la
position r, qui ont une vitesse comprise entre c et c + dc. L’intégration par rapport
à toutes les vitesses possibles donne la densité locale de particules à la position r
et au temps t :
n(r, t) =
∫
f (1)(r, c, t)dc.
Soit ψ(c) une propriété quelconque de particules. Sa valeur moyenne 〈ψ〉
est déterminée en fonction de f (1) par
〈ψ〉 = 1
n(r, t)
∫
ψ(c) f (1)(r, c, t)dc.
Par exemple, la vitesse moyenne u(r, t) est égale à
u(r, t) = 〈c〉 = 1
n(r, t)
∫
c f (1)(r, c, t)dc.
Par conséquent, le vecteur fluctuations de la vitesse c˜ = c − u a une moyenne
nulle.
De même, quand ψ est égale à 12 c˜ · c˜, alors sa valeur moyenne 〈ψ〉 est égale
à la température granulaire :
T = 12〈(c− u) · (c− u)〉.
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Le taux de variation de nψ est déterminé par l’équation de Boltzmann [18]
qui s’écrit :
∂
∂t
〈nψ〉 = (Aint + Aflux + Acol)ψ,
où
Aintψ : est la variation de la quantité ψ pour chaque particule dans le vo-
lume élémentaire dr
Aintψ =
∂ψ
∂t
+ c· ∂ψ
∂r
+
F
m
· ∂ψ
∂c
;
Afluxψ : est la variation de la quantité ψ due aux particules qui pénètrent
ou sortent du volume dr
Afluxψ = −∇ · 〈ncψ〉;
Acolψ : est la variation de la quantité ψ due aux collisions dans le volume
élémentaire dr.
Le terme Acolψ est le plus délicat à calculer. Pour simplifier le problème,
nous allons supposer que les collisions entre les particules sont binaires. Une telle
hypothèse est utilisée en théorie cinétique des gaz et est vérifiée dans le cas d’un
milieu suffisamment dilué. Pour cela on va définir la fonction de distribution de
vitesses à deux particules, notée f (2), qui caractérise les statistiques des collisions
binaires. Elle dépend des vitesses et des positions des paires de particules. La
probalilté pour qu’une paire de particules se trouvent respectivement dans le
volume élémentaire dr1 centré en r1 et ayant une vitesse comprise entre c1 et c1 +
dc1, et dans le volume élémentaire dr2 centré en r2 et ayant une vitesse comprise
entre c2 et c2 + dc2 s’écrit :
f (2)(c1, r1, c2, r2, t)dc1dr1dc2dr2.
Considérons deux particules qui entrent en collision et dont les centres sont situés
en r et r−D · k où k est un vecteur unitaire qui lie les centres des deux particules.
Soit c12 = c1 − c2 la vitesse relative de la particule 1 par rapport à la particule 2.
Dans ce cas Acolψ s’écrit
Acolψ = D
∫
c12·k>0
∆ψ1(c12 · k) f (2)(c1, r, c2, r + D · k, t)dkdc1dc2,
avec ∆ψ1 est la quantité ψ perdue par la particule 1 au cours de la collision.
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Acol peut être décomposée en un terme de flux ∇· θ(ψ) et un terme source γ(ψ) :
Acolψ = γ(ψ)−∇· θ(ψ).
2.3.2 Lois de conservation
Le tenseur des contraintes est défini par
Σ = Σcin + Σcol = ρ〈c˜⊗ c˜〉+ θ(mc˜),
et le tenseur de pseudo-flux de chaleur est défini par
q = qcin + qcol =
1
2ρ〈c˜ · c˜ c˜〉+ θ(12m〈c˜ · c˜〉).
à partir de l’équation de Boltzmann, on déduit les trois lois de conserva-
tion ci-dessous. Pour ψ = ρ = mn(r, t) les quantités Aint et Acol sont nulles et
l’équation de conservation de la masse s’écrit :
∂ρ
∂t
+∇ · (ρu) = 0.
Pour ψ = ρc, le terme γ dans Acol s’annule et l’équation de conservation de la
quantité de mouvement s’écrit :
ρ
∂u
∂t
= ρg −∇ · Σ.
Pour ψ = 12ρc · c, on obtient l’équation de conservation de l’énergie :
ρ
∂T
∂t
= −Σ : ∇u−∇ · q + γ.
2.3.3 Solution de l’équation de Boltzmann
La solution de l’équation de Boltzmann n’est déterminée explicitement que
sous quelques hypothèses suplémentaires. Si les vitesses des particules (sphères
de diamètre D) avant collision ne sont pas corrélées (hypothèse du chaos molécu-
laire), c’est-à-dire
f (2)(r1, c1, r2, c2, t) = g(r1, r2, ν) f (1)(r1, c1, t) f (1)(r2, c2, t),
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où g est une fonction de corrélation de paires de particules de compacité, ν. Le
milieu est homogène et isotrope alors dans ce cas on obtient :
g(r1, r2, ν) = g(r2, r1, ν) = g˜(D, ν) = ˜˜g(ν).
La fonction ˜˜g(ν) s’appelle fonction de distribution radiale.
Si les collisions sont parfaitement élastiques et les gradients de compacité,
vitesse et température sont nuls alors la solution f (1)0 de l’équation de Boltzmann
est une maxwellienne [88]
f (1)0 (r, c, t) =
n
2πT
exp(− c˜ · c˜
2T
),
où T est la température absolue.
Pour tenir compte des écarts à l’équilibre, la fonction de répartition à une particule
s’écrit :
f (1) = f (1)0 (1+ φ),
où φ est une fonction qui dépend de la compacité, la vitesse granulaire et leur
gradients.
2.4 Modèles discrets
2.4.1 Automates cellulaires
L’automate cellulaire a été introduit en premier lieu par von Neumann et
Ulam dans les années 50 du XXième siècle pour modéliser des systèmes biolo-
giques. En 1970, John Conway a introduit l’automate cellulaire bidimensionnel
avec des règles beaucoup plus simples que celles utilisées par von Neumann et
Ulam. De nos jours, l’automate cellulaire est un modèle discret utilisé en biologie
[113, 66, 91], en procédés chimiques [25, 58, 59], en milieux granulaires [11, 67],
en gestion du trafic routier [39, 116] et en géologie [31]. C’est un quadrillage ré-
gulier de cellules dont l’espace d’états est fini (0 ou 1). En dimension finie, l’état
de chaque cellule dépend des cellules voisines.
Pour un milieu granulaire, l’automate cellulaire est un quadrillage dont
les cases occupées représentent les grains. Il évolue selon certaines règles dont le
temps et l’espace sont discontinus. En effet, l’approche des automates cellulaires
essaie de reproduire ou d’imiter la réalité en se basant sur des règles déduites de
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l’expérience pour reproduire certaines lois de la nature.
Baxter et al. [10, 11] ont simulé l’écoulement des matériaux granulaires en
2D en utilisant un tableau de cellules triangulaires. Le principe est que les grains
suivent la direction qui assure la minimisation de l’énergie du système. Cette éner-
gie est divisée en deux parties : une liée à la gravité et l’autre lié à l’interaction
avec les grains voisins. D’autre part, Peng et Herrmann [83] ont étudié les ondes
dans un écoulement granulaire. Leur modèle tient compte de la collision inélas-
tique des grains (conservation de la masse et de la quantité de mouvement [48]).
Donc les grains peuvent changer de direction après collision. Toujours dans les
modèles 2D, Savage [96] a utilisé un automate cellulaire avec des cellules rectan-
gulaires pour étudier l’écoulement dans un silo. Malgré la simplicité du modèle et
la négligence de la dynamique des flux granulaires, les résultats des simulations
de l’écoulement des grains dans un silo avec l’automate cellulaire sont surpre-
nants et comparables aux tests de laboratoire.
2.4.2 Monte Carlo
La méthode de Monte Carlo, dont le nom prend ses origines de la ville
de Monte Carlo connue pour ses casinos, est une méthode probabiliste pour l’ap-
proximation des solutions des problèmes mathématiques complexes. Elle a été
développée par John von Neumann et Stanislaw Ulam (1949) pour la simulation
de l’explosion de la bombe atomique. Cette méthode est utilisée dans le cas où
les solutions explicites ne sont pas disponibles comme par exemple dans le cas
des systèmes à plusieurs variables couplées gouvernant l’écoulement des fluides
complexes. Elle est utilisée encore et surtout dans les problèmes non détermi-
nistes comme le calcul du risque en finance. Dans les milieux granulaires, cette
méthode est utilisée pour simuler le déplacement de particules avec une certaine
probabilité, de façon à diminuer l’énergie potentielle du système.
2.4.3 Dynamique particulaire
Les méthodes de la dynamique particulaire sont divisées en deux types :
les modèles des grains rigides, dans lesquelles les collisions sont instantanées et
binaires, et les modèles des grains élastiques où les collisions peuvent être du-
rables et multiples et dont les grains subissent des petites déformations. Les mo-
dèles des grains rigides sont les plus utilisés dans les écoulements granulaires ra-
pides où les collisions sont discrètes et distinctes. Alors que les modèles de grains
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élastiques ont connu un grand succès en décrivant les écoulements et mélanges
granulaires complexes. Dans ces méthodes, le matériau granulaire est modélisé
par un système de particules discrètes qui agissent l’un sur l’autre selon les lois
de la mécanique de Newton. Des modèles des forces normale et tangentielle sont
employés pour calculer les forces de contact entre les grains en interaction. Les
trajectoires des particules sont alors obtenues en intégrant les équations du mou-
vement de Newton.
La méthode des éléments discrets (DEM) [29], est parmi les outils les plus
puissants pour la simulation des matériaux granulaires. La DEM est basée sur
une approche Lagrangienne qui détermine la position, la vitesse et l’orientation
des particules à chaque pas du temps durant la simulation. Cette méthode a la
capabilité de simuler l’écoulement des grains de propriétés physiques différentes.
Le succés de la DEM est toujours liée à sa capacité de simuler un grand nombre de
particules avec de petits pas de temps. Celle-ci est limitée par l’étape de détection
de contact entre particules qui est coûteuse en terme de temps CPU. Cependant,
les grands progrès dans les machines de calculs, dans les méthodes numériques,
dans la conception et les langages de programmation ont augmenté les capabilités
de simulation des matériaux granulaires avec la DEM.
2.5 Chaîne de Markov
Un processus de Markov est un processus stochastique possédant la pro-
priété de Markov : de manière simplifiée, la prédiction du futur, sachant le pré-
sent, n’est pas rendue plus précise par des éléments d’information supplémen-
taires concernant le passé. Les processus de Markov portent le nom de leur dé-
couvreur, Andreï Markov. Une chaîne de Markov est de manière générale un
processus de Markov à temps discret ou un processus de Markov à temps discret
et à espace d’états discret.
En temps discret, on définit une séquence de variables aléatoires X0, . . .,
Xn, . . . L’ensemble de leurs valeurs possibles est appelé l’espace d’états S, la va-
leur Xn étant l’état du processus au moment n. Si la distribution de probabilité
conditionnelle de Xn+1 sur les états passés est une fonction de Xn seul, alors :
P(Xn+1 = x|X0,X1,X2, . . . ,Xn) = P(Xn+1 = x|Xn), où x est un état quel-
conque du processus.
Grâce à leur simplicité et leur flexibilité, les chaînes de Markov sont uti-
lisées dans plusieurs disciplines. Nous citons par exemple ([4, 13, 14, 42, 15, 87,
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102, 114]) pour le mélange granulaire, ([1, 47, 52]) pour les écoulements granu-
laires dans un lit fluidisé.
Fox et Fan [47] ont modélisé le flux de particules dans un lit fluidisé par
une chaîne de Markov de dimension un. Dehling et al. [52] ont utilisé les chaînes
de Markov pour modéliser la distribution du temps de résidence des grains dans
un lit fluidisé continu. Aoun-Habbache et al. [4] ont étudié le mélange des grains
dans un mélangeur à cerceaux. L’état de la chaîne de Markov est déterminé en
divisant le mélangeur en plusieurs cellules (Figure 2.2). Berthiaux et al. [13] ont
modélisé le mélange continu de poudres par une chaîne de Markov. Les résultats
ont prouvé la dépendance du modèle par rapport à d’autres paramètres comme
le temps de résidence et la variance. Ponomarev et al. [87] ont utilisé une étude
statistique pour développer un modèle de chaîne de Markov homogène des flux
des grains dans un mélangeur.
Fig. 2.2 – Le modèle de la chaîne de Markov de Aoun-Habbache et al. [4].
Berthiaux et al. [15] ont utilisé la chaîne de Markov pour modéliser diffé-
rents processus granulaires comme la division des grains. Leur modèle de chaîne
de Markov en dimension deux est présenté dans Figure 2.3.
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Fig. 2.3 – Le modèle de la chaîne de Markov en dimension deux de Berthiaux et
al. [15].
2.6 Conclusion
Dans ce chapitre nous avons présenté plusieurs modèles pour la représen-
tation et la simulation des matériaux granulaires qui sont proposés dans la lité-
rature. Parmi les modèles utilisés pour la simulation des matériaux granulaires
nous avons choisi d’utiliser la méthode des éléments discrets car elle permet de
simuler la dynamique de particules de différentes propriétés physiques et géomé-
triques. De plus, elle permet d’obtenir des quantités macroscopiques interessantes
(tels que vitesse, contrainte, etc) sans perturber l’arrangement des grains dans le
matériaux granulaire comme c’est le cas des expériences de laboratoire. Dans le
chapitre suivant on va présenter le principe, les bases mécaniques et numériques
de la méthode des éléments discrets.
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Chapitre 3
Méthode des éléments discrets
On ne connaît pas complètement une science tant qu’on n’en sait pas l’histoire.
Auguste Comte (1798-1857).
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3.1 Introduction
Le succès des simulations de la dynamique moléculaire pour les systèmes
de gaz et de liquide a motivé l’utilisation de la méthode des éléments discrets
(DEM, Discrete Element Method) pour la modélisation des écoulements granu-
laires. Ces méthodes considèrent le matériau granulaire comme un ensemble de
particules qui se déplacent indépendamment les unes des autres selon les lois dé-
terministes de la mécanique newtonienne. La DEM est basée essentiellement sur
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un algorithme de détection de contact entre particules, des lois de contact don-
nant les forces normales et tangentielles entre deux particules en contact et d’un
algorithme d’intégration des équations du mouvement de chaque particule.
L’approche de la DEM est inspirée de la dynamique moléculaire (MD).
Une des différences principales entre les deux est la force d’entrainement : dans
la MD, les particules suivent le gradient d’un potentiel global, qui dépend alterna-
tivement des positions relatives des particules, alors que les particules de la DEM
agissent l’une sur l’autre par les contacts locaux. Une autre différence est induite
par le fait que la MD traite habituellement des particules au niveau atomique dont
l’échelle de temps est de l’ordre de la pico- ou de la nano-seconde, alors que pour
les grains dans la DEM, l’échelle de temps est de l’ordre de quelques secondes.
La méthode des éléments discrets, introduite par Cundall et Strack [29], est
basée sur l’application du principe fondamental de la dynamique à chaque grain
dans le but de déterminer leur position à un instant donné. Les forces extérieures
sont essentiellement la gravité et les forces dues aux contacts particule-particule
et particule-paroi. On suppose que la taille des particules est assez grande (de
l’ordre de 1 mm) pour pouvoir négliger les forces d’interactions de van der Waals
devant le poids.
L’algorithme de la DEM comporte essentiellement cinq étapes (voir Fi-
gure 3.1). On commence par l’initialisation des positions et des vitesses des grains.
Ensuite, on répète à chaque pas de temps les étapes de détection des possibles
contacts, l’intégration des équations du mouvement pour déterminer les posi-
tions des grains au pas de temps suivant. De temps en temps, on fait la mise à
jour des listes de voisinage.
Pour l’initialisation de la simulation de la dynamique des grains dans un
mélangeur au cours du temps, il faut commencer par spécifier les caractéristiques
géométriques du mélangeur (taille, forme, mouvements, etc.). Ensuite, il faut po-
sitionner N grains numérotés de 1 à N dans le mélangeur et leur attribuer des
vitesses et vitesses angulaires initiales. Il faut également donner les caractéris-
tiques physiques (masse, rugosité, etc.) et géométriques (taille, forme, etc.) des
grains.
Le but de l’étape de détection et de résolution de contact est de voir si un
grain est en contact avec un autre grain. Dans le cas du contact, il faut calculer
les forces dues aux contacts entre les grains et entre les grains et la paroi. Pour
cela, il faut déterminer le point de contact, la direction et la distance de chevau-
chement entre les grains en contact. Le chevauchement est une idéalisation de la
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déformation des grains supposés être des corps élastiques.
L’étape d’intégration des équations de mouvement consiste à appliquer à
l’instant t le principe fondamental de la dynamique pour les forces et les mo-
ments, puis à intégrer les équations par rapport au temps, pour déterminer la
position de chaque grain à l’instant t + ∆t.
La mise à jour des listes de voisinage sert à réduire la recherche des pos-
sibles contacts entre les grains à un nombre limité de particules. Comme le pas
de temps est très petit, la mise à jour de cette liste ne se fait pas à chaque pas
de temps mais après un nombre de pas de temps (entre 10 et 100 pas de temps)
selon un critère bien déterminé.
3.2 Détection et résolution du contact
Cette étape est la plus complexe et la plus coûteuse en terme de temps
CPU. En effet, la difficulté varie selon la forme géométrique des grains (par
exemple en 3D les grains peuvent avoir une forme sphérique, ellipsoïdale, po-
lyédrique, etc.). Pour les particules sphérique déterminer si deux particules sont
en contact ou non revient à tester si la distance entre leurs centres est inférieure à
la somme de leurs rayons ou pas.
3.3 Calculs des forces de contact
Chaque particule dans le système peut agir sur ses voisines ou avec la
paroi du mélangeur aux points de contact par des forces normales et tangentielles
[70]. On suppose que les contacts entre particules ont une durée finie et que les
déformations des particules sont négligeables comparées à leurs déplacements et
à leurs tailles.
3.3.1 Modèle de la force normale
Selon la théorie classique de Hertz, la relation entre la force normale de
contact, F, et le déplacement normal, α, est donnée par F = Kα3/2, où K est la
raideur normale de contact qui dépend des propriétés des matériaux des deux
corps en contact et les courbures au point de contact. Il est à noter que le modèle
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Fig. 3.1 – Organigramme de la DEM. Avec Cr.1 : critère de mise à jour de la liste
de voisinage et Cr.2 : t > Tmax.
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Frottement de Coulomb
Fig. 3.2 – Représentation schématique du modèle de Cundall pour le contact entre
deux grains (kn et kt sont les raideurs normale et tangentielle respectivement et
cn et ct sont les capacités normale et tangentielle respectivement).
(non linéaire) de Hertz est élastique, c’est-à-dire qu’il n’y a pas de perte d’éner-
gie suite à un déchargement. Par conséquent, le coefficient de restitution, défini
comme le rapport entre la vitesse restituée et la vitesse initiale, est égale à un
dans ce cas. Mais si lors d’une collision les charges dans la direction normale sont
suffisamment élevées des déformations plastiques peuvent se produire. L’énergie
est donc dissipée ce qui résulte en un coefficient de restitution ayant une valeur
inférieure à un. Dans de tels cas, le modèle de contact élastique de Hertz n’est
plus approprié.
En se basant sur des simulations numériques par éléments finis pour des
sphères élasto-plastiques en contact, Walton et Braun [112] ont proposé un modèle
de contact normal permettant la dissipation de l’énergie. Dans ce modèle, la force
normale Fnij agissant sur la particule i, résultant de son interaction avec la particule
j, est fonction de la distance de chevauchement αij :
Fnij =
{
K1αijnij, pour le chargement,
K2(αij − α0)nij, pour le déchargement,
(3.1)
où K1 et K2 sont les rigidités normales pour le chargement et le déchargement,
respectivement. Le coefficient de rigidité pour le déchargement est plus grand
que celui du chargement. Lors du déchargement, la force normale diminue jus-
qu’à ce qu’elle soit nulle. à une force normale nulle, le chevauchement résiduel
α0 est fonction du degré d’inélasticité (plasticité). On ne permet aucune force de
tension : la force normale demeure nulle en déchargeant plus loin. Rechargeant
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avec la rigidité K2 jusqu’à ce que la force normale atteigne sa valeur maximale
avant le déchargement, puis continuer le chargement avec la rigidité K1 (voir Fi-
gure 3.3). Ce modèle de collision binaire donne lieu à un coefficient de restitution
Fig. 3.3 – Représentation schématique du modèle élastoplastique linéaire de Wal-
ton et Braun pour le comportement des forces normales de deux particules en
contact.
indépendant de la vitesse relative d’impact donné par e =
√
K1/K2.
3.3.2 Modèle de la force tangentielle
La force tangentielle de contact est calculée en utilisant le modèle de Wal-
ton [111] qui n’est qu’une extension en troisième dimension du modèle à deux di-
mensions de Walton et Braun [112]. Ce modèle est basé sur les travaux théoriques
de Mindlin pour les forces de frottement de contact entre les corps élastiques [68].
Après contact, la force tangentielle s’accumule, non-linéairement, avec des dépla-
cements dans le plan tangent (voir Figure 3.4). Elle est calculée incrémentalement
de la façon suivante : le déplacement tangentiel est composé de deux parties :
une composante parallèle à la force de frottement ∆s‖, et l’autre perpendiculaire,
∆s⊥. Dans la direction parallèle à la force tangentielle, la rigidité tangentielle ini-
tiale Kt0, qui est une fraction de la rigidité normale K1, puis la rigidité tangentielle
effective se durcit selon que la force tangentielle augmente ou diminue :
K||ij =


Kt0
(
1− ‖F
t
ij‖−F∗
µ‖Fnij‖−F∗
)γ
, pour ‖Ftij‖ croissant,
Kt0
(
1+
‖Ftij‖−F∗
µ‖Fnij‖+F∗
)γ
, pour ‖Ftij‖ décroissant.
(3.2)
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où µ est le coefficient de frottement entre particules, γ est un paramètre fixe, Ftij est
la force tangentielle, et F∗ est égale à zéro initialement. La rigidité tangentielle K⊥
est égale à Kt0 dans la direction perpendiculaire à la force tangentielle. La nouvelle
valeur de la force tangentielle Ftij appliquée sur la particule i par la particule j est
calculée suivant les déplacements tangentiels et la rigidité tangentielle dans les
deux directions :
F¯
t
ij = K
‖
ij∆s
‖t‖ij + K
t
0∆s
⊥ · t⊥ij (3.3)
où t||ij et t
⊥
ij sont des vecteurs unitaires dans le plan tangent qui sont, respecti-
vement, parallèle et perpendiculaire à la force tangentielle. En second lieu, nous
utilisons la loi de frottement de Coulomb : si la valeur de la force tangentielle
calculée, F¯tij au contact dépasse la limite de frottement µ‖Fnij‖, le glissement se
produit et l’intensité de la force tangentielle est réduite à la valeur limite. Par
conséquent, la force tangentielle est :
Ftij =


F¯
t
ij, si ‖F¯tij‖ ≤ µ‖Fnij‖,
µ‖Fnij‖
‖F¯tij‖
F¯
t
ij, sinon.
(3.4)
Fig. 3.4 – Modèle de glissement pour la composante tangentielle de la force de
contact entre particules.
En tenant compte de la force tengentielle Ftij, le moment M ij appliqué à la
particule i par rapport à son centre de gravité en contact avec la particule j est
donné par :
Mij = −dijnij × Ftij, (3.5)
où dij est la distance qui sépare les centres de gravité des deux particules.
La résultante des forces F i agissant sur la particule i et la résultante des
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moments M i agissant sur la particule i à son centre de gravité sont données par
la somme de toutes les forces et moments de contact, exercés sur la particule :
F i = F i,w + ∑j∈Ni F ij,
M i = M i,w + ∑j∈Ni M ij.
(3.6)
où Ni est l’ensemble de toutes les particules en contact avec la particule i, et F i,w
et M i,w sont la force résultante et le moment résultant exercés par le mélangeur
sur la particule i si elle est en contact avec la paroi.
3.4 Intégration des équations du mouvement
Les particules dans un mélangeur sont en mouvement relatif par rapport
à la frontière du mélangeur, qui tourne par rapport à un support fixe dans le cas
des mélangeurs à cuve. Pour simuler les mouvements de particules dans des mé-
langeurs en mouvement, il est convenable d’écrire les équations du mouvement
dans un repère lié au mélangeur. L’avantage de cette approche est que la détec-
tion du contact entre les particules et la paroi du mélangeur, le calcul des forces
de contact particule-paroi peuv être effectué très facilement sans nécessité de re-
faire le calcul de la position de la frontière du mélangeur à chaque étape. Nous
supposons que le mélangeur subit un mouvement de rotation général avec une
vitesse angulaire Ω mais sans translation. Nous écrivons les équations de mou-
vement relatif à ce repère lié au mélangeur. Nous choisissons comme origine du
mouvement le point fixe autour duquel le mélangeur tourne. Un tel point est éga-
lement choisi pour être l’origine du repère des coordonnées fixes. Il est important
de noter ici que l’utilisation d’un repère lié au mélangeur a permis de simuler
l’écoulement, le mélange et la ségrégation à l’intérieur de mélangeurs industriels
tridimensionnels subissant un mouvement de rotation général.
3.4.1 Intégration des équations du mouvement de translation
Soit pi le vecteur position de la particule i relativement au repère lié au
mélangeur. Alors, la deuxième loi de Newton pour cette particule s’écrit :
δ2pi
δt2
=
F i
mi
+ g − 2Ω× δp
i
δt
− Ω˙× pi −Ω× (Ω× pi), (3.7)
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où mi est la masse de la particules i, g est l’accélération de la pesanteur et δδt
désigne la dérivée par rapport à t relative au repère lié au mélangeur.
On discrétise le temps en pas de temps ∆t et on note tr = r∆t. Le pas
de temps est suffisamment petit pour qu’on puisse supposer que la résultante
des forces est constante sur l’intervalle de temps [tn, tn+1]. Les équations (3.7)
sont alors intégrées en utilisant l’algorithme de saute-mouton (“leap-frog”) [2, 54].
C’est un schéma aux différences finies progressives et centrées pour les positions,
qui sont calculées aux pas de temps alors que les vitesses sont calculées aux demi-
pas de temps :
p˙i,n+1/2 = p˙i,n−1/2 + ∆t[ 1mi F i + g − 2Ω× p˙i,n−1/2 − Ω˙× pi,n −Ω× (Ω× pi,n)],
pi,n+1 = pi,n + ∆t p˙i,n+1/2,
où pour une fonction du temps v = v(t), tels que pi, ou p˙i, on désigne par vr la
valeur v(tr) de v(t) au temps tr = r∆t où r prend les valeurs n, n + 1/2 ou n + 1.
L’algorithme de saute-mouton est une approximation par différences finies
des équations différentielles du second ordre. Pour expliquer son principe, on
considère l’équation différentielle du second ordre suivante
x′′(t) = f (t, x(t), x′(t)). (3.8)
En supposant que x(t) est de classe C 3, un développement de Taylor d’ordre 2 de
x(t) autour de t donne
x(t + ∆t) = x(t) + ∆tx′(t) + 12∆t
2x′′(t) + o(∆t2), (3.9)
et un développement de Taylor d’ordre 2 de v(t) = x′(t) autour de t donne
v(t± 12∆t) = v(t)± 12∆tv(t) + 18∆t2v′′(t) + o(∆t2). (3.10)
D’où on en déduit que
∆tv(t) = ∆tv(t + 12∆t)− 12∆t2x′′(t) + o(∆t2).
En utilisant cette dernière équation dans le développement (3.9) de x(t) on trouve
x(t + ∆t) = x(t) + ∆tv(t + 12∆t) + o(∆t
2). (3.11)
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Ensuite, en utilisant (3.10) on trouve
v(t + 12∆t) = v(t− 12∆t) + ∆t f (t, x(t), x′(t)) + o(∆t2). (3.12)
On voit donc que le shéma numérique défini par (3.11) et (3.12) pour l’intégration
de l’équation differentielle (3.8), les positions x sont évaluées aux pas de temps
tandis que les vitesses v sont évaluées aux demis-pas de temps (voir Figure 3.5).
C’est d’où provient le nom “saute mouton”.
t t t t+3/2 tt+t+1/2 t+2 t t+5/2 t
v
x
t
t
Fig. 3.5 – Schéma d’intégration saute-mouton (leap-frog). La position est calculée
à chaque pas de temps et la vitesse à chaque demi-pas de temps.
Les avantages de l’emploi du schéma d’intégration de saute-mouton dans
les codes de simulation du type dynamique moléculaire, tel que les simulations
DEM, sont multipes. Il est explicite, simple, du second ordre et n’exige pas le
stockage de variables auxiliaires. En revanche, les schémas d’intégration du type
prédicteur-correcteur [90] peuvent fournir une solution plus précise aux équa-
tions du mouvement à condition qu’au moins deux ou trois étapes de correction
soient employées. Ceci exige des évaluations coûteuses de la force, et par consé-
quent ces schémas sont rarement employés dans les simulations de la dynamique
particulaire [2]. Cela vaut également pour des méthodes d’ordre supérieure telles
que les algorithmes de Runge Kutta. En général, ils ne sont pas très appropriés à
la dynamique des particules.
En raison de la nature explicite du schéma d’intégration, et pour assurer
la stabilité numérique, le pas de temps ∆t doit être choisi comme une petite frac-
tion du temps critique Tcrit = 2π
√
K/m qui est estimé à l’aide d’un oscillateur
harmonique avec une masse m égale au maximum des masse mi des particules et
avec une rigidité de ressort K égale au minimum de la rigidité normale K1,i des
particules.
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3.4.2 Intégration des équations du mouvement de rotation
Les équations du mouvement de rotation sont plus complexes que celles
du mouvement de translation. En effet, les rotations sont des éléments du groupe
orthogonal special SO(3), qui est un groupe de Lie non commutatif et pas un
espace vectoriel comme dans le cas des translations. La dynamique de rotation de
la particule i est décrite par les équations d’Euler :
δ(Iiwi)
δt
= M i −Ω× (Iiwi), (3.13)
où wi est la vitesse angulaire (relative au repère mobile) de la particule i et Ii est
le tenseur moment d’inertie de la particule i.
On rappelle que pour une particule ellipsoïdale, les composantes du ten-
seur d’inertie I dans la base principale de la particule sont données par (voir
[110]) :
Ix =
πm
5
(a2y + a
2
z),
Iy =
πm
5
(a2x + a
2
z),
Iz =
πm
5
(a2x + a
2
y),
(3.14)
où ax, ay et az sont les longueurs des demi-axes de l’ellipsoïde dans les directions
x, y et z.
Dans la base principale de la particule i, l’équation (3.13) s’écrit :
w˙ix =
1
Iix
(
Mix + (w
i
z −Ωz)wiy Iiy − (wiy −Ωy)wiz Iiz
)
,
w˙iy =
1
Iiy
(
Miy + (w
i
x −Ωx)wiz Iiz − (wiz −Ωz)wix Iix
)
,
w˙iz =
1
Iiz
(
Miz + (w
i
y −Ωy)wix Iix − (wix −Ωx)wiy Iiy
)
,
(3.15)
où wix, w
i
y, w
i
z sont les composantes de w
i dans la base liée à la particule i, Ωix,
Ωiy, Ω
i
z sont les composantes de Ω
i dans la base liée à la particule i, et Mix, M
i
y,
Miz sont les composantes de M
i dans la base liée à la particule i.
Pour l’intégration de l’équation (3.13) on utilise le schéma de saute-mouton :
wi,n+1/2 = wi,n−1/2 + ∆t(Ii)−1[Mi,n−1/2− (Ωn−wi,n−1/2)× (Iiwi,n−1/2)]. (3.16)
L’orientation d’une particule peut être paramétrisée par les angles d’Eu-
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ler (θ, φ,ψ) [50]. Dans ce cas, la matrice de rotation décrivant l’orientation de la
particule est donnée par
P =


cos φ cosψ− cos θ sin φ sinψ cosψ sin φ+ cos φ cos θ sinψ sin θ sinψ
− cos θ cosψ sin φ− cos φ sinψ cos φ cos θ cosψ− sin φ sinψ cosψ sin θ
sin φ sin θ − cos φ sin θ cos θ

 .
Donc pour calculer l’orientation de cette particule à un instant donné on
doit intégrer les équations :


θ˙
φ˙
ψ˙

 =


−sin θ sin φ
sin φ
cos θ cos φ
cos φ
1
cos θ sin θ 0
sin θ
sin φ
−cos θ
sin φ
0




wx
wy
wz

 . (3.17)
La présence du terme sin φ aux dénominateurs peut poser des problèmes lors
de l’intégration numérique de ces équations lorsque φ s’approche de zéro. Afin
d’éviter les problèmes de stabilité numérique due à la présence de ces singularités,
il est classique d’utiliser les quaternions unités pour représenter l’orientation de
la particule au lieu des angles d’Euler.
En effet, une autre paramétrisation des rotations dans l’espace à trois di-
mensions est obtenue à l’aide des quaternions unités. Un quaternion est un qua-
druplet de nombres réels q = (q1, q2, q3, q4)T, qui représente dans le cas général
une similitude géométrique. S’il est unité, c’est-à-dire si ‖q‖2 := q21 + q22 + q23 +
q24 = 1, alors il peut être utilisé pour représenter une rotation. En effet, une rota-
tion d’angle α autour de l’axe dirigé par un vecteur unitaire n = (n1, n2, n3)T est
représentée par le quaternion (cos(α/2), n1 sin(α/2), n2 sin(α/2), n3 sin(α/2))T.
Pour une orientation donnée les paramètres du quaternion unité sont liés
aux angles d’Euler par les relations :
q1 = sin
θ
2
sin
ψ− φ
2
, q2 = sin
θ
2
cos
ψ− φ
2
,
q3 = cos
θ
2
sin
ψ+ φ
2
, q4 = cos
θ
2
cos
ψ+ φ
2
.
D’autre part, en utilisant les quaternions unités, la matrice de rotation décrivant
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l’orientation de la particule est donnée par [41]
P =


−q21 + q22 − q23 + q24 −2(q1q2 − q3q4) 2(q2q3 + q1q4)
−2(q1q2 + q3q4) q21 − q22 − q23 + q24 −2(q1q3 − q2q4)
2(q2q3 − q1q4) −2(q1q3 + q2q4) −q21 − q22 + q23 + q24

 ,
et les dérivées premières par rapport au temps des composantes du quaternion
sont liés aux composantes de la vitesse angulaire w par


q˙1
q˙2
q˙3
q˙4

 = 12


−q3 −q4 q2
q4 −q3 −q1
q1 q2 q4
−q2 q1 −q3




wx
wy
wz

 . (3.18)
Ces relations peuvent aussi s’écrirent sous la forme d’une équation différentielle
linéaire du premier ordre
q˙ = Aq, (3.19)
où A = A(t) est la matrice 4× 4 antisymétrique donnée par :
A(t) = 12


0 wz(t) −wx(t) −wy(t)
−wz(t) 0 −wy(t) wx(t)
wx(t) wy(t) 0 wz(t)
wy(t) −wx(t) −wz(t) 0

 . (3.20)
Compte tenu du fait que la matrice A(t) est antisymétrique il en résulte qu’on a
1
2
d
dt
‖q‖2 = q · q˙ = q ·Aq = 0, ∀t.
Ce qui veut dire que la norme du quaternion reste constante le long des solutions
de l’équation différentielle (3.19). Donc si à l’instant initial q est un quaternion
unité il le sera pour tout t.
Pour l’intégration numérique de (3.19) on utilise, d’une part, l’approxima-
tion aux différences finis centées au temps t = tn+1/2 :
q˙n+1/2 ≈ 1
∆t
(qn+1 − qn),
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et d’autre part l’approximation (interpolation linéaire)
qn+1/2 ≈ 12(qn+1 + qn).
On obtient alors le système linéaire
(I4 +B
n)qn+1 = (I4 −Bn)qn, (3.21)
où I4 est la matrice identité d’ordre 4 et Bn est la matrice antisymétrique et
constante donnée par
Bn =


0 −βnz βnx βny
βnz 0 β
n
y −βnx
−βnx −βny 0 −βnz
−βny βnx βnz 0

 , (3.22)
avec (βnx, β
n
y, β
n
z ) =
1
4∆t(w
n+1/2
x ,w
n+1/2
y ,w
n+1/2
z ). On note en passant que Bn =
−12∆tA(tn+1/2).
Posons (βn)2 = (βnx)
2 + (βny)
2 + (βnz )
2. Alors après calcul on obtient
(I4 +B
n)−1 =
1
1+ (βn)2
(I4 −Bn),
et
(I4 −Bn)2 = (1− (βn)2)I4 − 2Bn.
Donc, l’équation (3.21) s’inverse facilement et on obtient
qn+1 =
1
1+ (βn)2
(
(1− (βn)2)I4 − 2Bn
)
qn. (3.23)
Enfin, pour assurer la condition de normalisation de qn+1 on le remplace par
qn+1/‖qn+1‖. Cette étape est nécessaire car, même si l’équation différentielle
(3.19) guaranti cette normalisation, l’approximation par différences finies ne la
préserve qu’approximativement.
Nous avons, par ailleur, développé une autre méthode d’íntégration de
(3.19) qui assure que la condition de normalisation des quaternions est satisfaite
automatiquement. En effet, en supposant que dans l’intervalle de temps [tn, tn+1]
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le vecteur wn est constant, on a
q˙(t) = A(tn+1/2)q(t), t ∈ [tn, tn+1].
La solution de cette équation différentielle est donnée explicitement par
q(t) = exp(tA(tn+1/2))q(tn), t ∈ [tn, tn+1],
et donc à l’instant tn+1 on aura
qn+1 = exp(∆tA(tn+1/2))qn,
ou bien, en tenant compte du fait que −2Bn = ∆tA(tn+1/2),
qn+1 = exp(−2Bn)qn.
En utilisant le logiciel de calcul symbolique Maple
R©
on montre que l’exponen-
tielle de la matrice 2Bn est donnée par
exp(2Bn) = cos(2βn)I4 − sin(2β
n)
βn
Bn.
Il en résulte que
qn+1 = cos(2βn)qn +
sin(2βn)
βn
Bnqn.
On note que, puisque Bn est antisymétrique, qn et Bnqn sont orthogonaux et que
‖Bnqn‖2 = (βn)2‖qn‖2. Il est donc clair que ‖qn+1‖ = ‖qn‖.
Pour comparer cette expression élégante, compacte et précise à l’expression
(3.23), on remarque que, si ∆t est assez petit, alors βn = ∆t‖wn+1/2‖ l’est aussi.
Donc on peut utiliser l’approximation du second ordre de l’exponentielle et le fait
que (Bn)2 = −(βn)2I4 pour obtenir
qn+1 ≈ ((1− 2(βn)2)I4 − 2Bn)qn. (3.24)
L’expression (3.23) ne diffère de (3.24) que de termes d’ordre supérieur ou égal à
3 en ∆t.
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3.5 Mise à jour des listes de voisinage
Pour éviter d ’effectuer des test de détection de contact sur un système
de l’ordre de O(n2), une liste de voisinage de Verlet est construite pour chaque
particule. Les particules situées sur une distance d d’une particule donnée sont
considérées comme éléments de cette liste (Figure 3.6). Les possibles contacts avec
une particule donnée sont cherchés seulement parmi les éléments de sa liste de
voisinage. Dans notre algorithme, seulement les listes de voisinage qui corres-
pondent aux particules qui se sont déplacées d’une distance prescrite par rapport
à la dernière mise à jour seront mises à jour.
.
d
Fig. 3.6 – Liste de voisinage de Verlet du grain rouge avec un rayon de voisinage
d.
Chapitre 4
Détection et calcul de forces pour le
contact entre particules ellipsoïdales
Ne t’inquiète pas si tu as des difficultés en maths, je peux t’assurer que les miennes sont bien plus importantes !
Albert Einstein (1879-1955).
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CHAPITRE 4. DÉTECTION ET CALCUL DE FORCES POUR LE CONTACT ENTRE
PARTICULES ELLIPSOÏDALES
4.1 Introduction
Comme nous l’avons souligné dans le chapitre précedent, l’étape de détec-
tion et résolution du contact est l’étape la plus critique de la DEM par rapport au
temps de calcul même pour les particules sphériques. La contribution essentielle
de cette thèse est le développement d’algorithmes efficaces pour la détection et
la résolution du contact entre les particules ellipsoïdales. On se propose dans ce
chapitre d’optimiser cette étape. Les algorithmes de détection et de résolution du
contact qu’on propose sont basés sur les conditions algèbriques pour la sépara-
tions des ellipsoïdes.
La méthode des éléments discrets (DEM) a été utilisée avec succès dans
plusieurs disciplines comme le génie civil [30] et le génie des procédés [71]. La
DEM est une méthode générale qui est capable de simuler un système de parti-
cules discrètes de différentes géométries (forme, taille, etc.) et de différentes pro-
priétés physiques (masse, densité, rugosité, etc.). Cependent, la limitation princi-
pale de la DEM reste le temps important de calcul exigé pour la simulation d’un
nombre de particules, qui peut sembler à la fois grand (plusieurs dizaines de mil-
liers) et modeste devant celui qui est relatif à un équipement industriel (de l’ordre
de 1014). En fait, cette limitation est principalement due à l’étape de détection et
de calcul des points de contact entre les particules. Par conséquent, il n’est pas
surprenant que la recherche d’algorithmes efficaces et rapides pour la détection
de contact (en 2D ou 3D) ait été l’objectif de nombreuses d’études. Par exemple,
on peut citer O’Connor [79] pour les particules super quadriques, Müller [77]
pour les particules polygonales convexes, Chung et Weng [26] ou bien Mirtich
[69] pour les polyèdres convexes, Basch et al. [9] ou Erickson et al. [40] pour les
polyèdres non convexes, et Lin et Ng [63] pour les particules ellipsoïdales.
Pour les particules sphériques de même rayon, plusieurs approches ont été
utilisées. Par exemple, Boissonnat et Yvinec [17], Telley et al. [103], Edelsbrunner
et Shah [38] ou encore Xue et al. [121] ont utilisé la triangulation dynamique
de Delaunay en se basant sur le travail théorique d’Aurenhammer [8]. Pour les
particules sphériques de différentes tailles, Ferrez [46] a utilisé la triangulation de
Delaunay pondérée. D’un point de vue pratique, la forme ellipsoïdale pour des
particules est judicieuse car les ellipsoïdes se rapprochent plus au moins bien des
particules de formes non sphériques, tandis que leur description géométrique est
beaucoup plus simple que celle des polyèdres.
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4.2 Détection de contact
Le problème de détection de contact est rencontré dans diverses applica-
tions telles que la robotique [64], l’infographie [82], les animations par ordinateur
[73], etc. La résolution du problème de contact est souvent composé de deux par-
ties : la détection et le calcul du point de contact. Une détection rapide du non
contact nous évite le passage à la deuxième partie, qui est plus importante en
termes de temps de calcul.
Plusieurs travaux d’ordre fondamental se sont intéressés à l’intersection de
deux surfaces quadratiques dans l’espace tridimensionnel. Certains outils mathé-
matiques peuvent être utilisés pour résoudre ce problème selon les cas. Les carac-
téristiques de Segre nous permettent de classifier les courbes d’intersection entre
deux surfaces quadriques [97]. La règle des signes de Descartes est une technique
pour déterminer le nombre de racines positives ou négatives d’un polynôme [33].
Le théorème de Sturm rend possible le calcul du nombre des racines réelles dis-
tinctes d’une fonction polynômiale dans un intervalle donné [101]. On peut aussi
citer les travaux de Bromwich [19] et Sommerville [100] traitant la classification
des formes quadratiques, et ceux de Farouki [44] et Levin [62] concernant la struc-
turation et la paramétrisation de courbes d’intersection.
D’autres travaux plus appliqués se sont intéressés à la détection et à la
résolution du problème de point de contact. On peut citer par exemple les tra-
vaux [63, 106] concernant la résolution de contact entre particules ellipsoïdales,
les travaux de [115] pour la condition algébrique du contact externe entre deux
ellipsoïdes, et les travaux de Perram [85, 84] avec pour application les simulations
moléculaires.
Dans le cas des particules sphériques, la condition de contact est exprimée
sous la forme d’une condition algébrique simple. Ceci n’est pas le cas même pour
les grains de formes ellipsoïdales. En effet, un ellipsoïde est une forme convexe
relativement simple à décrire, avec un nombre minimal de paramètres. De plus
un llipsoïdale peut fournir une bonne aproximation à plusieurs formes géomé-
triques qui existent dans la nature et se rapproche le mieux d’objets convexes.
Cependant, le problème de détection de contact entre deux ellipsoïdes est un
problème pas simple à formuler et à résoudre. De plus, la notion de point de
contact qui n’est pas bien défini vu que le contact entre deux ellipsoïdes qui se
chevauchent est également une surface et non pas un point. Le point de contact
n’est donc qu’une idéalisation de la réalité. Mais, en considérant le nombre rela-
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Fig. 4.1 – Contact entre deux ellipsoïdes
tivement grand des particule à simuler, il est tout a fait judicieux d’adopter cette
idéalisation. La réduction du temps nécessaire pour résoudre ce problème avec
une précision suffisante est essentielle pour l’avenir de l’application de la DEM
avec des particules ellipsoïdales.
La simulation numérique de l’écoulement des matériaux granulaires est
de grande importance dans diverses applications industrielles et technologiques.
Cependant, pour beaucoup d’applications, la simulation ne reprend tout son sens
que si elle peut modéliser la dynamique d’un nombre suffisant (plus que 40 000)
de grains pendant un temps de simulation assez long (dizaines de secondes).
L’optimisation de la détection et de la résolution des contacts doit ainsi conduire
à plus de succès dans l’analyse de la dynamique des systèmes discrets complexes.
Le problème majeur dans la simulation de l’écoulement granulaire consiste à
identifier, à chaque pas de temps, les paires de grains qui sont en contact et à
localiser d’une façon précise le point et la normale du contact.
En se basant sur le concept mathématique du potentiel géométrique, plusieurs
algorithmes de détection et de résolution du contact pour des ellipsoïdes [63] et
pour les super ellipsoïdes [27] ont été proposés. Dans ce chapitre on commence
par donner le adre mathématique pour tester si deux ellipsoïdes sont en contact
ou non.
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4.2.1 Intersection de deux ellipsoïdes
4.2.1.1 Représentation des ellipsoïdes
Dans l’espace tridimensionnel R3, un ellipsoïdeA est un ensemble convexe
de tous les points x = (x1, x2, x3)T ∈ R3 vérifiant
f (x) := (x− r)TA(x− r)− 1 ≤ 0, (4.1)
où r est le centre de l’ellipsoïde et A = PTD−2P est une matrice symétrique
définie positive où D = diag(a1, a2, a3) est la matrice diagonale contenant les
longueurs (positives) des demi-axes, et P est la matrice de rotation qui donne son
orientation par rapport à un repère fixe. La surface de l’ellipsoïde est charactérisée
par f (x) = 0 et son intérieur par f (x) < 0.
La transformation rigide x 7→ y = P(x− r), qui est composée d’une trans-
lation de vecteur −r suivi de la rotation P, réduit l’inégalité (4.1) à
(
y1
a1
)2
+
(
y2
a2
)2
+
(
y3
a3
)2
≤ 1,
qui est la forme canonique d’un ellipsoïde. De plus, la transformation affine (bijec-
tive), composée de cette transformation rigide suivie d’une dilatation (anisotrope)
D−1, x 7→ z = D−1P(x− r) = D−1y transforme l’inégalité (4.1) en
‖z‖2 ≤ 1.
Ce qui veut dire que l’image de l’ellipsoïde A par cette transformation affine est
la boule unité centrée à l’origine.
Un point x de l’espace tridimensionnel peut être représenté par ses coor-
données cartésiennes x = (x1, x2, x3)T, ou alternativement par ses coordonnées
homogènes X = (x1, x2, x3, 1)T. Les coordonnées homogènes sont utiles pour
appliquer des transformations à un point 3D telles que changement de repère,
rotation, translation, homothétie, projection ainsi que les compositions de ces dif-
férentes opérations de base. Ces transformations sont représentées sous la forme
d’une matrice 4× 4 (voir Annexe B).
En coordonnées homogènes X, l’inégalité (4.1) charactérisant l’ellipsoïde A
peut s’écrire
F(X) := XTAX ≤ 0, (4.2)
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où A est la matrice partitionnée
A =
(
A u
uT α
)
(4.3)
avec A = PTD−2P, u = −Ar et α = rTAr − 1. On remarque que la surface de
l’ellipsoïde A est donc l’ensemble des points X = (x1, x2, x3, 1)T tel que F(X) = 0.
Soit B un autre ellipsoïde de l’espace tridimensionnel R3 dont on veut
analyser si il est en contact avec A ou non. Pour l’ellipsoïde B on associe aussi les
fonctions g et G, et les matrices symétriques B et B telle que l’intérieur de B est
caractérisé par l’inégalité
g(x) := (x− s)TB(x− s)− 1 < 0, (4.4)
ou par l’inégalité
G(X) := XTBX < 0, (4.5)
où B = RTΛ−2R et la matrice B est donnée par
B =
(
B v
vT β
)
(4.6)
avec v = −Bs et β = sTBs − 1. Ici, s est le centre de l’ellipsoïde B, Λ =
diag(b1, b2, b3) est la matrice diagonale contenant les longueurs (strictement posi-
tives) de ses demi-axes, et R est la matrice de rotation qui donne son orientation
par rapport à un repère fixe. On note que la surface de l’ellipsoïde B est l’en-
semble des points X = (x1, x2, x3, 1)T tel que G(X) = 0.
Pour e ∈ [−1,∞), les points X = (x1, x2, x3, 1)T tel que F(X) = e re-
pésentent la surface d’un ellipsoïde, Ae, semblable à A = A0 (même centre et
même orientation mais avec des longeurs de demi-axes proportionnelles à celles
de A). Notons que A−1 se réduit au point r. De même, l’ensemble des points
X = (x1, x2, x3, 1)T tel que G(X) = e repésentent la surface d’un ellipsoïde, Be,
semblable à B = B0.
Nous présentons le résultat suivant qui sera utile dans la suite et qui est
basé sur le fait que deux matrices symétriques définies positives peuvent être
diagonalisées simulanément par une transformation de congruence (pas néces-
sairement de similitude).
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Proposition 4.2.1. Pour la paire d’ellipsoïdes {A,B}, l’application affine inversible
{
R
3 → R3
x 7→ t = QTB1/2(x− r)
où Q est la matrice orthogonale qui diagonalise la matrice symétrique définie positive
B−1/2AB−1/2 et les γi, i = 1, 2, 3 sont tels que B−1/2AB−1/2 = QΓ−2QT avec Γ =
diag(γ1,γ2,γ3), transforme l’ellipsoïde A en l’ellipsoïde
(
t1
γ1
)2
+
(
t2
γ2
)2
+
(
t3
γ3
)2
≤ 1,
et l’ellipsoïde B en la boule unité centrée en c = QTB1/2(r − s)
(t1 − c1)2 + (t2 − c2)2 + (t3 − c3)2 ≤ 1.
Pour les paire d’ellipsoïdes {A,B} on associe le faisceau λA + B et son
polynôme caractéristique
hA,B(λ) = det(λA + B),
appelé polynôme caractéristique des deux ellipsoïdes A et B. On remarque que
les deux polynômes hA,B(λ) et hB,A(λ) sont en général différents et les racines de
l’un sont les inverses des racines de l’autre. Les racines de hA,B(λ) sont aussi les
valeurs propres de −A−1B.
On note que le polynôme hA,B(λ) est de degré 4 en λ et son le coefficient
dominant est égal à detA < 0 et le coefficient constant est égal à detB < 0. Dans
la suite, et pour des raisons de simplicité, on notera
h(λ) :=
hA,B(λ)
detA
= λ4 + aλ3 + bλ2 + cλ+ d.
On note que d = detBdetA > 0, et donc zéro ne peut pas être une racine de h(λ) = 0.
Dans ce qui suit, on va donner une caractérisation de la configuration d’in-
tersection des deux ellipsoïdes : séparation (aucun point en commun), tangence
(un point unique en commun) ou chevauchement (des points intérieurs en com-
mun).
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4.2.1.2 Critère algébrique pour la détection de contact externe entre deux el-
lipsoïdes
(a) (b)
Fig. 4.2 – Deux ellipsoïdes disjoints (a), tangents (b) et les fonctions h(λ) corres-
pondantes.
Les conditions algébriques donnant la configuration d’intersection des deux
ellipsoïdes A et B sont données par (Wang et al. [115]). Nous avons repris la dé-
monstration donnée par (Wang et al. où on a traité tous les cas qui ne sont pas
traité par (Wang et al. et on a proposé des démonstrations plus simples.
Proposition 4.2.2. Le polynôme h(λ) admet toujours au moins deux racines strictement
négatives et on a :
1. Les deux ellipsoïdes A et B se touchent extérieurement en un point unique si et
seulement si h(λ) = 0 admet une racine double strictement positive (voir Fi-
gure 4.2-b).
2. Si les deux ellipsoïdes A et B se chevauchent alors h(λ) = 0 n’admet aucune racine
strictement positive (voir Figure 4.2-c). Dans ce cas, l’équation h(λ) = 0 peut avoir
soit quatre racines strictement négatives, soit deux racines strictement négatives et
une paire de racines complexes conjuguées.
3. Les deux ellipsoïdes A et B sont séparés si et seulement si h(λ) = 0 admet deux
racines distinctes strictement positives (voir Figure 4.2-a).
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Démonstration. Etant donné deux ellipsoïdes Aˆ et Bˆ et une transformation affine
inversible représentée par une matrice P d’ordre 4. L’ellipsoïde Aˆ se transforme
en un ellipsoideA et l’ellipsoïde Bˆ se transforme en un ellipsoide B. Alors, l’équa-
tion caractéristique hˆ(λ) de Aˆ et Bˆ est liée à l’équation caractéristique h(λ) de A
et B par
hˆ(λ) := det(λAˆ + Bˆ) = det(PT)det(λA + B)det(P) = det(P)2h(λ).
Par conséquent, l’équation caractéristique des deux ellipsoïdes Aˆ et Bˆ a les mêmes
racines que celle des deux ellipsoïdes A et B.
D’après la proposition 4.2.1, il est donc suffisant de considérer le cas où A
est l’ellipsoïde centré à l’origine et de demi-axes le longueurs a, b et c :
x2
a2
+
y2
b2
+
z2
c2
≤ 1,
et B est la boule de centre (x0, y0, z0) et de rayon r :
(x− x0)2 + (y− y0)2 + (z− z0)2 ≤ r2.
Soient alors A et B les matrices associées
A =


1
a2 0 0 0
0 1b2 0 0
0 0 1c2 0
0 0 0 −1

 , B =


1 0 0 −x0
0 1 0 −y0
0 0 1 −z0
−x0 −y0 −z0 −r2 + r20


où r20 = x
2
0 + y
2
0 + z
2
0 et sans perte de généralité on suppose que 0 < a ≤ b ≤ c.
on note que les racines de hA,B(λ) = det(λA + B) sont aussi les valeurs
propres de la matrice
E := −A−1B = −


a2 0 0 −a2x0
0 b2 0 −b2y0
0 0 c2 −c2z0
x0 y0 z0 r2 − r20

 .
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Le polynôme charactéristique de la matrice E est
h˜(λ) = λ4 +
(
a2 + b2 + c2 + r2 − r20
)
λ3
+
(
a2b2 + a2c2 + b2c2 + a2(r2 − y20 − z20) + b2(r2 − x20 − z20) + c2(r2 − x20 − y20)
)
λ2
+
(
a2b2c2 + a2b2(r2 − z20) + a2c2(r2 − y20) + b2c2(r2 − x20)
)
λ+ a2b2c2r2.
Pour la suite, il est commode de le réécrire sous la forme :
h˜(λ) = (λ+ a2)(λ+ b2)(λ+ c2)(λ+ r2)
− λ
[
(λ+ b2)(λ+ c2)x20 + (λ+ a
2)(λ+ c2)y20 + (λ+ a
2)(λ+ b2)z20
]
.
Le polynôme caractéristique des deux ellipsoïdes A et B est donné par
h(λ) = detA det(E− λI) = − h˜(λ)
a2b2c2
. (4.7)
On distingue alors les cas suivants :
- Si a < b < c alors par un simple calcul on a :
h(−a2) < 0 si x0 6= 0, et h(−a2) = 0 si x0 = 0,
h(−b2) > 0 si y0 6= 0, et h(−b2) = 0 si y0 = 0,
h(−c2) < 0 si z0 6= 0, et h(−c2) = 0 si z0 = 0.
* Si (x0, y0, z0) 6= (0, 0, 0) alors d’après le théorème des valeurs intermé-
diaires l’équation h(λ) = 0 admet au moins deux racines négatives :
l’une est dans ]− c2,−b2[ et l’autre dans ]− b2,−a2[.
* Si x0 = 0 et y0 6= 0, z0 6= 0 alors h(−a2) = 0 et h(−b2) > 0, h(−c2) < 0
donc −a2 et α ∈]− c2,−b2[ sont deux racines négatives.
* Si (x0, y0) = (0, 0) alors h(−a2) = 0, h(−b2) = 0 donc −a2 et −b2 sont
deux racines négatives.
* Si (x0, y0, z0) = (0, 0, 0) alors h(−a2) = 0, h(−b2) = 0 et h(−c2) = 0
donc −a2, −b2 et −c2 sont trois racines négatives.
- Si a = b < c (ou a < b = c), alors h(−a2) = 0 (h(−c2) = 0) et il existe au
moins un réel dans ]− c2,−a2[ racine de h(λ) = 0. En effet, on a
h(−a2) = 0, h(−c2) < 0 et h′(−a2) = −1
a2
(x20 + y
2
0)(
−a2
c2
+ 1) < 0. Donc
comme la fonction h est continue, il existe alors une racine négative dans
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r
h(λ)
−c2
−a2
h
′(−a2)
Fig. 4.3 – Courbe de h(λ) pour le cas où a = b < c.
]− c2, −a2[ (voir Figure 4.3).
De même si a < b = c, on a
r
h(λ)
−b2
−a2
h
′(−b2)
Fig. 4.4 – Courbe de h(λ) pour le cas où a < b = c.
h(−b2) = 0, h(−a2) < 0 et h′(−b2) = −1
b2
(y20 + z
2
0)(
−b2
a2
+ 1) > 0. Donc
−b2 est une racine négative, et comme la fonction h est continue, il existe
alors une autre racine négative dans ]− b2, −a2[ (voir Figure 4.4).
- Si a = b = c, alors −a2 est une racine double de h(λ) = 0. En effet, on a
h(−a2) = 0 et h′(−a2) = 0. D’où −a2 est une racine double de h(λ) = 0.
Ce qui montre que h(λ) = 0 admet dans tous les cas au moins deux racines
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strictement négatives.
1. “=⇒” : Supposons que A et B sont tangents extérieurement en un point
commun X0. Alors XT0 AX0 = 0, X
T
0 BX0 = 0 et les normales aux deux
ellipsoïdes A et B au point X0 ont même direction mais de sens opposés,
c’est-à-dire il existe un nombre réel strictement positif λ0 tel que BX0 =
−λ0AX0. Ainsi, (λ0A + B)X0 = 0 et donc λ0 est une racine strictement
positive de h(λ) = 0.
Puisque le produit des racines de h(λ) = 0 est égal à (abcr)2 > 0 et qu’il
existe au moins deux racines strictement négatives, on conclu que h(λ) = 0
admet une racine strictement positive λ1 en plus de λ0. Il reste maintenant
à montrer que λ1 = λ0.
Soit X1 un vecteur non nul du noyau de λ1A + B, c’est-à-dire tel que (λ1A +
B)X1 = 0. Donc on a XT1 (λ0A + B)X0 = 0 et X
T
0 (λ1A + B)X1 = 0. En
supposant que λ0 6= λ1 on en déduit que X1 6= X0 et que
XT1 BX0 = X
T
1 AX0 = 0.
Ceci implique que X1 est un point du plan tangent en X0 commun aux deux
ellipsoïdes A et B. Donc X1 est un point extérieur à A et à B ce qui veut
dire que XT1 AX1 > 0 et X
T
1 BX1 > 0. Par conséquent, puisque λ1 > 0, on a
XT1 (λ1A + B)X1 > 0. Ce qui est absurde car (λ1A + B)X1 = 0.
“⇐=” : Supposons maintenant que h(λ) = 0 admet une racine strictement
positive double. En remarquant que le déterminant du mineur principal
d’ordre 3 de la matrice E− λ0I est −(λ0 + a2)(λ0 + b2)(λ0 + c2) on constate
que λ0 ne peut pas être une racine commune des déterminants des mineurs
d’ordre 3 de la matrice E − λ0I (λ0 > 0 donc même si a = b, b = c ou
a = b = c elle ne peut pas être racine de −(λ0 + a2)(λ0 + b2)(λ0 + c2)). Ce
qui implique que le rang de la matrice E − λ0I est 3, et donc la dimension
du noyau de E − λ0I est 1. Par conséquent, la multiplicité géométrique de
λ0 comme valeur propre de E est 1. Il existe donc un vecteur propre X0 et
un vecteur propre généralisé X1 de E tels que
EX0 = λ0X0, EX1 = λ0X1 + X0,
ou encore
(E− λ0I)X0 = 0, (E− λ0I)X1 = X0.
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Par conséquent (E− λ0I)2X1 = 0 et donc
(E− λ0I)2X1 = 0.
Puisque A et B sont symétriques on a ETA = (−A−1B)TA = −B = AE.
D’où on a
XT0 AX0 = X
T
1 (E
T − λ0I)A(E− λ0I)X1 = XT1 A(E− λ0I)2X1 = 0.
Ce qui nous permet de conclure que X0 est un point de A. De plus, on a
XT0 BX0 = X
T
0 BX0 + λ0X
T
0 AX0 = −XT0 A(E− λ0I)X0 = 0.
ce qui montre que X0 est aussi un point de B. Maintenant puisque BX0 =
−λ0AX0 on en déduit que les plans tangents à A et B en X0 sont identiques
et que les normales aux ellipsoïdes A et B en X0 sont de même direction et
de sens opposés. Donc, les deux ellipsoïdes A et B sont tangents extérieure-
ment au point X0.
2. “=⇒” : Supposons que les deux ellipsoïdes A et B se chauvauchent. Il existe
alors un point X0 intérieur aux deux ellipsoïdes :
XT0 AX0 < 0, X
T
0 BX0 < 0.
Supposons qu’il existe un réel strictement positif λ0 tel que h(λ0) = 0. Alors
on a
XT0 (λ0A + B)X0 < 0.
Considérons la droite passant par X0 et de direction arbitraire U :
X(t) = X0 + tU, t ∈ R, U = (u, v,w, 0)T.
Alors la fonction X(t)T(λ0A + B)X(t), qui est négative pour t = 0, de-
vient positive pour |t| assez grand car dans ce cas X(t) sera à l’extérieur
des deux ellipsoïdes. Donc la fonction quadratique X(t)T(λ0A + B)X(t)
s’annule deux fois. Par conséquent, la droite {X(t), t ∈ R} a exactement
deux points d’intersection avec la surface quadratique XT(λ0A + B)X = 0.
Puisque ceci est vrai pour toutes les directions U on en déduit que la surface
quadratique XT(λ0A + B)X = 0 est bornée. Donc elle doit être un ellipsoïde
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non dégénéré ce qui implique que det(λ0A + B) 6= 0. Ce qui contredit le
fait que λ0 est une racine de h(λ) = 0. D’où on conclut que les racines de
h(λ) = 0 ne peuvent pas être strictement positives.
3. “⇐=” : Supposons que f (λ) = 0 admet deux racines distinctes strictement
positives. Alors d’après les deux précédents résutalts (1. et 2.) les deux el-
lipsoïdes A et B ne se touchent pas extérieurement et n’ont pas des points
intérieurs en commun. Par conséquent, les deux ellipsoïdes A et B sont sé-
parés.
“=⇒” : Soit B0 la boule de centre (a + r + 1, 0, 0)T et de rayon r. Il est clair
que A et B0 sont séparés. Un simple calcul montre que l’équation caracté-
ristique h0(λ) = 0 de A et B0 admet deux racines strictement négatives −b2
et −c2 et deux racines strictement positives distinctes
1+ 2(a + r + ar)±√(1+ 2(a + r + ar))2 − 4a2r2
2
.
Soit la sphère B de rayon r, separée de l’ellipsoïde A, il est possible de
déplacer la sphère B(t), t ∈ [0, 1], de rayon r de B0 à B, où B(t) reste toujours
hors contact avec l’ellipsoïde A pour tout t ∈ [0, 1]. Il faut noter que B(0)
désigne B0 et B(1) désigne B. Soit h(λ, t) = 0 l’équation caractéristique de
l’ellipsoïde A et la sphère en mouvement B(t). Nous allons montrer que,
pour tout t ∈ [0, 1], l’équation caractéristique h(λ, t) = 0 admet deux racines
strictement positives distinctes.
Rappelons le résultat suivant pour la continuité des racines d’un polynôme
[16]. Soit aj(t), 1 ≤ j ≤ n des fonctions continues à valeurs complexes
définis dans un intervalle I. Alors il existe des fonctions λ1(t), · · · , λn(t)
continues à valeurs complexes où pour tout t ∈ I, racines de l’équation po-
lynômiale λn − a1(t)λn−1 + · · · + (−1)nan(t) = 0. Dans notre cas (n = 4)
où le plus haut coefficient de l’équation h(λ, t) = 0, est égal à −(abc)−2, est
une constante non nulle pour tout t. Soit λi(t), pour i = 1, 2, 3, 4, les fonc-
tions continues racines de h(λ, t) = 0. Tant que h(λ, 0) = 0 a deux racines
négatives et deux racines positives distinctes, on peut noter les fonctions
λi(t) tels que λ1(0) < λ2(0) < 0 < λ3(0) < λ4(0). D’après ce qu’on a vu
précédemment, λ1(t) et λ2(t) sont à valeurs réelles et négatives pour tout
t ∈ [0, 1].
Supposons que h(λ, t0) = 0 n’a pas deux racines positives distinctes pour
t0 ∈]0, 1]. Rappelons qu’à t = 0, h(λ, 0) = 0 a deux racines positives dis-
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tinctes, donc nous somme dans l’un des cas suivants :
a- λ3(t) ou λ4(t) changent de signe du positif au négatif par les valeurs
0 ou ∞ sans jamais devenir imaginaire.
b- λ3(t0) et λ4(t0) sont une paire de racines imaginaires conjuguées.
Le premier cas (a) est impossible, car les coefficients de plus haut et plus bas
degré de h(λ, t) sont respectivement det(A) = −(abc)−2 6= 0 et det(B(t)) =
−r2 6= 0. Donc les racines sont finies et non nulles quelque soit t ∈ [0, 1].
Pour le deuxième cas (b) on considère la factorisation de h(λ, t) = a0(λ−
λ1(t))(λ − λ2(t))g(λ, t), avec g(λ, t) = (λ − λ3(t))(λ − λ4(t)). Soit ∆(t) le
discriminant de g(λ, t). ∆(t) = (λ3(t)− λ4(t))2, qui est une fontion réelle en
t. Pour t = 0, ∆(0) > 0 car h(λ, 0) = 0 a quatre racines réelles, deux racines
positives distinctes en plus des deux racines négatives. Donc g(λ, 0) = 0
a deux racines positives distinctes et ∆(t0) < 0 car h(λ, t0) = 0 n’a pas
deux racines positives distinctes en plus des deux racines négatives. Donc
g(λ, t0) = 0 a une paire de racines imaginaires conjuguées. Par continuité,
l’ensemble {t ∈ [0, 1]|∆(t) = 0} est non vide et fermé. Alors il existe une
valeur minimale tmin de t, tel que ∆(tmin) = 0. C’est-à-dire que g(λ, tmin) a
une racine réelle double λ3(tmin) = λ4(tmin). En raison de la condition de
minimalité de tmin, si λ3(tmin) = λ4(tmin) ≤ 0 alors nous sommes dans le
premier cas (a), où nous avons démontré que c’est impossible. D’autre part,
si λ3(tmin) = λ4(tmin) > 0 alors d’après ce qu’on a vu en haut (l’autre sens)
l’ellipsoïde A et la sphère B(tmin) se touchent extérieurement en un point
unique ce qui contredit la manière dont B(t) est construite (rester toujours
hors contact). Ce qui implique qu’il n’existe pas t0 ∈ [0, 1] tel que ∆(t0) <
0. En d’autres termes, le cas (b) est également impossible. Par conséquent
∆(t) > 0 pour tout t ∈ [0, 1]. Donc λ3(t) et λ4(t) sont positives et distinctes
pour tout t ∈ [0, 1].
Dans la Figure 4.5 nous présentons les racines de l’équation caractéristique
des deux ellipsoïdes initialement tangents extérieurement en un seul point (pour
r = 1) puis dans plusieurs positions en s’éloignant l’une de l’autre. On remarque
qu’initialement on a une racine positive double et deux racines négatives et qu’en
s’éloignant, les deux racines négatives restent toujours et les deux autres gardent
la positivité de leurs signes. Il faut noter ici que la faible variation de la valeur des
deux racines négatives est due au choix de la trajectoire de déplacement de l’un
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Fig. 4.5 – Les racines λ(r) de h(λ) pour différentes positions des deux ellipsoïdes.
des ellipsoïdes par rapport à l’autre (translation suivant l’un des axes).
4.2.2 Dénombrement des racines réelles d’un polynôme à coeffi-
cients réels
Comme nous avons vu plus haut, la détermination de l’état d’intersection
de deux ellipsoïdes se réduit au dénombrement des racines strictement positives
du polynôme h(λ). Dans ce paragraphe on va présenter la méthode de Sturm qui
permet de déterminer le nombre de racines strictement positives d’un polynôme
P de R[x].
Pour présenter cette méthode on commence par introduire la suite de
Sturm associée à un polynôme P ∈ R[x] et la notion de variation d’une suite
de nombres réels.
Soit P et Q deux polynômes de R[x] avec deg(P) > deg(Q). On note par
Rst(P,Q) le reste de la division euclidienne de P par Q dans R[x], c’est-à-dire, il
existe un polynôme S ∈ R[x] tel que
P(x) = S(x)Q(x) + Rst(P,Q), avec deg(Rst(P,Q)) < deg(Q).
La suite {Rssk(P,Q)}k≥0 des restes signés de l’algorithme d’Euclide est définie de
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la manière récurrente suivante :
Rss0(P,Q) := P, Rss1(P,Q) := Q,
Rssk(P,Q) := −Rst(Rssk−2(P,Q), Rssk−1(P,Q)), k ≥ 2.
La suite est arrêtée au plus petit entier m tel que Rssm+1(P,Q) = 0.
Définition 4.2.1 (Suite de Sturm). La suite de Sturm ou séquence de Sturm {Stuk(P)}k≥0
d’un polynôme P est la suite des restes signés associée aux polynômes P et P′ :
Stu0(P) := P, Stu1(P) := P′,
Stuk(P) := −Rst(Stuk−2(P), Stuk−1(P)), k ≥ 2.
La suite est arrêtée au plus petit entier m tel que Stum+1(P) = 0.
Définition 4.2.2. Soit (α0, . . . , αn) une séquence de nombres réels. On appelle varia-
tion de (α0, . . . , αn), et note Var(α0, . . . , αn), le nombre de changements de signes dans
(α0, . . . , αn).
Pour une séquence de nombres réels non nuls (α0, . . . , αn), le nombre de
changements de signes Var(α0, . . . , αn) est calculé par l’algorithme de récurrence
suivant :
Var(α0) := 0
et pour p = 1, . . . , n
Var(α0, α1, . . . , αp) :=

Var(α0, . . . , αp−1) + 1 si αp−1αp < 0,Var(α0, . . . , αp−1) si αp−1αp > 0.
Enfin, le nombre de changements de signes Var(α0, . . . , αn) d’une séquence de
nombres réels quelconques (α0, . . . , αn) est égal au nombre de changements de
signes de cette séquence sans les éléments nuls.
Proposition 4.2.3 (Règle des signes de Descartes). Le nombre de racines positives du
polynôme
P(x) = anxn + · · ·+ a1x + a0. (4.8)
est égal à Var(a0, . . . , an)− 2k où k est un entier naturel. En d’autres termes, le nombre de
racines positives est au plus égal à Var(a0, . . . , an), et s’il est inférieur à Var(a0, . . . , an)
alors la différence est un nombre paire.
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Théorème 4.2.1 (Sturm). Le nombre de racines réelles distinctes dans un intervalle [a, b]
(avec −∞ ≤ a < b ≤ ∞) d’un polynôme à coefficients réels, dont a et b ne sont pas des
racines, est égal à la différence du nombre de changements de signes de la suite de Sturm
évaluée aux bornes de cet intervalle :
Var(Stu0(a), Stu1(a), . . . , Stuk(a))−Var(Stu0(b), Stu1(b), . . . , Stuk(b)).
Pour le polynôme caractéristique h(λ) des deux ellipsoïdes A et B, si
b 6= 38a2 et d 6=
a2b2 − 3ca3 − 18c2 − 4b3 + 14abc
2(3a2 − 8b) ,
alors la suite de Sturm est :
Stu0(h)(λ) = λ4 + aλ3 + bλ2 + cλ+ d,
Stu1(h)(λ) = 4λ3 + 3aλ2 + 2bλ+ c,
Stu2(h)(λ) =
1
16
[
(3a2 − 8b)λ2 + 2(ab− 6c)λ+ ac− 16d
]
,
Stu3(h)(λ) = C
[
2(a2b2 − 3ca3 − 6a2d− 4b3 + 14abc + 16db− 18c2)λ
+a2cb− 9da3 + 32dab− 48dc + 3ac2 − 4b2c
]
,
Stu4(h)(λ) = D(−27a4d2 − 4c3a3 + 18ca3db + a2b2c2 − 6a2dc2 + 144a2d2b− 4a2b3d
− 80ab2cd + 18abc3 − 192ad2c + 256d3 + 144dbc2 − 128d2b2
− 27c4 − 4b3c2 + 16b4d),
où
C =
16
(3a2 − 8b)2 , D =
1
4C(−a2b2 + 3ca3 + 6a2d + 4b3 − 14abc− 16db + 18c2)2 .
La proposition 4.2.2 asserte que les deux ellipsoïdes A et B sont séparés si
et seulement si le polynôme h(λ) admet deux racines positives distinctes en plus
des deux racines négatives.
D’une part, d’après le théorème de Sturm avec a = −∞ et b = +∞, le
polynôme h(λ) admet quatre racines réelles si et seulement si :
Var(Stu04,−Stu13, Stu22,−Stu31, Stu40)−Var(Stu04, Stu13, Stu22, Stu31, Stu40) = 4, (4.9)
où Stuij désigne le coefficient de λ
j dans le polynôme Stui(λ). Puisque Stu04 = 1 et
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Stu13 = 4, (4.9) n’est possible que si Stu
2
2 > 0, Stu
3
1 > 0 et Stu
4
0 > 0.
D’autre part, encore d’après le théorème de Sturm avec a = 0 et b = +∞,
le polynôme h(λ) admet deux racines positives distinctes si et seulement si :
Var(Stu00, Stu
1
0, Stu
2
0, Stu
3
0, Stu
4
0)−Var(Stu04, Stu13, Stu22, Stu31, Stu40) = 2. (4.10)
Quand
b 6= 38a2 et d =
a2b2 − 3ca3 − 18c2 − 4b3 + 14abc
2(3a2 − 8b) ,
alors la suite de Sturm est :
Stu0(h)(λ) = λ4 + aλ3 + bλ2 + cλ+
a2b2 − 3ca3 − 18c2 − 4b3 + 14abc
2(3a2 − 8b) ,
Stu1(h)(λ) = 4λ3 + 3aλ2 + 2bλ+ c,
Stu2(h)(λ) =
1
16(3a2 − 8b)
[
(9a4 − 48ba2 + 64b2)λ2 + (96bc + 6a3b− 16ab2
−36ca2)λ− 8a2b2 + 27ca3 + 144c2 + 32b3 − 120abc
]
,
Stu3(h)(λ) =
8
(3a2 − 8b)3
[
27ca6 − 216cba4 + 360ca2b2 + 256cb3 − 9a5b2
+324a3c2 + 68a3b3 − 1296abc2 − 128ab4 + 864c3
]
.
Quand b = 38a
2 et c 6= 116a3 la suite de Sturm est
Stu0(h)(λ) = λ4 + aλ3 +
3
8
a2λ2 + cλ+ d,
Stu1(h)(λ) = 4λ3 + 3aλ2 +
3
4
a2λ+ c,
Stu2(h)(λ) =
1
64
[
3(a3 − 16c)λ+ 4(ac− 16d)
]
,
Stu3(h)(λ) = C˜
[
6912c4 − 704c3a3 + 18a6c2 − 12288a2dc2 + 1152da5c
−27da8 + 49152ad2c− 2304a4d2 − 65536d3
]
,
où
C˜ =
16
27(a3 − 16c)3 .
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Quand b = 38a
2 et c = 116a
3 la suite de Sturm est
Stu0(h)(λ) = λ4 + aλ3 +
3
8
a2λ2 + 116a
3λ+ d,
Stu1(h)(λ) = 4λ3 + 3aλ2 +
3
4
a2λ+ 116a
3,
Stu2(h)(λ) =
1
256
a4 − d,
Soit f (λ) = λ4 + a1λ3 + a2λ2 + a3λ+ a4 = 0 l’équation charactéristique des
deux ellipsoïdes A : XTAX = 0 et B : XTBX = 0. On pose :
b = − a1
4
, c =
a2
6
, d = − a3
4
, e = a4.
∆2 = b2 − c, W1 = d− bc, T = −9W21 + 27∆2∆3 − 3W3∆2,
∆3 = c2 − bd, W2 = be− cd, A = W3 + 3∆3,
W3 = e− bd, B = −dW1 − e∆2 − c∆3,
T2 = AW1 − 3bB, ∆1 = A3 − 27B2.
sr22 = ∆2, sr20 = −W3, sr11 = T, sr10 = T2, sr0 = ∆1.
Théorème 4.2.2. (Jia et al. [120])
1. Les deux ellipsoïdes A et B sont séparées si, et seulement si, Var(1, a1, a2, a3, a4) =
2 et sr22 > 0, sr11 > 0, sr0 > 0 ; ou sr22 > 0, sr11 > 0, sr10 > 0, sr0 = 0.
2. Les deux ellipsoïdes A et B se touchent extérieurement si, et seulement si, sr22 > 0,
sr11 > 0, sr10 < 0, sr0 = 0 ; ou sr22 > 0, sr20 < 0, sr11 = 0, sr0 = 0.
Dans les autres cas les deux ellipsoïdes A et B se chevauchent.
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Algoritme : Détection de contact entre deux ellipsoïdes.
Soit f (λ) = λ4 + a1λ3 + a2λ2 + a3λ+ a4 l’équation charactéristique des ellipsoïdes
A et B.
var ← Var(1, a1, a2, a3, a4).
contact← 2.
Si (sr22 > 0) Alors
Si (var = 2 ET sr0 > 0 ET sr11 > 0) Alors
contact← 0.
Fin Si
Si (sr0 = 0) Alors
Si (sr11 > 0) Alors
Si (sr10 > 0) Alors
contact← 0.
Fin Si
Si (sr10 < 0) Alors
contact← 1.
Fin Si
Fin Si
Si (sr11 = 0 ET sr20 < 0) Alors
contact← 1.
Fin Si
Fin Si
Fin Si
Si (contact = 0) Alors
les deux ellipsoïdes A et B sont séparées.
Fin Si
Si (contact = 1) Alors
les deux ellipsoïdes A et B se touchent extérieurement.
Fin Si
Si (contact = 1) Alors
les deux ellipsoïdes A et B se chevauchent.
Fin Si
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4.2.3 Utilisation du gradient géométrique pour la détection et le
calcul du point de contact entre deux ellipsoïdes
Dans la simulation des particules élastiques, les forces d’interaction entre
deux particules en contact sont calculées en se basant sur la distance de chevau-
chement (supposée être petite comparée à la taille des grains) et sur la direction
normale du contact. Celles-ci ne sont en fait pas bien définies. La méthode du
potentiel géométrique présentée dans [63] définit la distance de chevauchement
comme étant la distance entre les points c et c′ montrés dans la Figure 4.6. Le
point c est défini comme étant le point auquel l’ellipsoïde Be (dont on associe
la matrice Be), pour un certain e, est tangent à l’ellipsoïde A. Le point c satisfait
donc le système non linéaire suivant :
f (c) = 0, (4.11a)
g(c) = e, (4.11b)
∇ f (c) = −σ2∇g(c), (4.11c)
On obtient ainsi un système complet de cinq équations à cinq inconnues
c = (c1, c2, c3)T, σ et e. L’équation (4.11c) traduit le fait que les deux vecteurs
normaux aux deux ellipsoïdes au point de contact ont la même direction mais de
sens opposés.
g=o
g=e
f=o
f=e’
c  c’
.
.
Fig. 4.6 – Ellipsoïdes en chevauchement.
D’une manière similaire, le point c′ est défini comme étant le point auquel
l’ellipsoïde Ae′ (dont on associe la matrice Ae′), pour un certain e′, est tangent à
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l’ellipsoïde B. Le point c′ satisfait le système non linéaire suivant :
g(c′) = 0, (4.12a)
f (c′) = e′, (4.12b)
∇g(c′) = −τ2∇ f (c′), (4.12c)
On obtient à nouveau un système complet de cinq équations dont les cinq incon-
nues sont les trois composantes de c′ = (c′1, c
′
2, c
′
3)
T, τ et e′.
Le point de contact m est pris comme étant le milieu des deux points c et
c′ : m = 12(c + c
′). Quand à la direction normale du contact, n, est elle définie
comme étant la direction moyenne entre la normale à A en c et la normale à B en
c′ :
n =
∇ f (c)−∇g(c′)
‖∇ f (c)−∇g(c′)‖ =
A(c− r)− B(c′ − s)
‖A(c− r)− B(c′ − s)′‖ .
Pour la résolution des deux systèmes non linéaires (4.11) et (4.12), on peut
utiliser par exemple la méthode de Newton. Le temps nécessaire pour le calcul
du point de contact avec cette méthode est de l’ordre de 10−3s pour un processeur
de CPU 2.6 Ghz. Pour la simulation de 1000 particules ellipsoïdales avec un pas
de temps ∆t ≃ 10−5s, il faut une demi-heure pour simuler un dixième d’une
seconde. D’où le défi de l’optimisation de cette tâche.
4.2.3.1 Méthode du potentiel de chevauchement de Perram et Wertheim
Perram et al. [85, 84] ont introduit différentes approches liés à la fonction
de contact qui calcule la distance la plus proche entre deux ellipsoïdes. Le but est
de déterminer le point de contact entre deux ellipsoïdes tangent extérieurement.
Perram et al. ont utilisé la représentation algèbrique des ellipsoïdes en tant que
formes quadratiques pour faire aboutir à un problème d’optimisation.
On considère la fonction S(x,λ) de R3 × [0, 1] dans R+, définie par
S(x,λ) = λ( f (x) + 1) + (1− λ)(g(x) + 1). (4.13)
La fonction S(x,λ) mesure la proximité de deux ellipsoïdes A et B.
Ensuite, on définit la fonction de contact, F(A, B), comme étant la solution
du problème d’optimisation
F(A, B) = max
λ∈[0,1]
min
x∈R3
S(x,λ).
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Pour chaque valeur de λ ∈ [0, 1], le minimum x(λ) de S(x,λ) est solution de
∇S(x,λ) = 2{λA(x− r) + (1− λ)B(x− s)} = 0. (4.14)
il est donc donné par
x(λ) = (λA + (1− λ)B)−1 (λAr + (1− λ)Bs) .
La courbe paramétrée {x(λ), λ ∈ [0, 1]} (Voir Figure 4.7) est une courbe dont les
extrémités sont le point s = x(0) et le point r = x(1). De plus à chaque valeur de
λ les vecteurs ∇ f (x) et ∇g(x) sont parallèles et de sens opposés :
λ∇ f (x(λ)) = 2λA(x(λ)− r) =
−(1− λ)∇g(x(λ)) = −2(1− λ)B(x(λ)− s).
Fig. 4.7 – La courbe parametrée {x(λ), λ ∈ [0, 1]}. Elle est les lieux des points x(λ)
où les vecteurs normaux aux ellipsoïdes sont parallèles.
Par conséquent, la fonction de contact est donnée par le problème de maxi-
misation en λ suivant
F(A, B) = max
λ∈[0,1]
S(x(λ),λ).
La fonction S(x(λ),λ) a un maximum unique dans l’intervalle λ ∈]0, 1[. La valeur
λc où la fonction atteint son maximum est appelée le paramètre de contact et le
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point xc = x(λc) est appelé le point de contact.
La dérivée par rapport à λ de la fonction S(x(λ),λ) s’écrit :
S′(x(λ),λ) = { f (x(λ))− g(x(λ))}+ 2x′(λ)T{λA(x(λ)− r)+ (1−λ)B(x(λ)− s)}.
D’après l’équation (4.14) a l’extremum on a
S′(xc,λc) = f (xc)− g(xc) = 0. (4.15)
Alors on peut conclure que le point de contact xc est l’intersection de la courbe
x(λ) avec la surface f (x) = g(x) (Voir Figure 4.7). L’équation (4.15) donne
f (xc) = g(xc). (4.16)
Donc d’après l’équation (4.15), la fonction de contact est donnée par
F(A, B) = f (xc) = g(xc). (4.17)
D’après l’équation (4.17) le point de contact xc se trouve sur l’ellipsoïde f (x) =
F(A, B) et sur l’ellipsoïde g(x) = F(A, B). D’après l’équation (4.14) les deux el-
lipsoïdes sont tangents extérieurement. En conséquence, la valeur de la fonction
de contact sert comme critère d’approche des deux ellipsoïdes. Si la valeur de
F(A, B) est inférieure à un, alors les ellipsoïdes f (x) = 0 et g(x) = 0 se che-
vauchent et vice versa. Lorsque F(A, B) est égale à un, les ellipsoïdes f (x) = 0 et
g(x) = 0 sont tangents extérieurement.
Le paramètre de contact λc peut être trouvé numériquement comme une
solution de l’équation (4.16) en approchant la surface f (x) = g(x) le long de la
courbe x(λ) :
λc : f (x(λc))− g(x(λc)) = 0.
La valeur de la fonction de contact peut être exprimée sous la forme
F(A, B) = R2G(A, B),
où R est la distance entre les centres des ellipsoïdes A et B.
D’où la définition du paramètre σPW(A, B) :
σPW(A, B) =
R√
F(A, B)
=
1√
G(A, B)
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La signification géométrique du paramètre σPW(A, B) de Perram-Wertheim est la
distance directionnelle la plus courte le long du vecteur liant les centres des deux
ellipsoïdes A et B.
Pour le calcul du potentiel de chevauchement on définit la fonction para-
métrique de contact fAB(λ) par :
fAB(λ) = λ(1− λ)xTABY−1xAB
où xAB = s− r et Y = λB−1 + (1− λ)A−1.
Cette fonction est strictement concave et le potentiel de chevauchement est
défini par :
fAB(λ¯) = max
0≤λ≤1
fAB(λ).
La fonction fAB(λ) peut être écrite comme une fonction rationnelle :
fAB(λ) =
PAB(λ)
QAB(λ)
=
λ(1− λ)zT adj(λi + (1− λ)D)z
det(λi + (1− λ)D)
où z = B1/2xAB et D = B1/2A−1B1/2.
Le maximum unique de fAB(λ) peut être déterminé en calculant la ra-
cine de la dérivée première, qui revient à chercher la racine unique du polynôme
SAB(λ) = P′AB(λ)QAB(λ)− PAB(λ)Q′AB(λ). Alors le point de contact xc des deux
ellipsoïdes est :
xc = r + (1− λ¯)A−1Y−1xAB = s + λ¯B−1Y−1xAB.
Les coefficients des polynômes PAB et QAB peuvent être calculés en utilisant un
logiciel de calcul formel tel que Mapler ainsi que les expressions
λ(1− λ)(zT adj(λI + (1− λ)D)z)
et
det(λI + (1− λ)D).
4.2.3.2 Contact entre ellipses
Comme on l’a déjà montré dans le cas des ellipsoïdes, à l’aide d’une trans-
formation affine on peut transformer le problème de contact entre deux ellipses à
un problème de contact entre une ellipse et un cercle.
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Soit l’ellipse A définie, dans son référentiel, par l’équation
x2
a2
+
y2
b2
= 1,
et le cercle B défini par l’équation
(x− xD)2 + (y− yD)2 = R2
DX
.
.
b
a
ϕ
Fig. 4.8 – Point de contact en 2D.
Cherchons maintenant le rayon et le point de contact C = (x, y) où l’ellipse
A et le cercle B sont tangents extérieurement (voir Figure 4.8). Le système de trois
inconnues doit avoir trois équations dont la troisième est définie par la direction
opposée des vecteurs normaux de l’ellipse et du cercle.

 xa2y
b2

 = −α2
(
x− xD
y− yD
)
Et avec le vecteur unitaire :
1√
x2
a4 +
y2
b4

 xa2y
b2

 = −1√
(x− xD)2 + (y− yD)2
(
x− xD
y− yD
)
.
Comme la solution est un point de l’ellipse, nous utilisant la paramétrisa-
tion x = acosϕ et y = bsinϕ, et la dernière équation peut s’écrire
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ab√
(acosϕ)2 + (bsinϕ)2

 xa2y
b2

 = −1
R
(
x− xD
y− yD
)
.
Ou encore : 

R =
1√
(acosϕ)2 + (bsinϕ)2
xD − acosϕ
bcosϕ
,
R =
1√
(acosϕ)2 + (bsinϕ)2
yD − bsinϕ
asinϕ
.
Donc ϕ vérifie l’équation :
axDtgϕ+ (b
2 − a2)sinϕ = byD.
Posons t = tg ϕ2 . Alors tgϕ =
2t
1− t2 et sinϕ =
2t
1+ t2
. Donc l’inconnue t vérifie
l’équation :
2t(1+ t2)axD + (b2 − a2)2t(1− t2) = byD(1− t4),
ou encore
byDt
4 + (−2(b2 − a2) + 2axD)t3 + (2(b2 − a2) + 2axD)t− byD = 0.
Finalement ϕ = 2arctg(t) et le point de contact est
C =
(
acos(ϕ)
bsin(ϕ)
)
4.2.3.3 Contact ellipsoïde-plan
Sans perte de généralité, on va définir le problème de contact ellipsoïde-
plan dans un référentiel lié à l’ellipsoïde. Soit alors l’ellipsoïde A :
A : x
2
a2
+
y2
b2
+
z2
c2
≤ 1,
et le plan P défini par :
P : α(x− x0) + β(y− y0) + γ(z− z0) = 0.
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ou encore
P : αx + βy + γz− d = 0, d = αx0 + βy0 + γz0
Fig. 4.9 – Le point de contact entre un plan et un ellipsoïde.
Le but est de déterminer le point C (voir Figure 4.9) dont le plan P est
tangent à l’ellipsoïde A. Or l’équation du plan tangent à l’ellipsoïde au point
C = (xc, yc, zc) s’écrit :
2xc
a2
x +
2yc
b2
y +
2zc
c2
z = 0
et par comparaison des équations des plans (tangent et P), on peut déduire que
les deux vecteurs normaux sont colinéaires. C’est à dire
2


xc
a2yc
b2zc
c2

 = k


α
β
γ


d’où
(xc =
kαa2
2
, yc =
kβb2
2
, zc =
kγc2
2
).
Et comme C ∈ P on obtient
k =
2d
(αa)2 + (βb)2 + (γc)2
.
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4.3 Nouvel algorithme
Dans la méthode du potentiel géométrique, on doit résoudre les deux sys-
tèmes non-linéaires (4.11) et (4.12). Nous proposons maintenant un algorithme
itératif qui converge rapidement vers les solutions de ces deux de systèmes. Le
temps CPU pour l’obtention de la solution par cet algorithme est une fraction du
temps de résolution d’un tel système par la méthode de Newton. La principale
idée de l’algorithme proposé combine le résultat théorique sur l’intersection des
ellipsoïdes [115] avec la méthode du potentiel géométrique.
En coordonnées homogènes X = (x, y, z, 1)T, on définit l’ellipsoïde A par
l’inégalité
XTAX ≤ 0,
et l’ellipsoïde Be semblable à l’ellipsoïde B par l’inégalité
XTBeX ≤ e,
L’équation caractéristique des deux ellipsoïdes A, Be est défini par
he(λ) = det(λA + Be) = 0
Proposition 4.3.1. Si he(λ) = det(λA + Be) = 0 a une racine positive double λ0, alors
A et Be ont un point de contact réel (x0, y0, z0), et X0 = (x0, y0, z0, 1)T est le vecteur
propre de −A−1Be associé à la valeur propre λ0.
Démonstration. Soit X0 le vecteur propre de −A−1Be associé à la valeur propre
λ0. Donc −A−1BeX0 = λ0X0, ou d’une manière équivalente, λ0AX0 + BeX0 = 0.
Par conséquent, le plan tangent, XTAX0 = 0, à A en X0 est identique au plan
tangent, XTBeX0 = 0, à B en X0. Alors A et Be ont un réel point de contact X0,
et X0 est le vecteur propre de −A−1Be associé à la valeur propre λ0.
Notre algorithme pour la détermination du point de contact entre A et B
permet dans une première étape de vérifier si le contact existe. Ceci peut être
rapidement vérifié, en effet, si h(λ) = 0 n’a pas de racines positives. Alors nous
procédons à la deuxième étape de calcul des points de contacts C et C′.
Le système (4.11) est maintenant formulé comme suit :
{
Cherchons X0 et e tel que
A et Be ont un point de contact réel X0.
(4.18)
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La recherche de X0 et de e revient à résoudre un problème géométrique
délicat. En effet, la recherche d’un vecteur X0 dans l’intersection des deux ellip-
soïdes est un problème non-linéaire. Cependant, si les deux ellipsoïdes A et B
sont en chevauchement alors nous sommes sûrs qu’il existe e tel que he(λ) = 0
a une racine positive double. Comme indiqué auparavant, l’équation XTBeX = e
définit la surface extérieure d’une famille d’ellipsoïdes Be. Lorsque e = −1 l’ellip-
soïde B−1 se dégénère en un point qui est le centre commun de cette famille des
ellipsoïdes Be (voir Figure 4.10). Par conséquent nous concluons que e ∈ [−1, 0].
.g=−1
f=0 g=0
g=e−
g=e+
g=e
Fig. 4.10 – Schématisation géométrique de la procédure pour le calcul de e.
Alors (4.18) peut être reformulé comme suit :
{
Cherchons e ∈ [−1, 0] tel que
he(λ) a une racine positive double.
(4.19)
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Algorithme
1. Initialisation : test = faux, e0 = 0, a0 = −1, b0 = 0, k = 0.
2. Tant que (test == faux) faire
3. Si hek(λ) = 0 a une racine positive double λk, alors
(λ, e) = (λk, ek), test = vrai.
Aller à l’étape 8.
4. Si hek(λ) = 0 a deux racines positives distinctes λ1,k et λ2,k,
alors A et Bek sont disjoints.
Prenons ak+1 = ek, bk+1 = bk.
et λk = (λ1,k + λ2,k)/2.
5. Si non A et Bek se chevauchent.
Prenons ak+1 = ak, bk+1 = ek.
6. ek+1 =
ak+1 + bk+1
2
,
k = k + 1.
7. Si | ek−1 − ek |< ǫ alors test = vrai.
8. Fin faire.
9. Cherchons X0 solution du système linéaire (λA + Be)X = 0.
Notre algorithme doit commencer par e0 ∈ I0 = [a0, b0], où a0 = −1 et
b0 = 0. Alors pour chaque itération k = 1, 2, . . . nous examinons si A et Bek−1 sont
disjoints en regardant les racines de hek−1(λ) = 0. Si oui, alors Ik = [ak, bk] où
ak = (ak−1 + bk−1)/2 et bk = bk−1. Sinon, nous prenons Ik = [ak, bk] où ak = ak−1
et bk = (ak−1 + bk−1)/2. Ce processus est répété jusqu’à ce que |ek+1− ek| est plus
petit qu’une valeur ǫ donnée.
4.3.0.4 Convergence
La convergence de cette procédure itérative est garantie par le fait qu’à
chaque itération, l’intervalle Ik = [ak, bk] pour les valeurs possibles de ek est divisé
en deux moitiés. Soit dk+1 = | ek+1− ek |, alors d0 = 1 ; d1 =| e1− e0 |= 12 , et pour
chaque valeur de k = 1, 2, . . . nous prenons dk+1 =
1
2dk =
1
2k
.
L’étape finale dans l’algorithme est de trouver le point de contact C =
(xc, yc, zc) obtenu en calculant le vecteur propre X0 = (xc, yc, zc, 1) associé à λ, ce
qui est équivalent à résoudre le système linéaire suivant (λA + Be)X = 0.
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4.3.1 Comparaison des méthodes de résolution du problème de
contact
Dans le but de déterminer les avantages, nous comparons dans le tableau 4.1
les temps de calcul pour les trois méthodes de (Perram et Wertheim [85], Poten-
tiel géométrique [63] et le nouvel algorithme 4.3) de résolution du problème de
contact.
Tab. 4.1 – Temps de calcul sur un (Intel P4 3.66 GHZ). (I) : Perram et Wertheim
(II) : Potentiel géométrique (III) : Nouvel algorithme
10000 grains (I) (II) (III)
Temps CPU (s) 1.22 0.98 0.38 0.31
Précision – – 1.0e-06 1.0e-03
Temps/Système (s) 1.22e-04 0.98e-04 3.8e-05 3.1e-05
Pour cela, nous générons dix mille grains ellipsoïdaux aléatoires dans un
cylindre circulaire. La précision de la solution peut être fixée dans le nouvel algo-
rithme pour lequel nous avons choisi deux valeurs 1.0e-06 et 1.0e-03. En plus de
la précision et de la robustesse, on remarque une amélioration dans le temps de
calcul du nouvel algorithme (à peu près trois fois plus rapide).
4.3.2 Résultats de simulation
La simulation actuelle est le résultat de l’intégration du nouvel algorithme
de détection de contact des ellipsoïdes dans le logiciel de simulation d’écoulement
granulaire rapide RGFLOW, précédemment développé par Moakher [71] pour la
simulation des particules sphériques. La visualisation graphique des résultats est
faite à l’aide du logiciel POV-Ray (www.povray.org).
Mille particules ellipsoïdales sont aléatoirement placées avec des vitesses
initiales à l’intérieur d’un cylindre circulaire de rayon R = 0, 03 m et de longueur
L = 0, 06 m. Sous la seule action de la pesanteur, les particules se déposent dans
la partie inférieure du cylindre. Après l’étape d’initialisation, le cylindre se met
en rotation autour de son axe de révolution avec une vitesse angulaire constante
égale à 60 tr.min−1. Les propriétés physiques et géométriques des particules uti-
lisées dans cette simulation sont récapitulées dans le tableau 4.2.
Les résultats de la simulation sont représentés dans la Figure 4.11 à t = 0 s
(après que les particules se soient déposées et juste avant que le cylindre se mette
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Tab. 4.2 – Données de particules ellipsoïdales
Nombre de particules 1000
Semi-axes des particules (2, 3, 2) mm
Masse 0.125 g
Vitesse angulaire 60 tr.min−1
Coefficient de rigidité normale 3000 Pa
Coefficient de restitution 0.7
Coefficient de frottement 0.4
Rapport de rigidité tangentielle/normale 0.7
en rotation), ainsi qu’au temps t = 0,1 s. à cette première étape, les particules se
déplacent librement, animées par une vitesse initiale et par l’effet de la pesanteur.
Dans la Figure 4.12, nous présentons les résultats obtenus aux instants t = 0,4 et
0,5 s.
Fig. 4.11 – Photo des grains dans le cylindre à t = 0 s et à t = 0,1 s .
4.3.3 Conclusion
Dans cette partie du chapitre nous avons développé et implémenté un nou-
vel algorithme pour la détection et le calcul du point de contact de particules
ellipsoïdales. Cet algorithme consiste à résoudre une série de polynômes de de-
gré 4 et un système linéaire au lieu de résoudre un système non-linéaire de cinq
équations, ce qui constitue un avantage par rapport à d’autres méthodes. En effet,
il y a une nette amélioration dans le temps de calcul et dans la robustesse de ces
algorithmes.
L’idée principale de cet algorithme est la possibilité d’encadrement du
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Fig. 4.12 – Mouvement dans le cylindre en rotation à t = 0,4 s et t = 0,5 s.
nombre e de telle sorte que les ellipsoïdes Be et A aient un seul point de contact.
Dans la première partie, l’algorithme détermine e et la racine double positive λ
de l’équation caractéristique des deux ellipsoïdes. Puis dans la seconde partie il
recherche le vecteur propre X0 associé à λ.
Dans la simulation de la DEM du mélange granulaire, il y a deux types de
contact : le contact entre les grains qui est un contact externe, et le contact entre
les grains et les parois du mélangeur qui est un contact interne. Dans ce dernier
cas les résultats de [115] sont désormais inapplicables. La généralisation de ces
résultats et leur utilisation dans la simulation granulaire d’écoulement est le but
de la prochaine partie du chapitre.
4.4 Condition algébrique de contact interne
Nous présentons dans la suite une condition algébrique pour le contact
interne et un nouvel algorithme pour le point de contact et la distance de che-
vauchement entre deux ellipsoïdes. La détermination du signe des racines de
l’équation caractéristique de deux ellipsoïdes permet la détection du contact. En
effet, les racines de l’équation caractéristique changent de signe selon l’état de
deux ellipsoïdes : séparation, inclusion ou chevauchement.
Définition 4.4.1. Soient A et B deux ellipsoïdes alors on dit que :
– B est inclus dans A si A∩ B = B (Figure 4.13-a).
– A et B sont tangents intérieurement si A ∩ B = A ou B et leurs surfaces
externes ont un seul point en commun (voir Figure 4.13-b).
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– A et B sont en contact si leurs surfaces externes ont des points en commun.
(voir Figure 4.13-c).
Le but de cette partie du chapitre est de montrer les résultats suivants :
1. A ∩ B = A ou B si, et seulement si, l’équation caractéristique h(λ) = 0 a
quatre racines négatives (voir Figure 4.13-a).
2. A et B se touchent intérieurement en un seul point si, et seulement si, l’équa-
tion caractéristique h(λ) = 0 a une racine négative double (Voir Figure 4.13-
b).
(a) (c)(b)
Fig. 4.13 – Contact interne entre deux ellipsoïdes
4.4.1 Intersection de deux ellipsoïdes
Théorème 4.4.1. L’équation caractéristique h(λ) = 0 a au moins deux racines négatives.
Démonstration. (voir proposition 4.2.2)
Lemme 4.4.1. Si deux ellipsoïdes A et B se touchent intérieurement en un seul point,
alors leur équation caractéristique h(λ) = 0 a une racine négative double.
Démonstration. Supposons que A ∩ B = B et XT0 AX0 = XT0 BX0 = 0, X0 est le
point tangent entre A et B. Alors A et B ont le même plan tangent en X0 et
BX0 = −λ0AX0 pour une valeur réelle λ0 6= 0. Ainsi, (λ0A + B)X0 = 0 et λ0 est
une racine de h(λ) = 0. Considérons le point U0 de coordonnées homogènes tel
que UT0 AU0 = 0 et V0 le point d’intersection de la droite passant par X0, U0 et
la surface extérieure de B, alors VT0 BV0 = 0. Soit Y0 un point de la droite passant
par X0, U0 et dans B alors dans A, alors YT0 BY0 < 0 et YT0 AY0 < 0. Il est évident
que :
U0 = sY0 + (1− s)X0; s > 1
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V0 = rY0 + (1− r)X0; r > 1
0 = UT0 AU0 = ((1− s)X0 + sY0)TA((1− s)X0 + sY0)
= ((1− s)XT0 + sYT0 )A((1− s)X0 + sY0)
= (1− s)2XT0 AX0 + s2YT0 AY0 + 2s(1− s)YT0 AX0; XT0 AX0 = 0
= s2YT0 AY0 + 2s(1− s)YT0 AX0.
YT0 AX0 = −
s
2(1− s)Y
T
0 AY0 < 0
Et VT0 BV0 = 0 implique que Y
T
0 BX0 = −
r
2(1− r)Y
T
0 BY0 < 0.
Or (λ0A + B)X0 = 0, on obtient YT0 (λ0A + B)X0 = λ0Y
T
0 AX0 + Y
T
0 BX0 =
0.
Ceci implique que λ0 = − Y
T
0 BX0
YT0 AX0
< 0.
Le produit des quatre racines de h(λ) = 0 est égale à (abcr)2 > 0, h(λ) = 0 a
deux racines négatives, λ0 < 0 alors la quatrième racine λ1 doit être négative.
Maintenant on doit montrer que λ0 = λ1.
Supposons que λ0 6= λ1, alors X1 6= X0 le vecteur propre associé à λ1. Alors
(λ0A + B)X0 = 0, (λ1A + B)X1 = 0 et XT1 (λ0A + B)X0 = 0, X
T
0 (λ1A + B)X1 =
0, λ0 6= λ1, alors XT1 BX0 = XT1 AX0 = XT0 BX1 = XT0 AX1 = 0. Ceci implique que
X1 est un point en commun du plan tangent àA et à B et X1 est un point extérieur
à A et à B. Donc XT1 AX1 = XT1 BX1 > 0 et XT1 (λ1A + B)X1 > 0, absurde car
(λ1A + B)X1 = 0.
* X0
A B
* U0
* V0
* Y0
Fig. 4.14 – A et B se touchent intérieurement en un seul point X0.
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Lemme 4.4.2. Si l’équation caractéristique h(λ) = 0 a une racine négative double, alors
les deux ellipsoïdes A et B se touchent intérieurement en un seul point.
Démonstration. Soit λ0 6= 0 la racine négative double de l’équation h(λ) = 0 et
X0 le vecteur propre associé à λ0. Donc λ0 est une valeur propre de −A−1B de
multiplicité 2. Alors on peut définir le vecteur propre généralisé X1 où
(λ0 I−A−1B)2X1 = 0 = (λ0 I−A−1B)X0. Ceci implique que (λ0 I−A−1B)X1 =
X0.
Puisque A et B sont symétriques on a
XT0 AX0 = ((λ0 I−A−1B)X1)TA(λ0 I−A−1B)X1 = XT1 A(λ0 I−A−1B)2X1 = 0.
XT0 BX0 = ((λ0 I −A−1B)X1)TB(λ0 I −A−1B)X1 = XT1 B(λ0 I −A−1B)2X1 = 0.
Alors X0 est un point des deux ellipsoïdes A et B. Puisque X0 est le vecteur
propre associé à λ0, alors h(λ0) = (λ0A + B)X0 = 0. Donc les plans tangents à A
et à B en X0, XTAX0 = XTBX0 = 0 sont identiques. Nous concluons que A et B
sont tangents en X0.
Théorème 4.4.2. (Bhatia [16])
Soit aj(t), 1 ≤ j ≤ n, des fonctions à valeurs complexes continues et définies sur
un intervalle I. Alors il existe des fonctions continues λ1(t), . . . ,λn(t), tel que ∀t ∈ I
constituent les racines du polynôme unitaire xn − a1(t) · xn−1 + · · ·+ (−1)n · an(t).
Lemme 4.4.3. Si les surfaces externes deA et B ont des points en commun, alors h(λ) =
0 n’a pas quatre racines négatives.
Démonstration. Supposons que h(λ) = 0 a quatre racines négatives. Il est démon-
tré que h(λ) = 0 a une racine positive double si A et B sont tangents extérieure-
ment [115], et a une racine négative double si A et B sont tangents intérieurement
Lemme 4.4.2. Alors les deux racines changent de signe du positif au négatif par les
valeurs 0 ou ∞, sans jamais devenir imaginaires, ce qui est en contradiction avec
la continuité de la solution (théorème 4.4.2) et le fait que le plus haut coefficient
de h(λ), qui est −(abc)−2, n’est pas une constante nulle.
Lemme 4.4.4. Si A∩ B = A ou B, alors h(λ) = 0 a quatre racines négatives.
Démonstration. Si A ∩ B = A ou B, alors les deux ellipsoïdes sont tangents inté-
rieurement ou bien l’un inclus dans l’autre.
Nous avons prouvé que si deux ellipsoïdes A et B sont tangents intérieu-
rement, alors h(λ) = 0 a une racine négative double ce qui implique que h(λ) = 0
a quatre racines négatives (théorème 4.4.1).
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Si A ∩ B = A ou B et les deux ellipsoïdes A et B ne sont pas tangents
intérieurement, alors A est inclus dans B ou B est inclus dans A. Supposons que
B soit inclus dans A et il est de même pour A.
Si A et B0 ont le même centre (x0 = y0 = z0 = 0), alors h(λ) = 0 a
quatre racines négatives (−a2,−b2,−c2,−r2). Supposons que l’ellipsoïde B(t) est
en mouvement continu de B(t0) à B(t1), où les surfaces extérieures de A et de
B(t), pour t ∈ [t0, t1] n’ont pas de points en commun. Supposons que h(λ, t) = 0
n’a pas quatre racines négatives distinctes et prouvons qu’il y a une contradiction.
D’après [16], pour tous coefficients continus complexe d’un polynôme on associe
des racines continues. D’après le théorème 4.4.1 h(λ) = 0 a deux racines négatives
λ3(t) et λ4(t) et on note λ1(t) et λ2(t) les deux autres racines. Pour B(t0), h(λ) = 0
a quatre racines négatives alors λ1(t0) et λ2(t0) sont négatives.
Si les racines changent de signe alors,
– λ1(t) et λ2(t) changent de signe du négatif au positif par les valeurs 0
ou ∞, sans jamais devenir imaginaire ;
– λ1(t) et λ2(t) sont une paire de racines imaginaires conjuguées.
Pour le premier cas, si h(λ) = 0 a des racines positives, alors les deux ellipsoïdes
sont séparées [115], ce qui est impossible car pour t ∈ [t0, t1] l’ellipsoïde B(t) est
inclus dans A.
D’après l’équation (4.7) le plus haut et le plus bas coefficients de h(λ, t) = 0 sont
−(abc)−2 et −r2, respectivement. Le produit des quatre racines de h(λ, t) = 0 est
(abcr)2 > 0, donc non nul.
Pour le deuxième cas, si λ1(t) et λ2(t) sont une paire de racines imaginaires
conjuguées, alors l(λ, t) = 0 a un discriminant négatif et ∆(ti) = 0 pour une
certaine position de B(ti), avec h(λ, t) = α(λ− λ3(t))(λ− λ4(t))l(λ, t).
∆(ti) = 0, implique que λ1(ti) = λ2(ti). D’après le premier cas λ1(ti) et λ2(ti) ne
peuvent pas être des racines positives. Alors λ1(ti) = λ2(ti) < 0, ce qui implique
d’après le lemme 4.4.2, que A(ti) et B(ti) sont tangents intérieurement. Ceci est
impossible, car par hypothèse les surfaces extérieures de A(t) et de B(t) n’ont
pas de points en commun pour tout t ∈ [t0, t1].
Conclusion : λ1(t) et λ2(t) sont négatives pour tout t ∈ [t0, t1] et l’équation h(λ) =
0 a quatre racines négatives.
Lemme 4.4.5. Si l’équation caractéristique h(λ) = 0 a quatre racines négatives dis-
tinctes, alors A∩ B = A ou B.
Démonstration. Supposons que h(λ) = 0 a quatre racines négatives distinctes alors
les deux ellipsoïdes A et B sont :
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– Séparées ;
– Les surfaces extérieures de A et de B ont des points en commun ;
– A et B sont tangents ;
– A∩ B = A ou B.
Le premier cas est impossible car si A et B sont séparés alors d’après [115]
h(λ) = 0 a deux racines positives distinctes, ce qui est en contradiction avec
l’hypothèse.
Pour le deuxième cas, si les surfaces extérieures de A et de B ont des points en
commun, alors d’après le lemme 4.4.3 h(λ) = 0 n’a pas quatre racines négatives,
ce qui est absurde.
Finalement pour le troisième cas, si A et B sont tangents alors h(λ) = 0 a une
racine double positive ou négative ce qui contredit la prédiction des quatre racines
négatives distinctes.
Ainsi A∩ B = A ou B.
Théorème 4.4.3. Soient deux ellipsoïdesA et B avec leur équation caractéristique h(λ) =
0.
1. A et B se touchent intérieurement en un seul point si, et seulement si, h(λ) = 0 a
une racine négative double.
2. A∩ B = A ou B si, et seulement si, h(λ) = 0 a quatre racines négatives.
Démonstration. (succincte)
1. pour la première partie de ce théorème on a :
– Si A et B se touchent intérieurement en un seul point, alors d’après le
lemme 4.4.1 h(λ) = 0 a une racine négative double.
– ’Seulement si’ : si h(λ) = 0 a une racine négative double, alors d’après le
lemme 4.4.2 A et B se touchent intérieurement en un seul point.
2. Et pour la deuxième partie :
– Si A∩B = A ou B, alors d’après le lemme 4.4.4 h(λ) = 0 a quatre racines
négatives.
– ’Seulement si’ : si h(λ) = 0 a quatre racines négatives, alors d’après le
lemme 4.4.5 et le lemme 4.4.2 A∩ B = A ou B.
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4.4.2 Algorithme de contact interne
Dans la méthode du potentiel géométrique on résout deux systèmes non
linéaires. Nous proposons dans la suite un algorithme itératif qui converge rapi-
dement vers la solution. La principale idée de l’algorithme repose sur la combi-
naison de la condition algébrique du contact de deux ellipsoïdes avec la méthode
du potentiel géométrique (voir Figure 4.15).
 

(a)
* c
* c’
Fig. 4.15 – Contact interne entre deux ellipsoïdes : Algorithme
Si A et Be ont un réel point de contact X0, alors X0 est un vecteur propre de
−A−1Be associé à la valeur propre λ0. Une procédure pour la détermination du
possible point de contact entre les surfaces extérieures de A et de B doit vérifier
d’abord si le contact existe. Ceci peut être rapidement déterminé en vérifiant si
h(λ) = 0 n’a pas quatre racines négatives distinctes. Si c’est le cas alors nous
procédons à la recherche des points C et C′.
Le problème est formulé comme suit :
{
Cherchons X0 et e tel que
A et Be ont un réel point de contact X0.
(4.20)
La recherche de X0 et de e est un problème géométrique délicat. En effet,
la recherche d’un vecteur X0 dans l’intersection des deux ellipsoïdes est un pro-
blème non linéaire. Cependant, si les deux surfaces extérieures de A et de B se
chevauchent alors nous sommes sûrs qu’il existe un réel e tel que he(λ) = 0 a une
racine négative double. Comme déjà indiqué, l’équation XTBeX = e définit la
surface extérieure d’une famille d’ellipsoïdes Be. Par conséquent nous concluons
que e ∈ [0, α] où α < 2.
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Par conséquent (4.20) peut être reformulé comme suit :
{
Cherchons e ∈ [0, α] tel que
he(λ) a une racine négative double.
(4.21)
Algorithme :
1. Initialisation : test = faux, e0 = 0, a0 = 0, b0 = α, k = 0.
2. Tant que (test == faux) faire
3. Si hek(λ) = 0 a une racine négative double λk,
alors (λ, e) = (λk, ek), test = vrai.
Aller à l’étape 8.
4. Si hek(λ) = 0 a quatre racines négatives λ1,k et λ2,k,
alors A∩ Bek = Bek
Prenons ak+1 = ek, bk+1 = bk
et λk = (λ1,k + λ2,k)/2.
5. Si non les surfaces extérieures de A et Bek se chevauchent.
Prenons ak+1 = ak, bk+1 = ek.
6. ek+1 =
ak+1 + bk+1
2
.
k = k + 1.
7. Si | ek−1 − ek |< ǫ alors test = vrai.
8. Fin faire.
9. Cherchons X0 solution du système linéaire (λA + Be)X = 0.
Notre algorithme cherche e0 ∈ I0 = [a0, b0], où a0 = 0 et b0 = α. Puis
à chaque itération k = 1, 2, . . . nous vérifions si A ∩ Bek−1 = Bek−1 en calculant
les racines de hek−1(λ) = 0. Si oui, alors Ik = [ak, bk] où ak = (ak−1 + bk−1)/2 et
bk = bk−1. Sinon, nous prenons Ik = [ak, bk] où ak = ak−1 et bk = (ak−1 + bk−1)/2.
Ce processus itératif est répété jusqu’à ce que |ek+1 − ek| soit plus petit qu’une
valeur de tolérance ǫ. Dans la deuxième partie nous utilisons le même algorithme
pour trouver le point de contact C, mais avec e0 ∈ I0 = [a0, b0], où a0 = α et b0 = 0,
−1 < α < 0.
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4.4.3 Convergence
La convergence de cet algorithme itératif est garantie par le fait qu’à chaque
itération l’intervalle Ik = [ak, bk] des valeurs possibles de ek est réduit à sa moitié.
Soit dk+1 = | ek+1− ek |, alors, d0 =| α | et d1 =| e1− e0 |= |α|2 < 1, et pour chaque
k = 1, 2, . . . nous prenons dk+1 =
1
2dk =
|α|
2k
.
L’étape finale dans l’algorithme ci-dessus est naturellement l’étape de cal-
cul du point de contact C = (xc, yc, zc) qui est le vecteur propre X0 = (xc, yc, zc, 1)
associé à la valeur propre λ, la racine négative double de h(λ) = 0. Ceci revient à
résoudre le système linéaire (λA + Be)X = 0.
4.4.4 Simulations numériques
Dans un cylindre circulaire en rotation (rayon R = 0, 06 m et longueurs
L = 0, 08 m), dix mille particules ellipsoïdales sont générées aléatoirement (Fi-
gure 4.16). Sous l’action de la pesanteur, les particules se déposent dans la partie
inférieure du cylindre. Après cette étape d’initialisation, le cylindre se met en ro-
tation autour de son axe de révolution avec une vitesse angulaire constante égale à
30 tr ·min−1. Dans le tableau 4.3, on résume les propriétés des particules utilisées
dans les simulations numériques.
Tab. 4.3 – Propriétés des particules ellipsoïdales
Nombre de particules 10000
Semi-axes de particules (2, 3, 2) mm
Masse 0,125 g
Vitesse angulaire 30 tr ·min−1.
Coefficient de rigidité normaux 3000 Pa
Coefficient de restitution 0,7
Coefficient de frottement 0,4
Rapport de rigidité de tangential/normal 0,7
Le phénomène d’avalanche est présent pour des angles d’inclinaison de
la surface des particules dans le cylindre. Après quelques minutes de simulation
il apparaît deux zones de mouvement dans le mélangeur. Une zone stagnante
interne qui est caractérisée par une faible dynamique de particules ; Et une zone
externe dynamique dans laquelle il y a un mélange de particules.
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Fig. 4.16 – Photo dans un cylindre rotative à t = 1s et t = 1, 3s.
4.4.5 Conclusion
L’introduction de la condition algébrique du contact interne peut être gé-
néralisée pour d’autres formes quadratiques. Cependant, l’algorithme que nous
avons développé pour le calcul du point de contact présente une nouvelle ap-
proche dans la résolution du problème, qui peut être utile pour d’autres formes
convexes. Il est clair que ce nouvel algorithme est efficace dans le cas d’ellipsoïdes
en chevauchement, et particulièrement pour le calcul du point de contact et de la
distance de chevauchement avec un grand degré de précision. Bien que ce travail
est l’objet d’une publication [108], le comportement numérique et l’optimisation
de ce nouvel algorithme sont également d’une grande importance pour la suite.
Chapitre 5
Modélisation et simulation dans un
mélangeur granulaire
Si les questions vous angoissent, ne soyez pas scientifique.
Boris Cyrulnik.
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5.1 Introduction
La validation expérimentale est d’une grande importance pour nos simu-
lations. On se propose dans ce chapitre d’étudier l’écoulement et le mélange des
matériaux granulaires dans un mélangeur à cerceaux puis de faire le couplage
des deux modèles DEM et chaîne de Markov.
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La simulation du mélange dans les milieux granulaires avec la DEM s’est
développé rapidement avec les progrès informatiques [74, 92]. Mais les résultats
de simulation sont présents toujours sous la forme de coordonnées et d’orienta-
tions des particules, d’où la nécessite de développer des outils pour les analyser.
Dans l’industrie il est nécessaire d’avoir des moyens pour évaluer quantitative-
ment la qualité de mélange. Pour mesurer la performance d’un mélangeur ou
pour voir les effets de la taille de particule, la densité et la nature du mouvement
sur la qualité de mélange [7]. Plusieurs indices ont été développés pour évaluer
quantitativement l’efficacité de mélange dans des industries de transformation
[43, 3].
La qualité du mélange "idéal" (c’est-à-dire un mélange où la probabilité de
l’échantillon de n’importe quelle partie aura la même composition) est critiqué
par Buttler [23]. En effet, la plupart des travaux se concentre sur la probabilité et
la statistique et ignorent le rôle des propriétés physiques des particules comme
la taille, la densité, le nombre, la taille, la géométrie et l’emplacement des échan-
tillons qui influence pourtant le traitement statistique de mélange.
Pour quantifier la qualité du mélange, plusieurs indices ont été définis.
Parmi les plus célèbres on trouve l’indice de Lacey [60, 61] basé sur le nombre de
particules. Cet indice a été largement discuté et utilisé par plusieurs chercheurs
[92, 118, 119]. Malgré sa simplicité apparente l’indice de Lacey souffre de deux
problèmes. Généralement la variance du mélange dépend de la taille de l’échan-
tillon extrait. Il peut aussi être invalide dans le cas du mélange de différentes type
de particules [119, 61].
Dans l’industrie agro-alimentaire par exemple, on cherche à produire des
denrées dont les proportions de chaque constituant sont identiques, ou au moins
en decà d’une certaine tolérance, d’ailleurs plus ou moins bien exprimée. Dans
l’industrie pharmaceutique, un comprimé est obtenu à partir du mélange de plu-
sieurs constituants granulaires, parfois une quinzaine, dont plusieurs sont sou-
mis à des standards et des contrôles bloquants. Les coûts associés à une non-
conformité de lot peuvent être couramment de l’ordre de 50 000 euros. On peut
également citer les industries cosmétiques, céramiques, des explosifs, ... Dans
tous les cas, on cherche à obtenir un produit final homogène répondant à des
propriétés d’usage, réalisé à partir de particules de propriétés différentes, et qui
s’écoulent différemment. Être à même de modéliser cet écoulement, en rendant
compte de toute la complexité des processus, est donc particulièrement motivant.
Dans ce chapitre, nous proposons d’une part, de valider des résultats issus
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de la simulation numériques avec des résultats expérimentaux, en se basant sur
le suivi du mouvement d’un grain dans le mélange. Et d’autre part, de faire le
couplage entre les deux modèle DEM et chaîne de Markov. Après avoir décrit
les dispositifs expérimentaux (mélangeur à cerceaux) et particules utilisées, nous
commentons les résultats obtenus. Les résultats de simulation des particules el-
lipsoïdales dans le mélangeur à cerceaux sont ensuite présentés et comparés à
l’expérience.
5.2 Matériels, méthodes et résultats expérimentaux
Les études expérimentales reportées ici ont été réalisées sur un mélangeur
à cerceaux. Les dimensions du mélangeur (Figure 5.1) sont, diamètre : 17 cm, lon-
gueur : 22 cm, inclinaison par rapport à l’horizontale : 30o. Le temps d’opération
est fixé à 3 minutes. On explorera différentes vitesses de rotation de la cuve. La
relation de conversion des vitesses de rotation affichée sur la machine à la vitesse
réelle de rotation du mélangeur est déduite de façon expérimentale. La loi est
presque linéaire :
Vitesse de rotation du cylindre = Vitesse de rotation du moteur (affichée) / 16,35.
Fig. 5.1 – Mélangeur à cerceaux utilisé dans cette étude
Les manipulations ont pour but de suivre le mouvement d’un grain parti-
culier (une noisette de taille proche de 19 mm et de masse 1,94 g) parmi un grand
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nombre de particules quasiment identiques et ellipsoïdales (grains de polyéthy-
lène) dans le mélangeur. La taille moyenne d’un de ces grains est de 3,5 mm pour
une masse de 0,125 g.
Le mouvement de ce grain a été suivi en filmant l’opération par un camé-
scope numérique. On a ainsi pu s’apercevoir que l’écoulement de cette particule
est de nature périodique. Nous avons ainsi relevé la fréquence d’apparition de ce
«traceur» à la surface d’écoulement. Les expériences reportées dans le tableau 5.1
correspondent à une moyenne sur trois essais et sont dans une large mesure re-
productibles.
Tab. 5.1 – Conditions opératoires étudiées et périodes d’apparition du grain tra-
ceur.
Polyéthylène
Nombre de grains 10 000 10 000 10 000
Vitesse de rotation de la cuve (tr.min−1) 4 8 12
Période d’apparition du grain à la surface (s) 9,8 4,9 3,5
On remarque sur ces données expérimentales que la période d’apparition
de la noisette à la surface suit une loi presque linéaire à la vitesse de rotation. Ceci
est dû au fait que sa taille est nettement plus grande que celle du polyéthylène, ce
qui implique que celui-ci reste à la «périphérie» de l’écoulement principal. Il ne
se comporte donc pas comme un traceur de l’écoulement, mais expérimente bel
et bien la ségrégation.
5.3 Simulations numériques et validation
5.3.1 Validation préalable du modèle
En gardant les mêmes propriétés des grains et du mélangeur, nous avons
simulé le mouvement de 10 000 grains de polyéthylène dans le mélangeur à cer-
ceaux avec différentes vitesses de rotation du cylindre (4, 8, 12 tr.min−1). La fré-
quence d’apparition de la noisette à la surface est traduite dans la simulation
numérique, par son passage par un plan, proche de la surface, que l’on détermi-
nera selon le taux de remplissage du mélangeur (Figure 5.2).
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Fig. 5.2 – Configuration à l’instant initial de la simulation (à droite) et de l’expé-
rience (à gauche)
La première remarque à faire est que la simulation prévoit également un
caractère périodique pour le mouvement de ce grain dans les «lit» des autres
particules. Ensuite, comme nous pouvons l’observer dans le tableau 5.2, les dif-
férences entre les périodes mesurées et simulées sont très faibles. Elles semblent
aussi être de nature aléatoire : pour 4 et 12 tr.min−1, la période est plus grande
en simulation que pour l’expérience alors que pour 8 tr.min−1, c’est l’inverse qui
se produit. Ce point est important car il dément la présence d’une erreur systé-
matique, et donc d’un manque dans le modèle. On peut donc imputer ces faibles
différences à des erreurs expérimentales, à une certaine polydispersité des tailles
de particules, a des formes non exactement ellipsoïdales de celles-ci.
Par ailleurs, on constate qu’une augmentation de la vitesse de rotation
conduit à une diminution de la période d’apparition du grain à la surface, et
ce de manière quasi-linéaire. En fait, le grain se comporte comme un «compteur
de tour» pour le mélangeur, dont on peut finalement se demander comment il
pourrait mélanger efficacement avec un mouvement induit aussi systématique et
aussi peu dispersif.
Tab. 5.2 – Comparaison des périodes d’apparition du grain telles que prévues par
le modèle et telles que relevées expérimentalement.
Polyéthylène
Nombre de grains 10 000 10 000 10 000
Vitesse de rotation de la cuve (tr.min−1) 4 8 12
Période d’apparition du grain à la surface (EXP) (s) 9,8 4,9 3,5
Période d’apparition du grain à la surface (SIMULATION)(s) 10,8 4,6 3,6
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5.4 Simulations à échelle réduite
Le temps de calcul nécessaire à la simulation à pleine échelle est de l’ordre
de trois jours avec une station de travail «classique». Pour diminuer ce temps,
on peut imaginer de construire un modèle hybride comportant des zones du
mélangeur bien définies à l’intérieur desquels on applique le code DEM. Pour
cela, nous avons en préalable réalisé des simulations à plus petite échelle, c’est-à-
dire :
– Soit à dimensions du mélangeur plus petit pour une taille de grains fixée.
– Soit à plus petit nombre de particules pour une taille du mélangeur fixée
(celle de l’appareil de laboratoire).
– Dans les deux cas, on gardera le taux de remplissage constant et égal à
37,5% en volume apparent.
Tout d’abord, nous fixons la taille des grains et nous faisons varier les
dimensions du mélangeur au travers du nombre de particules à simuler (voir
tableau 5.3), la taille du mélangeur augmentant avec ce nombre. On respectera
toutefois comme critère de similitude une égalité des rapports des rayons à celui
des longueurs de l’appareil. On observe qu’à vitesse de rotation constante, un mé-
langeur plus grand diminue la période caractéristique mais on peut difficilement
conclure sur l’effet combiné de ces variables, car vitesse et dimensions influent
ensemble sur les forces appliquées aux particules.
Tab. 5.3 – Simulations réalisées à taux de remplissage constant et taille de parti-
cules constante.
Polyéthylène
Nombre de grains 123 1000 2000
Vitesse de rotation de la cuve (tr.min−1) 24 24 18
Période d’apparition du grain à la surface (SIMULATION)(s) 2,8 1,4 6,3
Dans le tableau 5.4 nous avons reporté des simulations réalisées en main-
tenant constant le nombre de Froude (Fr = rW2/g, r étant le rayon du cylindre
et W la vitesse angulaire de la cuve). On ne fait donc toujours varier que la taille
du mélangeur via le nombre de particules. À Froude constant, on se rend compte
que la période caractéristique est indépendante de la vitesse de rotation d’une
part, mais aussi de la taille du mélangeur. Ceci suggère que l’on pourrait simuler
le mélange avec un nombre réduit de particules, et donc avec un faible temps de
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calcul, en se basant uniquement sur le nombre de Froude.
Ceci se confirme à la lecture du tableau 5.5 où l’on a cette fois joué sur
la taille des particules à dimensions «nominales» du mélangeur. On voit que la
période d’apparition du «traceur» ne dépend que de la vitesse de rotation et donc
du nombre de Froude. On constate surtout que l’on peut très bien estimer la pé-
riode caractéristique avec un nombre de particule très restreint (dix fois moins que
dans les expériences), et donc un temps de calcul extrêmement plus raisonnable.
Tab. 5.4 – Simulations réalisées à taux de remplissage constant, taille de particule
constante et nombre de Froude constant.
Polyéthylène
Nombre de grains 1000 1000 34000
Vitesse de rotation de la cuve (tr.min−1) 12 18 14
Période d’apparition du grain à la surface (SIMULATION)(s) 2,8 3,1 2,9
Tab. 5.5 – Simulations réalisées à taux de remplissage constant et dimensions du
mélangeur constantes.
Nombre de grains 1000 900 1000 900 1000 900
Vitesse de rotation de la cuve (tr.min−1) 4 8 12
Période d’apparition (SIMULATION)(s) 3,6 3,2 4,6 4,6 10,8 9,1
5.5 Couplage méthode des éléments discrets ellipsoï-
daux et chaîne de Markov
L’étude des matériaux granulaires, présente un grand intérêt pour l’indus-
trie (pharmaceutique, chimique, agro-alimentaire). En particulier, la modélisation
de l’écoulement, du mélange et de la ségrégation sont particulièrement impor-
tantes pour le dimensionnement et l’optimisation des procédés industriels. Après
avoir développé un logiciel pour la simulation numérique des éléments discrets
ellipsoïdaux, nous étions confrontés à la problématique du temps de simulation
nécessaire pour les applications industrielles dont le nombre de particules est de
l’ordre de 1014. En fait, cette limitation, principalement due aux lourdes tâches
de détection et de résolution de contact entre les particules, nous interroge sur la
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possibilité de trouver d’autres approches. La modélisation puis la simulation du
système granulaire à l’échelle d’un mélangeur est effectuée à l’aide du couplage
entre la méthode des éléments discrets et un modèle de chaîne de Markov [36],
qui ne nécessite pas un grand temps de calcul. Dans cette partie du chapitre, nous
proposons d’étudier l’écoulement des grains avec un modèle de couplage DEM
et chaîne de Markov. Nous utilisons les simulations numériques pour calculer la
matrice de transition et par la suite l’état du système à l’instant t. La validation ex-
périmentale des résultats issus du modèle est basée sur la distribution des grains
dans le mélangeur après un temps tm.
5.5.1 Dispositif expérimental
Le dispositif expérimental utilisé est un mélangeur à cerceaux (diamètre 17
cm ; longueur 22 cm, inclinaison par rapport à l’horizontale 30˚) qui a été modélisé
par ailleurs à un niveau plus global par une chaîne de Markov ([4] ; [107]) pour
décrire la possibilité d’existence d’une particule dans une zone donnée. Les mani-
pulations ont pour but de déterminer la distribution des grains dans le mélangeur,
initialement dans la première cellule, après un temps t. La taille moyenne d’un de
ces grains est de 3, 5mm pour une masse de 0,125 g. Le mélangeur est considéré
comme divisé en 11 cellules réparties sur sa longueur, une partie des grains est
colorée et introduite dans une des cellules. Un dispositif amovible est utilisé pour
réaliser la séparation physique entre les cellules du mélangeur (Figure 5.3) lors
du remplissage, et en fin d’expérimentation pour faire des prélèvements. Après la
récupération des grains de chaque cellule un programme de traitement d’image
nous permet de déterminer le nombre de grains colorés (introduits initialement
dans la cellule 1).
Fig. 5.3 – Dispositif expérimental : cylindre divisé en 11 cellules.
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5.5.1.1 Traitement d’images
Il s’agit ici d’une méthode très simple pour calculer le nombre de grains
colorés dans le mélange. La méthode consiste à prendre en photo le mélange
de grains bien étalé. Ensuite de calculer le nombre de pixels colorés en utilisant
un programme qui transforme l’image au niveau de gris. Il faut noter que pour
déterminer le nombre de grains à partir du nombre de pixels il faut calculer le
nombre de pixels par grains donc un seuil à partir duquel on considère un pixel
comme blanc ou noir. Puis de corriger l’erreur du traitement par une courbe
d’étalonnage (Figure 5.4) dont on compare le pourcentage du nombre des grains
déterminé par traitement d’image et le pourcentage du nombre des grains réel. Il
faut noter aussi que le nombre des grains réel est déterminé en utilisant la règle
des trois suivant laquelle on sait la masse M de N grains donc on peut calculer le
nombre N1 de grains dans un mélange de masse M1.
5.5.1.2 Etalonnage
On fait l’étalonnage sur 120g de polyéthylène en augmentant à chaque fois
le pourcentage des grains colorés dans le mélange. 100 grains de polyéthylène
pèsent 2,3475g. Donc dans 120g il y a 5112 grains.
Fig. 5.4 – Etalonnage.
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5.5.2 Chaîne de Markov
Une autre façon d’étudier l’écoulement des matériaux granulaires est d’uti-
liser le modèle de chaîne de Markov. Ce type d’approche a été utilisé en Génie
des Procédés “classique” pour des problématiques très diverses [102] et pour faire
face à la complexité des milieux pulvérulents et granulaires [14]. En temps discret
on définit une séquence de variables aléatoires Xn. L’ensemble de leurs valeurs
possibles est appelé l’espace d’états S, la valeur Xn étant l’état du processus au
moment n. Si la distribution de probabilité conditionnelle de Xn+1 sur les états
passés est une fonction de Xn seul, alors :
P(Xn+1 = x|X0, X1, X2, . . . ,Xn) = P(Xn+1 = x|Xn), où x est un état quel-
conque du processus.
Un vecteur stochastique X = (xj; j ∈ S) sur S est un vecteur qui vérifie
– xj ≥ 0 , ∀j ∈ S
– ∑j∈S xj = 1
Une matrice stochastique T = (T i,j; i, j ∈ S). T i,j est une fonction définie
sur S2 et à valeurs dans R qui vérifie
– T i,j ≥ 0 , ∀i, j ∈ S
– ∑i∈S T i,j = 1, ∀j ∈ S
Nous travaillons dans un espace des états finis et la distribution de pro-
babilité peut être représentée par une matrice stochastique appelée matrice de
transition T , dont l’élément (i, j) ne dépend pas de n dans le cas homogène. Dans
le cas discret et homogène l’état du système après n transitions est Xn = X0Tn.
Mais le plus important, de point de vue pratique, est la détermination de
la matrice de transition T . Ceci est rendu d’autant plus difficile que le processus
est généralement, ni homogène, ni linéaire. Nous proposons de résoudre cette
difficulté en réalisant le couplage de ce modèle avec la méthode des éléments
discrets.
En gardant les mêmes propriétés des grains et du mélangeur, nous avons
simulé le mouvement de 30 000 grains de polyéthylène dans le mélangeur à cer-
ceaux avec une vitesse de rotation du cylindre égale à 30 tr.min−1 (voir Figure 5.1).
Le but est de déterminer l’état du système à l’état n. Pour cela nous avons divisé
le cylindre en 11 cellules latéralement (voir Figure 5.3). L’état du système Xn est
ainsi la distribution des grains dans le mélangeur après n transitions, et selon ce
découpage en cellules. Avec le résultat des simulations de la DEM on récupère
les coordonnées des grains, et donc la répartition des grains dans le mélangeur
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après chaque transition. Les probabilités de transition sont alors les solutions d’un
système linéaire (X1 = X0T). Dont la solution moyenne peu être obtenu par la
méthode des moindres carrées. La validation du modèle consiste à faire une com-
paraison entre les états du système déduits par les deux modèles (DEM + chaîne
de Markov) et l’expérience.
Les expériences ont montré qu’après une transition, seul un faible pour-
centage de grain peut dépasser les quatre cellules adjacentes (deux à gauche et
deux à droite) (voir Figure 5.5) et que les probabilités de transition ne sont pas les
mêmes pour toutes les cellules car le nombre de grains et la surface d’échange ne
sont pas les mêmes pour toutes les cellules, d’où le choix du modèle de chaîne
de Markov non homogène, et pour simplifier le calcul nous prenons un modèle
linéaire. Alors la matrice de transition peut s’écrire sous la forme :
T =


p1 s1 t1 0 0 0 0 0 0 0 0
v2 p2 s2 t2 0 0 0 0 0 0 0
u3 v3 p3 s3 t3 0 0 0 0 0 0
0 u4 v4 p4 s4 t4 0 0 0 0 0
0 0 u5 v5 p5 s5 t5 0 0 0 0
0 0 0 u6 v6 p6 s6 t6 0 0 0
0 0 0 0 u7 v7 p7 s7 t7 0 0
0 0 0 0 0 u8 v8 p8 s8 t8 0
0 0 0 0 0 0 u9 v9 p9 s9 t9
0 0 0 0 0 0 0 u10 v10 p10 s10
0 0 0 0 0 0 0 0 u11 v11 p11


i−1 i+2i−2 i+1
.
.
.
Fig. 5.5 – Possibilité de transitions pour un grain initialement dans la cellule i.
Un grain se trouve dans la cellule i a la possibilité, après une transition,
soit de rester dans la même cellule i, soit de passer aux cellules adjacentes (i +
1 et i − 1), soit de passer aux cellules (i + 2 et i − 2), il existe a priori quatre
degrés de liberté pour une cellule donnée (Figure 5.5). Si on suppose qu’il existe
aussi une symétrie dans le mouvement des grains, nous pouvons simplifier encore
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plus les choses en définissant trois sortes de déplacement : rester dans la même
cellule ; aller à droite ou à gauche de la cellule i ; dépasser ou non les cellules
adjacentes à la cellule i. Soit donc pi la probabilité de rester dans la même cellule
i, qi la probabilité pour qu’un grain se déplace vers les cellules situées à droite
de la cellule i, (1− qi pour aller à gauche) et ri la probabilité pour qu’un grain ne
dépasse pas les cellules adjacentes à la cellule i, (1− ri pour dépasser les cellules
adjacentes). Dans ce cas, nous pouvons relier les probabilités de transition de T à
ces types de déplacement (tableau 5.6).
Tab. 5.6 – Probabilité de transition
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
h
hh
à la cellule
de la cellule i
probabilité
i-2 ui = (1− pi).(1− qi).(1− ri)
i-1 vi = (1− pi).(1− qi).ri
i pi
i+1 si = (1− pi).qi.ri
i+2 ti = (1− pi).qi.(1− ri)
5.5.3 Résultats et discussion
Pour le calcul des matrices de transition nous resolvons un système non
linéaire de 42 équations à 42 inconnues. Chaque équation est obtenue par l’iden-
tification des termes des vecteurs X i1 et X
i
0T , dont X
i
0 représente l’état du système
dont 100% de grains colorés sont dans la cellule i. Et X i1 répresente la distribu-
tion des grains colorés, déjà existant dans la cellule i, après une transition. Pour
résoudre ce système nous avons utilisé la méthode des moindres carrées.
L’identification des probabilités de transition nécessite la définition de la
durée de celles-ci. Ceci est en fait un degré de liberté dans le modèle que nous
discutons dans les lignes suivantes où T1, T2, T1/2, T1/4 sont les matrices de
transition après un tour, lorsque la base d’identification pour une transition est
respectivement égale à un tour, deux tours, un demi-tour ou bien un quart de
tour.
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T1 =


0.52 0.48 0 0 0 0 0 0 0 0 0
0.1 0.74 0.16 0 0 0 0 0 0 0 0
0 0.08 0.84 0.08 0 0 0 0 0 0 0
0 0 0.05 0.83 0.11 0 0 0 0 0 0
0 0 0 0.09 0.75 0.14 0.02 0 0 0 0
0 0 0 0.01 0.13 0.7 0.14 0.02 0 0 0
0 0 0 0 0.01 0.14 0.69 0.15 0.01 0 0
0 0 0 0 0 0.02 0.13 0.7 0.14 0.01 0
0 0 0 0 0 0 0.02 0.11 0.77 0.1 0
0 0 0 0 0 0 0 0.01 0.09 0.81 0.09
0 0 0 0 0 0 0 0 0 0.09 0.91


T2 =


0.2 0.74 0.06 0 0 0 0 0 0 0 0
0.16 0.58 0.26 0 0 0 0 0 0 0 0
0.01 0.13 0.71 0.13 0.02 0 0 0 0 0 0
0 0 0.08 0.71 0.15 0.6 0 0 0 0 0
0 0 0.01 0.15 0.61 0.17 0.06 0 0 0 0
0 0 0 0.03 0.19 0.54 0.19 0.05 0 0 0
0 0 0 0 0.05 0.17 0.53 0.21 0.04 0 0
0 0 0 0 0 0.06 0.16 0.54 0.22 0.02 0
0 0 0 0 0 0 0.06 0.14 0.62 0.18 0
0 0 0 0 0 0 0 0.06 0.1 0.68 0.16
0 0 0 0 0 0 0 0 0.03 0.14 0.83


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T1/2 =


0, 12 0, 5 0, 36 0, 02 0 0 0 0 0 0 0
0, 12 0, 49 0, 36 0, 03 0 0 0 0 0 0 0
0, 06 0, 24 0, 39 0, 29 0, 02 0 0 0 0 0 0
0 0 0, 27 0, 47 0, 24 0, 02 0 0 0 0 0
0 0 0 0, 23 0, 53 0, 23 0, 01 0 0 0 0
0 0 0 0, 01 0, 22 0, 54 0, 22 0, 01 0 0 0
0 0 0 0 0, 01 0, 22 0, 54 0, 23 0 0 0
0 0 0 0 0 0, 01 0, 21 0, 55 0, 23 0 0
0 0 0 0 0 0 0, 02 0, 21 0, 55 0, 22 0
0 0 0 0 0 0 0 0, 01 0, 2 0, 58 0, 21
0 0 0 0 0 0 0 0 0, 01 0, 21 0, 78


T1/4 =


0, 12 0, 5 0, 37 0, 01 0 0 0 0 0 0 0
0, 11 0, 48 0, 37 0, 04 0 0 0 0 0 0 0
0, 06 0, 25 0, 38 0, 29 0, 02 0 0 0 0 0 0
0 0 0, 27 0, 47 0, 24 0, 02 0 0 0 0 0
0 0 0, 01 0, 3 0, 52 0, 22 0, 02 0 0 0 0
0 0 0 0, 01 0, 22 0, 54 0, 22 0, 01 0 0 0
0 0 0 0 0, 02 0, 21 0, 54 0, 22 0, 01 0 0
0 0 0 0 0 0, 02 0, 20 0, 55 0, 22 0, 01 0
0 0 0 0 0 0 0, 02 0, 20 0, 56 0, 21 0, 01
0 0 0 0 0 0 0 0, 02 0, 20 0, 57 0, 21
0 0 0 0 0 0 0 0 0, 01 0, 21 0, 78


Les valeurs des probabilités présentées ci-dessus sont en fait les moyennes
de trois valeurs calculées à partir de trois transitions successives. Une comparai-
son de l’état du système simulé avec la DEM et la chaîne de Markov après trois
transitions est présentée dans la Figure 5.6 sur la base de la variance :
σ =
1
N
N
∑
i=1
(x− x¯i)2 (5.1)
Avec xi la valeur de la probabilité de transition pour chaque essai et N le
nombre d’éléments d’une matrice. On constate que l’écart entre les valeurs est mi-
nimal lorsque l’on prend comme référence de modélisation 1 tour = 1 transition.
On peut penser qu’une référence plus grande (2 tours) ne permet pas un degré
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de finesse adéquat, et qu’une référence plus fine (1/2 tour ou 1/4 de tour) n’est
plus valable en modèle homogène. Il faudrait en fait considérer dans le modèle
plusieurs matrices, chacune correspondant à une fraction d’un tour entier, et les
inclure dans le calcul successivement. C’est cette démarche qui a été utilisée dans
[93] pour un modèle de cellule de cisaillement.
Fig. 5.6 – Comparaison DEM-chaîne de Markov (ref : 100 % de grains colorés dans
la cellule i).
La validation du modèle par les résultats expérimentaux est basée sur la
détermination de l’état du système après un temps t de mélange (six tours), cal-
culé à partir du modèle hybride chaîne de Markov + DEM et de l’état expérimen-
tal du mélangeur après six tours (voir tableau 5.7).
Tab. 5.7 – Comparaison des états expérimentaux et simulés après 6 tours.
Cellule n˚ 1 2 3 4 5 6 7 8 9 10 11
MC+DEM 0 0 0 0 0 0 0.01 0.02 0.06 0.28 0.64
Expérience 0 0 0 0 0 0 0.02 0.03 0.26 0.28 0.41
Variance 0.00845
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5.6 Convergence d’une chaîne de Markov
La théorie des matrices strictement positives est la base de tous les al-
gorithmes de convergence des matrices stochastiques. Dans l’algèbre linéaire, le
théorème de Perron-Frobenius, prouvé par Oskar Perron [86] et Georg Frobenius
[49], affirme qu’une matrice carrée réelle et positive a une unique plus grande
valeur propre réelle et que le vecteur propre associé est de composantes stricte-
ment positives, et montre également un résultat similaire pour certaines classes
des matrices non négatives. Toutefois, il existe des applications assez diverses
de ce théorème dépassant celui de l’algèbre et la géométrie. On peut citer par
exemple, la théorie des probabilités (chaînes de Markov), la théorie des systèmes
dynamiques, les moteurs de recherche sur Internet.
Théorème 5.6.1. (Perron-Frobenius)
Soit A = (ai,j)1≤i,j≤m une matrice carrée positive de taille m, irréductible. Alors, il
existe une valeur propre de A, notée µ, strictement positive, qui a les propriétés suivantes :
1. Il existe un vecteur propre à gauche et un vecteur propre à droite associés à µ à
termes strictement positifs.
2. Pour toute valeur propre λ de A on a |λ| ≤ µ.
3. L’espace propre associé à µ est de dimension 1.
4. Pour toute matrice B positive inférieure à A, et pour toute valeur propre ν de B,
|λ| ≤ ν, avec égalité seulement si A = B.
5. Si 1µ A a la cyclicité d, alors les valeurs propres de A de module µ sont exactement
les µwj, j = 1, · · · , d, avec w = exp( i2πd ), et les espaces propres associés sont de
dimension 1.
Nous étudions ici la convergence d’une chaîne de Markov qui modélise le
mouvement du mélangeur à cerceaux [109]. Pour cela nous étudions le spectre
de la matrice de transition. Plusieurs auteurs ont travaillés sur ce concept (spectre
de la matrice de transition d’une chaîne de Markov). Nous citons, Diaconis et
Shashahani [35, 34], Belsley [12], Feller [45], Issacson et Madsen [56], Jeffrey S.
Rosenthal [94].
Soit T la matrice de transition. On note par (λi)1≤i≤m les valeurs propres de
T et ui les vecteurs propres associés. Supposons que T est une matrice inversible
alors les valeurs propres sont réelles distinctes et les vecteurs propres associés
forment une base de Rm.
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Dans la suite nous utilisons le résultat suivant. Pour montrer la conver-
gence d’une chaîne de Markov et pour estimer le nombre de transitions néces-
saires pour la convergence vers un état donné :
Théorème 5.6.2. Si T est une matrice stochastique d’ordre m alors :
1. λ1 = 1 est une valeur propre de T .
2. Toutes les valeurs propres λi de T sont tel que λi ≤ 1, ∀ 1 ≤ i ≤ m.
Démonstration. Sachant que le résultat est vrai pour les toutes les matrices sto-
chastiques, cette démonstration est limitée au cas (qui nous intéresse) des matrices
stochastiques T diagonalisables.
(1) : Il suffit de noter que, isque T est une matrice stochastique, pour u =
(1, 1, . . . , 1) on a uT = u. Donc 1 est une valeur propre de T .
(2) : Supposons que vT = λv et T i,j ≥ 0, 1 ≤ i, j ≤ m. Choisissons i tel que
|vi| ≥ |vj|, 1 ≤ j ≤ m. alors vi 6= 0 car T est inversible :
|λvi| = |∑j vjT i,j| ≤ ∑j |vj|T i,j ≤ (∑j T i,j)|vi| ≤ |vi|
Donc |λ| ≤ 1
Soit (u1, · · · , um) une base des vecteurs propres alors
∀v ∈ Rm, ∃α1, . . . , αm; tel que : v =
m
∑
i=1
αiui
Soit v0 la distribution initiale. L’état du système après n transitions est :
wn = v0T
n =
m
∑
i=1
αiuiT
n =
m
∑
i=1
αiλ
n
i ui
Alors wn − α1u1 = ∑mi=2 αiλni ui
Donc (wn − α1u1)j = (∑mi=2 αiλni ui)j, ∀ 1 ≤ j ≤ m
∀1 ≤ j ≤ m, |(wn − α1u1)j| = |(∑mi=2 αiλni ui)j|
≤ (∑mi=2 |αi||ui|j)max2≤i≤m |λni |
Pour j fixe, on pose β j = ∑
m
i=2 |αi||ui|j et λ∗ = maxi |λi| < 1.
Implique |wn − α1u1|j ≤ β jλn∗ et limn→∞ |wn − α1u1|j = 0.
Donc ∃ǫj > 0, tel que |wn − α1u1|j ≤ ǫj.
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Posons ǫj = β jλn∗ . Donc pour chaque j on a n =
ln(
ǫj
β j
)
ln(λ∗)
D’où on peut estimer le nombre de transitions nécessaires pour avoir une
distribution des grains relativement uniforme.
Fig. 5.7 – Temps de simulation nécessaire pour avoir une distribution uniforme
(ref : 100 % de grains colorés dans la cellule i).
Dans la Figure 5.7 nous représentons des simulations du temps (nombre de
transitions/vitesse de rotation) nécessaire pour avoir une distribution uniforme
des grains colorés, initialement dans la cellule i. On remarque que le nombre de
transitions nécessaires est décroissant en allant de la cellule 1 à la cellule 6. Mais
une légère augmentation apparaît à partir de la cellule 7. Cela peut s’expliquer
par le fait que les grains dans les cellules du centre ont plus de possibilités pour
se déplacer dans les cellules adjacentes à droite et à gauche.
D’autre part, nous avons simulé 20000 grains ellipsoïdaux de dimension
(2.50 mm, 3.00 mm, 2.50 mm) dans un mélangeur à cerceaux (Figure 5.1). Le
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mélangeur est divisé en 11 cellules. Nous observons la distribution des grains
(Figure 5.12) après chaque transition (un tour). Après quelques transitions (Fi-
gure 5.8, 5.9), on remarque que la partition des grains dans le mélangeur est plus
homogène si les grains colorés sont initialement dans les cellules du centre, en
particulier pour la sixième cellule. Donc dans le cas du mélange de deux consti-
tuants le système converge, plus rapidement vers un état homogène si, l’un des
constituants est initialement dans la cellule du centre (numéro six).
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une transition deux transitions
trois transitions quatre transitions
cinq transitions six transitions
Fig. 5.8 – Partition des grains dans les 11 cellules du mélangeur à chaque transi-
tion (un tour). Chaque courbe représente la partition des grains colorés initiale-
ment dans la cellule i = 1, 2, 3, · · · , 11.
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sept transitions huit transitions
neuf transitions dix transitions
onze transitions
Fig. 5.9 – Partition des grains dans les 11 cellules du mélangeur à chaque transi-
tion (un tour). Chaque courbe représente la partition des grains colorés initiale-
ment dans la cellule i = 1, 2, 3, · · · , 11.
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une transition deux transitions
trois transitions quatre transitions
cinq transitions six transitions
Fig. 5.10 – Partition des grains dans les 11 cellules du mélangeur à chaque tran-
sition (un tour). Chaque courbe représente la partition des grains colorés initiale-
ment dans la cellule i = 2, 4, 6, 8, 10.
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sept transitions huit transitions
neuf transitions dix transitions
onze transitions
Fig. 5.11 – Partition des grains dans les 11 cellules du mélangeur à chaque tran-
sition (un tour). Chaque courbe représente la partition des grains colorés initiale-
ment dans la cellule i = 2, 4, 6, 8, 10.
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Etat initial un tour deux tours
trois tours quatre tours cinq tours
six tours sept tours huit tours
neuf tours dix tours onze tours
Fig. 5.12 – Le mélangeur à cerceaux après chaque tour.
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5.7 Conclusion
Dans ce chapitre, nous avons essayé de valider expérimentalement des si-
mulations numériques de l’écoulement et du mélange granulaire par des éléments
discrets ellipsoïdaux. Nous nous sommes basés sur le suivi d’une particule isolée
dans un mélange de grains de polyéthylène ellipsoïdaux de densité plus grande.
Le dispositif utilisé était un mélangeur à cerceaux de laboratoire.
Nous avons remarqué que le mouvement de cette particule dans le mé-
langeur était quasi-périodique et nous avons posé notre analyse sur la période
d’apparition du grain, qui se comporte comme un «compte-tours». Le modèle
développé semble, sur cette base, représenter fidèlement la réalité, tant par ce
caractère cyclique que par les valeurs de la période.
Il est possible de diminuer très sensiblement le temps de simulation en
jouant sur des caractéristiques dynamiques et géométriques du problème : nombre
de Froude (Fr) et taille des grains. On peut suggérer l’existence d’une relation uni-
voque entre la période, nombre de Froude Fr et la taille des particules (à facteur
de forme constant), probablement sous forme adimensionnelle.
Nous avons étudié l’écoulement et le mélange granulaire par le couplage
des éléments discrets ellipsoïdaux et le modèle de chaîne de Markov. Nous nous
sommes basés sur la détermination de la matrice de transition à l’aide des ré-
sultats fournis par les simulations de la DEM. En comparant les résultats de si-
mulation DEM et ceux du modèle markovien, nous constatons des différences,
dues probablement à la limitation du champ de transition des grains aux quatre
cellules voisines et à la restriction des valeurs des probabilités de transitions à
deux chiffres décimaux seulement. En effet, pour le cas où la transition corres-
pond à un tour de mélangeur, les valeurs sont très proches en dehors de celles
obtenues pour la première cellule qui contient initialement un faible nombre de
grains (Figure 5.6). La comparaison avec les résultats expérimentaux montre que
le modèle développé semble représenter fidèlement la réalité en particulier dans
ce cas précis.
D’où la possibilité de diminuer très sensiblement le temps de simulation
en déterminant la matrice de transition à partir d’une simulation à courte durée
puis en calculant l’état du système à l’aide du modèle de la chaîne de Markov.
D’autre part, nous envisageons de comparer des résultats issus des simulations à
un nombre réduit de grains en jouant sur des caractéristiques dynamiques et géo-
métriques du problème : nombre de Froude et taille des grains. Toujours comme
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perspective nous pensons à utiliser un modèle de chaîne de Markov bidimension-
nel pour mettre en évidence les différentes zones de mouvement dans le mélan-
geur, voire les zones de mélange à faible et forte vitesse.
Chapitre 6
Conclusion générale
La musique est une mathématique sonore, la mathématique une musique silencieuse.
Edouard Herriot (1872-1957).
Dans cette thèse nous avons étudié l’écoulement et le mélange des maté-
riaux granulaires. Les applications industrielles et scientifiques de ces matériaux
sont diverses. La simulation des matériaux granulaires présente un grand intérêt
pour plusieurs applications industrielles. En effet, le temps et le coût des mo-
dèles expérimentaux peuvent être dans certains cas contraignants. Dans certains
mélangeurs la présence des appareils de mesure peut avoir des influences sur
les résultats d’où la nécessité d’en tenir compte. Parmi les modèles discrets nous
avons choisi la méthode des éléments discrets (DEM), qui représente les matériaux
granulaires comme un ensemble de grains qui agissent l’un sur l’autre selon les
lois fondamentales de la dynamique. La méthode de la chaîne de Markov qui est
un modèle probabiliste, dont l’état du système (mélange) est représenté par un
vecteur stochastique.
Dans une première partie, nous avons simulé un mélange de matériaux
granulaires avec des éléments ellipsoïdaux. Le choix de la forme ellipsoïdale des
grains au lieu de la forme sphérique déjà étudiée par d’autres chercheurs vient
du fait qu’elle représente mieux les grains dans la nature. Nous avons utilisé en
premier lieu un modèle de contact basé sur la condition du gradient géométrique.
Nous avons remarqué que le temps de simulation d’un nombre relativement ré-
duit de grains (1000 grains) est assez important (une demi heure pour simuler
un dixième de seconde). D’où le défi d’optimiser ce temps de calcul qui revient
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à optimiser la détection et le calcul du point de contact entre deux ellipsoïdes,
l’étape la plus coûteuse en temps de calcul CPU.
Sachant que le point de contact entre deux ellipsoïdes en chevauchement,
qui est réellement une surface, est un concept qui n’est pas bien défini car les
modèles, par exemple de Lin et Ng, le réduit en un seul point. En se basant sur
une condition algébrique de contact externe entre deux ellipsoïdes formulé par
Wang en 2001, nous avons introduit un nouvel algorithme pour la détection et le
calcul du point de contact externe entre deux ellipsoïdes. Ce nouvel algorithme
présente une nette amélioration en temps de calcul en robustesse. Mais le résultat
théorique de Wang n’est pas applicable pour le contact interne (ellipsoïde-paroi)
qui est nécessaire pour la DEM.
Dans une deuxième étape, Nous avons démontré une condition théorique
de détection et de calcul du contact interne entre deux ellipsoïdes en chevau-
chement. Ce résultat n’est qu’un prolongement du résultat de Wang et est basé
essentiellement sur le théorème de la continuité des racines d’un polynôme, à co-
efficients complexes, par rapport à la continuité des coefficients dans un intervalle
donné.
Dans une troisième étape, nous avons validé expérimentalement nos simu-
lations dans un mélangeur à cerceaux. L’idée était de suivre un grain particulier
(grain de noisette) dans le mélangeur dont on a remarqué le caractère périodique
du mouvement (périodicité du passage à la surface du mélange). Les périodes
d’apparition, qui dépendent de la vitesse de rotation du mélangeur, dans l’expé-
rience et dans la simulation sont comparables. Puis nous avons couplé le modèle
de chaîne de Markov avec la méthode des éléments discrets pour étudier le mé-
lange des matériaux granulaires. Le modèle de chaîne de Markov est un modèle
probabiliste utilisé dans plusieurs domaines. Dont le but de déterminer les ma-
trices de transitions, nous avons utilisé les simulations numériques pour évaluer
l’état du système à l’instant t. Nous avons utilisé un modèle de chaîne de Mar-
kov homogène et linéaire. La validation expérimentale des résultats est basée sur
la comparaison de la distribution des grains dans le mélangeur après un temps
tm. La variance montre que les résultats sont proches pour une transition qui est
égale à un tour.
L’existence d’un grand nombre de problèmes théoriques et d’applications
industrielles intéressé par le problème de contact, dans le cas général, nous motive
pour approfondir nos études mathématiques et algorithmiques pour optimiser les
résultats déjà établis. On peut donc prendre comme première perspective la gé-
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néralisation du résultat théorique pour d’autres formes quadratiques. En second
lieu nous pensons qu’on peut encore augmenter les performances de notre nou-
vel algorithme en terme de temps de calcul. D’autre part, la validation de nos
modèles était d’une manière qualitative. D’où l’idée d’établir une relation empi-
rique reliant différentes grandeurs comme le nombre de Froud, taille des grains et
état du mélange à un instant donné. Mais on peut envisager aussi d’approfondir
le couplage entre la DEM et la chaîne de Markov dans d’autre dimensions pour
résoudre le problème du temps de simulation nécessaire pour les applications
industrielles.
D’autres perspectives concernent l’utilisation de la triangulation de Delau-
nay pour le problème de contact des formes ellipsoïdales n’est pas pour l’ins-
tant très prometteuse. Au contraire à d’autres applications comme le traitement
d’images en 3D où la triangulation de Delaunay donne de bons résultats sans
avoir toujours résoudre le problème théorique. D’autre part, la résolution nu-
mérique des lois constitutives semble être d’une grande fertilité. Je termine fi-
nalement par une autre perspective très intéressante, mais certainement pas la
dernière, qui est l’implémentation parallèle de la DEM. Car dans cette course in-
fernale de la construction des machines de plus en plus performantes que ce soit
du point de vue hardware ou software, on peut envisager un avenir très promoteur
pour toutes les méthodes numériques, très gourmandes, nécessitant une grande
capacité de stockage et un très grand nombre d’opérations.
108 CHAPITRE 6. CONCLUSION GÉNÉRALE
Bibliographie
[1] R. T. A. Harris and J. Davidson, Stochastic modelling of the particle resi-
dence time distribution in circulating fluidised bed risers, Chemical Engineering
Science, 57 (2002), pp. 4779–4796.
[2] M. P. Allen and D. J. Tildesly, Computer Simulation of Liquids, Oxford Uni-
versity Press, Oxford, 1987.
[3] M. Alonso and F. J. Alguacil, Dry mixing and coating of powders, Revista
de Metalurgia Madrid, 35 (1999), pp. 315–328.
[4] M. Aoun-Habbache, M. Aoun, H. Berthiaux, and V. Mizonov, An expe-
rimental method and Markov chain model to describe axial and radial mixing in a
hoop mixer, Powder Technology, 128 (2002), pp. 159–167.
[5] I. S. Aranson and L. S. Tsimring, Continuum description of avalanches in
granular media, Phys. Rev. E, 64 (2001), p. 020301.
[6] , Continuum theory of partially fluidized granular flows, Phys. Rev. E, 65
(2002), p. 061303.
[7] B. Asmar, P. Langston, and A. Matchett, A generalized mixing index in
distinct element method simulation of vibrated particulate beds, Granular Matter,
4 (2002), pp. 129–138.
[8] F. Aurenhammer, Power diagrams : properties, algorithms and applications,
SIAM J. Comput., 16 (1987), pp. 78–96.
[9] J. Basch, J. Erickson, L. Guibas, J. Hershberger, and L. Zhang, Kinetic
collision detection for two simple polygons, In Proc. 10th ACM-SIAM Sympo-
sium Discrete Algorithms, (1999), pp. 10–111.
[10] G. Baxter and R. Behringer, Pattern formation and time-dependence in flo-
wing sand. Two phase flows and waves, Springer Verlag, New York, (1990),
pp. 1–29.
109
110 BIBLIOGRAPHIE
[11] G. Baxter and R. Behringer, Cellular automata models for the flow of granular
materials, Physica D : Nonlinear Phenomena, 51 (1991), pp. 465–471.
[12] E. D. Belsley, Rates of convergence of Markov chains related to association
schemes, Ph.d. dissertation, Harvard university, (1993).
[13] H. Berthiaux, K. Marikh, V. Mizonov, D. Ponomarev, and E. Barant-
zeva,Modelling continues powder mixing by means of the theory of markov chains,
Particulate Science and Technology, 22 (2004), pp. 379–389.
[14] H. Berthiaux and V. Mizonov, Application of Markov chains in particulate
process engineering, A review, The Canadian Journal of Chemical Enginee-
ring, 83 (2004), pp. 1143–1168.
[15] H. Berthiaux, V. Mizonov, and V. Zhukov, Application of the theory of mar-
kov chains to model different processes in particle technology, Powder Technology,
157 (2005), pp. 128–137.
[16] R. Bhatia, Matrix Analysis, no. 169, Graduate Textbook of Mathematics,
Springer, New York, 1997.
[17] J. Boissonnat and M. Yvinec, Géométrie Algorithmique, Ediscience, 1995.
[18] L. Boltzmann, Leçons sur la théorie des gaz, Gauthier-Villars (1902-1905). Ré-
édition Jacques Gabay (1987).
[19] T. Bromwich, Quadratic forms and their classification by means of invariant-
factors, Cambridge Tracts in Mathematics and Mathematical Physics, 3
(1906).
[20] D. Brone, A. Alexander, and F. Muzzio, Quantitative characterization of
mixing of dry powders in V-blenders, AIChE J., 44 (1998), pp. 271–278.
[21] D. Brone and F. Muzzio, Enhanced mixing in double cone blenders, preprint,
Rutgers University, (1998).
[22] D. Brone, C. Wightman, K. Connor, A. Alexander, F. Muzzio, and P. Ro-
binson, Using flow perturbations to enhance mixing of dry powders in V-blenders,
Powder Technol., 91 (1997), pp. 165–172.
[23] J. R. Buttler, Recent developments in the mixing of dry solids, Brit. Chem. Eng.,
15 (1970), p. 41.
[24] S. Chapman and T. Cowling, The mathematical theory of non-uniform gases,
Cambridge University Press, (1970).
BIBLIOGRAPHIE 111
[25] B. Chopard and M. Droz, Cellular automata modeling of physical systems,
Alea-Saclay Monographs and Textes in Statistical Physics, Cambridge Uni-
versity Press, (1998).
[26] K. Chung and W. Weng, Quick collision detection of polytopes in virtual envi-
ronments, In Proc. 3rd ACM Sympos. Virtual Reality Software and Techno-
logy, (1996), pp. 125–132.
[27] P. W. Cleary, N. Stokes, and J. Hureley, Efficient collision detection for three
dimensional super-ellipsoidal particles, Proceeding of 8th International Compu-
tational Techniques and Applications Conference CTAC97, Adelaide, (1997).
[28] C. A. Coulomb, Essai sur une application des régles des maximis et minimis
a quelques problèmes de statique relatifs a l’architecture, Mémoires par Divers
Savants, Cambridge University Press, Cambridge England, (1972).
[29] P. Cundall, A computer model for simulating progressive large scale movements
in blocky rock systems, Proceedings of the Symposium of the International
Society of Rock Mechanics, Nancy, France, 2 (1971).
[30] P. A. Cundall and O. D. L. Strack, A discrete numerical model for granular
assemblies, Géotechnique, 29 (1979), pp. 47–65.
[31] D. D’Ambrosio, S. Gregorio, S. Gabriele, and R. Gaudio, A cellular auto-
mata model for soil erosion by water, Physics and Chemistry of the Earth, Part
B : Hydrology, Oceans and Atmosphere, 26 (2001), pp. 33–39.
[32] Y. Descantes, C. Ropert, L. Tocquer, F. Gaulard, and F. Chevoir, étude
comparative des écoulements granulaires sur plan incliné et à l’angulomètre AG20,
Bulletin des Laboratoires des Ponts et Chaussées, 267 (2007), pp. 19–30.
[33] R. Descartes, La Géométrie, Livre premier, 1637.
[34] P. Diaconis, Group representations in probability and statistics, I.M.S. Lecture
Series, Hayward, 1 (1988).
[35] P. Diaconis and M. Shashahani, Generating a random permutation with ran-
dom transpositions, Z. Wahrsch. Ver. Geb., 57 (1981), pp. 159–179.
[36] J. Doucet, N. Hudon, F. Bertrand, and J. Chaouki, Modeling of the mixing
of monodisperse particles using a stationary dem-based markov process., Compu-
ters and Chemical Engineering, 32 (2008), pp. 1334–1341.
[37] D. Drucker and W. Prager, Soil mechanics and plastic analysis of limit design,
Q. Applied Math., 10 (1952), pp. 157–165.
112 BIBLIOGRAPHIE
[38] H. Edelsbrunner and N. Shah, Incremental topological flipping works for re-
gular triangulations, Algorithmica, 15 (1996), pp. 223–241.
[39] V. Embrechts and J. Adler, Cellular automata modeling of pedestrian move-
ments, 3 (1997), pp. 2320–2323.
[40] J. Erickson, L. Guibas, J. Stolfi, and L. Zhang, Separation-sensitive colli-
sion detection for convex objects, In Proc. 10th ACM-SIAM Sympos. Discrete
Algorithms, (1999), pp. 327–336.
[41] D. Evans and S. Murad, Singularity free algorithm for molecular dynamics
simulation of rigid polyatomics, Molecular Physics, 23 (1977), pp. 321–326.
[42] L. T. Fan, A Markov chain model for the motionless mixer, ALChE Journal, 18
(1972).
[43] L. T. Fan, S. J. Chen, and C. A. Watson, Solids mixing, Ind. Eng. Chem.
Res., 62 (1970), pp. 53–69.
[44] R. Farouki, C. Neff, and M. O’Connor, Automatic parsing of degenerate
quadric-surface intersections, ACM Trans. on Graphics, 3 (1989), pp. 174–203.
[45] W. Feller, An introduction to probability theory and its applications, 3rd edition
Vol. 1, Wiley and Sons, New York, (1968).
[46] J.-A. Ferrez, Dynamic triangulations for efficient 3D simulation of granular ma-
terials, ph.d. thesis, EPFL, 2001.
[47] R. Fox and L. Fan, Stochastic analysis of axial solids mixing in a fluidised bed,
1st world congress on particle technology, (1986).
[48] U. Frisch, B. Hasslacher, and Y. Pomeau, Lattice-gas automata for the
Navier-Stokes equation, Phys. Rev. Lett., 56 (1986), pp. 1505–1508.
[49] G. Frobenius, Sueber matrizen aus nicht negativen elementen, Sitzungsber. Kö-
nigl. Preuss. Akad. Wiss., (1912), pp. 456–477.
[50] H. Goldstein, Classical Mechanics, Addison-Wesley, 1980.
[51] M. A. Goodman and S. C. Cowin, A continuum theory for granular materials,
Archive for Rational Mechanics and Analysis, 44 (1972), pp. 249–266.
[52] A. H. H. Dehling and H. Stuut, Stochastic models for transport in a fluidized
bed, SIAM Journal of Applied Mathematics, 60 (1999), pp. 337–358.
[53] R. Hill, The mathematical theory of plasticity, Oxford at the Clarendon Press,
(1950).
BIBLIOGRAPHIE 113
[54] R. W. Hockny and J. W. Eastwood, Computer simulations using particles,
McGraw-Hill, London, 1981.
[55] D. A. Huerta and J. C. Ruiz-Suarez, Vibration-induced granular segregation :
A phenomenon driven by three mechanisms, Phys. Rev. Lett., 92 (2004), pp. 114–
301.
[56] D. L. Issacson and R. W. Madsen, Markov chains : Theory and applications,
Wiley and Sons, New York, (1976).
[57] J. Jenkins and S. Savage, A theory for the rapid flow of identical smooth nearly
elastic particles, J. Fluid Mech., 130 (1983), pp. 187–202.
[58] L. Kier, A cellular automata model of bond interactions among molecules, Journal
of Chemical Information and Computer Sciences, 40 (2000), pp. 1285–1288.
[59] L. Kier, C. Cheng, M. Tute, and P. Seybold, A cellular automata model of
acid dissociation, Journal of Chemical Information and Computer Sciences,
38 (1998), pp. 271–275.
[60] P. M. C. Lacey, The mixing of solid particles, Trans. I.Chem.E, 21 (1943), p. 53.
[61] , Developments in the theory of particle mixing, J. Appl. Chem., 4 (1954),
p. 257.
[62] J. Levin, Mathematical models for determining the intersections of quadric sur-
faces, Computer Graphics and Image Processing, 11 (1979).
[63] X. Lin and T. Ng, Contact detection algorithms for three-dimensional ellipsoids in
discrete element modelling, International Journal for Numerical and Analytical
Methods in Geomechanics, 19 (1995), pp. 653–659.
[64] T. Lozano-Pérez and M. Wesley, An algorithm for planning collision-free
paths among polyhedral obstacles, Comm. ACM, 22 (1979), pp. 560–570.
[65] S. Luding, E. Clément, A. Blumen, J. Rajchenbach, and J. Duran, Ano-
malous energy dissipation in molecular-dynamics simulations of grains : The de-
tachment effect, Physical Review E, 50 (1994), pp. 4113–4122.
[66] M. Markus, D. Bohm, and M. Schmick, Simulation of vessel morphogenesis
using cellular automata, Mathematical Biosciences, 156 (1999), pp. 191–206.
[67] A. Masselot and B. Chopard, Cellular automata modeling of snow transport
by wind, in J. Dongarra, K. Madsen and J. Wasniewski (eds), Applied Parallel
Computing Computations in Physics, Chemistry and Engineering Science,
Vol. 1041 of Lecture Notes in Computer Science, Springer Berlin / Heidel-
berg, (1996), pp. 429–435.
114 BIBLIOGRAPHIE
[68] R. D. Mindlin, Compliance of elastic bodies in contact, J. Appl. Mech., 16
(1949), pp. 259–268.
[69] B. Mirtich, V-clip : Fast and robust polyhedral collision detection, TR-97-05,
Mitsubishi Electrical Research Laboratory, 1997.
[70] M. Moakher, Sur quelques problèmes mathématiques issus de modèles continus
et systèmes discrets, habilitation universitaire, ENIT, 2005.
[71] M. Moakher, T. Shinbrot, and F. Muzzio, Experimentally validated compu-
tations of flow, mixing and segregation of non-cohesive grains in 3D tumbling
blenders, Powder Tech., 121 (2000), pp. 58–71.
[72] M. E. Mobius, B. E. Lauderdale, S. R. Nagel, and H. Jaeger, Size separation
of granular particles, Nature (London), 414 (2001), p. 270.
[73] M. Moore and J. Wilhelms, Collision detection and response for computer ani-
mation, ACM Computer Graphics, 22 (1988), pp. 289–298.
[74] Y. Muguruma, T. Tanaka, S. Kawatake, and Y. Tsuju, Discrete particle si-
mulation of a rotary vessel mixer with baffles, Powder Technology, 93 (1997),
pp. 261–266.
[75] Y. Muguruma, T. Tanaka, and Y. Tsuji, Numerical simulation of particulate
flow with liquid bridge between particles (simulation of centrifugal tumbling gra-
nulator), Powder Technology, 109 (2000), pp. 49–57.
[76] F. Muzzio, P. Robinson, C. Wightman, and D. Brone, Sampling practices in
powder blending, Int. J. Pharmaceutics, 155 (1997), pp. 153–78.
[77] D. Müller, Techniques informatiques efficaces pour la simulation de milieux gra-
nulaires par des méthodes d’éléments distincts, ph.d. thesis, EPFL, Juillet 1996.
[78] R. M. Nedderman, Statics and kinematics of granular materials, Cambridge
University Press, (1992).
[79] R. O’Connor, A distributed discrete element modelling environment - Algo-
rithms, implementation and applications, PhD thesis, MIT, 1996.
[80] S. Ogawa,Multitemperature theory of granular materials, In S. C. Cowin andM.
Satake, editors, USJapan seminar on continuum mechanical and statistical
approaches in the mechanics of granular materials, (1978), pp. 208–217.
[81] S. Ogawa, A. Umemura, and N. Oshima, On the equations of fully fluidized
granular materials, J. Appl. Math. Phys., 31 (1980), pp. 483–493.
BIBLIOGRAPHIE 115
[82] J. O’Rourke, C.-B. Chien, T. Olson, and D. Naddor, A new linear algorithm
for intersecting convex polygons, Computer Graphics and Image Processing,
19 (1982), pp. 384–391.
[83] G. Peng and H. J. Herrmann, Density waves of granular flow in a pipe using
lattice-gas automata, Phys. Rev. E, R1796, 49 (1994).
[84] J. Perram, J. Rasmussen, E. Prastard, and J. Lebowitz, Ellipsoids contact
potential : Theory and relation to overlap potentials, Phys. Rev. E, 6 (1996),
pp. 6565–6572.
[85] J. Perram and M. Wertheim, Statistical mechanics of hard ellipsoids. I. Overlap
algorithm and the contact function, J. Comput. Phys., 58 (1985), pp. 409–416.
[86] O. Perron, Zur theorie der matrices, Mathematische Annalen, 64 (1907),
pp. 248–263.
[87] D. Ponomarev, V. Mizonov, C. Gatumel, H. Berthiaux, and E. Barant-
zeva, Markov-chain modelling and experimental investigation of powder-mixing
kinetics in static revolving mixers, Chemical Engineering and Processing, 48
(2009), pp. 828–836.
[88] N. Pottier, Cours de physique statistique hors d’équilibre : équation de Boltz-
mann, réponse linéaire, (2000).
[89] O. Pouliquen and F. Chevoir, Dense flows of dry granular materials,
Comptes-Rendus Physique, 3 (2002), pp. 163–175.
[90] A. Rahman, Correlations in the motion of atoms in liquid Argon, Phys. Rev.,
136/2A (1964), pp. 405–411.
[91] E. Reis, L. Santos, and S. Pinho, A cellular automata model for avascular solid
tumor growth under the effect of therapy, Physica A : Statistical Mechanics and
its Applications, 388 (2009), pp. 1303–1314.
[92] M. J. Rhodes, X. S. Wang, M. Nguyen, P. Stewart, and K. Liffman, Study
of mixing in gas-fluidized beds using a DEM model, Chem. Eng. Sci., 56 (2001),
p. 2859.
[93] E. Rippie and C. Chou, Kinetics of mass transport in sheared particle beds :
Markov chains, Powder Technology, 21 (1978), pp. 205–216.
[94] J. Rosenthal, Convergence rates for Markov chains, SIAM Review, 3 (1995),
pp. 387–405.
[95] M. Satake and J. Jenkins, Mechanics of granular materials, studies in applied
mechanics, Elsevier, (1988).
116 BIBLIOGRAPHIE
[96] S. Savage, Disorder, diffusion and structure formation in granular flow, In Disor-
der and Granular Media, ed. D. Bideau, A Hansen. Amsterdam : Elsevier,
(1993), pp. 255–285.
[97] C. Segre, Studio sulle quadriche in uno spazio lineare ad un numero qualunque di
dimensioni, Mem. della R. Acc. delle Scienze di Torino, 36 (1983), pp. 3–86.
[98] H. Sigurgeirsson, A. Stuart, and W. Wan, Collision detection for particles in
a flow, J. Comp. Phys., 172 (2001), pp. 766–807.
[99] V. V. Sokolovskii, Statics of granular materials, Pergamon/Oxford, (1965).
[100] D. Sommerville, Analytical geometry of three dimensions, Cambridge Univer-
sity Press, (1947).
[101] C. Sturm, Sur la résolution des équations numériques, dans Sciences mathéma-
tiques et physiques, tome VI, Paris, (1835), pp. 271–318.
[102] A. Tamir, Applications of Markov chains in Chemical Engineering, 1998.
[103] H. Telley, T. Liebling, and A. Mocellin, The Laguerre model of grain growth
in two dimensions : Part I. Cellular structures viewed as dynamical Laguerre tes-
sellations, Phil. Mag. B, 73 (1996), pp. 395–408.
[104] N. Thangaraj, C. Echer, M. Krishnan, R. F. C. Farrow, R. F. Marks, and
S. S. P. Parkin, Giant magnetoresistance and microstructural characteristics of
epitaxial - and - granular thin films, Journal of Applied Physics, 10 (1994),
pp. 6900–6902.
[105] L. Tocquer, S. Lavergne, Y. Descantes, and F. Chevoir, Influence of angu-
larity on dense granular flows, Powders and Grains, R. Garcia Rojo, H. Herr-
mann and S. McNamara (Balkema, Leiden), (2005), pp. 1345–1348.
[106] B. Trabelsi and M. Moakher, An efficient algorithm for discrete element si-
mulation of granular mixing of ellipsoidal grains, Proceeding of the First Eu-
romediterranean Symposium on Advances in Geomaterials and Structures,
Hammamet Tunisia, (2006), pp. 77–81.
[107] B. Trabelsi, M. Moakher, C. Gatumel, and H. Berthiaux, Mélange de mi-
lieux granulaires : modélisation par éléments discrets ellipsoïdaux et validation ex-
périmentale, 11ème Congrès de la Société Française de Génie des Procédés,
(SFGP2007) Saint-Etienne, France, (2007).
[108] , An algebraic condition and an algorithm for the internal contact between two
ellipsoids : DEM simulation, Engineering Computations : Int. J. Computer-
Aided Engineering, 26 (2009), pp. 635–644.
BIBLIOGRAPHIE 117
[109] , Mélange de milieux granulaires : couplage méthode des éléments discrets
ellipsoïdaux et chaîne de Markov, 12ème Congrès de la Société Française de
Génie des Procédés, (SFGP2009), Marseille, France, (2009).
[110] L. Vu-Quoc and X. Zhang, A 3-D discrete-element method for dry granu-
lar flows of ellipsoidal particles, Mechanics of Materials Elsevier, 187 (2000),
pp. 483–528.
[111] O. Walton, Numerical simulation of inelastic, frictional particle-particle interac-
tions, in : Particulate two-phase flow, M. C. Roco, ed., Butterworth-Heinemann,
Boston, 25 (1993), pp. 884–911.
[112] O. Walton and R. Braun, Viscosity, granular-temperature, and stress calcula-
tions for shearing assemblies of inelastic, frictional disks, Journal of Rheology, 30
(1986), pp. 949–980.
[113] H. Wang, G. Nie, and K. Fu, Cellular automata simulation of the growth of bone
tissue, ICNC 08 : Proceedings of the 2008 Fourth International Conference
on Natural Computation, IEEE Computer Society, Washington, DC, USA,
(2008), pp. 421–424.
[114] R. Wang and L. Fan, Axial mixing of grains in a motionless Sulzer (Koch) mixer,
Ind. Eng. Chem., Process Des. Dev., 15 (1976), pp. 381–388.
[115] W. Wang, J. Wang, and M.-S. Kim, An algebraic condition on the separation of
two ellipsoids, Computer Aided Geometric Design, 6 (2001), pp. 531–539.
[116] J. Was, Cellular automata model of pedestrian dynamics for normal and evacua-
tion conditions, ISDA 05 : Proceedings of the 5th International Conference
on Intelligent Systems Design and Applications, IEEE Computer Society,
Washington, DC, USA, (2005), pp. 154–159.
[117] J. Williams, The segregation of particulate materials, Powder Technology, 15
(1976), pp. 245–251.
[118] J. C. Williams, The mixing of dry powders, Powder Technology, 2 (1968),
pp. 13–20.
[119] , The properties of non-random mixtures of solid particles, Powder Techno-
logy, 3 (1969), pp. 189–194.
[120] J. Xiaohong, C. Yi-King, M. Bernard, and W. Wenping, An algebraic ap-
proach to continuous collision detection for ellipsoids, Comput. Aided Geom.
Des., 28 (2011), pp. 164–176.
118 BIBLIOGRAPHIE
[121] X. Xue, F. Righetti, H. Telley, T. Liebling, and A. Mocellin, The Laguerre
model for grain growth in three dimensions, Phil. Mag. B, 4 (1997), pp. 567–585.
Annexes
120 BIBLIOGRAPHIE
Annexe A
Résolution de l’équation de degré
quatre
A.1 Historique et l’état de l’art
L’oeuvre de Omar al-Khayyam (1048–1131), célèbre philosophe, poète et
astronome, compléta les travaux d’Al-Khwarizmi (783–850) et apporta des réso-
lutions de type géométrique à différents types d’équations du 3e`me degré et s’in-
téressa à l’intersection de différentes formes coniques (voir tableau A.1). C’est le
premier mathématicien qui ait traité systématiquement des équations cubiques,
en employant d’ailleurs des tracés de coniques pour déterminer le nombre des
racines réelles et les évaluer approximativement.
Sharaf al-Din al-Tusi (1135–1213) classe, un siècle plus tard, les équations
cubiques suivant l’existence de racines strictement positives et non pas comme
Omar Khayyam qui suivait le signe des coefficients. Il inaugure en outre l’étude
des polynômes, introduisant leur dérivée, recherchant leur maximum, etc.
Les équations quartiques ont été résolues analytiquement dès que furent
connues les méthodes de résolutions analytique des équations du troisième de-
gré. Ont été développées successivement la méthode de Ferrari (1522–1565) et la
méthode de Descartes (1596–1650)1.
1- Al-Khayyam mathématicien, sa vie, son oeuvre par R. Rashed et B. Vahabzadeh Librairie
scientifique et technique Albert Blanchard, Paris 1999.
- Les mathématiques arabes (du VIII au XV siècle), A. P. Youschkevitch, Vrin-CNRS, Paris 1976.
- L’algèbre d’Omar Al-Khayyam, F. Woepcke, 1851.
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Tab. A.1 – Choix des courbes fait par al-Khayyâm2.
Equation Interprétation
x3 = c parabole-parabole.
x3 + bx = c parabole-cercle.
x3 + c = bx parabole-hyperbole équilatère.
x3 = bx + c parabole-hyperbole équilatère.
x3 + ax2 = c parabole-hyperbole équilatère.
x3 + c = ax2 parabole-hyperbole équilatère.
x3 = ax2 + c parabole-hyperbole équilatère.
x3 + ax2 + bx = c cercle-hyperbole équilatère.
x3 + ax2 + c = bx hyperbole équilatère-hyperbole équilatère.
x3 + bx + c = ax2 cercle-hyperbole équilatère.
x3 = ax2 + bx + c hyperbole équilatère-hyperbole équilatère.
x3 + ax2 = bx + c hyperbole équilatère-hyperbole équilatère.
x3 + bx = ax2 + c cercle-hyperbole équilatère.
x3 + c = ax2 + bx hyperbole équilatère-hyperbole équilatère.
R. Rashed a interprété le choix des courbes pour chacune des équations et,
pour la compréhension de ce choix des courbes il a conseillé de reprendre le rai-
sonnement d’al-Khayyam en sens inverse. C’est-à-dire l’objectif été de construire
la racine carrée d’une quantité algébrique, ce qui revient à construire la moyenne
proportionnelle entre deux quantités algébriques.
A.2 Equation de quatérième degré
Généralement, une équation polynomiale de quatérième degré admet quatre
solutions (appelées aussi les racines du polynôme). Ces solutions peuvent être
réelles ou complexe. Sachant que la puissance des machines de calcul nous per-
met d’approximer numériquement les solutions de ces équations en utilisant la
méthode de Newton. Mais la détermination des expressions analytiques, si c’est
possible, des solutions reste toujours la meilleure et la plus rapide méthode. Pour
l’instant on sait calculer les solutions analytiques des polynômes de degré infé-
rieur ou égal à quatre mais malheureusement pas plus (d’après Evariste Galois).
2Note sur le choix des courbes fait par Al-kahyyam dans sa résolution des équations cubiques
et comparaison avec la méthode de descartes. Nicolas Farès. publié dans Lebanese Science Journal
6, 1 (2005) pp 95-117
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L’équation de quatérième degré s’écrit sous la forme :
a4x
4 + a3x3 + a2x2 + a1x + a0 = 0, (∗)
où a4 6= 0. Si a0 = 0, alors l’une des racines est égale à zéro, et les autres racines
sont déterminées par la résolution de l’équation de troisième degré :
a4x
3 + a3x2 + a2x + a1 = 0.
Si a3 = a1 = 0 : alors (∗) se réduit à
a4x
4 + a2x2 + a0 = 0,
qui est une équation biquadratique. Pour la résoudre on pose z = x2, alors l’équa-
tion devient :
a4z
2 + a2z + a0 = 0
dont les solutions s’écrivent :
z1 =
−a2 +
√
a22 − 4a0a4
2a4
, et z2 =
−a2 −
√
a22 − 4a0a4
2a4
.
Donc les racines de (∗) sont
x1 = +
√
z1, x2 = −
√
z1, x3 = +
√
z2, x4 = −
√
z2.
Méthode de Ferrari
Dans le cas général, l’équation quartique (∗) doit être convertie en une
équation cubique. En effet, soit l’équation de degré quatre suivante
Ax4 + Bx3 + Cx2 + Dx + E = 0,
avec A 6= 0. En divison par A, on obtient
x4 +
B
A
x3 +
C
A
x2 +
D
A
x +
E
A
= 0. (∗∗)
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En effectuant le changement de variable x = u− B4A , l’équation (∗∗) devient
(
u− B
4A
)4
+
B
A
(
u− B
4A
)3
+
C
A
(
u− B
4A
)2
+
D
A
(
u− B
4A
)
+
E
A
= 0.
Ce qui implique
(
u4 − B
A
u3 +
6u2B2
16A2
− 4uB
3
64A3
+
B4
256A4
)
+
B
A
(
u3 − 3u
2B
4A
+
3uB2
16A2
− B
3
64A3
)
+
C
A
(
u2 − uB
2A
+
B2
16A2
)
+
D
A
(
u− B
4A
)
+
E
A
= 0,
et donc
u4 +
(−3B2
8A2
+
C
A
)
u2 +
(
B3
8A3
− BC
2A2
+
D
A
)
u+
( −3B4
256A4
+
CB2
16A3
− BD
4A2
+
E
A
)
= 0.
Soit
α =
−3B2
8A2
+
C
A
, β =
B3
8A3
− BC
2A2
+
D
A
,γ =
−3B4
256A4
+
CB2
16A3
− BD
4A2
+
E
A
.
Alors
u4 + αu2 + βu + γ = 0.
Si β = 0 on obtien une équation biquadratique. Sinon, on a
(u2 + α)2 − u4 − 2αu2 = α2,
donc
(u2 + α)2 + βu + γ = αu2 + α2.
D’autre part,
(u2 + α+ y)2 − (u2 + α)2 = 2y(u2 + α) + y2
= 2yu2 + 2yα+ y2,
et
0 = (α+ 2y)u2 − 2yu2 − αu2.
Alors
(u2 + α+ y)2 − (u2 + α)2 = (α+ 2y)u2 − αu2 + 2yα+ y2,
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et
(u2 + α+ y)2 + βu + γ = (α+ 2y)u2 + (2yα+ y2 + α2).
Ce qui est équivalent à
(u2 + α+ y)2 = (α+ 2y)u2 − βu + (y2 + 2yα+ α2 − γ) (A.1)
Solvant l’équation
(α+ 2y)u2− βu+(y2 + 2yα+ α2−γ) = (−β)2− 4(2y+ α)(y2 + 2yα+ α2−γ) = 0.
Alors
β2 − 4(2y3 + 5αy2 + (4α2 − 2γ)y + (α3 − αγ)) = 0,
et
2y3 + 5αy2 + (4α2 − 2γ)y +
(
α3 − αγ− β
2
4
)
= 0.
C’est une équation cubique en y
y3 +
5
2
αy2 + (2α2 − γ)y +
(
α3
2
− αγ
2
− β
2
8
)
= 0. (A.2)
Pour resoudre l’équation cubique, on pose y = v− 56α. L’équation (A.2) devient
(
v− 5
6
α
)3
+
5
2
α
(
v− 5
6
α
)2
+ (2α2 − γ)
(
v− 5
6
α
)
+
(
α3
2
− αγ
2
− β
2
8
)
= 0.
Ce qui implique
(
v3 − 5
2
αv2 +
25
12
α2v− 125
216
α3
)
+
5
2
α
(
v2 − 5
3
αv +
25
36
α2
)
+
(2α2 − γ)v− 5
6
α(2α2 − γ) +
(
α3
2
− αγ
2
− β
2
8
)
= 0,
et donc
v3 +
(
−α
2
12
− γ
)
v +
(
− α
3
108
+
αγ
3
− β
2
8
)
= 0.
Soit
P = −α
2
12
− γ,Q = − α
3
108
+
αγ
3
− β
2
8
.
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Alors
v3 + Pv + Q = 0.
Soit
U =
3
√
Q
2
±
√
Q2
4
+
P3
27
,
donc
v =
P
3U
−U,
et
y = −5
6
α+
P
3U
−U.
Sachant que
Q
2
+
√
Q2
4
+
P3
27
= 0 =⇒ P = 0,
et
lim
P→0
P
3
√
Q
2 +
√
Q2
4 +
P3
27
= 0.
Revenant donc à l’équation (A.1)
(α+ 2y)u2 + (−β)u + (y2 + 2yα+ α2 − γ) =
((√
(α+ 2y)
)
u +
(−β)
2
√
(α+ 2y)
)2
.
Si β 6= 0 alors α+ 2y 6= 0. Si β = 0 alors c’est l’équation biquadratique.
L’équation (A.1) implique
(u2 + α+ y)2 =
((√
α+ 2y
)
u− β
2
√
α+ 2y
)2
,
et
(u2 + α+ y) = ±
((√
α+ 2y
)
u− β
2
√
α+ 2y
)
. (A.3)
Ce qui implique
u2 +
(
∓s√α+ 2y) u +
(
α+ y± s β
2
√
α+ 2y
)
= 0. (A.4)
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L’équation (A.4) est de degré deux en u. Les solutions sont :
u =
±s√α+ 2y± t√(α+ 2y)− 4(α+ y± s β
2
√
α+2y
)
2
.
En simplifiant on obtient
u =
±s√α+ 2y± t
√
−
(
3α+ 2y± s 2β√
α+2y
)
2
.
Alors les solutions de l’équation de degré quatre originale sont :
x = − B
4A
+
±s√α+ 2y± t
√
−
(
3α+ 2y± s 2β√
α+2y
)
2
.
Pour avoir tout les racines il faut prendre tous les cas possibles des signes ±s et
±t, c’est-à-dire (+,−), (+,+) et (−,−), (−,+).
Equation biquadratique
Soit l’équation de degré quatre suivante
Ax4 + Bx3 + Cx2 + Dx + E = 0.
On pose
α = − 3B
2
8A2
+
C
A
, β =
B3
8A3
− BC
2A2
+
D
A
,γ =
−3B4
256A4
+
CB2
16A3
− BD
4A2
+
E
A
.
Si β = 0 alors u4 + αu2 + γ = 0. En posant x = u− B4A les racines sont
x = − B
4A
± s
√
−α± t
√
α2 − 4γ
2
, β = 0.
P = −α
2
12
− γ,Q = − α
3
108
+
αγ
3
− β
2
8
,R =
Q
2
±
√
Q2
4
+
P3
27
Quel signe de la racine carré on doit prendre ?
U = 3
√
R, donc trois racines complexes
128 ANNEXE A. RÉSOLUTION DE L’ÉQUATION DE DEGRÉ QUATRE
Soit
y = −5
6
α−U +V, V =

0 ,si U = 0P
3U ,si U 6= 0
x = − B
4A
+
±s√α+ 2y± t
√
−
(
3α+ 2y± s 2β√
α+2y
)
2
Pour avoir tous les racines il faut prendre tous les valeurs possibles de ±s
et ±t, soit (+,+), (+,−), (−,+) et, (−,−).
Il y a d’autres méthodes pour resoudre l’équation de degré quatre. Surtout
dans le cas de la cherche des solutions réelles seulement. Soit x1, x2 les deux
solutions complexes (conjuguées) et x3, x4 les deux racines réelles de l’équation
de degré quatre alors
(x− x1)(x− x2)(x− x3)(x− x4) = 0
ce qui est équivalent à
(x− x1)(x− x2) = 0 (A.5)
et
(x− x3)(x− x4) = 0. (A.6)
(x− x1)(x− x2) = x2 − 2Re(x1)x + [Re(x1)]2 + [Im(x1)]2.
Soit
a = −2Re(x1), b = [Re(x1)]2 + [Im(x1)]2,
alors l’équation (A.5) devient
x2 + ax + b = 0.
De même pour l’équation (A.6)
x2 + wx + v = 0, (A.7)
donc
x4 + (a + w)x3 + (b + wa + v)x2 + (wb + va)x + vb = 0. (A.8)
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Comparant l’équation (A.8) avec l’équation originale
a + w =
B
A
, b + wa + v =
C
A
,wb + va =
D
A
et vb =
E
A
,
donc
w =
B
A
− a = B
A
+ 2Re(x1), v =
E
Ab
=
E
A ([Re(x1)]2 + [Im(x1)]2)
et les solutions de l’équations (A.7) donnent
x3 =
−w +√w2 − 4v
2
, x4 =
−w−√w2 − 4v
2
.
L’une de ces solutions serait la solution réelle désirée.
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Annexe B
Coordonnées homogènes
Les coordonnées homogènes sont utilisées généralement pour la perfer-
mance de certain opérations standards (rotation, translation, etc) sur des points
dans un espace euclidien via des opérateurs matriciels.
Les coordonnées homogènes sont introduites par A. F. Mobius (1827), ap-
pelées aussi coordonnées barycentriques. C’est un système de coordonnées utili-
sés dans la projection géométrique. Ces coordonnées ont l’avantage de représentée
les points à l’infini avec des formulations simple. Les coordonnées homogènes ont
plusieurs applications comme la visualisaton et la représentation graphique sur
ordinateurs.
Dans un espace euclidien de dimension n, le point est défini par ces n com-
posantes. Les coordonnées homogènes correspondantes au même point est défini
par n + 1 composantes. On ajoute normalement une composante noté w. Ce ci
dit, il faut mentionner aussi que les applications diverses des coordonnées homo-
gènes sont dans des espaces euclidiens de dimensions 1, 2 et 3. En dimension 3
par exemple un point A = (x, y, z) devient (x, y, z, 1) en coordonnées homogènes.
Cette représentation n’est pas unique car il sera de même pour tout les points
(wx,wy,wz,w) avec w 6= 0. D’autre part, un point (x, y, z,w) en coordonnées ho-
mogènes correspond à l’unique point (x/w, y/w, z/w) dans l’espace euclidien.
Le concept des points à l’infini est présenter d’une manière simple en
coordonnées homogènes. Un point dans l’espce (x, y, z) devient en multipliant
par 1/w, c’est-à-dire (x/w, y/w, z/w, 1/w) en coordonnées homogènes. Lorsque
w = 0 les valeurs de x/w, y/w et z/w deviennet infinies (si x, y et z sont non
nuls). On dit alors que (x, y, z, 0) est un point à l’infini dans la direction (x, y, z).
131
132 ANNEXE B. COORDONNÉES HOMOGÈNES
En coordonnées homogènes la matrice de translation T d’un point A à un
point A′ s’écrit :
A′ = T(A) avec T(tx, ty, tz) =


1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1


de même la transformé inverse s’écrit :
A = T−1(A′) avec T−1 = T(−tx,−ty,−tz)
D’autre part, Si A′ est la rotation du point A par la rotation R d’angle θ
alors A′ = Rθ(A). Donc la transformé inverse s’écrit A = R−1θ (A
′) avec R−1θ =
R(−θ) = RT(θ).
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