Abstract. We propose several formulations for recovering discontinuous coe cients in elliptic problems by using total variation (TV) regularization. The motivation for using TV is its well-established ability to recover sharp discontinuities. We employ an augmented Lagrangian variational formulation for solving the output-least-squares inverse problem. In addition to the basic output-least-squares formulation, we introduce two new techniques to handle large observation errors. First, we use a ltering step to remove as much of the observation error as possible. Second, we introduce two extensions of the output-least-squares model; one model employs observations of the gradient of the state variable while the other uses the ux. Numerical experiments indicate that the combination of these two techniques enables us to successfully recover discontinuous coe cients even under large observation errors.
Introduction. Consider the partial di erential equation
?r (q(x)ru) = f in R 2 ; u = 0 on @ : (1) We want to use observations of the solution u to recover the coe cient q(x). We shall especially treat the case that q(x) has discontinuities. This problem arises in many industrial applications, for example, reservoir simulations, see Ewing 9] ; underground water investigations, see Yeh 28] and Vainikko 25] and other applications, see Banks and Kunisch 2] .
In this article, we shall consider three kinds of observation data for identifying the coe cient (1) We have an observation u d 2 L 2 ( ) for the solution u. We note that this condition is weaker than required of the solution u. respectively. Equation (1) can be used to describe the one-phase groundwater motion with u representing the piezometrical head of ground water in ; the function f characterizes the sources and sinks in . The ltration (transmissivity) coe cient q is, physically, positive and piecewise smooth with possible discontinuities on some interfaces in . Equation (1) can also be used to describe the uid ow of a one phase reservoir. In such a case, u is the pressure related to the ow in a heterogeneous reservoir; q is called the absolute permeability which is related to the permeability of the medium and other physical parameters such as the viscosity of the uid. For a one-phase reservoir, the rst estimation problem corresponds to measuring the pressure to recover the absolute permeability q. The second estimation problem corresponds to measuring both the pressure and its gradient to recover q. For the third kind of observation, we need to measure both the pressure and the velocity of the uid to recover q. One application of the proposed algorithms is the upscaling problem for oil reservoirs, see 19] and 12] , where the observation data can be obtained at every point. For other practical applications, the observation is often measured at some points and we need to interpolate the point observations to get distributed observations. However, it is well-known that the mesh size approximating the coe cient 1 q(x) depends on the amount of information we could measure, see Yeh 28] , White and Kunisch 17] and Tai et al. 23, 24] . If we only have measurements at a limited number of points, then we need to use very coarse meshes in the parameterization. Correspondingly, we may not be able to recover the ne structures of the coe cients. In this work, we assume that we have an observation on a very ne mesh and we want to recover both the values and the locations of the discontinuities of the coe cients. It is well-known that inverse problems are ill-posed. The common approach is to use output-leastsquares method with certain regularization techniques. When the coe cient q(x) is assumed to be smooth, successful numerical methods are available, see Ito and Kunisch 13] , and Kunisch and Tai 16] . However, when the coe cients have discontinuities and the observation errors are large, the problem is much more di cult. The main concern of this work is to develop numerical methods that can handle discontinuous coe cients and can treat observations containing large random errors. The contribution of this work can be classi ed into three points. First, we introduce a pre-smoothing method which removes random noises from the observations. Numerical tests and also a mathematical observation reveals that this pre-smoothing is very important in the case that the observation errors are large and a very ne mesh is used for the approximation for the coe cient q and the state u. Second, we introduce two new output-least-squares models. Inverse problems have been traditionally addressed using observations of the state u. In this work, we propose to observe also the gradient of u or the ux qru. Numerical experiments indicate that the gradient observations can tolerate much bigger observation errors. The practical implication is that we shall measure the gradient whenever this is possible even though the measurement for the gradient may contain large errors. The third contribution lies in the using of the TV-norm regularization for the coe cient. 14] . Here, we further develop this technique in combination with the presmoothing method which enables us to identify discontinuous coe cients with very large observation errors. In section 5.1.4, we give one example which will show that the TV-norm regularization works better than the traditional H 1 or H 2 -norm regularization, see Figure 10 . See also Lin and Ramirez 18] for some numerical tests which show that the usual regularization method smears out the sharp jumps or introduces Gibbs oscillations at the locations of the discontinuities.
In solving the output-least-squares minimization problem, we employ an augmented Lagrangian variational formulation, by which the inverse problem is transformed into a nonlinear minimization problem in both u and q. This approach has been quite successful in inverse parameter estimation problems with smooth coe cients; see for example 13], 16]. In particular, the e ciency is usually much higher than other optimization techniques such as Newton or Levenberg-Marquardt methods because the augmented Lagrangian technique can exploit the special bilinear nature of the equation constraint.
The organization of the paper is as follows. In the next section, we present the three variants of the output-least-squares formulation of the inverse problems. In Section 3, we de ne the corresponding augmented Lagrangian formulations. The noise removing techniques are introduced in Section 4. Numerical results will be presented in Sections 5. Some concluding remarks are given in section 6.
2. Formulation of the Identi cation Problems. 2.1. Output-Least-Squares Approach. As the observations may contain large random observation errors, and also due to the lack of proper boundary conditions for the coe cient q(x), it is not preferable to use direct methods for solving the inverse problems. Instead, we shall search for a coe cient q(x) which produces a solution u(x) that has the smallest distance to the observations, subject to certain regularity conditions on q(x).
Let the set K denote the set of admissible coe cients and the equality e(q; u) = 0 represent the equation constraint (1) in a suitable space; see x2.3. Finally, we use u(q) to denote the solution to e(q; u) = 0 for a given q.
Corresponding to each of the three kinds of observations, we shall solve (P1) min e(q;u)=0; q2K However, the TV-norm functional is not di erentiable with respect to q. For numerical purposes, we introduce R(q) = Z p jrqj 2 + " dx:
This functional is well de ned for q 2 H 1 ( ). However, for convenience, in our numerical simulations we use piecewise constants to approximate q and consequently q is not in H 1 ( ) and R(q) is not well de ned. In Section x5, we shall show that there exists a modi ed version of R(q) that does approximate TV (q) as goes to zero.
The Equation Constraint
. In the following, the admissible coe cients set K is taken to be K = fqj q 2 L 1 ( ); 0 < k 1 q(x) k 2 < 1g; with k 1 
We now de ne the equation constraint as e(q; u) = C(?r (qru) ? f) = C(A q u ? f) = C(B u q ? f): In the following sections, we use A q , B u and C to denote the corresponding adjoint operators of A q , B u and C respectively. In the discrete approximations, A q ; B u and C are matrices and A q ; B u and C are the corresponding transposes. Let P h and S h be the nite element spaces for approximating q(x) and u(x) respectively (see 5] We shall use the following algorithm to search for a saddle point for L r over K H 1 0 ( ) H 1 0 ( ) in an iterative way. The main idea is to alternately solve the minimization problem in one of the two variables u and q assuming the other is known. A few steps of this alternating minimization procedure is then followed by an updating step on the Lagrange multiplier . Algorithm 1.
Step 1 Choose u 0 2 H 1 0 ( ); 0 2 H 1 0 ( ) and r > 0.
Step 2 Set u 0 n = u n?1 . For k = 1; 2; : : :; k max , do:
Step 2.1 Solve q k n = arg min q2K L r (q; u k?1 n ; n?1 ) which gives 8]
Step 2.2 Solve u k n = arg min u2H 1 0 ( ) L r (q k n ; u; n?1 ), which gives
Step 3 Set u n = u k n ; q n = q k n , and update n as n = n?1 + re(q n ; u n ): (8) It is easy to see that the above algorithm is the Uzawa gradient method for searching for a saddle point for L r which satis es @L r @q ; ? q 0; 8 2 K; @L r @u = 0; @L r @ = 0: If we use nite element approximations in our computations, A q k n is a matrix that depends on q k n ; B u k n is a matrix that depends on u k n . If the nite element mesh is quasi-uniform, we can use inverse inequalities to show that total variation norm is equivalent to the Sobolev norms H k ( ); k = 1; 2. The equivalent constant depends on the mesh size h. Making use of this equivalence, we can employ the same techniques as in 16] to show that there is a unique saddle point for L r if the observation error is su ciently small, i.e. kũ ? u d k << 1. Moreover, the iterative solution of Algorithm 1 converges to the saddle point with a linear convergence rate. However, if the observation error is large, we can only show as in 5] that a subsequence of f(q n ; u n ; n )g converges to a saddle point.
We shall use u = 0 for the boundary condition of (7). The variational form of (6) implies a Neumann boundary condition for q k n . In our simulations, we use a simple projection method to handle the variational inequality (6). We rst nd q k n which is the solution of R 0 (q k n ) + rB u ) = 0; 8 2 P h : Due to the use of the TV-norm regularization, the matrix R 0 (q) is nonlinear with respect to q, we use a technique similar to 27] to deal with this nonlinearity. After the solving of the nonlinear equation (9), we set q k n = max(k 1 ; min(q k n ; k 2 )); (11) i.e we project q k n into the convex subset K. In our simulations, the constant k 1 is taken to be very small and k 2 is taken to be very large. In most of our tests, the solution of (9) is in the interior of the admissible coe cient set K. This same technique is used to solve the variational inequalities of the algorithms that will be proposed later. Using (3) and (4) (14) by an iterative procedure similar to that for (P1).
Augmented Lagrangian for (P2
Algorithm 2.
Step 1 Choose u 0 2 H 1 0 ( ); 0 2 H ?1 ( ) and r > 0.
Step 2.1 Solve for q k n 2 K from R 0 (q k n ) + rB u
Step 2.2 Solve for u k n 2 H 1
Step 3 Set u n = u k n ; q n = q k n and update the multiplier as n = n?1 + r(A qn u n ? f):
6 A homogeneous Dirichlet boundary condition is used for (16) . The boundary condition of (15) is implicitly contained in the variational form. Similar to the solving of (6), we rst get q k n from a nonlinear equation R 0 (q) + rB u C(B u q ? f) + B u C = 0 (17) and then project q k n into set K as described in (11) + rA q C(A q u ? f) + A q C : In the discrete setting, the variational equation for @Lr @q = 0 is (qru ?ũ v ; ru) + (R 0 (q); ) + r(C(B u q ? f); B u ) + (C ; B u ) = 0; 8 2 P h : We use the following analogous algorithm to search for a saddle point for L r Algorithm 3.
Step 2.1 Solve for q k n 2 K from
Step 2.2 Solve for u k n 2 H 1 0 ( ) from
Step 3 Set u n = u k n ; q n = q k n and update the multiplier as n = n?1 + r(A qn u n ? f): The variational inequality for solving q k n is solved by using the simple project procedure as described in (9){(11). 4 . Noise Removal Preprocessing. In many practical applications, observations contain random noises. Let u be a function and u d be its observation with random noises. From the observation u d , we try to recover a more accurate function for u. In order to preserve the shape of the function and at the same time lter out the highly oscillatory noises, we use a total variation denoising procedure. More precisely, we assume that the observation u d and the true function u satis es ku ? u d k L 2 ( ) = ; where is the L 2 {noise level which we assume to be known a priori. Numerical evidence shows that it is not necessary to know exactly. From the observation u d , we shall solve
The solution of this minimization problem has the smallest TV-norm and at the same time satis es the noise level constraint. In practice, we replace TV (v) by its approximation R(v). In the present paper, to solve this problem, we use a simple Lagrangian multiplier iterative procedure which is a simple extension of the projection algorithm used in Rudin, Osher and The formula for updating n is formally obtained by multiplying both sides of the rst equation of (18) by u n ? u d and using the noise level constraint. Note that the newly computed u n is used to replace u n?1 in the updating of n . The above iterative procedure only need to solve a simple linear equation. Our purpose is to remove the noises from the observation. We can terminate the iteration in a very earlier stage. In our simulation, we terminate the iteration when ku n ? u n?1 k L 2 ( ) 10 ?4 ku d k L 2 ( ) and the iteration number is often less than 40. For more e cient numerical methods for solving this problem, we refer to 4, 3].
4.1. Noise Removing for (P1). Before using Algorithm 1 to solve the inverse problem (P1), we shall use the above noise removing technique for u d to get a denoised solution u of (18) . Then, we use u as the observation data and also as the initial value for u 0 in Algorithm 1.
As the solution u of (1) cannot have discontinuities, the H 1 {norm could be a natural choice for the denoising. In our simulations, both the TV-norm and H 1 -norm denoising have been used. In most of the cases, the two approaches do not di er very much. However, there are examples where the TV-norm works slightly better due to the nonlinear di usion e ect, i.e. the TV-norm denoising is adding very little di usion at the places that jruj is very large. In using the TV-norm denoising, the choice of a ects the accuracy of the smoothed function. If is chosen too small, then the recovered function is very at near the points that ru = 0. In order to avoid this problem, it is not desirable to choose very small. In the simulations, we use two di erent values for for R( ) to approximate the TV-norm. The value of for solving (18) is taken as = 0:1. The value of for the regularization of the coe cient is taken as = 0:01 or smaller. 
to get a denoised u. The choice of the parameter ! is not very important. In all our experiments, we use ! = 1. Minimization (19) is equivalent to solving ?!r (ru ?ũ g ) + u ? u d = 0 in ; u = 0 on @ : (20) Due to the large amount of di usion introduced by the operator = r r, it is not necessary to introduce extra TV-norm or H 1 {norm regularization which is equivalent to introducing extra arti cial di usion into the denoising procedure. After solving (20) , we can use three di erent ways to get a denoised gradient ru 1 . Solve (18) for each component ofũ g and this removes the noises fromũ g directly. 2. Use numerical di erentiation to get the gradient of the solution of (20) . When the coe cient has large jumps, this turns out to be a very bad choice. 3. The third approach is to nd the minimizer for miñ w2W 1;1 ( )
In the above, we have TV (w) = TV (w 1 ) + TV (w 2 ): If we replace TV (w i ) by R(w i ), then minimizing (21) is equivalent to solving some partial di erential equations. In our simulations, both the rst and the third approaches have been used. The regularization parameter for (21) can be chosen in a trial-and-error fashion. When the noise levels are known, we can use a Lagrangian multiplier method similar to the one used for (18) 5. Numerical Experiments. We rst treat the discretization issues. Let R n ; n = 1; 2; 3 be a bounded domain. We rst divide into nite elements T h = fe i g. In all the simulations, a uniform mesh is used. The domain is discretized by simplicial elements, namely intervals, triangles and tetrahedral in 1D, 2D and 3D respectively. Let S h denote the piecewise linear nite element space over T h with zero Dirichlet boundary value on @ . Let P h denote the piecewise constant nite element space over T h . The space S h will be used to approximate u and the space P h will be used to approximate q. Let e i and e j be any two elements of the nite element division T h and j e i \ e j j be the (n ? 1)-dimensional measure of the interface between e i and e j . For a given q 2 P h , we de ne q i to be qj ei . Then it is easy to calculate that In identifying the coe cient q(x), the proposed algorithms are very sensitive to the value of the regularization parameter . This is true especially when the observation errors are large. In our simulations, we use a trial-and-error approach to adjust the value of so that the algorithms produce the best numerical solutions. The ratio =r determines the amount of extra di usion that is added by the regularization term R(q). If the identi ed coe cient is too smooth, we decrease =r (by decreasing or increasing r); If the identi ed coe cient is too oscillatory, we increase =r (by increasing or decreasing r). When observation errors are very large, we normally keep r around 100 for the numerical experiments given later and vary to get a good estimation. However, we use very large r when the observation errors are very small, see 5] for some experiments. In using Algorithm 1{3, it is not necessary to do many inner iterations between Step 2.1 and Step 2.2; we use only 3 iterations (i.e. k max = 3). The initial value of the Lagrange multiplier is always taken to be 0 = 0.
Numerical tests given later show that the noise removal preprocessing procedure introduced in section 4 is important for getting an accurate estimated coe cient. This can be explained by the dependence of matrix B on the gradient ru, see (5) . The matrix B is needed in solving the equations for q in the algorithms. We know that the convergence of Algorithms 1{3 depends on the fact that wecan have a good initial value for u 0 , i.e. u 0 = u d . This is observed in our numerical simulations and also can be explained by the analysis of Tai and Kunisch 16, x3] . When u d contains large observation errors and the mesh size is very small, ru d is a very oscillatory function with large variations in function value and can destroy the convergence of the algorithms. The noise removal preprocessing procedure can lter out the oscillatory noises and remove the non-physical large variations in the function values.
One Dimensional Experiments.
In the experiments, we try to identify a one dimensional piecewise constant q with several jump discontinuities from di erent kinds of observations by using the formulations (P1), (P2) and (P3) respectively. We take f(x) = 1. The true coe cient q(x) is chosen as ( see Figure 1) q Table 1 . We solve (18) to smooth the observation u d . Then we use the smoothed u d as the observation and also as the initial value for u in Algorithm 1. Since the TV functional R(q) is nonlinear in q, we need an initial guess for q for the iterative solution of the equation in Step 2.1. The results in Figure 1 are computed with the initial value q = 1. Our experience is that the algorithm is very robust with respect to the choice of the initial value for q.
We have run simulations for this test problem many times to see the identi ed q with di erent random observation errors. The conclusion is that if the observation error is more than 5%, then the location of the discontinuity cannot be recovered reliably. On the other hand, if the observation error is less than 1%, then we can always get a rather good estimation of q(x), by which we mean that both the location of the discontinuity and the value of q(x) are identi ed with an accuracy of less than 1% error. Table 1 . The values of and r for Figure 1 = 0:1% = 1% = 5% = 10% = 30% = 50% = 1e-5 5e-5 5e-5 1e-4 1e-4 1e-4 r = 1e3 1e3 1e3 5e2 5e2 5e2
In Figure 2 , the true state u, the noisy observations u d and the smoothed observations by solving (18) are shown for di erent noise levels. We can clearly see that noise removal preprocessing procedure can remove most of the random noise. In Figure 3 , we show the identi ed coe cients from the observations by using the original observation data without preprocessing. When the observation error is small, the true coe cient can be successfully recovered. For large observation errors, the identi ed coe cients are much less accurate than the identi ed coe cients from the smoothed observation data and the computing time is much longer for the original observations without preprocessing.
The algorithm for (P2).
We identify the same coe cient q(x) by observing both the value of u and the gradient of u using formulation (P2). The identi ed q is shown in Figure 4 . The values of and r for di erent observation errors are summarized in Table 2 . Table 2 . The values of and r for Figure 4 = 0:1% = 1% = 5% = 10% = 30% = 50% = 1e-6 5e-6 1e-5 1e-4 5e-4 1e-3 r = 1e3 1e3 1e3 5e2 5e2 5e2 
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Tests
If the boundary condition is known exactly, we have also done tests that show the observation for u is not necessary, i.e. we can get the same accuracy for the identi ed coe cient only from the observation of the gradient of u.
In Figure 5 , the true u, the noisy observations u d and the smoothed observations by solving (20) are shown for di erent noise levels. The noise removal preprocessing procedure not only removes most of the random noises, but also preserves the shape of the true state u. In Figure 6 , the true u x , the noisy observations for u x and the smoothed observations for u x by solving (18) are shown for di erent noise levels. In Figure 7 , the identi ed coe cients from the observations by using the original observation data without preprocessing are shown. It is clear that the identi ed coe cients from the smoothed data are better than the ones from the noise original observation data.
The algorithm for (P3)
. We now present results for formulation (P3); i.e. we identify q(x) by observing both u and qru. The identi ed q is shown in Figure 8 . The values of and r for di erent observation errors are given in Table 3 . Table 3 . The values of and r for Figure 8 = 0:1% = 1% = 5% = 10% = 30% = 50% = 1e-4 1e-4 1e-4 1e-4 1e-4 1e-4 r = 1e3 1e3 1e3 5e2 5e2 5e2
The performance does not seem to be as good as for formulation (P2). In particular, in order to identify the location of the discontinuities of q(x) with an accuracy of 1%, we need the observation error to be less than 1%. The identi ed coe cients from the original noise observations are shown in Figure 9 .
5.1.4. Summary for the one dimensional tests. Summarizing our numerical experience, we can see that the observation for the gradient ru is preferable in situations in which the observation error is large. When the observation errors are small, all three formulations (P1){(P3) can give accurate solutions. For a given level of observation errors, the identi ed coe cient of (P2) is more accurate than that of the other two formulations.
It shall also be pointed out that we can construct examples for which (P1) can tolerate as large observation errors as (P2) and the identi ed coe cient of Algorithm 1 is as accurate as that of Algorithm 2 for large observation errors. It is also easy to construct examples such that the gradient of u is very large in some small parts of , but nearly zero in the other parts of . For such examples, the maximum tolerable observation errors for the algorithms can be much less than the errors for the test problems given above.
In most of our numerical tests, the use of H 1 -norm regularization for q can be as good as the TV-norm regularization for q. However, there are examples that the TV-norm works better than the H 1 -norm. In Figure 10 , we show the identi ed coe cients by observations of u and u x without noises using the TV-norm and H 1 -norm regularization respectively. The TV-norm enables us to identify the coe cient accurately with an accuracy of kq h ? qk L 2 ( ) 10 ?5 . However, the H 1 -norm cannot recover the coe cient accurately. The equation errors are plotted for both the identi ed coe cients, see Figure 10 . In the gure, the equation error Au?f is evaluated from the identi ed q n and u n . From the plots, we see that both of identi ed coe cients satisfy the equation constraint to an accuracy of order 10 ?11 , but the identi ed coe cient by the H 1 -norm is far from the true coe cient. Due to the illposedness of the problem, there exist many q n such that A qn u ? f 0. The use of the TV-norm helps us to pick up the right solution, but the H 1 -norm does not work well. In Figure 10 16 used: h = 1=200; = 0; = 10 ?4 ; = 10 ?6 ; r = 10 6 . When is chosen to be very small, the TV-norm also fails to work.
In order to show the in uence of the regularization parameter , we try to identify a coe cient by using di erent values for . The identi ed coe cients by di erent values of are given in Figure 11 . We assume that the observations for u are available with 1% of observation errors, i.e. = 10 ?2 . From this test, it is clear that large or small is not preferable in the computation.
5.2. Two Dimensional Experiments. In two dimensions, the computational cost is increased dramatically and the e cient solution of the algebraic equations becomes a more critical issue. Therefore, we only present a few examples with large observation errors. We will not go into the details of the numerical procedures in the present paper. We refer to Kunisch and Tai 15] and Tai, Froyen, Espedal and Chan 22] for details for some algorithms that can solve the algebraic equations of Algorithms 1{3 more e ciently. In 15], a nonoverlapping domain decomposition is combined with the augmented Lagrangian method. In 22], overlapping domain decomposition and multigrid methods are used as preconditioners to solve the algebraic equations of Algorithms 1{3.
First, we use Algorithm 1 to identify a piecewise smooth coe cient from an observation of u with random errors using formulation (P1). The true coe cient is q(x; y) = c 1 (x; y) where c 1 (x; y) is a discontinuous piecewise constant function with values c 1 = 2 or c 1 = 1, see Figure 12 . Similar to the one-dimensional problems, the maximum tolerable observation error for L 2 -observations is less than 1%. The observation error for Figure 12 is = 1%. In the computation, we have used h = 1=128; r = 100; = 0:00125; = 0:001. In order to show the in uence of the value of on the accuracy of the identi ed coe cient, we also present another computational result for identifying the same coe cient. In Figure 13 , we have used = 0:00625. It can be seen that the identi ed coe cient is less oscillatory and the "tower" in the middle of the gure of the identi ed coe cient is lower.
In gure 14, we identify the same q by observations of u and ru using formulation (P2). A 50% observation error is added, i.e. = 0:5 = 50%. The computed functions are given in Figure 14 .
The maximum tolerable observation error is about 50%. The constants used in the computation are h = 1=128; r = 100; = 0:00625; = 0:001.
Numerical tests using observations of u and qru by using formulation (P3) have also been done.
The maximum tolerable observation error is about 1%. The conclusions that we can draw from the 2D experiments are similar to those of the 1D tests, namely that formulation (P2) can tolerate more observation error than (P1) and (P3). For a given level of observation error, the identi ed coe cient of (P2) is more accurate than that of the other two formulations. 6 . Conclusion. From the numerical tests, it can be seen that the preprocessing procedure is important and necessary when the observation errors are large. The smoothing procedure can remove the random noises and produce a much accurate observation. When the coe cient is discontinuous, it is better to use the TV-norm regularization. In many cases, the identi ed coe cient using the H 1 or H 2 regularization is as good as the coe cient using the TV-norm regularization. However, there are cases that the TV-norm regularization works better than the H 1 or H 2 -norm regularization.
Inverse coe cient estimation problem has been traditionally addressed using observation of the state u. Our numerical tests show that the observation of the gradient ru can improve the accuracy of the identi ed coe cient and can tolerate much bigger observation errors. However, the observation of the ux (or called velocity) qru does not give a much better identi ed coe cient. The augmented-Lagrangian approach reduces the inverse problem into the solving of some algebraic equations. E cient methods can be used to solve these algebraic equations. This enables us to solve two and three dimensional inverse problems with a large number of unknowns, see also 15], 22].
The choice of the values for and r a ects the accuracy of the identi ed coe cient. More studies are needed for algorithms that can determine the optimal values of and r automatically.
In the parameterization, the coe cient q is approximated by piecewise constants and the state variable u is approximated by piecewise linear functions. If we use piecewise linear nite element functions to approximate both, then it is much more di cult to control the oscillations with large observation errors, i.e. the identi ed coe cients are more sensitive to the choices of and r and the noise level. 17 
