We present efficient streaming algorithms to compute two commonly used anomaly measures: the rank-k leverage scores (aka Mahalanobis distance) and the rank-k projection distance, in the rowstreaming model. We show that commonly used matrix sketching techniques such as the Frequent Directions sketch and random projections can be used to approximate these measures. Our main technical contribution is to prove matrix perturbation inequalities for operators arising in the computation of these measures.
Introduction
The goal of this paper is to provide efficient algorithms for anomaly detection for extremely high dimensional data. Anomaly detection in high-dimensional numeric data is a ubiquitous problem in machine learning (Aggarwal, 2013; Chandola et al., 2009) . A typical scenario, which is the main motivation for this work, is where we have a constant stream of measurements (say various parameters regarding the health of machines in a data-center), and our goal is to detect any unusual behavior. In such settings, labels are usually hard to come by and unsupervised learning methods are preferred: the algorithm needs to learn what the bulk of the data look like and then detect any deviations from this.
Any algorithm to detect anomalies in this setting faces computational challenges: first, the dimension of the data may be very large, both in terms of the number of data points and their dimensionality. In the context of a data center there could be 10 4 measurements per machine and thousands of machines. In the context of IoT the number of collecting devices may explode. Second, the distributed nature of this setting suggests that storing the entire data, let alone transmitting it in its entirety may be unfeasible.
There is no single definition of an anomaly. For instance, clearly a data point which is unusual in magnitude should be considered anomalous. A more subtle notion of anomalies are those that stem from changes in the correlation across dimensions. Consider for instance the case where the CPU usage of a machine rises by 10%. That in itself may not be considered an anomaly, however when a large fraction of machines in the data center see this behavior simultaneously an alarm should be issued. Another more subtle scenario is when, say, a group of servers that are typically correlated suddenly demonstrate uncorrelated changes in load. Detecting these types of behaviors requires a more sophisticated way of assigning an anomaly score to a data point. We focus on two commonly used measures.
The Mahalanobis distance (Mahalanobis, 1936) is well known and heavily used way to measure this type of anomaly 1 . It relies on the Singular Value Decomposition of the data matrix, the rows of the matrix are data points and columns are types of measurements.
To define it formally, we need some notation. Given a matrix A ∈ R n×d , we let a (i) ∈ R d denote its i th row and a (i) ∈ R n denote its i th column. We consider all vectors as column vectors (that includes a (i) ). Definition 1. Let A ∈ R n×d . Let UΣV T be its SVD where Σ = diag(σ 1 , . . . , σ d ), for σ 1 ≥ · · · ≥ σ d > 0. The Mahalanobis distance of the i th row is denoted L(i) and is defined as,
where a (i) and v (i) are the i th row of A and i th column of V respectively. Equivalently,
where u (i) is the i th row of U.
L(i) is also known as the leverage score (Drineas et al., 2012; Mahoney, 2011) . L(i) depends on the entire spectrum of singular values and is clearly very sensitive to smaller singular values. Many high dimensional data sets arising in practice are close to being low-dimensional. The low part of the spectrum might come from noise. In this case, the high sensitivity to small singular values is undesirable. A common approach to circumvent this is to limit the above sum for only the k largest singular values (for some appropriately chosen k d) (Aggarwal, 2013; Holgersson and Karlsson, 2012) . This measure is called the rank k leverage score, and denoted by L k (i).
The rank k leverage score is concerned with the mass which lies within the principal space. The principal subspace represents what is "normal", and so we also need to catch the anomalies that are far from it. To that end a second measure of anomaly is the rank k projection distance of a point, which is simply the distance of the data point a (i) to the rank k principal subspace, and denote this by T k (i). It is defined as
This measure has been studied extensively and shown to be effective in practice, see Huang and Kasiviswanathan (2015) and references therein. It presents a more stable alternative to taking the tail of the Mahalanobis distance,
These two measures, the rank k leverage scores and projection distances are the focus of our work. We should note that many other measures are studied in the literature, such as the regularized (or soft) Mahalanobis distance (Aggarwal, 2013) , also known as ridge leverage (Holgersson and Karlsson, 2012; Alaoui and Mahoney, 2015; Cohen et al., 2017) . We discuss ridge leverage scores in greater detail in Section B, and show that in some settings, the ridge leverage score can be viewed as a combination of L k (i) and T k (i).
The separation assumption Intuitively once k is chosen it should determine the subspace which approximates the data. However, if there is degeneracy in the spectrum of the matrix, namely that σ 2 k = σ 2 k+1 then k-dimensional principal subspace is not unique, and then the quantities L k and T k are not well defined, since their value will depend on the choice of principal subspace. This suggests that we are using the wrong value of k, since the choice of k ought to be such that the directions orthogonal to the principal subspace have markedly less variance than those in the principal subspace. Hence we require that k is such that there is a gap in the spectrum at k, which ensures that the principal subspace is well defined.
All our results assume that the data are (k, ∆)-separated for ∆ > 0, this assumptions manifests itself as an inverse polynomial dependence on ∆ in our bounds. We stress that this assumption is very reasonable for real-life data sets.
The low stable rank assumption We denote by A F the Frobenius norm of the matrix, and by A the operator norm (which is equal to the largest singular value). Define the stable rank sr(A) = A 2 F / A 2 . While it is not strictly needed, the reader should have in mind the scenario where the top-k principal subspace captures a constant fraction (at least 0.5) of the total variance in the data. This is the setting where the measures L k and T k are meaningful. Note that this assumption implies that the stable rank sr(A) = O(k), since kσ 2 1 is a constant fraction of the total Frobenius norm.
Online vs batch anomaly detection In our definition of leverage scores, we have assumed that the entire matrix is given to us as input. We refer to this as the batch scenario. In practice, this might not always be a reasonable assumption. Consider again the motivating example where each machine in a data center produces streams of measurements. It is desirable to determine the anomaly score of a data point online as it arrives. The anomaly measure should be calculated with respect to the data produced so far, and by a streaming algorithm. We refer to this as the online scenario. Scores computed in this setting could be very different from the batch setting. In this work, we consider both these kinds of measures. Note that the measures L k (i) and T k (i) defined in the introduction are batch measures, since they assume we know the entire matrix A. The online measures k (i) and t k (i) are defined analogously to L k (i) and T k (i), except rather than using the entire matrix A, we only consider the first i − 1 rows for the SVD.
For both the online and the batch setting, we will work in the row-streaming model, where each row appears at a point in time. It is easy to see that there is a trivial O(d 2 ) memory, 1-pass algorithm in the online setting: we maintain the covariance of the rows seen so far, and use its SVD to computing k (i) and t k (i).
Computing the batch scores in the streaming model requires care, since even if the rows are seen in streaming order, when row i arrives, we cannot compute its leverage score without seeing the rest of the input. Indeed, 1-pass algorithms are not possible (unless they output the entire matrix of scores at the end of the pass, which clearly requires a lot of memory). On the other hand, there is a simple 2-pass algorithm which uses O(d 2 ) memory to compute the covariance matrix in one pass, then computes its SVD, and using this computes L k (i) and T k (i) in a second pass using memory O(dk). So we could hope for better 2-pass algorithms.
Our Results
Our main results say that given a µ > 0 and a (k, ∆)-separated matrix A ∈ R n×d , any sketchÃ of the matrix satisfying
or
can be used to efficiently approximate rank k leverage scores and the projection distance from the principal k-dimensional subspace. We show how to use such sketches to design efficient algorithms for finding anomalies in a streaming fashion using small space and with fast running time, for both the online and offline setting. The actual guarantees (and the proofs) for the two cases are different and incomparable. This is to be expected as the approximations we start with are very different in the two cases: Equation (2) can be viewed as an approximation to the covariance matrix of the row vectors, whereas Equation (3) gives an approximation for the covariance matrix of the column vectors. Hence the corresponding sketches can be viewed as preserving the row/column space of A respectively, we will refer to them as row/column space approximations respectively.
Pointwise guarantees from row space approximations Sketches which satisfy Equation (2) can be computed in the row streaming model using random projections of the columns, or deterministically by using the Frequent Directions algorithm (Ghashami et al., 2016) . Our streaming algorithm in this case is very simple-we compute the top k right singular vectors of the sketchÃ, then use these estimated singular values and singular vectors (instead of the true top k right singular values and vectors) to compute the leverage score of every row of A. The algorithm applies to both the online and batch settings. We state our result for the online setting here, see Section 3.1 for the precise statements. Define the condition number κ = σ 2 1 /σ 2 k . Recall that for outlier detection using the principal k-subspace to be meaningful, the principal k-subspace explains a large fraction of the variance of the data and hence the stable rank sr(A) = A 2 F / A 2 is small-usually around O(k).
There exists = poly(k, κ, sr(A), ∆, ε −1 ), such that there is a one-pass streaming algorithm that computes a sketch A ∈ R n× and uses it to produce estimatest k (i) andl k (i) where
The algorithm uses memory O(d ) and has running time O(d ) per row.
The key is that while depends on k, sr(A) and other parameters, it is independent of d. In the setting where all these parameters are constants independent of d, our memory requirement is O(d), improving on the trivial O(d 2 ) bound.
Our approximations are additive rather than multiplicative. But for outlier detection, the candidate outliers are ones where l k (i) or t k (i) are large, and in this regime, we argue below that our additive bounds also translate to good multiplicative approximations. The additive error in computing l k (i) is about εk/i when all the rows have roughly equal norm. Note that the average top-k leverage score of all the rows of any matrix with i rows is k/i, hence a reasonable threshold on l k (i) to regard a point as an outlier is when l k (i) k/i, so the guarantee for l k (i) in Theorem 1 is a reasonable guarantee which preserves outlier scores up to a small multiplicative error for candidate outliers, and ensures that points which were not outliers before are not mistakenly classified as outliers.
For t k (i), the additive error for row a (i) is ε a (i) 2 2 . Again, for points that are outliers, t k (i) is a constant fraction of a (i) 2 2 , so this guarantee is meaningful. Can one reduce the memory requirement further to o(d)? In Section 5, we show that substantial savings are unlikely for any algorithm with strong pointwise guarantees: there is an Ω(d) lower bound for any approximation that lets you distinguish l k (i) = 1 from l k (i) = ε for any constant ε, when all the rows have equal length. This lower bound clearly applies to any algorithm with guarantees as in Theorem 1.
Our next result shows that by settling for a weaker average case guarantee, we can indeed reduce the memory required below d.
Average-case guarantees from columns space approximations We now state our results for sketches that give columns space approximations. Our guarantees in this case hold in the batch setting, and hence they need two passes over the data.
A low-dimensional projection by a random matrix R ∈ R d× (for e.g., each entry of R could be a scaled i.i.d. uniform {±1} random variable) satisfies Equation (3). But usual bounds for random projections rely on properties such as the Johnson-Lindenstrauss property and subspace embeddings, which require the projection dimension to depend on the dimensions d and n of the input matrix A. However, we show that by powerful results on covariance estimation (Koltchinskii and Lounici, 2017) , random projections can satisfy Equation (3) with the projection dimension depending on the stable rank sr(A) of A instead of on its dimension d-which is significantly better as sr(A) is often small for real data.
However, there is still a problem: the covariance matrix of the columns AA T is an n × n matrix (and so isÃÃ T ), and typically n d. Our solution is to computeÃ TÃ instead, which is an × matrix, the larger matrixÃÃ T is only used in the analysis. Our streaming algorithm works as follows:
• In the first pass, we project the rows on to a random -dimensional space using a random matrix R ∈ R d× , and maintain the × covariance matrixÃ TÃ .
• At the end of the first pass, we compute the SVDÃ TÃ =ṼΣ 2Ṽ .
• We useΣ,Ṽ and R to compute approximationsL k (i) andT k (i) in the second pass.
Theorem 2. For ε sufficiently small, there exists = poly(k, ε −1 , sr(A)) such that the algorithm above produces estimatesL k (i) andT k (i) in the second pass, such that with high probabilty,
The algorithm uses work space O( 2 ), needs to store O(d ) random bits and has running time O(d ) per row.
This gives an average case guarantee. For T k , this guarantee is good when A k 2 F is a constant fraction of A 2 F , or in other words when the top-k principal subspace captures a constant fraction of the variance of the data-which is the natural setting of parameters for our problem. We note that Theorem 2 shows a new property of random projections-that on average they can preserve leverage scores and distances from the principal subspace, with the projection dimension being independent of both n and d (we have not aimed to optimize the polynomial dependence on k, sr(A), ε).
The space required in total for this algorithm, is O(d ), O( 2 ) work space, and (non read-once) access to O(d ) random bits. The Ω(d) lower bound in Section 5 applies even to the working space alone, the algorithm has access to a separate random string that is not counted against its storage. So already, we have managed to beat that lower bound by relaxing the guarantee.
However, the natural streaming implementation will store the matrix R, which means the total space used is O(d ). If there were a pseudorandom distribution of matrices that were easier to store, but which still gave comparable guarantees, then the space used would be much smaller, possibly even growing as O(log(d)). So the relaxed guarantees could enable significant savings in total space usage. We pose the question of finding a pseudorandom family of projection matrices that match the covariance estimation bounds of Koltchinskii and Lounici (2017) as an intriguing derandomization problem.
Our result is also meaningful in the IoT regime where the rows corresponds to data collected by different sensors, and the communication cost of transmitting the data from the sensors to a central server is a bottleneck. In such a scenario, the server first samples R and sends it to each sensor. This is a one-time setup. Subsequently, the sensors compute the × covariance matrices and send these back to the server. The server would reply with (the SVD of) the aggregate covariance, which the sensors could then use to compute the scores locally.
Technical Contributions
Our main technical contribution is to prove perturbation bounds for various matrix operators that arise in the computation of various outlier scores. Perturbation bounds describe the effect of the addition of a small noise matrix N to a base matrix A on various quantities and operators associated with the matrix. The basic results here include Weyl's inequality (c.f. Horn and Johnson (1994) Theorem 3.3.16) and Wedin's theorem (Wedin, 1972) , which respectively give such bounds for eigenvalues and eigenvectors. We use these results to derive perturbation bounds on projection operators that are used to compute outlier scores, these typically involve projecting onto the top-k principal subspace, and rescaling each co-ordinate by some function of the corresponding singular values.
We derive our results by combining these perturbation bounds with powerful results on matrix sketching, such as the Covariance Estimation results of (Koltchinskii and Lounici, 2017) and the Frequent Directions sketch (Liberty, 2013; Ghashami et al., 2016) . The sketches can be viewed as computing a noisy version of the true covariance matrices, hence our perturbation results can be applied.
Outline We state and prove our matrix perturbation bounds in Section 2. We use these bounds to get point-wise approximations for outlier scores in Section 3, and our average approximations in Section 4. We state our lower bound in Section 5. Missing proofs are deferred to the Appendix.
Matrix Perturbation Bounds
In this section, we will establish projection bounds for various operators needed for computing outlier scores. We first set up some notation and state some results we need.
Preliminaries
We work with the following setup throughout this section. Let A ∈ R n×d = UΣV T where Σ = (σ 1 , . . . , σ d ). Assume that A is (k, ∆)-separated as in Definition 2. We use sr(A) = A 2 F /σ 2 1 to denote the stable rank of A, and κ = σ 2 1 /σ 2 k for the condition number of A k . LetÃ ∈ R n× be a sketch/noisy version of A satisfying
and letÃ =ŨΣṼ T denote its SVD. While we did not assumeÃ is (k, O(∆))-separated, it will follow from Weyl's inequality for µ sufficiently small compared to ∆. It helps to think of ∆ as property of the input A, and µ as an accuracy parameter that we control.
In this section we prove perturbation bounds for the following three operators derived fromÃ, showing their closeness to those derived from A:
projects onto the principal k-dimensional column subspace, and scale co-ordinate i by σ i (Theorem 3).
projects onto the principal k-dimensional column subspace, and scale co-ordinate i by 1/σ i (Theorem 5).
To do so, we will extensively use two classical results about matrix perturbation: Weyl's inequality (c.f. Horn and Johnson (1994) Theorem 3.3.16) and Wedin's theorem (Wedin, 1972) , which respectively quantify how the eigenvalues and eigenvectors of a matrix change under perturbations.
Wedin's theorem requires a sufficiently large separation in the eigenvalue spectrum for the bound to be meaningful.
Lemma 2. (Wedin's theorem) Let C, D = C + N ∈ R n×d . Let P C and P D respectively denote the projection matrix onto the space spanned by the top k singular vectors of C and D. Then,
Matrix Perturbation Bounds
We now use these results to derive the perturbation bounds enumerated above. The first bound is a direct consequence of Wedin's theorem.
Since we have AA T = UΣ 2 U T , P (P) is the projection operator onto the column space of A k (and similarly forP andÃ k ). Since P T = P and PP = P for any orthogonal projection matrix, we can write,
Since A is (k, ∆)-separated,
So applying Wedin's theorem to AA T ,
We next show that the spectrum ofÃ also has a gap at k. Using Weyl's inequality,
Hence using Equation (6)
So we apply Wedin's theorem toÃ to get
Plugging (7) and (8) into (5),
where the last inequality is becuase ∆ − 3µ ≥ ∆/2 since we assumed ∆ ≥ 6µ. The claim follows by taking square roots on both sides.
We now move to proving bounds for items (2) and (3), which are given by Theorems 3 and 5 respectively.
The full proof of the theorem is quite technical and is deferred to the Appendix. Here we prove a special case that captures the main idea. The simplifying assumption we make is that the values of the diagonal matrix in the operator are distinct and well separated. In the full proof we decompose Σ k to a well separated component and a small residual component.
• The λs could be partitioned to buckets so that all values in the same buckets are equal, and values across buckets are well separated. Formally, 1 . . . k are partitioned to m buckets B 1 , . . . B m so that if i, j ∈ B then λ i = λ j . Yet, if i ∈ B and j ∈ B +1 then λ i − λ j > δλ 1 .
The idea is to show Σ = Λ + Ω where Λ is monotone and well separated and Ω has small norm. The next two lemmas handle these two components. We first state a simple lemma which handles the case where Ω has small norm.
Lemma 4. For any diagonal matrix Ω,
Proof. By the triangle inequality,
The bound follows as U k andŨ are orthonormal matrices.
We next state the result for the case where Λ is monotone and well separated. In order to prove this result, we need the following direct corollary of Lemma 3:
Using this, we now proceed as follows.
. . λ k ) be a monotone and δσ 2 1 well separated diagonal matrix. Then
Proof. We denote by b j the largest index that falls in bucket B j . Let us set λ B m+1 = 0 for convenience. Since
we can write,
and similarly forŨ k ΛŨ T k . So we can write
Therefore by using Lemma 5,
where the second inequality is by the triangle inequality and by applying Lemma 3. Thus proving that
Note that though Lemma 6 assumes that the eigenvalues in each bucket are equal, the key step where we apply Wedin's theorem (Lemma 3) only uses the fact that there is some separation between the eigenvalues in different buckets. Lemma 10 in the appendix does this generalization by relaxing the assumption that the eigenvalues in each bucket are equal. The final proof of Theorem 3 works by splitting the eigenvalues into different buckets or intervals such that all the eigenvalues in the same interval have small separation, and the eigenvalues in different intervals have large separation. We then use Lemma 10 and Lemma 4 along with the triangle inequality to bound the perturbation due to the well-separated part and the residual part respectively.
The bound corresponding to (3) is given in following theorem:
The proof uses similar ideas to those of Theorem 3 and is deferred to the appendix.
3 Pointwise guarantees for Anomaly Detection
The Online Setting
We consider the scenario where the rows a (i) ∈ R d arrive in streaming order. Let A ∈ R (i−1)×d denote the matrix of points that have arrived so far (excluding a (i) ) and let UΣV T be its SVD. Write a (i) in the basis of right singular vectors as
. We define its rank-k leverage score and projection distance respectively as
There is a one-pass streaming algorithm that can compute both these scores, using time O(d 3 ) time per row. This algorithm maintains the d × d covariance matrix A T A and computes its SVD to get V k , Σ k . From these, it is easy to compute both l k and t k .
To approximate these scores, it is natural to use a row-space approximation, or rather a sketchÃ ∈ R ×d that approximates the covariance matrix A T A as below:
Given such a sketch, our approximation is the following: computeÃ =ŨΣṼ t . The estimates for l k (i) and t k (i) respectively are˜
Given the sketchÃ, we expect thatṼ k is a good approximation to the row space spanned by V k , since the covariance matrices of the rows are close. In contrast the columns spaces of A andÃ are hard to compare since they lie in R n and R respectively. The closeness of the row spaces follows from the results from Section 2 but applied to A T rather than A itself. The results there require that AA T −ÃÃ T is small, and Equation (12) implies that this assumption holds for A T .
We first state our approximation guarantees for t k .
Theorem 6. Assume that A is (k, ∆)-separated. Let ε < 1/3 and letÃ satisfy Equation (12) for µ = ε 2 ∆. Then for every i,
Proof. We have
where in the last line we use Lemma 3, applied to the projection onto columns of A T , which are the rows of A. The condition µ < ∆/6 holds since µ = ε 2 ∆ for ε < 1/3.
How meaningful is the above additive approximation guarantee? For each row, the additive error is ε a (i) 2 2 . It might be that t k (i) ε a (i) 2 2 which happens when the row is almost entirely within the principal subspace. But in this case, the points are not anomalies, and we havet k (i) ≤ 2ε a (i) 2 2 , so these points will not seem anomalous from the approximation either. The interesting case is when t k (i) ≥ β a (i) 2 2 for some constant β (say 1/2). For such points, we havet k (i) ∈ (β ± ) a (i) 2 2 , so we indeed get multiplicative approximations.
Next we give our approximation guarantee for l k , which relies on the perturbation bound in Theorem 5.
Theorem 7. Assume that A is (k, ∆)-separated. LetÃ be as in Equation (12). Let
Then for every i,
2 , it will suffice to show that
To prove inequality (16), we will bound the LHS as
For the first term, we apply Theorem 5 to A T to get
We bound the second term as
where we use Weyl's inequality to bound σ 2 i −σ 2 i . Using Weyl's inequality and the fact that µ ≥ 1/(20kκ),
Plugging Equations (18) and (20) into Equation (17) gives
Equation (21) follows by Theorem 5. The conditions on µ needed to apply it are guaranteed by our choice of µ and ε.
To interpret this guarantee, consider the setting when all the points have roughly the same 2-norm. More precisely, if for some constant C a (i)
then Equation (15) gives
Note that k is a constant whereas i grows as more points come in. As mentioned in the discussion following Theorem 1, the points which are considered outliers are those where l k (i) k i . For the parameters setting, if we let κ = O(1) and sr(A) = Θ(k), then our bound on reduces to ε ≤ min(∆, 1/k), and our choice of µ reduces to µ ≈ ε 3 /k.
To efficiently compute a sketch that satisfies (12), we can use Frequent Directions (Liberty, 2013) . We use the improved analysis of Frequent Directions in Ghashami et al. (2016) : Theorem 8. (Ghashami et al., 2016) There is an algorithm that takes the rows of A in streaming fashion and computes a sketchÃ ∈ R ×d satisfying Equation (12) where = n i=k+1 σ 2 i /(σ 2 1 µ).
LetÃ =ŨΣṼ T . The algorithm maintainsΣ,Ṽ. It uses O(d ) memory and requires time at most O(d 2 ) per row. The total time for processing n rows is O(nd ). If d, this is a significant improvement over the naive one-pass algorithm in both memory and time. If we use Frequent directions, we set
where µ is set according to Theorem 6 and 7. This leads to = poly(k, sr(A), κ, ∆, −1 ). Note that this does not depend on d, and hence is considerably smaller for our parameter settings of interest.
The batch setting
In the batch setting, we consider the scenario where the entire matrix A ∈ R n×d is given as input. Let UΣV T be its SVD. Write a (i) in the basis of right singular vectors as
. Recall that we defined its rank-k leverage score and projection distance respectively as
Using the same approach as the previous section, we can get a more efficient algorithm by using a sketch A of the matrix A. In the first pass, we computeÃ using Frequent Directions and at the end of the pass, we use it to compute Σ k and V k . In the second pass, we use these to compute L k and T k . The space used is O(d ) where is given by Equation (22), while the update time per row is O(d 2 ).
The Ω(d) lower bounds in Section 5 shows that one cannot hope for sublinear dependence on d for pointwise estimates. In the next section, we show how to eliminate the dependence on d in the working space of the algorithm in exchange for weaker guarantees. The algorithm still uses Ω(d) randomness for the random projection, which would be eliminated if the random projection were to be derandomized.
Average-case guarantees for Anomaly Detection
In this section, we present an approach which circumvents the Ω(d) lower bounds by relaxing the pointwise approximation guarantee. The algorithm is designed for the offline case.
Let A = UΣV T be the SVD of A. The outlier scores we wish to compute are
Note that these scores are defined with respect to the principal space of the entire matrix. We present a guarantee for any sketchÃ ∈ R n× that approximates the column space of A, or equivalently the covariance matrix AA T of the row vectors. We can work with any sketch A where
Theorem 9 stated in Section 4.2 shows that such a sketch can be obtained for instance by a random projection onto R for = sr(A)/µ 2 : letÃ = AR for R ∈ R d× for R an appropriately scaled sub-Gaussian matrix.
Given such a sketch, we expectŨ k to be a good approximation to U k . So we define our approximations in the natural way:L
The analysis then relies on the machinery from Section 2. However,Ũ k lies in R n×k which is too costly to compute and store, whereasṼ k in contrast lies in R ×k , for = 1/µ 2 max(sr(A), log(1/δ)). In particular, both and k are independent of n, d and could be significantly smaller. In many settings of practical interest, we have sr(A) ≈ k and both are constants independent of n, d. So in our algorithm, we use the following equivalent definition in terms ofṼ k ,Σ k .
We computeÃ TÃ in R × in the first pass, and then run SVD on it to computeΣ k ∈ R k×k andṼ k ∈ R ×k . Then in the second pass, we use these to we computeL k andT k . The total memory needed in the first pass is O( 2 ) for the covariance matrix and O(d ) for the projection matrix R. In the second pass, we need O(k ) memory for storing V k and O(d ) for the projection matrix R. We note that the only dependence on d comes from the space needed to store R. If one can get similar guarantees using a matrix R with a shorter description (say using limited independence), then the requirement reduces. In principle, it could be logarithmic in d rather than linear. We leave the question of derandomizing the guarantee of Theorem 9 and reducing the space needed as an enticing open problem.
Our approximation guarantees
We now turn to the guarantees. Given the Ω(d) lower bound from Section 5, we cannot hope for a strong pointwise guarantee, rather we will show a guarantee that hold on average, or for most points.
The following simple Lemma bounds the sum of absolute values of diagonal entries in symmetric matrices.
Lemma 7. Let A ∈ R n×n be symmetric. Then
Proof. Consider the eigenvalue decomposition of A = QΛQ T where Λ is the diagonal matrix of eigenvalues of A, and Q has orthonormal columns, so Q 2 F = rank(A). We can write,
We first state and prove Lemma 8 which bounds the average error in estimating L k .
Lemma 8. Assume that A is (k, ∆)-separated. LetÃ satisfy Equation (27) for µ = ε 2 ∆/16 where ε < 1. Then
Proof. By Equations (25) and (28) 
By Lemma 3 (which applies since µ ≤ ∆/16), we have
So applying Lemma 7, we get
The claim follows by noting that the columns of U k are orthonormal, so
The guarantee above shows that the average additive error in estimating
hence we obtain small additive errors on average. Additive error guarantees for L k (i) translate to multiplicative guarantees as long as L k (i) is not too small, but for outlier detection the candidate outliers are those points for which L k (i) is large, hence additive error guarantees are meaningful for preserving outlier scores for points which could be outliers.
Similarly, Lemma 9 bounds the average error in estimating T k .
LetÃ satisfy Equation (27) for
Proof. By Equations (26) and (29), we have
Then rank(C) ≤ 2k. We now bound its operator norm as follows
To bound the first term, we use Theorem 3 (the condition on µ holds by our choice of ε in Equation (32) and µ in Equation (33)) to get
For the second term, we use
Overall, we get C ≤ 5σ(A) 2 (µk) 1/3 . So applying Lemma 7, we get
In order to obtain the result in the form stated in the Lemma, note that
Typically, we expect A − A k 2 F to be a constant fraction of A 2 F . Hence the guarantee above says that on average, we get good additive guarantees.
Results on covariance estimation
The following theorem from Koltchinskii and Lounici (2017) implies that random projections give good sketches of a matrix.
Theorem 9. (Koltchinskii and Lounici, 2017) Consider any matrix A ∈ R n×d . Let R = (1/ √ )X where X ∈ R d× is a random matrix with each entry being an i.i.d. sub-Gaussian random variable. LetÃ = AR. Then with probability 1 − e −t , for some fixed constant C,
It has the following corollary.
Corollary 1. Let ≥ C µ −2 max(sr(A), log(1/δ)). Then with probability 1 − δ,
Using Corollary 1 along with Lemma 8 and Lemma 9 gives Theorem 2 from the introduction-which shows that taking a random projection with = poly(k, ε −1 , sr(A)) ensures that the error guarantees in Lemma 8 and Lemma 9 hold with high probability.
Streaming Lower Bounds
In this section we prove lower bounds on streaming algorithms for computing leverage scores, rank k leverage scores and ridge leverage scores for small values of λ. Our lower bounds are based on reductions from the multi party set disjointness problem denoted as DISJ t,d . In this problem, each of t parties is given a set from the universe [d] = {1, 2, . . . , d}, together with the promise that either the sets are uniquely intersecting, i.e. all sets have exactly one element in common, or the sets are pairwise disjoint. The parties also have access to a common source of random bits. Chakrabarti et al. (2003) showed a Ω(d/(t log t)) lower bound on the communication complexity of this problem. As usual, the lower bound on the communication in the set-disjointness problem translates to a lower bound on the space complexity of the streaming algorithm.
Theorem 10. For sufficiently large d and n ≥ O(d), let the input matrix be A ∈ R n×d . Consider a row-wise streaming model the algorithm may make a constant number passes over the data.
1. Any randomized algorithm which computes a √ t-approximation to all the leverage scores for every matrix A with probability at least 2/3 and with p passes over the data uses space Ω(d/(t 2 p log t)).
For λ ≤ sr(A)
2d σ 1 (A) 2 , any randomized streaming algorithm which computes a t/2-approximation to all the λ-ridge leverage scores for every matrix A with p passes over the data with probability at least 2/3 uses space Ω(d/(pt 2 log t)).
3. For 2 ≤ k ≤ d/2, any randomized streaming algorithm which computes any multiplicative approximation to all the rank k leverage scores for every matrix A using p passes and with probability at least 2/3 uses space Ω(d/p).
For
, any randomized algorithm which computes any multiplicative approximation to the distances from the principal k-dimensional subspace of every row for every matrix A with p passes and with probability at least 2/3 uses space Ω(d/p).
We make a few remarks:
• The lower bounds are independent of the stable rank of the matrix. Indeed they hold both when sr(A) = o(d) and when sr(A) = Θ(d).
• The Theorem is concerned only with the working space; the algorithms are permitted to have separate access to a random string.
• In the first two cases an additional log t factor in the space requirement can be obtained if we limit the streaming algorithm to one pass over the data.
Note that Theorem 10 shows that the Frequent Directions sketch for computing outlier scores is close to optimal as it uses O(d ) space, where the projection dimension is a constant for many relevant parameter regimes. The lower bound also shows that the average case guarantees for the random projection based sketch which uses working space O( 2 ) cannot be improved to a point-wise approximation. The proof of the theorem is in Appendix C.
A Proofs of Section 2
We will prove bounds for items (2) and (3), which are given by Theorems 3 and 5 respectively. To prove these, the next two technical lemmas give perturbation bounds on the operator norm of positive semi-definite matrices of the from U k ΛU T k , where Λ is a diagonal matrix with non-negative entries. In order to do this, we split the matrix Σ to a well-separated component and a small residual component.
We now describe the decomposition of Σ . Let δ be a parameter so that
We partition the indices [k] into a set of disjoint intervals B(A, δ) = {B 1 , . . . , B m } based on the singular values of A so that there is a separation of at least δσ 2 1 between intervals, and at most δσ 2 1 within an interval. Formally, we start with i = 1 assigned to B 1 . For i ≥ 2, assume that we have assigned i − 1 to B j . If
then i is also assigned to B j , whereas if Let Λ = diag(λ 1 , . . . λ k ) be a diagonal matrix with all non-negative entries which is constant on each interval B j and non-increasing across intervals. In other words, if i ≥ j, then λ i ≥ λ j , with equality holding whenever i, j belong to the same interval B k . Call such a matrix a diagonal non-decreasing matrix with respect to B(A, δ). Similarly, we define diagonal non-increasing matrices with respect to B(A, δ) to be non-increasing but are constant on each interval B k . The following is the main technical lemma in this section, and handles the case where the diagonal matrix is well-separated. It is a generalization of Lemma 6. In Lemma 6 we assumed that the eigenvalues in each bucket are equal, here we generalize to the case where the eigenvalues in each bucket are separated by at most δσ 2 1 (A).
Lemma 10. Let 6µ ≤ δ ≤ ∆. Let Λ = diag(λ 1 , . . . λ k ) be a diagonal non-increasing or a diagonal non-decreasing matrix with respect to B(A, δ). Then
Proof. Let us set λ b m+1 = 0 for convenience. Since
we can write
Therefore, by the triangle inequality and Lemma 5,
When Λ is diagonal non-decreasing with respect to B(A, δ), then for j ≤ m − 1, λ b j ≤ λ b j+1 , and Λ = λ bm . Hence
We use this to prove our perturbation bound for
Proof. Define Λ to be the k × k diagonal non-increasing matrix such that all the entries in the interval B j are σ 2 b j
. Define Ω to be the k × k diagonal matrix such that Λ + Ω = Σ 2 k . With this notation,
By definition, Λ is diagonal non-increasing, Λ = σ 2 b 1 ≤ σ 2 1 . Hence by part (1) of Lemma 10,
By our definition of the B j s, if i, i + 1 ∈ B j then σ 2 i − σ 2 i+1 ≤ δσ 2 1 , hence for any pair i, i inB j ,
We use Lemma 4 to get
. Plugging these bounds into Equation (35), we get
We choose δ = µ 1/3 /k 2/3 that minimizes the RHS, to get
We need to ensure that this choice satisfies 6µ ≤ δ. This holds since it is equivalent to 6(µk) 2/3 ≤ 1, which is implied by µk ≤ 1/20. We need δ ≤ ∆ which holds since µ ≤ ∆ 3 k 2 .
Next we derive our perturbation bound for U k Σ −2 k U T k , which will depend on the condition number κ = σ 2 1 /σ 2 k . The proof is similar to the proof of Theorem 3.
Theorem 5. Let κ denote the condition number κ = σ 2 1 /σ 2 k . Let µ ≤ min(∆ 3 (kκ) 2 , 1/(20kκ)). Then,
Proof. We use a similar decomposition as in Theorem 3. Define Λ to be diagonal non-decreasing such that all the entries in the interval B j are 1/σ 2
k . Using Lemma 10, we get
Define
By using this in Lemma 4,
Putting Equation (36) and (37) together, we get
The optimum value of δ is µ 1/3 /(kκ) 2/3 which gives the claimed bound. A routine calculation shows that the condition 6µ ≤ δ ≤ ∆ holds because µ ≤ min(∆ 3 (kκ) 2 , 1/(20kκ)).
B Ridge Leverage Scores
Regularizing the spectrum (or alternately, assuming that the data itself has some ambient Gaussian noise) is closely tied to the notion of ridge leverage scores (Alaoui and Mahoney, 2015) . Various versions of ridge leverages had been shown to be good estimators for the Mahalanobis distance in the high dimensional case and were demonstrated to be an effective tool for anomaly detection (Holgersson and Karlsson, 2012) . There are efficient sketches that approximate the ridge leverage score for specific values of the parameter λ (Cohen et al., 2017) .
Recall that we measured deviation in the tail by the distance from the principal k-dimensional subspace, given by
We prefer this to using
since it is more robust to the small σ j , and is easier to compute in the streaming setting. 2 An alternative approach is to consider the ridge leverage scores, which effectively replaces the covariance matrix A T A with A T A + λI, which increases all the singular values by λ, with the effect of damping the effect of small singular values. We have
Consider the case when the data is generated from a true k-dimensional distribution, and then corrupted with a small amount of white noise. It is easy to see that the data points will satisfy both concentration and separation assumptions. In this case, all the notions suggested above will essentially converge. In this case, we expect σ 2 k+1 ≈ · · · ≈ σ 2 n . So
2 although the latter measure is also studied in the literature and may be preferred in settings where there is structure in the tail If λ is chosen so that σ 2 k λ σ 2 k+1 , it follows that
C Proof of Theorem 10: Streaming Lower Bounds
Proof. We describe the reduction from DISJ t,d to computing each of the four quantities.
(1) Leverage scores: Say for contradiction we have an algorithm which computes a √ t-approximation to all the leverage scores for every matrix A ∈ R n×d using space O(d/(kt 2 log t)) and k = O(1) passes. We will use this algorithm to design a protocol for DISJ t,d using a communication complexity of O(d/(t log t)). In other words we need the following lemma.
Lemma 11. A streaming algorithm which approximates all leverage scores within √ t with p passes over the data, and which uses space s implies a protocol for DISJ t,d with communication complexity s · p · t Proof. Given an DISJ t,d instance, we create a matrix A with d columns as follows: Let e i be the ith row of the (d × d) identity matrix I d×d . The vector e i is associated with the ith element of the universe [d] . Each player j prepares a matrix A j with d columns by adding the row e i for each i ∈ [d] in its set. A is composed of the rows of the t matrices A j .
We claim that √ t approximation to the leverage scores of A suffices to differentiate between the case the sets are disjoint and the case they are uniquely intersecting. To see this note that if the sets are all disjoint then each row is linearly independent from the rest and therefore all rows have leverage score 1. If the sets are uniquely intersecting, then exactly one row in A is repeated t times. A moment's reflection reveals that in this case, each of these rows has leverage score 1/t. Hence a √ t-approximation to all leverage scores allows the parties to distinguish between the two cases.
The actual communication protocol is now straight forward. Each party i in turn runs the algorithm over its own matrix A i and passes the s bits which are the state of the algorithm to the party i + 1. The last party outputs the result. If the algorithm requires p passes over the data the total communication is p · s · t.
Theorem 10 now follows directly from the lower bound on the communication complexity of DISJ t,d .
Note that in the construction above the stable rank sr(A) is Θ(d). The dependency on d could be avoided by adding a row and column to A: A column of all zeros is added to A and then the last party adds a row to A t having the entry √ K ≥ 1 in the last column. Now since K > 1 the last row will dominate both the Frobenius and the operator norm of the matrix but does not affect the leverage score of the other rows. Note that sr(A) ≤ K+d K . By choosing K large enough, we can now decrease sr(A) to be arbitrarily close to 1. Note also that if the algorithm is restricted to one pass, the resulting protocol is one directional and has a slightly higher lower bound of Ω(d/t 2 ).
(2) Ridge leverage scores: We use the same construction as before and multiply A by σ ≥ √ λ. Note that as required, the matrix A has operator norm σ. As before, it is sufficient to claim that by approximately computing all ridge leverage scores the parties can distinguish between the case their sets are mutually disjoint and the case they are uniquely intersecting. Indeed, if the sets are mutually disjoint then all rows have ridge leverage scores σ 2 σ 2 +λ . If the sets are uniquely intersecting, then exactly one element is repeated t times in the matrix A, in which case this element has ridge leverage score σ 2 tσ 2 +λ . These two cases can be distinguished by a t/2-approximation to the ridge leverage scores if λ ≤ σ 2 .
To modify the stable rank sr(A) in this case we do the same trick as before, add a column of zeros and the last party adds an additional row having the entry √ Kσ ≥ σ in its last column. Note that sr(A) ≤ K+d K , and by increasing K we can decrease sr(A) as necessary. However, A 2 now equals Kσ 2 , and hence we need to upper bound K in terms of the stable rank sr(A) to state the final bound for λ in terms of A 2 . Note that sr(A) ≤ K+d K =⇒ K ≤ 2d/sr(A). Hence λ ≤ sr(A) 2d
A 2 ensures that λ ≤ σ 2 .
(3) Top-k leverage scores: The construction is similar to the previous ones, with some modifications to ensure that the top k singular vectors are well defined. We set number of parties to be 2, and let the universe be of size d = d − k, so the matrix is wider that the size of universe by k columns. As before, for i ≤ d the i'th row of I d×d is associated with the i'th element of the universe [d ] . The first set of rows in A are the rows corresponding to the elements in the first party's set and the next set of rows in A correspond to the elements in the second party's set. The second party also adds the last k rows of I d×d , scaled by 1.1, to the matrix A. We claim that by computing a multiplicative approximation to all rank k leverage scores the parties can determine whether their sets are disjoint. If the sets are all disjoint, then the top k right singular vectors correspond to the last k rows of the matrix I d×d , and these are orthogonal to the rest of the matrix and hence the rank k leverage scores of all rows except the additional ones added by the second party are all 0. If the sets are intersecting, then the row corresponding to the intersecting element is the top right singular vector of A, as it has singular value √ 2 > 1.1. Hence the rank k leverage score of this row is 1/2. Hence the parties can distinguish whether they have disjoint sets by finding any multiplicative approximation to all rank k leverage scores.
We apply a final modification to decrease the stable rank sr(A) as necessary. We scale the dth row of I d×d by a constant √ K. Note that sr(A) ≤ K+d+2k K
. By choosing K accordingly, we can now decrease sr(A) as desired. We now examine how this scaling affects the rank k leverage scores for the rows corresponding to the sets. When the sets are not intersecting, the rank k leverage scores of all the rows corresponding to the set elements are still 0. When the sets are intersecting, the row corresponding to the intersecting element is at the least second largest right singular vector of A even after the scaling, as √ 2 > 1.1. In this case, for k ≥ 2 the rank k leverage score of this row is 1/2, hence the parties can distinguish whether they have disjoint sets by finding any multiplicative approximation to all rank k leverage scores for any 2 ≤ k ≤ d/2.
Distance from principal k-dimensional subspace: We use the same construction as in statement (3). If the sets are non-intersecting, all the rows corresponding to the sets of the two-parties have distance 1 from the principal k-dimensional subspace. If the sets are intersecting, the row corresponding to the element in the intersection has distance 0 from the principal k-dimensional subspace, as that row is either the top or the second right singular vector of A. Hence, any multiplicative approximation could be used to distinguish between the two cases.
