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Resumen. Las ca´maras de tiempo de vuelo (TOF) generan dos ima´ge-
nes simultaneas, una de intensidad y una de rango. Esto permite abordar
problemas de segmentacio´n donde la informacio´n de intensidad o de ran-
go separadamente es insuficiente para extraer los objetos de intere´s de
la escena 3D. En este art´ıculo se presenta un me´todo de segmentacio´n
espectral, que combina informacio´n de ambas ima´genes. Modificando la
matriz de afinidad de cada una de las ima´genes en funcio´n de la otra, se
mejora la segmentacio´n de los objetos de la escena. El me´todo propues-
to explota dos mecanismos, el primero orientado a reducir la demanda
computacional en el ca´lculo de autovectores de cada matriz, y el segun-
do destinado a mejorar el rendimiento de la segmentacio´n. Se presentan
resultados experimentales sobre dos conjuntos de ima´genes reales, que
permiten evaluar el me´todo propuesto.
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1. Introduccio´n
La segmentacio´n es generalmente la primera etapa en un sistema de ana´lisis
de ima´genes, y es una de las tareas ma´s cr´ıticas debido a que afectara´ a las etapas
siguientes [1][2]. Algoritmos de visio´n por computador, en particular de segmen-
tacio´n, que han sido utilizados con e´xito en ambientes industriales, con colores e
iluminacio´n controlada, no obtienen resultados similares en contextos diferentes.
Una alternativa para abordar problemas en que las condiciones de contorno no
permiten una segmentacio´n adecuada es incorporar informacio´n de profundidad,
es decir, la distancia a la que se encuentran los objetos que conforman la escena
respecto al dispositivo de captura [3] [4]. En este contexto, la segmentacio´n de
ima´genes consiste en utilizar algoritmos que utilicen ambas fuentes de informa-
cio´n y no so´lo los niveles de intensidad [5][6]. Con esta perspectiva el problema
de segmentacio´n puede ser formulado como la bu´squeda de formas efectivas para
particionar adecuadamente un conjunto de muestras con informacio´n de intensi-
dad y distancia. En particular en este trabajo utilizamos una ca´mara de tiempo
de vuelo,“Time of Flight” (TOF), que nos permite obtener ima´genes de rango
y de intensidad simulta´neamente, la ca´mara utilizada es la MESA SR 4000 [7].
La SR 4000 es una ca´mara activa, utiliza su propia fuente de iluminacio´n me-
diante una matriz de diodos emisores de luz infrarroja modulada en amplitud.
Los sensores de la ca´mara detectan la luz reflejada en los objetos iluminados y
la ca´mara genera dos ima´genes. La imagen de intensidad es proporcional a la
amplitud de la onda reflejada y la imagen de rango o distancia es generada a
partir de la diferencia de fase entre la onda emitida y reflejada en cada elemento
de la imagen [8]. Las principales ventajas con respecto a otras te´cnicas de me-
dicio´n 3D es la posibilidad de obtener ima´genes a velocidades compatibles con
aplicaciones en tiempo real y la posibilidad de obtener nubes de puntos 3D desde
un solo punto de vista [9][10]. Debido a la complejidad computacional requerida
por los algoritmos de clustering espectral, recientemente han sido propuestos
me´todos que facilitan el ca´lculo de los autovectores de la matriz de afinidad [11]
[12] [13]. Han sido utilizadas te´cnicas de agrupamiento que a partir de mu´ltiples
representaciones de los datos permiten mejorar el proceso de agrupamiento [14]
[15] [16]. El me´todo propuesto explota dos mecanismos, el primero orientado a
reducir la demanda computacional en el ca´lculo de autovectores de cada ma-
triz, y el segundo destinado a mejorar el rendimiento de la segmentacio´n. La
mejora en la demanda computacional se logra mediante la aproximacio´n de los
autovectores de la matriz de afinidad derivada de cada una de las ima´genes. La
segmentacio´n es mejorada con respecto a la utilizacio´n de una sola imagen, me-
diante un mecanismo iterativo que permite obtener el espacio de autovectores
o´ptimo para realizar la segmentacio´n. La evaluacio´n del me´todo propuesto se
realiza mediante dos conjuntos de datos de ima´genes reales, el primero obtenido
por una ca´mara de tiempo de vuelo, el segundo facilitado por el laboratorio del
Laboratorio de Tecnolog´ıa Multimedia y Telecomunicaciones de la Universidad
de Padua [17].
El art´ıculo esta´ organizado del siguiente modo, en la seccio´n 2 se presenta una
revisio´n de los conceptos fundamentales utilizados en el me´todo propuesto. En
la seccio´n 3 se expone el me´todo. En la seccio´n 4 se presentan resultados expe-
rimentales. Finalmente en la seccio´n 5 se presentan las conclusiones.
2. Agrupamiento espectral
Dado un conjunto de patrones X = {x1, x2, ...xn} ∈ Rm, y una funcio´n de
semejanza d : Rm ×Rm → R, es posible construir una matriz de afinidad W tal
que W (i, j) = d(xi, xj). Los algoritmos de agrupamiento espectral obtienen una
representacio´n de los datos en un espacio de dimensio´n inferior resolviendo el







s.t. UTU = I
(1)




2 es la matriz laplaciana de W de acuerdo a [18] y D es una
matriz diagonal con la suma de las filas de W ubicadas en su diagonal principal.
Una vez obtenido U sus filas son consideradas como las nuevas coordenadas de
los patrones. En esta nueva representacio´n es mas sencillo aplicar un algoritmo
de clustering tradicional [19].
Los me´todos espectrales de segmentacio´n de ima´genes esta´n basados en los
autovectores y autovalores de una matriz N ×N derivada de las afinidades entre
los p´ıxeles. Es importante destacar que una de las limitaciones principales de
e´sta clase de algoritmos es la cantidad de memoria requerida debido a que las
dimensiones de W crecen cuadra´ticamente con respecto al nu´mero de elementos
de la imagen. Un enfoque posible para abordar este problema consiste en utilizar
una matriz dispersa que codifique la informacio´n local de cada p´ıxel. En esta
representacio´n cada elemento es conectado so´lo a alguno de sus vecinos ma´s
cercanos en el plano de la imagen y todas sus otras conexiones se asumen cero [19]
[20]. Otra alternativa posible consiste en calcular las afinidades de un pequen˜o
conjunto de p´ıxeles y aproximar las afinidades restantes [11][12].
2.1. Ca´lculo aproximado de los autovectores
Una de las propuestas iniciales para definir algoritmos de agrupamiento es-
pectral relaciona la matriz de pesos W con la matriz de incidencia de un grafo y
al problema de clustering como un problema de particionado de grafos [19]. Bajo
esta perspectiva cada uno de los patrones xi son considerados como ve´rtices de
un grafo pesado no dirigido G = (V,E) y el elemento W (i, j) es el peso de la
arista que conecta al ve´rtice i con el ve´rtice j.
Sea G = (V,E) el grafo de semejanza derivado de un conjunto de patrones
X = {x1, x2, ..., xn}, A ⊂ V un subconjunto de ve´rtices muestreados y B =
V − A, el resto de los ve´rtices no muestreados. GA es el grafo que resulta de
conectar los ve´rtices de A entre s´ı y GB el grafo que resulta de conectar los
ve´rtices de A con los ve´rtices de B. Sea WA la matriz de adyacencia de GA y
LA la matriz laplaciana de GA. WB y LB las matrices correspondientes de GB .
Podemos entonces formular la matriz de adyacencia de G, que llamaremos W y








Considerando la diagonalizacio´n de A = UΛUT , si se utiliza la extensio´n de





como autovectores aproximados de W, es posible
obtener una aproximacio´n de W , denominada Wˆ , calculando solamente A y B:








2 , es decir, la matriz
laplaciana aproximada generada a partir de Wˆ es posible utilizar la te´cnica














y ar representa la suma de las filas de A, bc
representa la suma de las columnas de B y br la suma de las filas de B. Si LˆA
es positiva definida, es posible hallar los autovectores ortogonales aproximados




− 12 y su diagonalizacio´n S =
USΛSU
T





 LˆA− 12USΛ− 12S (3)
LˆN es diagonalizada por V y por ΛS y V
TV = I
2.2. Co-regularizacio´n
Cuando el conjunto de datos tiene ma´s de una representacio´n, a cada una
de ellas se las denomina vistas. En el contexto de agrupamiento espectral las
te´cnicas de co-regularizacio´n intentan fomentar la semejanza de los ejemplos en
la nueva representacio´n generada a partir de los autovectores de cada una de las
vistas.
Sea X(v) = {x(v)1 , x(v)2 , ..., x(v)n } los ejemplos para la vista v y L(v) la matriz
laplaciana creada a partir de X para la vista v. Definimos U (v) a la matriz
formada por los primeros k autovectores correspondientes a la matriz L(v) de
acuerdo con (1). En [15] fue propuesto un criterio que mide la desemejanza entre
dos representaciones:
D(U (v), U (w)) =
∣∣∣∣∣∣∣∣ KU(v)||KU(v) ||F − KU(w)||KU(w) ||F
∣∣∣∣∣∣∣∣2
F
Donde KU(v) es la matriz de semejanza generada a partir de los patrones en
la nueva representacio´n U (v) y ||·||F es la norma Frobenius. Si se utiliza como
medida de semejanza el producto interno entre los vectores se obtiene KU(v) =
U (v)U (v)
T
. Ignorando las constantes aditivas y de escalado, la ecuacio´n anterior
puede ser formulada de la siguiente manera:







El objetivo es minimizar el desacuerdo entre las representaciones obtenidas a
partir de cada una de las vistas. Por lo tanto se obtiene el siguiente problema de
optimizacio´n que combina los objetivos de agrupamiento espectral individuales
y el objetivo que determina el desacuerdo entre las representaciones:
ma´x
U (v) ∈ Rn×k























U (v) = I
U (w)
T
U (w) = I
(4)
El para´metro λ balancea el objetivo de agrupamiento espectral y el de desacuer-
do entre las representaciones. El problema de optimizacio´n conjunta puede ser
resuelto utilizando maximizacio´n alternante con respecto a U (v) y U (w). Para un















U (w) = I
(5)
Lo que resulta en un algoritmo de clustering tradicional con la matriz lapla-
ciana modificada L(v) + λU (w)U (w)
T
3. Me´todo propuesto
Sea I una imagen de amplitud y R una imagen de rango de dimensio´n n×m,
ambas de la misma escena.
1. A partir de I y R se obtienen las matrices laplacianas aproximadas LˆI y LˆR
segu´n lo descripto en (2).
2. Sea VˆI los autovectores aproximados de LˆI calculados de acuerdo a (3)
3. Se obtienen VˆR, los autovectores de la matriz laplaciana modificada LˆR +
λVˆI VˆI
T
(5) utilizando el me´todo (2)
4. Se obtiene VI , los autovectores de la matriz laplaciana modificada LˆI +
λVˆRVˆR
T
(5) utilizando el me´todo (2)
5. V = [VI VR]
6. Se aplica un algoritmo de agrupamiento sobre V
7. Se utiliza el criterio propuesto en [13] para evaluar el rendimiento del algo-
ritmo de segmentacio´n. Si la performance mejora ir a 3 sino terminar.
4. Resultados experimentales
El rendimiento del algoritmo de segmentacio´n propuesto fue evaluado so-
bre 50 ima´genes capturadas utilizando la ca´mara de tiempo de vuelo MESA
(a) (b) (c) (d)
Figura 1. Segmentacio´n aplicada a una imagen capturada con la ca´mara de tiempo de
vuelo SwissRanger SR4000. (a) Imagen de amplitud de una escena real. (b) Me´todo
[11] aplicado sobre la imagen de amplitud. H = 0,24 (c) Me´todo [11] aplicado sobre la
imagen de Rango. H = 0,18 (d) Me´todo propuesto utilizando λ = 3. H = 0,29.
SwissRanger SR4000 [7] y el conjunto de datos completo facilitado por el La-
boratorio de Tecnolog´ıa Multimedia y Telecomunicaciones de la Universidad de
Padua [17]. La ca´mara de tiempo de vuelo MESA SwissRanger SR4000 propor-
ciona dos ima´genes: una imagen de amplitud y una imagen de rango ambas de
144 × 176 p´ıxeles. El conjunto de datos [17] contiene ima´genes capturadas con
una ca´mara de tiempo de vuelo y una ca´mara RGB tradicional. El rendimiento
del algoritmo de segmentacio´n fue evaluado utilizando el criterio propuesto en
[13] y [21] que denominamos H.
La funcio´n de semejanza utilizada en todos los casos toma cuenta la disposi-
cio´n espacial de los p´ıxeles en la imagen y la diferencia entre sus valores:






donde X(i) es la ubicacio´n espacial del p´ıxel i, F (i) es el valor del p´ıxel i-e´simo
de la imagen, sX = E(‖X(i)−X(j)‖21)+ 34σ(‖X(i)−X(j)‖21) de los p´ıxeles dentro
del conjunto A y sY = E(‖F(i)−F(j)‖21) de los p´ıxeles dentro del conjunto A. La
figura 1 presenta resultados experimentales del me´todo propuesto aplicado a una
imagen obtenida con la ca´mara de tiempo de vuelo MESA SwissRanger SR4000.
La imagen de amplitud de la escena capturada 1(a) presenta 3 objetos sobre un
fondo negro, todos a la misma distancia. Uno de los objetos tiene un nivel de
intensidad similar al del fondo, lo que dificulta su segmentacio´n. Al estar ubicados
a la misma distancia poseera´n valores de rango similares todos los objetos del
frente de la escena. La figura 1(b) y 1(c) presentan el resultado de aplicar el
me´todo [11] a la imagen de amplitud y a la imagen de rango respectivamente.
La figura 1(d) muestra el resultado de aplicar el me´todo propuesto en el punto
o´ptimo de operacio´n. El me´todo combina correctamente la informacio´n de ambas
ima´genes ruidosas para segmentar los objetos presentes en la escena. La figura
3(a) muestra el rendimiento evaluado en cada iteracio´n del algoritmo. La figura
2 muestra el resultado de aplicar el algoritmo propuesto sobre una escena del
conjunto de datos de la Universidad de Padua. La figura 2(a) muestra la imagen
de amplitud de la escena. La figura 2(b) y 2(c) muestran el resultado de aplicar el
algoritmo [11] a la imagen de amplitud y de rango. Por separado ambas ima´genes
(a) (b) (c) (d)
Figura 2. Segmentacio´n de una imagen del conjunto de datos de la Universidad de
Padua. (a) Imagen de amplitud de una escena real (b) Me´todo [11] aplicado sobre la
imagen de amplitud. H = 0,11 (c) Me´todo [11] aplicado sobre la imagen de Rango.
H = 0,13 (d) Me´todo propuesto utilizando λ = 3. H = 0,18.
no proveen la informacio´n necesaria para extraer todos los objetos de la escena.
El me´todo propuesto logra mediante la co-regularizacio´n extraer la informacio´n
u´til de ambas ima´genes, maximizando el rendimiento de la segmentacio´n como
se puede ver en la figura 2(d). El rendimiento evaluado en cada iteracio´n del
algoritmo es mostrado en la figura 3(b).
(a) (b)
Figura 3. Rendimiento con respecto al nu´mero de iteraciones
5. Conclusiones
En este art´ıculo presentamos un me´todo de agrupamiento aplicado a la seg-
mentacio´n de ima´genes capturadas con ca´maras de tiempo vuelo. Los resultados
obtenidos tanto sobre ima´genes de intensidad y rango presentan resultados pre-
liminares satisfactorios. El algoritmo combina adecuadamente la informacio´n
provista por ambas ima´genes incluso en presencia de ruido mediante la utili-
zacio´n de te´cnicas de co-regularizacio´n. El rendimiento resultante de utilizar
aprendizaje semi-supervisado con respecto a la utilizacio´n de la concatenacio´n
de caracter´ısticas resulto´ mejor en todos los casos probados. Una etapa futura
de este trabajo preve´ la incorporacio´n de informacio´n de color al algoritmo de
segmentacio´n. Otro aspecto importante ser´ıa evaluar la conveniencia de utilizar
una medida de disparidad alternativa.
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