The recursive path ordering (RPO) is a well-known reduction ordering introduced by Dershowitz, that is useful for proving termination of term rewriting systems (TRSs). Jouannaud and Rubio generalized this ordering to the higher-order case thus creating the higher-order recursive path ordering (HORPO). They proved that this ordering can be used for proving termination of higher-order TRSs, which essentially comes down to proving well-foundedness of HORPO. This result entails well-foundedness of RPO and termination of simply typed lambda calculus (as the β-reduction relation is included in HORPO). This paper describes our undertaking of providing a complete, axiom-free, fully constructive formalization of those results in the proof assistant Coq. The formalization can be divided into three parts:
Introduction
The recursive path ordering (RPO) goes back to Dershowitz [18] . It is a well-known reduction ordering for first-order term rewriting systems (TRSs). Jouannaud and Rubio generalized this ordering to the higher-order case thus creating the higher-order recursive path ordering (HORPO) [24] [25] [26] [27] .
This paper describes the formalization of this ordering with the proof of its wellfoundedness. The first version of the ordering, as presented in [24] , has been formalized along with some results from [25, 27] . The variant of higher-order rewriting used for this work is the format of the algebraic-functional systems (AFSs), as introduced by Jouannaud and Okada [23] .
The formalization has been carried out in the proof assistant Coq [10, 42] , which is based on the calculus of inductive constructions. All the proofs in the formalization are constructive and make heavy use of dependent types, a feature provided by the intuitionistic type theory of Coq.
The higher-order terms used in this work were modeled by terms of the simply typed lambda calculus (λ → ). Therefore part of the development, actually by far the biggest one, is devoted to the formalization of λ → , with termination of the β-reduction relation as a main result.
The multiset extension is used in HORPO for comparison of function arguments. Hence finite multisets and two variants of multiset extensions are part of this work. Since then this formalization of multisets has been used for various purposes in the CoLoR [11, 15] library on rewriting and termination and in ….
Finally the last part of the formalization is the HORPO. The computability predicate proof method due to Tait and Girard [21, 41] is used in the proof of well-foundedness of HORPO.
This work is now part of the CoLoR [11, 15] library, the Coq library on rewriting and termination, which gathers results concerning termination of term rewriting, formalized in Coq. The reader interested in actual Coq scripts related to this article can obtain them as part of CoLoR. More details on that can be found at the end of Sect. 2.2.
This article contains an explanation of the theory being formalized as well as some remarks on the formalization, including Coq snippets. We tried to separate the two. The details of the formalization follow the explanation of the theory at the end of selected sections, denoted in the text as follows: Hence the reader interested only in the content of the work and not in the way it has been carried out in Coq can safely skip the formalization details. Please note that the presentation of Coq scripts is slightly simplified for the sake of readability. The interested reader is encouraged to compare with the actual Coq scripts. Moreover the details of the Coq formalization are given only for the crucial definitions or to illustrate an interesting point. For a more detailed description we refer to [31] .
The rest of this article is organized as follows. Section 2 gives an overview of this work, including motivation, its brief history and discussion of related work. Section 3 contains short preliminaries and is followed by Sect. 4 where finite multisets and two variants of a multiset extension of a relation are introduced. Section 5 presents simply typed lambda calculus. Then in Sect. 6 the computability predicate proof method is introduced. It is used in Sect. 7 where the HORPO ordering is presented along with the proof of its well-foundedness (the preliminary version of the material introduced in this section was first presented in [30] ). Finally in Sect. 8 we conclude and discuss further work.
Overview
In this section we give a quick overview of the whole formalization. First, in Sect. 2.1, we present motivation for this work. We summarize the results in Sect. 2.2. Then in Sect. 2.3 we present the brief history of this formalization and discuss how it evolved. Finally, Sect. 2.4 discusses related work.
Motivation
This work was motivated by the following concerns:
• Verification of the proof.
Traditionally, trust in a mathematical proof is achieved by thorough checks done by the community. Complicated proofs that are little known inevitably contain small slips that remain unnoticed. Identification of such flaws and verification of the results justify the formalization effort. Proofs based on computability, as the one which is the main subject of this paper, are very subtle [20] and the original article that our formalization is based on [24] contains only sketches of the proofs, hence the need for verification of those results. Indeed in the course of formalization we were able to detect a small flaw, concerning the use of multiset extension of an arbitrary relation, that could be easily repaired (we will discuss it shortly in Sect. 4.2.1 and 7.3). In general [24, 25] turned out to be a very favorable subject for formalization and the structure of the proofs could be followed to the letter in the formalization process. 1 • Contribution to the CoLoR [11, 15] project.
CoLoR is a project aiming at proving theoretical results from the area of term rewriting in the proof assistant Coq. Such theoretical results are used to transform termination proof candidates, produced by termination tools, into formal Coq proofs certifying termination. This development was contributed and became part of the CoLoR library.
• Improving proof assistants technology.
In the future, technology will depend on critical systems. These systems will need to be proved correct before they are deployed. Theorem proving is still a rather laborious task and for the advancements in this area case studies are needed.
Overview of the results
The contribution of this paper is the Coq formalization of the proof of wellfoundedness of HORPO [24] . It can be divided into the following parts:
• Auxiliary results (generally not discussed in this paper) -Lexicographic extension of a relation (Sect. 3).
-Many operations and properties concerning lists and relations that were not present in the Coq standard library.
• Multisets and multiset extensions of a relation (Sect. 4).
-Multisets as an abstract data-type (Sect. 4.1).
-Concrete implementation of multisets using lists.
-Definitions of two variants of a multiset extension of a relation (Sect. 4.2.1).
-Multiset extensions preserve orderings (Sect. 4.2.3).
-Multiset extensions preserve well-foundedness (Sect. 4.3).
• Simply typed lambda calculus (Sect. 5).
-Definition of simply typed lambda terms over an arbitrary signature with constants and typing à la Church (Sect. 5.1). -Properties of environments, subterm relation and many further definitions and results (Sect. 5.2). -Typing properties: uniqueness of types, decidability of typing (Sect. 5.2.2). -Many-variable, typed substitution (Sect. 5.3).
-A convertibility relation on typed terms extending the concept of α-convertibility to free variables (Sect. 5.4). -β-reduction and its properties (Sect. 5.5).
• HORPO (Sects. 6, 7).
-The computability predicate proof method by Tait and Girard and some computability properties used in the proof of well-foundedness of HORPO (Sect. 6). -The definition of HORPO along the lines of [24] (Sect. 7.1).
-Proofs of some properties of HORPO including its decidability (Sect. 7.2).
-Proof of well-foundedness of HORPO (Sect. 7.3). Figure 1 depicts relative sizes of those four parts measured by the size of Coq scripts; precise figures are given in Table 1 .
History
The development started in early 2004 as a Master Thesis [29] , supervised by Femke van Raamsdonk. After 6 months of full-time work it was completed and reported during the informal meeting of the Dutch Proof Tools day. The proofs were all finished, only the computability properties were assumed as axioms.
In the second phase of the project the goal was to prove all the computability properties. This turned out to be a very involved task and easily the most difficult part of the whole project. It required refinements to the theory developed so far and called for many new results. After completion the formalization tripled in size but was finally axiom-free. The part concerning HORPO was reported in [30] with the extended version available as a technical report [31] .
Related work
Simply typed lambda calculus and (first-order) RPO are well-studied topics with many formalization efforts to date, which we will try to shortly summarize in this section. Note however that, to the best of our knowledge, our contribution is the first formalization of the higher-order variant of the recursive path ordering. We begin by outlining the formalizations of typed lambda calculi.
• Berger et al. in their recent work [8] proved strong normalization of λ → in three different theorem provers, including Coq, and from those proofs machine-extracted implementations of normalization algorithms. Their formalization is closely related to our formalization of λ → . They used, just as we do, terms in de Bruijn notation and typing à la Church and their normalization proof also relies on Tait's computability predicate proof method, however their terms do not contain constants. The main difference between their formalization and the part of the formalization presented in Sect. 5 is the fact that their prime goal was extraction of a certified normalization algorithm, whereas for us a somewhat more complete formalization of λ → was required with the application to HORPO in mind.
• Another source of formalizations of lambda calculi is the poplmark challenge [4] : a set of benchmarks for measuring progress in the area of formalizing meta-theory of programming languages. Among numerous submissions to poplmark there are even few using Coq and de Bruijn representation of terms. The comparison however is difficult: although the benchmark is designed for a richer type system (System F <: ) it focuses on completely different aspects.
• Other formalizations include strong normalization proofs for calculi like: Calculus of Constructions [2, 7] ; System F [1] ; typed λ-calculus with co-products [3] and λ-calculi with weak reduction strategies [40] .
There are also some formalizations of RPO that are worth mentioning here.
• Murthy [34] formalizes a classical proof of Higman's lemma, a specific instance of Kruskal's tree theorem, in a classical extension of Nuprl 3. The classical proof is due to Nash-Williams and uses a minimal bad sequence argument. The formalized classical proof was automatically translated into a constructive proof using Friedman's A-translation.
• Berghofer [9] presents a constructive proof of Higman's lemma in Isabelle. The constructive proof is due to Coquand and Fridlender.
• Persson [37] presents a constructive proof of well-foundedness of a general form of recursive path relations. This proof is very similar to, and independently obtained, of the specialization to the first-order case of the proof of well-foundedness of HORPO by Jouannaud and Rubio [24] . The proof in [37] is extracted from the classical proof using a minimal bad sequence argument by using open induction due to Raoult [39] . Persson presents an abstract formalization of well-foundedness of recursive path relations in the proof-checker Agda.
• Leclerc [33] presents a formalization of well-foundedness of the multiset path ordering in Coq. The focus is on giving upper bounds for descending sequences.
• De Kleijn in her Master Thesis [28] shows well-foundedness of RPO in Coq. Her development however is not complete and contains a number of axioms.
• Coupet-Grimal and Delobel [17] have provided a full development of well-foundedness of RPO in Coq. In their formalization they use multisets and a multiset extension of a relation that are part of the formalization which is the subject of this paper and which are described in Sect. 4.
Preliminaries
We begin with the definition of the lexicographic extension of two relations.
Definition 1 (Lexicographic extension)
Let > A and > B be two relations on sets A and B, respectively. The lexicographic extension (> A , > B ) lex on pairs A × B is defined as:
An important property of the lexicographic extension is that it preserves wellfoundedness. Now the following well-founded part induction principle will be crucial for the proof of well-foundedness of multiset extensions in Sect. 4.3.
Theorem 1 Let
The notion of well-foundedness in the above sense is present in the standard library of Coq in the module Coq.Init.Wf. The membership in W Acc < is expressed by the accessibility predicate Acc and the induction principle generated by Coq corresponds to the one presented above.
Finite multisets

Multisets
Multisets extend the notion of a set by relaxing the condition that all elements are pairwise different. So in a multiset an element may occur a finite number of times and the number of its occurrences will be called a multiplicity of the element. Formally a multiset over a given domain A is represented by a function assigning a natural number (multiplicity) to every element of the domain. This function is a multiset counterpart of a characteristic function for sets. In the following we fix a set A.
A finite multiset is a multiset for which there are only finitely many x such that M(x) > 0. We denote the set of finite multisets over A by M A .
In this paper we focus on finite multisets only. Although some theory about multisets extends to infinite case, the parts we are interested in do not: only finite multisets can be treated as a data-type and the crucial property of a multiset extension of a relation, preservation of well-foundedness, does not hold if we allow multisets to contain infinitely many elements.
We continue with showing how multisets can be defined in Coq. We use the Coq module mechanism to develop an abstract specification of multisets. We create a module type parametrized by a set A equipped with a decidable equality. 2 This module declares a Multiset data-type and the crucial function, mult, which given a multiset and an element returns the multiplicity of the given element in that multiset:
Parameter Multiset : Set. Parameter mult : Multiset -> A -> nat.
Note that this is a very generic approach. The mult function is required, that for an arbitrary multiset must give a function from A to natural numbers, corresponding to the mathematical model of multisets as in Definition 3. But the Multiset type is not constrained in any way, allowing for any possible representation of this data-type. 3 Further the specification calls for the existence of an empty multiset and of the following operations on multisets: equality, construction of a singleton multiset and union, intersection and difference of multisets. The summary of those operations with the corresponding Coq declarations is presented in Table 2 . The specification of those operations is given in terms of the mult function and is presented in Table 3 . For the detailed list of Coq statements expressing such specifications we refer to [31, p. 13] . 
where m .
Note that those operations are not completely independent. For instance intersection can be defined using the difference operator as:
Both operations have been kept to provide more flexibility in their implementation but the above definition has been proved to realize the specification of the intersection operation.
One more additional requirement is the validity of the following inductive reasoning principle for multisets (P being an arbitrary predicate over multisets).
So if we can prove that a property holds for an empty multiset and if assuming it holds for M we can prove that it also holds for M ∪ {{a}} (for an arbitrary a) then it holds for every multiset. It is stated in Coq as follows:
Parameter mset_ind_type: forall P : Multiset -> Type, P empty -> (forall M a, P M -> P (M + {{a}})) -> forall M, P M.
Using those primitives some additional operations are defined. For details we again refer to [31] .
Then a simple list implementation of multisets has been provided. Multisets are represented as lists, the equality of multisets corresponds to the permutation predicate on lists, the union operation is realized by list concatenation and all other operations are implemented in a fairly straightforward way.
Also a number of simple properties about multisets have been proved. They depend only on the axiomatic specification. This ensures that given another implementation of multisets, say, a more efficient one, those results carry over automatically. The same holds for all the rest of the multiset theory presented in the following sections so all the results are independent of the actual implementation of the multiset data-type.
Multiset extensions of a relation
Definition
In this section we present two rather standard definitions (see for instance [5] ) of an extension of a relation on elements to a relation on multisets of elements. It is usual to define those extensions for orderings, however we define them for arbitrary relations and only in Sect. 4.2.3 we study some properties valid only in case the underlying relation is an ordering. This choice does not make our work any harder, as transitivity is not essential (except for the results of Sect. 4.2.3), but this choice will be crucial for developments of Sect. 7.1 where we will use a multiset extension of HORPO, which is not transitive.
The intuition behind the subsequent definition is as follows: to prove that a multiset M is bigger than N we are allowed to remove an arbitrary element a from M and any number of elements from N that are smaller than a. If by repetition of this process we can make those two multisets equal (in particular: empty) then we have proved that M is bigger than N . The single step of this process is captured in the following definition by the notion of the multiset reduction and since we may use more than one step the actual multiset extension of a relation is just a transitive closure of that multiset reduction.
Definition 4 (Multiset extension of a relation, > mul ) Let > be a relation on A. We define the multiset reduction relation mul on M A as:
We will say that a proves (or: is a witness for) X ∪ {{a}} = M mul N = X ∪ Y . 4 Now the multiset extension of a relation (> mul ) is defined to be the transitive closure of the multiset reduction, so
Another way of defining a multiset extension is to combine together the "small steps" from the above definition and obtain a "big steps" variant as presented below.
Definition 5 (Multiset extension of a relation, > MU L ) Let > be a relation on A. We define the multiset extension of a relation > MU L as a relation on M A :
We will say that Y proves (or: is a witness for)
Sometimes for clarity we will mention the whole triple X, Y, Z as a witness for
First let us remark that for > being an arbitrary relation > mul and > MU L do differ as illustrated on the following example.
If > is transitive (particularly, if it is an ordering) then the definitions of > mul and > MU L coincide as we will see in Sect. 4.2.3.
Coq variants of Definitions 4 and 5 are straightforward; for details we refer to [31] .
Properties of multiset extensions of a relation
As remarked in the previous section > mul and > MU L differ for non-transitive relations. For now we will prove that > MU L is a subset of > mul . We will use this result in Sect. 4.2.3 to prove equivalence of > mul and > MU L for orderings and also to conclude well-foundedness of > MU L from well-foundedness of > mul in Sect. 4.3. We begin with an auxiliary result. 
Proof Easy induction on Y ; for details see [31] . For the induction step we have X ∪ Y ∪ {{a}} > MU L X ∪ Z proved by Y ∪ {{a}} and we need to show X ∪ Y ∪ {{a}} > mul X ∪ Z . We distinguish two cases:
Clearly > MU L is decidable provided we can decide > as we will show in the following theorem. We will need this result to prove decidability of HORPO in Sect. 7.2. Let us conclude this section with a simple property of > mul and > MU L stating that every element in a smaller multiset is a reduct of some element in a bigger multiset.
The main goal easily follows as > mul = * mul .
Note that the conclusion in case (i) of the above lemma being m > * n and not m ≥ n is essential and for non-transitive > makes a difference. This property in this wrong form was (implicitly) stated in [24, (page 407, case 3 in the proof of Property 3.5)]. Although there it is only a very minor flaw that can be very easily repaired, it shows that one needs to be careful with reasoning about multiset extensions of non-transitive relations.
We would like to make a short comment on the proof of decidability of the multiset extension > MU L (assuming decidability of >). Since the proof is constructive it provides a decision procedure for the problem: "given two multisets M and N does M > MU L N hold?". At the moment the used algorithm is suboptimal and it essentially considers all possible ways of splitting M into X and Y such that X ⊆ N and Y is not empty and then for every element z ∈ Z = N \ X looks for y ∈ Y such that y > z by examining all elements in Y . Note however that it would do to restrict X to the biggest set such that X ⊆ M and X ⊆ N , so we can take X = M ∩ N . Then Y = M \ X and Z = N \ X . This observation leads to a more efficient decision procedure. The proof, however, will be more complex as we need to show that it is enough to consider only this single, potential witness. This improved procedure is not yet implemented in Coq.
Multiset extensions of orderings
In this section we investigate properties of multiset extensions in case > is an ordering. We will prove that then multiset extensions are also orderings and therefore in that context are often called multiset orderings. We will also show that > mul and > MU L coincide if > is transitive (so in particular if it is an ordering).
We begin by proving transitivity of > MU L . For that we first introduce two lemmas.
Proof By case analysis with inequalities u ≥ l and r ≥ d using definitions of min and−.
Proof Immediate from 6; for an alternative direct proof, see [31] .
The second one is by Lemma 7 as
Analogously to the above case. Now we can prove equivalence of > mul and > MU L for transitive relations. (⇐) By Lemma 3.
Now we continue with showing that if > is a strict ordering then so are > MU L and > mul . We need the following lemma first.
Theorem 11
If > is a strict ordering, then > MU L and > mul are also strict orderings.
Proof By Theorem 9 for orderings > MU L = > mul . We continue by proving that > MU L is a strict ordering. We get transitivity by Lemma 8. For irreflexivity, by Lemma 10,
Well-foundedness of multiset extensions of a relation
In this section we will prove that the two variants of multiset extension introduced before preserve well-foundedness, so a multiset extension of a well-founded relation is again well-founded. The proof that we give is due to Buchholz and closely follows the presentation by Nipkow [36] . It proceeds by well-founded part induction (see Sect. 3).
We will abbreviate M A Acc mul by M Acc . By mul we denote the converse of mul ; similarly for < mul and < MU L . We begin with a simple lemma considering mul .
Lemma 12
Proof Easy from the definition of mul (see [29] for a detailed proof).
Lemma 13
Let M 0 ∈ M Acc and a ∈ A. Then:
Proof By the definition of M Acc we need to show N ∈ M Acc for N mul M 0 ∪ {{a}}. By Lemma 12 there are two possibilities for N mul M 0 ∪ {{a}}:
We proceed by induction on K . For base case if
Proof Follows immediately from Lemma 13 by well-founded part induction on M.
Proof Follows immediately from Lemma 14 by well-founded induction on a.
Proof By induction on M. For base case Ø ∈ M Acc as there is no multiset N such that N mul Ø. The induction step follows from Lemma 15.
Theorem 17 If < is a well-founded relation then its multiset extensions < mul and < MU L are also well-founded.
Proof < mul is well-founded as it is a transitive closure of mul which is well-founded by Lemma 16. Then well-foundedness of < MU L follows from Lemma 3.
Nipkow remarked that the variant of a proof of well-foundedness of the multiset extension from [36] is particularly well suited for theorem provers. Indeed this proof went quite smoothly in Coq and it is rather short.
Simply typed λ-calculus
In this section we will present the simply typed lambda calculus (λ → ) that was introduced by Church in 1940 [14] . For a more detailed introduction of λ → we refer to, for instance, [6, 14] . For some standard and/or easy theorems we omit the proofs, but they are part of the formalization and they can be found in [31] . We will define terms in Sect. 5.1, then we will introduce some further definitions and results in Sect. 5.2. Sect. 5.3 will be devoted to the definition of a many-variable, typed substitution and Sect. 5.4 to the development of an equivalence relation on terms that extends the concept of α-convertibility to free variables. Finally Sect. 5.5 introduces the β-reduction relation along with some of its properties.
Terms
We assume a set of sorts (ground types) and we define simple types.
Definition 6 (Simple types, T S ) Assume a set of sorts S. We inductively define a set of simple types T S as follows:
We will denote simple types by σ, τ, ρ.
Now we can define a notion of a signature.
Definition 7 (Signature, ) We assume a set of constants F and we define a signature ( ) to be a set of typed constants declarations, that is pairs f : σ with f ∈F and σ ∈T S .
We will usually refer to typed constants as function symbols and we will denote them by f, g etc.
For the rest of the presentation we assume a set of sorts S and a signature to be fixed and we assume a fixed set of variables V, disjoint from .
We define environments to hold declarations for free variables.
Definition 8 (Environment, Env)
The environment (Env) is defined as a finite set of distinct variable declarations, that is:
We will denote environments as , etc.
Now we define un-typed terms.
Definition 9 (Un-typed terms, Pt) The set of un-typed terms is defined by the following grammar:
We will denote un-typed terms by M, N , P, . . ..
The grammar rules for terms define respectively: a variable, a function symbol, an application and an abstraction. Application is left-associative and we will write @(M, N , P) for @(@(M, N ), P). Also an application headed by a function symbol,
Now we proceed with presenting typing judgments: a typing discipline that our typed terms will follow.
Definition 10 (Typing judgements)
We will write typing judgments of the form Γ M : σ to denote that in an environment a term M has type σ . They respect the rules of the following inference system:
Definition 11 (Typed terms, ) Typed terms are triples ( , M, σ ) consisting of an environment , an un-typed term M and a type σ , such that Γ M : σ holds. Such triples will be identified with their corresponding typing judgments. We also define:
We will denote typed terms by letters t, u etc and denote the set of typed terms by . If t is a typed term we will write it either as Γ t : σ or Γ t omitting the type, whenever irrelevant.
The development of λ → in Coq is structured using Coq's module mechanism. Firstly in the file TermsSig.v the module type SimpleTypes is defined containing definition of simple types parametrized by the set of ground types. Then the module Signature, representing a signature, contains definition of constants along with the function f_type mapping them to their types. All further development concerning λ → is done within functors taking such signature as their argument. In the file TermsDef.v the definition of typed terms is given.
Note that we use de Bruijn indices [13] to represent terms in order to avoid having to explicitly deal with α-conversion. Due to that fact the environments could simply be represented by lists of simple types. However, later on we will introduce a lifting operation on terms that renames variables, which in case of de Bruijn indices corresponds to increasing their numerical values. This leaves some variables with lower indexes undeclared and to express that fact we need dummy variables. So environments are lists of SimpleType option 5 , and not SimpleType, with None representing dummy variables. This will lead to some small complications as we will explain in Sect. 5.2.1. We will also use the notation E |= x := A to denote that the variable x in the environment E has type A and E |= x :! to denote that the variable x is undeclared in the environment E and A --> B for the type A → B.
We continue with a straightforward definition of un-typed terms. Note that variables are natural numbers representing their index in de Bruijn notation. Next we present typing judgments. They will be written in Coq in the form E |-M := A representing typing judgment E M : A. It is easy to recognize the inference system from Definition 10 in the following inductive definition, where A [#] E is the environment E extended with a declaration of A. Finally we give the definition of typed terms. 
Further properties and definitions of λ →
Environment properties
We start with two simple operations on environments: composition Γ · which indicates union of declarations from Γ and (with declarations of possibly shadowing those from Γ ) and environment subtraction Γ \ constraining Γ to those variables that are not declared in .
Definition 12 (Environment operations)
For any environments Γ , we define the binary operations of composition and subtraction of environments.
We also introduce a notion of compatibility of environments: 6
Definition 13 (Environment compatibility) For environments Γ , we say that they are compatible iff for any variable v if they both declare it, they declare it with the same type. We will denote the fact that Γ is compatible with by Γ . So we have:
Finally we define the environment containing free variables of a term as: Definition 14 (Free variables, Vars) For Γ t : σ we define the environment containing its free variables, Vars(t), by induction on t as:
Most of the definitions and results concerning environments can be located in the file TermsEnv.v. Here we skip the definitions which are rather standard; for details we refer to [31] .
We already indicated in Sect. 5.1, while introducing terms, that allowing dummy variables in environments (which will be useful in Sect. 5.3, in particular in Sect. 5.3.2) leads to problems. Those problems come from the fact that in this way we loose unique representation of environment. For instance, the empty environment can be represented by the empty list (nil) but also by a list with only a single dummy declaration (None::nil). This problem was solved by providing equality for environments, different than Coq's Leibniz' equality, that takes those subtle representation issues into account. It is defined via a subset predicate for environments, that is Γ = ⇐⇒ Γ ⊆ ∧ ⊆ Γ .
Definition envSubset E F := forall x A, E |= x := A -> F |= x := A. Definition env_eq E1 E2 := envSubset E1 E2 /\ envSubset E2 E1. Notation ''E1 [=] E2'' := (env_eq E1 E2) (at level 70).
In Coq development an environment containing only free variables and no additional unused declarations is called an active environment of a term and it is defined as activeEnv (M:
Typing properties
Now we will look into some properties of the type system of the simply typed λ-calculus. The first two properties ensure that every term has a unique type and that type derivations are unique.
Theorem 18 (Uniqueness of types) Suppose Γ t : σ and Γ t : τ then σ = τ .
Theorem 19 (Uniqueness of typing judgements) Given a typed term Γ t : σ its type derivation is unique.
Now we present a theorem stating that typability of simply typed λ-terms is decidable in linear time.
Theorem 20 (Decidability of typing) Given environment Γ and an un-typed term M the problem of finding σ such that Γ M : σ is decidable in linear time with respect to the sum of the sizes of M and Γ .
Two following lemmas express the fact that a term can be typed in an extended environment. We will need them in Sect. 5.3.3 for reasoning about substitution.
Proof Easy structural induction on t.
Proof Easy structural induction on t. For the variable case we use compatibility of with Γ .
• The proof of Theorem 19 is actually quite technical in Coq. It involves the usage of the uniqueness of identity proofs for dependent types and makes use of Streicher's K property from the standard library. I would like to express my gratitude to Roland Zumkeller who helped me carry out this proof.
• From the constructive Coq proof of Theorem 20 a certified algorithm for typing lambda terms can be extracted easily. This algorithm indeed has linear complexity, but note that linear complexity of the decision procedure is not proved in Coq.
Further definitions
We define a subterm relation as follows:
Definition 15 (Sub-term, , ) The subterm ( ) and strict subterm ( ) relations are inductively defined as:
We proceed with showing that the strict subterm relation is well-founded. This result justifies the use of induction with respect to the relation on terms. We will refer to it as an induction on the structure of terms and it will be frequently used in the subsequent proofs.
Theorem 23 (Well-foundedness of ) is a well-founded relation.
The following two notions will be used in the definition of HORPO in Sect. 7. 
We define a number of auxiliary functions. appBodyL, appBodyR and absBody return the left argument of an application, the right argument of an application and the body of an abstraction respectively and are defined as expected. Predicates isVar, isFunS, isAbs and isApp hold for a term that is a variable, a function symbol, an abstraction or an application respectively. For an application t = @ (t 1 , t 2 , . . . , t n ) we call t 1 an application head, t 2 , . . . , t n application arguments and t 1 , . . . , t n application units. appHead t returns the head of t; isArg t' t (resp. isAppUnit t' t) holds if t is an application argument of t (resp. application unit). Finally subterm and subterm_le correspond to the definitions of and , respectively.
Substitution
In this section we introduce the substitution on terms of λ → . First in 5.3.1 we introduce concepts not directly related to substitution, namely those of positions in a term and the replacement operation. In 5.3.2 we define lifting and lowering operations on terms, which will be used in the definition of substitution. Finally in 5.3.3 we define substitution on λ → terms and discuss some of its properties.
Positions and replacement
We begin by defining term positions. 
We continue with a definition of a subterm at a position and of a replacement of a term at a given position. Proof Induction on p. 
Lifting and lowering of terms
So far we tried to hide the use of de Bruijn indices from the presentation but it is not possible in this section as lifting and lowering are operations specifically defined for terms using this representation. So throughout this section we assume V = N.
Before we define those operations let us briefly explain why do we need them. In the process of substitution we replace a term in some context which may contain binders. To avoid capturing of free variables their de Bruijn indices need to be increased by a value equal to the number of binders in the context in which a substitution takes place. This operation is called a lifting of a term. Lowering is the opposite operation in which the indices are decreased.
Definition 21 Term lifting, M↑ n
k For an un-typed term M and n, k ∈ N we define its lifted version with variables with index less than k untouched and remaining ones increased by n M↑ n k as:
We also define M↑ n := M↑ n 0 .
Now we define lifting of environments:
We also define Γ ↑ n := Γ ↑ n 0 .
The following result generalizes the lifting to typed terms by ensuring that lifted terms are well-typed.
Lemma 25 If
Proof Structural induction on t:
σ by typing rule for constant.
and by typing rule for abstraction.
σ by induction hypothesis for t l ↑ n k , induction hypothesis for t r ↑ n k and by typing rule for application.
The definitions and results for lowering are dual except that this time we need to take care of not lowering indices below 0.
Definition 23 Term lowering, M↓ n
k For an un-typed term M and n, k ∈ N we define its lowered version with variables with index less than k untouched and remaining ones decreased by n (M↓ n k ) as:
We also define M↓ n := M↓ n 0 .
Definition 24 Environment lowering, Γ ↓ n k
For an environment Γ = {x 1 : σ 1 , . . . , x n : σ n } we define its lowered version Γ ↓ n k as:
We also define Γ ↓ n := Γ ↓ n 0 .
We have similar result to that of Lemma 25 just this time we need to make sure that in the initial term indices k, . . . , k + n − 1 are unused.
Lemma 26 For any n, k ∈ N and any term
Proof Structural induction on term t. The proof is similar to the proof of Lemma 25. We use the assumption that x i / ∈ Var(Γ ) for k ≤ i < k + n in the variable case to ensure that by lowering no variable declarations are lost.
The Coq formalization follows the structure of this presentation. So firstly the definition operating on un-typed terms (prelift and prelower) are introduced. Then operations computing lifted (resp. lowered) version of the environment (liftedEnv and loweredEnv). Finally it is proved that lifted (resp. lowered) un-typed terms are well-typed in the respective environment, effectively providing definitions for typed terms.
Definition of substitution
Now we can present the definition of substitution. First we present it for un-typed terms.
Definition 25 (Substitution)
A substitution is a finite set of pairs of variables and typed terms:
A substitution domain is defined as an environment: Dom(τ ) = {x 1 : σ 1 , . . . , x n : σ n } and, in case all environments Γ i for i ∈ {1, . . . , n} are pairwise compatible 7 , we also define a substitution range as an environment: Ran(τ ) = i∈{1,...,n} Γ i . Abusing notation we will also write x ∈ Dom(Γ ) for x ∈ Var(Dom(Γ )).
By τ \X we denote the substitution τ with its domain restricted to V\X , that is:
Definition 26 (Substitution on un-typed terms)
We define the result of applying a subtitution γ to an un-typed term M as follows:
The computation of τ \{x} in de Bruijn notation is realized via taking τ↑ 1 : the lifted version of substitution τ , with lifting operation on substitution defined as follows:
Definition 27 (Substitution lifting) Let τ be a substitution:
We define its lifted version as:
Substitution operates on typed terms and hence is not always applicable as there may be type and environment clashes. The following definition captures conditions that are required for a substitution to be applicable to a term.
Definition 28 (Compatibility of substitution)
We say that a substitution τ = {x 1 /Γ 1 t 1 : σ 1 , . . . , x n /Γ n t n : σ n } is compatible with a term Γ t : σ if the following conditions are satisfied:
• Environments of terms in τ are compatible:
• Domain of τ is compatible with the environment of t: Γ Dom(τ ).
• Declarations in the range of τ not present in the domain of τ are compatible with the environment of t:
. 7 Which will be the case for compatible substitutions, see Definition 28.
The following result ensures that the conditions posted in the above definition are sufficient to type the result of application of substitution. This is a stronger version of the result from [25] . We need two lemmas first. 
Lemma 27 Let
Proof Structural induction on t.
• t = x.
-If x ∈ Dom(τ ) then x/Γ i t i : σ i ∈ τ for some i and xτ = t i . By Lemma 28 we get that Ran(τ ) t i : σ i , by Lemma 21 (Γ \ Dom(τ )) · Ran(τ ) t i : σ i and finally σ i = σ by the assumption on compatibility of τ with t (hence domain of τ is compatible with t). -If x / ∈ Dom(τ ) then xτ = x and to conclude the result by the typing rule for variable we need to show that
σ by the typing rule for constant. 
The part concerning substitution is by far the largest part of the development of λ → . That is primarily because indeed the definition of substitution on typed terms is rather complex. But also the development contains some more results about substitution not included in this presentation.
Because of the use of de Bruijn indices substitution is simply a list of option Term (None indicating that the given index is not in the domain of a given substitution). The actual substitution operating on typed terms corresponds to Theorem 29.
Convertibility of terms
For the development of computability in Sect. 6 we will need to define computability modulo classes of terms that are equivalent with respect to a relation on terms ∼, adhering to the following properties:
(i) it extends α-convertibility, so for α-convertible terms Γ t : σ = α Γ u : σ we want to have Γ t : σ ∼ Γ u : σ , (ii) it relates terms that differ only on some additional declarations in environments that are not used, so we want to have Γ t : σ ∼ Γ t : σ if Γ Γ , (iii) finally we want to relate terms that differ only on names of free variables that is we want to have Γ t : σ ∼ Γ u : σ if there exist a renaming of variables τ such that Γ t : σ = Γ uτ : σ . Note that in de Bruijn notation such renaming corresponds to permutation of indexes of free variables.
If Γ t : σ ∼ Γ u : σ then we will say that t and u are ∼-convertible. We shortly present motivation for those three requirements:
(i) Typically we do not want to distinguish α-convertible terms in any way. This is also the easiest requirement as we are using de Bruijn indices to represent terms and in this representation α-convertible terms are simply equal. (ii) The typical reasoning in computability proofs will be as follows: "given term Γ t : σ → τ take variable Γ · {x : σ } x : σ and consider application Γ · {x : σ } @(t, x) : τ . . .". Note that constructing such application requires extending Γ with the declaration for x. On the other hand we would like to have that the left argument of this application is equal to t. Strictly speaking it is not equal as it has an extended environment. But thanks to (ii) it will be ∼-convertible. (iii) The reason behind this requirement is to have ∼-convertibility of lifted terms, so: Γ t : σ ∼ Γ t↑ i : σ for any i. This in turn is needed for substitution. We will assume in Sect. 6 to have a substitution with all terms in its domain computable. But those terms are being substituted in context of some abstractions and hence need to be lifted (as explained in Sect. 5.3.2). So we want to be able to conclude computability of those lifted terms and since we are defining convertibility relation anyhow, solving this problem by demanding that terms and their liftings are convertible seems to be rather natural.
We will spend the rest of this section seeking convertibility relation on terms ∼ satisfying posed requirements. The idea is, roughly speaking, to define two terms to be convertible if there exist an endomorphism on free variables of one term that maps them to free variables of the other term. We begin with the definition of such variable mappings.
Definition 29 (Variable mapping) A variable mapping is a bijective function
:
Now given such variable mapping we can say when two environments or two untyped terms are convertible modulo this mapping.
Definition 30 (Environment convertibility) Γ and
are convertible environments modulo variable mapping , denoted as: Γ ≈ , if:
Definition 31 (Un-typed terms convertibility) We define M and N to be convertible un-typed terms modulo variable mapping , denoted as M ≈ N , inductively as:
Now it seems that we can say that two terms Γ t : σ , u : τ are convertible (t ∼ u) if there exists a variable mapping such that Γ ≈ and t ≈ u. However we need to be careful. If we require convertibility of full environments then the following desired property does not hold:
To see that consider terms: t = x : σ c : δ and u = x : τ c : δ and notice that we have t ∼ u with = Ø but t u as environments of t and u declare x with different types. This can be easily repaired if we demand convertibility of environments on free variables only, that is only those declarations that are really used in given term. The definition of term convertibility follows: Definition 32 (Term convertibility, ∼) Terms Γ t : σ and Γ t : σ are convertible up to variable mapping , denoted as Γ t : σ ∼ Γ t : σ (we will often leave environments and types implicit and write t ∼ t ) iff: 
Theorem 30
The relation ∼ is an equivalence relation.
Proof For reflexivity, we have t ∼ t with being identity on variables restricted to free variables of t. For symmetry, if t ∼ u then u The most important results concerning ∼ include:
• Compatibility with substitution: t ∼ t and τ ∼ τ implies tτ ∼ t τ .
• Compatibility with beta-reduction, see Lemma 31.
• Compatibility with HORPO, see Lemma 44.
The most interesting aspect of this part of the development is probably the representation of variable mappings in Coq. Variable mappings are bijective functions. To prove symmetry of ∼, since we are working constructively, we need to be able to compute an inverse of a variable renaming. One possibility would be to demand that every function used as a variable renaming should be invertible: but since symmetry of variable renamings plays an important role in the actual formalization we treat them as partial functions (the domain restricted to the set of variables that are not mapped to themselves) and model the function in Coq as a relation. In this way the inverse is simply a transposition of the relation. Still for a given and x we need to be able to compute y such that (x) = y. We do that using the fact that the domain of variable mappings defined in this way is finite. So we are working with the following definition.
Record EnvSubst : Type := build_envSub { envSub: relation nat; size: nat; envSub_dec: forall i j, {envSub i j} + {˜envSub i j}; envSub_Lok: forall i j j', envSub i j -> envSub i j' -> j = j'; envSub_Rok: forall i i' j, envSub i j -> envSub i' j -> i = i'; sizeOk: forall i j, envSub i j -> i < size /\ j < size }.
β-reduction
The β-reduction relation expresses the way in which the application of a function to arguments is evaluated and hence is a model of computation for λ → .
Definition 34 (→ β )
The β-reduction rule is defined as:
The β-reduction relation is the smallest relation on terms that satisfies β-reduction rule and is closed under contexts:
Lemma 31 β-reduction is compatible with ∼, that is:
Proof Induction on t. All cases but β-reduction step at the root are easily solved by the induction hypothesis. Finally, we can lift β-reduction to typed terms thanks to the subject reduction property:
The definition of β-reduction is done in two steps; first an arbitrary reduction compatible with term structure is defined. It is parametrized by a relation R. So a reduction is either a direct R-step at the root or a reduction in left or right argument of an application or a reduction in a body of an abstraction. Then such reduction is specialized to define the beta reduction relation.
Computability
In this section we present the computability predicate proof method due to Tait and Girard [21, 41] . In Sect. 7.3 we will use computability with respect to a particular relation, i.e., HORPO, but here we present computability for an arbitrary relation satisfying given properties.
We begin by giving a definition of computability in Sect. 6.1 and in Sect. 6.2 we prove some computability properties that we will need in Sect. 7.
Definition of computability
We begin by presenting the definition of computability predicate.
Definition 35 (Computability) A term Γ
t : δ is computable with respect to a relation on terms , denoted as t ∈ C δ , if:
• δ is a base type and t is strongly normalizable with respect to (t ∈ Acc ), or • δ = σ → τ and @(t , u) ∈ C τ for all t ∼ t and all u ∈ C σ .
We further define C = δ∈T S C δ .
This definition deserves a few words of explanation. Firstly, it is usual to assume that variables are computable. We do not do that, following the presentation in [24] , and we prove that variables are computable as one of the computability properties.
Another deviation from the standard definition is the fact that we define computability modulo convertibility relation on terms (∼). That is because a typical pattern in computability proof will be as follows: "for t ∈ C σ →τ take a fresh variable x : σ and consider @(t, x) : τ having @(t, x) ∈ C τ from the definition of computability, as variables are computable". But constructing the application @(t, x) requires extending environment of t with a declaration for x. Such subtleties are usually omitted in a presentation but our goal is to make presentation that closely reflects the formal verification that has been made. That is why we define computability modulo ∼, which will also prove helpful for dealing with computability of lifted terms as we shall see later.
The coding of the definition of computability in Coq poses some technical difficulties. The problem is that it needs to be expressed as a fixpoint definition and Coq uses a simple criterion to ensure that such definitions are terminating, namely one of the arguments in the recursive call needs to be a subterm of the original argument. This is not the case for computability. To check whether t : σ → τ is computable we check whether its application to a computable term u : σ is computable. Although types of u : σ and @(t, u) : τ are simpler than of t : σ → τ this is not enough for a simple syntactic criterion of Coq. What makes matters even worse is that actually we do not take @(t, u) : τ but @(t , 
Computability Properties
We want to abstract away from the particular relation with respect to which we define computability. So let us assume an arbitrary relation on (typed) terms and in this section by Acc we will mean Acc . But in order to prove required computability properties we need to make some assumptions about . Table 4 presents the list of properties we require to conform to. All those properties but (P 8 ) are quite general and natural so our abstraction is (partly) successful. The property (P 8 ) looks rather complicated but basically it states that every reduction of an application either operates on separate arguments or it is a β-reduction step. This property is rather specific for a particular relation being HORPO as we will use it in Sect. 7.
Please note that is a relation on typed terms. Hence there is no typability preservation property in Table 4 , but the subject reduction property (P 1 ) ensures that two reducible terms have the same type and (P 2 ) that they have the same environment. Table 5 on the other hand presents the list of all the computability properties that we will need in the following section. We proceed with presenting proofs for those properties. We begin with two simple lemmas.
Lemma 34 Let
Proof Easy using compatibility with contexts (P 7 ).
Lemma 35 Let t ∈ Acc and Γ t ∼ Γ u then u ∈ Acc.
Proof Easy using compatibility with ∼ (P 5 ). Now we will prove that reducts of computable terms are computable again.
Lemma 36 (C 1 ) Let Γ t : δ, such that t ∈ C δ . The for all terms u : σ , such that t u we have u ∈ C σ .
Proof Induction on δ. For the base case t ∈ C δ and δ is a base type so t ∈ Acc by the definition of computability. Since t ∈ Acc and t u, u ∈ Acc. By subject reduction for (P 1 ), δ = σ , so u ∈ C σ by the definition of computability. Table 4 Abstract properties required for
Subject reduction
Compatibility with contexts 
Every reduct of a computable term is computable.
Every computable term is strongly normalizable.
Neutral term is computable iff its every reduct is computable.
Variables are computable.
Term convertible with computable term is computable.
For the induction step let σ = ρ → τ . By the definition of computability u ∈ C ρ→τ if for every s ∈ C ρ , @(u, s) ∈ C τ . @(t, s) ∈ C τ by the definition of computability and @(t, s) @(u, s) by compatibility with contexts (P 7 ). Finally we conclude @(u, s) ∈ C τ by the induction hypothesis.
Let us recall that we did not assume variables to be computable. Variables of a base type are computable due to the definition of computability and the assumption that variables are not reducible (P 4 ). But variables of a functional type are computable by property (C 3 ), which forbids us to prove the computability properties (C 2 ) and (C 3 ) separately.
Lemma 37 For all terms Γ t : δ,
u : δ we prove that:
Proof Induction on type δ. Note that '⇐' part of (C 3 ) is (C 1 ) so below we only prove the '⇒' part of this property.
• δ is a base type.
(C 2 ) t ∈ C δ and δ is a base type so t ∈ Acc by the definition of computability.
(C 3 ) t : δ so to show t ∈ C δ we need to show t ∈ Acc but for every w such that t w we have w ∈ C δ by assumption. Hence w ∈ Acc by the definition of computability and t ∈ Acc.
• δ = σ → τ (C 2 ) Take variable x : σ which is computable by induction hypothesis (C 3 ) as variables are not reducible by (P 4 ). Now consider application Γ ∪{x : σ } @(t, x) : τ which is computable by the definition of computability (note that Γ ∪{x :
δ ∈ Acc by Lemma 34 and Γ t : δ ∈ Acc by Lemma 35. Remark. From now on we will work modulo ∼ without stating it explicitly which greatly improves the readability of the proofs. The reader interested in all the details is encouraged to consult the Coq scripts. (C 3 ) By the definition of computability t ∈ C σ →τ if for every s ∈ C σ , @(t, s) ∈ C τ .
By induction hypothesis for (C 2 ), s ∈ Acc so we continue by well-founded inner induction on s with respect to . @(t, s) : τ is neutral so we can apply induction hypothesis for (C 3 ) and we are left to show that all reducts of @(t, s) are computable. We do case analysis using (P 8 ). Since t is neutral and hence is not an abstraction, we can exclude the β-reduction case and we are left with the following cases: -@(t, s) @(t , s) with t t . Then t is computable as so is every reduct of t and application of two computable terms is computable by the definition of computability.
-@(t, s) @(t, s ) with s s . We observe that s ∈ C by (C 1 ) and since s s we apply the inner induction hypothesis to conclude @(t, s ) ∈ C τ . -@(t, s) @(t , s ) with t t and s s . Every reduct of t is computable so t ∈ C σ →τ . By (C 1 ) s ∈ C σ . Again application of two computable terms is computable.
An easy consequence of the above lemma is the fact that all variables are computable.
Lemma 38 (C 4 ) For every variable x
Proof Variables are neutral so we apply (C 3 ) and since variables are in normal forms (P 4 ) we conclude x ∈ C δ .
The following property deals with computability of abstractions.
Proof By the definition of computability λx : σ .t is computable if for every s ∈ C σ , @(λx : σ . t, s) ∈ C τ . Note that t ∈ C by assumption because t = t[x/x] and x ∈ C by (C 4 ). So by (C 2 ) both t ∈ Acc and s ∈ Acc and we proceed by well-founded part induction on a pair of computable terms (t, s) with respect to ordering = ( , ) lex . Now, since @(λx : σ . t, s) is neutral, by (C 3 ) we are left to show that all its reducts are computable. Let us continue by considering possible reducts of this application using (P 9 ). So we have @(λx : σ . t, s) u and the following cases to consider:
. u ∈ C by the assumption.
• u = @(λx : σ . t, s ) with s s . u ∈ C by the induction hypothesis for (t, s ) (t, s).
• u = @(w, s) with λx : σ . t w. By (P 8 ) we know that this reduction is in the abstraction body of λx : σ . t so in fact w = λx : σ . t with t t . We conclude computability of u by the induction hypothesis for (t , s) (t, s).
• u = @(w, s ) with λx : σ . t w and s s . As in the above case, by (P 8 ) we observe that w = λx : σ . t with t t and we conclude computability of u by the induction hypothesis for (t , s ) (t, s).
We conclude with the following simple property.
Lemma 40 (C
Proof If δ is a simple type then we apply Lemma 35. If δ is an arrow type then we conclude t ∈ C δ directly from the definition of computability for t. Note that here we make use of the fact that we defined computability modulo ∼.
Proving computability properties turned out to be the most difficult part of the whole development. In its first version [29] those properties were assumed as axioms. Completing the pursuit of making the development axiom-free and proving all computability properties turned out to be a very laborious task after which the size of Coq script tripled. Strictly speaking, in terms of script size, the part of the formalization dealing with computability accounts for only slightly more than 5%. However, as those properties are at the heart of proofs concerning HORPO, providing proofs for them triggered many other developments.
This difficulty can be partially explained by the real complexity of the computability predicate proof method. Other factors that contributed to making this task difficult include:
• the fact that algebraic terms were encoded using pure λ → terms, • the necessity of defining computability modulo ∼.
For the clarity of presentation those issues are left implicit in the computability proofs presented in this section but in Coq proofs they had to be taken care of. Another aspect not visible in this presentation is the use of de Bruijn indices [13] to represent terms.
Higher-order recursive path ordering (HORPO)
This section is devoted to the core of this work: the results concerning the higher-order recursive path ordering (HORPO). The material introduced in this section was first presented in [30] .
We begin by presenting the definition of HORPO in Sect. 7.1, then some of its properties in Sect. 7.2 and its main property-well-foundedness-in Sect. 7.3.
Definition of the ordering
As indicated in the introduction the subject of our formalization is a slight variant of HORPO as presented in [24] . We begin by first presenting the formalized variant of the definition and then we discuss the differences compared to the original definition of Jouannaud and Rubio.
Originally the ordering is defined for algebraic-functional systems [23] (AFSs), where all function symbols have a fixed arity. In order to use the pure simply-typed lambda calculus and not to clatter it with introduction of arities, we will instead work with λ → terms, but we will restrict to fully applied terms (see definition below). So in this section all terms are assumed to be fully applied. In the AFS sense this corresponds to limiting function symbols to have only base types as outputs; a restriction quite often made in the literature. Now we will define fully applied terms, that is terms where function symbols are applied to all its arguments.
Definition 36 (Fully applied terms, )
Fully applied terms ( ) are typed terms that respect the following inference rules:
So for fully applied terms we admit all variables, we push the property through abstraction and application and, in the last rule, for an application headed by a function symbol, we demand full application resulting in a base type of a term.
Now we present the main definition of the higher-order recursive path ordering:
Definition 37 (The higher-order recursive path ordering, ) Assume a well-founded ordering on the set of function symbols, , called a precedence. We define HORPO, , on terms as, Γ t : δ Γ u : δ iff one of the following holds:
where:
• is a relation between a term and a set of terms, defined as:
is the reflexive closure of HORPO (that is ≡ ∪ =) and • MU L is a multiset extension of HORPO (see Definition 5).
Let us now discuss the relation with the definition from [24] . There are few differences. First let us note that in our variant only terms of equal types can be compared whereas in the original definition this restriction is weaker and it is possible to compare terms of equivalent types, where equivalence of types is a congruence generated by equating all sorts (in other words two types are equivalent if they have the same arrow structure).
The reason for strengthening this assumption is that allowing to reduce between different sorts poses some technical difficulties. In [24] this problem was solved by extending the typing rules with the congruence rule which presence is basically equivalent to collapsing all sorts and which allows typing terms that normally would be ill-typed due to a sort clash. Our goal was to use λ → in its purest form as a metalanguage and hence we decided not to do that.
But there is an even stronger argument against implementing this extension. It would complicate the formalization, whereas, as we claim, it would have absolutely no practical advantage. That is because the presented variant of HORPO takes no advantage of the sorting information. So we can prove some system terminating if and only if we can prove termination of its variant with all sorts collapsed to one single sort. Now, obviously, termination of such collapsed system implies termination of the original one. So it makes perfect sense to restrict (or transform) our termination problems to the one sorted setting.
The second difference is that the original definition of HORPO uses statuses and allows arguments of function symbols to be compared either lexicographically or as multisets, depending on the status whereas we allow only for comparing arguments of functions as multisets. This choice was made simply to avoid dealing with statuses and multiset comparison has been chosen as posing more difficulties (proofs of its well-foundedness and decidability are much more intricate than in the case of lexicographic order), so extension with statuses and lexicographic comparison should be easy.
Another difference is the fact that we include β-reduction in HORPO, whereas in [24] this is not done and instead the union of HORPO and β-reduction is analyzed. Inclusion of β-reduction seems to be a more natural choice and in fact all subsequent definitions of HORPO follow this approach [25] [26] [27] .
Finally we use the multiset extension as in Definition 5 instead of the one from Definition 4. Case (ii) of Lemma 5 will be crucial for the results in Sect. 7.2 and for the Definition 4 only its weaker variant holds (Lemma 5 (i)).
Note that HORPO is not transitive as we will show in the following example. Still we will refer to it as an ordering, as is customary in the literature [12, [24] [25] [26] [27] , and is justified by the fact that the transitive closure of HORPO is a well-founded (higher-order reduction) ordering. Note that thanks to defining the multiset extension in Sect. 4.2 for an arbitrary relation and not just for orderings, transitivity of HORPO is not needed for its lifting to multisets. We conclude this section with a simple example showing a termination proof conducted using HORPO.
Example 3 Consider the one sorted variant of the higher-order term rewriting system for map, with the following signature:
and its two rules:
We will orient the rules of this system using HORPO. The first one is trivial by (H 1 ). For the second one we take precedence with map > cons and apply (H 2 ). The remaining obligations are map(cons(x, l), F) @(F, x) and map(cons(x, l), F) map(l, F). The latter is easily shown by (H 3 ) and (H 1 ). The first is taken care of by (H 4 ) followed by two applications of (H 1 ).
The Coq variant of Definition 37 consists of five mutually recursive inductive definitions for:
, , MU L and , the last one split over two definitions (one factoring out the condition that terms under consideration must have equal types and environments). For details of the definition we refer to [31] . Examples 2 and 3 have also been carried out in Coq.
Properties of the ordering
In this section we will prove some properties of HORPO.
Lemma 41 HORPO is stable under substitution, that is:
Proof Induction on pair (t, u) ordered by ( , ) lex followed by a case analysis on t u. = f (t 1 , . . . , t n ), u = f (u 1 , . . . , u k ) and {{t 1 
Lemma 42 HORPO is compatible with contexts, that is:
The proof proceeds by induction on p and essentially uses the following observations:
• if w w then λx : σ . w λx : σ . w by (H 6 ).
Lemma 43 HORPO does not introduce variables, that is:
Proof The proof uses the same inductive argument as in the above proof of stability of HORPO under substitution and all cases are easy.
Lemma 44 HORPO is compatible with ∼, that is:
The proof is slightly technical but the inductive argument is again the same: induction on pair of terms (t, u) ordered by lexicographic extension of the subterm relation. For the (H 7 ) case we use Lemma 31.
Lemma 45
If t ∈ C and Γ t Γ u then u ∈ C.
Proof We either have t = u, but then u = t ∈ C, or t u in which case u ∈ C by the computability property (C 1 ).
We conclude this section with a result that is not present in [24] , namely a proof of the fact that is decidable.
Theorem 46 Given terms Γ
t and Γ u and a decidable precedence , the problem whether Γ t Γ u is decidable.
Proof Induction on the pair (t, u) ordered by ( , ) lex . As a first step we check whether t → β u. If not then we know that (H 7 ) is not applicable and we proceed by case analysis on t:
• t = x. Variables are in normal forms with respect to so we cannot have x u. 
Well-foundedness of HORPO
In this section we present a proof of well-foundedness of . For the proof we will use the computability predicate proof method due to Tait and Girard which was discussed in Chapter 6.
Note that we will use computability with respect to and for that we need to prove properties (P 1 )-(P 9 ) for . Some of them follow easily from the definition of HORPO and we have (P 3 ) by Lemma 43, (P 5 ) by Lemma 44, (P 6 ) by Lemma 41 and (P 7 ) by Lemma 42.
The crucial lemma states that if function arguments are computable then so is the function application. First we need the following lemma. = f (t 1 , . . . , t n ) and u = g(u 1 , . . . , u k 
Lemma 47 For any t
Proof For a given u j according to the definition of we have two cases:
• t u j , then u j ∈ C by assumption (3).
• t i u j for some i. If t i = u j then t j ∈ C by assumption (2) and so t i ∈ C. Otherwise t i u j but t i ∈ C by (2) and then u j ∈ C by (C 1 ).
Now we can present the aforementioned lemma.
Proof The proof proceeds by well-founded induction on the pair of a function symbol and a multiset of computable terms, ( f, {{t 1 , . . . , t n }}), ordered lexicographically by ( , mul ) lex . Note that all terms in the multiset are computable and hence strongly normalizable, by (C 2 ). So ( , mul ) lex is well-founded by Theorem 17 and Theorem 1 which justifies the induction argument.
Since t is neutral we apply (C 3 ) and we are left to show that u ∈ C for an arbitrary u, such that t u. We will show that by inner induction on the structure of u. We continue by case analysis on t u. Note that clauses (H 5 ) and (H 6 ) are not applicable.
(H 1 ) t i u for some i ∈ {1, . . . , n}. By assumption t i ∈ C and we either have t i = u or t i u but then u ∈ C by (C 1 ). (H 2 ) u = g(u 1 , . . . u k ) with f g. All u i ∈ C for i ∈ {1, . . . , k} by Lemma 47 and hence we conclude that u ∈ C by the outer induction hypothesis as u ∈ C by the outer induction hypothesis if we can prove that u i ∈ C for i ∈ {1, . . . , k}. For arbitrary i, by Lemma 5 (ii) we get t j u i for some j and since t j ∈ C by assumption we conclude u i ∈ C by (C 1 ). (H 4 ) @(u 1 , . . . , u k ) is some partial left-flattening of u and t {u 1 , . . . , u k }. By Lemma 47 we get u i ∈ C for i ∈ {1, . . . , k} and hence u ∈ C. (H 7 ) Let t → β u. t is a function application hence beta reduction must be in one of the arguments, so for some j we have u = f (t 1 , . . . t j , . . . t n ) with t j → β t j . For every i, t i ∈ C by assumption and t j ∈ C by (C 1 ) so we conclude u ∈ C by the outer induction hypothesis.
The next step is to show that application of a computable substitution gives computable term, where we define computable substitution as a substitution containing in its domain only computable terms. More formally:
Definition 38 (Computable substitution) We say that a substitution γ = [x 1 /Γ 1 u 1 , . . . , x n /Γ n u n ] is a computable substitution if for every i ∈ {1, . . . , n}, u i ∈ C.
Lemma 49 Let γ be a computable substitution and Γ t be an arbitrary term. Then tγ ∈ C.
Proof We proceed by induction on the structure of t. We have the following cases to consider.
• t = x. If x ∈ Dom(γ ) then γ = [. . . , x/u, . . .] and tγ = u but u ∈ C since γ is a computable substitution. Otherwise x / ∈ Dom(γ ) and tγ = x ∈ C by (C 4 ).
• t = f (t 1 , . . . , t n ) so tγ = f (t 1 γ, . . . , t n γ ). We apply Lemma 48 and we are left to show that for i ∈ {1, . . . , n}, t i ∈ C which easily follows from the induction hypothesis.
• t = @(t l , t r ) and tγ = @(t l γ, t r γ ). Both t l γ and t r γ are computable by the induction hypothesis so tγ ∈ C by the definition of computability. Since γ ∪[x/u] is a computable substitution as so is γ and u ∈ C, we can conclude tγ ∈ C by the induction hypothesis. Now we are ready to present the main theorem stating that HORPO is a wellfounded relation on terms.
Theorem 50 The HORPO relation, , is well-founded.
Proof We need to show that t ∈ Acc for an arbitrary Γ t. Consider the empty substitution , which is computable by definition. We also have t = t so we conclude t ∈ C by Lemma 49 and then t ∈ Acc by (C 2 ).
In this way we have essentially proved that is a, so-called, higher-order reduction ordering [26] as (we refer to the article for the definitions of respective notions):
• well-foundedness was proved in Theorem 50, • coherence follows from compatibility with ∼, Lemma 44, • stability was proved in Lemma 41,
• compatibility with contexts 8 was proved in Lemma 42,
• functionality states that → β is included in the ordering and it is with case (H 7 ).
Conclusions and further work
We presented the description of Coq formalization of well-foundedness of the higherorder variant of the recursive path ordering. The development is rather big with more than 24,000 lines of Coq and 760 kB of code. It is fully constructive and axiom free. The latter means that all the relevant related results had to be formalized as well. Hence the development includes the formalization of multisets, multiset extension, simply typed lambda calculus and computability predicate proof method used in the well-foundedness proof of HORPO.
This work can be seen firstly as a verification of the proof in question, which is complicated and not well-known and, hence, error prone. On the other hand this can be a first step towards certification of termination of the higher-order rewriting. For the first order case this is an active research area at the moment [11, 16, 17, 32] . One of the prominent approaches in this area is the CoLoR project [15]. This development is now an integral part of the CoLoR library and, concerning size, constitutes more than half of it.
Few comments on the experience with Coq along the course of this development may be in place here. The expressive logic of Coq turned out to be very helpful in this work. In particular dependent types were used extensively and even the very crucial definition of terms was taking advantage of them (see Sect. 5.1). Main difficulties have shown up when the intended equality did not coincide with Coq's Leibniz' equality. The setoid tactic makes dealing with such structures somehow easier but still using it requires to prove that every function is compatible with the equivalence relation in question, which does not come for free. Another source of inelegance in the proofs is the lack of any support for handling symmetries, which at times, requires many repetitions of (almost) the same or similar argument. Such support, although obviously difficult to realize, would be of great help.
Admittedly, and not very surprisingly, given the history of this development, not all choices made during its course turned out to be optimal. Most influential was probably the choice of de Bruijn indices to represent terms. The motivation behind that was to ease the complications inherent to α-conversion. However, due to the need of dealing with open terms, problems with variable renaming still had to be dealt with explicitly, substantially diminishing this presumable advantage.
Given a chance to re-do this development, we would definitely give more consideration to alternative representations of terms before settling for de Bruijn indices. One option would be to simply use names for binders with Barendregt naming convention [6] . Another option would be a hybrid approach where indices are kept for bound variables (that helps with α-conversion) but names are used for free variables. There are also completely different approaches to dealing with binders, like higher-order abstract syntax (HOAS) [38] or nominal logic [19] to name but a few. The experience of the poplmark challenge community [4] should be invaluable in choosing a proper formalism.
Other possible simplifications include defining substitution (and few other notions) for un-typed terms. However, we would like to point out that having definition of substitution for typed terms has its merits (for instance it would be crucial to formalize the notion of higher-order rewriting; see the first bullet below) and it also corresponds to the theoretical presentation in [27] .
There are various directions in which this work can be extended:
• Formalization of higher-order rewriting. Our formalization focused on HORPO and its well-foundedness. It would be interesting to extend this towards general formalization of the higher-order rewriting. This would be particularly interesting in the context of certification of termination of the higher-order rewriting.
• Adaptation of the proof to other rewriting frameworks.
The HORPO used in this paper is presented for the higher-order rewriting framework of algebraic functional systems (AFSs) by Jouannaud and Okada [23] .
Another popular format is that of higher order rewriting systems (HRSs) introduced by Nipkow [35] . Van Raamsdonk presented the version of HORPO for HRSs [43] . Formalization of this variant with an attempt to share as much as possible between those two developments would be an interesting goal.
• Extending the proof for stronger variants of HORPO.
Our formalization deals with the simplest definition of HORPO from [24] . In the same publication and later on in [25] [26] [27] it has been extended and improved in many different ways. Considering (some of) those improvements and extending the definitions and proofs for them is another possible way of continuing this work.
