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ON THE GLOBAL GROSS-PRASAD CONJECTURE
FOR YOSHIDA LIFTINGS
SIEGFRIED BO¨CHERER, MASAAKI FURUSAWA, AND RAINER
SCHULZE-PILLOT
Prof. J. Shalika to his 60th birthday
Abstract. We restrict a Siegel modular cusp form of degree 2
and square free level that is a Yoshida lifting (a lifting from the
orthogonal group of a definite quaternion algebra) to the embedded
product of two half planes and compute the Petersson product
against the product of two elliptic cuspidal Hecke eigenforms. The
square of this integral can be explicitly expressed in terms of the
central critical value of an L-function attached to the situation.
The result is related to a conjecture of Gross and Prasad about
restrictions of automorphic representations of special orthogonal
groups
Introduction
In two articles in the Canadian Journal [16, 17], B. Gross and D. Prasad
proclaimed a global conjecture concerning the decomposition of an au-
tomorphic representation of an adelic special orthogonal group G1 upon
restriction to an embedded orthogonal group G2 of a quadratic space
in smaller dimension and also its local counterpart. In the local situa-
tion, one can summarize the conjecture by saying that the occurrence
of π2 in the restriction of π1 depends on the ǫ-factor attached to the
representation π1 ⊗ π2; in the global situation, assuming the existence
of the local nontrivial invariant functional at all places and its non-
vanishing on the spherical vector at almost all unramified places, one
considers a specific linear functional given by a period integral. This
period integral is then conjectured to give a nontrivial functional if and
only if the central critical value of the L-function attached to π1 ⊗ π2
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is nonzero. In particular in the case when G1 is the group of an n-
dimensional nondegenerate quadratic space V and G2 is the group of
an (n− 1)-dimensional subspace W of V , they showed that in low di-
mensions (n ≤ 4) known results can be interpreted as evidence for this
conjecture, using the well known isomorphisms for orthogonal groups
in low dimensions.
The case n = 5 has been treated in the local situation by Prasad [27];
it can also be reinterpreted using these isomorphisms: The split special
orthogonal group in dimension 5 is isomorphic to the projective sym-
plectic similitude group PGSp2, and the spin group of the 4-dimensional
split orthogonal group is SL2×SL2. Prasad then showed that for forms
on PGSp2 that are lifts from the orthogonal group of a 4-dimensional
space, the situation can be understood in terms of the seesaw dual
reductive pair (in Kudla’s sense)
GSp2
RR
RR
RR
RR
RR
RR
RR
RR
GO(4)×GO(4)
G(SL2 × SL2)
llllllllllllll
GO(4)
.
In classical terms, the analogous global question leads to the problem
to determine those pairs of cuspidal elliptic modular forms (eigenforms
of almost all Hecke operators) that can occur as summands if one de-
composes the restriction of a cuspidal Siegel modular form F of degree
2 (that is an eigenform of almost all Hecke operators) to the diagonally
embedded product of two upper half planes into a sum of (products
of) eigenforms of almost all Hecke operators (for a discussion of the
problems that arise in translating the representation theoretic state-
ment into a classical statement see below and Remark 2.13. One can
also rephrase this as the problem of calculating the period integral∫
(Γ\H)×(Γ\H)
F
((
z1 0
0 z2
))
f1(z1)f2(z2)d
∗z1d∗z2
for two elliptic Hecke eigenforms f1, f2. The L-function that should oc-
cur then according to the conjecture of Gross and Prasad is the degree
16 L-function associated to the tensor product of the 4-dimensional rep-
resentation of the L-group Spin(4) of SO(5) with the two 2-dimensional
representation associated to two copies of SO(3) (due to the decompo-
sition of SO(4) or rather its covering group mentioned above). We
denote this L-function as L(Spin(F ), f1, f2, s).
In this reformulation it is natural to go beyond the original question
of nonvanishing and to try and get an explicit formula connecting the
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L-value in question with the period integral. In general, it seems rather
difficult to calculate the period integral as above, since little is known
about the restriction of Siegel modular forms to the diagonally embed-
ded product of two upper half planes. One should also point out that
an integral representation for the degree 16 L-function in question is
not known yet. However, for theta series of quadratic forms the re-
striction to the diagonal of a degree two theta series becomes simply
the product of the degree one theta series in the variables z1, z2, which
allows one to get a calculation started. Thus here we only consider
Siegel modular forms (of trivial character) that arise as linear com-
binations of theta series of quaternary quadratic forms. Such Siegel
modular forms, if they are eigenforms, are called Yoshida liftings, at-
tached to a pair of elliptic cusp forms or, equivalently, to a pair of
automorphic forms on the multiplicative group of an adelic quaternion
algebra. These liftings have been investigated in [32, 4, 8], and the
connection between the trilinear forms on the spaces of automorphic
forms on the multiplicative group of an adelic quaternion algebra and
the triple product L-function has been investigated in [20, 15, 7]. If
one combines these results and applies them to the present situation,
it turns out that the period integral in question can indeed be explic-
itly calculated in terms of the central critical value of the L-function
mentioned; in the case of a Yoshida-lifting attached to the pair h1, h2
of elliptic cusp forms, this L-function is seen to split into the product
L(h1, f1, f2, s)L(h2, f1, f2, s), so that the central critical value becomes
the product of the central critical values of these two triple product L-
functions. We prove a formula that expresses the square of the period
integral explicitly as the product of these two central critical values,
multiplied by an explicitly known non-zero factor. We reformulate the
obtained identity in a way which makes sense as well for an arbitrary
Siegel modular form F in terms of the original L(Spin(F ), f1, f2, s),
in place of L(h1, f1, f2, s)L(h2, f1, f2, s), hoping that such an identity
indeed holds for any Siegel modular form F . At present we cannot
prove it except for the case when F is a Siegel or Klingen Eisenstein
series of level 1. In the case when F is the Saito-Kurokawa lifting of an
elliptic Hecke eigenform h, one sees easily that the period integral is
zero unless one has f1 = f2 = f ; in this case the period integral can be
transformed into the Petersson inner product of the restriction of the
first Fourier Jacobi coefficient of F to the upper half plane with f and
then leads us to a conjectural identity for the square of this Petersson
inner product with the central critical value of L(h, f, f ; s).
Our calculation leaves the question open whether it can happen that
the period integral vanishes for the classical modular forms considered
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but is non-zero for other functions in the same adelic representation
space. Viewed locally, this amounts to the question whether an in-
variant nontrivial linear functional on the local representation space is
necessarily non-zero at the given vector. At the infinite place we can
exhibit such a vector (depending on the weights given) by applying a
suitable differential operator to the Siegel modular form considered. At
the finite places not dividing the level, it comes down to the question
whether (for an unramified representation) a nontrivial invariant lin-
ear functional is necessarily non-zero at the spherical (or class 1) vector
invariant under the maximal compact subgroup. This is generally ex-
pected, at least for generic representations. We intend to come back to
this question in future work.
We also investigate the situation where the pair f1, f2 and the prod-
uct H ×H are replaced by a Hilbert modular form and the modular
embedding of a Hilbert modular surface; in terms of the Gross-Prasad
conjecture this amounts to replacing the split orthogonal group of a 4-
dimensional space from above by a non split (but quasisplit) orthogonal
group that is split at infinity. It turns out that one gets an analogous
result; we prove this only in the simplest case when all modular forms
involved have weight 2, the class number of the quadratic field involved
is 1 and the order in a quaternion algebra belonging to the situation is
a maximal order. The proof for the general case should be possible in
an analogous manner.
1. Yoshida liftings and their restriction to the diagonal
For generalities on Siegel modular forms we refer to [Fre1]. For a
symplectic matrix M =
(
A B
C D
)
∈ GSpn(R) (with n × n-blocks
A,B,C,D) we denote by (M,Z) 7→M < Z >= (AZ +B)(CZ +D)−1
the usual action of the group G+Sp(n,R) of proper symplectic simili-
tudes on Siegel’s upper half space Hn.
We shall mainly be concerned with Siegel modular forms for congruence
subgroups of type
Γ
(n)
0 (N) =
{(
A B
C D
)
∈ Sp(n,Z) | C ≡ 0 mod N
}
.
The space of Siegel modular forms (and cusp forms respectively) of
degree n and weight k for Γ
(n)
0 (N) will be denoted by M
k
n(N) (S
k
n(N)),
for a vector valued modular form transforming according to the repre-
sentation ρ the weight k above should be replaced by ρ. By < , > we
denote the Petersson scalar product.
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We recall from [4, 8, 5] some notations concerning the Yoshida-liftings
whose restrictions we are going to study in this article. For details we
refer to the cited articles. We consider a definite quaternion algebra
D over Q and an Eichler order R of square free level N in it and
decompose N as N = N1N2 where N1 is the product of the primes
that are ramified in D. On D we have the involution x 7→ x, the
(reduced) trace tr(x) = x+ x and the (reduced) norm n(x) = xx.
The group of proper similitudes of the quadratic form q(x) = n(x) on
D is isomorphic to (D× ×D×)/Z(D×) (as algebraic group) via
(x1, x2) 7→ σx1,x2 with σx1,x2(y) = x1yx−12 ,
the special orthogonal group is then the image of
{(x1, x2) ∈ D× ×D× | n(x1) = n(x2)}.
We denote by H the orthogonal group of (D, n) and by H+ the special
orthogonal group.
For ν ∈ N let U (0)ν be the space of homogeneous harmonic polynomials
of degree ν on R3 and view P ∈ U (0)ν as a polynomial on
D(0)∞ = {x ∈ D∞|tr(x) = 0}
by putting
P (
3∑
i=1
xiei) = P (x1, x2, x3)
for an orthonormal basis {ei} of D(0)∞ with respect to the norm form n.
The space U
(0)
ν is known to have a basis of rational polynomials (i.e.,
polynomials that take rational values on vectors in D(0) = D
(0)
∞ ∩D).
The group D×∞/R
× acts on U (0)ν through the representation τν (of high-
est weight (ν)) given by
(τν(y))(P )(x) = P (y
−1xy).
Changing the orthonormal basis above amounts to replacing P by
(τν(y))(P ) for some y ∈ D×∞.
By 〈〈 , 〉〉0 we denote the suitably normalized invariant scalar prod-
uct in the representation space U
(0)
ν .
For ν1 ≥ ν2 the H+(R)-space
U (0)ν1 ⊗ U (0)ν2
(irreducible of highest weight (ν1 + ν2, ν1 − ν2)) is isomorphic to the
H+(R)-space Uν1,ν2 of C[X1, X2]-valued harmonic forms on D
2
∞ trans-
forming according to the representation of GL2(R) of highest weight
(ν1 + ν2, ν1 − ν2).
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An intertwining map Ψ has been given explicitly in [5, Section 3]; for
x = (x1, x2) ∈ D2∞ the polynomial Ψ(Q)(x) ∈ C[X1, X2] is homoge-
neous of degree 2ν2. We write now for Q ∈ U (0)ν1 ⊗ U (0)ν2
(1.1) Ψ(Q)(x) =
∑
α1+α2=2ν2
cα1α2(x, Q)X
α1
1 X
α2
2 .
The map x 7→ cα1α2(x, Q) is (for fixed Q) a polynomial in x1, x2 that
is harmonic of degree α′1 = α1 + ν1 − ν2 in x1 and harmonic of degree
α′2 = α2 + ν1 − ν2 in x2, and for h ∈ H+(R) we have
cα1α2(hx, Q) = cα1α2(x, h
−1Q).
The irreducibility of the space U
(0)
ν1 ⊗ U (0)ν2 implies that this map is
nonzero for some Q. We denote by Uα the space of harmonic polyno-
mials of degree α on D∞ with invariant scalar product 〈〈 , 〉〉. If α
is even, the H(R)-spaces Uα and U
(0)
α/2 ⊗ U (0)α/2 are isomorphic and will
be identified.
The map
(1.2) (Q,R1, R2) 7→ 〈〈cα1α2(·, Q), R1 ⊗R2〉〉
for Q ∈ U (0)ν1 ⊗U (0)ν2 , R1 ∈ Uα′1 , R2 ∈ Uα′2 defines then a nontrivial invari-
ant trilinear form for the triple of H(R)-spaces ((U
(0)
ν1 ⊗U (0)ν2 ), Uα′1 , Uα′2).
Lemma 1.1. Let integers ν1 ≥ ν2 and β1, β2 be given for which
β ′1 = β1 + ν1 − ν2, β ′2 = β2 + ν1 − ν2
are even. Then there exists a nontrivial H(R)- invariant trilinear form
T on the space Uν1,ν2 ⊗ Uβ′1 ⊗ Uβ′2 if and only if there exist integers
α1, α2, γ such that βi = αi + γ and α1 + α2 = 2ν2 holds. This form is
unique up to scalar multiples and can be decomposed as
T = T
(0)
1 ⊗ T (0)2
with (up to scalars) unique nontrivial invariant trilinear forms
T
(0)
i = T
(0)
i,β′1,β
′
2
on
U (0)νi ⊗ U
(0)
β′1/2
⊗ U (0)β′2/2.
In particular, for γ = 0 and T fixed, the trilinear form given in (1.2)
is proportional to T (with a nonzero factor c˜(ν1, ν2, α1, α2)).
Proof. Decomposing
Uβ′1 = U
(0)
β′1/2
⊗ U (0)β′1/2, Uβ′2 = U
(0)
β′2/2
⊗ U (0)β′2/2
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as a D×∞/R
××D×∞/R×-space one sees that T as asserted exists if and
only if there are nontrivial invariant trilinear forms
T
(0)
i = T
(0)
i,β′1,β
′
2
on
U (0)νi ⊗ U
(0)
β′1/2
⊗ U (0)β′2/2
for i = 1, 2. In this case T decomposes as
T = T
(0)
1 ⊗ T (0)2 .
The T
(0)
i are known to exist if and only if the triples
(β ′1/2, β
′
2/2, ν1), (β
′
1/2, β
′
2/2, ν2)
are balanced, i.e, the numbers in either triple are the lengths of the
sides of a triangle (and then the form is unique up to scalars); they
are unique up to scalar multiplication. It is then easily checked that
the numerical condition given above is equivalent to the existence of
nonnegative integers α1, α2, γ satisfying βi = αi+ γ and α1+α2 = 2ν2.
Consider now the Gegenbauer polynomial G(α)(x, x′) = obtained from
G
(α)
1 (t) = 2
α
[α
2
]∑
j=0
(−1)j 1
j!(α− 2j)!
(α− j)!
22j
tα−2j
by
G˜(α)(x, x′) = 2α(n(x)n(x′))α/2G(α)1 (
tr(xx′)
2
√
n(x)n(x′)
)
and normalize the scalar product on Uα such that G
(α) is a reproducing
kernel, i. e.
〈〈G(α)(x, x′), Q(x)〉〉α = Q(x′)
for all Q ∈ Uα. Then for α1, α2, α′1, α′2 as above and some fixed Q ∈
Uν1,ν2 the map
(x1, x2) 7→ T (Q,G(α′1)(x1, ·), G(α′2)(x2, ·))
defines a polynomial RQ(x1, x2) in x1, x2 that is harmonic of degree
α′1 = α1 + ν1 − ν2 in x1 and harmonic of degree α′2 = α2 + ν1 − ν2 in
x2, and for h ∈ H+(R) we have RQ(hx) = Rh−1Q(x).
As above we can therefore conclude that one has
(1.3) cα1α2(x, Q) = c˜(ν1, ν2, α1, α2)T (Q,G
(α′1)(x1, ·), G(α′2)(x2, ·),
where the factor of proportionality c˜(ν1, ν2, α1, α2) is not zero.
We denote by
A(D×A, R×A, ν)
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the space of functions ϕ : D×A → U (0)ν satisfying ϕ(γxu) = τν(u−1∞ )ϕ(x)
for γ ∈ D×Q and u = u∞uf ∈ R×A, where
R×A = D
×
∞ ×
∏
p
R×p
is the adelic group of units of R. These functions are determined by
their values on the representatives yi of a double coset decomposition
D×A = ∪ri=1D×yiR×A
(where we choose the yi to satisfy yi,∞ = 1 and n(yi) = 1).
The natural inner product on the space A(D×A, R×A, ν) is given by
〈ϕ, ψ〉 =
r∑
i=1
〈〈ϕ(yi), ψ(yi)〉〉0
ei
,
where ei =| (yiRy−1i )× | is the number of units of the order Ri = yiRy−1i
of D.
On the space A(D×A, R×A, ν) we have for p 6 |N (hermitian) Hecke oper-
ators T˜ (p) (given explicitly by the End(U
(0)
ν )-valued Brandt matrices
(Bij(p))) and for p | N involutions w˜p commuting with the Hecke op-
erators and with each other.
For i = 1, 2 and ν1 ≥ ν2 with ν1 − ν2 even we consider now functions
ϕi in A(D×A, R×A, νi).
The Yoshida lifting (of degree 2) of the pair (ϕ1, ϕ2) is then given as
(1.4) Y (2)(ϕ1, ϕ2)(Z)(X1, X2) =
=
r∑
i,j=1
1
eiej
∑
(x1,x2)∈(yiRy−1j )2
Ψ(ϕ1(yi)⊗ ϕ2(yj))(x1, x2)(X1, X2)×
× exp(2πitr
((
n(x1) tr(x1x2)
tr(x1x2) n(x2)
)
Z
)
.
This is a vector valued holomorphic Siegel modular form for the group
Γ
(2)
0 (N) with trivial character and with respect to the representation
σ2ν2 ⊗ detν1−ν2+2 (where σ2ν2 denotes the 2ν2-th symmetric power rep-
resentation of GL2).
If we consider the restriction of such a modular form to the diagonal(
z1 0
0 z2
)
, the coefficient of Xα11 X
α2
2 becomes a function F
(α1,α2)(z1, z2)
which is in both variables a scalar valued modular form for the group
Γ0(N) with trivial character of weight
α1 + ν1 − ν2 + 2 in z1, α2 + ν1 − ν2 + 2 in z2.
GLOBAL GROSS-PRASAD CONJECTURE FOR YOSHIDA LIFTINGS 9
In particular the weights in the variables z1, z2 add up to 2ν1 + 4 for
each pair (α1, α2) with α1 + α2 = 2ν2 and the coefficient of X
α1
1 X
α2
2
vanishes unless
α′1 = α1 + ν1 − ν2, α′2 = α2 + ν1 − ν2
are even.
If f1, f2 are elliptic modular forms of weights k1, k2 we define then
〈F (( z1 00 z2 )) , f1(z1)f2(z2)〉k1,k2
to be the double Petersson product
〈〈F (α1,α2)(z1, z2), f1(z1)〉k1, f2(z2)〉k2
if
k1 = α1 + ν1 − ν2 + 2, k2 = α2 + ν1 − ν2 + 2
for some α1, α2 with α1 + α2 = 2ν2 and to be zero otherwise (this
definition coincides with the Petersson product of the corresponding
automorphic forms on the groups Sp2(A) or Sp2(R) (restricted to the
naturally embedded SL2(A)×SL2(A)) and SL2(A) (or the respective
real groups)).
We will mainly consider Yoshida liftings for pairs of forms that are
eigenforms of all Hecke operators and of all the involutions. It is then
easy to see that Y (2)(ϕ1, ϕ2)(Z) is identically zero unless ϕ1, ϕ2 have
the same eigenvalue under the involution w˜p for all p | N . The precise
conditions under which the lifting is nonzero have been stated in [8].
We will finally need some facts about the correspondence studied e.g.
in [10, 22, 29, 24] between modular forms for Γ0(N) (with trivial char-
acter) and automorphic forms on the adelic quaternion algebra D×A.
We consider the essential part
Aess(D×A, R×A, ν)
consisting of functions ϕ that are orthogonal to all ψ ∈ A(D×A, (R′A)×, ν)
for orders R′ strictly containing R; this space is invariant under the
T˜ (p) for p 6 |N and the w˜p for p | N and hence has a basis of common
eigenfunctions of all the T˜ (p) for p 6 |N and all the involutions w˜p for
p | N . Being the components of eigenvectors of a rational matrix with
real eigenvalues the values of these eigenfunctions are real, (i.e., poly-
nomials with real coefficients in the vector values case) when suitably
normalized.
Moreover the eigenfunctions are in one to one correspondence with the
newforms in the space
S2+2ν(N)
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of elliptic cusp forms of weight 2 + 2ν for the group Γ0(N) that are
eigenfunctions of all Hecke operators (if τ is the trivial representation
and R is a maximal order one has to restrict here to functions or-
thogonal to the constant function 1 on the quaternion side in order to
obtain cusp forms on the modular forms side). This correspondence
(Eichler’s correspondence) preserves Hecke eigenvalues for p 6 |N , and
if ϕ corresponds to f ∈ S2+2ν(N) then the eigenvalue of f under the
Atkin-Lehner involution wp is equal to that of ϕ under w˜p if D splits at
p and equal to minus that of ϕ under w˜p ifDp is a skew field. The corre-
spondence can be explicitly described by associating to ϕ the modular
form
h(z) =
r∑
i,j=1
1
eiej
∑
x∈(yiRy−1j )
(ϕ(yi)⊗ ϕ(yj))(x) exp(2πin(x)z)
(where as above ϕ(yi)⊗ϕ(yj) denotes the harmonic polynomial in U2ν
obtained by identifying U
(0)
ν ⊗ U (0)ν with U2ν .)
An extension of Eichler’s correspondence to forms ϕ as above that are
not essential but eigenfunctions of all the involutions w˜p has been given
in [21, 7].
2. Computation of periods
Our goal is the computation of the periods
〈Y (2)(ϕ1, ϕ2)
((
z1 0
0 z2
))
, f1(z1)f2(z2)〉k1,k2
defined above for elliptic modular forms f1, f2 for the group Γ0(N). For
this we study first how the vanishing of this period integral depends on
the eigenvalues of the functions involved under the Atkin-Lehner invo-
lutions or their quaternionic and Siegel modular forms counterparts.
For a Siegel modular form F for the group Γ
(2)
0 (N) we let the Atkin-
Lehner involutions with respect to the variables z1, z2 act on the restric-
tion of F to the diagonal matrices
(
z1 0
0 z2
)
and denote by F
((
z1 0
0 z2
)) |W˜p
the result of this action.
Lemma 2.1. Let N be squarefree and let F be a vector valued Siegel
modular form of degree 2 for the representation ρ of GL2(C) of highest
weight (λ1, λ2) in the space C[X1, X2]λ1−λ2 of homogeneous polynomials
of degree λ1 − λ2 in X1, X2 with respect to Γ(2)0 (N) and assume for
p | N that the restriction of F to the diagonal is an eigenform of W˜p
with eigenvalue ǫ˜
(0)
p . Let f1, f2 be elliptic cusp forms of weights k1, k2
for Γ0(N) that are eigenforms of the Atkin-Lehner involution wp with
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eigenvalues ǫ
(1)
p , ǫ
(2)
p . Then the period integral
(2.1) 〈F (( z1 00 z2 )) , f1(z1)f2(z2)〉k1,k2
is zero unless one has
˜
ǫ
(0)
p ǫ
(1)
p ǫ
(2)
p = 1.
Proof. Applying the Atkin-Lehner involution wp to both variables z1, z2
one sees that this is obvious.
We can view the condition of Lemma 2.1 as a (necessary) local con-
dition for the nonvanishing of the period integral at the finite primes
dividing the level, with a similar role being played at the infinite primes
by the condition that modular forms of the weights k1, k2 of f1, f2 ap-
pear in the decomposition of the restriction of the vector valued mod-
ular form F to the diagonal (or of a suitable form in the representation
space of F , see below).
Lemma 2.2. Let f1, f2, h1, h2 be modular forms for Γ0(N) that are
eigenfunctions of all Atkin-Lehner involutions for the p | N with f1, f2
cuspidal. Let h1, h2 have the same eigenvalue ǫ
′
p for all the wp for the
p | N and denote by ǫ(1)p , ǫ(2)p the Atkin-Lehner eigenvalues at p | N of
f1, f2.
For a factorization N = N1N2 where N1 has an odd number of prime
factors let DN1 be the quaternion algebra over Q that is ramified pre-
cisely at ∞ and the primes p | N1 and RN1 an Eichler order of level N
in DN1 .
Let ϕ
(N1)
1 , ϕ
(N1)
2 be the forms in A((DN1)×A, (RN1)×A, τi)(i = 1, 2) corre-
sponding to h1, h2 under Eichler’s correspondence.
Then the period integral
(2.2) 〈Y (2)(ϕ(N1)1 , ϕ(N1)2 )
((
z1 0
0 z2
))
, f1(z1)f2(z2)〉k1,k2
is zero unless ǫ′pǫ
(1)
p ǫ
(2)
p = −1 holds for precisely those p that divide N1;
in particular it is always zero unless
∏
p|N ǫ
′
pǫ
(1)
p ǫ
(2)
p = −1 holds.
Proof. For each factorization of N as above we denote by ǫ˜p(N1) the
eigenvalue under w˜p of ϕ
(N1)
1 , ϕ
(N1)
2 , we have ǫ˜p(N1) = −ǫ′p for the p
dividing N1 and ǫ˜p(N1) = ǫ
′
p for the p dividing N2. Hence the product
ǫ˜p(N1)ǫ
(1)
p ǫ
(2)
p is 1 for all p dividing N if N1 is the product of the primes
p | N such that ǫ′pǫ(1)p ǫ(2)p = −1 and is −1 for at least one p | N
otherwise; in particular a decomposition for which ǫ˜p(N1)ǫ
(1)
p ǫ
(2)
p = 1
for all p | N holds and N1 has an odd number of prime factors exists if
and only if we have
∏
p|N ǫ˜p(N1)ǫ
(1)
p ǫ
(2)
p = −1.
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The W˜p-eigenvalue of the restriction of Y
(2)(ϕ
(N1)
1 , ϕ
(N1)
2 ) to the diag-
onal is ǫ˜p(N1) by the result of Lemma 9.1 of [4] on the eigenvalue of
Y (2)(ϕ
(N1)
1 , ϕ
(N1)
2 ) under the analogue for Siegel modular forms of the
Atkin-Lehner involution. The assertion then follows from the previous
lemma.
For simplicity we will in the sequel assume that h1, h2, f1, f2 are all
newforms of (square free) level N ; essentially the same results can be
obtained for more general quadruples of forms of square free level using
the methods of [7].
Lemma 2.3. Let N 6= 1 be squarefree, D,R as described in Section 1,
let f1, f2 be normalized newforms of weights k1, k2 for the group Γ0(N).
Let ϕ1, ϕ2 ∈ A(D×A, R×A, τi) be as above. Assume that the (even) weights
k1, k2 of f1, f2 can be written as ki = αi + ν1 − ν2 + 2 = α′i + 2 with
nonnegative integers αi satisfying α1+α2 = 2ν2 and denote for i = 1, 2
by ψi the Uα′i/2-valued form in A(D×A, R×A, τα′i) corresponding to fi under
Eichler’s correspondence.
Then the period integral
(2.3) 〈Y (2)(ϕ1, ϕ2)
((
z1 0
0 z2
))
, f1(z1)f2(z2)〉k1,k2
has the (real) value
(2.4) c〈f1, f1〉〈f2, f2〉(
r∑
j=1
T
(0)
ν1,α′1,α
′
2
(ϕ1(yi)⊗ ψ1(yi)⊗ ψ2(yi)))
× (
r∑
j=1
T
(0)
ν2,α′1,α
′
2
(ϕ2(yi)⊗ ψ1(yi)⊗ ψ2(yi))),
with a nonzero constant c depending only on ν1, ν2, k1, k2.
Proof. The coefficient of Xα11 X
α2
2 of the (i, j)-term in F (z1, z2) =
Y (2)(ϕ1, ϕ2)
(
z1 0
0 z2
)
is (with Qij := ϕ1(yi)⊗ ϕ2(yj)) equal to
(2.5) c˜(ν1, ν2, α1, α2)
∑
(x1,x2)∈Iij
T (Qij, G
(α′1)(x1, ·), G(α′2)(x2, ·))
× exp(2πin(x1)z1) exp(2πin(x2)z2)
by (1.3). We write
(2.6) Θ
(α′)
ij (z)(x
′) =
∑
x∈Iij
G(α
′)(x, x′) exp(2πin(x)z)
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for the Uα
′
-valued theta series attached to Iij and the Gegenbauer
polynomial G(α)(x, x′) and rewrite (2.5) as
(2.7) c˜(ν1, ν2, α1, α2)T (Qij,Θ
(α′1)
ij (z1),Θ
(α′2)
ij (z2)).
The ij-term of the period integral (2.3) becomes then
(2.8) c˜(ν1, ν2, α1, α2)T (Qij, 〈Θ(α
′
1)
ij (z1), f1(z1)〉, 〈Θ(α
′
2)
ij (z2), f2(z2)〉,
which by (3.13) of [6] and the factorization
(2.9) T = Tν1,ν2,α′1,α′2 = T
(0)
ν1,α′1,α
′
2
⊗ T (0)ν2,α′1,α′2 = T
(0)
1 ⊗ T (0)2
is equal to
(2.10) c˜(ν1, ν2, α1, α2)〈f1, f1〉〈f2, f2〉T (0)1 (ϕ1(yi), ψ1(yi), ψ2(yi))
× T (0)2 (ϕ2(yj), ψ1(yj), ψ2(yj)).
Summation over i, j proves the assertion. The value computed is real
since the values of the ϕi, ψi are so and since T0 is known to be real.
Theorem 2.4. Let h1, h2, f1, f2, ψ1, ψ2 be as in Lemma 2.2, Lemma
2.3 with Atkin-Lehner eigenvalues ǫ′p for h1, h2 and ǫ
(1)
p , ǫ
(2)
p for f1, f2;
assume
∏
p|N ǫ
′
pǫ
(1)
p ǫ
(2)
p = −1. Let D be the quaternion algebra over Q
which is ramified precisely at the primes p | N for which ǫ′pǫ(1)p ǫ(2)p = −1
holds and R an Eichler order of level N in D, let ϕ1, ϕ2 be the forms
in A(D×A, R×A, τ1,2) corresponding to h1, h2 under Eichler’s correspon-
dence.
Then the square of the period integral
(2.11) 〈Y (2)(ϕ1, ϕ2)
((
z1 0
0 z2
))
, f1(z1)f2(z2)〉k1,k2
is equal to
(2.12)
c
〈h1, h1〉〈h2, h2〉L(h1, f1, f2;
1
2
)L(h2, f1, f2;
1
2
),
where c is an explicitly computable nonzero number depending only on
ν1, ν2, k1, k2, N and the triple product L-function L(h, g, f ; s) is nor-
malized to have its functional equation under s 7→ 1− s.
In particular the period integral is nonzero if and only if the central
critical value of L(h1, f1, f2; s)L(h2, f1, f2; s) is nonzero.
Proof. The choice of the decomposition N = N1N2 made above implies
that we can use Theorem 5.7 of [7] to express the right hand side of
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(2.4) by the product of central critical values of the triple product L-
functions associated to (h1, f1, f2), (h2, f1, f2). The Petersson norms of
f1, f2 appearing in Theorem 5.7 of [7] cancel against those appearing
in the proof of Lemma 2.3.
Remark 2.5. a) If the product
∏
p|N ǫ
′
pǫ
(1)
p ǫ
(2)
p is +1 we know from
[7] that the sign in the functional equation of the triple product
L-functions L(h1, f1, f2; s), L(h2, f1, f2; s) is −1 and hence the
central critical values are zero; from Lemma 2.2 we know that
for any Yoshida lifting F associated to h1, h2 as in Lemma 2.2
the Petersson product of the restriction of F to the diagonal and
f1(z1), f2(z2) is zero as well.
b) It should be noticed that given h1, h2 there are 2
ω(N)−1 possible
choices of the quaternion algebra with respect to which one con-
siders the Yoshida lifting associated to h1, h2. All these Yoshida
liftings are different, but have the same Satake parameters for
all p ∤ N. Given f1, f2 with
∏
p|N ǫ
′
pǫ
(1)
p ǫ
(2)
p = −1 there is then
precisely one choice of quaternion algebra that leads to a non-
trivial result for the period integral, all the others give automat-
ically zero by Lemma 2.2. The choice of this quaternion algebra
should be seen as variation of the Vogan L-packet of the p-adic
component of the adelic representation generated by the Siegel
modular form for the p | N in such a way that the resulting
L-packet satisfies the local Gross-Prasad condition for the split
5-dimensional and 4-dimensional orthogonal groups.
We want to rephrase the result of Theorem 2.4 in order to replace the
factor of comparison 〈h1, h1〉〈h2, h2〉 occurring by a factor depending
only on F = Y (2)(ϕ1, ϕ2) instead of h1, h2. Concerning the symmetric
square L-function of F occurring in the following corollary we remind
the reader that we view F as as an automorphic form on the adelic or-
thogonal group of the 5-dimensional quadratic space V of discriminant
1 over Q that contains a 2-dimensional totally isotropic subspace.
Corollary 2.6. Under the assumptions of Theorem 2.4 and the addi-
tional assumption that h1, h2 are not proportional, the value of (2.12)
is equal to:
(2.13)
c〈F, F 〉
L(N)(F, Sym2, 1)
L(h1, f1, f2;
1
2
)L(h2, f1, f2;
1
2
),
where again c is an explicitly computable nonzero constant depending
only on the levels and weights involved and L(N)(F, Sym2, s) is the N-
free part of the L function of F with respect to the symmetric square
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of the 4 dimensional representation of the L-group of the group SO(V )
(V as above).
Proof. Since h1, h2 are not proportional, the Siegel modular form F
is cuspidal and the Petersson product 〈F, F 〉 is well defined. From [4,
Proposition 10.2] we recall that 〈F, F 〉 is (up to a nonzero constant)
equal to the the residue at s = 1 of theN -free partD
(N)
F (s) of the degree
5 L-function associated to F (normalizing the ϕi to 〈ϕi, ϕi〉 = 1; the
formulas given in [4] generalize easily to the situation where the ϕi take
values in harmonic polynomials). It is also well known that 〈hi, hi〉 is
equal (up to a nonzero constant depending only on weights and levels)
toD
(N)
hi
(1) whereD
(N)
hi
(s) is the symmetric square L-function associated
to hi. Comparing the parameters of the L-functions L
(N)(F, Sym2, s)
and D
(N)
F (s)D
(N)
h1
(s)D
(N)
h2
(s) we see that the value of L(N)(F, Sym2, s)
at s = 1 is equal to the residue at s = 1 of D
(N)
F (s)D
(N)
h1
(s)D
(N)
h2
(s),
which gives the assertion.
Remark. We can as well view L(N)(F, Sym2, s) as the exterior square
of the degree 5 L-function associated to F .
Let us discuss now two degenerate cases:
Corollary 2.7. a) Under the assumptions of Theorem 2.4 replace
ϕ2 by the constant function (
∑
i
1
ei
)−1 (and hence h2(z) by the
Eisenstein series E(z) = (
∑
i,j
1
eiej
)−1
∑
i,j
1
eiej
Θ
(0)
ij (z)). Then
the period integral
(2.14) 〈Y (2)(ϕ1, ϕ2)
((
z1 0
0 z2
))
, f1(z1)f2(z2)〉k1,k2
is zero unless f1 = f2 =: f, in which case its square is equal to
the value at s = 1 of
(2.15)
c〈F, F 〉
L(N)(F, Sym2, s)
L(h1, f, f ; s− 1
2
)L(E, f, f ; s− 1
2
),
where again c is an explicitly computable nonzero constant de-
pending only on the levels and weights involved and L(E, f1, f2; s)
is defined in the same way as the triple product L-function for
a triple of cusp forms, setting the p-parameters of E equal to
p1/2, p−1/2 for p ∤ N.
b) Under the assumptions of Theorem 2.4 let h = h1 = h2. Then
the period integral (2.11) is equal to
(2.16)
c
〈h, h〉L(h, f1, f2;
1
2
),
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where c is a nonzero constant depending only on the levels and
weights involved.
Proof. Both assertions are obtained in the same way as Theorem 2.4
and Corollary 2.6; notice that in case a) (with ω(N) denoting the num-
ber of prime factors of N) both L(E, f, f ; s− 1
2
) and L(N)(F, Sym2, s)
are of order ω(N)− 1 at s = 1.
Remark
a) The form of our result given in Corollary 2.6 could in principle
be true for any Siegel modular form F instead of a Yoshida
lifting if one replaces L(h1, f1, f2;
1
2
)L(h2, f1, f2;
1
2
) by the value
L(Spin(F ), f1, f2,
1
2
) of the spin L-function mentioned in the in-
troduction. There is, however, not much known about the an-
alytic properties of L(N)(F, Sym2, s), in particular this L- func-
tion might have a zero or a pole at s = 1.
b) In the degenerate case of Corollary 2.7 a) the Yoshida lifting
F is the Saito-Kurokawa lifting associated to h1. The result of
that case could also be true in the case that h1, f1, f2 are of
level 1 and F is the Saito-Kurokawa lifting of h1, but we can
not prove this at present (except for the vanishing of the period
integral in the case that f1 6= f2, which is easily proved).
We notice that in that last case (as well as in the related case
of a Yoshida lifting of Saito-Kurokawa type) the period integral
is seen to be equal to the Petersson product 〈φ1(τ, 0), f(τ)〉,
where φ1(τ, z) is the first Fourier Jacobi coefficient of F.
In the case of Corollary 2.7 b) the Yoshida lift F can be
viewed as an Eisenstein series of Klingen type associated to h,
in particular its image under Siegel’s Φ-operator is equal to h
(more precisely, the Klingen Eisenstein series in question is a
sum of Yoshida liftings associated to various quaternion alge-
bras of level dividing N (see [6]), where the other contributions
yield a vanishing period integral). One checks that the result of
Corollary 2.7 b) is valid also for F denoting the Klingen Eisen-
stein series attached to a cuspidal normalized Hecke eigenform
h of level 1 and f1, f2 two cuspidal normalized Hecke eigenforms
of level 1.
We can obtain a result similar to that of Theorem 2.4 for more general
weights k1, k2 of the modular forms f1, f2. For this, remember that
according to Lemma 1.1 the value given in (2.4) for the period integral
in question also makes sense if one replaces throughout α′1, α
′
2 by β
′
1 =
α′1 + γ, β
′
2 = α
′
2 + γ for some fixed γ > 0; the forms f1, f2 then having
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weights ki = α
′
i + 2 + γ for i = 1, 2. As noticed above, our period
integral becomes 0 in this situation. We can, however, modify the
function Y (2)(ϕ1, ϕ2)(Z) by a differential operator D˜γ2,α1,α2 in such a
way that D˜γ2,α1,α2Y (2)(ϕ1, ϕ2) is a function on H×H that is a modular
form of weights k1, k2 of z1, z2 as described above and yields a value for
the period integral of the same form as the one given in form (2.4).
More precisely, we have:
Proposition 2.8. For nonnegative integers k, r and l with k ≥ 2 and
any partition l = a+ b, there exists a (non-zero) holomorphic differen-
tial operator Drk,a,b (polynomial in X21 ∂∂z1 , X1X2 ∂∂z12 , X22 ∂∂z2 , evaluated in
z12 = 0) mapping C[X1, X2]l-valued functions on H2 to C ·Xa+r1 Xb+r2 -
valued functions on H×H and satisfying
Drk,a,b
(
F |k,l M↑1M↓2
)
= (Drk,a,bF ) |z1k+a+r M1 |z2k+b+r M2
for all M1, M2 ∈ SL(2,R); here the upper indices z1 and z2 at the
slash-operator indicate the variable, with respect to which one has to
apply the elements of SL(2,R) and ↑↓ denote the standard embedding
of SL(2)× SL(2) into Sp(2) given by
(
a b
c d
)↑
×
(
A B
C D
)↓
=


a 0 b 0
0 A 0 B
c 0 d 0
0 C 0 D


Of course one can consider Drk,a,bF as a C-valued function.
Remark 2.9. One may indeed show, that there exists (up to multipli-
cation by a constant) precisely one such nontrivial holomorphic differ-
ential operator.
Corollary 2.10. The differential operator Drk,a,b defined above gives
rise to a map
D˜rk,a,b : M2k,l(Γ20(N)) −→M1k+a+r(Γ10(N))⊗M1k+b+r(Γ10(N))
of spaces of modular forms. (It is easy to see that for r > 0 this map
actually goes into spaces of cusp foms).
Corollary 2.11. Denoting by Sym2(C) the space of complex symmet-
ric matrices of size 2 we define a polynomial function
Q : Sym2(C) −→ C[X1, X2]2r
by
Drk,a,betr(TZ) = Q(T )et1z1+t2z2
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where Z =
(
z1 z3
z3 z2
)
∈ H2.
Furthermore we assume (with k = m
2
+ν) that P : C(m,2) −→ C[X1, X2]l
is a polynomial function satisfying
a) P is pluriharmonic
b) P ((X1, X2)A) = ρν,l(A)P (X1, X2) for all A ∈ GL(2,C).
Then, for Y1,Y2 ∈ Cm
(Y1,Y2) 7−→
{
P (Y1,Y2) ·Q(
(
Yt1Y1 Y
t
1Y2
Yt2Y1 Y
t
2Y2
)
)
}
a+r+ν,b+r+ν
defines an element of Ha+r+ν(m) ⊗ Hb+r+ν(m), where Hµ(m) is the
space of harmonic polynomials in m variables (for the standard qua-
dratic form), homogeneous of degree µ and for any R ∈ C[X1, X2]l+2r
we denote by {R}α,β the coefficient of Xα1Xβ2 in R, α + β = l + 2r.
The proof of Corollary 2.11 is a vector-valued variant of similar state-
ments in [2] and [9, p.200], using the proposition above and the char-
acterization of harmonic polynomials by the Gauß-transform; we leave
the details of proof to the reader.
Proof of Proposition 2.8.
We start from aMaaß-type differential operator δk+l which mapsC[X1, X2]l-
valued functions on H2 to C[X1, X2]l+2-valued ones and satisfies
(δk+lF ) |k,l+2 M = δk+l (F |k,l M)
for all M ∈ Sp(2,R).
It is well known, how such operators arise from elements of the universal
enveloping algebra of the complexified Lie algebra of Sp(2,R), see e.g.
[19] . In our case (we refer to [3] for details) we can describe these
operators quite explicitly in terms of the simple operators
DF :=
(
1
2πi
∂
∂Z
)
[X]
and
NF :=
(
− 1
4π
(ImZ)−1F
)
[X]
Here X stands for the column vector
(
X1
X2
)
. Then we define
δkF = kNF +DF
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It is remarkable (and already incorporated in our notation!) that δk+l
depends only on k + l.
The iteration
δrk+l := δk+l+2r−2 ◦ · · · ◦ δk+l+2 ◦ δk+l
can also be described explicitly by
δrk+l =
r∑
i=0
Γ(k + l + r)
Γ(k + l + r − i)
(
r
i
)
N iDr−i
For a function F : H2 −→ C[X1, X2]l and a decomposition l = a + b
we put
∇rk+l(a, b)F =: Xa+r1 Xb+r2 − coefficient of
(
δr2,k+lF
)
|H×H
Then∇ has already the transfomation properties required in the propo-
sition, i.e.
∇rk+l(a, b)
(
F |k,l M↑1M↓2
)
=
(∇rk+l(a, b)F ) |z1k+a+r M1 |z2k+b+r M2
for M1, M2 ∈ SL(2,R).
Moreover, if F is in addition a holomorphic function on H2, then
∇rk+l(a, b)F is a nearly holomorphic function in the sense of Shimura
(with respect to both variables z1 and z2), as polynomials in
1
y1
and 1
y2
they are of degree ≤ r. Shimura’s structure theorem on nearly holo-
morphic functions [30] says that all nearly holomorphic functions on
H can be obtained from holomorphic functions by applying Maaß type
operators
δk :=
k
2iy
+
∂
∂z
and their iterates. This however is only true if the weight (i.e. k+a+r
or k + r + b) is bigger than 2r, which is not necessarily true in our
situation. We therefore use a weaker version of Shimura’ theorem (see
[31, Theorem 3.3]), valid under the assumption ”w > 1 + r”, where w
is the weight at hand and r is the degree of the nearly holomorphic
function: Every such function f on H of degree ≤ r has an expression
f = fhol + Lw(f˜)
where fhol is holomorphic and f˜ is again nearly holomorphic of degree
≤ r; in this expression
Lw := δw−2
(
y2
∂
∂z¯
)
=
w
2i
y
∂
∂z¯
+ y2
∂2
∂z∂z¯
is a ”Laplacian” of weight w commuting with the |w-action of SL(2,R).
We also point out that fhol is uniquely determined by f (in particular,
20 S. BO¨CHERER, M. FURUSAWA, AND R. SCHULZE-PILLOT
f = fhol, if f is holomorphic) and we have (f |w M)hol = (fhol) |w M
for all M ∈ SL(2,R).
If we apply this statement to ∇rk+l(a, b)F , considered as function of z1
and z2, we get an expression of type
∇rk+l(a, b)F = f + Lz1k+a+rg1 + Lz2k+r+bg2 + Lz1k+a+rLz2k+r+bh
where f, g1, g2, h are nearly holomorphic functions on H ×H, f being
holomorphic in both variables, g1 holomorphic in z2, g2 holomorphic
in z1. Note that (due to our assumption k ≥ 2 ) Shimura’s theorem
is applicable here. An inspection of Shimura’s proof (which is quite
elementary for our case) shows that f is indeed of the form f = DF ,
where D is a polynomial p in ∂
∂z1
, ∂
∂z12
, ∂
∂z2
, evaluated in z12 = 0. This
polynomial does not depend on F at all and it has the required trans-
formation properties.
It remains however to show that D is not zero:
For this purpose, we consider the special function
zr12 :
{
H2 −→ C[X1, X2]l
Z 7−→ zr12Xa1Xb2
It is easy to see that ∇rk+l(a, b)(zr12) is then equal to the constant func-
tion r!, therefore
∇rk+l(a, b)(zr12) = D(zr12) = r!,
in particular, D is non-zero and we may put
Drk,a,b = p(X21
∂
∂z1
, X1X2
∂
∂z12
, X22
∂
∂z2
),
evaluated at z12 = 0
We can then prove in the same way as above:
Corollary 2.12. The assertions of Lemma 2.3 and Theorem 2.4 re-
main true if f1, f2 have weights ki = α
′
i + 2 + γ(i = 1, 2) with some
γ > 0, if one replaces
Y (2)(ϕ1, ϕ2)
((
z1 0
0 z2
))
by
D˜γ2,α1,α2Y (2)(ϕ1, ϕ2) (z1, z2)
Remark 2.13. Application of the differential operator to
Y (2)(ϕ1, ϕ2) (Z)) before restriction to the diagonal does not change the
Sp2(R)-representation space of that function, i.e., we have found a
different function in the same representation space whose period inte-
gral assumes the value that is predicted by the conjecture of Gross and
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Prasad. More precisely, (using remark 2.9 and some additional con-
siderations) one can show that the vanishing of this predicted value is
already sufficient for the vanishing of the period integral for all triples
F ′, f ′1, f
′
2 of functions in the Harish-Chandra modules generated by the
original functions F, f1, f2. To obtain a similar statement for the lo-
cal representations at the finite places not dividing the level one would
have to show that a nonvanishing invariant linear functional on the
tensor product of the representations is not zero on the product of the
spherical (or class 1) vectors invariant under the maximal compact sub-
group. This is expected to be true as well; we plan to come back to these
problems in future work.
3. Restriction to an embedded Hilbert modular surface
To avoid technical difficulties we deal here only with the simplest case:
The quaternion algebra D is ramified at all primes p dividing the level
N and we have ν1 = ν2 = 0, i.e., the Yoshida lifting is a scalar valued
Siegel modular form of weight 2 and the order R we are considering
is a maximal order. We put F = Q(
√
N) and assume that N is such
that the class number of F is 1. We denote by ∆ the discriminant of
F, by a 7→ aσ its nontrivial automorphism and consider the basis 1, w
with w = ∆+
√
∆
2
of the ring oF of F . Denoting by C the matrix
C :=
(1 1
w w¯
)
we have the usual modular embedding
(3.1) ι : (z1, z2) 7→ C
(
z1 0
0 z2
)
tC
of H×H into the Siegel upper half plane H2 and
(3.2) ι˜ :
(
a b
c d
)
7→
(
C 0
0 tC−1
)
a 0 b 0
0 aσ 0 bσ
c 0 d 0
0 cσ 0 dσ


(
C−1 0
0 tC
)
from SL2(F ) into Sp2(Q).
We have then for γ ∈ SL2(F ) :
(3.3) ι˜(γ)(ι((z1, z2)) = ι˜(γ((z1, z2)))
with the usual actions of the groups SL2(F ) on H×H and of Sp2(Q)
on the Siegel upper half plane.
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We put now
J =


1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0


and consider for a Siegel modular form f of weight k for the group
Γ ⊆ Sp2(Q) the function
(3.4) f˜(τ1, τ2) := f |kJ(ι(τ1, τ2)).
Writing ι0 = J ◦ ι, ι˜0(γ) := Jι(γ)J−1 we see that f˜ is a Hilbert modular
form for the group ι˜0
−1(Γ).
By calculating ι˜0(γ) explicitly for γ ∈ SL2(F ) one checks that ι˜0(γ)
is in Γ
(2)
0 (N) if and only if γ is in SL2(oF ⊕ d), the group of matrices
( a bc d ) with a, d ∈ oF , c ∈ d, b ∈ d−1, where d is the different of F.
If L is a Z-lattice of (even) rank m = 2k with quadratic form q and
associated bilinear form B(x, y) := q(x + y) − q(x) − q(y) satisfying
q(L) ⊆ Z and Nq(L#)Z = Z (N is the level of (L, q)) then it is shown
in [4] that
(3.5)
ϑ(2)(L, q, Z)|kJ = c1
∑
x1∈L,x2∈L#
exp
(
2πitr
(( q(x1) B(x1, x2)/2
B(x1, x2)/2 q(x2)
)
Z
))
,
where c1 is a nonzero constant depending only on the genus of (L, q)
and where ϑ(2)(L, q, Z) is the usual theta series of degree 2 of (L, q).
One checks therefore that, writing K = {x1 + x2w ∈ L ⊗ F | x1 ∈
L, x2 ∈ L#}, we have
(3.6) ϑ(2)(L, q, ι˜0(z1, z2)) = ϑ(K, q, (z1, z2)),
where we denote by ϑ(K, q, (z1, z2)) =
∑
y∈K exp(2πi(q(y)z1+q(y)
σz2))
the theta series of the oF -lattice K with the extended form q on it.
It is again easily checked that L# ⊆ N−1L implies that K is an integral
unimodular oF -lattice, and it is well known that then the theta series
ϑ(K, q, (z1, z2)) is a modular form of weight k for the group SL2(oF⊕d).
Lemma 3.1. Let D˜ be a quaternion algebra over F ramified at both
infinite primes and let R˜ be a maximal order in D˜. Let
A(D˜×A, R˜×A, 0) =: A(D˜×A, R˜×A)
be defined in the same way as in Section 1 for D and let A(D˜×A, R˜×A) be
equipped with the natural action of Hecke operators T (p) for the p not
dividing N described by Brandt matrices as explained in [11].Then by
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associating to a Hecke eigenform ψ ∈ A(D˜×A, R˜×A) the Hilbert modular
form
f(z1, z2) =
∫
(D˜×\D˜×
A
)×(D˜×\D˜×
A
)
ψ(y)ψ(y′)ϑ(y′R˜y−1, (z1, z2))dy dy′
one gets a bijective correspondence between the ψ as above and the
Hecke eigenforms of weight 2 and trivial character for the group Γ0(n, d)
of precise level n giving an explicit realization of the correspondence of
Shimizu und Jacquet/Langlands [29, 24]. Here n denotes the product of
the prime ideals ramified in D˜ and Γ0(n, d) is the subgroup of SL2(oF ⊕
d) whose lower left entries are in nd.
The function ρ(y, y′) on D˜×A × D˜×A given by setting ρ(y, y′) equal to
the Petersson product of f with ϑ(y′R˜y−1, (z1, z2)) is proportional to
(y, y′) 7→ ψ(y)ψ(y′).
Proof. The first part of this Lemma is due to Shimizu [29] (taking into
account that by [11] the group Γ0(n, d) is the correct transformation
group for the theta series in question). Let ρˆ be the function on the
adelic orthogonal group of D˜ induced by ρ and let ψˆ be the function
on the adelic orthogonal group of D˜ induced by (y, y′) 7→ ψ(y)ψ(y′).
The function ψˆ generates an irreducible representation space of D˜×A
whose theta lifting to SL2(FA) is generated by f, and ρˆ is a vector in
the theta lifting of this latter representation of SL2(FA), which by [25]
coincides with the original representation space generated by ψˆ. Since
both ρˆ, ψˆ are invariant under the same maximal compact subgroup of
D˜×A, the uniqueness of such a vector implies that they must coincide
up to proportionality. That ρˆ is not zero follows from the obvious fact
that f by its construction can not be orthogonal to all the theta series.
Lemma 3.2. With the above notations let ϕ1, ϕ2 in A(D×A, R×A, 0) be
Hecke eigenforms with the same eigenvalue under the involutions w˜p
for the p | N with associated newforms h1, h2 of weight 2 and level N.
Let f be a Hilbert modular form of weight 2 for the group SL2(oF ⊕ d)
that corresponds in the way described in Lemma 3.1 to the function
ψ ∈ A(D˜×A, R˜×A) for D˜ = D ⊗ F and R˜ being the maximal order in R˜
containing R. Then the value of the period integral
(3.7)
∫
SL2(oF⊕d)\H×H
(Y (2)(ϕ1, ϕ2)|2J(ι((z1, z2)))f((z1, z2))dz1dz2
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is equal to
(3.8) c2〈f, f〉(
∑
i
ϕ1(yi)ψ(yi))(
∑
i
ϕ2(yi)ψ(yi)),
where we identify yi with yi ⊗ 1 ∈ D˜ and where c2 is some constant
depending only on N.
In order to interpret the value obtained in (3.8) in the same way as
in Section 2 as the central critical value of an L-function, we review
briefly the integral representation of the L-function that one obtains
when one replaces in a triple (h, f1, f2) of elliptic cusp forms the pair
(f1, f2) by one Hilbert cusp form f for a real quadratic field.
For the moment, both the Hilbert cusp form f and the elliptic cusp
form h can be of arbitrary even weight k. Now we consider the Siegel
type Eisenstein series of weight k, defined on H3 by
Ek3 (W, s) =
∑
γ=

 ∗ ∗
C D

∈Γ30(N)∞\Γ30(N)
det(CW+D)−kdet(ℑ(γ < W >)s
Here and in the sequel we denote by G∞ the subgroup of G defined by
”C = 0”, where G is any group of symplectic matrices.
We restrict this Eisenstein series to W =
(
τ 0
0 Z
)
with τ ∈ H,
Z ∈ H2 and furthermore we consider then the modular embedding
with respect to Z.
In this way we get a function E(τ, z1, z2, s), which behaves like a mod-
ular form for τ and like a Hilbert modular form for (z1, z2) of weight k.
We want to compute the twofold integral
I(f, h, s) :=
∫
SL2(oF⊕d)\H2
∫
Γ0(N)\H
h(τ)f(z1, z2)E(τ, z1, z2, s)dτ
∗dz∗1dz
∗
2
where dz∗ = yk−2dxdy for z = x+ iy ∈ H.
This can be done in several ways: One can relate this integral to similar
ones in [26] or in [14] (both these works are in an adelic setting) or one
can try to do it along classical lines as in [13, 28, 9]. We sketch the latter
approach here (for class number one, h being a normalized newform of
level N .)
The inner integration over τ (which can be done with Z ∈ H2 in-
stead of the embedded (z1, z2)) is the same as in the papers mentioned
above, producing an L-factor L2(h, 2s + 2k − 2) (with L2(, ) denot-
ing the symmetric square L-function) times a Klingen type Eisenstein
series E2,1(h, s), which is defined as follows: We denote by C2,1 the
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maximal parabolic subgroup of Sp(2) for which the last line is of the
form (0, 0, 0, ∗) and we put C2,1(N) = C2,1(Q) ∩ Γ20(N). Furthermore
we define a function hs(Z) on H2 by
hs(Z) = h(z1)
(
det(Y )
y1
)s
,
where z1 = x1 + iy1 denotes the entry in the upper left corner of
Z = X + iY ∈ H2. Then we put
E2,1(h, s)(Z) =
∑
γ∈C2,1\Γ20(N)
hs(Z) |k γ
To do the second integration, one needs information on certain cosets:
This is the only new ingredient entering the picture:
Lemma 3.3. A complete set of representatives for C2,1(N)\Γ20(N) is
given by
{d(M)J−1ι˜0(γ)}
with γ running over SL2(oF ⊕ d)∞\SL2(oF ⊕ d), and M =
( ∗ ∗
u v
)
running over those elements of SL(2,Z)∞\SL(2,Z) with v ≡ 0(N),
where d denotes the standard embedding of GL(2) in Sp(2) given by
d(M) =
(
(M−1)t 0
0 M
)
.
This lemma is related to the double coset decomposition
C2,1(N)\Γ20(N)/ι˜0(SL2(oF ⊕ d))
and somewhat analogous to the coset decomposition in [28, p.692]; we
omit the proof.
We may now do the usual unfolding to get
(3.9)
∫
SL2(oF⊕d)\H2
h(z1, z2) ˜E2,1(h, ∗, s)(z1, z2)dz∗1dz∗2
=
∫
SL2(oF⊕d)∞\H2
∑
M=

 ∗ ∗
v u


h((v, u)C
(
z1 0
0 z2
)
Ct
(
v
u
)
)
× f(z1, z2)
(
Dy1y4
(v + uω)2y1 + (v + uω¯2y2
)s
dz∗1dz
∗
2
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Using the Fourier expansions of f and F ,
h(z) =
∞∑
n=1
a(n)e2piinz, f(z1, z2) =
∑
ν∈0F ,ν≫0
A(ν)e2piitr(ν·z)
one can (after some standard calculations) write the integral above as
γ(s)
∑
n
∑
∼\(u,v)
a(n)A(n(v + uω)2)n−s−2k+2N(v + uω)−2s−2k+2
where we use the following equivalence relation: two pairs (u, v) and
(u′, v′) are called equivalent iff v + uω and v′ + u′ω are equal up to a
unit from oF as a factor.
Assume now in addition that h is a normalized eigenfunction of all
Hecke operators; then we define the L-function L(h⊗ f, s) as an Euler
product over all primes p with Euler factors (at least for p coprime to
N)
Lp(h⊗ f, s) := LAsaip (f, αpp−s)LAsaip (f, βpp−s)
where we use the Euler factors LAsaip (f, s) of the Asai-L-function at-
tached to f (see [1]) and αp and βp are the Satake-p-parameters at-
tached to the eigenform h (normalized to have absolute values p
k−1
2 ).
We will write later L(h, f ; s) to denote the shift of this L-function that
is normalized to have functional equation under s 7→ 1− s.
By standard calculation, we see that the integral above is, after multi-
plication by L2(h, 2s+2k−2), equal to the L-function L(h⊗f, s+2k−2)
(up to elementary factors; the condition v ≡ 0(N) also creates some
extra contribution for p-Euler factors with p | N). This calculation of
course requires some formal calculations similar to those given e.g. in
[13].
Remark 3.4. If the class number H of F is different from one, then the
orbit structure is more complicated. One gets H different sets of rep-
resentatives of the type described in the lemma above (each one twisted
by a matrix in SL2(F ) mapping a cusp into ∞). After unfolding, one
gets then a Dirichlet series also involving Fourier coefficients of f at
all the H different cusps. If we assume that f is the first component
(i.e. the one corresponding to the principal ideal class) in a tuple of H
Hilbert modular forms such that the corresponding adelic modular form
is an eigenform of all Hecke operators, then it is possible (but quite
unpleasant) to transfer that Dirichlet series into the Euler product in
question.
GLOBAL GROSS-PRASAD CONJECTURE FOR YOSHIDA LIFTINGS 27
Now we return to the case of weight 2. We can compute the integral
I(f, h, s) at s = 0 not only by unfolding as above but also by using the
Siegel-Weil formula for the Eisenstein series in the integrand. Then
one gets in the same way as in [7] that the square of the right hand
side of (3.8) is (up to an explicit constant) the product of the central
critical values of the L-functions attached to the pairs h1, f and h2, f
as above:
Theorem 3.5. Let ϕ1, ϕ2, h1, h2, f, ψ be as in Lemma 3.2. Then the
square of the period integral
(3.10)
∫
SL2(oF⊕d)\H×H
(Y (2)(ϕ1, ϕ2)|2J(ι((z1, z2)))f((z1, z2))dz1dz2
is equal to
(3.11)
c3
〈h1, h1〉〈h2, h2〉L(h1, f ; 1/2)L(h2, f ; 1/2),
where c3 is an explicitly computable nonzero number depending only
on N and the product L-function L(h, f ; s) is normalized to have its
functional equation under s 7→ 1− s.
In particular the period integral is nonzero if and only if the central
critical value of L(h1, f ; s)L(h2, f, s) is nonzero.
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