New superconvergent structures are introduced by the finite volume element method (FVEM), which allow us to choose the superconvergent points freely. The general orthogonal condition and the modified M-decomposition (MMD) technique are established to prove the superconvergence properties of the new structures. In addition, the relationships between the orthogonal condition and the convergence properties for the FVE schemes are carried out in Table 1 . Numerical results are given to illustrate the theoretical results.
Introduction
The finite volume element method (FVEM) [3, 5, 6, 7, 11, 15, 16, 20, 23, 38] , which is famous for the local conservation property, has been studied widely for the stability and H 1 estimate [14, 15, 24, 25, 34, 41, 45] , L 2 estimate [13, 19, 21, 28, 29, 31, 39] , and superconvergence [8, 9, 12, 30, 40] . In this paper, we mainly focus on the new superconvergent structures developed from the FVEM in 1D. To the authors' knowledge, almost all existing natural superconvergence results of the FEM/FVEM are based on the famous Gauss-Lobatto structure. It's interesting that, the new superconvergent structures introduced in this paper cover the Gauss-Lobatto structure and include much more new FVE schemes.
Superconvergence is the phenomenon that the numerical solution (or the post-processed solution) converges faster than the generally expected rate at certain points or with certain metric. It is an important issue, which helps to improve the accuracy of numerical methods such as the finite element method (FEM) [1, 33, 35, 36, 37] and the finite volume element method (FVEM) [3, 6, 9, 30, 43, 45] etc.. The study on superconvergence mainly lies in three aspects: 1) the natural superconvergence, in condition ensures the superconvergence of the function value (see "superconv 2" in Table 1 ). That is to say, when the k-(k − 1)-order or k-k-order orthogonal condition is satisfied, the corresponding FVE schemes hold superconvergence properties. We call this superconvergent structure the "orthogonal structure". Table 1 : Relations between the orthogonal condition and properties of FVE schemes in 1D
FVE schemes
Properties of FVE schemes orthogonal condition optimal H 1 optimal L 2 superconv 1 superconv 2 odd order k-(k − 1)-order
does not satisfy √ --even order the k-(k − 1)-order (k = 2l) k-(k − 1)-order √ √ √ √ (k-k-order) 1 . The "
√ " mark means holding, while the "-" mark means no results.
Following, we introduce the definition of the FVEM and some notations in section 2. Then, the k-r-order orthogonal condition and the modified M-decomposition (MMD) are discussed in section 3. In section 4, we present the superconvergence of the derivative and the function value for FVEM. In section 5, we carry out the constructions of the FVE schemes with superconvergence. Finally, we show numerical results in section 6 and make the conclusion in section 7. The stability and H 1 error estimate of the FVEM are provided in Appendix A. 
FVE schemes of arbitrary order
where p ≥ p 0 > 0, r − 1 2 q ≥ γ > 0, p, q, r ∈ L ∞ and f ∈ L 2 (Ω).
The trial function space and test function space
Primary mesh and trial function space. Let 0 = x 0 < x 1 < x 2 < · · · < x N = 1 be N + 1 distinct points on Ω. For all i ∈ Z N := {1, . . . , N }, we denote Here, P k (K) is the k-order polynomial space on K. It's clear that dim U k h = N k − 1. Dual mesh and test function space. For k-order FVEM, let −1 < G 1 < · · · < G k < 1 be k symmetric points, to define the dual points, on the reference elementK := [−1 , 1] . There should be j 0 parameters α i to locate the G j with
such that
The dual points on each primary element K i (i ∈ Z N ) are defined as the affine transformations of points G j onK to element K i , that
Based on the dual points g i,j , we construct a dual partition
The corresponding test function space V h is taken from the piecewise constant function space over T * h , which vanishes on the intervals K * 1,0 ∪ K * N,k . Let
where v i,j and ψ i,j = χ[g i,j , g i,j+1 ] are the constant and the characteristic function on K * i,j , respectively. Here, we have dim V h = N k − 1 = dim U k h .
FVE scheme
Integrating (1) on each control volume K * i,j = [g i,j , g i,j+1 ] ∈ T * h , with integration by parts, we have
For any v h ∈ V h , multiplying (4) with v ij and summing up over
which can also be written as
Here
The finite volume element scheme for solving (1) is to find u h ∈ U k h such that
where
Notations about interpolation operators
For convenience of the proof, we define the following two operators Π k h and Π k, * h . Π k h : H 1 (Ω) → U k h , the piecewise k-order Lagrange interpolation operator.
Figure 1:
Computing nodes and dual points onK = [−1, 1] for even order FVE schemes Π k, * h : U k h → V h , a piecewise constant projection operator based on the dual mesh T * h . Let −1 = D 0 < · · · < D k = 1 be k+1 symmetric points, to define the interpolation nodes of Π k, * h , onK = [−1, 1]. There should be l − 1 parameters a i to locate all D j with constraints
The interpolation nodes of Π k, * h are defined by the affine transformations of the points D j onK to the elements K i , that
Then, for any w h ∈ U k h , Π k, * h w h is given by 
The orthogonal condition and modified M-decomposition
The orthogonal condition and the modified M-decomposition (MMD) are two important tools in the superconvergence analysis of the FVEM. The orthogonal condition can be used not only to constructing of the FVE schemes, but also to eliminate low-order terms in the analysis. While, the MMD helps to find the proper superclose function u I , which bridges the exact solution u and the numerical solution u h at superconvergent points.
The orthogonal condition
For k-order FVEM, the k-r-order orthogonal condition (k − 1 ≤ r ≤ 2(k − 1)) is the restriction on the dual meshes and interpolation nodes of the operator Π k, * h for r-order orthogonality. Comparing with the k-(k − 1)-order orthogonal condition proposed in [39] , the k-r-order orthogonal condition does not require the interpolation nodes of Π k, * h to be uniform, to obtain higher-order orthogonality.
Definition 3.1 (The k-r-order orthogonal condition). A k-order FVE scheme or the corresponding dual strategy is called to satisfy the k-r-order orthogonal condition, if there exists a mapping Π k, * h such that the following equations hold.
It is enough to analyse the k-r-order orthogonal condition onK := [−1, 1].
Lemma 3.1. For any k ≥ 2, the k-r-order orthogonal condition (8) is equivalent to the following equations.
where i = 1, 3, 5, . . . (i ≤ r). Here, α j (j ∈ Z j 0 ) are defined by (2) , which locate the dual points onK. The parameters a j (j ∈ Z l−1 ) are defined by (6) , which confirm the interpolation nodes of Π k, * h .
Proof. When w is a constant onK, w ≡ Π k, * h w. So (8) holds for constant w. Noting that P r ([−1, 1]) = Span{1, x, . . . , x r } and P 1 ([−1, 1]) = Span{1, x}, (8) is equivalent to
Since (x − Π k, * h x) is an odd function on [−1, 1], we arrive at
which implies
Substituting the expression of Π k, * h into (12), one has
where i = 1, 3, 5, . . . , and i ≤ r. Together with (3) and (7), we have Lemma 3.1.
Lemma 3.2. Given k, for all r ∈ {t ∈ Z : k − 2 ≤ t ≤ 2(k − 1)}, there exists an operator Π k, * h , such that the corresponding FVE scheme satisfies the k-r-order orthogonal condition.
Proof. From (11), the k-r-order orthogonal condition is equivalent to
where D j are defined by (7) and G j are defined by (3) . Summing the coefficients of G i+1
Thus, (D j − D j−1 )s in (13) could be a selection as the weights of a k points quadrature onK. An appropriate selection of G j and D j can make a k-points integration rule being accurate for k-order polynomial space (see [18] ), wherek ∈ [k − 1, 2k − 1]. In other words, r + 1 could be any integer in [k − 1, 2k − 1] such that there exists at least one Π k, * h satisfying the k-r-order orthogonal condition. Thus we complete the proof.
Remark 3.1. It follows from (11) that, for odd r, the k-r-order orthogonal condition is equivalent to the k-(r + 1)-order orthogonal condition. Thus, for all odd k-order FVE schemes with symmetric dual meshes, the k-(k − 1)-order orthogonal condition is always satisfied. While for the even k-order (k = 2l) FVEM, if the k-(k − 1)-order orthogonal condition is satisfied, the k-k-order orthogonal condition holds naturally.
The modified M-decomposition
A proper superclose function u I , which bridges the exact solution u and the numerical solution u h at superconvergent points, is very important in the superconvergence analysis of the FEM/FVEM. The M-decomposition technique (see [10, 17] ) works well in constructing the appropriate superclose functions for the FEM, however it usually fails to be applied to the FVEM directly. For this reason, we propose the modified M-decomposition (MMD) technique to obtain an appropriate superclose function u I for the FVEM.
The M-functions onK = [−1, 1], obtained by the integral of Legendre polynomials, are given bŷ
is the solution to (1), u I ∈ U k h to be determined later is a piecewise k-order approximation of u, and w I ∈ U k h is an arbitrary piecewise k-order polynomial. Decompose u, u I and w I on an element K ∈ T h with M-polynomials ( [10, 17] ).
Here, [10, 17] ). Hereinafter, we omit the subscript K without causing confusion.
An appropriate superclose function u I ∈ U k h should satisfy the following properties:
• For superconvergence of the derivative, 1) u I is superclose to u at the derivative superconvergent points, with order O(h k+1 ); 2) u h − u I 1 = O(h k+1 );
• For superconvergence of the function value, 1) u I is superclose to u at the derivative superconvergent points, with order
Generally speaking, these two desired superclose functions are consistent and could be a same function. For odd k-order (k = 2l − 1) FVE schemes,
For even k-order (k = 2l) FVE schemes,
Remark 3.2. We can obtain the coefficients b I i of u I , by decomposing u for b u i first, and then solving the MMD constraints (17a)-(17b) or (18a)-(18b). However, we only care about the properties of u I instead of u I itself in the proof. So, we don't have to get the exact values of b I i in practice.
If u I satisfies the MMD constraints, the error of u I approximating u can be estimated by
Proof. From (17a) and (18a), one can write the difference between u and u I on K as
It's easy to verify that
Thus, the remaining work is to prove
For odd k = 2l − 1, we rewrite (17b) into the matrix form
Here,M 2i (i = 1, 2, . . . , l − 1) andM k+1 are linearly independent M-functions on the reference element K. From the properties of M-functions, we can conclude that, B is invertible and the elements of B −1 and f M are O (1), which are independent on h and K. Thus we have
which leads to
Similar results to (23) can be obtained for even k.
Considering the symmetry of the M-functions onK, (17b) and (18b) give
It follows from the linear affine mapping fromK to K and (21) that
Denote the (k + 1) roots of R K (x) by P 0 = {z 0 K,j : j = 0, . . . , k}, and the k roots of R K (x) by
Lemma 3.4. Under the same assumptions to Lemma 3.3, u I is superclose to u on P 1 , and u I is superclose to u on P 0 . That is
Remark 3.3. The remaining thing is that the above u I defined element by element might not be continuous on Ω. However, from lemma 3.4, u − u I = O(h k+2 ) on the endpoints of each K ∈ T h . Thus, we can simply use a high order correction r corr = O(h k+2 ), which does not necessarily to be continuous on Ω, to obtain a continuousũ I , such that u −ũ I = 0 on the endpoints of K and
which inherits the superclose properties of u I . And, on K ∈ T h ,
In the following analysis, we'll still writeũ I andr K as u I and r K without causing confusion.
Superconvergence
Lemma 3.4 presents the supercloseness between the exact solution u and its approximation u I . In this section, we prove the global superconvergence properties that
. Then, the natural superconvergence results follow natually, that the numerical solution u h superconverges to u on the derivative superclose points in P 1 with (k+1)-order, and u h superconverges to u on the function value superclose points in P 0 with (k + 2)-order. 
Superconvergence of the derivative
Consequently,
In order to prove theorem 4.1, we first prove the following lemma. 
Proof. For odd k = 2l − 1, from (24), we have
Combining with the fact that
On the other hand, since Π k, * hM j (j = 3, 5, . . . , k) are odd functions onK and (
It follows from (31) and (32) that
By (16), (21) ,and the linear affine mapping from K toK, one has the conclusion (30) . With a similar procedure, (30) also holds for even k = 2l. Now, we are ready to give the proof of Theorem 4.1.
Proof. We first prove the weak estimate of the first type (28) .
To estimate E 1 , one can use (21) and (30) to get
Here, the hidden constant is independent of h. Noting that w I − w I,1 = 0 on the endpoints of each K, we have the estimate for the diffusion term, which is the first term of a h (u − u I , Π k, * h (w I − w I,1 )).
It follows from (20) that
where the hidden constant depends on q and r. Then, (35) and (36) yield
where the hidden constant is dependent on p, q, and r. For E 2 , it follows from the k-(k − 1)-order orthogonal condition (8) and the inverse inequality that
where p 0,K is the average of p on K. By the integration by parts and the fact u(x i ) − u I (x i ) = 0, we can obtain
and
Combining (37)-(40), one can get (28) immediately. Further more, by using the inf-sup condition (57), we have the superconvergence of the derivative (29) .
As a side product of the superconvergence of the derivative, we give the L 2 estimates without proof. Theorem 4.2 (L 2 estimates). Let u ∈ H 1 0 ∩ H k+2 (Ω) be the solution of (1), and T h be regular. For k-order FVEM, if the k-(k − 1)-order orthogonal condition holds, we have the following optimal 
Superconvergence of the function value
Proof. We begin with the Aubin-Nistche technique. Introduce an auxiliary problem: For ∀g ∈ L 2 (Ω), find w ∈ H 1 0 (Ω) such that a(v, w) = (g, v), ∀v ∈ H 1 0 (Ω),
where a(v, w) = Ω pv w + (qv + rv)wdx, (g, v) = Ω g v dx.
Take g = u h − u I to give
where w 1 = Π 1 h w and
It follows from (29) that
For E 5 , using (21) and the quasi-orthogonality of the M-functions, we have K u−u I dx = K (R K + r K ) 1 dx = 0. Taking the correction term r corr in (3.3) into consideration, we get
Then, noticing that w 1 is a constant on K, a similar procedure of (40) gives
where the hidden constant is dependent on p, q and r. Following a similar procedure of (39), we have
Then, combining (45)-(47) completes the proof.
Remark 4.1. For even k, the k-k-order orthogonal condition and the k-(k − 1)-order orthogonal condition deliver same restrictions on the dual mesh, which means Theorems 4.1 and 4.3 share same conditions for even k. While, for odd k, the k-(k − 1)-order orthogonal condition is always satisfied for FVE schemes with symmetric dual meshes. And, the restriction on dual mesh in Theorem 4.3 is stronger than that in Theorem 4.1, because the k-k-order orthogonal condition is stronger restrictions than the k-(k − 1)-order orthogonal condition, for odd k.
Construction of FVE schemes with superconvergence
From Theorems 4.1 and 4.3, we can conclude the relationships between the orthogonal condition and the convergence properties shown in Table 1 .
Following, we first construct FVE schemes with the help of the orthogonal condition, and then present how to construct FVE schemes with natural superconvergence in easy ways.
Constructing the FVE schemes with the orthogonal condition
For odd-order FVEM (k = 2l − 1), the superconvergence of the derivative holds naturally for odd-order FVE schemes with symmetric dual meshes. And, when the k-k-order orthogonal condition is satisfied, there holds the superconvergence of the function value.
For the linear FVEM, the 1-1-order orthogonal condition can not be reached, and the superconvergence of the function value can not be reached.
For the cubic (3-order) FVEM, the 3-3-order orthogonal condition (8) leads to unique reasonable solution α 1 = 3/5.
For the quintic (5-order) FVEM, the 5-5-order orthogonal condition (8) is equivalent to the following three restrictions
Noticing 0 < α 2 < α 1 < 1, we have
, and α 1 ∈ ( 5/7, 1).
For even-order FVEM (k = 2l), when the k-(k − 1)-order orthogonal condition is satisfied, there holds the superconvergence of the derivative, as well as the superconvergence of the function value.
For the quadratic (2-order) FVEM, the 2-1-order orthogonal condition (8) has a unique reasonable solution α 1 = √ 3 3 . For the quartic (4-order) FVEM, the 4-3-order orthogonal condition (8) can be derived from the following equations
(50) 
where 4/9 ≤ a 1 < 5/6.
Remark 5.1. For the FVEM, there are more than one scheme having the superconvergence properties for all k ≥ 3. What's more, Fig. 3 (a) for 4-3-order (also 4-4-order) orthogonal condition and Fig. 3 (b) for 5-5-order orthogonal condition show that, the Gauss-Lobatto structure is a spacial case of the orthogonal structure for FVEM.
Constructing the FVE schemes in easy ways
For the convenience of use, we present the ways to freely choose the derivative superconvergent points (for odd-order FVEM) or the function value superconvergent points (for even-order FVEM).
Method I. For odd k-order FVEM (k = 2l − 1), given (α 1 , . . . , α l−1 ), construct the dual points g i,j (i = 1, . . . , N , j = 1, . . . , k) accordingly. Then, the corresponding FVE scheme possesses the superconvergence of the derivative, and g i,j are just the derivative superconvergent points.
Method II. For even k-order FVEM (k = 2l), given (l − 1) parameters 0 <ã l−1 <ã l−2 < · · · < a 1 < 1 1 on the reference elementK, one can determine (k + 1) symmetric pointsD j (j = 0, 1, . . . , k) (including the two endpoints and the midpoint ofK). Construct a (k + 1)-order polynomialR k ,
By the Rolle's theorem, there are k different roots ofR k = 0 onK. Denote these roots by G j (j = 1, 2, . . . , k). Set the dual points accordingly, and the corresponding FVE scheme enjoy the superconvergence of the function value. Moreover, the points on K ∈ T h corresponding to theD j are right the function value superconvergent points of this FVE scheme.
Remark 5.2. It's easy to verify the resulted even-order FVE schemes from Method II satisfy the k-k-order orthogonal condition. At the same time, Method II is not valid for odd order schemes, since the k-k-order orthogonal condition can not be guaranteed for odd k.
Remark 5.3. It's interesting to point out that, the superconvergent points of the traditional FEM are fixed and can not be freely chosen. While, we can choose the superconvergent points of the FVEM.
Numerical experiments
In this section we present several numerical results to illustrate the theoretical results in this paper. First, we present four new FVE schemes which will be used in this section. ). This scheme is obtained by Method II with lettingã 1 = 1/2. That is to say, the function value superconvergent points for this FVE scheme are selected to be uniformly arranged in each element. This scheme is obtained by Method II with letting (ã 1 ,ã 2 ) = ( 19 20 , 1 19 ). The distance between computing nodes of this scheme are quite nonuniform.
Scheme 3-1 does not satisfies the 3-3-order orthogonal condition. While, the other three schemes satisfy the k-k-order orthogonal condition. Example 6.1 shows that Scheme 3-1 has the superconvergence of the derivative but doesn't have the superconvergence of the function value, which helps to verify Method I and the properties for odd order schemes listed in Table 1 . Example 6.2 shows that Scheme 5-1 possesses the superconvergence of the derivative as well as the function value, which helps to verify the properties for odd order schemes listed in Table 1 . Scheme 4-1 and Scheme 6-1 are both obtained by Method II, which satisfies the k-(k −1)-order orthogonal condition. Examples 6.3 and 6.4 both help to verify the properties for even order schemes listed in Table 1 . Moreover, since one of the dual point is quite near the end point on the righthand side on each K for Scheme 6-1, Example 6.4 also supports that, the dual points (derivative superconvergent points) in Method I and the computing nodes (function value superconvergent points) in Method II can be chosen freely. In Example 6.3, figure 4 shows how the superconvergence phenomenon happens. Example 6.1. We apply Scheme 3-1 to the BVP (1) with p(x) = 2, q(x) = 1, r(x) = 1, and f being chosen so that the exact solution is u(x) = sin x. The first 6 columns of Table 2 show that Scheme 3-1 has the optimal H 1 and L 2 convergence rate as well as the superconvergence of the derivative. While, the last two columns of Table 2 indicate the function value of u h is not superclose to u I .
Of course, we can not simply conclude that the corresponding FVE scheme does not possess superconvergence property of the function value, because the choice of u I , which may affects the numerical results, is not unique. In other words, the k-k-order orthogonal condition is sufficient conditions for the superconvergence of the function value of the FVEM. Example 6.2. We apply Scheme 5-1 to the BVP (1) with p(x) = e x , q(x) = sin x, r(x) = 3, and f being chosen so that the exact solution is u(x) = sin x. Table 3 shows Scheme 5-1 possesses all the four properties listed in Table 1 . The results verify that, if the 5-5-order orthogonal condition is satisfied, the corresponding FVE scheme has the superconvergence of the function value. Moreover, the dual points are just the derivative superconvergent points, and the 6 function value superconvergent points in each element can be derived by Method II. Example 6.3. Consider the BVP (1) with p(x) = 2, q(x) = 1, r(x) = 1, and f being chosen so that the exact solution of this problem is u(x) = sin x. Table 4 indicates that Scheme 4-1 has optimal H 1 and L 2 convergence rate, as well as the superconvergence of the derivative and the function value. Figure 4 shows the errors of the derivatives |u − u h | (subfigure (a)) and the function values |u − u h | (subfigure (b)) on each element K, mapped to the reference elementK = [−1, 1] together. We can see that the high accuracy points (also the superconvergent points) of u h − u and u h − u well fit our Example 6.4. We apply Scheme 6-1 to the same problem of Example 6.3. Table 5 shows this scheme has all the four properties listed in Table 1 .
Conclusion
In this paper, new superconvergent structures are developed from the FVEM, which includes the Gauss-Lobatto structure and covers much more FVE schemes than the Gauss-Lobatto structure. By proposing the more general k-r-order (k − 1 ≤ r ≤ 2k − 2) orthogonal condition and the modified Mdecomposition (MMD), we prove the superconvergence properties for the FVE schemes which satisfy the k-(k − 1)-order (superconvergence of the derivative) and the k-k-order (superconvergence of the function value) orthogonal condition.
Easy ways to construct the FVE schemes are presented in subsection 5.2 (Method I and Method II). For odd k-order FVEM, we can freely choose the k symmetric derivative superconvergent points of a FVE scheme on primary element K (excluding the 2 end points of K); for even k-order FVEM, we can freely choose any (k + 1) symmetric function value superconvergent points of a FVE scheme on primary element K (including the 2 end points of K). These facts provide us more freedom of choosing the superconvergent points.
In addition, all FVE schemes over symmetric dual meshes are proved to be unconditionally stable. And, the relationships between the orthogonal condition with the convergence properties of the FVE schemes are figured out in table 1: all FVE schemes holds optimal H 1 estimate; the k-(k − 1)order orthogonal condition ensures the superconvergence of the derivative and optimal L 2 estimate; the k-k-order orthogonal condition ensures the superconvergence of the function values. Numerical experiments confirm our theoretical results.
The extension of the work at hand to the 2D case is the our next step ongoing. The ideas and methods developed here are instructive to 2D problems on rectangular meshes, while the theory in 2D is not straightforward.
Appendix A: stability and H1 estimate
The stability and H 1 estimate are the issues we can not skip when we study the L 2 estimate and superconvergence. The authors of [8, 32] gave some results for FVE schemes with some special dual strategies, such as the Gauss-Lobatto FVE schemes. In this section, we prove the stability and H 1 estimate for general FVE schemes with symmetric dual meshes. The proof in this section benefits a lot from the k-points numerical quadrature and [8] .
We begin with some notations specially used in this section. Firstly, for all w ∈ H m T (Ω) := {w ∈ C(Ω) : w| K i ∈ H m (K i ), ∀K i ∈ T h }, and all j ≥ 0, we define a semi-norm and a norm by
Secondly, for
Noticing that v 1,0 = v N,k = 0, the following Poincaré inequality holds naturally
where the constant C depends only on Ω and k. Thirdly, we denote A j (j ∈ Z k ) the weights of the k-points numerical quadrature Q k (F ) = k j=1 A j F (G j ) for computing the integral I(F ) = 1 −1 F (x)dx. Naturally, the weights on interval K i (i ∈ Z N ) are A i,j = h i 2 A j (j ∈ Z k ). Then, we define a discrete semi-norm | · | 1,G by
Fourthly, a linear mapping Π * T : U k h → V h is given by (Π * T is different from Π k, * h defined in subsection 2.3, and Π * T will be used only in this section)
where the coefficients w i,j are determined by the constraints [w i,j ] = A i,j w h (g i,j ), ((i, j) ∈ Z N × Z k \{(N, k)}). Similar with [8] , we also have [w N,k ] = w N,k − w N,k−1 = A N,k w h (g N,k ). According to the idea of the proof of [8] , with the help of the k-points quadrature, we present the following lemma without the details of the proof. Lemma 8.1. Given an FVE scheme, the semi-norms given by (53), (55) and (52) are equivalent.
Theorem 8.1. For sufficiently small the mesh size h, the following inf-sup condition are satisfied.
where c 0 > 0 is a constant depending only on k, α 0 , κ and Ω.
Proof. It follows from the bilinear form (5) g i,j
(q(x)w h (x) + r(x)w h (x)) dx Therefore,
Let V (x) = s a (q(s)w h (s) + r(s)w h (s)) ds and denote by
the error of the k-points numerical quadrature in the interval [x i−1 , x i ], i ∈ Z N . Then
With the fact that w h (a) = w h (b) = 0 and On the other hand, by [18] , for all i ∈ Z N
where ξ i ∈ [x i−1 , x i ]. By the Leibnitz formula of derivatives and the inverse inequality, we have
Combining the above estimates, we have By Lemma 8.1, one has w h 1,T Π * T w h T * h . Therefore, for any w h ∈ U k h , we can obtain
where c 0 is a constant depending only on k, p 0 , γ, and Ω, the inf-sup condition (57) then follows.
With the inf-sup condition (57) and a similar procedure to [8] , we have the H 1 estimate for FVE schemes with symmetric dual meshes. (Ω) is the solution of (1), and u h is the FVE solution of (5). Then we have
where C is a constant independent of h.
