When faced with ambiguous sensory inputs, subjective perception alternates between the different interpretations in a stochastic manner. Such multistable perception phenomena have intrigued scientists and laymen alike for over a century. Despite rigorous investigations, the underlying mechanisms of multistable perception remain elusive. Recent studies using multivariate pattern analysis revealed that activity patterns in posterior visual areas correlate with fluctuating percepts. However, increasing evidence suggests that vision-and perception at large-is an active inferential process involving hierarchical brain systems. We applied searchlight multivariate pattern analysis to functional magnetic resonance imaging signals across the human brain to decode perceptual content during bistable perception and simple unambiguous perception. Although perceptually reflective activity patterns during simple perception localized predominantly to posterior visual regions, bistable perception involved additionally many higher-order frontoparietal and temporal regions. Moreover, compared with simple perception, both top-down and bottom-up influences were dramatically enhanced during bistable perception. We further studied the intermittent presentation of ambiguous images-a condition that is known to elicit perceptual memory. Compared with continuous presentation, intermittent presentation recruited even more higher-order regions and was accompanied by further strengthened top-down influences but relatively weakened bottom-up influences. Taken together, these results strongly support an active top-down inferential process in perception.
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visual perception | fMRI | MVPA | Granger causality | ambiguous images T he problem of vision entails the constant interpretation of inherently ambiguous local components of a complex scene. In contrast to reduced visual stimuli routinely used in laboratory research such as Gabor patches and isolated faces, natural scenes contain many ambiguities caused by clutter, occlusion, shading, and the inherent complexity of natural objects (1, 2) . Similarly, simple daily tasks, such as interpreting the handwriting of another individual, require a level of cognitive capability surmounting that of modern-day computers. The ease with which we are able to rapidly perform such tasks attests to the remarkable capacity of the human visual system, or alternatively, to the vast knowledge and templates stored in the human brain aiding in visual perception (3) .
Ambiguous images such as the Necker cube and Rubin facevase illusion provide a well-controlled experimental approach to studying the brain's processing when it is faced with ambiguities in sensory inputs. When multiple interpretations of the same sensory inputs are possible, subjective perception alternates between the different interpretations in a stochastic manner (for reviews, see refs. 2 and 4-6) . In the case of ambiguous images containing two possible interpretations, this phenomenon is referred to as "bistable perception."
Neuroscientific studies of bistable perception over the past several decades have significantly advanced our understanding of this phenomenon. The literature has largely converged on several findings. Firstly, frontal and parietal brain regions seem to be involved in perceptual switching, as demonstrated by neuroimaging (7-11) (but see ref. 12 ) as well as transcranial magnetic stimulation (TMS) (13) (14) (15) and lesion (16) (17) (18) studies. Secondly, functional MRI (fMRI) activity patterns in visual regions, including the primary visual cortex (V1) and lateral geniculate nucleus (LGN), correlate with the content of fluctuating percepts, as reflected in both activity fluctuations of an entire brain region (19) (20) (21) (22) (23) (24) and the fine spatial patterns of activity within a region (25) (26) (27) . Thirdly, a progressively larger fraction of neurons show percept-modulated firing rate changes as one moves up the visual hierarchy, from ∼20% of neurons in V1 to ∼90% in the inferior temporal (IT) cortex (4, 28) .
To date, studies decoding the content of fluctuating percepts in bistable perception have focused on the visual cortex. In light of the recent emerging framework that vision is not a bottom-up process with sensory inputs passively mapped across different levels of the brain, but rather an active inferential process with top-down processes actively guiding and shaping visual perception (1, 3, (29) (30) (31) (32) (33) (34) , it would be of great value to know how percept-related activity is distributed across the brain. (In using terms "top-down" and "bottom-up," we are under the assumption that cognitive and neural processes cannot be dissociated.) Supporting this idea, a recent primate study using a binocular flash suppression paradigm showed that a majority of visually responsive neurons in lateral prefrontal cortex correlate with perceptual experience in their firing rates (35) . Nonetheless, the distribution of such perceptreflective activity patterns across the brain remains unclear.
Ambiguous images also lend themselves well to the study of perceptual memory (36, 37) . Intermittent removal of ambiguous Significance When viewing an image with multiple interpretations such as the Necker cube, subjective perception alternates stochastically between the different interpretations. This phenomenon provides a well-controlled experimental approach to studying how the brain responds to ambiguities in sensory inputs-a ubiquitous problem in dealing with natural environment. We found that, compared with simple perception devoid of ambiguities, bistable perception requires additional higher-order brain regions and dramatically enhanced top-down and bottom-up influences in the brain. Intermittent viewing of ambiguous images elicits even stronger top-down brain activity. These results help elucidate the mechanisms of visual perception by demonstrating an active top-down inferential process.
images from view for >200 ms at a time slows down the rate of perceptual switching, even to the extent of bringing it to a standstill (38) (39) (40) . This phenomenon suggests the existence of a perceptual memory trace during the intervening blank periods, such that the most prevalent percept in the recent past is likely to be reinstated when the image reappears. At present, the respective contributions of early visual, extrastriate visual and higher-order association regions to perceptual memory remain actively debated (40) (41) (42) (43) (44) .
In this study, we asked the following questions: (i) Which brain regions, in their activity patterns, carry information about fluctuating perceptual content during bistable perception? (ii) Are similar brain regions involved in the simple perception of unambiguous visual images as compared with bistable perception as well as intermittent bistable perception? (iii) How do these brain regions interact with each other in the different perceptual conditions? To address the first two questions, we performed searchlight multivariate pattern analysis (MVPA) across the entire human brain to decode (i) perception of different unambiguous images, (ii) the content of fluctuating percepts elicited by ambiguous images, and (iii) the content of perception and perceptual memory during intermittent presentations of ambiguous images. To answer the last question, we contrasted directed influences between widespread brain regions across these three conditions using Granger causality (GC) analysis.
Results
Behavioral Results. To find brain mechanisms that are generalizable across different bistable images, we studied the well-known Necker cube and Rubin face-vase illusion ( Fig. 1A , Lower) under identical task design and analyses. Thirteen healthy subjects participated in the experiment. Each subject completed the task under three conditions (Fig. 1B) . First, in the unambiguous (UnAmb) condition, subjects continuously viewed Necker Cube and Rubin face-vase images that had been modified to accentuate one or the other percept ( Fig. 1A, Upper) . They pressed one of two buttons indicating their percept at each image presentation, which lasted 16 s. Subjects' percepts stably matched the intended disambiguation on 95.7 ± 4.9% (mean ± SD across subjects) of all Necker-cube trials, and 82.7 ± 18.8% of all Rubin face-vase trials. Second, in the ambiguous (Amb) condition, the original ambiguous images (Fig. 1A , Lower) were presented for 60 s at a time, and subjects indicated every spontaneous perceptual switch that they experienced throughout the duration of image presentation. Third, in the discontinuous (Disc) condition, each ambiguous image ( Fig. 1A , Lower) was presented for 2 s followed by a 6-s blank period, and this sequence was repeated for nine times in each block. Subjects indicated their dominant percept in response to every image presentation. The mapping between percepts and buttons was identical across the three conditions. The distributions of percept durations in the Amb and Disc conditions for all subjects are shown in Fig. 1C . In the Disc condition, the probability that percepts during consecutive image presentations were the same is significantly higher than their being different {P[report (N) = report (N − 1)] > P[report (N) ≠ report (N − 1)], P = 0.026, Wilcoxon signed-rank test}, indicating the presence of perceptual memory (38, 39) .
Brain Activity Patterns Underlying Simple Perception and Bistable
Perception. First, we investigated brain activity patterns underlying simple perception of unambiguous images. Searchlight-based MVPA (45) was applied across the whole brain on the peak of the fMRI response in UnAmb trials (6∼12 s after image onset) to decode the percepts. Group analysis was conducted by a one-sample t test on decoding accuracy against chance level (0.5) at every voxel across subjects, and the results were thresholded at P < 0.05 after correcting for multiple comparisons (for details, see SI Methods). Brain regions containing perceptreflective activity in the UnAmb condition localized mainly to posterior visual areas ( Fig. 2 and Fig. S1 , Top). Maps were thresholded at P < 0.05, corrected for multiple comparisons. LH, left hemisphere; RH, right hemisphere. (Right) Percept-selective voxels were chosen from searchlight results of each Amb frame and separated according to their preferred UnAmb images. fMRI time courses were averaged across each voxel group for button presses indicating preferred percept (green) vs. nonpreferred percept (red). Data were pooled across the four selective voxel groups (preferring face, vase, the two perspectives of Necker cube, respectively) and averaged across subjects (n = 11). Dashed boxes indicate the corresponding frame of searchlight results from which the selective voxels were chosen. Time point 0 is the frame containing the button press. Error bars denote SEM across subjects.
Next, we conducted searchlight MVPA across the whole brain to identify regions whose activity patterns reflected fluctuating percepts during bistable perception in the Amb condition. Searchlight decoding was carried out for five fMRI frames (herein we use "frame" and "volume" interchangeably, repetition time = 2.0 s) surrounding the button presses separately, from one frame before (frame −1) to three frames after (frame 3) the button press, with frame 0 defined as the one including the button press. We found that, even in the frame before the button press, brain activity patterns in medial and orbitofrontal cortices, precentral/ central sulci, and ventral temporal and insular regions were able to decode the upcoming perceptual change. As time progressed relative to the button presses, percept-reflective activity moved from frontal and anterior temporal regions to posterior visual cortices. Both bistable images produced qualitatively similar results (for Necker cube, see Fig. 2 , left column; for Rubin face-vase, see Fig. S1 ). Locations of the voxels with the highest decoding accuracy (averaged across subjects) in each frame are shown in Fig. S2 .
Due to the effect of hemodynamic delay in the blood oxygen level-dependent (BOLD) fMRI signal, it is important to ensure that activity patterns identified above contained information about the current percept indicated by the button press during frame 0, and not the percept immediately preceding the button press. To this end, we conducted a control analysis (for details, see SI Methods, Control for Hemodynamic Delay). Briefly, for each bistable image, and at each fMRI frame analyzed, we separated the predictive voxels identified by searchlight MVPA into two groups, each corresponding to having higher BOLD activity for one of the percepts (determined by a t test using UnAmb data). If a given frame contained activity for the percept indicated by the current button press, then, for each voxel group, a higher BOLD activity would be expected if that button press corresponded to its preferred percept compared with the opposite percept. The contrary would be true, however, if the activity analyzed reflected the previous percept. The results from this analysis verified that, for all five frames, regions identified by the MVPA analysis contained information about the current percept indicated by the button press at frame 0 ( Fig. 2 , right column). This analysis confirmed that activity patterns in higher-order brain regions are able to predict the upcoming perceptual change up to 2 s before the button press. To compare brain activity patterns underlying simple, unambiguous perception with those underlying bistable perception, we combined decoding results in the Amb condition across the five frames and overlaid the resulting image with the UnAmb decoding result (Fig. 3A) . Although UnAmb and Amb conditions shared substantial overlap in visual cortices, there were many more frontoparietal, anterior temporal, and insular regions recruited in the Amb condition, suggesting that bistable perception requires many more brain resources than simple, unambiguous perception (also, see Fig. S5 ).
Lastly, we investigated whether the fine-grained representation within a region is similar between the UnAmb and Amb conditions. To this end, we trained the searchlight classifier on the UnAmb data set and tested it on different frames of the Amb data surrounding the button presses. This analysis was carried out across the whole brain. We found that isolated regions in frontoparietal, anterior, and ventral temporal cortices ( Fig. S3 ) were able to cross-decode, suggesting that the fine-grained representations in these regions are similar across the two conditions. Notably, although activity pattern in V1 was able to decode the percepts in both UnAmb and Amb conditions ( Fig.  3A) , it was not able to cross-decode ( Fig. S3 ), consistent with the fact that low-level features of the physical stimuli are different between these two conditions.
Brain Activity Patterns Involved in Intermittent Bistable Perception.
We then applied searchlight MVPA to data from the discontinuous (Disc) condition, decoding the frame with image presentation (frame 0) and the three ensuing blank frames (frames 1∼3) separately. Only blank periods between consecutive image presentations with the same button response were analyzed, in which case the content of the perceptual memory trace during the intervening blank period could be unequivocally determined. The decoding results for the different frames are shown in Fig.  S4 , and the locations of the voxels with the highest decoding accuracy in each frame are plotted in Fig. S2 . Due to the effect of hemodynamic delay, it is not possible to clearly dissociate brain activity patterns underlying bistable perception and those underlying perceptual memory in this case. However, because the Disc condition contains both bistable perception and perceptual memory, whereas the Amb condition contains only bistable perception, the difference in decoding results between them may reflect brain activity patterns underlying perceptual memory. To compare these two conditions, we combined decoding results across the four frames in the Disc condition and across the five frames in the Amb condition and overlaid the resulting images ( Fig. 3B ). Compared with the Amb condition, the Disc condition involved many additional higher-order regions in the prefrontal cortex, temporoparietal junction (TPJ), and anterior temporal cortex ( Fig. 3B ; also see Fig. S5 ).
Changes in Interregional Directed Influences Across Perceptual
Conditions. We used GC analysis to assess changes in directed influences between brain regions across the three experimental conditions. Although it may not be possible to infer interregional absolute causal relations with GC analysis applied to fMRI data due to heterogeneous hemodynamic delay across the brain (46) (47) (48) , changes in GC patterns across experimental conditions are not subject to this confound, as a given region's hemodynamic response profile is independent of task conditions (49) .
Based upon the MVPA results (combined across the three conditions), we defined 21 and 24 Regions of Interest (ROIs) for the Necker cube and Rubin face-vase stimulus, respectively (Fig. 4A and Table S1 ). ROIs were ordered from posterior to anterior according to their Talairach coordinates. Because visual sensory regions are located posteriorly, we used GC influences in the posterior-to-anterior direction to approximate "bottom-up" influences, and the converse to approximate "top-down" influences. We emphasize that this is an approximation, not only because locations on the posterior-anterior axis provide a very crude correspondence to hierarchy, but also because there are many parallel pathways in the brain without any clear hierarchical relationship. Given that the ROIs were selected as clusters of voxels whose fine spatial patterns contained information about the perceptual content, we performed voxel-wise GC analysis between every pair of ROIs (see SI Methods, Granger Causality Methods). The percentages of significant voxel pairs for every ROI pair in both directions of influence are shown in Fig. 4B . Across the three experimental conditions and both bistable stimuli, there was consistently greater recurrent connectivity among the most posterior ROIs compared with anterior ROIs. In Amb and Disc conditions, there appeared to be more top-down (anterior-to-posterior, upperright triangle in each matrix) than "bottom-up" (posterior-toanterior, lower-left triangle in each matrix) influences. As mentioned above, an absolute interpretation of single-condition GC result is difficult; we therefore focused on contrasts between conditions, as reported below.
Compared with the UnAmb condition, we found in the Amb condition a dramatic elevation in connectivity across the brain in both posterior-to-anterior and anterior-to-posterior directions ( When contrasting the Amb and Disc conditions, we found that 62% (Necker cube) and 59% (Rubin face-vase) of all ROI pairs demonstrated higher connectivity in the Disc condition whereas only 16% of all ROI pairs for either stimulus showed lower connectivity in the Disc condition ( Fig. 4C , Center; P < 0.05, FDR corrected). Remarkably, the vast majority (84% for cube, 86% for face-vase) of directed influences having lower strength in the Disc condition resided in the posterior-to-anterior direction (lower-left triangles). Moreover, most of these diminished connectivity originated from the eight most posterior ROIs for both stimuli, which included mostly early and ventral visual regions. These results suggest that there were enhanced top-down influences in the Disc condition whereas bottom-up influences were weakened, consistent with the MVPA results showing that the Disc condition recruited mainly higherorder regions.
Lastly, a comparison between the UnAmb and Disc conditions showed that the majority of ROI pairs had higher connectivity in the Disc condition (88% for Necker cube; 87% for Rubin facevase) whereas only 5% of all ROI pairs for either stimulus showed lower connectivity in the Disc condition ( Fig. 4C , Right; P < 0.05, FDR corrected). Consistent with earlier results, most of the reduced connectivity in the Disc condition was from posterior visual regions to more anterior ROIs.
Graph-Theoretic Analysis. To further quantify the interregional interaction patterns revealed by the GC analysis, for each ROI, we obtained several metrics used commonly in graph-theoretic analyses: out-degree, representing the net influence a given ROI has on the rest of the network (network defined as an abstract graph including all ROIs); in-degree, representing the net influence a given ROI receives from the rest of the network; and out-in degree, the difference between out-degree and in-degree as a measure of the net causal outflow from an ROI (50) (51) (52) .
We first applied this analysis to a binary connectivity matrix, where a connection is considered "present" if its percentage of significant voxel pairs exceeds a threshold. For a given ROI, the out-degree was defined as the number of ROIs to which it sends influence; similarly, the in-degree represented the number of ROIs from which it received influence. Three different thresholds (40%, 50%, and 60%) were tested, and they yielded similar results. For the sake of brevity, we report only the results using the 50% threshold below.
A two-factor ANOVA (factors: ROI and task condition) was carried out for each of the above metrics ( Fig. 5 and Fig. S6 ). Although the effect of ROI was highly significant across the three conditions and both stimuli (P < 0.0001, except for outdegree, cube: P = 0.025), we focused on the changes of GC patterns across task conditions. The effect of condition by itself was not significant in any of the ANOVA results. However, the interaction effect of ROI × condition was highly significant for both in-degree (P < 0.005) and out-in degree (P < 0.001) across both stimuli. The in-degree increased substantially more from the UnAmb to Amb to Disc condition in posterior compared with anterior ROIs (Fig. S6 ). The out-in degree results (Fig. 5) suggest that, in the UnAmb condition, the input and output of each region were roughly balanced. However, during the Amb condition, posterior regions tended to have a net in-flow, indicating that they were receiving more directed influences from the rest of the network than sending out. By contrast, anterior ROIs tended to have a net out-flow, indicating that they were sending out more influences than receiving. This pattern was further intensified in the Disc condition. All of the above results were consistent across both Necker cube and Rubin face-vase stimuli.
Because the above analysis transformed the connectivity matrix into a binary matrix that did not account for the difference in connectivity strength once a connection passed the threshold, we conducted an additional analysis using weighted matrices, whereby each connection passing a threshold (50%) was weighted by its percentage of significant voxel pairs. The results from this analysis ( Fig. S7 ) were highly similar to the above unweighted analysis.
Top-Down vs. Bottom-Up Influences During Perceptual Switching and
Maintenance. Lastly, we characterized GC patterns accompanying perceptual switching and perceptual maintenance, respectively, Fig. 5 . Total causal flow (out-in degree) for each ROI in each condition. ROIs are ordered posterior (left-most) to anterior (right-most). Out-in degrees were computed for each ROI using binary connectivity matrices thresholded at 50%. The mean and SEM across subjects are plotted (n = 11, 11, and 8 for UnAmb, Amb, and Disc condition, respectively). P values of the ROI × condition interaction effect from a two-way ANOVA are indicated in the graph.
in the Amb condition. To this end, we defined short, 6-s trials centered around perceptual switches or during perceptual maintenance. We then conducted a voxel-wise GC analysis on the two groups of trials separately for all ROI pairs under both bistable stimuli. The raw connectivity matrices showing the percentage of significant voxel pairs for each ROI pair are presented in Fig. S8 . Inspired by earlier studies (8, 9, (13) (14) (15) , we were particularly interested in the potential disparity between top-down and bottomup influences during either perceptual switching or maintenance. We thus compared the percentage of significant voxel pairs between the posterior-to-anterior and anterior-to-posterior directions across all ROI pairs ( Fig. 6 ). During perceptual switching, there was greater anterior-to-posterior connectivity than in the opposite direction for both stimuli (P < 0.00002, Wilcoxon signedrank test), implicating greater top-down influences. By contrast, there was no significant difference between the two directions under perceptual maintenance (P > 0.6 for both stimuli).
Discussion
Summary of Findings. In sum, we report the following main findings: (i) During simple unambiguous perception, activity patterns reflecting perceptual content are localized mainly to posterior visual regions whereas bistable perception in the presence of ambiguous stimuli involves both visual regions and higher-order frontoparietal and temporal regions. Interestingly, intermittent viewing of ambiguous images recruits additional higher-order frontoparietal and temporal regions. Previous neuroimaging and neurophysiological studies on bistable perception have respectively emphasized perceptually reflective activity patterns in lower-level visual areas (25) (26) (27) 59) and higher-order temporal and frontal regions (35, (60) (61) (62) (63) . Our findings showing that perceptual content can be decoded in these different regions in the same subjects with the same technique bring these previous results together. Further, the results from our whole-brain searchlight decoding analysis might provide guidance for future neurophysiological investigations.
Our finding that top-down influences outweigh bottom-up influences during perceptual switching but not maintenance (Fig. 6) is consistent with earlier neuroimaging (7-9), electrophysiological (11) , TMS (13) (14) (15) , and neuropsychological (16) (17) (18) findings suggesting that frontoparietal regions might initiate perceptual switching. To the extent that the attentional load might be larger during perceptual switching than maintenance, these results are also consistent with previous GC results on visual spatial attention (34) . Interestingly, we did not find the right parietal region implicated in some of these prior studies in our MVPA results (Fig. 3A ), suggesting that this region might not directly encode the perceptual content itself. Identifying switchrelated regions (e.g., those with higher activity during perceptual switches) and content-related regions (as revealed by the MVPA analysis herein) in the same study and investigating the interactions between them is an important topic for future studies.
Simple, Unambiguous Perception. Our results are decidedly consistent with the predictive coding framework (1, (29) (30) (31) (32) (33) . In the UnAmb condition, there was markedly less involvement of higherorder regions (Fig. 3A) and substantially weaker information flow in both bottom-up and top-down directions (Fig. 4 ). This observation is consistent with predictive-coding ideas, which suggest that reciprocal interactions between higher-order and lower-order regions weaken or discontinue when the "model" instantiated by the higher-order region is validated by sensory inputs and the perceptual ambiguity thereby resolved. By striking contrast, both top-down and bottom-up influences are sustained and much amplified in the Amb condition ( Fig. 4) when perceptual ambiguity persists for as long as the image is being viewed.
An earlier study has reported similar modulations of frontal neuronal firing under physical stimuli alternation compared with binocular flash suppression (35) . Contrastingly, we did not find perceptually reflective activity patterns in the frontal cortex in the UnAmb condition (Fig. 3A ). This apparent difference might result from two possibilities: (i) In their paradigm, the alternating stimuli were checker board vs. monkey face, which convey very different conceptual and emotional values, whereas the different images in our UnAmb condition were considerably more similar (two different perspectives of the Necker cube; face vs. vase). (ii) Our results were corrected for multiple comparisons across the whole brain. Thus, it remains possible that our statistical power was not sufficient to detect perceptually reflective activity patterns in the frontal cortex in the UnAmb condition.
Intermittent Bistable Perception. Remarkably, our MVPA and GC analyses revealed that the Disc condition, during which the ambiguous images were viewed only a quarter of the time, recruited many additional higher-order frontoparietal and temporal regions not involved in the continuous viewing of the Amb condition (Fig.  3B, red) and elicited even stronger top-down influences than the Amb condition (Fig. 4C) . These results may stem from the fact that the Disc condition invokes a strong presence of perceptual memory during the blank periods. They further raise the fascinating possibility that, after online disambiguation of bistable images, perceptual memory is transferred to a different set of regions. The detailed evolution of this process should be an interesting topic for future investigations. Our results also argue against a purely bottom-up mechanism for bistable perception, which would predict perceptual memory to be encoded solely within lower-level visual areas (42) . The involvement of higher-order regions in intermittent bistable perception is consistent with an earlier psychophysical experiment (64) and a previous fMRI activation study showing the involvement of the fusiform gyrus and frontoparietal regions in perceptual memory (41) . Moreover, our finding of significant decoding in the orbitofrontal cortex ( Fig.  3B) echoes an earlier suggestion that this region is involved in top-down facilitation of object recognition (65) .
A recent study showed that the content of visual working memory can be stored in the activity patterns of early visual areas (66) . Importantly, working memory is distinct from perceptual memory. Visual working memory requires active maintenance and attention and is accessible to conscious awareness (67) . By contrast, perceptual memory formed during intermittent presentations of ambiguous images shares important characteristics with priming by unambiguous images (40) and is a form of implicit, unconscious memory (36) .
A Tentative Conceptual Model. Our GC results can be conceptually summarized in Fig. 7A . In the UnAmb condition, there is recurrent processing among posterior visual regions (abstractly represented as region A), but limited top-down and bottom-up influences, as well as limited recurrent processing among higherorder regions (region B) ( Fig. 4B, Left) . In the Amb condition, all of the above interactions are strengthened ( Fig. 4C, Left) . Top-down influences are further enhanced in the Disc condition whereas bottom-up influences are weakened compared with the Amb condition (Fig. 4C , Center and Right).
To incorporate our MVPA findings into the picture, we separated both the higher-order region B and the lower-order region A into two respective populations, each activated by one of the percepts. A parsimonious conceptual model that can explain our results is outlined in Fig. 7B . Although mutual inhibition in the lower-order region cannot be ruled out, for the sake of parsimony, we placed mutual inhibition within the higher-order region only. In our view, mutual inhibition within higher-order regions could best explain our finding that, in the Disc condition, there were enhanced top-down but weakened bottom-up influences. Mutual inhibition restricted to lower-level regions also cannot explain contextual effects in binocular rivalry (e.g., see figure 2c in ref. 6 ).
In the Amb condition, this model could potentially explain why fMRI signals in the LGN and V1 reflect changing percepts (27, 59) but this effect is much weaker or nonexistent in neuronal firing (28, 61, 68) . Because neuronal firing reflects the output of neurons in a local region (including both local recurrent processing and output to other regions) whereas the fMRI signal reflects their inputs (from both local and distant neurons) as well (69) (70) (71) , the differential feedback received by lower-order regions accompanying different perceptual contents would be better reflected in the fMRI signal than neuronal firing (Fig. 7B, Middle) (72) (73) (74) .
Along the same reasoning, in the Disc condition, because most lower-order visual regions cannot decode the content of perception/perceptual memory (Fig. 3B) despite the presence of strong top-down influences (Fig. 4C) , a likely scenario is that the target of top-down influences does not differentiate between perceptual (/memory) states; i.e., top-down influences are diffuse (Fig. 7B,  Bottom) . Speculatively, this scenario could be due to the requirement of the presence of bottom-up activity to establish recurrent processing with specific top-down influences; the absence of bottom-up activity would unveil the top-down activity in the "default" state, which is more diffuse. We look forward to future experimental testing of these predictions.
To our knowledge, this conceptual model is consistent with previous neuroimaging and neurophysiological findings (Fig. 7B , tables on the right). At present, neurophysiological studies using paradigms similar to our UnAmb and Disc conditions are still limited. Nonetheless, our model makes predictions about what one might find in neurophysiological experiments of intermittently presented ambiguous images (Fig. 7B, Bottom) : Activity patterns underlying perceptual memory content might be preferentially localized to frontal and anterior temporal regions instead of lower-order visual regions-a prediction that is consistent with preliminary findings (75). Lastly, because mutual inhibition is implemented in higher-order regions, this model can also explain why contextual effects modulate dominance but not suppression Fig. 7 . A conceptual model that can account for our results. (A) Summary of the GC results in the three conditions. Regions A and B represent abstract lower-order and higher-order regions, respectively. Dashed lines, potential (e.g., anatomical) but weak or absent directed influence (as measured by GC). Solid lines indicate GC influences. Thicker lines indicate stronger GC influences. (B) A model that can explain both our MVPA and GC results. Left column, percept 1 is dominant. Right column: percept 2 is dominant. Red arrows, excitatory connections; purple lines, inhibitory connections. Tables on the right describe known (black) or currently unknown (green) fMRI and firing rate (FR) observations about whether activity in lower-or higher-level regions correlates with subjective percept in the three experimental conditions. The fMRI observations come from the MVPA results reported herein. In this graph, region A represents roughly early visual areas and region B represents roughly frontal and anterior temporal regions. We note that this two-level model is highly abstracted; in reality, there are many levels of brain regions in the hierarchy.
durations whereas stimulus strength modulates suppression but not dominance durations (6) .
One potential future avenue for experimental testing of this model is to separate neuronal populations with different preferences within each region and examine the interactions between these different neuronal groups under different perceptual states. It is important to note that the model put forward here is only a conceptual one. For concrete circuit mechanisms, it would need to be formalized with quantitative computational modeling. Many previous computational models of bistable perception already exist (for a review, see ref. 76 ). However, our findings stress the importance of hierarchical models (43, (77) (78) (79) (80) (81) (82) . In particular, we hope that the present results delineating differential involvements of lower-level vs. higher-level regions in simple perception, bistable perception, and intermittent bistable perception, as well as the dramatic changes in directed influences between them across these perceptual conditions, will help constrain future hierarchical models of bistable perception. Lastly, further work on spiking models of bistable perception (83, 84) could potentially help reconcile different findings made by fMRI and neurophysiology.
Timing of Predictive Brain Activity. The fact that we were able to decode the upcoming perceptual switch up to 2 s before the button press ( Fig. 2 and Fig. S1 ) might come as a surprise given earlier results showing that fMRI signals lagged the button press indicating perceptual switch by 1-4 s (20, 59, 85) . Our control analysis demonstrated that the activity patterns we decoded indeed reflected the perceptual content indicated by the current button press rather than the delayed activity reflecting the previous percept (Fig. 2) . The difference between our results and these previous studies is likely due to a difference in brain regions investigated, as these previous studies analyzed only visual areas, whereas the early predictive activity in our results resided mainly in frontal and anterior temporal regions ( Fig. 2 and Fig. S1 ). Interestingly, primate neurophysiology studies have observed that firing rate changes in area V4 precede button presses indicating perceptual switches by up to 1 s (4). Our results are also reminiscent of reports showing that fMRI activity in prefrontal cortex encodes free decisions well before subjects' button presses (86) and that brain activity precedes the awareness of conscious volition (87, 88) .
Motor-Related Activity. Because each percept was mapped to a particular button, some of the activity we decoded could be motor-related. This effect is especially evident in the left motor cortex as all subjects pressed the button with their right hand ( Fig. 3) . However, because the motor response is identical across the three conditions, the dramatic differences between conditions in the results from both MVPA and GC analyses cannot be attributed to the motor response.
Ambiguous Images vs. Binocular Rivalry. Bistable perception can be elicited both by viewing ambiguous images as used in the present study and by presenting dissimilar images to the two eyes (i.e., binocular rivalry). Previous theoretical and computational studies have often assumed that the underlying mechanisms are similar between them. Currently, considerable evidence suggests the importance of top-down influences in both forms of bistable perception (4, 5) . Nonetheless, whether our present results can be generalized to binocular rivalry awaits future investigation. For example, a previous psychophysical study found that bistable perception elicited by ambiguous images is more susceptible to attentional modulation than that elicited by binocular rivalry and thus may have a stronger top-down component (89) .
Broader Implications. Our results strongly support the predictive coding ideas in visual perception (1, 29, (31) (32) (33) . They further reveal specific large-scale network mechanisms underlying simple vs. bistable perception, as well as those potentially underlying perceptual memory elicited in intermittent bistable perception. As Carandini et al. suggested, "The ultimate test of any theory of the neural basis of visual perception is its ability to predict neuronal responses during natural vision" (90) . Because natural vision is marked by the needs to resolve ambiguities imposed by complex natural scenes as well as the ever-present noise and incompleteness of the retinal image (1, 3, 5) , it might reside somewhere between the unambiguous simple perception and ambiguous bistable perception studied herein. The mechanisms underlying perceptual memory might also contribute to natural vision, given the seamlessly flowing nature of our visual consciousness despite unstable and incomplete retinal images.
Methods
The experiment was approved by the Institutional Review Board of the National Institute of Neurological Disorders and Stroke. Thirteen healthy righthanded volunteers between 19 and 37 y of age (5 females) with normal or corrected-to-normal vision participated in the study. All subjects provided written informed consent. Two subjects were excluded due to excess movement in the scanner. Three additional subjects were excluded from the Disc condition analyses due to an insufficient number of perceptual switches required for the MVPA analysis.
Additional methods can be found in SI Methods. (Fig. 1A, Lower) . To study simple unambiguous perception [in the unambiguous (UnAmb) condition], we manipulated the content, outlines, and shading of the ambiguous images to accentuate one of the two percepts (Fig. 1A, Upper) . Images were presented via a back-projection display (1024 × 728 resolution, 60 Hz refresh rate) with a uniform background (white for all cube images, black for the original bistable face-vase image, white for modified face image and gray for modified vase image). The Necker cube images were presented at 15.9 × 13.2°of visual angle, and face-vase images were presented at 19.4 × 14.2°of visual angle (measured from the edges of the vase). Each subject completed nine fMRI runs, including three repeating sets of three consecutive runs in the following order: UnAmb, Amb, and Disc conditions (Fig. 1B) . Each UnAmb run contained 16 blocks, with each block consisting of 4 s of written instruction, 2 s of rest (fixation on a crosshair in the center of the screen), 16 s of image presentation, and 4 s of rest. The four unambiguous images (Fig. 1A, Upper) were presented four times each in a pseudorandom order. Subjects were asked to indicate their percept via one of two buttons at each image presentation. Occasionally, they indicated perceptual changes with multiple button presses during a single image presentation; these trials were excluded from the analyses. Amb runs contained six task blocks each, with each block consisting of 4 s of written instruction, 2 s of rest, 60 s of image presentation, and 6 s of rest. Each ambiguous image (Necker cube or Rubin face-vase; Fig. 1A , Lower) was presented three times in a pseudorandom order. Subjects reported every spontaneous perceptual switch via one of two buttons throughout the course of image presentation. It was emphasized that the subject should not attempt to intentionally switch or hold percepts.
Supporting Information
Each Disc run also contained six blocks, with each block consisting of 3 s of written instruction, 1 s of rest, nine repetitions of 2-s image presentation followed by a 6-s blank period, and lastly 4 s of rest. Subjects were asked to indicate their dominant percept during each image presentation via a button press. Perceptual switching during the 2-s image presentation was very rare and was excluded from analyses. The two ambiguous images were presented in alternating blocks.
Subjects were instructed to fixate upon a crosshair at the center of the screen at all times to avoid the potential influence of gaze on perception (1). In both Amb and Disc conditions, subjects were also given the choice to press a third button if they were unsure of their percept. Before entering the scanner, subjects performed practice runs until they were comfortable with the task and the buttons corresponding to each percept.
fMRI Data Acquisition. Functional and anatomical imaging was conducted on a General Electric 3T scanner with an 8-channel head coil. Anatomical images were obtained using a sagittal magnetization-prepared rapid-acquisition gradient echo (MP-RAGE) sequence with a resolution of 1 × 1 × 1 mm 3 . An axial T2-weighted structural scan was acquired with TR = 4,200 ms, TE = 120 ms, and a resolution of 3 × 3 × 3 mm 3 . BOLD-contrast functional images were obtained using a single-shot gradient echo sequence, with 39 contiguous transverse slices covering the whole brain (slice thickness = 3 mm; in-plane resolution, 3 × 3 mm 2 , TR = 2,000 ms, TE = 27 ms, flip angle = 90°).
fMRI Data Preprocessing. fMRI data were preprocessed as follows: (i) compensation of systematic, slice-dependent time shifts; (ii) elimination of systematic odd-even slice intensity difference due to interleaved acquisition; (iii) rigid body correction for interframe head motion within and across runs; and (iv) intensity scaling to yield a whole-brain mode value of 1,000 (with a single scaling factor for all voxels). Atlas registration was achieved by computing affine transforms connecting the fMRI run first frame (averaged over all runs after cross-run realignment) with the T2and T1-weighted structural images (2) . Our atlas representative template included MP-RAGE data from 12 normal individuals and was made to conform to the 1988 Talairach atlas (3). Data were resampled to 3 × 3 × 3 mm 3 voxels after atlas registration. In all following analyses, data from Necker cube and Rubin facevase image presentations were analyzed separately.
Multivariate Pattern Analysis. Searchlight multivariate pattern analysis (MVPA) was iteratively carried out for every voxel across the whole brain to find local patterns of brain activity reflective of perceptual content. Exploratory analyses limited to training data revealed that a searchlight radius of 13 mm (corresponding to a sphere of 341 voxels) was the optimal size. Each searchlight sphere was evaluated by a gray-matter mask defined on the atlas image, and voxels outside the gray-matter mask were removed from the analyses.
MVPA was performed using the PyMVPA software package (4) . Classifier decoding of the subject's percepts was achieved through a linear support vector machine (C = 1.0) using the LIBSVM implementation (www.csie.ntu.edu.tw/∼cjlin/libsvm/). Preprocessing was performed on the raw fMRI data by removing linear trends and normalization to rest volumes on a per voxel basis. To prevent any bias in classifier decoding, the number of samples for each percept across every training fold was equalized. Prediction accuracies were obtained using an N-fold crossvalidation classification regime, where N was equal to the number of blocks for each image. In the Amb and Disc conditions, n = 9, as each image was presented in three blocks during each of the three runs. For the UnAmb condition, n = 12, as each pair of Necker cube or Rubin face-vase images was presented four times in each of the three runs. An accuracy value was obtained for the center voxel of each searchlight sphere and then averaged across folds. For the UnAmb condition, frames 4 through 6 (image onset is aligned with the onset of frame 1) were averaged and then decoded together. For the Amb condition, frames −1 to 3 (with frame 0 being the one including the button press) surrounding the button presses were separately decoded (e.g., training and testing on frame −1 exclusively). For the Disc condition, frames 0 to 3 (with frame 0 being image presentation, and frames 1∼3 being blank period) were separately decoded (Fig. 1B) .
For the Amb and Disc conditions, blocks were considered valid only if there was at least one button press for each percept. "Unsure" button presses were excluded from analyses. To ensure adequate spacing of reported percepts during the Amb condition, we discarded the first button press for button presses occurring less than 4 s apart. As the majority of percept durations were greater than 4 s (Fig. 1C) , a sufficient number of trials were preserved for classifier training and testing. Button presses occurring within the last three frames of each block were discarded to allow a complete analysis of postbutton-press frames. In the Disc condition, subjects occasionally failed to provide a button response during the 2-s stimulus presentation period. In these situations, it was not clear what the perceptual state would have been. Also, if the indicated percepts were different between consecutive image presentations, the nature of the perceptual memory content during the intervening blank period could not be determined. Therefore, only blank periods between consecutive image presentations with the same button response, and their preceding frame containing image presentation, were analyzed.
For the group analysis, each subject's accuracy map was first smoothed with a Gaussian kernel (FWHM = 5 mm). A onesample t test was then performed against chance level (accuracy = 0.5) for every voxel to create a probability map. To correct for multiple comparisons, we followed the cluster-wise correction procedure used in Johnson et al. (5) and applied a threshold of P < 0.01 and cluster size >30 voxels, which yielded clusters that survived P < 0.05.
Control for Hemodynamic Delay. Due to the effect of hemodynamic delay, it is important to ensure that the BOLD activity we decoded is related to the percept indicated by the button press at frame 0 and not the preceding percept. This issue is especially important in the context of MVPA. Because there are only two responses used for decoding (i.e., "labels") and the previous button press is always the opposite of the current button press, a classifier that is based on BOLD activity related to the previous button press can perfectly decode the current button press, simply by adding a negative sign to all of the classifier weights (compared with decoding the previous button press). Because the training and testing data sets are subject to the same hemodynamic delay, this problem cannot be solved by MVPA applied to Amb-condition data alone. In other words, if the classifier is relying on BOLD activity corresponding to the previous button press, it can decode the current button press just as well as the previous button press, by switching the sign of classifier weights.
To address this issue, and to confirm that the BOLD activity we decoded corresponded to the current button press, a control analysis was conducted. First, a two-sample t test was performed on the peak BOLD responses to the presentations of unambiguous images (averaged across frames 4 and 5) between percepts from the same bistable image (e.g., face vs. vase) in a voxel-wise manner. Voxels were considered "preferring voxels" if the t test was significant (P < 0.05). These voxels were then separated into respective percept-selectivity based on the sign of the t test (e.g., face-preferring voxels and vase-preferring voxels).
Second, for each subject, we defined a set of masks as the conjunction of voxels selected using the following criteria: (i) belonging to one of the four groups of preferring voxels as defined above; (ii) having an accuracy greater than 0.7 for the individual subject Amb condition searchlight result for a specific frame (one mask for each of frames −1 through 3); (iii) confined within a gray-matter mask defined on the atlas image; and (iv) having less than 0.1% change BOLD variance across the Amb runs, to remove voxels contaminated by noise. This process yielded a total of 20 masks per subject: 4 preferring-voxel groups (criterion i) multiplied by 5 frames (criterion ii). The numbers of voxels included in each mask are listed in Table S2 .
Last, for each mask defined above, the BOLD signal from the Amb condition was extracted from three frames before to five frames after each button press and then averaged across button presses indicating the same percept. BOLD activity accompanying preferred button presses (e.g., face-indicating button press for face-preferring voxels) and nonpreferred button presses (e.g., vase-indicating button press for face-preferring voxels) were then separately averaged across the four preferring-voxel groups (corresponding to face, vase, and two percepts of Necker cube, respectively) and across subjects. A paired t test was used to compare the BOLD signal time courses at each time point around preferred vs. nonpreferred button presses across subjects.
The results of this analysis (Fig. 2, right column) suggest that, at each frame around the button presses in the Amb condition, for the voxels that significantly decoded between the two percepts, their activity was higher if the button press at frame 0 corresponded to their "preferred percept" as determined by the UnAmb data. For example, a face-preferring voxel has higher activity if the button press at frame 0 indicated the switching from "vase" percept to "face" percept. Importantly, this result holds for voxels from all frames decoded by MVPA (frame −1 to 3; Fig. 2) . These results convincingly demonstrate that the BOLD activity we decoded is related to the current button press, and that, 2 s before the button press, activity patterns in higher-order brain areas could already predict the upcoming percept.
UnAmb-Amb Cross-Decoding. To investigate whether the fine-grained representation within a region is similar between the UnAmb and Amb conditions, we performed cross-decoding using searchlight MVPA as described above. For each subject, the classifier was trained on all valid trials of the UnAmb condition, with frames 4∼6 of each trial averaged together. The classifier was then tested on all valid trials of the Amb condition. The valid trials used in the UnAmb and Amb conditions were the same set of trials used for MVPA analyses described above. The accuracy maps from each subject were then entered into group analysis and corrected for multiple comparisons as described above.
Summary of MVPA Results Using Cortical Parcellation. To summarize the MVPA results across the three conditions, we first partitioned the cerebral cortex into six disjoint cortical regions. Five of these regions were defined following methods outlined in Zhang et al. (6) , and covered respectively: (i) prefrontal cortex; (ii) premotor and motor cortex; (iii) somatosensory cortex; (iv) parietal and occipital cortex; and (v) temporal cortex. In addition, an insular region covering the bilateral insular cortex was hand segmented based on our atlas image using Analyze (AnalyzeDirect, Inc.). The six cortical regions are shown in Fig. S5A . Next, for each condition, we obtained the number of voxels within each of the above six cortical regions that were significant for MVPA decoding (P < 0.05, group analysis, corrected for multiple comparisons). The results were averaged over the two ambiguous images, and reported in Fig. S5B .
Construction of Regions of Interest. To obtain Regions of Interest (ROIs), the searchlight group analysis results were first thresholded at a P < 0.01 (uncorrected) level and converted to log 10 P values. Then, results from the UnAmb condition, Amb condition (frames 0 through 3), and Disc condition (frame 3) were combined additively. The resulted image was blurred with a 5-mm-radius sphere kernel and subjected to an automatic peak search. Only clusters with a peak value above 3 and cluster size >30 voxels were considered. Peaks closer than 30 mm were consolidated by algebraically averaging their coordinates. Voxels from the above image that resided within a sphere of 15-mm radius around each peak were defined as an ROI. This procedure resulted in 24 ROIs for the Rubin face-vase stimulus and 21 ROIs for the Necker cube stimulus.
Plotting of searchlight results and ROIs on the cortical surface was done in Caret, using the Humans PALS-B12 atlas (http:// brainvis.wustl.edu/wiki/index.php/Caret:About).
Granger Causality Methods. Granger causality (GC) analysis was performed to assess linear directed influences between ROIs. According to the GC model, time series X 1 Granger-causes X 2 if knowing the past of X 1 helps to predict the future of X 2 better than using the past of X 2 alone. In this example, X 1 is the "Source" and X 2 is the "Sink." Because our ROIs were identified by searchlight MVPA, the fine spatial patterns within a given ROI were informative. Thus, we could not average across an ROI. Instead, GC analysis was carried out on every voxel pair for a given ROI pair, following the method used in ref. 7.
GC analysis was performed using the Granger Causal Connectivity Analysis toolbox (8) . Bivariate trial-based GC analysis was used, with each trial spanning the duration of image presentation for the UnAmb (16-s) and Amb (60-s) conditions and the nine repetitions of image and blank presentations for the Disc condition (72-s). Preprocessing steps included linear detrending and temporal-and ensemble-mean removal. We confirmed that our data were covariance stationary by the augmented Dickey-Fuller test (8) . Using Bayesian Information Criterion, a model order of 2 was chosen. Model validity was confirmed by Durbin-Watson residual whiteness test and the statistical percent consistency test (8) .
GC Analysis. The percentage of significant (P < 0.05) voxel pairs from the GC analysis was determined for every ROI pair in both directions (pooled across subjects), for the three experimental conditions and two stimuli separately. In the UnAmb condition, the two modified images of Necker cube were analyzed together, as were the two modified images of Rubin face-vase. McNemar analyses were carried out for each ROI pair in each direction to compare GC strengths between experimental conditions. The McNemar test determines whether one of the two conditions has a significantly higher percentage of significant voxel pairs. McNemar test results were considered significant after correction for multiple comparisons using the false-discovery rate method (9) .
To compare GC patterns during perceptual switching and perceptual maintenance in the Amb condition, trials of threeframe length were identified. For perceptual switching, the trials included all instances in which the center frame was a valid button press, and the frames before and after did not include a button press. For perceptual maintenance, periods of three-frame length demonstrating perceptual maintenance (i.e., without a button press) were included. The maintenance trials were allowed to overlap. Preprocessing steps included temporal-and ensemblemean removal. Then, voxel-wise GC analysis was performed similarly as above using the same set of ROIs. Given the short duration of each trial, the model order was set to 1, and model validity was confirmed by the Durbin-Watson residual whiteness test and the statistical percent consistency test. The percentage of significant voxel pairs was compared between posterior→anterior (i.e., the more posterior ROI is the source) ROI pairs and ante-rior→posterior ROI pairs using the Wilcoxon signed-rank test.
Graph-Theoretic Analysis. The raw results from voxel-wise GC analyses are described in a 24 × 24 connectivity matrix for Rubin face-vase stimulus and a 21 × 21 connectivity matrix for Necker cube stimulus, with each element corresponding to the percentage of significant voxel pairs from the source ROI to the sink ROI ( Fig. 4B and Fig. S8 ). Note that, because GC assesses directed influences, the connectivity matrix is asymmetrical. This matrix was thresholded at 50% and turned into a binary matrix. Then, for each ROI, the following metrics were determined (8, 10) : (i) out-degree: the number of connections from a given ROI to any other ROI in the network; (ii) in-degree: the number of connections to a given ROI from any other ROI in the network; and (iii) out-in degree: the difference between out-degree and in-degree as a measure of the net causal outflow from an ROI.
A two-factor ANOVA (factors: ROI and task condition) was conducted for each of the above metrics. To evaluate the robustness of the results to the arbitrarily chosen threshold, we repeated the analysis using thresholds of 40% and 60%.
A weighted analysis was also carried out, in which each connection surviving the threshold of 50% was weighted by the percentage of significant voxels. Thus, instead of being turned into a binary matrix, the full range of values above the threshold was used.
All analyses, unless otherwise noted, were conducted using custom-written codes in C++, MATLAB, and Python. . For each searchlight MVPA analysis (UnAmb, the five frames in the Amb condition, and the four frames in the Disc condition), the accuracy map was averaged across subjects. The peak voxel with the highest accuracy value was obtained and plotted on the brain surface using a 6-mm-radius sphere centered on that voxel (Lower). The bar graph shows the mean and SEM of this voxel's decoding accuracy across subjects. We note that, if the peak voxels were defined for each individual subject, the decoding accuracy would be much higher. Fig. S3 . UnAmb-Amb cross-decoding results for both ambiguous images. Searchlight MVPA classifier was trained on UnAmb data (frames 4∼6 of each trial were averaged together), and tested on frames −1 to 3 surrounding the button press (contained in frame 0) in the Amb condition. Group analysis results were corrected for multiple comparisons and thresholded at P < 0.05. Fig. S4 . Searchlight MVPA results for both ambiguous images in the Disc condition. Different frames were decoded separately. Group analysis results were corrected for multiple comparisons and thresholded at P < 0.05. S6 . Out-degree and in-degree for each ROI in each condition, from the unweighted analysis using a threshold of 50% (as in Fig. 5 ). Format is the same as in Fig. 5 . Fig. S7 . Format is the same as in Fig. 5 and Fig. S6 . Results from weighted analysis (threshold 50%). Values are mean ± SEM across subjects. For details see SI Methods, Control for Hemodynamic Delay.
