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Abstract--We present a simple, novel and efficient algorithm for the determination of a longest increasing 
subsequence in a given sequence of,, numbers. Our algorithm performs in O(,~ log r) time in the worst 
case, where r is the size of the output, i.e. r is the length of the longest increasing subsequence (s). The 
algorithm ismotivated by the idea of a Young tableau that is associated with a given sequence. 
1. INTRODUCTION 
Consider a sequence a = (az, a2. . .  a,) of n (not necessarily distinct) numbers. An increasing 
(or rather, non-decreasing) subsequence (ai: ai2 . . . .  ai,) of a satisfies a~ ~< a~2.-. ~< a~,, where 
i~ < i:--. < i,. The integer , 1 ~< r ~< n is the length of the increasing subsequence. We are interested 
in finding an efficient algorithm for the determination of a longest increasing subsequence of ~. 
Example 1 
The permutation e = (1, 2, 4, 6, 9, 5, 3, 8, 7) has five longest increasing subsequences 
(1,2,4,5,7),  (1,2,4, 5,8), (1,2,4,6,9),  (1,2,4,6,8)  and (1,2,4,6,7).  
The sorting-type problem of efficiently determining a longest increasing subsequence of a given 
sequence is related to an interesting [1] class of geometric maxdominance problems currently being 
investigated. The problem of determining the longest increasing subsequence was previously 
addressed in Refs [2, 3] where a dynamic programming type algorithm that, in the worst case, runs 
in O(n log n) time, is discussed. 
In the present paper we present a new and simple algorithm for the calculation of a longest 
increasing subsequence. Our approach in Sections 2 and 3 is inspired by the idea of a Young 
tableau A that is associated with a given sequence ,z. The notion of a Young tableau is elucidated 
in Ref. [4]. We employ some of the properties of A and also some of the steps in the construction 
of A to synthesize a simple, novel and at the same time efficient algorithm to determine the length 
r of the longest increasing subsequence (s) of ,z, and in Section 4 it is shown how to extract a longest 
increasing subsequence of e. 
We show in Section 3 that the worst case complexity of this algorithm is O(n log r), where we 
note that r ~< n is the size of the output. 
2. ALGORITHM 
The algorithm developed here is based on the construction of the Young tableau for a 
permutation and it works as follows: 
Algorithm UPSEQ 
Input. The sequence: ,z = at, a: . . . . .  a,. The sequence #and the stack B1, ~ and B~ are initially 
empty. 
Output. The stacks B~ . . . . .  Br, where r is the length of the longest increasing subsequence of ,z. 
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Performance. 
1. i..=1. Place a~ on the top of the stack B~ and also let a~ be the first element of d. 
2. i,=i + 1. 
Comment• At this stage there exist non-empty stacks B~ . . . . .  B,, and the 
sequence d consists of r elements ,~i, . . . . .  ei, which occupy the top positions in 
the stacks B, . . . ,  B,, respectively. 
(i) If ai >1 a~, then r,=r + 1, a~r,=a ~ and with the element a~, create a new stack 
B,; 
(ii) otherwise find smallest j such that ai < ar, replace ai: with a~ in d, and place 
a~ at the top of the stack Bj. 
If i < ~, go to (2); otherwise STOP. 
2 
consider a sequence 
a = (11, 2, 10, 17,20,9, 15,7,22, 14,4,8, 16, 12,6,21, 1, 19, 18, 13,3, 5) 
(i) Before the element "22" arrives, d and Bi are as follows: 
=2,  7, 15,20 and the stacks B~ B2 B3 B4 
2 7 15 20 
11 9 17 
10 
The element 22 brings about the creation of a new stack B5 = {22}, and it is added 
to d (d,=2, 7, 15, 20, 22). 
(ii) Before the element 6 arrives, d and B are as follows: 
. 
Example 
Let us 
=2,  4, 8, 12, 22 and B! B 2 B 3 B 4 B 5 
2 4 8 12 22 
11 7 14 16 
9 15 20 
10 17 
The element "6" replaces "8" in d (& 2, 4, 6, 12, 22) and is pushed onto the top 
of the stack B 3, so B3.'={6, 8, 14, 15, 17}. 
3. THE CORRECTNESS AND COMPUTATIONAL COMPLEXITY  
OF THE ALGORITHM 
First, let us make a few observations. From the construction and maintenance of d and Bt 
it immediately follows that 
(1) 
(2) 
(3) 
(4) 
(5) 
• . . sk ,  
The sequence ~ is non-decreasing. [] 
The stacks Bj are strictly monotonic (they decrease as we move from the bottom 
of the stack to the top). [] 
If the element a is higher than a' in the stack Bj, then a' is the "ancestor" of 
a inu .  [] 
The stacks form a partition of the set ~. [] 
For each element a in the stack Bj+~ there exists an element a'  in B: such that 
a'  < a and a', a is a non-decreasing subsequence of g. 
Proof  The element a'  is the immediate predecessor f a in the sequence d at the moment when 
a arrives at d, satisfying the conditions of part (5)• [] 
As an immediate corollary of condition (5) one obtains 
(6) If r is the number of stacks in the output of the algorithm, then there is an 
increasing subsequence of ~ consisting of r elements. [] 
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To show the correctness of the algorithm, it remains to prove that: 
(7) There does not exist an increasing subsequence of length > r. 
Proof. Suppose the contrary, that is suppose that such a subsequence exists. Then, by the pigeon 
hole principle, two of its elements must be members of the same stack. By conditions (2) and (3), 
the bigger element appears earlier in the sequence 6, as well as in any subsequence ontaining these 
two elements. Consequently, such a subsequence is not non-decreasing. [] 
Combining conditions (6) and (7), we thus obtain 
(8) Theorem 
The algorithm UPSEQ 1 produces a number r, which is the length of the 
longest increasing subsequence of a given sequence. [] 
The claimed computational complexity O(n log r) of the algorithm follows from the fact that 
step 2 is executed n times and the insertion procedure (2.ii) requires O(log r) time. 
4. RETRIEVAL  OF A LONGEST INCREASING SUBSEQUENCE 
It is possible to modify the algorithm slightly so that it is easy to retrieve an increasing 
subsequence. To do this, one can make a small alteration to procedures [2(i)] and [2(ii)] of the 
algorithm by adding: 
i f j />  2, then memorize the pair (ai, aij_m). 
This additional procedure does not affect the complexity of the algorithm. 
The second element in the pair (a~,a~j_j) plays the role of a pointer to the element hat 
precedes the first one in a non-decreasing sequence [compare conditions (1) and (5)]. To recover 
a maximum length increasing subsequence, one can take any element in the stack B, and go down 
through the pointers associated with the consecutive lements until the element from the first 
stack is reached. It is easy to see that this procedure works in O(r) time (for the retrieval of one 
subsequence). 
With additional computational effort [of O(log ~) time], one can provide all elements with 
pointers to all their possible predecessors in maximum length upsequences, but the time needed 
to recover all maximum length upsequences, depends on the size of the output, which is 
non-polynomial in the worst case. 
By proposition (2), the elements of each stack form a decreasing subsequence of 6. Let s be length 
of a maximum length decreasing subsequence. The stacks B~ can serve as parts of consecutive 
columns in an r x s matrix and, by proposition (4), r • s i> ~. 
Hence we have a new proof of a theorem (in Ref. [2]), which states that: 
(9) There exists in a sequence of length . a monotonic subsequence longer than x/~. 
[] 
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