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ABSTRAK
Yuanita Kusuma Wardani. 2015. ESTIMASI PARAMETER MODEL
REGRESI PROBIT SPASIAL MENGGUNAKAN SOFTWARE R DENGAN
ALGORITME GIBBS SAMPLING . Fakultas Matematika dan Ilmu Pengeta-
huan Alam. Universitas Sebelas Maret.
Regresi probit adalah regresi dengan variabel dependen bersifat kategorik
dengan bentuk dikotomi atau biner. Nilai dari variabel dependen pada regresi
probit menyatakan probabilitas suatu kejadian. Pada beberapa kasus sering di-
jumpai penerapan regresi probit dengan memperhatikan pengaruh wilayah (spa-
sial). Kecenderungan adanya ketergantungan antar daerah yang berdekatan pada
data spasial dikenal dengan nama autokorelasi spasial. Akibat adanya autokore-
lasi spasial, estimasi parameter dengan ordinary least square (OLS) tidak dapat
digunakan sehingga digunakan pendekatan bayesian dengan algoritme Gibbs sam-
pling. Algoritme Gibbs sampling merupakan urutan langkah dalam melakukan
sampling dengan MCMC. Sampling data secara random menggunakan distribusi
tertentu dari distribusi bersyaratnya.
Penelitian ini bertujuan untuk menentukan nilai estimasi parameter regresi
probit spasial dengan algoritme Gibbs sampling menggunakan software R. Hasil
dari penelitian ini yaitu parameter model regresi probit spasial dengan algoritme
Gibbs sampling menggunakan software R untuk βˆ sebagai parameter dari vari-
abel independen dan ρˆ merupakan koefisien autoregressive spasial lag. Dengan
data hasil pembangkitan dari penetapan nilai awal n = 400, m = 10, dan k = 6
serta β = (0, 1,−1), dan ρ = 0.7 diperoleh nilai βˆ = (0.01205, 0.98709,−0.9675)
dan ρˆ = 0.68523.
Kata Kunci : Estimasi parameter, regresi probit spasial, algoritme Gibbs sam-
pling.
iii
ABSTRACT
Yuanita KusumaWardani. 2015. PARAMETER ESTIMATION OF SPATIAL
PROBITMODEL USING R SOFTWARE BYGIBBS SAMPLING ALGORITHM.
Faculty of Mathematics and Natural Sciences. Sebelas Maret University.
A probit model is regression model with a categorical dependent variable.
The values of the dependent variable on probit model represent the probability
of an event. An application of probit model is often found when the region in-
fluence (spatial) is considered. There is a propencity among the dependence of
regions on spatial data, its known as spatial autocorrelation. A spatial autocor-
relation conduce parameter estimation by an ordinary least square (OLS)is not
appropiate, therefore Bayesian method with Gibbs sampling algorithm is used for
probit spatial regression model. The Gibbs sampling algorithm is a technique for
data generating or data sampling with MCMC. Sampling data use a particular
distibution of the unconditional distribution.
The purpose of this research is to determine spatial probit model parameters
and estimate by Gibbs sampling algorithm that applied to R software. The result
of this research is parameter of spatial probit model which‘s determined by Gibbs
sampling algorithm that applied to R software for βˆ as parameter of dependent
variable, ρˆ as coefficient of autoregressive spatial lag. Using data generating from
the set initial values n = 400, m = 10, k = 6, β = (0, 1,−1), and ρ = 0.7 are
obtained the value of βˆ = (0.01205, 0.98709,−0.9675) and ρˆ = 0.68523.
Keywords : Parameter estimation, probit spatial regression, Gibbs sampling
algorithm.
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