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Abstract. In the fields of clinical trials, biomedical surveys, marketing, banking, with di-
chotomous response variable, the logistic regression is considered as an alternative convenient
approach to linear regression. In this paper, we develop a novel bootstrap technique based
on perturbation resampling method for approximating the distribution of the maximum
likelihood estimator (MLE) of the regression parameter vector. We establish second order
correctness of the proposed bootstrap method after proper studentization and smoothing. It
is shown that inferences drawn based on the proposed bootstrap method are more accurate
compared to that based on asymptotic normality. The main challenge in establishing second
order correctness remains in the fact that the response variable being binary, the resulting
MLE has a lattice structure. We show the direct bootstrapping approach fails even after
studentization. We adopt smoothing technique developed in Lahiri (1993) to ensure that
the smoothed studentized version of the MLE has a density. Similar smoothing strategy is
employed to the bootstrap version also to achieve second order correct approximation.
Keywords: Logistic Regression, MLE, SOC, Lattice, Smoothing, Perturbation Bootstrap
1 Introduction
Logistic regression is one of the most widely used regression techniques when the response variable
is binary. Use of the logistic or the ‘logit’ function as a statistical tool dates back to Berkson
(1944) and later it was popularized in the field of regression by D. R. Cox in his seminal paper Cox
(1958). Suppose y denotes binary response variable which can take values 0 or 1 and the value of
y depends on the p independent variables x = (x1, . . . , xp)
′. Instead of capturing this dependence
by modelling y directly, in logistic regression, log-odds corresponding to the success of y, denoted
by p(x) = P (y = 1), is modeled as a linear function of x1, . . . , xp. The odds ratio for the event
{Y = 1} is given by odd(x) = p(x)
1− p(x) . The logistic regression model is given by
logit(p(x)) = log
[
p(x)
1− p(x)
]
= x′β, (1.1)
where β = (β1, . . . , βp) is the p-dimensional vector of regression parameters. It is routine to consider
the maximum likelihood estimator (MLE) of β for the purpose of inference. In this paper we also
stick to the MLE of β. For a sample {(xi, yi)}ni=1, the likelihood is given by
L(β|y1, . . . , yn,x1, . . . ,xn) =
n∏
i=1
p(xi)
yi(1− p(xi))1−yi ,
where p(β|xi) = e
x′iβ
1 + ex
′
iβ
, as implied from the model (1.1). The MLE βˆn of β is defined as the
maximizer of L(β|y1, . . . , yn,x1, . . . ,xn), which is obtained by solving
n∑
i=1
(yi − p(β|xi))xi = 0, (1.2)
since the second derivative of the left hand side (LHS) of (1.2) with respect to β is negative definite.
We assume that the design vectors x1, . . . ,xn are fixed. In order to perform statistical inference, it
is of interest to approximate the distribution of βˆn. Since βˆn is the MLE, under certain regularity
conditions it follows normal distribution asymptotically. This asymptotic distribution can be used
for inferences regarding the regression parameter β. In literature, asymptotic normality and other
large sample properties of βˆn have been studied extensively (cf. Haberman (1974), McFadden
(1974), Amemiya (1976), Gourieroux and Monfort (1981), Fahrmeir and Kaufmann (1985)). For
the sake of completeness, we state the rate of convergence of βˆn to normality. See section 3 for
details.
Bootstrap inference is an alternative to the asymptotic inference for underlying parameter of
interest. Sometime the bootstrap inference is more accurate as is the case in linear regression.
Hence it is also important to explore different bootstrap methods in logistic regression for the
purpose of inference. Freedman (1981) proposed the residual bootstrap or the paired bootstrap
depending on whether the covariates are non-random or random in linear regression. Some other
bootstrap methods in linear regression are the wild bootstrap, the generalized bootstrap and the
perturbation bootstrap. For the understanding of these bootstrap methods and their higher order
properties see for example Liu (1988), Lahiri (1992), Mammen (1993), Chatterjee and Bose (2005),
Das and Lahiri (2019) and references therein. Using similar mechanism of the residual and the
paired bootstrap, Moulton and Zeger (1989, 1991) developed the standardized Pearson residual
resampling and the observation vector resampling in generalized linear models (GLM). Lee (1990)
considered the logistic regression model and showed that the conditional distribution of these
resample based bootstrap estimators for the given data are close to the distribution of the original
estimator in almost sure sense. Claeskens et al. (2003) developed two bootstrap methods for logistic
regression in univariate case. The first method is ‘linear one-step bootstrap’ which was developed
following the linearization principle proposed in Davison et al. (1986). The second approach known
as ‘quadratic one-step bootstrap’ was constructed based on the quadratic approximation of the
estimators discussed in Ghosh (1994). Claeskens et al. (2003) established the validity of these two
bootstrap methods for approximating the underlying distribution in almost sure sense. Claeskens
et al. (2003) also developed a finite sample bias correction of logistic regression estimator using
their quadratic one-step bootstrap method and validated its effectiveness using simulations.
Despite the development of the above-mentioned bootstrap methods, to the best of our knowl-
edge, the error rate of the approximations has not been studied. However, it is essential to study the
error rate of the bootstrap methods to have an understanding about the sample size requirement
for practical implementations. In case of linear regression, the bootstrap methods generally achieve
second order correctness (SOC), i.e. having the error rate o(n−1/2) uniformly over a class of sets.
SOC is important to draw more accurate inference results compared to that based on asymptotic
normal distribution. For elaborate description on the results on SOC of residual, generalized and
perturbation bootstrap methods in linear regression one can look into Lahiri (1992), Barbe and
Bertail (2012) and Das and Lahiri (2019) and references their in. In the same spirit, it is expected
for any bootstrap method to achieve SOC in logistic regression as well. However SOC is explored
for none of the bootstrap methods that are available in the literature for logistic regression. In
this paper, we develop a perturbation bootstrap method in logistic regression. We show that the
perturbation bootstrap attains SOC in approximating the distribution of βˆn. SOC implies that
the inference based on our proposed bootstrap method is much more accurate than that based on
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asymptotic normality. Here the main ingredients are the appropriately chosen perturbation fac-
tors. Then we need to change (1.2) based on these perturbation factors and define the bootstrap
estimator as the solution of the changed equation. See section 2 for details on the construction of
the bootstrap version of the logistic regression estimator.
To establish SOC, we start with a studentization of
√
n(βˆn−β) and its perturbation bootstrap
version. We show that SOC cannot in general be achieved only by studentization, unlike in the
case of multiple linear regression. This is due to the lattice nature of the distribution of the logistic
regression estimator βˆn. The lattice nature is the result of the binary nature of the responses
y1, . . . , yn. SOC is generally established by comparing the Edgeworth expansions in original and
bootstrap case. However the usual Edgeworth expansion does not exist when the underlying setup
is lattice. Correction terms are required to take care the lattice nature. For example one can
look into Theorem 20.8 and corollary 23.2 in BR(86) and compare them. These correction terms
in general can not be approximated with an error of o(n−1/2), which makes SOC unachievable
even with studentization. As a remedy we adopt the novel smoothing technique developed in
Lahiri (1993). First, this smoothing technique is applied to transform the lattice nature of the
distribution of the studentized version into absolute continuity. Then we show that the smoothed
studentized version has edgeworth expansion without any correction term. Further we use the
same smoothing technique for the bootstrap version also and we establish SOC by comparing the
edgeworth expansions in the original and the bootstrap case. In this regard, one of the important
results that we establish is the edgeworth expansion of a smoothed version of a sequence of sample
means of independent (not necessarily identically distributed) random vectors (cf. Lemma 3).
Lemma 3 may be of some independent interest. Moreover, an interesting property of the smoothing
is that it has negligible effect on the asymptotic variance of βˆn and hence it is not required to
incorporate the effect of the smoothing in the form of the studentization. To compare the error
in bootstrap approximation with that of normal approximation, we also establish the rate of
convergence of the studentized βˆn to normality.
The rest of the paper is organized as follows. The perturbation bootstrap version of the logistic
regression estimator is described in Section 2. Main results are stated in Section 3. Proofs are
presented in Section 4.
2 Description of the Perturbation Bootstrap
Let G∗1, . . . , G
∗
n be n independent copies of a non-negative and non-degenerate random variable
G∗ having mean µG∗ , V ar(G∗) = µ2G∗ and E(G
∗ − µG∗)3 = µ3G∗ . These quantities serve as
perturbation quantities in the construction of the perturbation bootstrap version of the logistic
regression estimator. We define the bootstrap version as the minimizer of a carefully constructed
objective function which involves the observed values y1, . . . , yn as well as the estimated probability
of successes pˆ(xi) =
ex
′
iβˆn
1 + ex
′
iβˆn
, i = 1, . . . , n. Formally, the perturbation bootstrapped logistic
regression estimator βˆ∗n is defined as
βˆ∗n = argmax
t
[
n∑
i=1
{
(yi − pˆ(xi))x′it
}
(G∗i − µG∗) + µG∗
n∑
i=1
{
pˆ(xi)(x
′
it)− log(1 + ex
′
it)
}]
.
In other words, βˆ∗n is the solution of the equation
n∑
i=1
(
yi − pˆ(xi)
)
xi(G
∗
i − µG∗)µ∗−1G +
n∑
i=1
(
pˆ(xi)− p(t|xi)
)
xi = 0, (2.1)
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since the derivative of the LHS of (2.1) with respect to t is negative definite. If bootstrap equation
(2.1) is compared to the original equation (1.2), it is easy to note that the second part of the LHS
of (2.1) is the estimated version of the LHS of (1.2). Obviously the bootstrap randomness is coming
from the first part. The first part is also the main contributing term in the asymptotic expansion
of the studentized version of βˆ∗n. One immediate choice of the distribution of G
∗ is Beta(1/2, 3/2).
Other choices can be found in Liu (1988), Mammen (1993) and Das et al. (2019). The moment
characteristics of G∗ are assumed to be true for the rest of this paper. Any additional assumption
on G∗ will be stated in respective theorems.
3 Main Results
This section is divided into two sub-sections. We begin with a Berry-Esseen type theorem for a
studentized version of the logistic regression estimator βˆn. Theorem 1 is pointing out the error rate
of the normal approximation which is generally used for inference in logistic regression. In the next
sub-section, we start with exploring the effectiveness of bootstrap in approximating the distribution
of the studentized version. Theorem 2 shows that we can not in general achieve SOC solely by
studentization even when p = 1. As a remedy, we introduce a smoothing in the studentization and
show that bootstrap achieves SOC.
For any natural number m, the class of sets Am is the collection of Borel subsets of Rm
satisfying
sup
B∈Am
Φ((δB)ǫ) = O(ǫ) as ǫ ↓ 0.
Here Φ denotes the normal distribution with mean 0 and dispersion matrix being the identity
matrix. We are going to use the classAp for the uniform asymptotic results on normal and bootstrap
approximations. P∗ denotes the conditional bootstrap probability of G∗ given data {y1, . . . , yn}.
3.1 Rate of Normal Approximation
In this sub-section we are going to explore the rate of normal approximation of suitable studen-
tized version of the logistic regression estimator βˆn, uniformly over the class of sets Cp. From
the definition (1.2) of βˆn, we have that
∑n
i=1(yi − pˆ(xi))xi = 0. Now using Taylor’s expansion
of
√
n
(
βˆn − β
)
, it is easy to see that the asymptotic variance of
√
n
(
βˆn − β
)
is L−1n where
Ln = n
−1∑n
i=1 xix
′
ie
x′iβ(1 + ex
′
iβ)−2. An estimator of Ln can be obtained by replacing β by βˆn
in the form of Ln. Hence we can define the studentized version of βˆn as
H˜n =
√
nLˆ1/2n
(
βˆn − β
)
,
where Lˆn = n
−1∑n
i=1 xix
′
ie
x′iβˆn
(
1 + ex
′
iβˆn
)−2
. Other studentized versions can be constructed by
considering other estimators of Ln. For details of the construction of different studentized versions,
one can look into Lahiri (1994). The result on normal approximation will hold for other studentized
versions also as long as it involves the estimator of Ln which is
√
n−consistent.
Berry-Esseen theorem states that the error in normal approximation for the distribution of
the mean of a sequence of independent random variables is O(n−1/2), provided the average third
absolute moment is bounded [cf. Theorem 12.4 in BR(86)]. Here we will see that there is an extra
“logn” term in the error rate of the normal approximation. This is essentially due to the error
incurred in Taylor’s approximation of
√
n(βˆn − β). This error can not in general be corrected
by higher order approximations, like Edgeworth expansions, since the underlying setup in logistic
regression has lattice nature. One important tool in deriving the error rate in normal approximation
and later for deriving the higher order result for the bootstrap is to find the rate of convergence
of βˆn to β. To this end, we are now ready to state our first theorem.
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Theorem 1 Suppose n−1
∑n
i=1 ‖xi‖3 = O(1) and Ln → L as n → ∞ where L is a pd matrix.
Then
(a) there exists a positive constant C0 such that when n > C0 we have
P
(
βˆn solves (1.2) and ‖βˆn − β‖ ≤ C0n−1/2(logn)1/2
)
= 1− o(n−1/2).
(b) we have
sup
B∈Ap
∣∣P(H˜n ∈ B)−Φ(B)∣∣ = O(n−1/2 logn).
3.2 Rate of Bootstrap Approximation
We need to define the suitable studentized versions in both original and bootstrap setting be-
fore exploring the rate of convergence of bootstrap. Similar to original case, we have to find the
asymptotic variance of the bootstrapped logistic regression estimator βˆ∗n to define the studentized
version in the bootstrap setting. Using Taylor’s expansion, from (2.1) it is easy to see that the
asymptotic variance of
√
n
(
βˆ∗n− βˆn
)
is Lˆ−1n MˆnLˆ
−1
n where Lˆn = n
−1∑n
i=1 xix
′
ie
x′iβˆn(1+ex
′
iβˆn)−2
and Mˆn = n
−1∑n
i=1
(
yi− pˆ(xi)
)2
xix
′
i. Therefore the studentized version in bootstrap setting can
be defined as
H∗n =
√
nMˆ∗−1/2n L
∗
n
(
βˆ∗n − βˆn
)
,
where L∗n = n
−1∑n
i=1 xix
′
ie
x′iβˆ
∗
n
(
1 + ex
′
iβˆ
∗
n
)−2
and Mˆ∗n = n
−1∑n
i=1
(
yi − pˆ(xi)
)2
xix
′
iµ
−2
G∗(G
∗
i −
µG∗)
2. Analogously, we define the original studentized version as
Hn =
√
nMˆ−1/2n Lˆn
(
βˆn − β
)
,
which will be used for investigating SOC of bootstrap for rest of this section. In the next theorem
we show that H∗n fails to be SOC in approximating the distribution of Hn even when p = 1.
Theorem 2 Suppose p = 1 and denote the only covariate by x in the model (1.1). Let x1, . . . , xn
be the observed values of x and β be the true value of the regression parameter. Define, µn =
n−1
∑n
i=1 xip(β|xi). Assume the following conditions hold:
(C.1) x1, . . . , xn are non random and are all integers.
(C.2) xi1 , . . . , xim = 1 where {i1, . . . , im} ⊆ {1, . . . , n} with m ≥ (logn)2.
(C.3) max{|xi| : i = 1, . . . , n} = O(1) and lim infn→∞
[
n−1
∑n
i=1 |xi|6
]
> 0.
(C.4)
√
n|µn| < M1 for n ≥M1 where M1 is a positive constant.
(C.5) The distribution of G∗1 has an absolutely continuous component with respect to Lebesgue mea-
sure.
(C.6) EG∗4 <∞.
Then there exist an interval Bn and a positive constants M2 (does not depend on n) such that
lim sup
n→∞
P
(√
n
∣∣P∗(H∗n ∈ Bn)−P(Hn ∈ Bn)∣∣ ≥M2) = 1
Theorem 2 shows that the bootstrap can not in general achieve SOC even with studentization,
unlike the scenario in multiple linear regression. Now let us discuss the form of the set Bn. Bn is
of the form fn(En ×R) with En = (−∞, zn] and zn =
( 3
4n
− µn
)
. fn(·) is a continuous function
which is obtained from the Taylor expansion of Hn. Since En ×R is a convex subset of R2, it is
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also a connected set. Since fn(·) is a continuous function, Bn is a connected subset of R and hence
is an interval.
We are now going to define the smoothed versions of Hn and H
∗
n which will result in achieving
SOC by the bootstrap for general p. Note that the primary reason behind bootstrap’s failure is the
lattice nature of the distribution of
√
n(βˆn−β). Hence if we can somehow smooth the distribution√
n(βˆn − β), or more generally the distribution of Hn, so that the smoothed version has density
with respect to Lebesgue measure then bootstrap may be shown to achieve SOC by employing
theory of Edgeworth expansions. To that end, suppose Z is a p−dimensional standard normal
random vector, independent of y1, . . . , yn. Define the smoothed version of Hn as
Hˇn = Hn + Mˆ
−1/2
n bnZ, (3.1)
where {bn}n≥1 is a suitable sequence such that it has negligible effect on the variance of√n(βˆn−β)
and hence on the studentization factor. See Theorem 3 for the conditions on {bn}n≥1. To define
the smoothed studentized version in bootstrap setting, consider another p−dimensional standard
normal vector by Z∗ which is independent of y1, . . . , yn, G∗1, . . . , G
∗
n and Z. Define the smoothed
version of H∗n as
Hˇ∗n = H
∗
n + Mˆ
∗−1/2
n bnZ
∗. (3.2)
The next theorem is the main theorem of this section. This shows that the smoothing does the
trick for bootstrap to achieve SOC. Thus the inference on β based on the bootstrap after smooth-
ing is much more accurate than the normal approximation. To state the main theorem, define
Wi =
(
Yix
′
i,
[
Y 2i −EY 2i
]
z′i
)′
where Yi = (yi− p(β|xi)) and zi = (x2i1, xi1xi2, . . . , xi1xip, x2i2, xi2xi3
, . . . , xi2xip, . . . , x
2
ip)
′ with xi = (xi1, . . . , xip)′, i ∈ {1, . . . , n}.
Theorem 3 Suppose n−1
∑n
i=1 ‖xi‖6 = O(1) and the matrix n−1
∑n
i=1 V ar(Wi) converges to
some positive definite matrix as n→∞. Also choose the sequence {bn}n≥1 such that bn = O(n−d)
and n−1/p1 logn = o(b2n) where d > 0 is a constant and p1 = max{p+ 1, 4}. Then
(a) there exists two positive constant C2 such that when n > C2 we have
P∗
(
βˆ
∗
n solves (2.1) and ‖βˆ
∗
n − βˆn‖ ≤ C2.n−1/2.(logn)1/2
)
= 1− op
(
n−1/2
)
.
(b) we have
sup
B∈Ap
∣∣P∗(Hˇ∗n ∈ B)−P(Hˇn ∈ B)∣∣ = op(n−1/2).
Remark 1. The class of sets Ap used to state the uniform asymptotic results is somewhat abstract.
There are two mains reasons behind considering this class. One is to obtain asymptotic normality or
to obtain valid Edgeworth expansions for the normalized part of the underlying pivot and the other
one is to bound the remainder term by required small magnitude with sufficiently large probability
(or bootstrap probability). A natural choice for A is the collection of all Borel measurable convex
subsets of Rp, due to Theorem 3.1 in BR(86).
Remark 2. The results on bootstrap approximation presented in Theorem 3, may be established
in almost sure sense also. In that case the only requirement is to have n−1
∑n
i=1 ‖xi‖12 = O(1),
since y1, . . . , yn can take either 0 or 1. Actually an almost sure version of part (a) of Theorem 3 is
necessary to establish Theorem 2. Note that the requirement for almost sure version is met under
the assumptions of Theorem 2.
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4 Proof of the Results
Before going to the proofs we are going to define few notations. Suppose, ΦV and φV respectively
denote the normal distribution and its density with mean 0 and covariance matrix V . We will write
ΦV = Φ and φV = φ when the dispersion matrix V is the identity matrix. C,C1, C2, · · · denote
generic constants that do not depend on the variables like n, x, and so on. ν1, ν2 denote vectors
in Rp, sometimes with some specific structures (as mentioned in the proofs). (e1, . . . , ep)
′ denote
the standard basis of Rp. For a non-negative integral vector α = (α1, α2, . . . , αl)′ and a function
f = (f1, f2, . . . , fl) : Rl → Rl, l ≥ 1, let |α| = α1+ . . .+αl, α! = α1! . . . αl!, fα = (fα11 ) . . . (fαll ),
Dαf1 = D
α1
1 · · ·Dαll f1, where Djf1 denotes the partial derivative of f1 with respect to the jth
component of α, 1 ≤ j ≤ l. We will write Dα = D if α has all the component equal to 1. For
t = (t1, t2, · · · tl)′ ∈ Rl and α as above, define tα = tα11 · · · tαll . For any two vectors α,β ∈ Rk,
α ≤ β means that each of the component of α is smaller than that of β. For a set A and real
constants a1, a2, a1A + a2 = {a1y + a2 : y ∈ A}, ∂A is the boundary of A and Aǫ denotes the
ǫ−neighbourhood of A for any ǫ > 0. N is the set of natural numbers. C(·), C1(·), . . . denote
generic constants which depend on only their arguments. Given two probability measures P1 and
P2 defined on the same space (Ω,F), P1 ∗ P2 defines the measure on (Ω,F) by convolution of P1
& P2 and ‖P1−P2‖ = |P1−P2|(Ω), |P1−P2| being the total variation of (P1−P2). For a function
g : Rk →Rm with g = (g1, . . . , gm)′,
Grad[g(x)] =
((∂gi(x)
∂xj
))
m×k
.
Before moving to the proofs of the theorems, we are going to state few essential Lemmas. Also
we are going to present the proof of Theorem 2 at last, since some proof steps of Theorem 3 will
be essential in proving Theorem 2. For Lemma 2 below, define ξ1,n,s(t) =
(
1 +
∑s−2
i=1 n
−r/2P˜r
(
it :
{χ¯ν,n}
))
exp
{
− t′Ent/2
}
where En = n
−1∑n
i=1 V ar(Yi) and χ¯ν,n is the average νth cumulant
of Y1, . . . , Yn. Define ρ¯l = n
−1∑n
i=1 E‖Yi‖l, the average lth absolute moment of {Y1, . . . , Yn}. The
polynomials P˜r
(
z : {χ¯ν,n}
)
are defined on the pages of 51− 53 of BR(86). Define the identity
ξ1,n,s(t)
( ∞∑
j=0
(−‖t‖2b2n)j/j!
)
= ξn,s(t) + o
(
n−(s−2)/2
)
,
uniformly in ‖t‖ < 1, where cn is defined in Lemma 2. ψn,s(·) is the Fourier inverse of ξn,s(·).
Lemma 1 Suppose Y1, . . . , Yn are zero mean independent r.v.s with E(|Yi|t) <∞ for i = 1, . . . , n
and Sn =
∑n
i=1 Yi. Let
∑n
i=1E(|Yi|t) = σt, c(1)t =
(
1 + 2t
)t
and c
(2)
t = 2(2 + t)
−1e−t. Then, for
any t ≥ 2 and x > 0,
P [|Sn| > x] ≤ c(1)t σtx−t + exp(−c(2)t x2/σ2)
Proof of Lemma 1. This inequality was proved in Fuk and Nagaev (1971).
Lemma 2 For any t > 0,
1−N(t)
n(t)
≤ 1
t
wher N(·) and n(·) respectively denote the cdf and pdf of
real valued standard normal rv.
Proof of Lemma 3: This inequality is proved in Birnbaum (1942).
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Lemma 3 Suppose Y1, . . . , Yn are mean zero independent random vectors in Rk with En = n−1∑n
i=1 V ar(Yi) converging to some positive definite matrix V . Let s ≥ 3 be an integer and ρ¯s+δ =
O(1) for some δ > 0. Additionally assume Z to be a N(0, Ik) random vector which is independent
of Y1, . . . , Yn and the sequence {cn}n≥1 to be such that cn = O(n−d) & n−(s−2)/k˜ logn = o(c2n)
where k˜ = max{k + 1, s+ 1} & d > 0 is a constant. Then for any Borel set B of Rk,∣∣∣P(√nY¯ + cnZ ∈ B)−
∫
B
ψn,s(x)dx
∣∣∣ = o(n−(s−2)/2), (4.1)
where ψn,s(·) is defined above.
Proof of Lemma 3. Define Vi = YiI
(
‖Yi‖ ≤ √n
)
andWi = Vi−EVi. Suppose ¯˜χν,n is the average
cumulant of W1, . . . ,Wn and Dn = n
−1∑n
i=1 V ar(Wi). Let ξ˜1,n,s, ξ˜n,s and ψ˜n,s are respectively
obtained from ξ1,n,s, ξn,s and ψn,s with χ¯ν,n replaced by ¯˜χν,n and En replaced by Dn. For any
Borel set B ∈ Rk, define Bn = B − n−1/2
∑n
i=1 EVi. Then we have∣∣∣P(√nY¯n + cnZ ∈ B)−
∫
B
ψn,s(x)dx
∣∣∣
≤
∣∣∣P(√nY¯n + cnZ ∈ B)−P(√nV¯n + cnZ ∈ B)∣∣∣
+
∣∣∣P(√nW¯n + cnZ ∈ Bn)−
∫
Bn
ψ˜n,s(x)dx
∣∣∣ + ∣∣∣ ∫
Bn
ψ˜n,s(x)dx −
∫
B
ψn,s(x)dx
∣∣∣
=I1 + I2 + I3 (say). (4.2)
First we are going to show that I1 = o
(
n−(s−2)/2
)
. Now writing Gj and G
′
j to be distributions
of n−1/2Yj and n−1/2Vj , j ∈ {1, . . . , n}, we have
I1 ≤
n∑
j=1
‖Gj −G′j‖
= 2
n∑
j=1
P
(
‖Yj‖ > n1/2
)
= o
(
n−(s−2)/2
)
, (4.3)
due to the fact that n−1
∑n
j=1 E‖Yj‖s+δ = O(1). Next we are going to show I3 = o
(
n−(s−2)/2
)
.
Define m1 = inf{j : b2jn = o
(
n−(s−2)/2
)}. Again note that the eigen values of Dn are bounded away
from 0, due to (14.18) in corollary 14.2 of BR(86) and the fact that En converges to some positive
definite matrix. Therefore we have
I3 =
∣∣∣ ∫
Bn
ψ˜m1n,s(x)dx −
∫
B
ψm1n,s(x)dx
∣∣∣ + o(n−(s−2)/2) = I31 + o(n−(s−2)/2) (say), (4.4)
uniformly for any Borel set B of Rk, where
ψm1n,s(x) =
{[ s−2∑
r=0
n−r/2P˜r
(−D : {χ¯ν,n})][m1−1∑
j=0
2−j(j!)−1c2jn (D
′D)j
]}
φEn(x) and
ψ˜m1n,s(x) =
{[ s−2∑
r=0
n−r/2P˜r
(−D : { ¯˜χν,n})][m1−1∑
j=0
2−j(j!)−1c2jn (D
′D)j
]}
φDn(x).
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Now writing l(u) = ‖u‖/2, u ∈ Rk, and an = n−1/2
∑n
i=1EVi, from (4.3) we have
I31 ≤
s−2∑
r=0
m1−1∑
j=0
n−r/2b2jn
[ ∫
Bn
∣∣∣{P˜r(−D : {χ¯ν,n}) l(−D)
j!
}
φEn(x) −
{
P˜r
(−D : { ¯˜χν,n}) l(−D)
j!
}
φDn(x)
∣∣∣dx
+
∫
B
∣∣∣{P˜r(−D : {χ¯ν,n}) l(−D)
j!
}
φEn(x) −
{
P˜r
(−D : {χ¯ν,n}) l(−D)
j!
}
φEn(x− an)
∣∣∣dx]
+ o
(
n−(s−2)/2
)
=I311 + I312 + o
(
n−(s−2)/2
)
(say). (4.5)
Now assume En = Ik, the k×k identity matrix. Then following the proof of Lemma 14.6 of BR(86),
it can be shown that I311+I312 = o
(
n−(s−2)/2
)
. Main ingredients of the proof are (14.74), (14.78),
(14.79) and bounds similar to (14.80) and (14.86) in BR(86). The general case when En converges
to a positive definite matrix, will follow essentially through the same line. Hence from (4.4) and
(4.5), we have I3 = o
(
n−(s−2)/2
)
. The last step is to show I2 = o
(
n(s−2)/2
)
. Now let us write
Γn =
√
nW¯n + cnZ. Then recall that
I2 =
∣∣∣P(Γn ∈ Bn)−
∫
Bn
ψ˜n,s(x)dx
∣∣∣.
By Theorem 4 of chapter 5 of Feller(2014), we can say that Γn has density with respect to the
Lebesgue measure. Let us call that density by qn(·). Then we have
I2 ≤
∫ ∣∣qn(x) − ψ˜n,s(x)∣∣dx ≤
∫ ∣∣qn(x)− ψ˜n,(k˜−1)(x)∣∣dx+
∫ ∣∣ψ˜n,s(x)− ψ˜n,(k˜−1)(x)∣∣dx, (4.6)
where k˜ = max{k + 1, s+ 1}. Note that ∫ ‖x‖j∣∣qn(x) − ψ˜n,(k˜−1)(x)∣∣dx < ∞ for any j ∈ N , since
ψ˜n,(k˜−1)(x) has negative exponential term and W¯n is bounded. Therefore by Lemma 11.6 of BR(86)
we have
I2 ≤ C(k)
[
max
|β|∈{0,...,(k+1)}
∫ ∣∣∣Dβ(qˆ(t)− ξ˜n,(k˜−1)(t))∣∣∣dt
]
+
∫ ∣∣ψ˜n,s(x) − ψ˜n,(k˜−1)(x)∣∣dx
= I21 + I22 (say). (4.7)
Here qˆn(·) is the Fourier transform of the density q(·). Clearly I22 = o
(
n−(s−2)/2
)
by looking into
the definition of ψ˜n,s(·). Now define
ξ˘n,(k˜−1)(t) =
[ k˜−3∑
r=0
n−r/2P˜r
(
it :
{
¯˜χν,n
})]
exp
(−t′Dnt− c2n‖t‖2
2
)
.
Then we have
I21 ≤ C(k) max|β|∈{0,...,(k+1)}
[ ∫ ∣∣∣Dβ(qˆn(t)− ξ˘n,(k˜−1)(t))∣∣∣dt+
∫ ∣∣∣Dβ(ξ˘n,(k˜−1)(t)− ξ˜n,(k˜−1)(t))∣∣∣dt
]
= I211 + I212 (say) (4.8)
First, we are going to show that I212 = o
(
n−(s−2)/2
)
. Note that
ξ˘n,(k˜−1)(t)− ξ˜n,(k˜−1)(t) =
[ k˜−3∑
r=0
n−r/2P˜r
(
it :
{
¯˜χν,n
})]
exp
(−t′Dnt
2
) ∞∑
j=m2
c2jn ‖t‖2j(−1)j
2jj!
,
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where m2 = m2(r) = (s− 2)−1m1(k˜ − 3− r). Therefore for any β ∈ N k with |β| ∈ {0, . . . , k + 1}
we have
Dβ
(
ξ˘n,(k˜−1)(t)− ξ˜n,(k˜−1)(t)
)
=
∗∑ k˜−3∑
r=0
∞∑
j=m2
C1(α,β,γ)
n−r/2(−1)jc2jn
2jj!
[
Dα
(
P˜r
(
it :
{
¯˜χν,n
}))][
Dγ
(
exp
(−t′Dnt
2
))]
Dβ−α−γ
(
‖t‖2j
)
,
(4.9)
where
∑∗ is over α,γ ∈ N k such that 0 ≤ α,γ ≤ β. Since the degree of the polynomial P˜r(it :
{ ¯˜χν,n}
)
is 3r, Dα
(
P˜r
(
it :
{
¯˜χν,n
}))
= 0 if |α| > 3r. When |α| ≤ 3r, then recalling that
n−1
∑n
i=1 E‖Yi‖s = O(1) and by Lemma 9.5 & Lemma 14.1(v) of BR(86) we have
∣∣∣∣Dα
(
P˜r
(
it :
{
¯˜χν,n
}))∣∣∣∣ ≤


C2(α, r)
(
ρ¯s
)r/(s−2)(
1 +
(
ρ¯2
)r(s−3)/(s−2))
(1 + ‖t‖3r−|α|), if 0 ≤ r ≤ (s− 2)
C3(α, r)n
(r+2−s)/2ρ¯s
(
1 +
(
ρ¯2
)r−1)(
1 + ‖t‖3r−|α|
)
, if r > (s− 2).
(4.10)
Again note that∣∣∣∣Dγ
(
exp
(−t′Dnt
2
))∣∣∣∣ ≤ C4(γ)(1 + ‖t‖)|γ|‖Dn‖|γ|
(
exp
(−t′Dnt
2
))
(4.11)
and
∞∑
j=m2
∣∣∣∣c
2j
n D
β−α−γ
(
‖t‖2j
)
2jj!
∣∣∣∣ ≤ C5(α,β,γ)c2m3n [ec2n/2 + ‖t‖m3 exp(c2n‖t‖2/2)], (4.12)
where m3 = m3(α,β,γ, r) = max{m2, |β − α − γ|/2}. Now combining (4.10)-(4.12), from (4.9)
we have I212 = o
(
n−(s−2)/2
)
. Last step is to show I211 = o
(
n−(s−2)/2
)
. Recall that
I211 = C(k) max|β|∈{0,...,(k+1)}
[ ∫ ∣∣∣Dβ(qˆn(t)− ξ˘n,(k˜−1)(t))∣∣∣dt
]
≤ C(k) max
|β|∈{0,...,(k+1)}
[ ∫
An
∣∣∣Dβ(qˆn(t)− ξ˘n,(k˜−1)(t))∣∣∣dt+
∫
Acn
∣∣∣Dβ(qˆ(t)− ξ˘n,(k˜−1)(t))∣∣∣dt
]
= I2111 + I2112 (say), (4.13)
where
An =
{
t ∈ Rk : ‖t‖ ≤ C6(k)λ−1/2n
(
n1/2
η
1/(k˜−2)
k˜
)(k˜−2)/k˜}
,
with C6(k) being some fixed positive constant, λn being the largest eigen value of Dn, ηk˜ =
n−1
∑n
i=1 E‖BnWi‖k˜ and B2n = D−1n . Note that
Dβ
(
qˆn(t)− ξ˘n,(k˜−1)(t)
)
=
∑
0≤α≤β
C7(α,β)D
α
(
E
(
ei
√
nt′W¯n
)
− exp
(−t′Dnt
2
) k˜−3∑
r=0
n−r/2P˜r
(
it :
{
¯˜χν,n
}))
Dβ−α
(
exp
(−c2n‖t‖2
2
))
,
(4.14)
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where ∣∣∣∣Dβ−α
(
exp
(−c2n‖t‖2
2
))∣∣∣∣ ≤ C8(α,β)c2|β−α|n ‖t‖|β−α| exp(−c2n‖t‖22
)
and
by Theorem 9.11 and the following remark of BR(86) we have
∣∣∣∣Dα
(
E
(
ei
√
nt′W¯n
)
− exp
(−t′Dnt
2
) k˜−3∑
r=0
n−r/2P˜r
(
it :
{
¯˜χν,n
}))∣∣∣∣
≤ C9(k)λ|α|/2n ηk˜n−(k˜−2)/2
[
(t′Dnt)(k˜−|α|/2) + (t′Dnt)(3(k˜−2)+|α|)/2
]
exp
(−t′Dnt
4
)
. (4.15)
Now note that ρ¯s+δ = O(1) and En converges to a positive definite matrix E. Hence apply-
ing Lemma 14.1(v) (with s′ = k˜) and corollary 14.2 of BR(86), from (4.14) we have I2111 =
o
(
n−(s−2)/2
)
. Again applying Lemma 14.1(v) and corollary 14.2 of BR(86) we have ηk˜ ≤ C10(k˜, s)n(k˜−s)/2ρ¯s
for large enough n and λn being converged to some positive number. Therefore we have for large
enough n,
Acn ⊆ Bn where Bn =
{
t ∈ Rk : ‖t‖ > C11(k,E)n(s−2)/2k˜
}
,
implying
I2112 ≤ C(k) max|β|∈{0,...,(k+1)}
∫
Bn
∣∣∣Dβ(qˆn(t)− ξ˘n,(k˜−1)(t))∣∣∣dt
≤ C(k) max
|β|∈{0,...,(k+1)}
[∫
Bn
∣∣∣Dβ(qˆn(t))∣∣∣dt+
∫
Bn
∣∣∣Dβ(ξ˘n,(k˜−1)(t))∣∣∣dt
]
= I21121 + I21122 (say), (4.16)
for large enough n. To establish I2112 = o
(
n−(s−2)/2
)
, first we are going to show I21122 =
o
(
n−(s−2)/2
)
. Note that
Dβ
(
ξ˘n,(k˜−1)(t)
)
=
∑
0≤α≤β
C12(α,β)D
α
( k˜−3∑
r=0
n−r/2P˜r
(
it :
{
¯˜χν,n
}))
Dβ−α
(
exp
(−t′D˜nt
2
))
,
where D˜n =Dn + c
2
nIk. We are going to use bounds (4.10) and (4.11) with Dn being replaced by
D˜n. Note that by Corollary 14.2 of BR(86) and the fact that cn = O(n
−d), D˜n converges to the
positive definite matrix E, which is the limit of En. Hence those bounds will imply that for large
enough n,
I21122 = C(k) max|β|∈{0,...,(k+1)}
∫
Bn
∣∣∣Dβ(ξ˘n,(k˜−1)(t))∣∣∣dt
≤ C13(k,E)n(k˜+1−s)/2
∫
Bn
(
1 + ‖t‖3(k˜−1)
)
exp
(
− C14(E)‖t‖2/2
)
dt
≤ C15(k,E)n(k˜+1−s)/2
∫
Bn
exp
(
− C14(E)‖t‖2/4
)
dt. (4.17)
Now apply Lemma 2 to conclude that I21122 = o
(
n−(s−2)/2
)
. Only remaining thing to show is
I21121 = o
(
n−(s−2)/2
)
. Note that
Dβ
(
qˆn(t)
)
=
∑
0≤α≤β
C16(α,β)D
α
(
E
(
ei
√
nt′W¯n
))
Dβ−α
(
exp
(−c2n‖t‖2
2
))
, (4.18)
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where ∣∣∣Dα(E(ei√nt′W¯n))∣∣∣ ≤ ∣∣∣Dα( n∏
i=1
E
(
eit
′Wi/
√
n
))∣∣∣∣
and
∣∣∣∣Dβ−α
(
exp
(−c2n‖t‖2
2
))∣∣∣∣ ≤ C17(α,β)(1 + ‖t‖|β−α|) exp(−c2n‖t‖22
)
.
Now by Leibniz’s rule of differentiation, Dα
(
E
(
ei
√
nt′W¯n
))
is the sum of n|α| terms. A typical
term is of the form ∏
i6∈Cr
E
(
eit
′Wi/
√
n
) r∏
l=1
Dβl
(
E
(
eit
′Wil/
√
n
))
,
where Cr = {i1, . . . , ir} ⊂ {1, . . . , n}, 1 ≤ r ≤ |α|. β1, . . . ,βr are non-negative integral vectors
satisfying |βj| ≥ 1 for all j ∈ {1, . . . , r} and
∑r
j=1 βi = α. Note that
∣∣∣Dβl(E(eit′Wil/√n))∣∣∣ ≤
n−|βl|/2E‖Wil‖|βl| and Wjl ≤ 2
√
n, which imply that∣∣∣∣ ∏
i6∈Cr
E
(
eit
′Wi/
√
n
) r∏
l=1
Dβl
(
E
(
eit
′Wil/
√
n
))∣∣∣∣ ≤ 2∑rl=1 |βl| = 2|α|
⇒
∣∣∣Dα(E(ei√nt′W¯n))∣∣∣ ≤ (2n)|α|.
Let Kn = C11(k,E)n
(s−2)/2k˜. Therefore from (4.18), for large enough n we have
I21121 ≤
[
max
|β|∈{0,...,(k+1)}
∑
0≤α≤β
C16(α,β)
]
(2n)k+1
[ ∫
Bn
(
1 + ‖t‖k+1
)
exp
(−c2n‖t‖2
2
)]
≤ C18(k)(2n)k+1
∫
r≥Kn
rk−1
(
1 + rk+1
)
e−c
2
nr
2/2dr
≤ C19(k)(2n)k+1c−1n
∫
r≥Kn
1
2
√
πc−1n
e−c
2
nr
2/4dr
≤ C20(k)nk+d+1
∫ ∞
cnKn/
√
2
1√
2π
e−z
2/2dr
= o
(
n−(s−2)/2
)
. (4.19)
The second inequality follows by considering polar transformation. Third inequality follows due
to the assumptions that n−(s−2)/k˜(log n) = o(c2n) and cn = O(n
−d). The last equality is the
implication of Lemma 2. Therefore the proof of Lemma 3 is now complete.
Lemma 4 Suppose all the assumptions of Lemma 2 are true. Define dn = n
−1/2cn and Aδ = {x ∈
Rk : ‖x‖ < δ} for some δ > 0. Let H : Rk → Rm (k ≥ m) has continuous partial derivatives of
all orders on Aδ and Grad[H(0)] is of full row rank. Then for any Borel set B of Rm we have∣∣∣P(√n(H(Y¯n + dnZ)−H(0)) ∈ B) −
∫
B
ψˇn,s(x)dx
∣∣∣ = o(n−(s−2)/2), (4.20)
where ψˇn,s(x) =
[
1+
∑s−2
r=1 n
−r/2a1,r(Qn,x)φMˇn(x)
][∑m1−1
j=1 c
2j
n a2,j(x)
]
with m1 = inf
{
j : c2jn =
o
(
n−(s−2)/2
)}
and Qn being the distribution of
√
nY¯n. a1,r(Qn, ·), r ∈ {1, . . . , (s − 2)}, are poly-
nomials whose coefficients are continuous functions of first s average cumulants of {Y1, . . . , Yn}.
a2,j(·), j ∈ {1, . . . , (m − 1)}, are polynomials whose coefficients are continuous functions of par-
tial derivatives of H of order (s − 1) or less. Mˇn = B¯EnB¯′ with B¯ = Grad[H(0)] and En =
n−1
∑n
i=1 V ar(Yi).
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Proof of Lemma 4. This follows exactly through the same line of the proof of Lemma 3.2 in Lahiri
(1989).
Lemma 5 Let Y1, . . . , Yn be mean zero independent random vectors in Rk with n−1
∑n
i=1E‖Yi‖3 =
O(1). Suppose T 2n = E
−1
n where En = n
−1∑n
i=1 V ar(Yi) is the average positive definite covariance
matrix and En converges to some positive definite matrix as n→∞. Then for any Borel subset B
of Rk we have
∣∣∣P(n−1/2Tn n∑
i=1
Yi ∈ B
)
−Φ(B)
∣∣∣ ≤ C22(k)n−1/2ρ3 + 2 Φ((∂B)C22(k)ρ3n−1/2),
where ρ3 = n
−1∑n
i=1E‖TnYi‖3.
Proof of Lemma 5. This is a direct consequence of part (a) of corollary 24.3 in BR(86).
Lemma 6 Suppose A,B are matrices such that (A− aI) and (B − aI) are positive semi-definite
matrices of same order, for some a > 0. For some r > 0, Ar, Br are defined in the usual way.
Then for any 0 < r < 1, we have
‖Ar −Br‖ ≤ rar−1‖A−B‖.
Proof of Lemma 6. More general version of this lemma is stated as corollary (X.46) in Bhatia
(1996).
Lemma 7 Suppose all the assumptions of Lemma 4 are true and Mˇn = Im, the m ×m identity
matrix. Define Hˆn =
[√
n
(
H(Y¯n + dnZ) − H(0))
]
+ Rn where P
(
‖Rn‖ = o
(
n−(s−2)/2
))
= 1 −
o
(
n−(s−2)/2
)
and s is as defined in Lemma 3. Then we have
sup
B∈Am
∣∣∣P(Hˆn ∈ B)−
∫
B
ψˇn,s(x)dx
∣∣∣ = o(n−(s−2)/2), (4.21)
where the class of sets Am is as defined in section 3.
Proof of Lemma 7. Recall the definition of (∂B)ǫ which is given in section 3. For some B ⊆ Rm
and δ > 0, define Bn,s,δ = (∂B)δn
−(s−2)/2
. Hence using Lemma 4, for any B ∈ Am we have∣∣∣P(Hˆn ∈ B) −
∫
B
ψˇn,s(x)dx
∣∣∣ = o(n−(s−2)/2)
≤
∣∣∣P(Hˆn ∈ B) −P(√n(H(Y¯n + dnZ)−H(0)) ∈ B)∣∣∣+ o(n−(s−2)/2)
≤ P
(
‖Rn‖ 6= o
(
n−(s−2)/2
))
+ 2P
(√
n
(
H(Y¯n + dnZ)−H(0)) ∈ Bn,s,δ
)
+ o
(
n−(s−2)/2
)
= 2P
(√
n
(
H(Y¯n + dnZ)−H(0)) ∈ Bn,s,δ
)
+ o
(
n−(s−2)/2
)
= 2
∫
Bn,s,δ
ψˇn,s(x)dx + o
(
n−(s−2)/2
)
(4.22)
for any δ > 0. Now calculations at page 213 of BR(86) and arguments at page 58 of Lahiri(1989)
imply that for any B ∈ Am,∫
Bn,s,δ
ψˇn,s(x)dx ≤ C21(s) sup
B∈Am
Φ
(
Bn,s,δ
)
+ o
(
n−(s−2)/2
)
= o
(
n−(s−2)/2
)
,
since δ > 0 is arbitrary. Therefore (4.21) follows from (4.22).
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Lemma 8 Let A and B be positive definite matrices of same order. Then for some given matrix
C, the solution of the equation AX +XB = C can be expressed as
X =
∫ ∞
0
e−tACe−tBdt,
where e−tA and e−tB are defined in the usual way.
Proof of Lemma 8. This lemma is an easy consequence of Theorem VII.2.3 in Bhatia (1996).
Lemma 9 Let W1, . . . ,Wn be n independent mean 0 random variables with average variance s
2
n =
n−1
∑n
i=1 EW
2
i and P
(
max{|Wj | : i ∈ {1, . . . , n}} ≤ C30
)
= 1 for some positive constant C30
and integer s ≥ 3. χ¯ν,n is the average νth cumulant. Recall the polynomial P˜r for any non-negative
integer r, as defined in the beginning of this section. Then there exists two constants 0 < C31(s) < 1
and C32(s) > 0 such that whenever |t| ≤ C31(s)√nmin{C−230 sn, C−s/(s−2)30 ss/(s−2)n }, we have∣∣∣ n∏
j=1
E
(
ein
−1/2tWj
)
−
s−2∑
r=0
n−r/2P˜r
(
it : {χ¯ν,n}
)
e−(s
2
nt
2)/2
∣∣∣ ≤ C32(s)Cs30s−sn n−(s−2)/2[(snt)s+(snt)3(s−2)]e−(s2nt2)/4
Proof of Lemma 9. In view of Theorem 9.9 of BR(86), enough to show that for any j ∈
{1, . . . , n},
∣∣∣E(eits−1n n−1/2Wj)− 1∣∣∣ ≤ 1/2 whenever |t| ≤ C31(s)√nmin{C−230 sn, C−s/(s−2)30 ss/(s−2)n }.
This is indeed the case due to the fact that∣∣∣E(eitn−1/2Wj)− 1∣∣∣ ≤ t2EW 2j
2ns2n
.
Lemma 10 Assume the setup of Theorem 2 and let Xi = yixi, i ∈ {1, . . . , n}. Define σ2n =
n−1
∑n
i=1 V ar(Xi) and χ¯ν,n as the νth average cumulant of {(X1 − E(X1)), . . . , (Xn − E(Xn))}.
Pr
( − Φσ2n : {χ¯ν,n}) is the finite signed measure on R whose density is P˜r( −D : {χ¯ν,n})φσ2n(x).
Let S0(x) = 1 and S1(x) = x−1/2. Suppose σ2n is bounded away from both 0 &∞ and assumptions
(C.1)-(C.3) of Theorem 2 hold. Then we have
sup
x∈R
∣∣∣P(n−1/2 n∑
i=1
(
Xi − E(Xi)
) ≤ x)− 1∑
r=0
n−r/2(−1)rSr(nµn + n1/2x) d
r
dxr
Φσ2n(x)
− n−1/2P1
(− Φσ2n : {χ¯ν,n})(x)
∣∣∣ = o(n−1/2), (4.23)
where Pr
(− Φσ2n : {χ¯ν,n})(x) is the Pr(− Φσ2n : {χ¯ν,n})−measure of the set (−∞, x].
Proof of Lemma 10. For any integer α, define pn(x) = P
(∑n
i=1Xi = α
)
and xα,n = n
−1/2(α−
nµn). Also define X˜n = n
−1/2∑n
i=1
(
Xi − E(Xi)
)
and qn,3(x) = n
−1/2∑1
r=0 n
−r/2P˜r
( − D :
{χ¯ν,n}
)
φσ2n(x). Note that
sup
x∈R
∣∣∣P(n−1/2 n∑
i=1
(
Xi − E(Xi)
) ≤ x) − 1∑
r=0
n−r/2(−1)rSr(nµn + n1/2x) d
r
dxr
Φσ2n(x)
− n−1/2P1
(− Φσ2n : {χ¯ν,n})(x)
∣∣∣
≤ sup
x∈R
∣∣P(X˜n ≤ x)−Qn,3(x)∣∣+ sup
x∈R
∣∣Qn,3(x)− 1∑
r=0
n−r/2(−1)rSr(nµn + n1/2x) d
r
dxr
Φσ2n(x)
− n−1/2P1
(− Φσ2n : {χ¯ν,n})(x)∣∣
= J1+J2 (say), (4.24)
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where Qn,3(x) =
∑
{α:xα,n≤x} qn,3(xα,n). Now the fact that J2 = o
(
n−1/2
)
follows from Theorem
A.4.3 of BR(86) and dropping terms of order n−1. Now we are going to show J1 = O
(
n−1
)
. Note
that
J1 ≤
∑
α∈Θ
∣∣pn(xα,n)− qn,3(xα,n)∣∣ = J3 (say),
where Θ has cardinality≤ C33n, sinceP
(∣∣n−1∑ni=1Xi∣∣ ≤ C33) = 1 for some constant C33 > 0, due
to the assumption that max{|xj |5 : j ∈ {1, . . . , n}} = O(1). Hence n−1J3 ≤ C33 supα∈Θ
∣∣pn(xα,n)−
qn,3(xα,n)
∣∣ = C33 supα∈Θ J4(α) (say). Hence enough to show supα∈Θ J4(α) = O(n−2). Now define
gj(t) = E
(
eitXj
)
and fn(t) = E(itX˜n). Then we have
fn
(√
nt
)
=
∑
α∈Θ
pn
(
xα,n
)
ei
√
ntxα,n .
Hence by Fourier inversion formula for lattice random variables (cf. page 230 of BR(86)), we have
pn
(
xα,n
)
= (2π)−1
∫
F∗
e−i
√
ntxα,nfn
(√
nt
)
dt
= (2π)−1n−1/2
∫
√
nF∗
e−itxα,nfn
(
t
)
dt, (4.25)
where F∗ = (−π, π), the fundamental domain corresponding to the lattice distribution of∑ni=1Xi.
Again note that
qn,3(xα,n) = (2π)
−1n−1/2
∫
R
e−itxα,n
1∑
r=0
n−r/2P˜r
(
it : {χ¯ν,n}
)
e−σ
2
nt
2/2dt. (4.26)
Now defining the set E =
{
t ∈ R : |t| ≤ C31(s)√nmin
{
C−233 σn, C
−5/3
33 σ
5/3
n
}}
, from (4.25) & (4.26)
we have
supα∈ΘJ4(α) ≤(2π)−1n−1/2
[ ∫
E
∣∣∣fn(t)− 1∑
r=0
n−r/2P˜r
(
it : {χ¯ν,n}
)
e−σ
2
nt
2/2
∣∣∣dt
+
∫
√
nF∗∩Ec
|fn(t)|dt+
∫
R∩(√nF∗)c
∣∣∣ 1∑
r=0
n−r/2P˜r
(
it : {χ¯ν,n}
)
e−σ
2
nt
2/2
∣∣∣dt]
=(2π)−1n−1/2
(
J41 + J42 + J43
)
(say). (4.27)
Note that J41 = O
(
n−3/2
)
by applying Lemma 9 with s = 5. J43 = O
(
n−3/2
)
due to the presence
of the exponential term in the integrand and the form of the set E. Moreover noting the form of
the set F∗, we can say that there exists constants C34 > 0, 0 < C35, C36 < π such that
J42 ≤ C34 sup
t∈√nF∗∩Ec
n∏
i=1
∣∣gj(n−1/2t)∣∣ ≤ C34 sup
C35≤|t|≤C36
∣∣E(eityi1 )∣∣m ≤ C34δm, (4.28)
for some 0 < δ < 1. Recall that xij = 1 for all j ∈ {1, . . . ,m}. The last inequality is due to the fact
that there is no period of E(eityi1 ) in the interval [C35, C36] ∪ [−C36,−C35]. Now J42 = O(n−3/2)
follows from (4.28) since m ≥ (logn)2. Therefore the proof is complete.
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Lemma 11 Let W˘1, . . . , W˘n be iid mean 0 non-degenerate random vectors in Rl for some natural
number l, with finite fourth absolute moment and lim sup‖t‖→∞
∣∣Eeit′W˘1 ∣∣ < 1 (i.e. Cramer’s condi-
tion holds). Suppose W˘i = (W˘
′
i1, . . . , W˘
′
im)
′ where W˘ij is a random vector in Rlj and
∑m
j=1 lj = l,
m being a fixed natural number. Consider the sequence of random variables W˜1, . . . , W˜n where
W˜i = (ci1W˘
′
i1, . . . , cimW˘
′
im)
′. {cij : i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}} is a collection of real numbers
such that for any j ∈ {1, . . . ,m},
{
n−1
∑n
i=1 |cij |4
}
= O(1) and lim infn→∞ n−1
∑n
i=1 c
2
ij > 0.
Also assume that V˜n = V ar(W˜i) converges to some positive definite matrix and χ¯ν,n denotes the
average νth cumulant of W˜1, . . . , W˜n. Then we have
sup
B∈Al
∣∣∣P(n−1/2 n∑
i=1
W˜i ∈ B
)
−
∫
B
[
1 + n−1/2P˜r
(−D : {χ¯ν,n})]φV˜n(t)dt
∣∣∣ = o(n−1/2), (4.29)
where the collection of sets Al is as defined in section 3.
Proof of Lemma 11. First note that W˜1, . . . , W˜n is a sequence of independent random variables.
Hence (4.29) follows by Theorem 20.6 of BR(86), provided there exists δ4 ∈ (0, 1), independent of
n, such that for all υ ≤ δ4,
n−1
n∑
i=1
E
∥∥W˜i∥∥31(∥∥W˜i∥∥ > υ√n) = o(1) (4.30)
and
max
|α|≤l+2
∫
‖t‖≥υ√n
∣∣∣DαE exp(it′R†1n)∣∣∣dt = o(n−1/2) (4.31)
where R†1n = n
−1/2∑n
i=1
(
Zi −EZi
)
with
Zi = W˜i1
(∥∥W˜i∥∥ ≤ υ√n).
First consider (4.30). Note that max
{
|cij | : i ∈ {1, . . . , n}, j ∈ {1, . . . ,m}
}
= O
(
n1/4
)
. There-
fore, we have for any υ > 0,
n−1
n∑
i=1
E
∥∥W˜i∥∥31(∥∥W˜i∥∥ > υ√n)
≤n−1
n∑
i=1
E
( m∑
j=1
c2ij
∥∥W˘ij∥∥2)3/21( m∑
j=1
c2ij
∥∥W˘ij∥∥2 > υ2n)
≤n−1
n∑
i=1
(
1 +
m∑
j=1
c2ij
)2
E
[∥∥W˘1∥∥31(∥∥W˘1∥∥2 > C37υ2n1/2)
]
=o(1).
Now consider (4.31). Note that for any |α| ≤ l+2, |DαE exp(it′R†1n)| is bounded above by a sum
of n|α|-terms, each of which is bounded above by
C38(α) · n−|α|/2max{E‖Zi −EZi‖|α| : k ∈ In} ·
∏
i∈Icn
|E exp(it′Zi/
√
n)| (4.32)
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where In ⊂ {1, . . . , n} is of size |α| and Icn = {1, . . . , n}\In. Now for any ω > 0 and t ∈ Rlj , define
the set
B(j)n (t, ω) =
{
i : 1 ≤ i ≤ n and |cij |‖t‖ > ω
}
.
Hence for any t ∈ Rl writing t = (t′1, . . . , t′m)′, tj is of length lj , we have
sup
{ ∏
i∈Icn
|E exp(it′Zk/
√
n)| : ‖t‖ ≥ υ√n
}
=sup
{ ∏
i∈Icn
|E exp(it′Zk)| : ‖t‖2 ≥ υ2
}
≤max
{
sup
{ ∏
i∈Icn∩B(j)n
( tj
‖tj‖ ,υ/
√
2
)
[
|E exp
(
icijt
′
jW˘1j
)
|+P
(
‖W˘1‖ > C37υ2n1/2
)]
: ‖tj‖ ≥ υ/
√
2
}
: j ∈ {1, . . . ,m}
}
Now since
∣∣Icn∣∣ ≥ ∣∣∣Icn∩B(j)n ( tj‖tj‖ , υ/
√
2
)∣∣∣ ≥ ∣∣B(j)n ( tj‖tj‖ , υ/
√
2
)∣∣−|α|, due to Cramer’s condition
we have
sup
{ ∏
i∈Icn∩B(j)n
( tj
‖tj‖ ,υ/
√
2
)
[
|E exp
(
icijt
′
jW˘1j
)
|+P
(
‖W˘1‖ > C37υ2n1/2
)]
: ‖tq‖ ≥ υ/
√
2
}
≤ θ
∣∣∣B(j)n ( tj‖tj‖ ,υ/√2
)∣∣∣−∣∣α∣∣
(4.33)
Next note that lim infn→∞ n−1
∑n
i=1 c
2
ij > 0 for all j ∈ {1, . . . ,m}. Therefore for any j ∈
{1, . . . ,m}, u ∈ Rlj with |u| = 1, there exists 0 < δ5 < 1 such that for sufficiently large n we have
nδ5
2
≤
n∑
i=1
∣∣ucij∣∣2
≤max
{∣∣cij ∣∣2 : 1 ≤ i ≤ n} · |B(j)n (u, ω)|+ (n− |B(j)n (u, ω)|) · ω2
≤C38 · n1/2 · |B(j)n (u, ω)|+ nω2
which implies |B(j)n (u, ω)| ≥ C39 ·n1/2 whenever ω <
√
δ5/2. Therefore taking δ4 =
√
δ5/3, (4.31)
follows from (4.32) and (4.33).
Proof of Theorem 1. Recall that the studentized pivot is
H˜n =
√
nLˆ1/2n
(
βˆn − β
)
,
where Lˆn = n
−1∑n
i=1 xix
′
ie
x′iβˆn
(
1 + ex
′
iβˆn
)−2
. βˆn is the solution of (1.2). By Taylor’s theorem,
from (1.2) we have
Ln
(
βˆn − β
)
= n−1
n∑
i=1
(yi − p(β|xi))xi − (2n)−1
n∑
i=1
xie
zi(1 − ezi)(1 + ezi)−3[x′i(βˆn − β)]2,
(4.34)
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where |zi−x′iβ| ≤ |x′i(βˆn−β)| for all i ∈ {1, . . . , n}. Now due to the assumption n−1
∑n
i=1 ‖xi‖3 =
O(1), by Lemma 1 (with t = 3) we have
P
(∣∣n−1 n∑
i=1
(y − p(β|xi))xij
∣∣ ≤ C40(p)n−1/2(logn)1/2) = o(n−1/2), (4.35)
for any j ∈ {1, . . . , p}. Again by assumption Ln converges to some positive definite matrix L.
Moreover,
∥∥(2n)−1 n∑
i=1
xie
zi(1− ezi)(1 + ezi)−3[x′i(βˆ − β)]2∥∥ ≤ (n−1 n∑
i=1
‖xi‖3
)
‖βˆn − β‖2.
Hence (4.34) can be rewritten as
(βˆn − β) = fn(βˆn − β),
where fn is a continuous function fromRp toRp satisfyingP
(
‖fn
(
βˆn−β
)‖ ≤ C40n−1/2(log n)1/2) =
1− o(n−1/2) whenever ‖(βˆn− β)‖ ≤ C40n−1/2(logn)1/2. Therefore, part (a) of Theorem 1 follows
by Brouwer’s fixed point theorem. Now we are going to prove part (b). Note that from (4.34) and
the fact that Ln converges to some positive definite matrix L, we have for large enough n,
H˜n = Lˆ
1/2
n
[
L−1n Λn +R1n
]
. (4.36)
Here Λn = n
−1/2∑n
i=1(y−p(β|xi))xi and R1n = −L−1n
1
2
√
n
∑n
i=1 xie
zi(1−ezi)(1+ezi)−3[x′i(βˆn−
β)
]2
with |zi − x′iβ| ≤ |x′i(βˆn − β)| for all i ∈ {1, . . . , n}. Ln and Lˆn are as defined earlier. Now
applying part (a) we have P
(
‖R1n‖ = O
(
n−1/2(logn)
))
= 1 − o
(
n−1/2
)
. Again by Taylor’s
theorem we have
Lˆn −Ln = n−1
n∑
i=1
xix
′
ie
x′iβ
(
1− ex′iβ)(1 + ex′iβ)−3[x′i(βˆn − β)]+L1n, (4.37)
where by part (a), we have P
(
‖L1n‖ = O
(
n−1(logn)
))
= 1 − o
(
n−1/2
)
. Hence using Lemma
6, part (a) and Taylor’s theorem, one can show that P
(
‖Lˆ1/2n − L1/2n ‖ = O
(
n−1/2(logn)1/2
))
=
1− o
(
n−1/2
)
. Therefore (4.35) and (4.37) will imply that
H˜n = L
−1/2
n Λn +R2n,
where P
(
‖R2n‖ = O
(
n−1/2(logn)
))
= 1 − o
(
n−1/2
)
. Hence for any set B ∈ Ap, there exists a
constant C41(p) > 0 such that∣∣∣P(H˜n ∈ B)− Φ(B)∣∣∣
≤
∣∣∣P(H˜n ∈ B)−P(L−1/2n Λn ∈ B)∣∣∣+ ∣∣∣P(L−1/2n Λn ∈ B)− Φ(B)∣∣∣
≤ P
(
‖R2n‖ > C41(p)n−1/2(logn)
)
+ 2P
(
L−1/2n Λn ∈ (∂B)C41(p)n
−1/2(logn)
)
+
∣∣∣P(L−1/2n Λn ∈ B)− Φ(B)∣∣∣
= O
(
n−1/2(logn)
)
.
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The last equality is a consequence of Lemma 5 and the bound on ‖R2n‖. Therefore part (b) is
proved.
Proof of Theorem 3. By applying Taylor’s theorem, it follows from (2.1) that
Lˆn
(
βˆ∗n − βˆn
)
= n−1
n∑
i=1
(y − pˆ(xi))xi − (2n)−1
n∑
i=1
xie
z∗i (1− ez∗i )(1 + ez∗i )−3[x′i(βˆ∗n − βˆn)]2,
(4.38)
where |z∗i − x′iβ| ≤ |x′i(βˆ∗n − βˆn)| for all i ∈ {1, . . . , n}. Now rest of part (a) of Theorem 3 follows
exactly in the same line as the proof of part (a) of Theorem 1. To establish part (b), assume that
Wi =
(
Yix
′
i,
[
Y 2i −EY 2i
]
z′i
)′
and W ∗i =
(
Yˆi
[
(G∗i −µG∗)µ−1G∗
]
x′i, Yˆ
2
i
[
µ−2G∗(G
∗
i −µG∗)2−1
]
z′i
)′
. Here
Yi = (yi − p(β|xi)) and Yˆi = (yi − pˆ(xi)). First we are going to show that
Hˇn =
√
n
(
H
(
W¯n + n
−1/2bnZ
))
+Rn and Hˇ
∗
n =
√
n
(
Hˆ
(
W¯ ∗n + n
−1/2bnZ
))
+R∗n,
for some functions H, Hˆ : Rk →Rp where k = p+q with q = p(p+ 1)
2
. H(·), Hˆ(·) have continuous
partial derivatives of all orders, H(0) = Hˆ(0) = 0 and P
(
‖Rn‖ = o
(
n−1/2
))
= 1 − o(n−1/2) &
P∗
(
‖R∗n‖ = o
(
n−1/2
))
= 1−op
(
n−1/2
)
. Next step is to apply Lemma 3, Lemma 4 and Lemma 7 to
claim that suitable Edgeworth expansions exist for both Hˇn and Hˇ
∗
n. The last step is to conclude
SOC of bootstrap by comparing the Edgeworth expansions. Now (4.34) and part (a) of Theorem
1 imply that
√
n
(
βˆn − β
)
= L−1n
[
Λn − ξn/2
]
+R3n, (4.39)
where P
(
‖R3n‖ ≤ C42(p)n−1(logn)3/2
))
= 1 − o(n−1/2). Here Λn = n−1/2∑ni=1 Yixi and ξn =
n−3/2
∑n
i=1 xie
x′iβ
(
1−ex′iβ)(1+ex′iβ)−3[x′i(L−1n Λn)]2. Clearly,P(‖ξn‖ ≤ C43(p)n−1/2(log n))) =
1− o(n−1/2). Therefore, by Taylor’s theorem we have
√
n
(
Lˆn −Ln
)(
βˆn − β
)
= ξn +R4n, (4.40)
where P
(
‖R4n‖ ≤ C44(p)n−1(logn)2
))
= 1 − o(n−1/2). Again noting (4.40), by equation (5) at
page 52 of Turnbull (1929) we have
Mˆ−1/2n −L−1/2n = −L−1/2n Z1nL−1/2n +Z2n, (4.41)
where
(
Mˆn −Ln
)
= L
1/2
n Z1n +Z1nL
1/2
n . Also easy to show that
P
(
‖Mˆn −Mn‖ ≤ C45(p)n−1(log n)
)
= 1− o(n−1/2),
whereMn = n
−1∑n
i=1 Y
2
i xix
′
i. Hence using Lemma 6 we have P
(
‖Z2n‖ ≤ C46(p)n−1(logn)2
))
=
1 − o(n−1/2). Therefore from (4.39)-(4.41), Lemma 8 and the fact that bn = O(n−d) (for some
d > 0) will imply that
Hˇn = L
−1/2
n
[
Λn + bnZ + ξn/2
]
−L−1/2n
[ ∫ ∞
0
e−tL
1/2
n
(
Mn −Ln
)
e−tL
1/2
n dt
]
L−1/2n Λn +R5n,
(4.42)
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where P
(
‖R5n‖ ≤ C47(p)n−1/2(logn)−1
)
= 1 − o(n−1/2). Now writing Wi = (W ′i1,W ′i2)′ and
W¯n = n
−1∑n
i=1Wi = (W¯
′
n,1, W¯
′
n2)
′ with Wi1 has first p components of Wi for all i ∈ {1, . . . , n},
we have
Λn + bnZ =
√
n
(
W¯n1 + n
−1/2bnZ
)
ξn = n
−1/2
n∑
i=1
xie
x′iβ
(
1− ex′iβ)(1 + ex′iβ)−3[W¯ ′n1L−1n xix′iL−1n W¯n1]2
=
√
n
(
W¯ ′n1M˜1W¯n1, . . . , W¯
′
n1M˜pW¯n1
)′
,
where M˜k = n
−1∑n
i=1 xike
x′iβ
(
1 − ex′iβ)(1 + ex′iβ)−3(L−1n xix′iL−1n ) for k ∈ {1, . . . , p}. Hence
writing W˜n1 = W¯n1 + n
−1/2bnZ we have
L−1/2n
[
Λn + bnZ + ξn/2
]
=
√
n
[
L−1/2n W˜n +
(
W˜ ′n1M˘1W˜n1, . . . , W˜
′
n1M˘pW˜n1
)′]
, (4.43)
since bn = O(n
−d) and ‖M˜k‖ = O(1) for any k ∈ {1, . . . , p}. Here M˘k =
∑p
j=1 L
−1/2
kjn M˜k,
k ∈ {1, . . . , p}, with L−1/2kjn being the (k, j)th element of L−1/2n . Again the jth row of
(
Mn − Ln
)
is W¯ ′n2Ejn where Ejn is a matrix of order q × p with ‖Ejn‖ ≤ q, j ∈ {1, . . . , p}. Therefore from
(4.34) and (4.37) we have
L−1/2n
[ ∫ ∞
0
e−tL
1/2
n
(
Mn −Ln
)
e−tL
1/2
n dt
]
L−1/2n Λn =
√
n
(
W˜ ′n2Mˇ1W˜n2, . . . , W˜
′
n2MˇpW˜n2
)′
+R6n,
(4.44)
where W˜n2 = W¯n2 + n
−1/2bnZ1 with Z1 ∼ Nq
(
0, Iq
)
, independent of Z & {y1, . . . , yn}. M¯k =∫ ∞
0
[∑p
j=1mkjn(t)Mˇj(t)
]
dt where mkjn(t) is the (k, j)th element of the matrix L
−1/2
n etL
1/2
n
and Mˇj(t) = Ejne
tL1/2n L
−1/2
n , k, j ∈ {1, . . . , p}. Moreover, P
(
‖R6n‖ ≤ C48n−1/2(logn)−1
))
=
1 − o(n−1/2). Now define the (p + q) × (p + q) matrices {M †1 , . . . ,M †p} where M †k =
[
M˘k 0
M¯k 0
]
.
Therefore from (4.42)-(4.44) we have
Hˇn =
√
n
[(
L−1/2n 0
)
W˜n +
(
W˜ ′nM
†
1W˜n, . . . , W˜
′
nM
†
pW˜n
)′]
+Rn
=
√
nH
(
W˜n
)
+Rn, (4.45)
where the function H(·) has continuous partial derivatives of all orders, W˜n =
(
W˜ ′n1, W˜
′
n2
)′
and
Rn = R5n +R6n.
Through the same line of arguments, writing W¯ ∗n1 = n
−1∑n
i=1W
∗
i1 = n
−1∑n
i=1 Yˆiµ
−1
G∗(G
∗
i −
µG∗)xi and W¯
∗
n2 = n
−1∑n
i=1W
∗
i2 = n
−1∑n
i=1 Yˆ
2
i
[
µ−2G∗(G
∗
i − µG∗)2 − 1
]
zi, it can be shown that
Hˇ∗n =
√
n
[(
Mˆ−1/2n 0
)
W˜ ∗n +
(
W˜ ∗′n M
∗†
1 W˜
∗
n , . . . , W˜
∗′
n M
∗†
p W˜
∗
n
)′]
+R∗n
=
√
nHˆ
(
W˜ ∗n
)
+R∗n, (4.46)
where W˜ ∗n =
(
W˜ ∗′n1, W˜
∗′
n2
)′
with W˜ ∗n1 = W¯
∗
n1 + n
−1/2bnZ∗ and W˜ ∗n2 = W¯
∗
n + n
−1/2bnZ∗1 , Z
∗
1 being
a Nq
(
0, Iq
)
distributed random vector independent of {G∗1, . . . , G∗n} and Z∗. M∗†j =
[
M˘∗k 0
M¯∗k 0
]
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where M˘∗j =
∑p
j=1 Mˆ
−1/2
kjn M˜
∗
j with Mˆ
−1/2
kjn being the (k, j)th element of Mˆ
−1/2
n , M˜∗j being
same as M˜j after replacing β by βˆn. M¯
∗
j =
∫ ∞
0
[∑p
j=1m
∗
kjnMˇj(t)
]
dt where m∗kjn(t) is the
(k, j)th element of the matrix Mˆ
−1/2
n e−tMˆ
1/2
n and Mˇ∗j (t) = Ejne
−tMˆ1/2n Mˆ−1/2n . Also P∗
(‖R∗n‖ ≤
C49n
−1/2(logn)−1
)
= 1 − op
(
n−1/2
)
. Now by applying Lemma 3, Lemma 4 and Lemma 7 with
s = 3, Edgeworth expansions of the densities of Hˇn and Hˇ
∗
n can be found uniformly over the class
Ap upto an error o
(
n−1/2
)
and op
(
n−1/2
)
respectively. Call those Edgeworth expansions ψ˜n,3(·)
and ψ˜∗n,3(·) respectively. Now if ψ˜n,3(·) is compared with ψˇn,3(·) of Lemma 4, then Mˇn = Ip.
Similarly for ψ˜∗n,3(·) also Mˇn = Ip. Therefore, ψ˜n,3(·) and ψ˜∗n,3(·) have the forms
ψ˜n,3(x) =
[
1 + n−1/2q1(β, µW ,x) +
m2−1∑
j=1
b2jn q2j(β,Ln,x)
]
φ(x)
ψ˜∗n,3(x) =
[
1 + n−1/2q1(βˆn, µˆW ,x) +
m2−1∑
j=1
b2jn q2j(βˆn,Mˆn,x)
]
φ(x),
where m2 = inf{j : b2jn = o(n−1/2)}, µW is the vector of {n−1
∑n
i= E(yi − p(β|xi))2xl1ijxl2ij′ :
j, j′ ∈ {1, . . . , p}, l1, l2 ∈ {0, 1, 2}, l1+ l2 = 2} and {n−1
∑n
i=E(yi−p(β|xi))3xl1ijxl2ij′xl3ij′′ : j, j′, j′′ ∈
{1, . . . , p}, l1, l2, l3 ∈ {0, 1, 2, 3}, l1+ l2+ l3 = 3}. µˆW is the vector of {n−1
∑n
i=(yi− pˆ(xi))2xl1ijxl2ij′ :
j, j′ ∈ {1, . . . , p}, l1, l2 ∈ {0, 1, 2}, l1 + l2 = 2} and {n−1
∑n
i=(yi − pˆ(xi))3xl1ijxl2ij′xl3ij′′ : j, j′, j′′ ∈
{1, . . . , p}, l1, l2 ∈ {0, 1, 2, 3}, l1+ l2+ l3 = 3}. q1(a, b, c) is a polynomial in c whose coefficients are
continuous functions of (a, b)′. q2j(a, b, c) are polynomials in c whose coefficients are continuous
functions of a and b. Now Theorem 3 follows by comparing ψ˜n,3(·) and ψ˜∗n,3(·) and due to part (a)
of Theorem 1.
Proof of Theorem 2. Recall that here p = 1 and hence q = 1. Define, Bn =
√
nH(En×R) with
En = (−∞, zn] and zn =
( 3
4n
− µn
)
. Here µn = n
−1∑n
i=1 xip(β|xi). Note that Bn is an interval,
as argued in section 3 just after the description of Theorem 2. The function H(·) is defined in
(4.45). We are going to show that there exist a positive constant M2 such that
lim sup
n→∞
P
(√
n
∣∣∣P∗(H∗n ∈ Bn)−P(Hn ∈ Bn)∣∣∣ ≥M3) = 1.
Define the set Qn =
{∣∣βˆn − β∣∣ = o(n−1/2(log n))} ∩ {∣∣n−1∑ni=1 [(yi − p(β|xi))2 − E(yi −
p(β|xi))2
]
x2i
∣∣ = o(n−1/2(logn))} ∩ {∣∣n−1∑ni=1 [(yi − p(β|xi))3 − (yi − p(β|xi))3]x3i ∣∣ = o(1)}.
Now due to a stronger version of (4.35), it is easy to see that P
(∣∣βˆn − β∣∣ = o(n−1/2(logn)) = 1
for all but finitely many n, upon application of Borel-cantelli lemma and noting that max{|xi| :
i ∈ {1, . . . , n}} = O(1). Again by applying Lemma 1, it is easy to show that P
({∣∣n−1∑ni=1 [(yi−
p(β|xi))2− (yi− p(β|xi))2
]∣∣ = o(n−1/2(logn))}∩{∣∣n−1∑ni=1 [(yi− p(β|xi))3− (yi− p(β|xi))3]∣∣ =
o(1)
})
= 1 for large enough n. Hence P
(
Qn
)
= 1 for large enough n. Similarly define the boot-
strap version of Qn as Q
∗
n =
{∣∣βˆ∗n− βˆn∣∣ = o(n−1/2(log n))}∩{∣∣n−1∑ni=1 [(yi− pˆ(xi))2(µ−2G∗(G∗i −
µG∗)
2−1)]x2i ∣∣ = o(n−1/2(logn))}∩{∣∣n−1∑ni=1 [(yi− pˆ(xi))3(µ−3G∗(G∗i −µG∗)3−1)]x3i ∣∣ = o(1))}.
Through the same line, it is easy to establish that P
(
P∗
(
Q∗n
)
= 1
)
= 1 for large enough n. Hence
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enough to show
lim sup
n→∞
P
({√
n
∣∣∣P∗({H∗n ∈ Bn} ∩Q∗n)−P({Hn ∈ Bn} ∩Qn)∣∣∣ ≥M2} ∩Qn) = 1. (4.47)
Recall the definitions of W¯n and W¯
∗
n from the proof of Theorem 3. Similar to (4.45) and (4.46), it
is easy to observe that
Hn =
√
nH(W¯n) +Rn and H
∗
n =
√
nHˆ(W¯ ∗n) +R
∗
n, (4.48)
where
{|Rn| = O(n−1/2(logn)−1)} ⊆ Qn and {|R∗n| = O(n−1/2(logn)−1)} ⊆ Q∗n. To prove (4.47),
first we are going to show for large enough n,{{√
n
∣∣∣P∗({H∗n ∈ Bn} ∩Q∗n)−P({Hn ∈ Bn} ∩Qn)∣∣∣ ≥M2} ∩Qn
}
⊇
{{√
n
∣∣∣P∗({√nHˆ(W¯ ∗n ) ∈ Bn} ∩Q∗n)−P({√nH(W¯n) ∈ Bn} ∩Qn)∣∣∣ ≥ 2M2} ∩Qn
}
.
(4.49)
Now due to (4.48), we have
∣∣∣P(Hn ∈ Bn)−P(√nH(W¯n) ∈ Bn)∣∣∣ ≤ P(√nH(W¯n) ∈ (∂Bn)(n logn)−1/2)
+P
(
|Rn| 6= o(n−1/2(log n)−1)
)
∣∣∣P∗(H∗n ∈ Bn)−P∗(√nHˆ(W¯ ∗n ) ∈ Bn)∣∣∣ ≤ P∗(√nHˆ(W¯ ∗n ) ∈ (∂Bn)(n logn)−1/2)
+P∗
(
|R∗n| 6= o(n−1/2(logn)−1)
)
To establish (4.49), enough to show P
(√
nHˆ(W¯n) ∈
(
∂Bn
)(n logn)−1/2)
= o
(
n−1/2
)
and P
({
P∗(√
nHˆ(W¯ ∗n ) ∈
(
∂Bn
)(n logn)−1/2)
= o
(
n−1/2
)} ∩ Qn) = 1 for large enough n. An Edgeworth
expansion of
√
nW¯ ∗n with an error o(n
−1/2) (in almost sure sense) can be established using Lemma
11. Then we can use transformation technique of Bhattacharya and Ghosh (1978) to find an
Edgeworth expansion ηˆn(·) of the density of √nHˆ(W¯ ∗n) with an error o(n−1/2) (in almost sure
sense). Now the calculations similar to page 213 of BR(86) will imply that P
({
P∗
(√
nHˆ(W¯ ∗n) ∈(
∂Bn
)(n logn)−1/2)
= o
(
n−1/2
)} ∩ Qn) = 1, since Bn is an interval. Next we are going to show
that P
(√
nHˆ(W¯n) ∈
(
∂Bn
)(n logn)−1/2)
= 0 for large enough n and to show that we need to
utilize the form of Bn, as Edgeworth expansion of
√
nH(W¯n) similar to
√
nHˆ(W¯ ∗n) does not exist
due to the lattice nature of W ∗1 , . . . ,W
∗
n . To this end define kn(x) =
(√
nH(x/
√
n), x2
)′
where
x = (x1, x2)
′. Note that kn(·) is a diffeomorphism (cf. proof of lemma 3.2 in Lahiri (1989)). Hence
kn(·) is bijection and kn(·) & k−1n (·) have derivatives of all orders. Therefore, arguments given
between (2.15) and (2.18) at page 444 of Bhattacharya and Ghosh (1978) with gn replaced by
k−1n (·) will imply that∣∣∣P(Hn ∈ Bn)−P(√nH(W¯n) ∈ Bn)∣∣∣ ≤ P((√nW¯n ∈ (∂k−1n (Bn ×R))dn(n log n)−1/2)+ o(n−1/2)
= P
(√
nW¯n1 ∈
(
∂En
)dn(n log n)−1/2)
+ o
(
n−1/2
)
,
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where dn ≤ max
{|det(Grad[kn(x)])|−1 : |x| = O(√logn)}. Now by looking into the form of H(·)
in (4.35), it is easy to see that dn = O(1), say dn ≤ C44 for some positive constant C44. Now note
that
P
(√
nW¯n1 ∈
(
∂En
)C44(n logn)−1/2)
= P
([
n−1/2
n∑
i=1
yixi −
√
nµn
]
∈ (zn − C44(n log n)−1/2, zn + C44(n logn)−1/2))
= P
( n∑
i=1
yixi ∈
(
3/4− C44(logn)−1/2, 3/4 + C44(log n)−1/2
))
= 0,
for large enough n, since
∑n
i=1 yixi can take only integer values. Therefore (4.49) is established.
Now recalling that ηˆn(·) is the Egeworth expansion of the density of √nHˆ(W¯ ∗n ) with an almost
sure error o(n−1/2), we have for large enough n,
P
(√
n
∣∣∣P∗(√nHˆ(W¯ ∗n) ∈ Bn)−
∫
Bn
ηˆn(x)dx
∣∣∣ = o(1)) = 1. (4.50)
Now define Ui =
((
yi− p(β|xi)
)
xiVi,
(
yi− p(β|xi)
)2
x2i
[
V 2i − 1
])′
, i ∈ {1, . . . , n}, where V1, . . . , Vn
are iid continuous random variables which are independent of {y1, . . . , yn}. Also E(V1) = 0,
E(V 21 ) = E(V1)
3 = 1 and EV 81 < ∞. An immediate choice of the distribution of V1 is that of
(G∗1 − µG∗)µ−1G∗ . Other choices of {V1, . . . , Vn} can be found in Liu(1988), Mammen (1993) and
Das et al. (2019). Now since max{|xi| : i ∈ {1, . . . , n}} = O(1), there exists a natural number n0
and constants 0 < δ2 ≤ δ1 < 1 such that supn≥n0 p(β|xn) ≤ δ1 and infn≥n0 p(β|xn) ≥ δ2. Again
V1, . . . , Vn are iid continuous random variables. Hence writing pn = p(β|xn), for any b > 0 we have
sup
n≥n0
sup
‖t‖>b
∣∣∣Eeit′Un ∣∣∣
≤ sup
n≥n0
[
pn sup
‖t‖>b(1−δ1)2
∣∣∣Eeit1(1−pn)V1+it2(−pn)2[V 21 −1]∣∣∣+ (1− pn) sup
‖t‖>bδ22
∣∣∣Eeit1(−pn)V1+t2(−pn)2[V 21 −1]∣∣∣]
< 1,
i.e. uniform Cramer’s condition holds. Also the minimum eigen value condition of Theorem 20.6
of BR(86) holds due to max{|xi| : i ∈ {1, . . . , n}} = O(1) and lim infn→∞ n−1
∑n
i=1 x
6
i > 0. Hence
applying Theorem 20.6 of BR(86) and then applying transformation technique of Bhattacharya
and Ghosh (1978) we have∣∣∣P(√nH(U¯n) ∈ Bn)−
∫
Bn
ηn(x)dx
∣∣∣ = o(n−1/2), (4.51)
where U¯n = n
−1∑n
i=1 Ui. Note that in both the expansions ηn(·) and ηˆn(·) the variances corre-
sponding to normal terms are 1. Also Hˆ(·) can be obtained from H(·) first replacing Ln by Mˆn
and then β by βˆn (cf. (4.45) and (4.46)). Hence we can conclude that for any Borel set C,
P
({√
n
∣∣∣ ∫
C
ηn(x)dx −
∫
C
ηˆn(x)dx
∣∣∣ = o(1)} ∩Qn) = 1
Hence from (4.50) and (4.51), we have
P
({√
n
∣∣∣P∗(√nHˆ(W¯ ∗n) ∈ Bn)−P(√nH(U¯n) ∈ Bn)∣∣∣ = o(1)} ∩Qn
)
= 1, (4.52)
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for large enough n. To establish (4.47), in view of (4.49) and (4.52) it is enough to find a positive
constant M3 such that
√
n
∣∣∣P(√nH(W¯n) ∈ Bn)−P(√nH(U¯n) ∈ Bn)∣∣∣ = √n∣∣∣P(√nW¯n1 ∈ En)−P(√nU¯n1 ∈ En)∣∣∣ ≥ 4M3.
Note that since EV 21 = EV
3
i = 1, the first three average moments of {W11, . . . ,Wn1} are same as
that of {U11, . . . , Un1}. However {W11, . . . ,Wn1} are independent lattice random variables whereas
{U11, . . . , Un1} are independent random variables for which uniform Cramer’s condition holds.
Therefore by Lemma 10 and Theorem 20.6 of BR(86) we have
sup
x∈R
∣∣∣P(√nW¯n1 ≤ x)− Φσ2n(x)− n−1/2P1(− Φσ2n : {χ¯ν,n})(x)
+ n−1/2
(
nµn +
√
nx− 1/2) d
dx
Φσ2n(x)
∣∣∣ = o(n−1/2)
and sup
x∈R
∣∣∣P(√nU¯n1 ≤ x)− Φσ2n(x) − n−1/2P1(− Φσ2n : {χ¯ν,n})(x)
∣∣∣ = o(n−1/2), (4.53)
where P1
( − Φσ2n : {χ¯ν,n})(x) is as defined in Lemma 10. Recall that En = (−∞, zn] where
zn =
( 3
4n
− µn
)
. Therefore for some positive constants C46, C47, C48 we have
√
n
∣∣∣P(√nW¯n1 ∈ En)−P(√nU¯n1 ∈ En)∣∣∣ = √n∣∣∣P(√nW¯n1 ≤ √nzn)−P(√nU¯n1 ≤ √nzn)∣∣∣
≥ (nµn + nzn − 1/2)(√2πσn)−1e−(nz2n)/(2σ2n) − o(1)
=
(
4
√
2πσn
)−1
e−(nz
2
n)/(2σ
2
n) − o(1)
≥ C46 exp
{
− C47n−1
( 9
16
+ n2µ2n −
3nµn
2
)}
− o(1)
≥ C48 exp
{
− C47M21
}
.
The first inequality follows due to (4.53). Second one is due to max{|xi| : i ∈ {1, . . . , n}} = O(1)
and the last one is due to the assumption
√
n|µn| < M1. Taking 4M2 = C48 exp
{
−C47M21
}
, the
proof of Theorem 2 is now complete.
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