The procedure of Information Retrieval (IR)algorithmappears disingenuously modest when observed from the viewpoint of terminological explanation. However, the implementation mechanism of the IR Algorithm is quite complicated and particularly when implemented to gratify the definite organizational requirements. In this research, the Information Retrieval Algorithm is developed using the MapReduce mechanism to retrieve the information in a Cloud computing environment. The MapReduce algorithm was developed by Google for experimental evaluations. In the present study, the algorithm portrays the results in terms of number of buckets required to generate the output from the large chunk of data in Cloud computing. The algorithm is the part of the complete Business Intelligence tool to be implemented and the results to be delivered for Cloud computing architecture.
with the employment of MapReduce mechanism. The algorithm is verified and simulated results are evaluated based on the following criteria's:
1. The algorithm takes the number of Search requests as input. 2. The algorithm then breaks the Search requests into number of chunks required for the information retrieval from the public cloud. 3. Based on the two assumptions, the algorithms does the mapping functionalities and determines the number of buckets required to perform the reduce function of the algorithm. Thus, the main aim of the algorithm is to regulate the amount of buckets (packets) required to accomplish the MapReduce algorithm without any deterrent. The algorithm (as depicted in the Annexure A) of the paper is being tested on the large number of requests based on different chunks of data.
The rest of the paper is divided as follows: Section 2 elucidatesabout the MapReduce mechanism. Section 3 elaborates about Cloud computing architecture in detail. Section 4outlines the elementary considerations for the IR algorithm using MapReduce mechanism. Section 5describes the IR algorithm and description of the different functions used in the actual Java code. Section 6illustrates the outcomes of the code execution. Section 7 particularizes the inference and commendations based on the experimentation. The paper also includes Annexure A which includes the Java code snippet for IR Algorithm.
MAPREDUCE MECHANISM
The concept of MapReduce was introduced by Google in 2004 and is the backbone of many larger data computations. MapReduce is fundamentally a divide and conquer algorithm which breaks down the problem in to small components and processing it in parallel to accomplish efficient computation on a larger data set. The MapReduce mechanism includes steps:
1. Map 2. Reduce
Map
In Map step, the Main node acquires the input, partitions it up into smaller subproblems, and distributes them to data nodes. A data node may do this over in turn, leading to a multi-level tree structure. The data node processes the smaller problem, and passes the response back to its main node.
Reduce:
In Reduce step, the main node then collects the responses to all the sub-problems and merges them in severalways to outline the output -the respond to the problem it was initially trying to resolve. The overall structure of MapReduce mechanism is depicted in Figure 1 .
CLOUD COMPUTING ARCHITECTURE
The cloud computing architecture used for the experiment includes three different types of servers, namely:
1. Main Server 2. Secondary Server 3. Database Serve The cloud architecture has both master nodes and slave nodes. In this enactment, a main server is one that gets client requests and handles them. The master node is present in main server and the slave nodes in secondary server.Search requests are forwarded to the MapReduce algorithm present in main server. MapReduce takes care of the searching and EVALUATING THE PERFORMANCE Dissimilar sets of requests were delivered, each of altered size, and accomplished the MapReduce jobs in singlenode clusters. The corresponding times of execution were calculated and the conclusion of executing the experiment was that running MapReduce in clusters is by far the more effectual for a large volume of requests. The two important inferences from the study lead to two obviousresults:
In a cloud environment, the MapReduce structure upsurges the adeptness of throughput for large number of requests. In contrast, one wouldn't unescapably see such an increase in throughput in a non-cloud system. When the data set is small, MapReduce do not affectsubstantial increase in throughput in a cloud system. Therefore, consider a combination of MapReduce-style parallel processing when planning to process a large amount of requests in the cloud system.
