Space-variant, or foveating, vision architectures are of importance in both machine and biological vision.
. This last image is obtained by interpolation of the log-polar image, using a cubic spline algorithm. Notice the very small amount of pixels needed to represent a log-polar image.
I. Introduction
In this paper, we describe an algorithm for estimating the Fourier transform of an image which has been re-mapped by an arbitrary invertible C 1 map function, in the range coordinates of the map function. After stating this general result, we specialize the discussion by applying the log-polar map function. This is because the log-polar image format has been shown to approximate that used by higher vertebrate 1] visual systems, and has been the . This image representation is space-variant, due to a progressive decrease in the spatial sampling rate with distance from the center of vision, or \fovea". Nevertheless, it provides a large e ective workspace with a simultaneous ability to perform high resolution vision, while maintaining a small amount of pixels in the image. There are many contexts in machine vision in which this is a desirable trade-o . In biology, some form of foveal strategy is the only image architecture that is in use in higher vertebrate systems.
There has been little systematic development of image processing tools that are explicitly designed for this space-variant vision. Conventional frequency domain methods are of no utility. The shift invariant property of the FFT does not hold when applied directly to a log-polar image format, since translation symmetry in the image domain is broken by the space-variant properties of the map. In this paper, we provide a transform which solves the seemingly paradoxical problem of achieving a form of shift-invariance on a strongly spacevariant architecture. We call this transform the exponential chirp transform (ECT). Our principle practical result is that we have found an algorithm which allows a re-sampled form of the ECT to be computed with the conventional FFT, which we call the FECT. This allows us to combine the favorable space complexity of the log-polar mapping (i.e. small images) with the speed of the FFT, to achieve a general frequency domain analysis tool which is applicable in space-variant applications. Using this approach, we estimate that current generation DSP architectures are su cient for frame-rate full-eld image correlation and ltering.
The structure of this paper is rst to present the general form of transformed Fourier Integral. Then we introduce the exponential chirp transform, and give one and two dimensional examples of it. Next, we demonstrate a frequency domain coordinate transform (log map in frequency) which allows us to express the exponential chirp integral as a complex correlation, which can then be e ciently evaluated with the FFT. We describe a variational method for computing the anti-aliasing and normalization lters needed for the FECT, and demonstrate their e cacy by showing the inversion of the transform. Finally, we provide a series of examples from an image data base of template matching, and ltering, using the FECT implementation, and brie y discuss the practical signi cance of this work.
II. The generalized chirp transform
The basic idea of this paper, as outlined in the introduction, is that we wish to estimate the Fourier transform of an image in the coordinate range of a mapping function applied to that image. Given an "image" f(x) and an invertible transformation w : x ! ; w 2 C ?1 f(x)e ?2 jx dx. It becomes, (using the Jacobian) in the space:
De ning a kernel as:
we can rewrite equation (1) in terms of this kernel as a linear integral transform:
. which is \invariant" up to a phase, under translation in the x domain. This follows from the usual shift property of the Fourier Integral, which we have simply transformed through the map function. 1 We now specialize the discussion to the case in which the map function w is the log-polar mapping (see below for de nition). In this case, as an object is shifted away from the centerof-xation of the map, its high frequency structure is ltered by the falling resolution of the map function. The representation of the object is still invariant, up to the frequency components which survive the under-sampling that occurs when shifting away from the origin. (We assume that anti-aliasing has been applied, the details of which will be discussed below).
A. 1D Continuous Exponential Chirp Transform
Following 7], we consider the one-dimensional transformation:
log(x + a); x 0 2 log(a) ? log(?x + a);
for which the kernel, as in eq. (2) It is important to emphasize that the continuous ECT is fully shift invariant, since there is no aliasing or sampling problem in the continuous case. However, in the discrete case, aliasing will in general lead to a form of \quasi-invariance", in the sense that some frequency structure will be lost to anti-aliasing lters that are required for the discrete case. Similar caveats apply to other invariances, such as size and rotation. Rather than use the cumbersome terminology \quasi-invariance" in the following discussion, we have chosen to use the term invariance in the remainder of this paper. 2 This represents a logarithmic mapping in which the singularity at the origin is removed by de ning two separate branches, using some nite and positive \a" to provide a linear map for kxk << a and becomes smoothly logarithmic for kxk >> a.
The kernel found is reminiscent of a \chirp" with exponentially growing frequency and magnitude. Aliasing must be carefully handled, due to the rapidly growing frequency of the kernel.
B. 2D Continuous Exponential Chirp Transform
Given a function f(x; y) and an invertible and di erentiable transformation w : (x; y) ! ( ; ), the Fourier transform of f(x; y) in the ( ; ) space is given by the following integral transform:
We de ne the two-dimensional exponential chirp kernel as K T ( ; ; k; h):
e ?2 j(k x( ; )+h y( ; )) (6) where J( ; ) is the Jacobian of the transformation. We consider the following two-dimensional log-polar (or complex logarithmic) transformation 7]: w = log(z+a), where \a" is a positive de nite parameter. 3 The transformation between spaces can therefore be written:
3
The complex log transformation requires a branch cut, which is taken in this case to divide the plane into two parts (Real(z) > 0 and Real(z) < 0. Note that this is identical to (and in fact was motivated by) the anatomy of the brain: the two sides of this mapping are in direct correspondence with the two hemispheres of the brain. The visual cortex, which is of the form of a complex logarithmic mapping, is divided in this way for similar reasons. with Jacobian e (2 ) . We can express x and y as:
x = e cos( ) ? a y = e sin( )
Eq. (5) We next show the discrete form of the ECT in terms of the discrete log-map representation of the image f n;m . If we denote with (x 0 ; y 0 ) the position of the fovea and with R the length of the radius of the visual eld, using the same notation as in 12], the log-map representation of an imageĨ(x i ; y j ), ltered to avoid aliasing (see section V), is 4 : f n;m =Ĩ(x 0 +x n;m ; y 0 +y n;m ), where x n;m = be n cos( m ) ? ac; y n;m = be n sin( m )c, and The one-dimensional kernel in Fig. 2 gives a good insight into the discrete transform: the real and imaginary components (in the horizontal and vertical-axes respectively) form a set of points along a spiral with increasing magnitude.
IV. The Fast Exponential Chirp Transform (FECT)
We now show the surprising and important result that it is possible to compute the ECT with a complex correlation by use of a transform of log-polar mapping in frequency. 4 In the following, the symbols b and c represent the \ oor" function. 5 This allows us to evaluate the ECT at the same cost as the conventional FFT, i.e.
at O (N 1 N 2 log 2 (N 1 N 2 )) complexity 6 ,where N 1 and N 2 are the log-map image dimensions (rounded to a power of two).
The ECT (eq. (11)) can be written:
The key idea is to introduce a log-polar mapping in frequency, centered on the frequency 
This change of coordinates transforms the ECT to the following correlation:
The integral transform de ned in eq. (11) , which is not practically useful (requiring several minutes of computation on a 200MHZ Pentium). In appendix A, we provide a more detailed discussion of di erent algorithms for evaluating the ECT. 6 Storing the kernels requires O (N1N2) memory locations. 7 We use the term log-polar here and elsewhere, which is standard in the literature, even though the mapping is written in terms of exponentials. This is a matter of convention, depending on whether one is stating the forward or inverse form of the mapping. 8 Somewhat more e cient algorithms for computing correlations are known, in theory, see 13]. We have not explored the implementation of these ideas in the current context. e 2 ?2 bje cos ) e ?2 je ( + ) cos( + ) d d (14) We refer to the numerical implementation of eq. (14) as the FECT. 9 From a theoretical point of view, the transformation in eq. (13) is suggestive of the Mellin Transform, which also involves a log-polar frequency representation. However the Mellin transform is not based on a foveating architecture, and therefore does not possess the properties of the log-polar spatial mapping. This is an important distinction which we will discuss in the nal section of this paper.
Also, it should be pointed out that the coordinate transform of eq. (13) d d (15) Implementation details are similar to those for the forward transform. 9 Several implementation details are important, in regard to computing the FECT. First, since eq.(14) expresses a 2D linear correlation, zero-padding must be introduced to avoid circular computation. Second, the anti-aliasing ltering (see next section) can be performed directly on the kernel by using an extension of the Fermi function in 2D (Appendix B). Finally the storage in memory of matrices which are xed by the size of the image in the logmap, substantially reduces the overall number of computations. In APPENDIX A the numerical implementation is discussed in detail. (16) as the partial derivatives of the phase function g( ; ) with respect to and . When applied to the ECT these result in (ignoring the smooth real part of the kernel): f = k e cos( ) + h e sin( ) f = h e cos( ) ? k e sin( ) (17) In order to anti-alias, we must lter out the set of samples of the exponential chirp kernel that do not satisfy the following inequality: (bottom). The best values for N , N , N and N were found using a minimization algorithm described in APPENDIX A.
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A more general ltering can be done introducing a gradual attenuation rather than a sudden cut-o , as shown in Fig. 3 , multiplying the chirp kernel by a smooth lter, as similarly done for the short time Fourier transform (STFT). See APPENDIX B.
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If W is the spectral support of our image I (W is a region of < 2 over which the Fourier transform of I is non vanishing), our sampling is error-free if the replications, introduced by the sampling, of the spectral support W do not overlap. We will therefore apply a local (space-variant) ltering, so that we can sample the 2D signal without aliasing at the local Nyquist rate.
11
According to our non-uniform sampling, regions near the fovea which are sampled with a higher sampling frequency require a less abrupt low-pass ltering than regions in the periphery which are sampled much more coarsely. The ltering is done using a position-dependent averaging or Gaussian lter before sampling non-uniformly, in a diskshaped support region with exponentially growing radius size. 
VI. Results
In this section, we provide a series of demonstrations of image processing using the FECT.
The rst example is that of space-variant template-matching. This is performed using a conventional algorithm 12 The images in Fig. 5 illustrate space-variant cross-correlation 13 .
Log-polar representations of edge images (obtained with a 3 3 Sobel operator), shown in the middle column of Fig. 4 , were used to cross-correlate the full frame and a randomly extracted 12 We used the inverse Fourier transform of the product of the Fourier transforms, one of which conjugated, to represent the space-variant cross-correlation. Input images were the edge-maps of the image and template which were to be cross-correlated. In the rst column are the original space-variant images uniformly sampled, i.e. by taking the logmap of the image and applying an inverse-logmap algorithm (cubic spline interpolation). In the second column is shown the log-polar map representation of the original image after Sobel edge detection. Finally in the third column, is the detail extracted from the original image, and then log-polar transformed about its center (shown in a conventional uniformly sampled format). This was used as the template in the examples of spacevariant cross-correlation. The white cross, which appears in the rst column, indicates the location of the highest peak of the cross-correlation, indicating the position at which the space-variant cross correlation algorithm nds the template.
detail. The position of the rst maximum peak, shown with a white cross in the rst column of Fig. 5 , indicates where the template was located, as shown in the last column. This cross-correlation was successful in locating randomly extracted templates on a wide variety of images, as shown in the gure. The peak height of the space-variant cross-correlation is not constant as the template moves across the visual eld, see Fig. 6 and Fig. 5 . In Fig. 6 we show plots of the peak height and peak area (@50% of the maximum) as a function of the done in the space domain, usually with small kernels in the range of 3 3 or 5 5. However, the small space-complexity of log-polar images (N 1 and N 2 are typically in the range of 64, corresponding to an original 512 512 scene) makes it feasible to perform frequency domain ltering, using the FECT. In practice, we have achieved near frame rate on full-eld convolutions using the FECT on a 180MHZ Pentium Processor. The ltering examples we provide have been done in the FECT frequency domain, following the conventional algorithm. 14 . The result is shown in Fig. 8 . These images were generated by multiplying the FECT of an image by an exponentially growing matrix H n;m = e n=40 for n = 1; ::; N (for high-pass, and inverted for low-pass), followed by the IFECT. The image in the bottom left part was generated by applying a Bartlett window, order = 23 and cuto = 0:15, to the original image and taking the log-map and inverse log-map of the image. In Fig. 9 , the original image (in the left) is transformed by a log-polar mapping, the FECT, then the IFECT and nally the inverse log-map (in the right). This accounts for an excellent reconstruction SNR of 21dB. Fig. 10 shows examples of simultaneous rotation, scaling and shifting of tools. The box drawn around the tool denotes the scale and rotation estimated by the FECT. For the example on the left (wrench), the scale factor applied to the tool was 0:77 and the estimate was 0:79; the rotation applied was 33 while the estimate was 34 . For the example on the right (saw), the scale factor applied was 0:55 and the estimate was 0:50; the rotation applied was 49 while the estimate was 51 . The cross-correlation is the inverse transform of the product of the transforms of the kernel and image. 15 In all rotation and scaling examples edge images were originally low-pass ltered with a Gaussian lter ( = 3). Only the modulus of the FECT was considered, and a Laplacian operator was applied directly to the log-polar frequency representation (this operator is the same as the original but it is multiplied by an exponential in n, see 31]). The same procedure was applied to the template, and the estimation of scale and rotation factor achieved by nding the maximum peak of the (traditional) cross-correlation of these two FECT images, after zero-padding along the n axis.
VII. Conclusions
In the present paper, we have shown the solution to an apparently contradictory goal: to combine the space-variant imaging properties of a mapping with the space-invariance of the spectrum of the Fourier Transform. In previous work, we found a linear integral transform that satis es this goal, for the log-polar mapping, by the use of Lie Group techniques 32], which yielded the continuous form of the exponential chirp transform. However, it is much simpler to derive the same result, as in this paper, by simply mapping the conventional Fourier kernel via the log-polar (or other) map function, adding the Jacobian of the transform, and then de ning the new transform in range coordinates, as we have outlined. A more important result is the fast transform using this kernel (FECT), which is based on taking an additional log-polar mapping in frequency coordinates. Also signi cant is the use of variational, or training methods to compute appropriate anti-aliasing lters, and other implementation details, which are outlined in the APPENDICES. The result of this work is a fast transform which we have timed at roughly 100 msecond on a 180 MHZ Pentium (logmap size of 128 89), and which we estimate will run 5-10 times faster on current generation (AD21062 @40MHz) DSP processors. The practical signi cance of this work is that it provides a powerful tool for image processing on space-variant architectures.
Template matching on a space-variant architecture, as summarized in Fig. 6 , can be viewed as a form of \attention". When the scene contains the template far o axis (i.e. far from the center of xation), the template matching is less accurate, but can be re ned by a camera (or eye) movement. This is in marked distinction to template matching with, for example, a Mellin-Fourier architecture. In this case, a small template is lost in the signal-to-noise ratio of the entire scene, and no re nement by eye-movement is possible: the Mellin-Fourier transform is shift invariant! On the contrary, the FECT is quasi-shift invariant, in the sense that a given template will match any instance of itself anywhere in the scene, but the peak height (PH) and the peak area (PA) is monotonic increasing with (inverse) distance from the center of xation (see Fig. 6 ). Thus, the FECT provides a form of attentional processing that is intrinsic to its template matching function.
The application of multi-resolution architectures to machine vision has largely focused on Laplacian pyramid 33], quad-trees 34], and their extensions in terms of wavelet 35] and Gabor function implementations 36], 37]. The log-polar mapping provides a related architecture, but one which has received less attention in machine vision. One way to think about the distinction between a \truncated" pyramid architecture (e.g. a Laplacian
Pyramid with progressively reduced \foveal" like truncation of the layers) and a log-polar architecture is that the pyramid is de ned on the domain, and the log-polar format is de ned on the range coordinates of the same image mapping (and, of course, the pyramid is usually much more coarsely quantized, usually into only four or ve binary levels). In the biological context, the pyramid is a \retinal" structure and the log-polar representation is a \cortical" structure. However, they di er markedly in practical and implementation issues. Since pyramid coordinates are the familiar Cartesian raster of computer frame bu ers, they provide a simple and familiar application environment. The log-polar format is much less forgiving: neighborhood connectivity is complex (e.g. see 38]), and there is a general lack of image processing tools.
The present paper lls a major gap by generalizing the Fourier Transform to the log-polar domain, with favorable computational complexity. The examples that we have provided, which include template matching, ltering, and auto-correlation, all show excellent performance, both in quality and computational complexity. We expect that, just as the FFT Fig. 9 . Example of reconstruction.
is a fundamental building block of conventional signal processing, the FECT will become a fundamental building block of space-variant image processing.
Prior to the FECT development there was little support for working in the log-polar format. The question of which approach, or combination of approaches, from the multiresolution methods of the Laplacian pyramid, wavelets and Gabor Functions, or log-polar architecture, is most e ective might be suggested by the results of biological evolution. The retina of all higher vertebrates, including the cat, the monkey, the human, and even birds of prey such as the owl and the hawk, all make strong use of a multi-resolution architecture which is reminiscent of the Laplacian Pyramid, or Gabor function structure. This observation is support for the \pyramid" architectures. However, in higher vertebrates, relatively little actual computation takes place in the retina; rather, the cortex, beginning with V-1 in the primate, and with analogous structures in other animals, is widely assumed to be the actual locus of feature extraction, attention, and template matching. Perhaps, the most accurate statement is that the multi-resolution architecture of choice is in fact a log-polar coordinate system in which a \vertical" multi-scale structure (e.g. Laplacian pyramid, wavelet, or Gabor function) is superimposed on an underlying "horizontal" log-polar spatial structure.
We have outlined such a structure (e.g. see 39] , 40]), and in our experience, the FECT is the tool of choice in handling the log-polar aspects of computing in this environment. The FECT algorithm 16 17 is based on an algorithm for the computation of a complex correlation. We used the FFT for this, although other algorithms for fast correlation have ]. The FECT can be implemented following these steps:
Step 1: computation of the rst term of the cross-correlation function: P n;m = f n;m e 2 n?2 jbe n cos( m) (21) n = 1; 2; ::; N m = 1; 2; ::; M 16 The term \fast", in our usage (FECT) refers to a more e cient, but re-sampled version of the ECT. This is a slightly di erent usage than, for example, the FFT, where the \fast" version of the DFT (the FFT) produces results which are identical to the DFT. The FECT produces results which are a re-sampled version of the DECT, due to the log-polar frequency mapping. Although the FECT is a homeomorphism of the log-polar image (i.e. invertible and one-to-one), as demonstrated by the inversion of the FECT shown in gure 9, the DECT and FECT are, of course, not numerically identical. This situation is analagous to the original chirp transform, which is a re-sampling in frequency of the DFT, and not numerically identical to the results of the FFT.
Step 
Step 4: The fast transform is given by the following complex cross-correlation (denoted by \ "):
((P zp ) Q) e;hw S (24) where \zp" stands for zero-padding (to the dimensions of H), \e" is extract (to the dimensions of S), \hw" stands for horizontal wrap (since = ? ) and the product \ " is intended term by term. The above correlation was done using 2D-FFTs
18
. The methods illustrated in the present paper also require estimation of three lters: h SLR n;m ; H FN n;m ; h SN n;m . The side-lobe reduction (SLR) weight matrix used h SLR n;m , in the log-map domain, is the following matrix 18 By stacking the two hemi elds, one in the real and one in the imaginary part, and by taking advantage of pruning in the FFT algorithm, our actual implementation (Linux, Pentium 180 Mhz) of the FECT is 100msecs, compared with 60msecs of a FFT of the same size (128 128). are matrices independent of the index \m". These lters were found using a \simplex" optimization algorithm 42]. In order to reduce the number of parameters in the optimization scheme, we performed the variational calculation on a decimated version of the lter; the full lter was then estimated by cubic spline interpolation of the decimated lter obtained by the simplex variational computation.
Now, we will describe in detail the simplex optimization. Our criterion was to achieve an identity mapping following forward and inverse transformation via FECT, represented formally by:f n;m = h SN n;m IFECT H FN n;m 19 We found out that in most cases simply: h SN n;m 1 FECT h SLR n;m f n;m (26) the purpose of the optimization procedure is to minimize the reconstruction errors, this can be obtained by maximizing the following signal-to-noise ratio (S.N.R.): 
where var is the variance, e f is the standard deviation of the log-polar image f n;m and ef is the standard deviation off n;m . We used the simplex variational algorithm to evaluate lters which minimized the reconstruction error above. This is a very time consuming computation, but is performed o -line, and only needs to be evaluated once for each choice of map function parameters. In particular, all examples in this paper were obtained with lters that were obtained from a single \training" image which was not used further in any of the examples.
B. The 2D Fermi-function.
The condition in eq.(18) can be tested using the following Fermi function that has been extended to become a 2D function, which is equal to one for x and y ! +1 and to zero for x or y ! ?1: 
However, since the exponential chirp kernel is \partially" separable (the parts with h and k can be computed separately), we can develop a fast algorithm for computing eq. (31).
Considering positive frequencies k, eq. (14) 
