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Abstract
Recently, an algorithm for an error-free transformation of matrix multiplication
into sum of floating-point matrices has been developed by authors. It is shown
that this algorithm is useful for accurate computations. Moreover, computational
performance of the algorithm is signfficantly high. However, as a drawback, this
algorithm requires much amount of working memory. In this report, we reduce the
amount of working memory without changes of basic flow of the algorithm. Finally,













roundoff unit IEEE 754 $u=2^{-53}$
$fl(\cdots)$ ( )
$fl(\cdots)$
$A=(a_{ij})\in F^{m\cross n}$ $B=(b_{ij)}\in F^{n\cross p}$ $n\ll u^{-1}$ $\beta$
$\beta=r\frac{\log_{2}n-\log_{2}u}{2}\rceil$ (1)
$\sigma\in F^{m}$ $\tau\in F^{p}$
$\sigma_{i}^{(1)}=2^{\beta}\cdot 2^{v_{i}^{(1)}}$ , $\tau_{j}^{(1)}=2^{\beta}\cdot 2^{w_{j}^{(1)}}$
$v^{(1)}\in F^{m}$ $w^{(1)}\in F^{p}$
$v_{i}^{(1)}= \lceil\log_{2_{1}}\max_{\leq j\leq n}|a_{ij}|\rceil$ , $w_{j}^{(1)}= \lceil\log_{2}\max_{1\leq i\leq n}|b_{ij}|\rceil$ (2)
$e=(1,1, \ldots, 1)^{T}$ $A$ $B$
$A^{(1)}=fl((A+\sigma^{(1)}\cdot e^{T})-\sigma^{(1)}\cdot e^{T})$ , $\underline{A}^{(2)}=fl(A-A^{(1)})$ ,
$B^{(1)}=fl((B+e\cdot(\tau^{(1)})^{T})-e\cdot(\tau^{(1)})^{T})$ , $\underline{B}^{(2)}=fl(B-B^{(1)})$ (3)
$A=A^{(1)}+\underline{A}^{(2)}$ , $B=B^{(1)}+\underline{B}^{(2)}$
$\sigma^{(2)}$ $\tau^{(2)}$ $\underline{A}^{(2)}$ $\underline{B}^{(2)}$
$\sigma_{i}^{(2)}=2^{\beta}\cdot 2^{v_{i}^{(2)}}$ , $\tau_{j}^{(2)}=2^{\beta}\cdot 2^{w_{j}^{(2)}}$
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$v^{(2)}$ $w^{(2)}$
$v_{i}^{(2)}= \lceil\log_{2_{1}}\max_{\leq j\leq n}|\underline{a}_{ij}^{(2)}|\rceil$ ,
$\underline{A}^{(2)}$ $\underline{B}^{(2)}$
$w_{j}^{(2)}= \lceil\log_{2}\max_{1\leq i\leq n}|\underline{b}_{ij}^{(2)}|\rceil$
$A^{(2)}=fl((\underline{A}^{(2)}+\sigma^{(2)}\cdot e^{T})-\sigma^{(2)}\cdot e^{T})$ , $\underline{A}^{(3)}=fl(\underline{A}^{(2)}-A^{(2)})$ ,
$B^{(2)}=fl((\underline{B}^{(2)}+e\cdot(\tau^{(2)})^{T})-e\cdot(\tau^{(2)})^{T})$ , $\underline{B}^{(3)}=fl(\underline{B}^{(2)}-B^{(2)})$
$\underline{A}^{(2)}=A^{(2)}+\underline{A}^{(3)}$ , $A=A^{(1)}+A^{(2)}+\underline{A}^{(3)}$ ,
$\underline{B}^{(2)}=B^{(2)}+\underline{B}^{(3)}$ , $B=B^{(1)}+B^{(2)}+\underline{B}^{(3)}$ .
$\sigma^{(k)}\in F^{m}$ $\tau^{(k)}\in F^{p}$
$\sigma_{i}^{(k)}=2^{\beta}\cdot 2^{v_{i}^{(k)}}$ ,
$v^{(k)}\in F^{m}$ $w^{(k)}\in F^{p}$
$v_{i}^{(k)}= \lceil\log_{2_{1}}\max_{\leq j\leq n}|\underline{a}_{ij}^{(k)}|\rceil$ ,
$\tau_{j}^{(k)}=2^{\beta}\cdot 2^{w_{j}^{(k)}}$ (4)
$w_{j}^{(k)}= \lceil\log_{2_{1}}\max_{\leq i\leq n}|\underline{b}_{ij}^{(k)}|\rceil$
$A^{(k)},$ $\underline{A}^{(k+1)},$ $B^{(k)},$ $\underline{B}^{(k+1)}$ $\underline{A}^{(k)}$ $\underline{B}^{(k)}$
$A^{(k)}=fl((\underline{A}^{(k)}+\sigma^{(k)}\cdot e^{T})-\sigma^{(k)}\cdot e^{T})$ , $\underline{A}^{(k+1)}=fl(\underline{A}^{(k)}-A^{(k)})$ ,
$B^{(k)}=fl((\underline{B}^{(k)}+e\cdot(\tau^{(k)})^{T})-e\cdot(\tau^{(k)})^{T})$ , $\underline{B}^{(k+1)}=fl(\underline{B}^{(k)}-B^{(k)})$ (5)
$A=\underline{A}^{(1)},$ $B=\underline{B}^{(1)}$ (4) (5) $k=1,2,$ $\ldots$
$nA,$ $n_{B}\in \mathbb{N}$
$A= \sum_{r=1}^{n_{A}}A^{(r)}$ , $B= \sum_{s=1}^{n_{B}}B^{(s)}$ , $\underline{A}^{(n_{A}+1)}=O_{mn}$ , $\underline{B}^{(n_{B}+1)}=O_{np}$ (6)
$O_{mn}$ $m$ $n$
$A^{(i)}B^{(j)}=fl(A^{(i)}B^{(j)})$ , $1\leq i\leq nA$ , $1\leq j\leq n_{B}$
$AB= \sum_{k=1}^{A}C^{(k)}nn_{B}$ , $C^{(1)}=fl(A^{(1)}B^{(1)})$ , . . . , $C^{(n_{A}n_{B})}=fl(A^{(n_{A})}B^{(n_{B})})$
[5, 6] $R,$ $S\in \mathbb{F}^{m\cross p}$





$C’=$ accmul $(A, B)$ ( $C’= \sum_{i=1}C^{(i)}$ ).
$A$ $B$ $n$ $n$
$\mu$ ( $8n^{2}$ )
$\bullet$ $A$ $n_{A}$ $(nA\mu)$










$A(1 :n/2, :)*B(:, 1:n/2)$ ( 1 ). 1: $n/2$
1 $n/2$ :
1: $n$







$n$ $k$ $C$ $k$
$d=n/k$ ;
for $i=1:k$
for $j=1$ : $k$
$C((i-1)d+1 : i*d, (j-1)d+1 : j*d)=$











Intel Xeon 5550 $(2.66GHz)$ 2
8 CPU $MATLAB2011a$ $A$ $B$ MATLAB








1: ( ) $(n=1200)$ .










$A^{(1)},$ $A^{(2)}$ $A^{(1)}$ $B^{(1)}$ $A^{(1)}B^{(1)}$
$B^{(1)}$ $B^{(2)}$ $A^{(1)}B^{(2)}$ $A^{(1)}$
, . . . , $A^{(r)}$ $B^{(1)},$ $\ldots,$ $B^{(s)}$ $(i,j)$
$A^{(i)}B^{(j)}$
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3: ( ) $(n=4800)$ .
4: ( ) $(n=9600)$ .
for $i=1$ : $nA$
$A^{(i)}$ ($A^{(i-1)}$ )
for $j=1$ : $n_{B}$













1200 105 109 1.15 128
2400 102 106 1.12 121
4800 101 103 105 1.16
9600 100 100 101 106







$k$ ( ) $n$ 6 9






7: ( ) $(n=2400)$ .
8: ( ) $(n=4800)$ .
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