Let r ≥ 1 be an integer, a = (a 1 , . . . , a r ) a vector of positive integers and let D ≥ 1 be a common multiple of a 1 , . . . , a r . We prove that, if a determinant ∆ r,D , which depends only on r and D, with entries consisting in values of Bernoulli polynomials is nonzero, then the restricted partition function p a (n) := the number of integer solutions (x 1 , . . . , x r ) to r j=1 a j x j = n with x 1 ≥ 0, . . . , x r ≥ 0 can be computed in terms of values of Bernoulli polynomials and Bernoulli Barnes numbers.
Introduction
Let a := (a 1 , a 2 , . . . , a r ) be a sequence of positive integers, r ≥ 1. The restricted partition function associated to a is p a : N → N, p a (n) := the number of integer solutions (x 1 , . . . , x r ) of r i=1 a i x i = n with x i ≥ 0. Let D be a common multiple of a 1 , . . . , a r . According to [4] , p a (n) is a quasi-polynomial of degree r − 1, with the period D, i.e. The restricted partition function p a (n) was studied extensively in the literature, starting with the works of Sylvester [13] and Bell [4] . Popoviciu [10] gave a precise formula for r = 2. Recently, Bayad and Beck [3, Theorem 3.1] proved an explicit expression of p a (n) in terms of Bernoulli-Barnes polynomials and the Fourier Dedekind sums, in the case that a 1 , . . . , a r are are pairwise coprime. In our paper, we propose a new method to compute p a (n) using the function ζ a (s) := ∞ n=1 p a (n) n s , Re s > r, studied by Cimpoeaş and Nicolae [8] . In formula (1.9) we prove that In Proposition 1.6 we prove that the above condition holds for r = 1, hence ∆ 1,D = 0. In Theorem 1.10, we prove that if Φ j (0) = Φ j ( ) r−2 , we define Φ j,t (x) = A j,0 (x)S t (x) + A j,1 (x)S t (x + 1) + · · · + A j,r−1 (x)S t (x + r − 1), where S 0 (x) = 1, S t (x) = (x − r)(x − r 2 ) t−1 for t ≥ 1. We let I j,t := = 0. In Proposition 1.14 we prove that I j,t = 0 for t + (D + 1)t + j ≡ 1(mod 2).
In the second section, we consider the case D = 1 and r ≥ 1, i.e. a = (1, . . . , 1). Using the arithmetics of the Bernoulli numbers, we show in Theorem 2.4 that ∆ 1,r = 0.
In the third section, we study the polynomial 
where
are the elementary symmetric polynomials. In Proposition 3.6, we prove that
. . , 0) = 0. In the last section, using the residues of ζ a (s), see formula (4.2), we prove in formula (4.3) that
Seeing d a,m (v)'s as indeterminates and considering also the identities
we obtain a system of rD linear equations with a determinant∆ r,D . In Remark 4.1 we note that 
. In formula (4.9) we show that
where G r,D is a symmetric polynomial with deg G r,D ≤ r
. Using the methods of Olson [9] , in Proposition 4.2 we prove that for any D ≥ 1 we have
By our computer experiments in Singular [7] , we expect that the following formula holds
some progress being made in Remark 4.3. Also, we propose a formula forF 2,D , see Conjecture 4.5, but we are unable to "guess" a formula forF r,D in general.
Main results
Let a := (a 1 , a 2 , . . . , a r ) be a sequence of positive integers, r ≥ 1. The restricted partition function associated to a is p a : N → N,
Let D be a common multiple of a 1 , . . . , a r . Bell [4] has proved that p a (n) is a quasi-polynomial of degree r − 1, with the period D, i.e.
is not identically zero. The Barnes zeta function associated to a and w > 0 is
see [2] and [12] for further details. It is well known that ζ a (s, w) is meromorphic on C with poles at most in the set {1. . . . , r}. We consider the function
In [8, Lemma 1.6] we proved that
is the Hurwitz zeta function. The Bernoulli numbers B j are defined by
30 and B n = 0 if n is odd and greater than 1. The Bernoulli polynomials are defined by
They are related with the Bernoulli numbers by
The Bernoulli polynomials satisfy the identities:
It is well know, see for instance [1, Theorem 12.13] , that
The Bernoulli-Barnes polynomials are defined by
The Bernoulli-Barnes numbers are defined by
According to [11, Formula (3.10) ], it holds that
From (1.2) and (1.7) it follows that
From (1.3), (1.6) and (1.8) it follows that 9) where δ 0n = 1, n = 0, 0, n ≥ 1 is the Kronecker's symbol. Given values 0 ≤ n ≤ rD − 1 in (1.9) and seeing d a,m (v)'s as indeterminates, we obtain a system of linear equations with the determinant ∆ r,D := Proof. It follows from (1.9) and (1.10) using the Cramer's rule. 
Proof. If follows from Proposition 1.1 and (1.1).
Let r ≥ 1 be an integer and b 1 , b 2 , . . . , b rD be some numbers. For 1 ≤ j ≤ r, let
The following are equivalent:
(1.12) Evaluating (1.11) in x = 0, Our computer experiments [7] yield us to propose the following conjecture. We denote the falling factorial (also known as the Pochhammer symbol),
(1.14)
From (1.13) and (1.14) it follows that
On the other hand,
hence, from (1.14) and (1.15) it follows that
thus the proof is complete.
On the other hand, from (1.4) we have that
therefore, by Lemma 1.5, it follows that c = 0 and thus Φ = 0.
Proof. It follows from Proposition 1.3 and Proposition 1.6.
Let n ≥ 1 be an integer. The forward difference operator ∆ n applied to a function F (x) is
There exists a polynomial P ∈ R[X] of degree ≤ r − 1 such that
Proof. From (1.5) and (1.11) it follows that
For 1 ≤ j ≤ r and 0 ≤ t ≤ r − j, we define inductively the polynomials P t j ∈ R[X] of degree ≤ (r − t)D + j + t − 1 with the property
where ∆ t D is the t-th power of the operator ∆ D . We let P 0 j := P j . Assume that for any 1 ≤ j ≤ r−1 and 1 ≤ t ≤ r − j, (1.17) holds for j and t − 1, i.e.
Hence, there exists a polynomial
, from (1.18), (1.20) and (1.21) it follows that
which complete the induction step. Let
which is a polynomial of degree ≤ r − 1. Then P (x) satisfies the conclusion.
Lemma 1.9. Let S : [0, r] → R be a function and let 1 ≤ j ≤ r. Then:
where A j,ℓ 's are polynomials of degree j − 1, defined by
Proof. We have that
From hypothesis, (1.22) and (1.23) it follows that
The relation (1.24) is satisfied for
(1.25) From (1.25) it follows, inductively, that
(1.26)
We prove that the polynomials 27) are zero, using induction on j ≥ 1. For j = 1, we have
Now, assume 2 ≤ j ≤ r. By induction hypothesis, it follows that
hence Ψ j is constant. On the other hand,
For any 0 ≤ t ≤ r, we write
where c k 's are uniquely determined by j. It follows that
hence Ψ j = 0 as required. In particular, we have
hence (1.25) is satisfied. Moreover, since Ψ j = 0, from (1.26) and (1.27) it follows that
(1.28)
Substituting k = r − t in (1.28), it follows that
as required.
Theorem 1.10. With the notations from (1.11), assume that
There exists a polynomial Q ∈ R[x] of degree ≤ r − 1 such that
where S(x) = (Dx) Dr Q(x) and
Proof. From Lemma 1.8 it follows that there exists a polynomial
We let Q(x) := 1 D Dr P (Dx) and S(x) := (Dx) Dr Q(x). From (1.29) it follows that Φ 1 (x) = ∆ r−1 S(x). Moreover, according to (1.16), we have
From (1.29),(1.30) and Lemma 1.9 it follows that
Corollary 1.11. If r = 2 and
where Q(x) = ax + b, with a, b ∈ R. It follows that 
Using a similar argument as in the formula (1.13), we get
Using the substitution y = 1 − x , we get Assume r ≥ 2. Let Q ∈ R[x] be the polynomial from the statement of Theorem 1.10. We write
We let
(1.36)
We define
(1.37) From (1.35),(1.36),(1.37) and Theorem 1.10 it follows that
(1.38)
From (1.4) and (1.38) it follows that
With the above notations, we have the following result. Proof. It follows from Proposition 1.3 and Corollary 1.12.
Remark 1.14. Although ∆ ′ r,D is a r × r-determinant, while ∆ r,D is a rD × rD-determinant, the computation of ∆ ′ r,D seems difficult and we were unable to prove that ∆ ′ 3,D = 0 for arbitrary D ≥ 1. A small step in the general case is given in the following proposition.
Proof. We fix 1 ≤ t ≤ r − 1 and 1 ≤ j ≤ r. According to (1.36) and (1.37), we have that
(1.40)
On the other hand, from Lemma 1.9 it follows that
Using the substitution y = 1 − x and (1.41) it follows that
From hypothesis, (1.40) and (1.42) it follows that I j,t = 0.
2 The case D = 1
Let r ≥ 1 be an integer. Using the notations from the first section, by (1.12), we have
The following lemma is an easy exercise of linear algebra.
Lemma 2.1. For any k ≥ 1, we have that:
(1)
For any integer n ≥ 1, let S n be the symmetric group of order n. Given σ ∈ S n a permutation, the signature of σ is denoted by
Lemma 2.2. For any k ≥ 1, we have that:
Proof. Since B 2p+1 = 0 for all p ≥ 1, the conclusion follows from (2.1), Lemma 2.1 and the definition of a determinant.
Let q = m n ∈ Q with m, n ∈ Z, n = 0. The 2-valuation of q is
According to the von Staudt -Clausen Theorem (see [6] , [14] ), we have that
p, where p > 0 are primes. (2.3)
From (2.2) and (2.3) it follows that
For any integer k ≥ 1, we consider the maps Φ k , Ψ k : S k → N,
With these notations, we have the following result.
Lemma 2.3. (1) Φ k has an unique maximal element σ k ∈ S k , defined recursively as
where t = ⌊log 2 (k − 1)⌋ + 1 and m = 2 t .
(2) Ψ k has an unique maximal element τ k ∈ S k , defined recursively as
where t = ⌊log 2 (k)⌋ + 1 and m = 2 t − 1.
Proof.
(1) Let σ ∈ S k . We write σ = C 1 · · · C m as product of disjoint cycles. One can easily see that
Let C = (i 1 i 2 . . . i r ) be a cycle of length r ≥ 3. We have
a) If r is odd, then, without any loss of generality, we may assume that i 1 and i r have the same parity and hence v 2 (i r + i 1 − 1) = 0. If
Let σ ∈ S k such that σ is maximal for Φ k . From the previous considerations, we may assume that σ is an involution, i.e. σ = τ 1 τ 2 · · · τ p , where τ j 's are disjoint transpositions and p = k 2 . Let u, v ∈ {1, . . . , k} such that u + v − 1 = 2 t . We claim that there exists an index j such that τ j = (uv). Assume this is not the case. Without any loss of generality, we may assume τ 1 = (uv ′ ) and
This implies min{v
In both cases, we get
, a contradiction, and thus we proved the claim. The claim implies σ(j) = σ k (j), for any j ≥ m − k + 1. If k = m, we are done. If k < m, since σ is a maximal element for Φ k , it follows that σ| {1,...,m−k} is a maximal element for S m−k . Using induction on k ≥ 1, it follows that σ(j) = σ m−k (j) for any 1 ≤ j ≤ m − k, and thus σ = σ k .
(2) The proof is similar to the proof of (1).
The main result of this section is the following theorem. Proof. It is enough to show that v 2 (∆ r,1 ) > −∞. Assume r = 2k. Let σ k ∈ S k be the permutation given in Lemma 2.3(1). For any σ k = σ ∈ S k , from (2.4) and Lemma 2.3(1) it follows that
, hence, by Lemma 2.2(1), ∆ 2k,1 = 0. The proof of the case r = 2k + 1 is similar, using Lemma 2.2(2) and Lemma 2.3(2).
Determinants with Bernoulli polynomials
Let r, D ≥ 1 be two integers. We consider the polynomial
(3.1) According to (1.12) and (3.1), using the notations from the first section, we have that
Lemma 3.1. For any r ≥ 1 it holds that
Proof. We let
Note that ∆ = r!(r + 1)! · · · (2r − 1)!∆ 1 . We have ∆ r = (r − 1)!. For 1 ≤ ℓ < r, we have
Multiplying the first line accordingly and adding to the next lines in order to obtain zeroes on the last column, it follows that
hence the induction step is complete.
Proposition 3.2. It holds that
Proof. We have B n (x) = x n + terms of lower order, hence the result follows from Lemma 3.1. (1) There exists a symetric polynomial
(1) From (3.1) it follows that
Moreover, for any permutation σ ∈ S D , we have that
from (3.3) and (3.4) it follows that
Inductively, for 1 < j ≤ k ≤ D and ℓ ≥ 1, we define
We prove by induction on j ≥ 1 that
Indeed, since B ℓ (x) = ℓ t=0 ℓ t B ℓ−t x t , it follows that (3.8) holds for j = 1. Now, assume that j ≥ 2. From the induction hypothesis, (3.7), (3.6) and (3.8) it follows that
hence the induction step is complete. Using standard properties of determinants, from (3.3) it follows that
From (3.9) and (3.10) it follows that
Also, from (3.8), we have B ℓ (0, . . . , 0) = ℓ j−1 B ℓ−j+1 , hence, from (3.5) and (3.11), we get
Since M D is the determinant of a lower Hessenberg matrix, according to [5, pag.222 ,Theorem], we have the recursive relation
(3.13) We prove that 14) using induction on D ≥ 1. For D = 1 we have
, hence the (3.14) holds. If D ≥ 2 then from induction hypothesis and (3.14) it follows that
On the other hand
hence (3.16) completes the induction step. Therefore, we proved (3.14) and thus
For any integer n ≥ 1, we denote
Theorem 3.4. With the above notations, it holds that
Proof. We use induction on D ≥ 1. For D = 1 we have
hence the required formula holds. For D ≥ 2, from (3.3) it follows that
where x k means that the variable x k is omitted. From the induction hypothesis and (3.17) it follows that
18) The relation (3.18) is equivalent to
(3.19) From (3.19), in order to complete the proof it is enough to show that
21) for any 0 ≤ t ≤ D. Since, by Proposition 3.3(3), we have that
it is enough to prove (3.21) for 0 ≤ t ≤ D − 1. Similarly, by Proposition 3.2(2) we can dismiss the case t = 0. Assume in the following that 1 ≤ t ≤ D − 1. As the both sides in (3.21) are symmetric polynomials, it is enough to prove that (3.21) holds when we evaluate it in
Moreover, in this case, E D−1,D−1−ℓ (x 1 , . . . , x k , . . . , x D ) = 0 for any ℓ < t. Therefore, (3.21) is equivalent to
which can be easily proved by expanding a Vandermonde determinant of order D − t.
Corollary 3.5. It holds that
Proof. From (3.2) and Theorem 3.4 it follows that
hence, from (3.22) and (3.23) we get the required result.
Unfortunately, in the general, it seems to be very difficult to give an exact formula for 
where, with the notations from (3.7), it holds that
Proof. Using standard properties of determinants, as in the proof of formula (3.9), we get the required decomposition. The fact that G r,D (x 1 , . . . , x D ) is symmetric follows from the identity 3) , the function ζ a (s) is meromorphic in the whole complex plane with poles at most in the set {1, . . . , r} which are all simple with residues
Another approach
On the other hand, according to [8, Theorem 2.10] or [11, Formula (3.9) ] and (1.2), it holds that
It follows that
On the other hand, from (1.9) it follows that 
(4.5) From (4.5) and the identity B n (1 − x) = (−1) n B n (x) it follows that
. + terms of lower degree.
Our computer experiments in Singular [7] and Remark 4.3 yield us to the following: ((x 2 − x 1 ) 2 − j 2 ) r−j .
We checked Conjecture 4.4 for r ≤ 4 and we are convinced that the formula holds in general. Our computer experiments in Singular [7] yield us also to the following: We checked Conjecture 4.5 for D ≤ 4 and we believe it is true in general. Unfortunately, we are not able to "guess" a general formula forF r,D , the situation being wild even for D = r = 3 asḠ 3,3 is an irreducible polynomial of degree 18.
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