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ABSTRACT
In this work we study mean-square (MS) stability and mean-square (MS) performance
for discrete-time, finite-dimensional linear time-varying systems with dynamics subject to i.i.d.
random variation. We do so primarily in the context of networked control systems (NCS) where
the network communication channels are unreliable and modeled as multiplicative stochastic
uncertainties, e.g. wireless links subject to packet dropouts and modeled as Bernoulli processes.
We first focus on the analysis problem in general. We derive a convex feasibility problem
and associated convex optimization problem which can be used to determine the MS stability
and MS performance respectively of a given system. Since this analysis theory is derived in
terms of the feasibility of and optimization of a linear cost subject to linear matrix inequalities
(LMIs), it serves as the foundation from which a solution methodology for numerous controller
synthesis problems can be derived.
Next we formulate the main synthesis problem we consider in this work: a networked con-
trol system where both the sensor measurements for the plant(s) and the commands from
the controller are transmitted via unreliable communication channels. We treat the unreliable
communication links as i.i.d. random processes. We assume that the plant(s) and links are
subject to additive exogenous noise, and that we have access to a reliable but delayed ac-
knowledgment of whether or not the controller commands were received by the plant(s) on the
previous time step. Finally we restrict the controller to be finite-dimensional, linear, have no
structural dependence on the particular path history of the random processes, and scale in size
and complexity linearly with the number of random channels.
We then show that this synthesis problem has a MS stabilizing solution if and only if
two simpler convex problems have MS stabilizing solutions, and moreover that the optimal
MS performance solution to this synthesis problem if it exists can be obtained by solving a
sequence of these simpler convex problems. Additionally, we show that the overall optimal MS
vii
performance cost is the sum of two components which can be determined from the solutions to
the special problems. That is, we derive a separation principle for our problem analogous to
the classical H2 synthesis.
1CHAPTER 1. INTRODUCTION
1.1 Networked Control Systems
Networked control systems (NCSs) have been a major area of research in both industry and
academia for decades, with the spread of wireless technologies increasing both the interest in and
deployment of networked control systems tremendously [1–3]. Overall the main distinguishing
characteristic of a NCS is physically distributed components using possibly non-ideal network
links for some or all of their communication. An example is shown in Figure 1.1, where one or
more quadrotors (generally termed the plant or plants) are controlled from a remotely located
computer which transmits commands via an unreliable wireless link, and receives sensor data
from remotely located sensors via another unreliable network link.
Figure 1.1: Example of a Networked Control System
2Three basic high-level NCS architectures are shown in Figure 1.2, where P and Pi represent
the plant(s), i.e. the system(s) to be controlled, K and Ki represent the controller(s), and
N represents the network interconnections. In Figure 1.2a the plant measurements yp (which
may include both local and remote sensor readings), are transmitted through the network and
received by the controller as y, which may differ from yp at a given time due to some network
effects. Similarly, the controller generated commands u arrive at the plant as the possibly
altered signal up. Figure 1.2b generalizes this idea to multiple plants (often called a swarm)
controlled by a single controller. Figure 1.2c represents a distributed control scenario where
multiple plants with local controllers communicate via a network. Generally, an NCS may
consist of combinations of these or other possible architectures not shown here.
(a) Centralized NCS (b) Centralized Swarm NCS
(c) Distributed NCS
Figure 1.2: Basic Networked Control System Configurations
We point out that from a controller synthesis perspective, Figure 1.2a and 1.2b are essen-
tially equivalent since multiple plants can be modeled as a single, larger system with structure
and a single central controller designed. However for the NCS in Figure 1.2c, the equivalent
controller is distributed and therefore has internal structural constraints. These additional
constraints mean we cannot approach controller synthesis the same way as the centralized, un-
structured control setups. In this work we will only consider scenarios which can be represented
as in Figure 1.2a or 1.2b, i.e. centralized control designs.
3A small sample of some of the current areas of research and application of networked
control systems includes autonomous and/or remotely controlled aerospace and automotive
vehicles and vehicle networks, exploration of hazardous environments either via teleoperation
or autonomous navigation, optimization of transportation and power distribution systems,
various applications of cooperative and/or competitive robotics, performance of emergency
surgery or other medical procedures via teleoperation, and general distributed computation
and optimization. As previously mentioned NCS research has been quite popular for some
time, and the body of related literature is consequently both immense and diverse. We refer
the reader interested in a survey of recent NCS literature to [1–7].
In many recent works dealing with NCS, like this one, the network communication is as-
sumed to be subject to some form of uncertainty. Often the uncertainty has been assumed to
be stochastic. In this context for example [8–15] have studied Kalman filtering and estimation
problems, [16–22] LQG control synthesis, [23–32] limitations of mean-square (MS) stability,
and [33–37] MS performance. Markov jump linear systems (MJLS) approaches [38–45] have
been applied to NCS problems under various assumptions on the stochastic nature of the
network. Distributed consensus and least squares problems with unreliable network intercon-
nections have been studied in [46–51]. Event triggered systems approaches have been applied
to NCS problems with network uncertainty in [52–55]. Recently there has also been a growing
interest in cyber-security related to NCS [56–59], where the network disruption is no longer
random but due to purposeful attack.
1.2 Summary
In this work we study stability and performance analysis and optimal performance controller
synthesis for a class of linear stochastic systems, primarily from a networked control systems
(NCS) perspective. More specifically, we investigate mean-square (MS) stability and mean-
square (MS) performance properties for multiple-input multiple-output (MIMO), discrete-time,
finite-dimensional linear systems whose dynamics are subject to random time-variation and
additive exogenous noise. We assume the variation is described by random processes which are
4independent and identically distributed (i.i.d.) in time. For example, networked control system
where the communication links are wireless and subject to random packet losses which can be
modeled as Bernoulli processes.
Our development here builds directly upon and/or generalizes results in a number of previ-
ous works [23,27,28,30,33–37,60]. The general theory on linear matrix inequalities (LMIs) which
forms the foundation of the MS stability and later MS performance results in [23,27,28,30,33–37]
and this work was derived in [60]. The fundamental framework we use for NCS problems was
defined in [23]. In [33,34] optimal MS performance controller synthesis for a single-input single-
output (SISO) systems was addressed via nonconvex search. In [30] the problem of convex MS
stabilizing controller synthesis for SISO systems with both actuator and sensor link fading was
studied. In [27] we derived a convex means to solve the MS stabilizing controller synthesis
problem for MIMO systems with actuator link dropouts, as well as a means to numerically
analyze the necessary and sufficient limitations of MS stabilizability for such systems. In [28]
we extended the core MS stabilizing controller synthesis results of [30] to the MIMO equivalent
problem setup. In [35,36] we provide preliminary extensions of [27] to optimal MS performance.
In Chapter 2 we begin with a simple introductory example to motivate our approach to
network control system analysis and control design. We summarize the framework we will use
and provide a list of the standing assumptions which generally define the scope of the problems
considered in this work. We end this chapter by formally defining the notions of stability and
performance we apply to the systems we consider.
In Chapter 3 address MS performance analysis. First we show that the MS stability and
MS performance properties of a given system can be determined using a matrix linear time-
invariant system corresponding in structure to the mean closed loop. We use this result to
derive a notion of MS stability and performance duality for the systems we consider as well as
to derive a convex feasibility problem and associated convex optimization problem which can
be used to determine the MS stability and MS performance respectively of any given system.
These latter results are derived in terms of linear matrix inequalities (LMIs) and serve as the
primary foundation for the synthesis theory later in this work.
5In Chapter 4 we provide the formulation for the main control synthesis problem of this work:
a networked control system where both sensor and actuator signals are transmitted through
stochastic links. We show how we represent this problem in our framework an we define the
assumptions and restrictions we impost on the synthesis.
In Chapter 5 we investigate a sequence of problems analogous to the classical special prob-
lems: Full Information, Disturbance Feedforward, Full Control, and Output Estimation [61].
We show that we can solve these problems convexly as well as derive numerous important
properties of the solutions. As with the classical setting, these networked special problems will
form the basis for the Youla parameterization of all MS stabilizing controllers and MS stable
closed loops for the networked output feedback problem in Chapter 6, as well as the derivation
of the separation principle.
In Chapter 6 we begin by slightly modifying the synthesis problem from Chapter 4. We
then show that this problem has a MS stabilizing solution if and only if a pair of the special
problems studied in Chapter 5 have a solution, and moreover that the optimal solution can
be obtained by solving these problems in sequence. We then show that this solution can be
adapted to provide the solution to the optimal MS performance synthesis problem in Section
4 as a special case.
Finally, in Chapter 7 we provide some numerical examples and in Appendices A-D we
provide some additional background theory and the proofs for results in Chapters 3,5, and 6.
Appendix E includes a reference for notation and acronyms throughout this work.
It is important to note that we will restrict our admissible control designs to those which do
not depend on the path of the random channel states, which do not scale in size or complexity
combinatorially with the number of random network states, and which allow one to calculate
all control gains and optimal performance costs oﬄine. These are fundamental contrasts with
the problem formulations and subsequent controller designs in MJLS literature which scale
combinatorially with the number of random processes, as well as with the LQG results where
neither the optimal cost or controller can be computed oﬄine due to the fact that the time-
varying Kalman filter gain does not converge even in the infinite horizon case due to sample
path dependence on the random channel states.
61.3 Notation
Although most of the notation we use in this work is relatively common or can be understood
in context, we now provide a brief overview of some of the conventions and notation we will
use. A more comprehensive reference is provided in Appendix E (page 89).
With very few exceptions we differentiate between various types of mathematical quantities
by using distinct fonts. In this regard we use the default LATEX math font for vectors, matrices,
and random variables, e.g. v, M , and δ. For linear systems, we use the LATEX Sans-serif math
font, e.g. G and K. Operators which are represented using Roman letters are given using the
standard upright LATEX math font, e.g. tr(X) for the trace of a matrix X. Sets are denoted
with the LATEX bold math font, e.g. R for the real numbers.
Some specific sets will often refer to are Sn, n× n symmetric matrices, Dn, n× n diagonal
matrices, and Bη, block diagonal matrices made up of p symmetric blocks of sizes ηi×ηi defined
in the p × 1 vector η. That is, any M ∈ Bη is such that M = diag(M1,M2, . . . ,Mp) where
Mi ∈ Sηi . For each set, a + subscript denotes positive semidefinite, while a ++ denotes positive
definite, e.g. Sn++ is the set of n× n symmetric positive definite matrices.
In (or simply I) denotes an n×n identity matrix (or whatever size is appropriate in context).
1m×n is an m × n matrix of ones, while 1 is a vector of ones of whatever size appropriate in
context. 0 is always a matrix of zeros of whatever size is appropriate in context. The notation
A ◦B represents the Hadamard or element-by-element product of two matrices (or vectors) A
and B of the same dimensions. The notation A  0 or A  0 is taken to mean the matrix A is
symmetric and positive definite or positive semidefinite respectively.
We use F`(G,K) to represent the lower linear fractional transformation
1 (LFT) of some
systems G and K of compatible dimensions. We will use a shorthand notation x+ for x(k + 1)
when providing a realization for a linear system and omit the time index k. For example,
let a finite-dimensional linear time-invariant (FDLTI) system P with input u and output y
1Essentially feedback interconnection. See [62] or [61].
7have a state space realization with internal state x, where x(k + 1) = Ax(k) + Bu(k) and
y(k) = Cx(k) +Du(k). We will define this realization as in (1.1).
P :
x+
y
 =
 A B
C D

x
u
 (1.1)
Finally, we will denote the dual of an LTI system using the matrix transpose notation, e.g. PT .
Given that P has a realization (1.1), the dual system has a realization (1.2).
PT :
x˜+
y˜
 =
 AT CT
BT DT

x˜
u˜
 (1.2)
8CHAPTER 2. PRELIMINARIES
2.1 Introductory Motivating Example
Consider the basic control loop shown in Figure 2.1 where P is the plant to be controlled, K
is the controller, u(k) is the control command, y(k) is the measurement, n(k) is an exogenous
disturbance, and r(k) is some regulated output of interest.
P
r
y
n
u
K
yu
Figure 2.1: Basic Feedback Control Loop
If we consider the case where both the plant and controller to be finite-dimensional, linear
time-invariant systems analyzing the stability of the overall closed loop boils down to simply
checking the eigenvalues of a matrix. Specifically, in this scenario we can describe the overall
closed loop using a state space realizationx+
r

 Aˆ Bˆ
Cˆ Dˆ

x
n
 (2.1)
The closed loop is said to be stable if all the eigenvalues of Aˆ have magnitude less than 1, i.e.
if the matrix Aˆ is Schur. This guarantees among other things that for zero input the system
state x(k)→ 0 as k →∞ for any initial condition x(0).
9In contrast, consider the control loop shown in Figure 2.2a where yP(k) is the measurement,
and the controller K does not receive yP(k) at each time k but rather y(k) = ξ(k)yP(k), where
ξ(k) is a random process. Take for example a Bernoulli process where at each time k the
probability that ξ(k) = 1 is µ and the probability that ξ(k) = 0 is 1−µ. This is a simple model
for a network link subject to random dropout where the controller receives the measurement
at time k with probability µ and receives no update at time k with probability 1− µ.
P
r
yP
n
u
ξ
K
yu
(a) Closed Loop with Stochastic Channel
P yPu
µ
δ
+
K
yu
z
w
G
T H
n r
(b) Equivalent Closed Loop
Figure 2.2: Equivalent Representations of a Stochastic Closed Loop
In this case the closed loop system will be stochastic and time-varying. Even if we restrict
our attention to linear systems, the classical notion of stability we applied to the time-invariant
case is no longer applicable. The closed loop matrices will be stochastic time-varying and the
system state will be, even with zero input, a random process. Various notions of stability
for stochastic systems have existed for some time [63]. Among the more common notions are
mean stability, almost sure stability, and mean-square stability. In this work we will focus on
mean-square (MS) stability, which we will see for the class of systems we consider is a strong
notion of stability–e.g. the other two mentioned are implied by it but not vice versa.
We represent this kind of scenario as shown in Figure 2.2b by defining a zero-mean δ(k)
such that ξ(k) = µ(1 + δ(k)). This will allow us to isolate the stochastic uncertainty of the
closed loop from an otherwise known, LTI mean system T. Importantly, this will generally
10
allow us to derive our theory with respect to the mean system and the fixed covariance of the
uncertainty. Next we review the general framework we use as well as provide the key defining
assumptions used throughout this work.
2.2 Fading Network Framework
We briefly review the general framework we use in this work which is based on the Fading
Network Framework introduced in [23]. In Figure 2.3 we group the networked system into
several main components: the generalized plant G :
[
n
w
u
]
7→
[
r
z
y
]
, the controller K : y 7→ u, and
a stochastic operator ∆ : z 7→ w. The generalized plant G is the interconnection of the plant(s)
and the mean network interconnections where r is a regulated/performance output and n is an
exogenous additive noise. The multiplicative noise w = ∆z models stochastic channel fading
at the physical layer or link dropouts or packet drops at the transport layer1. Using these
components we define the mean closed loop T = F`(G,K) : [
n
w ] 7→ [ rz ], and the stochastic closed
loop H = F`(T,∆(k)) : n 7→ r.
G yu
K
yu
∆ zw
w z
n r
T
H
Figure 2.3: Fading network setup with exogenous noise n and regulated output r
Notice that the framework we use isolates the stochastic uncertainty ∆ from an otherwise
known system T, which allows us to study the overall time varying stochastic problem from an
robust control perspective and gain further insights into the ways the stochastic uncertainty
enters into and couples the dynamics.
1In this work we neglect quantization effects.
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2.3 Standing Assumptions
We make several assumptions for any given H = F`(T,∆(k)) = F`(F`(G,K),∆) in this work:
Assumption 1. T is finite-dimensional linear time-invariant (FDLTI).
Assumption 2. ∆(k) = diag(δi(k)Iηi) where δi(k) are zero mean, finite variance, mutually
independent, i.i.d. in time, random processes and ηi is the number of adjacent elements in
∆(k) equal to δi(k).
Assumption 3. The exogenous input n(k) is a zero mean, finite variance, i.i.d. random
process which is independent from ∆(k) ∀ k ≥ 0.
Let Σ = E(∆(k)11T∆(k)T ) = cov(∆(k)1) ∈ Bη+ and let T have a realization (2.2) where
r(k) ∈ Rlr , z(k) ∈ Rlz , n(k) ∈ Rmn , w(k) ∈ Rmw with lz = mw, and x(k) ∈ Rn.
T :

x+
r
z


A¯ B¯n B¯w
C¯r D¯rn D¯rw
C¯z D¯zn D¯zw


x
n
w
 (2.2)
Assumption 4. x(0) is independent from both random processes ∆(k) and n(k).
Assumption 5. D¯zw in (2.2) is strictly block lower or upper triangular around the structure
of Σ, i.e. it is nonzero only above or below the nonzero diagonal blocks of Σ.
We make Assumptions 1 and 2 since the notions of stability and performance we use as
well as the underlying theory we will be extending in this work apply to finite-dimensional
systems subject to perturbation by i.i.d. random processes. Assumption 4 coupled with the
time independence in Assumptions 2 and 3 guarantees that x(k) will be independent of both
n(k) and ∆(k) at any given time k. Assumption 5 guarantees H = F`(T,∆) is well posed
both stochastically and algebraically. Namely, it guarantees that δi(k) and the elements of z(k)
multiplied by δi(k) in ∆(k)z(k) are independent, and (I −∆(k)D¯zw)−1 exists ∀ k ≥ 0.
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Note that in Assumption 2 we allow for vector uncertainty, i.e. groups of channels to be
affected by the same δi. To aid the reader in understanding our notation we provide an example.
Denoting var(δi(k)) = σ
2
i , η =
[
3 1 2
]
corresponds to the following ∆(k) and Σ .
∆(k) =

δ1(k)I3 0 0
0 δ2(k) 0
0 0 δ3(k)I2
 =

δ1(k) 0 0 0 0 0
0 δ1(k) 0 0 0 0
0 0 δ1(k) 0 0 0
0 0 0 δ2(k) 0 0
0 0 0 0 δ3(k) 0
0 0 0 0 0 δ3(k)

∈ D6
Σ =

σ2113×3 0 0
0 σ22 0
0 0 σ2312×2
 =

σ21 σ
2
1 σ
2
1 0 0 0
σ21 σ
2
1 σ
2
1 0 0 0
σ21 σ
2
1 σ
2
1 0 0 0
0 0 0 σ22 0 0
0 0 0 0 σ23 σ
2
3
0 0 0 0 σ23 σ
2
3

∈ Bη+
2.4 Mean-Square Stability and Performance
In this section we define the notions of stability and performance for stochastic systems
that we use in this work. We begin by defining mean-square stability following [60].
Definition 1. Given H = F`(T,∆) where T has a realization (2.2), let X(k) = E (x(k)x
T (k))
denote the state correlation matrix2. Then H is mean-square (MS) stable if X(k) is well defined
for all k ≥ 0 and n(k) = 0 ∀ k ≥ 0 implies lim
k→∞
X(k) = 0 for any X(0)  0.
For the class of systems we consider in this work, MS stability implies mean stability, i.e.
that for zero exogenous input E(x(k)) → 0 as k → ∞ for all initial conditions, and that
x(k)→ 0 as k →∞ with probability one [60], i.e. almost surely. We point out that while MS
2We are borrowing this terminology from [60].
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stability implies almost sure stability, the converse is not true. Finally we note that if H is MS
stable and n(k) 6= 0, e.g. E(n(k)n(k)T ) = N , linearity implies that lim
k→∞
X(k) = X¯  0 for any
X(0)  0. Next we define the notion of performance used in this work.
Definition 2. Given H= F`(T,∆), let R(k) = E
(
r(k)rT (k)
)
denote the performance correla-
tion matrix. Then H has mean-square (MS) performance ν subject to n(k) if it is MS stable
and limk→∞ tr (R(k)) = ν2.
Note our definition of MS performance includes MS stability. This is to avoid dealing with
systems lacking internal MS stability having bounded performance due to hidden modes. Fi-
nally, we define a notation specifically for the MS performance of a system subject to exogenous
noise with identity covariance.
Definition 3. Let E(n(k)n(k)T ) = I, and define ‖H‖MSP as
‖H‖MSP =

ν if H has MS performance ν
∞ if H is not MS stable
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CHAPTER 3. MEAN-SQUARE PERFORMANCE ANALYSIS
In this section we address MS performance analysis. First we show that the MS stability and
MS performance properties of any given system H meeting the assumptions in Section 2.3 are
equivalent to stability and performance properties of a linear time-invariant system of matrices.
We use this to derive several important properties relating the the MS stability and performance
of systems in this work. We then show that the MS stability and MS performance of any given
system can be determined by a convex feasibility problem and a convex optimization problem,
namely the feasibility of and optimization of a linear cost subject to LMIs. This result serves
as the primary foundation for the synthesis theory later in this work.
3.1 Properties and Equivalent Conditions for MS Performance
We begin by providing a characterization of the state and performance correlation matrices
for a given closed loop system which will be instrumental in deriving the subsequent analysis
theory as well as the synthesis theory which follows.
Lemma 1. Given H = F`(T,∆) where T has a realization (2.2), Σ = cov(∆1), subject to
exogenous noise with cov(n(k)) = N , let X(k) and R(k) be as in Definitions 1 and 2. Then
(a) ∀ k ≥ 0 there exist Z(k) , E(z(k)zT (k)) and W (k) , E(w(k)wT (k)) such that
X(k + 1) = A¯X(k)A¯T + B¯nNB¯
T
n + B¯wW (k)B¯
T
w (3.1a)
R(k) = C¯rX(k)C¯
T
r + D¯rnND¯
T
rn + D¯rwW (k)D¯
T
rw (3.1b)
Z(k) = C¯zX(k)C¯
T
z + D¯znND¯
T
zn + D¯zwW (k)D¯
T
zw (3.1c)
W (k) = Σ ◦ Z(k) (3.1d)
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(b) H is MS stable if and only if ∀ X(0)  0, (3.1a)-(3.1d) converge to a unique steady state
solution X¯  0, R¯  0, Z¯  0, and W¯  0 as k →∞.
(c) H is MS stable iff ∀ X(0)  0, N = 0 implies (3.1a)-(3.1d) converge to 0 as k →∞
Proof in Appendix B.
In Lemma 1 we have that the MS stability and MS performance of a given linear time-
varying system H can be determined by investigating stability and performance properties
of the matrix LTI system (3.1), which roughly speaking, is essentially a kind of feedback
interconnection of a matrix version of T and a constant Σ. Intuitively one might expect that
this implies certain properties, such as input-output invariance with respect to a particular
state space realization and stability/performance duality. We will show that we in fact do have
these properties, but first we address the connection between Lemma 1 and ‖H‖MSP .
Given Lemma 1 and recalling Definitions 2 and 3, we can verify by inspection that the MS
performance of a system subject to exogenous noise with any finite covariance is equivalent to
the MS performance norm of the system scaled by the square root of the noise covariance.
Corollary 1. Let H= F`(T,∆) be MS stable. Then the MS performance of H subject to exoge-
nous noise with cov(n) = N is equal to ‖HN 12 ‖MSP .
Based on Corollary 1 we have no loss of generality by considering the case N = I, i.e.
concentrating on ‖H‖MSP for analysis purposes. To see why let H = F`(T,∆) where T has
a realization (2.2). Clearly the MS performance of H subject to noise with cov(n) = N is
equivalent to ‖H`‖MSP where H` = F`(T`,∆) and
T` :

x`+
r`
z`


A¯ B`n B¯w
C¯r D`rn D¯rw
C¯z D`zn D¯zw


x`
n`
w`
 (3.2)
with B`n = B¯nN
1
2 , D`rn = D¯rnN
1
2 , and D`zn = D¯znN
1
2 .
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Now as alluded to earlier we derive two additional, relatively intuitive but crucial corollaries:
first we show that the parts of the steady state solution in Lemma 1(b) corresponding to
input/output signals to T do not change based on the state space realization of T, and second
we show that the MS stability and MS performance of a given system are equivalent to that of
the dual system1.
Corollary 2. Given a MS stable H = F`(T,∆) with Σ = cov(∆1), the quantities R¯, Z¯, and
W¯ in Lemma 1(b) are invariant with respect to the particular state space realization of T.
Proof in Appendix B.
Corollary 3. Given H = F`(T,∆) and Σ = cov(∆1), the dual system H
T = F`(T
T ,∆) is such
that ‖H‖MSP = ‖HT‖MSP .
Proof in Appendix B.
Corollary 2 will be crucial later on when we derive a separation principle for the synthe-
sis problem in Section 6. We will take advantage of the results in Corollary 3 extensively
throughout this work. We will often simply say something follows by duality.
Now we point out that although Lemma 1 provides a theoretical condition for MS stability
and for obtaining the MS performance for a MS stable system, and is quite useful in the
derivation of important properties, it is not practical in the sense that one would have to check
an infinite number of initial conditions to ensure MS stability. To address this, we derive an
linear matrix inequality (LMI) based characterization of MS stability and performance.
Definition 4. Given H = F`(T,∆) where T has a realization (2.2) and Σ = cov(∆1) ∈ Bη+,
let L be the feasible set of all X ∈ Sn++, R ∈ Slr++, Z ∈ Slz++ and W ∈ Bη++ satisfying the LMIs
X  A¯XA¯T + B¯nB¯Tn + B¯wWB¯Tw (3.3a)
R  C¯rXC¯Tr + D¯rnD¯Trn + D¯rwWD¯Trw (3.3b)
Z  C¯zXC¯Tz + D¯znD¯Tzn + D¯zwWD¯Tzw (3.3c)
W  Σ ◦ Z (3.3d)
1Recall (1.1) and (1.2).
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Similarly let L′ be the feasible set of all X˜ ∈ Sn++, R˜ ∈ Smn++, Z˜ ∈ Slz++ and W˜ ∈ Bη++ satisfying
the dual LMIs
X˜  A¯T X˜A¯+ C¯Tr C¯r + C¯Tz W˜ C¯z (3.4a)
R˜  B¯Tn X˜B¯n + D¯TrnD¯rn + D¯TznW˜ D¯zn (3.4b)
Z˜  B¯TwX˜B¯w + D¯TrwD¯rw + D¯TzwW˜ D¯zw (3.4c)
W˜  Σ ◦ Z˜ (3.4d)
Theorem 1. Given H = F`(T,∆) where T has a realization (2.2) and Σ = cov(∆1) ∈ Bη+,
(a) ‖H‖2MSP < ν2 ⇔ ∃ (X,R,Z,W ) ∈ L such that ν2 = tr(R)
(b) ‖H‖2MSP < ν2 ⇔ ∃ (X˜, R˜, Z˜, W˜ ) ∈ L′ such that ν2 = tr(R˜).
(c) ‖H‖2MSP = inf
L
tr(R) = inf
L′
tr(R˜)
Proof in Appendix B.
The following corollary can be verified by inspection of the LMIs in Theorem 1, and will be
instrumental later on when we are deriving results related to the Youla parameterization of all
MS stable closed loops for synthesis problems.
Corollary 4. H = F`(T,∆) is MS stable only if T is stable.
Theorem 1 generalizes the MS stability analysis theory in [23] to include MS performance
and cases of vector uncertainty, i.e. groups of signals affected by the same random variable.
Recently [37] derived a quasi-convex spectral radius method for calculating MS performance.
The advantages of our LMI formulation over [37] are that it provides a convex rather than
quasi-convex method of calculating MS performance since the matrix inequalities in Theorem
1 are linear in ν2, and it can handle vector fading. Additionally, the inequalities are also linear
for any fixed Σ, which means various channel analysis and resource allocation problems are
quasi-convex. Finally, and perhaps most importantly, the LMI formulation in Theorem 1 can
be adapted to a number of synthesis problems via simple change of coordinates. This will be
central to the development in Section 5.
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3.2 Simplified Equivalent Conditions for MS Stability
Before moving on, we briefly state a simplified version of Theorem 1 which results when
only MS stability is a concern.
Corollary 5. Given H = F`(T,∆) where T has a realization (2.2) and Σ = cov(∆1) ∈ Bη+, H
is MS stable if and only if
(a) there exist X ∈ Sn++, Z ∈ Slz++, and W ∈ Bη++ such that
X  A¯XA¯T + B¯wWB¯Tw (3.5a)
Z  C¯zXC¯Tz + D¯zwWD¯Tzw (3.5b)
W  Σ ◦ Z (3.5c)
(b) there exist X˜ ∈ Sn++, Z˜ ∈ Slz++ and W˜ ∈ Bη++ such that
X˜  A¯T X˜A¯+ C¯Tz W˜ C¯z (3.6a)
Z˜  B¯TwX˜B¯w + D¯TzwW˜ D¯zw (3.6b)
W˜  Σ ◦ Z˜ (3.6c)
The LMIs in Corollary 5 functionally recover those in [23,27] for the special case Σ ∈ Dq+.
19
CHAPTER 4. NETWORKED CONTROL SYNTHESIS
In this chapter we provide the formulation for the main control synthesis problem of this
work: a networked control system where multiple sensor and actuator signals are transmitted
through stochastic links, and both the signals and plant are subject to exogenous additive noise.
Figure 4.1 shows the type closed loop system we consider. The controller K interacts with
the plant P via unreliable network connections Ξa and Ξs, and has access to channel state
information αa and αs where z
-1 denotes a one step delay. This is the same remote control
setup previously studied from a MS stability perspective in [28] where now we will consider
the effects of stochastic exogenous noise n on the closed loop MS performance as well as less
conservative assumptions for the network connections.
P
r
yP
n
uP
Ξa Ξsz-1
K yαs
αa
u
Figure 4.1: Networked Control Synthesis Setup
4.1 Problem Formulation
We assume that the feedback interconnection of the plant and controller is well posed, and
that the plant P is FDLTI system with a realization (4.1).
P :

x+P
r
yP
 =

A Bn Bu
Cr Drn Dr
Cy Dn 0


xP
n
uP
 (4.1)
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We model the unreliable network connections as multiplicative uncertainties with known
nonzero mean and finite variance: Ξs(k) = diag(ξsi(k)Iηsi ) and Ξa(k) = diag(ξaj (k)Iηaj ) with
{ξsi(k), ξaj (k)} mutually independent, i.i.d. processes, and ηsi and ηaj the sizes of vectors
affected by ξsi and ξaj .
Remark 1. We point out that it is more typical to consider the special case of packet drops
modeled as Bernoulli processes. While this is the most common and practical scenario from a
NCS with receiver acknowledgment perspective, we derive our theory in a more general setting.
This allows us to show it is not restricted to Bernoull–or generally to discrete–processes. This
generality may also prove useful for scenarios beyond the NCS setting considered in this work.
We restrict all processing to be done locally at the controller K which has access the channel
state information provided by αa(k) and αs(k). We assume that while the sensor receiver can
instantaneously report the channel state, i.e. αs(k) = ξs(k), the actuator receiver is subject
to one step delay, i.e. αa(k) = ξa(k − 1). This delay accounts for the physical propagation
delays which prevent the controller from knowing the result of the transmission before it has
happened.
4.1.1 Admissible Class of Controllers
Motivated by [28,30], we restrict our controllers to be those with control action equivalent
to (4.2).
K :
x+K
u
 =
 AK+BK1ΞsCK1+BK2ΞaCK2+BK2ΞsDKΞsCK1 BK1+BK2ΞaDK
CK2+DKΞsCK1 DK

xK
y
 (4.2)
It is clear that these controllers will scale in an essentially linear fashion with the number of
random channel states, i.e. the dimensions of Ξa and Ξs, and that they do not have any sample
path dependence and therefore the gains can be calculated oﬄine. As previously pointed out in
Section 1.2, these are important contrasts with related approaches in e.g. Markov Jump Linear
Systems literature which allow for the controller matrices to switch based on every possible
combination of channel states, as well as with any approaches using Kalman filtering which
have sample path dependence for the problems we consider.
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We note that the controller state xK(k) and the command output u(k) at time k do not
depend on knowledge of Ξa(k), which we assume we do not have, but rather only on Ξa(k− 1),
which we do. This means that controllers equivalent to (4.2) are implementable given our
information constraints.
It can be easily verified that the LTV controller in (4.2) is equivalent to the LTI controller
with time-varying feedback loops defined in (4.3) where u2(k) , u(k).
K:

x+K
u1
u2
 =

AK BK1 BK2
CK1 0 0
CK2 DK 0


xK
y1
y2
 (4.3a)
y1(k) = y(k) + Ξs(k)u1(k) (4.3b)
y2(k) = Ξa(k)u2(k) (4.3c)
Moreover, using standard LTI systems manipulations, the controller structure defined in (4.3)
is equivalent to that in (4.4) by factoring a delay out of the second input.
Kˆ:

x+K
u1
u2
 =

AK BK1 AKBK2
CK1 0 CK1BK2
CK2 DK CK2BK2


xK
y1
yˆ2
 (4.4a)
y1(k) = y(k) + Ξs(k)u1(k) (4.4b)
yˆ2 = y
−
2 = y2(k − 1) = Ξa(k − 1)u2(k − 1) (4.4c)
This version provides an implementable but equivalent control action to that in (4.2): requir-
ing only that the the previous command u2(k − 1) be stored in memory and used with the
information provided by αa(k) to produce yˆ2(k).
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4.2 Problem Formulation in Fading Network Framework
Now we show our approach to this synthesis problem in the Fading Network Framework.
Let the channel mean and covariance matrices be Ms = E(Ξs(k)) and Ma = E(Ξa(k)), and Vs =
cov(Ξs(k)1) and Va = cov(Ξa(k)1) respectively. Let ∆s(k) and ∆a(k) satisfying Assumption 2
be such that Ξs(k) = Ms(I + ∆s(k)) and Ξa(k) = Ma(I + ∆a(k)). By simple calculation one
can verify that Σs = VsM
−2
s and Σa = VaM
−2
a .
With this transformation, and representing the controller as in (4.3), the Fading Network
Framework equivalent of the problem in Figure 4.1 is shown in Figure 4.2.
P yPuP
K y2
y1
u2
u1
+ +
∆s∆a
+
zs
ws
wa
za
Ms
Ma
G
T
H
n r
Figure 4.2: Remote Control Synthesis Problem in Fading Network Framework
Problem 1 (Networked Control Synthesis). Let the Networked Control Synthesis problem have
generalized plant given by
G:

x+G
r
zs
za
ys
ya

=

A Bn
[
0 Bu
] [
0 Bu
]
Cr Drn
[
0 Dr
] [
0 Dr
]
Cy
0

Dn
0

0 0
0 0

I 0
0 I
Cy
0

Dn
0

I 0
0 I

0 0
0 0



xG
n
ws
wa
us
ua

(4.5)
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with actuator and sensor uncertainty represented by ∆(k) = diag(∆s(k),∆a(k)) : z(k) 7→ w(k)
with Σ = diag(Σs,Σa) = cov(∆(k)1) ∈ Bη+. Let K be the set of all FDLTI controllers with a
realization (4.6) making H = F`(F`(G,K),∆) MS stable, and ν
? , inf
K∈K
‖H‖MSP .
K:

x+K
u1
u2
 =

AK BK1 BK2
CK1 0 0
CK2 DK 0


xK
y1
y2
 (4.6)
We seek the controller K which gives the optimal MS performance closed loop in Figure
4.2. Controller synthesis is expected to be non-convex in the general setting of Figure 2.3.
This is due to the analogy of the setup with robust control synthesis [23]. The difficulties
in finding a convex synthesis for Problem 1 are confirmed when trying adapt the LMIs of
Theorem 1 for synthesis based on the standard change of coordinates [64]. While this method
makes the synthesis for many problems convex, including standard H2 and H∞, it does not
do so here. Due to additional problem variables resulting from the channel uncertainty, not
all nonlinearities can be eliminated by this change of variables or any modification of it we are
aware of.
We will show that under mild conditions our optimal MS performance synthesis can be
solved convexly via separation analogous to the classical H∞ and H2 [65]. We will see in
what follows that this is highly nontrivial, and does not follow simply from combining existing
approaches, e.g. the static gain observer results in [9, 10, 12] with state feedback, or directly
using classical H2 techniques.
The remainder of this work is primarily devoted to building the necessary machinery to
attack, then finally solve this problem. Preliminary results are given in [27,28,30,33,35,36].
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CHAPTER 5. NETWORKED SPECIAL PROBLEMS
In this chapter we investigate a sequence of problems analogous to the classical special
problems: Full Information, Disturbance Feedforward, Full Control, and Output Estimation
[61]. In the LTI setting, these problems form the basis for the Youla parameterization of all
stabilizing controllers and closed loops for the classical output feedback problem as well as the
derivation of the H2 separation principle [61,66].
Under conditions which are automatically satisfied in the standard output feedback sce-
nario, the Full Information and Disturbance Feedforward problems are equivalent in the sense
that they have equal optimal H2 performance and the same optimal performance closed loop.
Similarly, the Full Control and Output Estimation problems are equivalent, and are the dual
of the Full Information and Disturbance Feedforward problems respectively.
We will see that not only do the networked special problems we consider share equivalence
and duality properties analogous to the classical versions, but they will be just as essential in
the derivation of the networked output feedback synthesis theory in Chapter 6.
We begin by defining notions of stabilizability and detectability for given system matrices.
Definition 5. The quadruple (A,Bw, Bu,Σ) is MS stabilizable if there exists an F for which
AF : S
n
+ 7→ Sn+ given by AF(X) = (A+BuF )X(A+BuF )T +Bw(Σ◦(FXF T ))BTw has ρ(AF) < 1.
Definition 6. The quadruple (A,Cz, Cy,Σ) is MS detectable if there exists an L for which
AL : S
n
+ 7→ Sn+ given by AL(X) = (A+LCy)TX(A+LCy) + CTz (Σ ◦ (LTXL))Cz has ρ(AL) < 1.
The classical analog to Definition 5 is that the pair (A,Bu) is stabilizable if there exists
an F such that A + BuF is Schur. Requiring A + BuF to be Schur is equivalent to requiring
ρ(A + BuF ) < 1 since the spectral radius of a matrix is trivially the maximum magnitude
eigenvalue. Therefore quite sensibly, Definition 5 is equivalent to the classical definition of
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(A,Bu) stabilizable when Σ = 0. This implies for example that (A,Bw, Bu,Σ) is MS stabilizable
only if (A,Bu) is stabilizable. Of course we have the same connections between Definition 6
and the classical notion of a pair (A,Cy) being detectable.
As we proceed through this chapter we will see that (A,Bw, Bu,Σ) MS stabilizable is nec-
essary and sufficient condition for the existence of MS stabilizing controllers for the networked
Full Information (FI) and Disturbance Feedforward (DF) problems to follow, and similarly that
(A,Cz, Cy,Σ) MS detectable is equivalent to the existence of MS stabilizing controllers for the
networked Full Control (FC) and Output Estimation (OE) problems. Additionally, we will
show in Chapter 6 that combined MS stabilizability and MS detectability will be equivalent to
the existence of MS stabilizing controllers.
5.1 Networked Full Information and Disturbance Feedforward
In this section we investigate networked extensions of the classical FI and DF problems.
The networked FI and DF scenarios are depicted in Figure 5.1a and 5.1b respectively. Notice
that in each case we consider the actuator link subject to stochastic uncertainty. We formally
define these problems next.
P xPuP+
∆
w
z
K
y1
y2
y3
u
GFI
n r
(a) Networked Full Information
P yPuP+
∆
w
z
K
y1
y2u
n r
GDF
(b) Networked Disturbance Feedforward
Figure 5.1: Networked FI and DF Synthesis Setups
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Problem 2 (Networked Full Information). Let the networked FI synthesis problem have gen-
eralized plant given by
GFI:

x+G
r
z
y1
y2
y3

=

A Bn Bw Bu
Cr Drn Drw Dr
0 0 0 I
I 0 0 0
0 I 0 0
0 0 I 0


xG
n
w
u

(5.1)
with actuator uncertainty represented by ∆(k) : z(k) 7→ w(k) having cov(∆(k)1) = Σ ∈ Bη+.
Let KFI be the set of all FDLTI controllers making HFI = F`(F`(GFI,KFI),∆) MS stable which
are strictly proper from y3 to u, and let ν
?
FI , inf
KFI∈KFI
‖HFI‖MSP .
Problem 3 (Networked Disturbance Feedforward). Let the networked DF synthesis problem
have generalized plant given by
GDF:

x+G
r
z
y1
y2

=

A Bn Bw Bu
Cr Drn Drw Dr
0 0 0 I
Cy I 0 0
0 0 I 0


xG
n
w
u

(5.2)
with actuator uncertainty represented by ∆(k) : z(k) 7→ w(k) having cov(∆(k)1) = Σ ∈ Bη+.
Let KDF be the set of all FDLTI controllers making HDF = F`(F`(GDF,KDF),∆) MS stable which
are strictly proper from y2 to u, and let ν
?
DF = inf
KDF∈KDF
‖HDF‖MSP .
Next we show that the existence of a MS stabilizing controller for the networked Full
Information synthesis in Problem 2 is equivalent to the feasibility of a set of linear matrix
inequalities (LMIs), and moreover that we can obtain a static controller with MS performance
arbitrarily close to the optimal from feasible variables.
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Definition 7. Given GFI in (5.1) or GDF in (5.2) with cov(∆(k)1) = Σ ∈ Bη+ let MF be the
feasible set of all X ∈ Sn++, Y ∈ Rmu×n, J ∈ Rmu×mn, R ∈ Slr++, Z ∈ Slz++, W ∈ Bη++
satisfying the LMIs (5.3a)-(5.3d).
X (AX+BuY ) (Bn+BuJ) BwW
(AX+BuY )
T X 0 0
(Bn+BuJ)
T 0 I 0
(BwW )
T 0 0 W

 0 (5.3a)

R (CX+DrY ) (D1+DrJ) D2W
(CX+DrY )
T X 0 0
(Drn+DrJ)
T 0 I 0
(DrwW )
T 0 0 W

 0 (5.3b)

Z Y J
Y T X 0
JT 0 I
  0 (5.3c)
W − Σ ◦ Z  0 (5.3d)
Lemma 2. Given Problem 2, let K¯FI ⊆ KFI be the admissible static controllers, i.e. all
K¯FI ∈ KFI with a realization (5.4), and let MF be as given in Definition 7. Then
K¯FI : u =
[
F F0 0
]
y (5.4)
(a) KFI 6= ∅ ⇔ K¯FI 6= ∅ ⇔MF 6= ∅
(b) (X,Y ,J,R,Z,W ) ∈MF ⇒ K¯FI = [ Y X−1 J 0 ] ∈ K¯FI and ‖F`(F`(GFI, K¯FI),∆)‖2MSP < tr(R)
(c) (ν?FI)
2 = inf
MF
tr(R)
Proof in Appendix C.
Now we can show that the existence of a MS stabilizing controller for the networked Full In-
formation problem is equivalent to (A,Bw, Bu,Σ) MS stabilizable, which moreover is equivalent
to the feasibility of a simplified set of LMIs.
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Corollary 6. KFI 6= ∅ if and only if (A,Bw, Bu,Σ) is MS stabilizable, and (A,Bw, Bu,Σ) is
MS stabilizable if and only if there exist X ∈ Sn++, Y ∈ Rmu×n Z ∈ Slz++, W ∈ Bη++ such that
X (AX+BuY ) BwW
(AX+BuY )
T X 0
(BwW )
T 0 W
  0 (5.5a)
 Z Y
Y T X
  0 (5.5b)
W − Σ ◦ Z  0 (5.5c)
The static controller K¯FI = [ Y X−1 0 0 ] ∈ K¯FI for any feasible X and Y .
Proof in Appendix C.
Corollary 6 implies that the networked FI problem has a MS stabilizing solution if and only
if it can be MS stabilized via state feedback, which can be determined by checking the feasibility
of a simple set of LMIs: (5.5a)-(5.5c). We will see that the dual problem of networked Full
Control will have analogous properties in Section 5.2.
The significance of this may not seem like much at this point, but we will see as we move
on that due to the equivalence of the networked FI and FC problems to the networked DF and
OE problems, and later the equivalence of the networked output feedback problem in Chapter
6 to a pair of special problems, that we can investigate the existence and limitations of MS
stabilizing controllers for the any synthesis problem in this work using compact LMIs.
Next we investigate the limit points of the control gains F = Y X−1 and F0 = J in Lemma
2 as tr(R) → (ν?FI)2. We provide sufficient conditions for the limit points to be well defined
and MS stabilizing. We will see that under the given conditions, the optimal control gains
F ? and F ?0 as well as the optimal MS performance cost ν
?
FI can be obtained from the unique
positive semidefinite solution to Riccati-like equations. We note that these equations, while
having many analogous properties to the standard Riccati equations, are not like their classical
counterparts solvable in terms of a matrix pencil [67].
Lemma 3. Given Problem 2 with (A,Bw, Bu,Σ) MS stabilizable, D
T
r Dr+Σ ◦ DTrwDrw  0,
DTr Cr = 0, and (Cr, A) detectable,
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(a) there exists a unique X?  0 and R?  0:
X? = ATX?A+CTr Cr−(ATX?Bu)S−1(BTuX?A) (5.6a)
R? = BTnX
?Bn+D
T
rnDrn−(BTnX?Bu+DTrnDr)S−1(BTuX?Bn+DTr Drn) (5.6b)
S = BTuX
?Bu+D
T
r Dr+Σ ◦ (BTwX?Bw+DTrwDrw) (5.6c)
and controller gains
F ? = −S−1(BTuX?A) (5.7a)
F ?0 = −S−1(BTuX?Bn+DTr Drn) (5.7b)
such that ‖HFI‖MSP = ν?FI = tr(R?)
1
2 .
(b) for any X(0)  0, X? = limk→∞X(k) where
S(k) = BTuX(k)Bu+D
T
r Dr+Σ ◦ (BTwX(k)Bw +DTrwDrw) (5.8a)
X(k+1) = ATX(k)A+CTr Cr−(ATX(k)Bu)S(k)−1(BTuX(k)A) (5.8b)
Proof in Appendix C.
Based on Lemma 3 we can conclude that optimal MS performance closed loop for the
networked FI problem is H?FI = F`(T
?
FI,∆) = F`(F` GFI,K
?
FI),∆) where
T?FI:

x+G
r
z
=

A+BuF
? Bn+BuF
?
0 Bw
Cr+DrF
? Drn+DrF
?
0 Drw
F ? F ?0 0


xG
n
w
 (5.9)
K?FI : u =
[
F ? F ?0 0
]
y (5.10)
Besides the optimal closed loop, we can also recover any suboptimal MS performance
closed loop via Youla-parameterization. This follows directly from standard results on Youla-
parameterization of all stable closed loops, e.g. Chapter 12 of [61], combined with Corollary
4 in Chapter 3. That is, since any MS stable stochastic closed loop must have a stable mean
closed loop, any mean closed loop which will be MS stable in feedback with ∆ is within a subset
of all stable mean closed loops.
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Proposition 1. If F is such that A+BuF is Schur, then
(a) any stable, FDLTI TFI = F`(GFI,KFI) can be realized as TFI = F`(UFI,Q) where UFI has the
realization
UFI :

xˆ+
r
z
n
w

=

A+BuF Bn Bw Bu
Cr+DrF Drn D¯rw Dr
F 0 0 I
0 I 0 0
0 0 I 0


xG
n
w
q

(5.11)
(b) any MS stable HFI = F`(TFI,∆) cam be realized as HFI = F`(F`(UFI,Q),∆)
for some stable, FDLTI system Q.
It is easily verified that for any TFI = F`(GFI,KFI) and Q where TFI = F`(UFI,Q), if KFI ∈ KFI
then Q must have the structure (5.12).
Q :
x+Q
q
 =
 AQ BQ1 BQ2
CQ DQ1 0


xQ
n
w
 (5.12)
with AQ Schur.
Finally before addressing the networked DF problem, we point out that the optimal control
in Lemma 3 is in fact optimal for a set of networked FI closed loops: namely those which are
equivalently affected by exogenous noise having any positive definite covariance.
Proposition 2. Given a networked FI synthesis in Problem 3 where GFI in (5.1) meets the
conditions of Lemmas 3, let F ?, F ?0 be as given in (5.7), and KFI? be as given in (5.10). Then
‖F`(F`(GFI,K?FI),∆)N
1
2 ‖MSP ≤ ‖F`(F`(GFI,KFI),∆)N
1
2 ‖MSP (5.13)
for any N  0 and any KFI ∈ KFI.
Proof in Appendix C.
Now we move on to the networked DF problem. We will see that analogous to the classical
case, under a standard assumption it is equivalent to networked FI.
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Lemma 4. Given Problem 3 with A−BnCy Schur, let MF be as given in Definition 7. Then
(a) KDF 6= ∅ ⇔MF 6= ∅
(b) if (X,Y ,J,R,Z,W ) ∈MF, F = Y X−1, F0 = J , and
K¯DF:
x+K
u
=
 A+BuF−BnCy−BuF0Cy Bn+BuF0 Bw
F−F0Cy F0 0


xK
y1
y2
 (5.14)
then K¯DF ∈ KDF and ‖F`(F`(GDF, K¯DF),∆)‖2MSP < tr(R)
(c) (ν?DF )
2 = inf
MF
tr(R)
Proof in Appendix C.
Remark 2. Note that if A−BnCy is Schur in the networked DF synthesis, the existence of MS
stabilizing controllers is governed by identical conditions as the networked FI problem. Moreover
performing the networked FI synthesis to obtain F and F0 and forming KDF in (5.14) yields the
same closed loop and cost for the networked DF problem as the networked FI scenario. This is
the the equivalence of the networked FI and DF problems.
We now state several consequences of the networked FI/DF equivalence.
Corollary 7. Given the networked FI and DF problems, i.e. Problems 2 and 3, if A−BnCy
Schur, then ν?FI = ν
?
DF .
Corollary 8. KDF 6= ∅ if and only if (A,Bw, Bu,Σ) is MS stabilizable, and (A,Bw, Bu,Σ) is
MS stabilizable if and only if there exist X ∈ Sn++, Y ∈ Rmu×n Z ∈ Slz++, W ∈ Bη++ satisfying

X (AX+BuY ) BwW
(AX+BuY )
T X 0
(BwW )
T 0 W
  0 (5.15a)
 Z Y
Y T X
  0 (5.15b)
W − Σ ◦ Z  0 (5.15c)
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Based on Lemma 3 and Corollary 7 we can conclude that optimal MS performance closed
loop for the networked DF problem is H?DF = F`(T
?
DF,∆) = F`(F` GDF,K
?
DF),∆) where
T?DF:

x+G
r
z
=

A+BuF
? Bn+BuF
?
0 Bw
Cr+DrF
? Drn+DrF
?
0 Drw
F ? F ?0 0


xG
n
w
 (5.16)
K?DF:
x+K
u
=
 A+BuF ?−BnCy−BuF ?0Cy Bn+BuF ?0 Bw
F ?−F ?0Cy F ?0 0


xK
y1
y2
 (5.17)
The next results follow from the corresponding networked FI results in Propositions 3
and 2 using analogous arguments combined with the equivalence of the networked FI and DF
problems.
Proposition 3. If F is such that A+BuF is Schur, then
(a) any stable, FDLTI TDF = F`(GDF,KDF) can be realized as TDF = F`(UDF,Q) where UDF has
the realization
UDF :

xˆ+
r
z
n
w

=

A+BuF Bn Bw Bu
Cr+DrF Drn D¯rw Dr
F 0 0 I
0 I 0 0
0 0 I 0


xG
n
w
q

(5.18)
(b) any MS stable HDF = F`(TDF,∆) cam be realized as HDF = F`(F`(UDF,Q),∆)
for some stable, FDLTI system Q.
It is easily verified that for any TDF = F`(GDF,KDF) and Q where TDF = F`(UDF,Q), if
KDF ∈ KDF then Q must have the structure (5.19).
Q :
x+Q
q
 =
 AQ BQ1 BQ2
CQ DQ1 0


xQ
n
w
 (5.19)
with AQ Schur.
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Proposition 4. Given a networked DF synthesis in Problem 3 where GDF in (5.2) meets the
conditions of Lemmas 3 and 4, let F ?, F ?0 be as given in Lemma 3, and K
?
DF be as given in
(5.17). Then
‖F`(F`(GDF,K?DF),∆)N
1
2 ‖MSP ≤ ‖F`(F`(GDF,KDF),∆)N
1
2 ‖MSP (5.20)
for any N  0 and any KDF ∈ KDF.
Remark 3. Although it can be shown the networked DF problem can be solved convexly without
assuming A−BnCy is Schur, here we are only interested in the case with this assumption. First
it simplifies the solution by guaranteeing the equivalence to the FI problem, and second we will
see it is automatically met when we apply networked DF theory in Theorem 2.
5.1.0.1 Existence of Equivalent Optimal H2 Performance Solutions
Before moving on to the dual problems of networked Full Control and Output Estimation,
we briefly address the existence of H2 performance synthesis problems for which the stan-
dard Riccati solutions, optimal control gains, and optimal performance cost coincide with the
networked Full Information and Disturbance Feedforward problems.
Although we will see that these equivalent H2 synthesis problems have little practical sig-
nificance since they are formulated using an already known solution of the respective networked
problems, the property that these problems exist and have equivalent solutions is of some the-
oretical interest and will be especially useful later on when we derive the optimal controller for
the networked Output Feedback synthesis problem in Chapter 6.
Problem 4 (Augmented Full Information H2). Let the augmented FI H2 synthesis problem
have generalized plant given by
GˆFI:

x+G
r1
r2
y1
y2

=

A Bn BuCr
0

Drn
0

Dr
V
1
2
I
0

0
I

0
0



xG
n
u
 (5.21)
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where V ∈ Slz+.
Problem 5 (Augmented Disturbance Feedforward H2). Let the augmented DF H2 synthesis
problem have generalized plant given by
GˆDF:

x+G
r1
r2
y

=

A Bn BuCr
0

Drn
0

Dr
V
1
2

Cy I 0


xG
n
u
 (5.22)
where V ∈ Slz+, and the matrix A−BnCy is Schur.
For Problem 4 and Problem 5, let the optimal closed loop H2 performance be γ?FI = γ?DF ,
and under the assumptions of Lemma 3, let Xˆ be the standard [66] Riccati equation solution
and Fˆ and Fˆ0 be the optimal control gains.
Lemma 5. Given the Networked FI or DF synthesis in Problem 2 or 3 with the conditions
of Lemma 3, let X?, R?, F ?, F ?0 , and ν
?
FI = ν
?
DF be the optimal solution in Lemma 3, and
let V = Σ ◦ (BTwX?Bw + DTrwDrw) in Problem 4 or 5. Then X? = Xˆ, the optimal cost
ν?FI = γ
?
FI = ν
?
DF = γ
?
DF , and the optimal control gains F
? = Fˆ and F ?0 = Fˆ0.
Proof in Appendix C.
5.2 Networked Full Control and Output Estimation
In this section we investigate networked extensions of the classical FC and OE problems.
The networked FC and OE scenarios are depicted in Figure 5.2a and 5.2b respectively. Notice
that in each case we consider the sensor link subject to stochastic uncertainty.
We point out that these problems are the dual problems of the networked FI and DF
problems we studied in Section 5.1. As a consequence, all results in this section follow those
in Section 5.1 by duality, and we will give more limited discussion since much of it would be
effectively redundant.
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Figure 5.2: Networked FC and OE Synthesis Setups
Problem 6 (Networked Full Control). Let the networked FC synthesis problem have generalized
plant given by
GFC:

x+G
r
z
y

=

A Bn 0 I 0 0
Cr Drn 0 0 I 0
Cz Dzn 0 0 0 I
Cy Dn I 0 0 0


xG
n
w
u1
u2
u3

(5.23)
with sensor uncertainty represented by ∆(k) : z(k) 7→ w(k) having cov(∆(k)1) = Σ ∈ Bη+. Let
KFC be the set of all FDLTI controllers making HFC = F`(F`(GFC,KFC),∆) MS stable which are
strictly proper from y to u3, and let ν
?
FC , inf
KFC∈KFC
‖HFC‖MSP .
Problem 7 (Networked Output Estimation (OE)). Let the networked OE synthesis problem
have generalized plant given by
GOE:

x+G
r
z
y

=

A Bn 0 Bu 0
Cr Drn 0 I 0
Cz Dzn 0 0 I
Cy Dn I 0 0


xG
n
w
u1
u2

(5.24)
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with sensor uncertainty represented by ∆(k) : z(k) 7→ w(k) with cov(∆(k)1) = Σ ∈ Bη+. Let
KOE be the set of all FDLTI controllers making HOE = F`(F`(GOE,KOE),∆) MS stable which are
strictly proper from y to u2, and let ν
?
OE , inf
KOE∈KOE
‖HOE‖MSP .
Definition 8. Given GFC in (5.23) or GOE in (5.24) with cov(∆(k)1) = Σ ∈ Bη+ let ML be the
feasible set of all X ∈ Sn+, Y ∈ Rn×ly , J ∈ Rlr×ly , R ∈ Slr+, Z ∈ Slz+, W ∈ Bη+ satisfying the
LMIs (5.25a)-(5.25d).

X (XA+ Y Cy)
T (Cr + JCy)
T (WCy)
T
XA+ Y Cy X 0 0
Cr + JCy 0 I 0
WCy 0 0 W

 0 (5.25a)

R (XBn + Y Dn)
T (Drn + JDn)
T (WDn)
T
XBn + Y Dn X 0 0
Drn + JDn 0 I 0
WDn 0 0 W

 0 (5.25b)

Z Y T JT
Y X 0
J 0 I
  0 (5.25c)
W − Σ ◦ Z  0 (5.25d)
As with the FI problem, we begin by showing that the existence of a MS stabilizing con-
troller for the networked Full Control synthesis in Problem 6 is equivalent to an LMI feasibility
problem, and that we can obtain a static controller with MS performance arbitrarily close to
the optimal from the feasible set.
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Lemma 6. Given Problem 6, let K¯FC ⊆ KFC be the admissible static controllers, i.e. all
K¯FC ∈ KFC with a realization (5.26), and let ML be as given in Definition 8. Then
K¯FC : u =

L
L0
0
 y (5.26)
(a) KFC 6= ∅ ⇔ K¯FC 6= ∅ ⇔ML 6= ∅
(b) (X,Y ,J,R,Z,W ) ∈ML ⇒ K¯FC =
[
X−1Y T
JT
0
]
∈ K¯FC and ‖F`(F`(GFC, K¯FC),∆)‖2MSP < tr(R)
(c) (ν?FC)
2 = inf
ML
tr(R)
Analogous to the networked FI case, we can show that the existence of a MS stabilizing con-
troller for the networked Full Control problem is equivalent to (A,Cz, Cy,Σ) MS detectable,
which moreover is equivalent to the feasibility of a simplified set of LMIs.
Corollary 9. KFC 6= ∅ if and only if (A,Cz, Cy,Σ) is MS detectable, and (A,Cz, Cy,Σ) is MS
detectable if and only if there exist X ∈ Sn+, Y ∈ Rn×ly , Z ∈ Slz+, and W ∈ Bη+ such that
X (XA+ Y Cy)
T (WCy)
T
XA+ Y Cy X 0
WCy 0 W
  0 (5.27a)
Z Y T
Y X
  0 (5.27b)
W − Σ ◦ Z  0 (5.27c)
The static controller K¯FC =
[
X−1Y T
JT
0
]
∈ K¯FC for any feasible X and Y .
As in Seciton 5.1 we next investigate the limit points of MS stabilizing control gains.
Lemma 7. Given Problem 6 with (A,Cz, Cy,Σ) MS detectable, DnD
T
n+Σ ◦ DznDTzn  0,
DnB
T
n = 0, and (A,Bn) stabilizable,
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(a) there exists a unique X?  0 and R?  0:
X? = AX?AT+BnB
T
n−(AX?CTy )S−1(CyX?AT ) (5.28a)
R? = CrX
?CTr +DrnD
T
rn−(CrX?CTy +DrnDTn )S−1(CyX?CTr +DnDTrn) (5.28b)
S = CyX
?CTy +DnD
T
n+Σ ◦ (CzX?CTz +DznDTzn) (5.28c)
and controller gains
L? = −(AX?CTy )S−1 (5.29a)
L?0 = −(CrX?CTy +DrnDTn )S−1 (5.29b)
such that ‖HFC‖MSP = ν?FC = tr(R?)
1
2 .
(b) for any X(0)  0, X? = limk→∞X(k) where
S(k) = CyX(k)C
T
y +DnD
T
n+Σ ◦ (CzX(k)CTz +DznDTzn) (5.30a)
X(k+1) = AX(k)AT+BnB
T
n−(AX(k)CTy )S−1(CyX(k)AT ) (5.30b)
Based on Lemma 7 we can conclude that optimal MS performance closed loop for the
networked FC problem is H?FC = F`(T
?
FC,∆) = F`(F` GFC,K
?
FC),∆) where
T?FC:

x+G
r
z
=

A+L?Cy Bn+L
?Dn L
?
Cr+L
?
0Cy Drn+L
?
0Dn L
?
0
Cz Dzn 0


xG
n
w
 (5.31)
K?FC : u =

L?
L?0
0
 y (5.32)
Proposition 5. If L is such that A+ LCy is Schur, then
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(a) any stable, FDLTI TFC = F`(GFC,KFC) can be realized as TFC = F`(UFC,Q) where UFC has
the realization
UFC :

x+G
r
z
s

=

A+LCy Bn+LDn L 0 0
Cr Drn 0 I 0
Cz Dzn 0 0 I
Cy Dn I 0 0


xG
n
w
q1
q2

(5.33)
(b) any MS stable HFC = F`(TFC,∆) cam be realized as HFC = F`(F`(UFC,Q),∆)
for some stable, FDLTI system Q.
It is easily verified that for any TFC = F`(GFC,KFC) and Q where TFC = F`(UFC,Q), if KFC ∈ KFC
then Q must have the structure (5.34).
Q :

x+Q
q1
q2
 =

AQ BQCQ1
CQ2

DQ1
0


xQ
y
 (5.34)
with AQ Schur.
Before addressing the networked OE problem, as with the networked FI scenario, the opti-
mal control in Lemma 7 is in fact optimal for a set of networked FC closed loops.
Proposition 6. Given a networked FC synthesis in Problem 3 where GFC in (5.23) meets the
conditions of Lemmas 7, let L?, L?0 be as given in (5.29), and KFC? be as given in (5.32). Then
‖N 12 F`(F`(GFC,K?FC),∆)‖MSP ≤ ‖N
1
2 F`(F`(GFC,KFC),∆)‖MSP (5.35)
for any N  0 and any KFC ∈ KFC.
Next we move on to the networked OE problem. We will see that just as with the networked
FI and DF problems studied in Section 5.1, the networked OE problem is equivalent to the
networked FC problem given a standard assumption, and moreover is the dual of the networked
DF problem .
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Lemma 8. Given Problem 7 with A−BuCr Schur, let ML be as given in Definition 8. Then
(a) KOE 6= ∅ ⇔ML 6= ∅
(b) if (X,Y ,J,R,Z,W ) ∈ML, L = X−1Y T , L0 = JT and
K¯OE:

x+K
u1
u2
=

A+LCy−BuCr−BuL0Cy L−BuL0
Cr+L0Cy L0
Cy 0

xK
y
 (5.36)
then K¯OE ∈ KOE and ‖F`(F`(GOE, K¯OE),∆)‖2MSP < tr(R)
(c) (ν?OE)
2 = inf
ML
tr(R)
Remark 4. As with the FI/DF case we have the the FC and OE problems are equivalent
when A−CrBu is Schur, i.e. the existence of MS stabilizing controllers is governed by identical
conditions and the networked OE synthesis can be carried out using the result of a networked
FC synthesis to obtain the same closed loop and cost.
We next state several consequences of this equivalence.
Corollary 10. Given Problem 6 and Problem 7 with A−CrBu Schur, ν?FC = ν?OE.
Corollary 11. KOE 6= ∅ if and only if (A,Cz, Cy,Σ) is MS detectable, and (A,Cz, Cy,Σ) is
MS detectable if and only if there exist X ∈ Sn+, Y ∈ Rn×ly , Z ∈ Slz+, and W ∈ Bη+ such that
X (XA+ Y Cy)
T (WCy)
T
XA+ Y Cy X 0
WCy 0 W
  0 (5.37a)
Z Y T
Y X
  0 (5.37b)
W − Σ ◦ Z  0 (5.37c)
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Based on Lemma 7 and Corollary 10 we can conclude that optimal MS performance closed
loop for the networked OE problem is H?OE = F`(T
?
OE,∆) = F`(F` GFC,K
?
FC),∆) where
T?OE:

x+G
r
z
=

A+L?Cy Bn+L
?Dn L
?
Cr+L
?
0Cy Drn+L
?
0Dn L
?
0
C¯z Dzn 0


xG
n
w
 (5.38)
K¯OE:

x+K
u1
u2
=

A+L?Cy−BuCr−BuL0Cy L?−BuL?0
Cr+L
?
0Cy L
?
0
Cy 0

xK
y
 (5.39)
Proposition 7. If L is such that A+ LCy is Schur, then
(a) any stable, FDLTI TOE = F`(GOE,KOE) can be realized as TOE = F`(UOE,Q) where UOE has
the realization
UOE :

x+G
r
z
s

=

A+LCy Bn+LDn L 0 0
Cr Drn 0 I 0
Cz Dzn 0 0 I
Cy Dn I 0 0


xG
n
w
q1
q2

(5.40)
(b) any MS stable HOE = F`(TOE,∆) cam be realized as HOE = F`(F`(UOE,Q),∆)
for some stable, FDLTI system Q.
It is easily verified that for any TOE = F`(GOE,KOE) and Q where TOE = F`(UOE,Q), if
KOE ∈ KOE then Q must have the structure (5.41).
Q :

x+Q
q1
q2
 =

AQ BQCQ1
CQ2

DQ1
0


xQ
y
 (5.41)
with AQ Schur.
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Proposition 8. Given a networked OE synthesis in Problem 3 where GOE in (5.24) meets the
conditions of Lemmas 7 and 8, let L?, L?0 be as given in (5.29), and KOE? be as given in (5.39).
Then
‖N 12 F`(F`(GOE,K?OE),∆)‖MSP ≤ ‖N
1
2 F`(F`(GOE,KOE),∆)‖MSP (5.42)
for any N  0 and any KOE ∈ KOE.
5.2.0.2 Existence of Equivalent Optimal H2 Performance Solutions
Again, as with the networked FI and DF problems, we briefly address the existence of H2
performance synthesis problems for which the standard Riccati solutions, optimal control gains,
and optimal performance cost coincide with the networked FC and OE problems.
Problem 8 (Augmented Full Control H2). Let the augmented FC H2 synthesis problem have
generalized plant
GFC:

x+G
r
y
=

A
[
Bn 0
] [
I 0
]
Cr
[
Drn 0
] [
0 I
]
Cy
[
Dn W
1
2
] [
0 0
]


xG
n1
n2
u1
u2

(5.43)
where W ∈ Slz+.
Problem 9 (Augmented Output Estimation H2). Let the augmented OE H2 synthesis problem
have generalized plant
GOE:

x+G
r
y
=

A
[
Bn 0
]
Bu
Cr
[
Drn 0
]
I
Cy
[
Dn W
1
2
]
0


xG
n
w
u1
u2

(5.44)
where W ∈ Slz+, and the matrix A−BuCr is Schur.
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For Problem 8 and Problem 9, let the optimal closed loop H2 performance be γ?FC = γ?OE,
and under the assumptions of Lemma 7, let Yˆ be the standard [66] Riccati equation solution
and Lˆ and Lˆ0 be the optimal control gains.
Lemma 9. Given the Networked FC or OE synthesis in Problem 6 or 7 with the conditions
of Lemma 7, let X?, R?, L?, L?0 and ν
?
FC = ν
?
DF be the optimal solution in Lemma 7, and let
W = Σ ◦ (CzX?CTz + DznDTzn). Then X? = Yˆ , the optimal cost ν?FI = γ?FI = ν?DF = γ?DF , and
the optimal control gains L? = Lˆ and L?0 = Lˆ0.
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CHAPTER 6. NETWORKED OUTPUT FEEDBACK
In this chapter we investigate a networked extension of the standard output feedback syn-
thesis. The networked OF scenario is shown in Figure 6.1. Notice that we consider both the
actuator link and sensor link subject to stochastic uncertainty. We formally define this problem
next.
P yPuP+
+
+
∆s
zs
ws
∆a
ws
za
K
y1
y2
u1
u2
GOF
n r
Figure 6.1: Networked Output Feedback
Problem 10 (Networked Output Feedback). Let the networked OF synthesis problem have
generalized plant given by
GOF:

x+G
r
zs
za
ys
ya

=

A Bn
[
0 Bw
] [
0 Bu
]
Cr Drn
[
0 Drw
] [
0 Dr
]
Cz
0

Dzn
0

0 0
0 0

I 0
0 I
Cy
0

Dn
0

I 0
0 I

0 0
0 0



xG
n
ws
wa
us
ua

(6.1)
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with uncertainty ∆(k) = diag(∆s(k),∆a(k)) : z(k) 7→ w(k) having Σ = diag(Σs,Σa) =
cov(∆(k)1) ∈ Bη+. Let KOF be the set of all FDLTI controllers with a realization (6.2) making
HOF = F`(F`(GOF,KOF),∆) MS stable, and ν
?
OF , inf
K∈KOF
‖HOF‖MSP .
KOF :

x+K
us
ua
 =

AK BKs BKa
BKs 0 0
BKa DKas 0


xK
ys
ya
 (6.2)
Note that the setup in Figure 6.1 is equivalent the setup of Figure 4.2 in Chapter 4. Since
we assume each channel mean is known, the unknown information provided by uP(k − 1) =
Mau1(k − 1) + wa(k − 1) is wa(k − 1). Similarly, an input to yP(k) can be replaced an input
into zs(k). Finally, we can assume without loss of generality identity channel means.
As discussed therein, the problem of Section 4.2 cannot be solved convexly by adapting
LMIs of Theorem 1 for synthesis using the standard change of coordinates [64] since doing so
does not eliminate all nonlinear coupling between the problem variables. The networked OF
synthesis in Problem 10 presents the same difficulty. However, we will show that the optimal
solution to Problem 10 can be obtained by solving a sequence of the special problems we
studied in Sections 5.1 and 5.2. Then we will see that this solution can be adapted to provide
the solution to the optimal MS performance synthesis problem in Chapter 4 as a special case.
We begin by building up some preliminary results.
6.1 Suboptimal Networked Output Feedback
We first focus on nominal stabilization of (6.1) and show how any stabilizing controller
KOF and any stable TOF = F`(GOF,KOF) can be realized using standard Youla parameterization
techniques. This then allows us to realize any MS stable HOF = F`(TOF,∆) by Corollary 4.
Proposition 9. If F and L are such that A+BuF and A+LCy are Schur, then
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(a) any FDLTI causal controller that internally stabilizes GOF in (6.1) can be obtained as the
transfer function matrix of KOF = F`(J,Q) where J has the realization
J:

xˆ+
us
ua
s
wa

=

A+LCy+BuF
[
−L Bw
] [
0 Bu
]
−Cz
F

0 0
0 0

I 0
0 I
−Cy
0

I 0
0 I

0 0
0 0



xˆ
ys
ya
q1
q2

(6.3)
(b) any stable TOF = F`(GOF,KOF) can obtained via a feedback interconnection:
TOF = F`(GOF,F`(J,Q)) (6.4)
(c) any MS stable HOF = F`(TOF,∆) can obtained via a feedback interconnection:
HOF = F`(F`(GOF,F`(J,Q)),∆) (6.5)
for some stable, FDLTI system Q.
Proof in Appendix D
Noting the structure of J in (6.3), it is easily verified that for any KOF = F`(J,Q) we have
DK = DQ. Therefore, recalling (6.2) in Problem 10, any Q which will realize KOF ∈ KOF must
have the structure (6.6).
Q :

x+Q
q1
q2
 =

AQ BQ1 BQ2
CQ1 0 0
CQ2 DQ21 0


xQ
s
wa
 (6.6)
Next we show how GOF in (6.1) is equivalent to the interconnection of two simpler subsys-
tems: one corresponding to a FC problem and one corresponding to a DF problem. This then
allows us to realize any stable closed loop TOF as the interconnection of FC and DF closed
loops.
Proposition 10. For any F and L be such that A+BuF and A+LCy are Schur, and any L0
of compatible dimensions:
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(a) GOF in (6.1) is equal to the interconnection of GF˜C in (6.7) and GD˜F in (6.8) shown in
Figure 6.2, where r(k) = re(k) + rxˆ(k), and zs(k) = zse(k) + zsxˆ(k) as shown.
GF˜C:

e+
re
zse
s

=

A+LCy Bn+LDn L
Cr+L0Cy Drn+L0Dn L0
Cz Dzn 0
Cy Dn I


e
n
ws
 (6.7)
GD˜F:

xˆ+
rxˆ
zsxˆ
za
ys
ya

=

A −L Bw 0 Bu
Cr −L0 Drw 0 Dr
Cz 0 0 I 0
0 0 0 0 I
Cy I 0 0 0
0 0 I 0 0


xˆ
s
wa
us
ua

(6.8)
(b) any stable TOF = F`(GOF,KOF) can be recovered as the interconnection of GF˜C and F`(GD˜F,F`(J,Q))
shown in Figure 6.2, where KOF = F`(J,Q) as in Proposition 9.
GF˜C
re
zse
s
GD˜F
rxˆ
zsxˆ
za
y
s
wa
u
J
u
s
wa
y
q
+
+
Q
s
wa
q
n
ws
wa
r
zs
za
GOF
TOF
Figure 6.2: Structure of any stable closed loop TOF
Proof in Appendix D
Now, based on Proposition 10, we show a modified structure for any stable TOF = F`(GOF,KOF)
which will be more useful.
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Proposition 11. For any F and L be such that A+BuF and A+LCy are Schur, and any L0 of
compatible dimensions, any stable TOF = F`(GOF,KOF) can be realized as the interconnection of
GF˜C, UDF, Q11, Q12, and Q2 shown in Figure 6.3, where GF˜C and UDF are given in (6.7) and (6.9)
respectively, and Q =
[
Q1
Q2
]
=
[
Q11 Q12
Q21 Q22
]
has properties given in Proposition 9 with q1s = Q11s,
q1w = Q12wa, and q2 = Q2 [
s
wa ].
UDF:

xˆ+
rxˆ
za
s
wa

=

A+BuF −L Bw Bu
Cr+DrF −L0 Drw Dr
F 0 0 I
0 I 0 0
0 0 I 0


xˆ
s
wa
q2

(6.9)
GF˜C
re
zse
s
UDF
rxˆ
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s
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s
wa
q2
+
Q2
s
wa
q2
Q12
wa q1w
Q11
q1ss
++
zs
za
ws
wa
n r
TOF
Figure 6.3: Equivalent structure of any stable closed loop TOF
Proof in Appendix D
For convenience, we define a notation which will allow us to refer explicitly to a specific
parameterization of TOF.
Notation 1. Given a stable TOF = F`(GOF,KOF) and a realization of TOF parameterized by F ,
L, L0, and Q, let TOF = TOF (F,L, L0,Q).
Definition 9. For Problem 10 let HOF = {F`(F`(GOF,KOF),∆) | KOF ∈ KOF}.
From here on we will progressively narrow down HOF to eventually isolate an optimal closed
loop. Next we will see that we can restrict our attention to HOF = F`(TOF,∆) ∈ HOF where
TOF = TOF (F,L, L0,Q) with Q12 = 0.
49
Lemma 10. Given HOF = F`(TOF (F,L, L0,Q),∆) ∈ HOF, let H¯OF = F`(TOF (F,L, L0, Q¯),∆)
where Q¯ =
[
Q11 0
Q21 Q22
]
. Then H¯OF ∈ HOF and ‖H¯OF‖MSP ≤ ‖HOF‖MSP .
Proof in Appendix D. We use this to define a subset of HOF.
Definition 10. Let H′OF = {HOF = F`(TOF (F,L, L0,Q),∆) ∈ HOF | Q12 = 0}.
By Lemma 10 there is no loss of generality in restricting our attention to HOF ∈ H′OF. Note
any HOF ∈ H′OF has the structure in Figure 6.4 where U˜FC has realization (6.10).
U˜FC:

e+
re
zs
s

=

A+LCy Bn+LDn L 0
Cr+L0Cy Drn+L0Dn L0 0
Cz Dzn 0 I
Cy Dn I 0


e
n
ws
q1

(6.10)
U˜FC
re
zs
sq1
ws
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+
Q2
s
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wa za
Q11
q1 s
∆s
ws zs
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HOF
Figure 6.4: Structure of any HOF ∈ H′OF.
From here we often express HOF = F`(TOF,∆) ∈ H′OF as the interconnection of two systems
as in Figure 6.4: F`(F`(U˜FC,Q11),∆s) and F`(F`(UDF,Q2),∆a).
Comparing (6.10) to (5.33) in Proposition 5 and similarly (6.9) to (5.18) in Proposition 3,
we can see that F`(F`(U˜FC,Q11),∆s) is an element of the subset of all MS stable networked FC
closed loops and F`(F`(UDF,Q2),∆a) is an element of the set of all MS stable closed loops for
a networked DF plant with Bn = −L and Drn = −L0. Therefore, Corollaries 9 and 8 coupled
with the implication of Lemma 10 that H′OF 6= ∅ ⇔ HOF 6= ∅ gives us the following key result:
Corollary 12. The networked OF synthesis in Problem 10 has a MS stabilizing controller if
and only if (A,Bw, Bu,Σa) is MS stabilizable and (A,Cz, Cy,Σs) is MS detectable.
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We define a notation which will allow us to refer explicitly to a specific parameterization.
Notation 2. Given HOF = F`(TOF,∆) ∈ H′OF and a realization of TOF parameterized by F , L,
L0, Q11, and Q2, let
HFC(L,L0,Q11,∆s) = F`(F`(U˜FC,Q11),∆s) (6.11)
HDF (L,L0, F,Q2,∆a) = F`(F`(UDF,Q2),∆a) (6.12)
We will see under mild conditions, given a HOF ∈ H′OF there exist L¯ and L¯0 for which
HFC(L¯, L¯0,Q11,∆s) and HDF (L¯, L¯0, F,Q2,∆a) exhibit certain orthogonality properties.
Given any HOF ∈ H′OF, W¯s = limk→∞ E(ws(k)wTs (k)) is well defined according to Lemma
1(b) since HOF is necessarily MS stable. Given W¯s, consider the FC H2 synthesis with plant
(6.13) and cov(n¯(k)) = I:
GW¯FC:

e¯+
r¯
y¯
=

A
[
Bn 0
] [
I 0
]
Cr
[
Drn 0
] [
0 I
]
Cy
[
Dn W¯
1
2
s
] [
0 0
]


e¯
n¯1
n¯2
u1
u2

(6.13)
Assume the conditions of Lemma 7 are satisfied, which guarantee the existence of the optimal
solution for the above H2 synthesis. Let Xr be the standard [66] Riccati equation solution and
L¯ and L¯0 be the optimal control gains for this problem, namely
Xr=AXrA
T+BnB
T
n−(AXrCTy )S¯–1(CyXrAT )
S¯ = (CyXrC
T
y +DnD
T
n+W¯s)
and
L¯ = −(AXrCTy )(CyXrCTy +DnDTn+W¯s)−1 (6.14a)
L¯0 = −(CrXrCTy +DrnDTn )(CyXrCTy +DnDTn+W¯s)−1 (6.14b)
Since we will refer back to these quantities for a given HOF ∈ H′OF numerous times, to avoid
repetitious mathematical expansions, we define some shorthand notation:
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Notation 3. Given any HOF ∈ H′OF, let W(HOF) = W¯s
Notation 4. Given any HOF ∈ H′OF and assuming (6.1) meets the conditions of Lemma 7, let
L⊥(W¯s) = L¯, L⊥0 (W¯s) = L¯0, and S⊥(W¯s) = S¯.
Lemma 11. Let (6.1) meet the conditions of Lemma 7. Consider any HOF ∈ H′OF and let
W¯s = W(HOF), L¯ = L⊥(W¯s), L¯0 = L⊥0 (W¯s), S¯ = S⊥(W¯s) and F , Q11, and Q2 be any
parameters recovering HOF as the interconnection of HFC = HFC(L¯, L¯0,Q11,∆s) and HDF =
HDF (L¯, L¯0, F,Q2,∆a) in Figure 6.4. Then we have
‖HOF‖2MSP = ‖HFC‖2MSP + ‖HDFS¯
1
2 ‖2MSP (6.15)
Proof in Appendix D.
It is important to notice that the orthogonal parameterization in Lemma 11 depends on L¯
and L¯0, which are completely determined by (6.1), Σs, and the W¯s of the given closed loop.
This means that all closed loops with the same W¯s share the same orthogonalizing gains.
Now recall that the subsystem HDF = HDF (L¯, L¯0, F,Q2,∆a) = F`(F`(UDF,Q2),∆a) is an
element of the set of all MS stable closed loops for a networked DF plant with Bn = −L and
Drn = −L0. Assume the conditions of Lemma 3 are met, and let
XDF = A
TXDFA+C
T
r Cr−(ATXDFBu)S−1DF (BTuXDFA) (6.16a)
SDF = B
T
uXDFBu+D
T
r Dr+Σa ◦ (BTwXDFBw+DTrwDrw) (6.16b)
and
F ? = −S−1DF (BTuXDFA) (6.16c)
F ′0 = S
−1
DF (B
T
uXDF L¯+D
T
r L¯0) (6.16d)
Then by Corollary 7 the optimal DF closed loop for this plant is H′DF = HDF (L¯, L¯0, F ?, [ F ′0 0 ] ,∆a).
Notation 5. Given any HOF ∈ H′OF with W¯s = W(HOF) and assuming (6.1) meets the condi-
tions of Lemma 3, let F ′0 = F(W¯s).
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By Proposition 4 this implies ‖HDFS¯ 12 ‖MSP ≥ ‖H′DFS¯
1
2 ‖MSP . Therefore, if H′OF is the intercon-
nection of HFC and H
′
DF, then it has the same W¯s, so ‖H′OF‖2MSP = ‖HFC‖2MSP + ‖H′DFS
1
2 ‖2MSP ⇒
‖H′OF‖MSP ≤ ‖HOF‖MSP . Based on this we further refine the set of closed loops under considera-
tion.
Definition 11. Let H′′OF ⊂ H′OF be the set of all HOF ∈ H′OF which can be parameterized as
the interconnection of HFC = HFC(L¯, L¯0,Q11,∆s) and HDF = HDF (L¯, L¯0, F ?, [ F ′0 0 ] ,∆a) where
W¯s =W(HOF), L¯ = L⊥(W¯s), L¯0 = L⊥0 (W¯s), and F ′0 = F(W¯s).
Remark 5. Recalling (6.16) we note a point that will be crucial later on: XDF and F
? are
completely determined by the plant (6.1) and Σa, i.e. these quantities are invariant among all
HOF ∈ H′′OF.
The remaining question is which HOF ∈ H′′OF has the optimal MS performance? To enable
us to answer this question we next show that the MS performance of any HOF ∈ H′′OF is equal
to the optimal H2 performance of a problem which is parameterized by a noise covaraince
W¯s =W(HOF).
Corollary 13. Given any HOF ∈ H′′OF, ‖HOF‖MSP is equal to the optimal H2 performance for
a standard synthesis problem with generalized plant (6.17) where y¯(k) and u¯(k) are the mea-
surement and control input at time k, cov(n¯(k)) = I, V¯ = Σa ◦ (BTwXDFBw + DTrwDrw), and
W¯s =W(HOF).
GW¯OF:

x¯+G
r¯1
r¯2
y¯

=

A
[
Bn 0
]
BuCr
0

Drn 0
0 0

Dr
V¯
1
2

Cy
[
Dn W¯
1
2
s
]
0


x¯G
n¯1
n¯2
u¯

(6.17)
Proof in Appendix D.
Notice V¯ in (6.17) is calculated using XDF from (6.16) and therefore, recalling Remark 5,
it is invariant among all HOF ∈ H′′OF. The only part of the plant (6.17) that changes from one
element of H′′OF to the next is W¯s, i.e. an exogenous noise covariance from the H2 perspective.
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As may be intuitive, we will see next that the optimal networked FC solution provides the
minimal W¯s among those generated in H
′′
OF. Therefore from Corollary 13, it follows that such
solution will lead to the smallest performance.
6.2 Optimal Networked Output Feedback
Definition 12. Given the networked OF synthesis in Problem 10, let (6.1) meet the conditions
of Lemmas 3 and 7 be met, and let
XFC = AXFCA
T+BnB
T
n−(AXFCCTy )S−1FC(CyXFCAT ) (6.18a)
RFC = CrXFCC
T
r +DrnD
T
rn−(CrXFCCTy +DrnDTn )S−1FC(CyXFCCTr +DnDTrn) (6.18b)
SFC = CyXFCC
T
y +DnD
T
n+Σs ◦ (CzXFCCTz +DznDTzn) (6.18c)
and
L? = −(AXFCCTy )S−1FC (6.18d)
L?0 = −(CrXFCCTy +DrnDTn )S−1FC (6.18e)
XDF = A
TXDFA+C
T
r Cr−(ATXDFBu)S−1DF (BTuXDFA) (6.19a)
RDF = L
?TXDFL
?+L?T0 L
?
0−(L?TXDFBu+L?T0 Dr)S−1DF (BTuXDFL?+DTr L?0) (6.19b)
SDF = B
T
uXDFBu+D
T
r Dr+Σa ◦ (BTwXDFBw+DTrwDrw) (6.19c)
and
F ? = −S−1DF (BTuXDFA) (6.19d)
F ?0 = S
−1
DF (B
T
uXDFL
?+DTr L
?
0) (6.19e)
Now we give the main synthesis result in this work which allows us to solve Problem 10
optimally as a sequence of optimal networked FC and DF design steps. A dual characterization
exists in terms of a sequence of optimal networked FI and OE design steps, which we omit. We
state the result in terms of the Riccati-like quantities of Lemmas 3 and 7 for sake of compactness
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and connection to the development and steps in the proofs. However, recall from the discussion
in Section 5.1 that the optimal control gains are also obtainable from the limit points of the
LMIs in Lemmas 2 and 6 which also establish MS stabilizability and detectability.
Theorem 2. Given Problem 10, let the conditions of Lemmas 3 and 7 be met, then
(ν?OF )
2 = ‖F`(F`(GOF,K?OF),∆)‖2MSP = tr(RFC) + tr(SFCRDF )
where K?OF has realization
K?OF:

x+K
us
ua
=

A+BuF
? + L?Cy −BuF ?0Cy BuF ?0 − L? Bw
−Cz 0 0
F ? − F ?0Cy F ?0 0


xK
ys
ya
 (6.20)
Moreover, tr(RFC) = ‖H?FC‖2MSP where H?FC = F`(T?FC,∆s) with
T?FC:

x+FC
rFC
zs
=

A+ L?Cy Bn + L
?Dn L
?
Cr + L
?
0Cy Drn + L
?
0Dn L
?
0
Cz Dzn 0


xFC
n
ws
 (6.21)
and tr(SFCRDF ) = ‖H?DFS
1
2
FC‖2MSP where H?DF = F`(T?DF,∆s) with
T?DF:

x+DF
rDF
za
=

A+BuF
? −L? +BuF ?0 Bw
Cr +DrF
? −L?0 +DrF ?0 Drw
F ? F ?0 0


xDF
s
wa
 (6.22)
Proof in Appendix D
6.3 Networked Output Feedback Implementation
Recall the networked control setup in Figures 4.1 and 4.2, the plant P in (4.1), and the
controller Kˆ in (4.4). It can be verified the optimal controller (6.20) in Theorem 2 is equivalent
to
Kˆ :

x+
Kˆ
u1
u2
=

A −L?M -1s ABu
−Cy 0 −CyBu
M -1a F
? M -1a F
?
0M
-1
s M
-1
a F
?Bu


xK
y1
yˆ2
 (6.23)
This can be implemented as by having K store u(k−1) and use αa(k) to form yˆ2(k) =
Ξa(k−1)u(k−1), and similarly using u1(k) and αs(k) to form y1(k) = y(k) + Ξs(k)u1(k).
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CHAPTER 7. NUMERICAL EXAMPLES
7.1 Network Limitations and Trade-off Analysis
In the following examples we concentrate on multiple-input systems which are stabilizable
from each input and study the trade-offs between the uncertainties of the channels. We consider
two such systems, and for each compare our numerically calculated boundary to a closed-form
result for such systems found in [31,32].
Example 1. Consider a plant with the following A, Bw and Bu.
A =

1.1006 −1.4916 2.3505
1.5442 −0.7423 −0.6156
0.0859 −1.0616 0.7481
 Bw =

−0.1924 −1.4023
0.8886 −1.4224
−0.7648 0.4882
 Bu =

−0.1924 −1.4023
0.8886 −1.4224
−0.7648 0.4882

This example has one real and two complex conjugate unstable eigenvalues at −1.0362 and
1.0713± 1.404i respectively. Figure 7.1 depicts the limitation curve calculated using Corollary
6 for this system in red, as well as the closed-form necessity condition (7.2) found in [31, 32]
in blue.
Example 2. Consider a plant with the following A, Bw and Bu.
A =
 0.3999 −0.1768
−0.9300 −2.1321
 Bw =
1 0
0 1
 Bu =
1 0
0 1

This example has a single unstable eigenvalue at −2.1955. Figure 7.2 shows our boundary
from Corollary 6 in red and the necessary condition from the literature in blue for this example.
Note that in both figures, the region where the system is mean-square stabilizable is above
the calculated boundary. We also note that the limitations curves for the two examples are
different from each other. This is an indication that the MIMO limitations are more complex
than in the single input case.
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Figure 7.1: Comparison of MS Stabilizability Limitations for Example 1.
We also see from the above examples that the actual limitation curve can be quite different
from the necessary curve. Moreover, we see that the necessary condition becomes sufficient
on the axes. These points correspond to using only one of the channels, and in this case the
limitation reduces to the known single-channel result in [23], namely
C =
1
2
log
(
1 + σ−2
)
>
∑
i
log |λ(u)i (Ap)| (7.1)
where λ
(u)
i (Ap) is the i
th unstable eigenvalue of Ap. Corresponding results for those situations
involving multiple channels have been limited as they have applied the single-input limitation
to multiple-input systems. This is done by breaking down the stabilization problem into in-
dependent sub-problems each involving a single input and an associated subset of unstable
eigenvalues.
In particular, the works [31, 32] have provided the necessary condition for mean-square
stabilizability shown in our examples. The condition for a p-channel system given in these
works is
C =
p∑
i=1
1
2
log
(
1 + σ−2i
)
>
∑
i
log |λ(u)i (Ap)| (7.2)
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Figure 7.2: Comparison of MS Stabilizability Limitations for Example 2.
This condition can become sufficient for some σ2i , namely when the σ
2
i can be freely allocated
subject only to the overall constraint
∑p
i=1
1
2 log
(
1 + σ−2i
)
= C for some total C. Generally
speaking however, (7.2) does not determine the sufficiency of any particular given set of σ2i .
Moreover, as we have seen in our examples the allocation that makes condition (11) sufficient
is to just use one of the channels when multiple channels can stabilize the same eigenvalues.
In contrast, our results provide the necessary and sufficient boundary curve when all chan-
nels are used for stabilization with various σ2i , as well as the feasible region of σ
2
i sufficient for
mean-square stabilizability of the closed loop.
7.2 Westland Lynx Military Helicopter
We consider the linearized model of the Westland Lynx multipurpose British military he-
licopter from [68]. This system has four inputs: main rotor collective pitch, longitudinal and
lateral cyclic pitch, and tail rotor collective pitch. Roughly speaking, these inputs control heave
motion, longitudinal and lateral motion, and yaw respectively. It is assumed six measurements
are available: heave velocity, pitch attitude, roll attitude, heading rate, pitch rate, and roll
rate.
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The matrices A ∈ Rn×n, Bu ∈ Rn×m, and Cy ∈ Rl×n are obtained by discretization of the
continuous time state space model with a period of 0.01 s. For MS performance synthesis, we
partition r(k) =
[
rx(k)
ru(k)
]
and n(k) =
[
nx(k)
ny(k)
]
and choose a simple1 set of performance and noise
weights: Cr =
[
In
0
]
Drn = 0 Dr =
[
0
Im
]
Bn = [Bu 0 ] Dn = [ 0 Il ] which gives
P :

x+P
rx
ru
yP

=

A
[
Bu 0
]
BuIn
0

0 0
0 0

 0
Im

Cy
[
0 Il
]
0


xP
nx
ny
uP

Example 3 (Actuator vs. Sensor Dropouts). In Figure 7.3 we show the optimal MS perfor-
mance as a function of sensor and actuator dropout rate assuming that dropouts on all ten
channels are independent. We see a noticeable difference in overall sensitivity to dropout be-
tween sensor and actuator links. The MS performance surface approaches infinity much more
sharply on the actuator axis than the sensor axis when nearing the boundary of MS stabilizabil-
ity, but is less affected for lower dropout percentages.
Figure 7.3: MS Performance vs. Dropout Rates
1Note that we choose these weights for simple illustrative purposes.
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Example 4 (Sensor and Actuator Group Dropout). In Figure 7.4 we show the optimal MS
performance vs. dropout rate tradeoff curves for sensor and actuator signals. We partition the
available sensor readings into groups: heave velocity (e.g. GPS/accelerometer), pitch and roll
attitude (e.g. inclinometer), heading rate (e.g. magnetometer), and body pitch and roll rates
(e.g. gyroscope). Similarly for the actuators: main rotor collective, longitudinal and lateral
cyclic, and tail rotor collective.
Figure 7.4: MS Performance vs. Combined Dropout Rates
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APPENDIX A. SOME GENERAL AUXILIARY THEORY
Here we provide some results which will be useful in various proofs in subsequent appen-
dices. We begin by defining a generic liner operator Γ which can be used to describe numerous
quantities throughout this work as special cases. We then address the convergence (stabil-
ity) properties of this operator and existence and uniqueness of solutions to matrix equations
involving it.
Definition 13. Let Γ : Rm×n 7→ Rm×n be a linear operator X =
M∑
i
AiXBi for 0 < M ∈ N
Proposition 12. Let Γ be as given in Definition 13 and X(k+1) = Γ(X(k)). Then X(k)→ 0
as k →∞ for any X(0) if and only if ρ(Γ) < 1.
Proof of Proposition 12. We can vectorize the recursion X(k + 1) = Γ(X(k)) using Kronecker
products as vec(X(k + 1)) =
∑M
i (B
T
i ⊗ Ai) vec(X(k)) where ρ(Γ) < 1 implies the maximum
eigenvalue of the matrix
∑M
i (B
T
i ⊗Ai) has magnitude less than 1. Therefore this follows from
standard linear systems theory.
Proposition 13. If ρ(Γ) < 1, then the unique solution to X = Γ(X) is X = 0.
Proof of Proposition 13. It is trivial to verify X = 0 is a solution. To see that it is unique,
assume Z = Γ(Z) where Z 6= 0. Then Γ has an eigenvalue at 1, which contradicts ρ(Γ) < 1.
Proposition 14. If ρ(Γ) < 1 and Y ∈ Rm×n, then X = Y +∑∞k=1 Γk(Y ) is well defined and
is the unique solution X = Γ(X) + Y .
Proof of Proposition 14. Since Γ is linear and ρ(Γ) < 1, Γk(Y )→ 0 exponentially and therefore
X = Y +
∑∞
k=1 Γ
k(Y ) is well defined. We can then verify X = Γ(X) + Y by inspection. To
show the uniqueness, assume Z 6= X is such that Z = Γ(Z) +Y . Then X −Z = Γ(X −Z) 6= 0
which contradicts Proposition 13.
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Now define a special case of the more generic liner operator we just considered, namely the
symmetric version. We will see that the stability of this operator can be related to the feasibility
of a linear matrix inequality. This concept, which follows from [60], forms the fundamental basis
for a large portion of the analysis and synthesis theory in this work.
Definition 14. Let Λ : Sn 7→ S be a linear operator X =
M∑
i
AiXA
T
i for 0 < M ∈ N
Proposition 15. Let Λ be as given in Definition 14 and X(k+1) = Λ(X(k)). Then X(k)→ 0
as k →∞ for any X(0)  0 if and only if there exists a Q  0 such that Q  Λ(Q).
Proposition 15 follows directly from Chapter 9 of [60].
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APPENDIX B. PROOFS AND AUXILIARY THEORY FOR CHAPTER
3
Proof of Lemma 1. (a) Assumption 5 guarantees z(k) and Z(k) are well defined ∀ k ≥ 0 by
ensuring (I − ∆(k)D¯zw)−1 exists ∀ k ≥ 0. Moreover it keeps δi(k) and the elements of z(k)
multiplied by δi(k) in ∆(k)z(k) independent. This implies
W (k) = E(∆(k)z(k)zT (k)∆(k)) = Σ ◦ Z(k) (B.1)
Since E(w(k)xT (k)) = 0 and E(w(k)nT (k)) = 0 ∀ k ≥ 0 we have Z(k) = E(z(k)zT (k)) is
Z(k) = C¯zX(k)C¯
T
z +D¯znND¯
T
zn+D¯zwW (k)D¯
T
zw (B.2)
Note (B.1) and (B.2) are (3.1d) and (3.1c) respectively. Similarly calculating R(k) and X(k+1)
we get
R(k) = C¯rX(k)C¯
T
r + D¯rnND¯
T
rn + D¯rwW (k)D¯
T
rw (B.3)
X(k + 1) = A¯X(k)A¯T + B¯nNB¯
T
n + B¯wW (k)B¯
T
w (B.4)
which are (3.1b) and (3.1a) respectively.
(b) This follows from part (a) and Definitions 1 and 2.
(c) This follows from part (a) and Definitions 1 and 2.
Proof of Corollary 2. Consider two realizations for T formed with matrices
(Aˆ, Bˆn, Bˆw, Cˆr, Dˆrn, Dˆrw, Cˆz, Dˆzn, Dˆzw) and (A˜, B˜n, B˜w, C˜r, D˜rn, D˜rw, C˜z, D˜zn, D˜zw)
respectively. Because these matrices realize the same transfer function, they produce an iden-
tical impulse response. We therefore have that ∀ k ∈ NDˆrn Dˆrw
Dˆzn Dˆzw
 =
D˜rn D˜rw
D˜zn D˜zw
 and
Cˆr
Cˆz
 Aˆk [Bˆn Bˆw] =
C˜r
C˜z
 A˜k [B˜n B˜w] (B.5)
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Applying Lemma 1 to H = F`(T,∆) using the first realization gives us that ∀ k ≥ 0
Xˆ(k + 1) = AˆXˆ(k)AˆT+BˆnNBˆ
T
n+BˆwWˆ (k)Bˆ
T
w (B.6a)
Rˆ(k) = CˆrXˆ(k)Cˆ
T
r +DˆrnNDˆ
T
rn+DˆrwWˆ (k)Dˆ
T
rw (B.6b)
Zˆ(k) = CˆzXˆ(k)Cˆ
T
z +DˆznNDˆ
T
zn+DˆzwWˆ (k)Dˆ
T
zw (B.6c)
Wˆ (k) = Σ ◦ Zˆ (B.6d)
Similarly using the second realization we have that ∀ k ≥ 0
X˜(k + 1) = A˜X˜(k)A˜T+B˜nNB˜
T
n+B˜wW˜ (k)B˜
T
w (B.7a)
R˜(k) = C˜rX˜(k)C˜
T
r +D˜rnND˜
T
rn+D˜rwW˜ (k)D˜
T
rw (B.7b)
Z˜(k) = C˜zX˜(k)C˜
T
z +D˜znND˜
T
zn+D˜zwW˜ (k)D˜
T
zw (B.7c)
W˜ (k) = Σ ◦ Z˜ (B.7d)
Now if Σ = diag(σ211η1×η1 , . . . , σ2q1ηq×ηq) ∈ Bη+ and we define the set of matrices
{
E1 = diag(σ1Iη1 , 0, . . .), E2 = diag(0, σ2Iη2 , 0, . . .), . . . , Eq = diag(0, . . . , σqIηq)
}
then we can express Σ ◦ Zˆ(k) and Σ ◦ Z˜(k) as ∑iEiZˆ(k)Ei and ∑iEiZ˜(k)Ei respectively.
Additionally, it is known that if AXB = C then vec(AXB) = (BT⊗A) vec(X) = vec(C), where
vec is the vectorization operator and ⊗ represents the Kronecker product. Using these facts,
(B.6a)-(B.6d) and (B.7a)-(B.7d) are equivalent to standard LTI feedback interconnections:
F`(Tˆ, E) and F`(T˜, E) respectively where
Tˆ :

xˆ+
rˆ
zˆ


Aˆ Bˆn Bˆw
Cˆr Dˆrn Dˆrw
Cˆz Dˆzn Dˆzw


xˆ
nˆ
wˆ
 (B.8)
T˜ :

x˜+
r˜
z˜


A˜ B˜n B˜w
C˜r D˜rn D˜rw
C˜z D˜zn D˜zw


x˜
n˜
w˜
 (B.9)
xˆ(k) = vec(Xˆ(k)), rˆ(k) = vec(Rˆ(k)), zˆ(k) = vec(Zˆ(k)), nˆ(k) = vec(N), wˆ(k) = vec(Wˆ (k)),
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Aˆ = Aˆ⊗ Aˆ Bˆn = Bˆn ⊗ Bˆn Bˆw = Bˆw ⊗ Bˆw
Cˆr = Cˆr ⊗ Cˆr Dˆrn = Dˆrn ⊗ Dˆrn Dˆrw = Dˆrw ⊗ Dˆrw
Cˆz = Cˆz ⊗ Cˆz Dˆzn = Dˆzn ⊗ Dˆzn Dˆzw = Dˆzw ⊗ Dˆzw
x˜(k) = vec(X˜(k)), r˜(k) = vec(R˜(k)), z˜(k) = vec(Z˜(k)), n˜(k) = vec(N), w˜(k) = vec(W˜ (k)),
A˜ = A˜⊗ A˜ B˜n = B˜n ⊗ B˜n B˜w = B˜w ⊗ B˜w
C˜r = C˜r ⊗ C˜r D˜rn = D˜rn ⊗ D˜rn D˜rw = D˜rw ⊗ D˜rw
C˜z = C˜z ⊗ C˜z D˜zn = D˜zn ⊗ D˜zn D˜zw = D˜zw ⊗ D˜zw
and E =
∑q
i=1Ei ⊗ Ei.
Recalling (B.5) and the fact that (A ⊗ B)(C ⊗ D) = AC ⊗ BD one can easily verify
Tˆ = T˜ which due to standard properties of LFT implies F`(Tˆ, E) = F`(T˜, E). Moreover,
nˆ(k) = n˜(k) ∀ k ≥ 0. Therefore, if we start from xˆ(0) = 0 and x˜(0) = 0 then we necessarily
have that rˆ(k) = r˜(k), zˆ(k) = z˜(k), and wˆ(k) = w˜(k) ∀ k ≥ 0. Finally, we know that the steady
state limits will be invariant with respect to initial conditions, and we conclude limk→∞ Rˆ(k) =
limk→∞ R˜(k), limk→∞ Zˆ(k) = limk→∞ Z˜(k), and limk→∞ Wˆ (k) = limk→∞ W˜ (k).
Proof of Corollary 3. Consider the realizations for T and TT formed with matrices
(A¯, B¯n, B¯w, C¯r, D¯rn, D¯rw, C¯z, D¯zn, D¯zw) and (A¯
T , C¯Tr , C¯
T
z , B¯
T
n , D¯
T
rn, D¯
T
zn, B¯
T
w, D¯
T
rw, D¯
T
zw)
respectively. We are interested in ‖H‖MSP and ‖HT ‖MSP . Therefore we apply Lemma 1 to each
system assuming cov(n) = I. For H = F`(T,∆) this gives us that ∀ k ≥ 0
Xˆ(k + 1) = A¯Xˆ(k)A¯T+B¯nB¯
T
n+B¯wWˆ (k)B¯
T
w (B.10a)
Rˆ(k) = C¯rXˆ(k)C¯
T
r +D¯rnD¯
T
rn+D¯rwWˆ (k)D¯
T
rw (B.10b)
Zˆ(k) = C¯zXˆ(k)C¯
T
z +D¯znD¯
T
zn+D¯zwWˆ (k)D¯
T
zw (B.10c)
Wˆ (k) = Σ ◦ Zˆ (B.10d)
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Similarly, for HT = F`(T
T ,∆) we have that ∀ k ≥ 0
X˜(k + 1) = A¯T X˜(k)A¯+C¯Tr C¯r+C¯
T
z W˜ (k)C¯z (B.11a)
R˜(k) = B¯Tn X˜(k)N¯n+D¯
T
rnD¯rn+D¯
T
znW˜ (k)D¯zn (B.11b)
Z˜(k) = B¯TwX˜(k)B¯w+D¯
T
rwD¯rw+D¯
T
zwW˜ (k)D¯zw (B.11c)
W˜ (k) = Σ ◦ Z˜ (B.11d)
Following analogous steps as in the proof of Corollary 2 we can form an equivalent LTI feed-
back interconnection for both (B.10a)-(B.10d) and (B.11a)-(B.11d) using vectorization and
Kronecker products, e.g. F`(Tˆ, E) and F`(T˜, E). In this case using the property of Kronecker
product that (A ⊗ B)T = AT ⊗ BT , one can easily verify that Tˆ = T˜T . Since E = ET this
implies that F`(Tˆ, E) = F`(T˜, E)
T , and for some Aˇ, Bˇ, Cˇ and Dˇ we have
F`(Tˆ, E) :
xˆ+
rˆ

 Aˇ Bˇ
Cˇ Dˇ

xˆ
nˆ
 (B.12)
F`(T˜, E) :
x˜+
r˜

 AˇT CˇT
BˇT DˇT

x˜
n˜
 (B.13)
Of course F`(Tˆ, E) is stable/unstable if and only if F`(T˜, E)
T is stable/unstable respectively.
Hence if H is not MS stable then HT is not MS stable and we have ‖H‖MSP = ‖HT ‖MSP =∞ by
Definition 3. So consider the case where both are MS stable.
Note that if B¯n is mn wide and C¯r is lr tall, then nˆ(k) = vec(Imn) and n˜(k) = vec(Ilr).
Moreover, tr(Rˆ(k)) = vec(Ilr)
T rˆ(k) and tr(R˜(k)) = vec(Imn)
T r˜(k). Starting from xˆ(0) =
x˜(0) = 0 we have that
tr(Rˆ(k)) = vec(Ilr)
T rˆ(k) = vec(Ilr)
T Cˇ
(
k∑
n=0
Aˇn
)
Bˇ vec(Imn) (B.14)
tr(R˜(k)) = vec(Imn)
T r˜(k) = vec(Imn)
T BˇT
(
k∑
n=0
Aˇn
)T
CˇT vec(Ilr) (B.15)
i.e. tr(Rˆ(k)) = tr(R˜(k))T = tr(R˜(k)) ∀ k ≥ 0. Since Rˆ = limk→∞ (ˆR)(k) and R˜ = limk→∞ (˜R)(k)
are invariant with respect to initial conditions, tr(Rˆ) = tr(R˜)⇒ ‖H‖MSP = ‖HT ‖MSP .
Before proving Theorem 1 we define a compact notation which will very useful:
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Definition 15. Given H = F`(T,∆) where T has realization (2.2) and Σ = cov(∆1), let the
linear operator D : Slz+ 7→ Slz+ be given by
D(M) = D¯zw (Σ ◦M) D¯Tzw (B.16)
Corollary 14. Given H = F`(T,∆) where T has realization (2.2) and Σ = cov(∆1), subject to
exogenous noise with cov(n(k)) = N , let the linear operator D be as given in (B.16) and X(k)
and R(k) be as in Definitions 1 and 2. Then ∀ k ≥ 0
X(k+1) = A¯X(k)A¯T+B¯nNB¯n+B¯w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C¯zX(k)C¯
T
z +D¯znND¯
T
zn
)]]
B¯Tw (B.17a)
R(k) = C¯rX(k)C¯
T
r +D¯rnND¯rn+D¯rw
[
Σ ◦
[
q−1∑
m=0
Dm
(
C¯zX(k)C¯
T
z +D¯znND¯
T
zn
)]]
D¯Trw (B.17b)
Proof of Corollary 14. From Lemma 1 we have that ∀ k ≥ 0 there exist Z(k) , E(z(k)zT (k))
and W (k) , E(w(k)wT (k)) such that
X(k + 1) = A¯X(k)A¯T + B¯nNB¯
T
n + B¯wW (k)B¯
T
w (B.18a)
R(k) = C¯rX(k)C¯
T
r + D¯rnND¯
T
rn + D¯rwW (k)D¯
T
rw (B.18b)
Z(k) = C¯zX(k)C¯
T
z + D¯znND¯
T
zn + D¯zwW (k)D¯
T
zw (B.18c)
W (k) = Σ ◦ Z(k) (B.18d)
Assume η is q × 1, i.e. Σ = diag(σ211η1×η1 , . . . , σ2q1ηq×ηq) ∈ Bη+. Then it can be verified that
due to Assumption 5 the operator D in (B.16) is nilpotent with degree q. Therefore, if we
recursively substitute Z(k) in (B.18c) into itself using (B.18d) we have
Z(k) = C¯zX(k)C¯
T
z + D¯znND¯
T
zn + D(Z(k)) (B.19a)
Z(k) = C¯zX(k)C¯
T
z + D¯znND¯
T
zn + D(C¯zX(k)C¯
T
z + D¯znND¯
T
zn) + D(D(Z(k))) (B.19b)
...
Z(k) = C¯zX(k)C¯
T
z + D¯znND¯
T
zn +
q−1∑
m=1
Dm
(
C¯zX(k)C¯
T
z + D¯znND¯
T
zn
)
(B.19c)
Z(k) =
q−1∑
m=0
Dm
(
C¯zX(k)C¯
T
z + D¯znND¯
T
zn
)
(B.19d)
⇒W (k) = Σ ◦
[
q−1∑
m=0
Dm
(
C¯zX(k)C¯
T
z + D¯znND¯
T
zn
)]
(B.19e)
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Substituting (B.19e) into (B.18a) and (B.18b) yields (B.17a) and (B.17b).
Proof of Theorem 1. (a) First we show ν2 > ‖H‖2MSP ⇔ ∃ X ∈ Sn++ and R ∈ Slr++ such that
X  A¯XA¯T + B¯nB¯n + B¯w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C¯zXC¯
T
z + D¯znD¯
T
zn
)]]
B¯Tw (B.20a)
R  C¯rXC¯Tr + D¯rnD¯rn + D¯rw
[
Σ ◦
[
q−1∑
m=0
Dm
(
C¯zXC¯
T
z + D¯znD¯
T
zn
)]]
D¯Trw (B.20b)
with ν2 = tr(R). Then we show the existence of X ∈ Sn++ and R ∈ Slr++, satisfying (B.20a)
and (B.20b) is equivalent to the existence of X ∈ Sn++, R ∈ Slr++, Z ∈ Slz++ and W ∈ Bη++
satisfying (3.3a)-(3.3d), i.e. satisfying
X  A¯XA¯T + B¯nNB¯Tn + B¯wWB¯Tw (B.21a)
R  C¯rXC¯Tr + D¯rnND¯Trn + D¯rwWD¯Trw (B.21b)
Z  C¯zXC¯Tz + D¯znND¯Tzn + D¯zwWD¯Tzw (B.21c)
W  Σ ◦ Z (B.21d)
To begin, note that by expanding/rewriting matrix products on the right hand side of
Equations (B.17a) and (B.17b) with N = I there exist some sets of matrices {A`},{B`},{C`},
and {D`} such that
X(k + 1)=A¯X(k)A¯T+B¯nB¯
T
n+
∑
`
A`XA
T
` +B`B
T
` (B.22a)
R(k)=C¯rXC¯
T
r +D¯rnD¯
T
rn+
∑
`
C`XC
T
` +D`D
T
` (B.22b)
From Corollary 14 and Chapter 9 of [60], H is MS stable if and only if ∃ Y  0 such that
Y  A¯Y A¯T+
∑
`
A`Y A
T
` (B.23)
Moreover, by definition ‖H‖2MSP = ν¯2 iff ∀ X(0)  0, as k →∞ X(k) approaches a unique limit
X¯  0 as k →∞ satisfying
X¯ = A¯X¯A¯T+B¯nB¯
T
n+
∑
`
A`X¯A
T
` +B`B
T
` (B.24a)
R¯ = C¯rX¯C¯
T
r +D¯rnD¯
T
rn+
∑
`
C`X¯C
T
` +D`D
T
` (B.24b)
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where ν¯2 = tr(R¯)
Now assume X  0 and R  0 satisfy (B.20a)-(B.20b). Clearly X satisfies inequality (B.23)
implying MS stability. Therefore there exists a unique X¯  0 satisfying (B.24a) and (B.24b)
with ‖H‖2MSP = tr(R¯). Subtracting (B.24a) from (B.20a) it is clear that letting U , X−X¯ there
exists a V  0 where
U = A¯UA¯T+
∑
`
A`UA
T
` +V (B.25)
The stability of (B.22a) implies the solution to (B.25) can be found by Proposition 14 (page
60) where V0⇒ U0⇒ XX¯ ⇒ ν2 > ‖H‖2MSP .
Conversely, assume ‖H‖2MSP < ν2. This implies MS stability by Definition 2, which implies
the existence of two things: Y  0 satisfying (B.23), and a unique X¯  0 satisfying (B.24a)
and (B.24b) where ‖H‖2MSP = tr(R¯). Note that given such a Y
δY  A¯δY A¯T+
∑
`
A`δY A
T
` ∀ δ > 0
Therefore X , X¯+δY satisfies (B.20a) for any δ > 0, and for any  > 0 ∃ δ > 0 s.t. I 
δY ⇒ I  X−X¯. Therefore there exist X arbitrarily near X¯, and hence an R arbitrarily near
R¯ satisfying ν2 > tr(R).
Finally we show there exist X ∈ Sn++, R ∈ Slr++, Z ∈ Slz++ and W ∈ Bη++ satisfying (B.21a)-
(B.21d) if and only if there exist X ∈ Sn++ and R ∈ Slr++ satisfy (B.20a) and (B.20b). We will
first show that inequalities (B.20a) and (B.20b) are feasible with some X  0 and R  0 if and
only if there exists a Z  0 such that
X  A¯XA¯T+B¯nB¯Tn+B¯w (Σ ◦ Z) B¯Tw (B.26a)
R  C¯rXC¯Tr +D¯rnD¯Trn+D¯rw (Σ ◦ Z) D¯Trw (B.26b)
Z  C¯zXC¯Tz +D¯znD¯Tzn+D¯zw (Σ ◦ Z) D¯Tzw (B.26c)
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To see this, assume (B.20a)-(B.20b) are feasible. Recalling the proof of Corollary 14 it can be
easily verified that these are exactly
X  A¯XA¯T+B¯nB¯Tn+B¯w(Σ ◦ Z0)B¯Tw (B.27a)
R  C¯rXC¯Tr +D¯rnD¯Trn+D¯rw(Σ ◦ Z0)D¯Trw (B.27b)
Z0 = C¯zXC¯
T
z +D¯znD¯
T
zn+D¯zw(Σ ◦ Z0)D¯Tzw (B.27c)
Let Zα , diag(α1Iη1 , ..., αqIηq)  0. Then for i = 1 to q, let D¯zwi be the ηi columns of D¯zw
multiplying δi, and define the outer product matrix Dˆi , D¯zwiD¯Tzwi . This means D¯zw(Σ ◦
Zα)D¯
T
zw =
∑q
i=1 D¯zwiD¯
T
zwiσ
2
i αi =
∑q
i=1 Dˆiσ
2
i αi. Without loss of generality
1 assume D¯zw is
strictly block lower triangular. This implies that the first
∑i
j=1 ηj rows and columns of Dˆi are
zero. In other words, for i increasing from 1 to q, a progressively smaller sub-block of the Dˆi
in the lower right is nonzero, until Dˆq = 0 entirely.
Now given any αq > 0 we can choose αq−1 such that Zα  Dˆq−1σ2q−1αq−1 for any {αi}q−21 >
0. Similarly we can then choose αq−2 such that Zα  Dˆq−1σ2q−1αq−1 + Dˆq−2σ2q−2αq−2 for any
{αi}q−31 > 0. We can continue2 to i = 1 to have Zα 
∑q
i=1 Dˆiσ
2
i αi = D¯zw(Σ ◦ Zα)D¯Tzw, which
implies Z , Z0 + Zα satisfies (B.26c). Since we can start from an arbitrarily small αq > 0, we
can construct such a Z additionally satisfying (B.26a)-(B.26b) with any given feasible X  0
and R  0.
The other way is easier. If (B.26a)-(B.26c) are satisfied, then recursively substituting for Z
as we did previously to obtain (B.17a)-(B.17b) gives us (B.20a) and (B.20b).
Finally, the strictness of inequalities (B.26a)-(B.26c) implies they are feasible if and only
if there exists some W ∈ Bη++ which along with the X, R, and Z in (B.26a)-(B.26c) satisfies
(B.21a)-(B.21d), i.e. (3.3a)-(3.3d).
(b) This follows part (a) by duality (Corollary 3).
(c) This follows directly from parts (a) and (b).
1If strictly block upper triangular, the indexing is reversed.
2Roughly, we’re using the structures of Zα and Dˆi which imply at the n
th step there is a subsequent αq−n
which can be made arbitrarily small in order to fit Dˆq−nσ2q−nαq−n between Zα and
∑q
j=q−n Dˆjσ
2
jαj .
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APPENDIX C. PROOFS AND AUXILIARY THEORY FOR CHAPTER
5
Proof of Lemma 2. (a) KFI 6= ∅ ⇐ K¯FI 6= ∅ is obvious since KFI ⊇ K¯FI. Motivated by similar
scenarios in the literature1, to prove KFI 6= ∅ ⇒ K¯FI 6= ∅, we show given any K˜FI ∈ KFI we can
construct a K¯FI ∈ K¯FI with equivalent or better performance. Any K˜FI ∈ KFI has a realization
K˜FI :
x+K
u
 =
 AK BKx BKn BKw
CK DKx DKn 0


xK
xG
n
w

Let T˜FI = F`(GFI, K˜FI) with realization
T˜FI :

x+
r
z
 =

A˜ B˜n B˜w
C˜r D˜rn Drw
C˜z DKn 0


x
n
w
 (C.1)
where
A˜ =
A+BuDKx BuCK
BKx AK
 B˜n =
Bn+BuDKn
BKn
 B˜w=
Bw
BKw

C˜r =
[
Cr+DrDKx DrCK
]
D˜rn = Drn+DrDKn
C˜z =
[
DKx CK
]
and H˜FI = F`(T˜FI,∆).
1See e.g. Proof of Theorem 4.1 in [69] or Notes for Chapter 7 in [60].
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By Theorem 1 there exist X ∈ SnT++, R ∈ Slr++, Z ∈ Slz++, W ∈ Bη++ such that
X  A˜XA˜T + B˜nB˜Tn + B˜wWB˜Tw (C.2a)
R  C˜rXC˜Tr + D˜rnD˜Trn +DrwWDTrw (C.2b)
Z  C˜zXC˜Tz +DKnDTKn (C.2c)
W  Σ ◦ Z (C.2d)
with ‖H˜FI‖2MSP < tr(R). Taking any feasible solution, partition X by the dimensions of the plant
and controller states as:
X =
X1 X2
XT2 X3
 (C.3)
Expanding the X1 block of inequality (C.2a) we have:
X1  (A+BuDKx)X1(A+BuDKx)T + (BuCK)X3(BuCK)T
+ (A+BuDKx)X2(BuCK)
T + (BuCK)X
T
2 (A+BuDKx)
T
+ (Bn +BuDKn)(Bn +BuDKn)
T +BwWB
T
w
(C.4)
Expanding (C.2b) gives:
R  (Cr +DrDKx)X1(Cr +DrDKx)T + (DrCK)X3(DrCK)T
+ (Cr +DrDKx)X2(DrCK)
T + (DrCK)X
T
2 (Cr +DrDKx)
T
+ (Drn +DrDKn)(Drn +DrDKn)
T +DrwWD
T
rw
(C.5)
And similarly expanding (C.2c):
Z  DKxX1DTKx +DKxX2CTK + CKXT2 DTKx + CKX3CTK +DKnDTKn (C.6)
Now we restrict our attention to static feedback. Any static controller K¯FI ∈ KFI must have
the structure
K¯FI : u =
[
F F0 0
]
xG
n
w
 (C.7)
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and result in a mean closed loop T¯FI:
T¯FI:

x+G
r
z
=

AF BF0 Bw
CF DF0 Drw
F F0 0


xG
n
w
 (C.8)
where AF = A + BuF , BF0 = Bn + BuF0, CF = Cr + DrF , DF0 = Drn + DrF0, and H¯FI =
F`(T¯FI,∆). If we form F = DKx+CKX
T
2 X
−1
1 using any feasibleX from (C.2a)-(C.2d) partitioned
as in (C.3), and F0 = DKn , then for some Z¯  Z and W¯ W , and R¯  R we have:
X1  AFX1ATF +BF0BTF0 +BwW¯BTw (C.9a)
R¯  CFX1CTF +DF0DTF0 +DrwW¯DTrw (C.9b)
Z¯  FX1F T + F0F T0 (C.9c)
W¯  Σ ◦ Z¯ (C.9d)
This implies K¯FI ∈ KFI and ‖H¯FI‖2MSP < tr(R¯) by Theorem 1. To verify that this is true, note
that by substituting F = DKx+CKX
T
2 X
−1
1 and F0 = DKn into (C.9a)-(C.9c) gives:
X1  (A+BuDKx)X1(A+BuDKx)T + (BuCK)XT2 X−11 X2(BuCK)T
+(A+BuDKx)X2(BuCK)
T + (BuCK)X
T
2 (A+BuDKx)
T
+ (Bn +BuDKn)(Bn +BuDKn)
T +BwWB
T
w
(C.10)
R¯  (Cr +DrDKx)X1(Cr +DrDKx)T + (DrCK)XT2 X−11 X2(DrCK)T
+ (Cr +DrDKx)X2(DrCK)
T + (DrCK)X
T
2 (Cr +DrDKx)
T
+ (Drn +DrDKn)(Drn +DrDKn)
T +DrwWD
T
rw
(C.11)
and
Z¯  DKxX1DTKx +DKxX2CTK + CKXT2 DTKx + CKXT2 X−11 X2CTK +DKnNDTKn (C.12)
Now examining (C.10), (C.11), and (C.12), we can easily verify that they are the same as
those in (C.4), (C.5), and (C.6) except for having XT2 X
−1
1 X2 in place of X3. Because X  0⇒
X3  XT2 X−11 X2, we know we can allow Z¯  Z and W¯  W , and R¯  R. Note that we can
choose R¯ 6= R⇒ tr(R¯) < tr(R). This will be relevant for (c).
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To show K¯FI 6= ∅ ⇔ MF 6= ∅, note any static controller K¯FI will produce a mean closed
loop with the structure (C.8). By Theorem 1 K¯FI ∈ K¯FI if and only if there exists a X ∈ Sn++,
R ∈ Slr++, Z ∈ Slz++, W ∈ Bη++ such that
X  (A+BuF )X(A+BuF )T + (Bn +BuF0)(Bn +BuF0)T + B˜wWB˜Tw (C.13a)
R  (Cr +DrF )X(Cr +DrF )T + (Drn +DrF0)(Drn +DrF0)T +DrwWDTrw (C.13b)
Z  FXF T + F0F T0 (C.13c)
W  Σ ◦ Z (C.13d)
Notice that (C.13a)-(C.13d) are trivially equivalent to
X − (A+BuF )XX−1X(A+BuF )T − (Bn +BuF0)(Bn +BuF0)T − B˜wWW−1WB˜Tw  0
R− (Cr +DrF )XX−1X(Cr +DrF )T − (Drn +DrF0)(Drn +DrF0)T −DrwWW−1WDTrw  0
Z − FXX−1XF T − F0F T0  0
W − Σ ◦ Z  0
Applying Schur complement and the change of variables Y = FX and J = F0 we to these
inequalities we obtain LMIs:
X (AX+BuY ) (Bn+BuJ) BwW
(AX+BuY )
T X 0 0
(Bn+BuJ)
T 0 I 0
(BwW )
T 0 0 W

 0 (C.15a)

R (CX+DrY ) (D1+DrJ) D2W
(CX+DrY )
T X 0 0
(Drn+DrJ)
T 0 I 0
(DrwW )
T 0 0 W

 0 (C.15b)

Z Y J
Y T X 0
JT 0 I
  0 (C.15c)
W − Σ ◦ Z  0 (C.15d)
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(b) This follows from the proof of part (a) above.
(c) From the definition of KFI and the proof of part (a) we know that there exist K˜FI ∈ KFI
and K¯FI ∈ K¯FI such that (ν?FI)2 < tr(R¯) < tr(R) < (ν?FI)2 +  for any  > 0. Therefore this
follows from part (b).
Proof of Corollary 6. By Lemma 2 we know that KFI 6= ∅ ⇔ K¯FI 6= ∅. Now by Corollary 5
K¯FI 6= ∅ if and only if there exist a F ∈ Rmu×n, X ∈ Sn++, Z ∈ Slz++, W ∈ Bη++ such that
X  (A+BuF )X(A+BuF )T + B˜wWB˜Tw (C.16a)
Z  FXF T (C.16b)
W  Σ ◦ Z (C.16c)
This is equivalent to the existence of X ∈ Sn++, Y ∈ Rmu×n Z ∈ Slz++, W ∈ Bη++ satisfying
X (AX+BuY ) BwW
(AX+BuY )
T X 0
(BwW )
T 0 W
  0 (C.17a)
 Z Y
Y T X
  0 (C.17b)
W − Σ ◦ Z  0 (C.17c)
with the change of variables Y = FX. Therefore KFI 6= ∅ if and only if there exist X ∈ Sn++,
Y ∈ Rmu×n Z ∈ Slz++, W ∈ Bη++ satisfying (C.17a)-(C.17c), i.e. (5.5a)-(5.5c).
Finally, recalling Definition 5 it is straightforward to verify that the feasibility of (C.16a)-
(C.16a) is equivalent to that of
X  (A+BuF )X(A+BuF )T +Bw(Σ ◦ (FXF T ))BTw = AF(X) (C.18)
which by Propositions 12 and 15 is equivalent to ρ(AF) < 1.
Proposition 16 will be used in the proof of Lemma 3 which follows.
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Proposition 16. If f : Rm×n 7→ Sn+ is given by f(Y ) =
∑q
i=1(Ai+BiY )
TMi(Ai+BiY ) with
Mi  0 and
∑q
i=1B
T
i MiBi  0, then there exists a unique Y ? such that f(Y ?)  f(Y ) and
tr (f(Y ?)) < tr (f(Y )) ∀ Y 6= Y ? given by Y ? = − (∑qi=1BTi MiBi)−1 (∑qi=1BTi MiAi).
Proof. Substituting Y ?, one can easily verify that the cross terms cancel and f(Y ? + P ) =
f(Y ?) +
∑q
i=1 P
TBTi MiBiP for any P ∈ Rm×n. Additionally,
∑q
i=1BiMiB
T
i  0 implies∑q
i=1 P
TBTi MiBiP  0. Therefore f(Y ?)  f(Y ) ∀ Y 6= Y ?. Finally, C  0 implies tr(C) ≥ 0
and tr(C) = 0⇔ C = 0. Therefore tr(f(Y ?)) < tr(f(Y ? + P )) for any P 6= 0, or equivalently,
tr(f(Y ?)) < tr(f(Y )) ∀ Y 6= Y ?.
Proof of Lemma 3. By Lemma 2, to investigate the limits of MS performance for Problem 2,
we need only consider static controllers (5.4) which produce closed loops HFI = F`(TFI,∆) where
TFI has the realization (C.19).
TFI:

x+G
r
z
=

AF BF0 Bw
CF DF0 Drw
F F0 0


xG
n
w
 (C.19)
with AF = A+BuF , BF0 = Bn +BuF0, CF = Cr +DrF , DF0 = Drn +DrF0. By Theorem 1,
‖HFI‖MSP < tr(R) for some R ∈ Smn++ if and only if there are X ∈ Sn++, Z ∈ Slz++ and W ∈ Bη++
such that
X  ATFXAF + CTF CF + F TWF (C.20a)
R  BTF0XBF0 +DTF0DF0 + F T0 WF0 (C.20b)
Z  BTwXBw + D¯TrwD¯rw (C.20c)
W  Σ ◦ Z (C.20d)
Since Dzw = 0 in (C.19), these LMIs are equivalent to (C.21a)-(C.21b).
X  ATFXAF+CTF CF+F TΣ ◦ (BTwXBw+DTrwDrw)F (C.21a)
R  BTF0XBF0+DTF0DF0+F T0 Σ ◦ (BTwXBw+DTrwDrw)F0 (C.21b)
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Note that since DTr Dr + Σ ◦ DTrwDrw  0 ⇒ BTuXBu+DTr Dr+Σ ◦ (BTwXBw+DTrwDrw)  0,
(C.21a) and (C.21b) satisfy the structure and assumptions of Proposition 16 with Y = F and
Y = F0 respectively. This implies (C.21a) and (C.21b) are feasible for some F and F0 iff they
are feasible for
F = −S−1(BTuXA) (C.22a)
F0 = −S−1(BTuXBn+DTr Drn) (C.22b)
with S = BTuXBu+D
T
r Dr+Σ◦(BTwXBw+DTrwDrw). Substituting (C.22a)-(C.22a) into (C.21a)-
(C.21b) produces
X  ATXA+CTr Cr−(ATXBu)S−1(BTuXA) (C.23a)
R  BTnXBn+DTrnDrn−(BTnXBu+DTrnDr)S−1(BTuXBn+DTr Drn) (C.23b)
That is, (C.21a)-(C.21b) are feasible in X, F , F0, and R, iff (C.23a)-(C.23b) are feasible in X
and R. Therefore ν?FI = inf
(C.23a)−(C.23b)
tr(R)
1
2 .
For the remainder of this proof let us define a compact notation: let F : Sn+ 7→ Rmu×n,
F0 : S
n
+ 7→ Rmu×mn , R : Sn+ 7→ Sn+, and P : Sn+ 7→ Smn+ be given by
F(X) = −S−1(BTuXA) (C.24a)
F0(X) = −S−1(BTuXBn+DTr Drn) (C.24b)
R(X) = ATXA+CTr Cr−(ATXBu)S−1(BTuXA) (C.24c)
P(X) = BTnXBn+D
T
rnDrn−(BTnXBu+DTrnDr)S−1(BTuXBn+DTr Drn) (C.24d)
respectively, where S = BTuXBu+D
T
r Dr+Σ ◦ (BTwXBw+DTrwDrw).
Under the given conditions, Theorem 6.9 of [67] implies there exists a unique X?  0 such
that X? = R(X?) and [ F(X?) F0(X?) 0 ] ∈ KFI. Let R? = P(X?). We will next complete the
proof by showing that X  X? and R  R? for any X and R feasible in (C.23a)-(C.23b),
meaning ν?FI = tr(R
?)
1
2 .
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For i = 1, 2, let Xi  0, Fi = F(Xi), and F0i = F0(Xi). Now if we further let H = X2−X1,
Gx = F2 − F1, Gr = F02 − F01 , Px = R(X2) − R(X1), and Pr = P(X2) − P(X1), then under
the assumptions of Lemma 3, Lemma 5.3 in [67] implies that we have
Px = (A+BuF2)
TH(A+BuF2) + F
T
2 (Σ ◦BTwHBw)F2 +Qx
Qx = G
T
x (B
T
uX1Bu +D
T
r Dr + Σ ◦ (BTwX1Bw +DTrwDrw))Gx
Pr = (Bn +BuF02)
TH(Bn +BuF02) + F
T
02(Σ ◦BTwHBw)F02 +Qr
Qr = G
T
r (B
T
uX1Bu +D
T
r Dr + Σ ◦ (BTwX1Bw +DTrwDrw))Gr
We derive two things from this. First, X2  X1 ⇔ H  0, and since Qx  0 and Qr  0 this
implies Px  0⇔ R(X2)  R(X1) and Pr  0⇔ P(X2)  P(X1).
Second, if X2 = X  R(X) and X1 = X? = R(X?), then H  Px. Since Qx  0 this
implies there exists a Q˜  0 such that H = Px + Q˜. Equivalently,
H = (A+BuF2)
TH(A+BuF2) + F
T
2 (Σ ◦BTwHBw)F2 + Q¯ (C.25)
for some Q¯ = Qx + Q˜  0. Since F2 is MS stabilizing, (C.25) has a unique positive definite
solution (Thm. 3.3(iv) [67]). I.e. H  0 ⇔ X  X?. Finally, if R  P(X) and R? = P(X?),
then R−R?  Pr and H  0 impiles Pr  0. Therefore R  R?.
(b) This follows from Theorem 7.3 in [67].
Proof of Proposition 2. Consider the modification of the networked FI synthesis in Problem 3
where we seek to minimize ‖H˜FI‖MSP where H˜FI = HFIN 12 for some N  0. That is, we want to
find the F and F0 which minimize ‖F`(T˜FI,∆)‖MSP where
T˜FI:

x+G
r
z
=

A+BuF BnN
1
2+BuF0N
1
2 Bw
Cr+DrF DrnN
1
2+DrF0N
1
2 Drw
F ? F0N
1
2 0


xG
n
w
 (C.26)
Since N  0 we have that N 12  0, and therefore N− 12 exists. Therefore we can equivalently
search for the F and F˜0 which minimize ‖F`(TˆFI,∆)‖MSP where
TˆFI:

x+G
r
z
=

A+BuF B˜n+BuF˜0 Bw
Cr+DrF D˜rn+DrF˜0 Drw
F F˜0 0


xG
n
w
 (C.27)
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with B˜n = BnN
1
2 and D˜rn = DrnN
1
2 . Applying Lemma 3 to this problem, one can easily verify
that the optimal gains are F ? and F˜ ?0 = F
?
0N
1
2 , meaning F ? and F ?0 minimize ‖H˜FI‖MSP .
Proof of Lemma 4. (a) By inspection of Problems 2 and 3 it is clear that KDF 6= ∅ only if
KFI 6= ∅ ⇔ MF 6= ∅. To see that MF 6= ∅ implies KDF 6= ∅, recall KDF in (5.14) and let
TDF = F`(GDF,KDF). It is easy to verify using the coordinates xG(k) and e(k) = xG(k) − xK(k)
that TDF has the realization
TDF:

x+G
e+
r
z

=

A+BuF BuF0Cy−BuF Bn+BuF0 Bw
0 A−BnCy 0 0
Cr+DrF DrF0Cy−DrF Drn+DrF0 Drw
F F0Cy−F F0 0


xG
e
n
w

(C.28)
Recalling that A−BnCy is Schur, the states e(k) are stable as well as uncontrollable (i.e. they
are non-minimal) and therefore can be removed. Removing e(k) leaves us with
TDF:

x+G
r
z
=

A+BuF Bn+BuF0 Bw
Cr+DrF Drn+DrF0 Drw
F F0 0


xG
n
w
 (C.29)
In other words TDF = TFI in (C.8). Therefore KDF 6= ∅ if KFI 6= ∅ ⇔MF 6= ∅.
(b) and (c) follow from the proof of (a) and Lemma 2.
Proof of Lemma 5. The standard H2 Riccati solution Xˆ exists by the assumptions Lemma 3
as a speical case. Expanding Xˆ we have
Xˆ = AT XˆA+CTr Cr−(AT XˆBu)S−1(BTu XˆA) (C.30)
where S = BTu XˆBu+D
T
r Dr+V . We can expand X
? as
X? = ATX?A+CTr Cr−(ATX?Bu)S−1(BTuX?A) (C.31)
where S = BTuX
?Bu+D
T
r Dr+V . Therefore X
? is a solution to (C.30). Moreover, under
the assumed conditions, for a given V  0 the positive semidefinite solution to (C.30) is
unique. Therefore X? = Xˆ. This implies F ? = Fˆ and F ?0 = Fˆ0. Finally it is known that
γ?FI = γ
?
DF = tr(Rˆ) where Rˆ = B
T
n XˆBn+D
T
rnDrn−(BTn XˆBu+DTrnDr)S−1(BTu XˆBn+DTr Drn).
It can be easily verified that X? = Xˆ ⇒ Rˆ = R? meaning ν?FI = γ?FI = ν?DF = γ?DF .
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APPENDIX D. PROOFS AND AUXILIARY THEORY FOR CHAPTER
6
Proof of Proposition 9. (a) This follows by applying Theorem 5.4.1 in [66] to GOF in (6.1) with
B2 = [ 0 Bu ], C2 =
[
Cy
0
]
, and stabilizing gains F˜ =
[−Cz
F
]
and L˜ = [ L Bw ].
(b) This is a trivial consequence of (a).
(c) This follows from (b) and Corollary 4.
Remark 6. Note A+B2F˜ = A+ [ 0 Bu ]
[−Cz
F
]
= A+BuF is Schur with appropriate F . The
−Cz element does not affect the product B2F˜ and therefore does not restrict the parameteriza-
tion. Similarly A+L˜C2 = A+ [ L −Bw ]
[
Cy
0
]
= A+LCy is Schur independently of −Bw. In fact
we could have chosen any matrices of appropriate size in place of −Cz and −Bw. However,
we will see that using these matrices leads to a structure in the resulting closed loops which is
advantageous.
Proof of Proposition 10. (a) Using the coordinates xG and e(k) = xG(k)− xˆ(k) to represent the
interconnection of (6.7) and (6.8) in Figure 6.2, one can verify the states e(k) are stable and
unobservable and hence can be removed to yield (6.1).
(b) This is a consequence of (a) and Proposition 9.
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Proof of Proposition 11. Recall the realization of TOF in Proposition 10, Figure 6.2, and note
that zs(k) = zse(k) + zsxˆ(k). If we let the star-product
1 of GD˜F and J be UˆDF = Star(GD˜F, J),
then it has realization
UˆDF:

xˆ+
rxˆ
zsxˆ
za
s
wa

=

A+BuF −L Bw 0 Bu
Cr+DrF −L0 Drw 0 Dr
0 0 0 I 0
F 0 0 0 I
0 I 0 0 0
0 0 I 0 0


xˆ
s
wa
q1
q2

(D.1)
With the previously mentioned choice of F˜ =
[−Cz
F
]
in (6.3) (see Remark 6), the signal zsxˆ(k) =
q1(k) in (D.1), meaning zs(k) = zse(k) + q1(k). Moreover q1(k) is simply a feed through in
(D.1). Therefore we can move it out of UˆDF giving UDF in (6.9). Then if we partition Q as in
the statement we have q1(k) = q1s(k) + q1w(k).
Proof of Lemma 10. Given HOF = F`(TOF (F,L, L0,Q),∆) ∈ HOF, partition Q as in Proposition
11. Since Q is stable, we can realize Q11, Q12 and Q2 separately. This can always be done in
a nonminimal but stable way. Let each subsystem have state xQ11 , xQ12 , and xQ2 respectively,
and let Q12 have realization
Q12 :
x+Q12
q1w

 AQ12 BQ12
CQ12 DQ12

xQ12
wa
 (D.2)
Let a realization of TOF = TOF (F,L, L0,Q) be
TOF :

x+
r
z


A˜ B˜n B˜w
C˜r D˜rn D˜rw
C˜z D˜zn D˜zw


x
n
w
 (D.3)
following Figure 6.3 and recall Σ = cov(∆1). Referring to (6.7), (6.9), and Figure 6.3, it can
be verified that if we define
x1 =
[ e
xQ11
]
(D.4a)
x2 =
[
xˆ
xQ2
]
(D.4b)
1See e.g. [62] or Chapter 10 of [61] for a formal description of the star-product feedback interconnection.
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and let x =
[ x1
x2
xQ12
]
then (D.3) has the expanded structure
TOF :

x+1
x+2
x+Q12
r
zs
za


A˜11 0 0 B˜n1 B˜w11 0
A˜21 A˜22 0 B˜n2 B˜w12 B˜w22
0 0 A˜Q12 0 0 B˜Q12
C˜r1 C˜r2 0 D˜rn D˜rw1 D˜rw2
C˜z11 0 C˜Q12 D˜zn1 0 0
C˜z21 C˜z22 0 D˜zn2 DQ21 0


x1
x2
xQ12
n
ws
wa

Theorem 1 implies ‖HOF‖MSP < ν iff there exists X ∈ Sn˜++, R ∈ Slr++, Z ∈ Slz++ and W ∈ Bη++
satisfying the LMIs
X  A˜XA˜T + B˜nB˜Tn + B˜wWB˜Tw (D.5a)
R  C˜rXC˜Tr + D˜rnD˜Trn + D˜rwWD˜Trw (D.5b)
Z  C˜zXC˜Tz + D˜znD˜Tzn + D˜zwWD˜Tzw (D.5c)
W  Σ ◦ Z (D.5d)
with ν2 > tr(R). We can construct a feasible X  0 with a structure (D.6)
X =

X11 X12 0
XT12 X22 X23
0 XT23 X33
 (D.6)
following the partitioning of A˜. To do so, consider the recursion
X˜(k + 1) = A˜X˜(k)A˜T + B˜wW˜ (k)B˜
T
w (D.7a)
R˜(k) = C˜rX˜(k)C˜
T
r + D˜rwW˜ (k)D˜
T
rw (D.7b)
Z˜(k) = C˜zX˜(k)C˜
T
z + D˜zwW˜ (k)D˜
T
zw (D.7c)
W˜ (k) = Σ ◦ Z˜(k) (D.7d)
which is is such that X˜(k) → 0, R˜(k) → 0, Z˜(k) → 0, and W˜ (k) → 0 as k → ∞, where
linearity implies the convergence is exponential. Therefore if we let P (k) ,
∑k
j=0 X˜(j), then
P = limk→∞ P (k) exists. Additionally, due to the structure of A˜ and B˜w, if we choose X˜(0)  0
with the structure (D.6), then X˜(k) has this structure ∀ k ≥ 0 and hence so does P .
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Now by Corollary 14, the state covariance X˜(k) can be expressed
X˜(k+1) = A˜X˜(k)A˜T+B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zX˜(k)C˜
T
z
)]]
B˜Tw (D.8a)
Using this it is easy to verify that P (k) satisfies
P (k+1) = A˜P (k)A˜T+B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zP (k)C˜
T
z
)]]
B˜Tw + X˜(0) (D.9)
and
P = A˜P A˜T+B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zPC˜
T
z
)]]
B˜Tw+X˜(0) (D.10)
Therefore X˜(0)  0 implies
P  A˜P A˜T+B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zPC˜
T
z
)]]
B˜Tw (D.11)
Again by Corollary 14, the state correlation recursion for HOF = F`(TOF,∆) can be expressed
X(k+1) = A˜X(k)A˜T+B˜nNB˜n+B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zX(k)C˜
T
z +D˜znND˜
T
zn
)]]
B˜Tw (D.12a)
and for any X(0), X(k)→ X¯  0 as k →∞ where
X¯ = A˜X¯A˜T+B˜nNB˜n+B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zX¯C˜
T
z +D˜znND˜
T
zn
)]]
B˜Tw (D.13a)
and X¯ has the structure in (D.6). To see this, recall that X¯ is unique for all X(0)  0, and
that for X(0)  0 with the structure in (D.6), X(k) will have this structure ∀ k ≥ 0 and hence
so does X¯.
Therefore if we let X = X¯ + αP , then for some α > 0 we have
X  A˜XA˜T + B˜nB˜n + B˜w
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zXC˜
T
z + D˜znD˜
T
zn
)]]
B˜Tw (D.14a)
R  C˜rXC˜Tr + D˜rnD˜rn + D˜rw
[
Σ ◦
[
q−1∑
m=0
Dm
(
C˜zXC˜
T
z + D˜znD˜
T
zn
)]]
D˜Trw (D.14b)
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with ν2 > tr(R). We know from the proof of Theorem 1 that for this X and R there exist
Z ∈ Slz++ and W ∈ Bη++ such that
X  A˜XA˜T + B˜nB˜Tn + B˜wWB˜Tw (D.15a)
R  C˜rXC˜Tr + D˜rnD˜Trn + D˜rwWD˜Trw (D.15b)
Z  C˜zXC˜Tz + D˜znD˜Tzn + D˜zwWD˜Tzw (D.15c)
W  Σ ◦ Z (D.15d)
and ‖HOF‖2MSP is the infimum of tr(R) subject to (D.15a)-(D.15d).
Note the output of Q12 does not enter the states x1(k) and x2(k) in (D.4a)-(D.4b) or the
performance r(k) directly, but only zs(k) via C˜Q12 . Since we restrict X to the structure in
(D.6), the block diagonal elements of (D.15d) are given by
Ws  Σs ◦
(
C˜z11X11C˜
T
z11+CQ12X33C
T
Q12+D˜zn1D˜
T
zn1
)
(D.16a)
Wa  Σa ◦
(
C˜z21X11C˜
T
z21+C˜z22X
T
12C˜
T
z21+C˜z21X12C˜
T
z22
+C˜z22X22C˜
T
z22+DQ21WsD
T
Q21
)
(D.16b)
Since X33  0, inequalities (D.15a)-(D.15d) are still satisfied with the same X, R, Z and W
if CQ12 = 0. Therefore this preserves MS stability. In fact, making CQ12 = 0 relaxes these
inequalities, and the infimum of tr(R) subject to relaxed inequalities cannot be greater.
Finally we simply note that under the condition that Q12 is strictly proper, CQ12 = 0 forces
Q12 = 0. Therefore if H¯OF = F`(TOF (F,L, L0, Q¯),∆) with Q¯ =
[
Q11 0
Q21 Q22
]
. Then H¯OF ∈ HOF and
‖H¯OF‖MSP ≤ ‖HOF‖MSP .
Proof of Lemma 11. Recall Notation 4. L¯ = L⊥(W¯s) and L¯0 = L⊥0 (W¯s) are given by
L¯ = −(AXrCTy )(CyXrCTy +DnDTn+W¯s)−1 (D.17a)
L¯0 = −(CrXrCTy +DrnDTn )(CyXrCTy +DnDTn+W¯s)−1 (D.17b)
where Xr solves the corresponding H2 Riccati equation, or equivalently the Lyapunov equation
Xr = (A+L¯Cy)Xr(A+L¯Cy)
T + (Bn+L¯Dn)(Bn+L¯Dn)
T+L¯W¯sL¯
T (D.18)
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Recalling Notaition 3, W¯s is obtained from the steady state solution obtained by applying
Lemma 1 to the given HOF = F`(TOF,∆) with any realization of TOF. This is because W¯ , Z¯,
and R¯ are the steady state covariances of input/output signals to TOF, and hence are invariant
with respect to the particular state realization. (See Corollary 2.)
Now for any F such thatA+BuF is Schur and the subsequent Q such that TOF = TOF (F, L¯, L¯0,Q),
let TOF have a realization
TOF :

x´+
r
z


A´ B´n B´w
C´r D´rn D´rw
C´z D´zn D´zw


x´
n
w
 (D.19)
with x´ ,
[ e
xˆ
xQ
]
∈ Rn′ as in Proposition 11, Figure 6.3. From Lemma 1 we obtain
X´ = A´X´A´T+B´nB´
T
n+B´wW¯ B´
T
w (D.20a)
R¯ = C´rX´C´
T
r +D´rnD´
T
rn+D´rwW¯ D´
T
rw (D.20b)
W¯ = Σ ◦ (C´zX´C´Tz +D´znD´Tzn+D´zwW¯ D´Tzw) (D.20c)
Partition X´ in (D.20a) as
X´ =

X´e X´exˆ X´exQ
(X´exˆ)
T X´xˆ X´xˆxQ
(X´exQ)
T (X´xˆxQ)
T X´Q
 (D.21)
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Following some tedious algebra–working out the structure of A´, B´n, and B´w, then expanding
(D.20a) we can express the X´e, X´exˆ, and X´exQ blocks of X´ in Equation (D.21) as
X´e = (A+L¯Cy)X´e(A+L¯Cy)
T
+(Bn+L¯Dn)(Bn+L¯Dn)
T+L¯W¯sL¯
T (D.22a)
X´exˆ = (A+L¯Cy)X´exˆ(A+BuF )
T+(A+L¯Cy)X´exQ(BuCQ2)
T
+(AX´eC
T
y )(BuDQ21)
T
+L¯(CyX´eC
T
y +DnD
T
n+W¯s)(BuDQ21)
T
−(AX´eCTy )L¯T
−L¯(CyX´eCTy +DnDTn+W¯s)L¯T (D.22b)
X´exQ = (A+L¯Cy)X´exQ(AQ)
T+(AX´eC
T
y )B
T
Q1
+L¯(CyX´eC
T
y +DnD
T
n+W¯s)B
T
Q1
(D.22c)
Note that X´e above solves and identical Lyapunov equation as Xr in Equation (D.18), and
(A+L¯Cy) is Schur. By Proposition 14 the solution is unique. Therefore X´e = Xr and substi-
tuting L¯ from Equation (D.17a) into X´exˆ and X´exQ and simplifying gives
X´exˆ=(A+L¯Cy)X´exˆ(A+BuF )
T+(A+L¯Cy)X´exQ(BuCQ2)
T
X´exQ=(A+L¯Cy)X´exQ(AQ)
T
Because (A+L¯Cy), (A+BuF ), and AQ are Schur matrices, Proposition 13 (Appendix A) implies
X´exQ = 0 and X´exˆ = 0.
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Now focusing on the MS performance, we can separate R¯ in (D.20b) as R¯ , R¯e+R¯exˆ+(R¯exˆ)T+R¯xˆ.
Using X´exˆ = 0 and X´exQ = 0 we expand each as
R¯e = (Cr+L¯0Cy)X´e(Cr+L¯0Cy)
T (D.24a)
+(Drn+L¯0Dn)(Drn+L¯0Dn)
T+L¯0W¯sL¯
T
0
R¯exˆ =
[
CrX´eC
T
y +DrnD
T
n+L¯0(CyX´eC
T
y +DnD
T
n+W¯s)
]
DTQ21D
T
r
−(CrX´eCTy +DrnDTn )L¯0−L¯0(CyX´eCTy +DnDTn+W¯s)L¯T0
R¯xˆ =
[
Cr+DrF DrCQ2
] X´xˆ X´xˆxQ
X´TxˆxQ X´Q

CTr +F TDTr
CTQ2D
T
r
 (D.24b)
+(DrDQ21−L¯0)S(DrDQ21−L¯0)T+DrwW¯aDTrw
with
S , CyX´eCTy +DnDTn+W¯s (D.24c)
Recalling Xr = X´e and substituting L¯0 from (D.17b) into R¯exˆ and simplifying we get R¯exˆ = 0
which means
R¯ = R¯e + R¯xˆ ⇒ tr(R¯) = tr(R¯e) + tr(R¯xˆ) (D.25)
where tr(R¯e) and tr(R¯xˆ) are the squared MS performance values for the re(k) and rxˆ(k) outputs
in Figure 6.3. Equivalently, referring to (D.24a)-(D.24c), ‖HOF‖2MSP = ‖HFC‖2MSP+‖HDFS¯
1
2 ‖2MSP
The proof of Lemma 11 implies the following corollary which will be useful in the proof of
Corollary 13 to follow.
Corollary 15. Given any HOF ∈ H′′OF with W¯s = W(HOF), L¯ = L⊥(W¯s), L¯0 = L⊥0 (W¯s), and
S¯ = S⊥(W¯s), let HFC = HFC(L¯, L¯0,Q11,∆s) and define the stable system
GˆW¯F˜C:

e¯+
r¯
s
=

A+L¯Cy Bn+L¯Dn L¯W¯
1
2
s
Cr+L¯0Cy Drn+L¯0Dn L¯0W¯
1
2
s
Cy Dn W¯
1
2
s


e¯
n¯1
n¯2
 (D.26)
and S = limk→∞ E(s(k)sT (k)). Then S¯ = S, and if we let TW¯F˜C be the part of Gˆ
W¯
F˜C
with output r¯,
‖HFC‖MSP = ‖TW¯FC‖2.
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Proof of Corollary 13. Any HOF ∈ H′′OF has a realization which is the interconnection of HFC =
HFC(L¯, L¯0,Q11,∆s) and HDF = HDF (L¯, L¯0, F ?, [ F ′0 0 ] ,∆a) where W¯s = W(HOF), S¯ = S⊥(W¯s),
L¯ = L⊥(W¯s) and L¯0 = L⊥0 (W¯s), and F ′0 = F(W¯s).
Using these quantities, define the following systems.
GˆW¯F˜C:

e¯+
r¯FC
s
=

A+L¯Cy Bn+L¯Dn L¯W¯
1
2
s
Cr+L¯0Cy Drn+L¯0Dn L¯0W¯
1
2
s
Cy Dn W¯
1
2
s


e¯
n¯1
n¯2
 (D.27)
GW¯DF:

x¯+
r¯DF1
r¯DF2
y¯

=

A −L¯ BuCr
0

−L¯0
0

Dr
V¯
1
2

Cy I 0


xG
s
u
 (D.28)
where V¯ = Σ ◦ (BTwXDFBw +DTrwDrw).
It is easy to verify that GW¯OF in (6.17) is equal to the interconnection of Gˆ
W¯
F˜C
in (D.27) and GW¯DF
in (D.28). These two systems have the structure of the classical FC/DF split for GW¯OF. Moreover
L¯ and L¯0 are the optimalH2 FC gains for this problem, and since (D.28) is an instance of (5.22),
Lemma 5 implies that F ? and F ′0 are the optimal H2 DF gains for this problem. Therefore if
we let TW¯
F˜C
be the part of GˆW¯
F˜C
with output r¯FC , S = limk→∞ E(s(k)sT (k)), TW¯DF be the resulting
DF closed loop, and TW¯OF be the overall closed loop, then ‖TW¯OF‖22 = ‖TW¯F˜C‖22 + ‖TW¯DFS
1
2 ‖22.
Finally, we know that S¯ = S and ‖TW¯
F˜C
‖2 = ‖HFC‖MSP by Corollary 15, and‖TW¯DFS¯
1
2 ‖2 =
‖HDFS¯ 12 ‖MSP by Lemma 5. That is, ‖TW¯OF‖22 = ‖HFC‖2MSP + ‖HDFS¯
1
2 ‖2MSP = ‖HOF‖2MSP .
Proof of Theorem 2. We can verify that the controller K?OF as given in (6.20) is MS stabiliz-
ing by noting that the resulting closed loop H?OF is equal to the interconnection of H
?
FC =
HFC(L?, L?0, 0,∆s) and H?DF = HDF (L?, L?0, F ?, [ F ?0 0 ] ,∆a) in Figure 6.4 where both H?FC and
H?DF = HDF (L?, L?0, F ?, [ F ?0 0 ] ,∆a) are MS stable. Moreover, if we let W ?s = W(H?OF) then by
Lemma 9 and Corollary 15, L? = L⊥(W ?s ), L?0 = L⊥0 (W ?s ), SFC = S⊥(W ?s ), meaning by Lemma
11 we have
‖H?OF‖2MSP = ‖H?FC‖2MSP + ‖H?DFS
1
2
FC‖2MSP
Moreover, with L¯ = L? and L¯0 = L
?
0 we have F
?
0 = F
′
0 = F(W¯s), and H?OF ∈ H′′OF.
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Now consider any other H¯OF ∈ H′′OF and let W¯s = W(HOF), L¯ = L⊥(W¯s), L¯0 = L⊥0 (W¯s).
Recalling the proof of Lemma 11, we have that substituting L¯ into (D.22a) gives us
X´e = AX´eA
T+BnB
T
n−(AX´eCTy )(CyX´eCTy +DnDTn+W¯s)−1(CyX´eAT )
where
W¯s = Σs ◦ (CzX´eCTz +DznDTzn+CQ1X´QCTQ1) (D.29)
and2
CQ1X´QC
T
Q1
6= 0⇔ Q11 6= 0. Similarly, for L? in (6.18d) we have
X?e = AX
?
eA
T+BnB
T
n−(AX?eCTy )(CyX?eCTy +DnDTn+W¯ ?s )−1(CyX?eAT )
where
W ?s = Σs ◦ (CzX?eCTz +DznDTzn) (D.30)
Note that since CQ1X´QC
T
Q1
 0 the following inequality is satisfied by our quantities.BnBTn 0
0 DnD
T
n+Σs ◦ (DznDTzn+CQ1X´QCTQ1)
 
BnBTn 0
0 DnD
T
n+Σs ◦ (DznDTzn)
 (D.31)
Inequality (D.31) means we meet the conditions of Lemma 5.4 in [67], which directly tells us
that X´e  X?e . Since CQ1X´QCTQ1  0 this means W¯s W ?s .
By Corollary 13, ‖H¯OF‖MSP is equal to the optimal H2 performance given a plant (6.17)
subject to an exogenous noise with covariance W¯s, and ‖H?OF‖MSP is equivalent to the optimal
H2 performance given the same plant subject to an exogenous noise with covariance W ?s . We
have just shown that W ?s  W¯s. We conclude that ‖H?OF‖MSP ≤ ‖H¯OF‖MSP for any H¯OF ∈ H′′OF,
i.e. ν?OF = ‖H?OF‖MSP .
2Using Proposition 14, CQ1X´QC
T
Q1
= CQ1BQ1SB
T
Q1
CTQ1 + CQ1AQBQ1SB
T
Q1
ATQ C
T
Q1
+ . . . which since S  0 is zero
if and only if Q11 = 0 (i.e. has zero impulse response).
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APPENDIX E. NOTATION
Sets and Vector Spaces
∅ Empty set
N Natural numbers (nonnegative integers)
R Real numbers
Rn Real n-vectors (n× 1 matrices)
Rn×m Real n×m matrices
Sn Symmetric n× n matrices
Sn+ Symmetric positive semidefinite n× n matrices
Sn++ Symmetric positive definite n× n matrices
Dn n× n diagonal matrices
Dn+ n× n diagonal positive semidefinite matrices
Dn++ n× n diagonal positive definite matrices
Bη Block diagonal matrices made of symmetric ηi × ηi blocks
Bη+ Block diagonal positive semidefinite matrices made of symmetric ηi × ηi blocks
Bη++ Block diagonal positive definite matrices made of symmetric ηi × ηi blocks
ai The ith element of some indexed set
{ai} The set of some elements ai for i = 1, . . .
Vectors, matrices, and linear operators
vi If v is a vector, the ith element of the vector v
Mij Element in the ith row and jth column of the matrix M
In n× n identity matrix
I Identity matrix of whatever size is appropriate in context
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1n×m n×m matrix of ones
1 Vector of ones of whatever size appropriate in context
0 Matrix of zeros of whatever size is appropriate in context
XT Transpose of the matrix X
X−1 Inverse of the matrix X
X† Moore-Penrose pseudo-inverse of the matrix X
tr(X) Trace of the matrix X
diag(X,Y, . . .) Block diagonal matrix with diagonal blocks X,Y, . . .
X ◦ Y The Hadamard (element-by-elemenet) product of the matrices X and Y
X ⊗ Y The Kronecker product of the matrices X and Y
vec(X) The vectorization of the matrix X, i.e. all columns of X stacked into a vector
X  0 X is a symmetric positive definite matrix
X  0 X is a symmetric positive semidefinite matrix
X  Y X − Y is a symmetric positive definite matrix
X  Y X − Y is a symmetric positive semidefinite matrix
X
1
2 For X  0, the unique symmetric matrix such that X 12  0 and (X 12 )2 = X
X
1
2 For X  0, the unique symmetric matrix such that X 12  0 and (X 12 )2 = X
Tn(X) Recursive application of T : V 7→ V for X ∈ V, e.g. T2(X) = T(T(X))
T0(X) Identity application of T : V 7→ V for X ∈ V, i.e. T0(X) = X
ρ(T) The spectral radius of the linear operator T
Linear systems and discrete time indexing
G A linear system
GT The dual linear system of G (See (1.1) and (1.2) page 7.)
F`(G,K) The lower linear fractional transformation (LFT) of G and K (See e.g. [61, 62])
Star(G, J) The star product of G and J (See e.g. [61])
‖T‖2 The H2 norm of the LTI system T
‖H‖MSP The mean-square performance norm of the LTV system H (Definition 3)
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X(k) The quantity X at time k
x+ Shorthand for x(k + 1) within linear system state space realizations
A is Schur For a square matrix A, all eigenvalues have magnitude less than one
Probability
E(X) Expected value of the quantity X
var(x) Variance of the scalar random variable x
cov(v) Covariance matrix of the random vector v
Pr(S) The probability of event S
Acronyms and abbreviations
MS Mean-square
LTI Linear time-invariant
LTV Linear time-varying
FDLTI Finite-dimensional linear time-invariant
LMI Linear matrix inequality
i.i.d. Independent and identically distributed
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