In this paper we propose a general approach solution method for the single facility ordered median problem in the plane. All types of weights (non-negative, non-positive, and mixed) are considered. The big triangle small triangle approach is used for the solution. Rigorous and heuristic algorithms are proposed and extensively tested on eight different problems with excellent results.
Introduction
Continuous location has achieved an important degree of maturity. Witnesses of it are the large number of papers and research books published within this field. In addition, this development has been also recognized by the mathematical community since the AMS code 90B85 is reserved for this area of research. Continuous location problems appear very often in economic models of distribution or logistics, in statistics when one tries to find an estimator from a data set or in pure optimization problems where one looks for the optimizer of a certain function. For a comprehensive overview the reader is referred to [11] or [5] . Despite the fact that many continuous location problems rely heavily on a common framework, specific solution approaches have been developed for each of the typical objective functions in location theory. To overcome this inflexibility and to work towards a unified approach to location theory the so called Ordered Median Problem (OMP) was developed (see [9] and references therein). Ordered Median Problems represent as special cases nearly all 1 classical objective functions in locations theory, like Median, Cent-Dian, center and k-centra. More precisely, the 1-facility Ordered Median Problem in the plane can be formulated as follows: A vector of weights λ 1 , λ 2 . . . λ n is given. The problem is to find a location for a facility that minimizes the weighted sum of distances where the distance to the closest point to the facility is multiplied by the weight λ 1 , the distance to the second closest, by λ 2 , and so on, the distance to the farthest point is multiplied by λ n . Many location problems can be formulated as an ordered one-median problem by selecting appropriate weights. For example, the vector for which all λ i = 1 is the unweighted 1-median problem, the problem where λ n = 1 and all others are equal to zero is the one center problem. Minimizing the range of distances is achieved by λ 1 = −1 and λ n = 1 and all others are zero. Minimizing the median of distances is achieved by λ (n+1)/2 = 1 for odd n and λ n/2 = λ n/2+1 = 0.5 for even n and all others are equal to zero. The expropriation problem ( [1] ) seeks the expropriation of x% of the demand points and to maximize the distance from the facility to the closest non-expropriated point. This leads to λ(x%n+1) = −1 and all other λs=0. However, the solution methods for continuous OMPs so far had been mainly discretization results obtaining finite dominating sets (see [12] ). Moreover, a linear programming approach for a subclass of OMPs was developed (see [8] ). In this paper we want to tackle the OMP with a general vector λ. Therefore, we have a global optimization problem which has to be addressed by specific global optimization methods. The Big Triangle Small Triangle (BTST) approach has shown to be very effective for solving difficult location problems ( [6, 4] ). The rest of the paper is organized as follows: After briefly summarizing the BTST approach we give in the following section some additional notation and basic results needed in the reminder of the paper. Different lower bounds for the 1-OMP are then developed in Section 3. Section 4 is devoted to extensive numerical experiments using the bounds from Section 3. The paper ends with some conclusions and an outlook to future research.
The BTST Approach
The framework of the BTST approach is summarized below. The complete details are given in [6] .
A feasible region which consists of a finite number of convex polygons is given.
Phase 1: Each convex polygon is triangulated using the Delaunay triangulation [6] . The vertices of the triangles are the demand points and the vertices of the convex polygon. The union of the triangulations is the initial set of triangles.
Phase 2: Calculate a lower bound, LB, and an upper bound, U B, for each triangle. Let the smallest U B be U B. Discard all triangles for which LB ≥ U B(1 − ).
Phase 3: Choose the triangle with the smallest U B and split it into four small triangles by connecting the centers of its sides. Calculate LB and U B for each triangle, and update U B if necessary. The large triangle and all triangles for which LB ≥ U B(1 − ) are discarded.
Stopping Criterion: The branch and bound is terminated when there are no triangles left. The solution U B is within a relative accuracy of from the optimum.
Analysis

Notation
Let: n be the number of demand points. A =(a 1 , . . . , a n ) be a vector of real numbers. a (k) be the k th smallest value in the vector A. λ be the vector of weights.
be the distance from location X to demand point i. d(X, Y ) be the distance between two points X and Y .
If not stated otherwise we are using by default the Euclidean metric.
be the value of the objective function for a given λ at point X.
T be a given triangle with vertices T 1 , T 2 , T 3 .
Basic Results
In order to derive good bounds for the Ordered median function we first prove that the function f λ (X) satisfies the Lipschitz condition. That means that there exists a constant m > 0 independent of X such that for any two points X and
. . , ≤ a n ). For a given ≥ 0 a vector (not necessarily sorted) B satisfies |a i − b i | ≤ for i = 1, . . . , n. We prove the following Lemma.
Theorem 1: The Lipschitz condition: For a given vector λ, there exists a constant m > 0 such that for any two points X and
. By the triangle inequality
The theorem follows by using m =
Note that the bound m = n i=1 |λ i | can be tight. Consider a point X and a line passing through X. When all demand points are on the line, those with a positive λ on one side and those with a negative λ on the other side (and farther away then the points on the other side), then for Y close to X on the same line, the triangle inequality for the distances to demand points is an equality, the order of the distances does not change, and
. Such an example can be extended to include demand points not on the line when their λ = 0 as long as the order of distances does not change by moving from X to Y . It is interesting that if there is only one non-zero λ, the bound can be tight almost all the time. Even two non-zero λs may lead quite commonly to a tight lower bound when X is on the line connecting the two points.
Another interesting property is about the special case when the vector λ has only two consecutive positive λs with the rest of the λs are equal to zero. Consider the vector λ (1) with λ k−1 = α, λ k = 1 − α for a given k and 0 ≤ α ≤ 0.5, and all other λs are equal to zero. We prove that the 4 optimal solution to a problem min {f λ (1) (X)} is the same as minimizing the function based on a vector λ (2) where λ k = 1 and all other λs are equal to zero.
For the purpose of the following Lemma and Theorem we define for a given k and 0 ≤ α ≤ 0.5: (2) : λ k = 1, and λ i = 0 ∀i = k.
Proof: The Lemma follows from the inequality
Note that Lemma 2 is true for any 0 ≤ α ≤ 1.
Theorem 2:
The solution to the problem based on the vector λ (1) defined above and 0 ≤ α ≤ 0.5, is the same as the solution to the problem based on λ (2) defined above.
) and we first reach a contradiction for 0 ≤ α < 0.
consider a point X "in the direction" of demand point k = (k) such that d(X, X ) = and
. Therefore, demand point k cannot increase in the ranking. It cannot decrease
because α ≤ 0.5. This inequality must be an equality by the optimality of X. It cannot be an equality for α < 0.5 and we have reached a contradiction for 0 ≤ α < 0.5. Therefore, there is an optimal solution X * for which
. By Lemma 2 X * must be the optimal solution to minimizing f λ (2) (X).
What is left is to prove the theorem for α = 0.5. We proved that for α = 0.5 − δ for any small δ,
Theorem 2 is useful to show that the 2-centra problem is equivalent to the 1-center problem and that the problem of minimizing the median of distances for an even n, is equivalent to minimizing the (n/2 + 1) th distance. A similar Theorem exists for maximization of positive λs. The solution is the same as the solution of maximizing the smaller distance.
We propose to solve the ordered one-median problem for any set of λs by a general approach employing the Big Triangle Small Triangle (BTST) approach ( [6] ). In order to implement the BTST approach, we need a lower bound for the value of the objective function for a facility located in a triangle. Note that by the design of the algorithm, no demand point is in the interior of such a triangle. Consider a particular triangle T whose vertices are T 1 , T 2 , T 3 . For simplicity of notation, all the formulas below refer to triangle T without explicitly denoting such values as a function of T .
Lower Bounds in a Triangle
In this section we propose several rigorous and heuristic lower bounds.
Rigorous Lower Bounds
The Lipschitz Lower Bound
Consider a triangle T with vertices T 1 , T 2 , T 3 . Let r be the 1-center value of the objective function for the solution to the problem based on the demand points T 1 , T 2 , T 3 . We show how to calculate r for Euclidean distances. Let the sides of the triangle be a, b, and c with c being the largest side.
If a 2 + b 2 ≤ c 2 , then r = c/2 because the triangle is obtuse. Otherwise, r = abc 4s where s is the area of the triangle which can be found by Heron's Theorem s = p(p − a)(p − b)(p − c) where
Proof: Let T j be the vertex closest to X. By the definition of r d(X, T j ) ≤ r. By Corollary 1
A Lower Bound Based on Individual Distances
The shortest possible distance between demand point i and any point in the triangle δ i can be easily evaluated ( [4] ). The longest possible distance ∆ i is obviously measured to one of the three vertices.
These are defined as the vectors δ and ∆, respectively. For a point
A similar Theorem holds for upper bounds, i.e., replacing δ by ∆. The following lower bounds are easy to calculate.
Case I: All Weights are Non-Negative
Case II: All Weights are Non-Positive
Case III: Mixed Weights
Heuristic Lower Bounds
We experimented with many heuristic lower bounds and found the following one to be the most effective. One of the reasons that LB 1 , LB 2 , or LB 3 may not be that tight is that the shortest distance from demand points to the triangle is measured to different points on the boundary of In other words, the lower bound deviates from the minimum possible value in the triangle by a value proportional to the size of the triangle. This is also true for LB Lip where the deviation is close to a constant multiple of the radius of the circumscribing triangle. When the triangle is divided into four smaller triangles, the discrepancy is about halved. This explains why LB 1 , LB 2 , or LB 3 may not be so tight. We therefore attempted to construct a lower bound based on the actual value of the objective function at various points in the triangle. The idea is to follow the Lipschitz lower bound, but estimate the value of m rather than apply the upper bound for it. This makes our approach a heuristic lower bound. We followed the idea in [3] where a grid of points is constructed in the triangle and the value of the objective function is calculated at each point in the grid. The problem analyzed in [3] is very contrived and does not satisfy the Lipschitz condition. Therefore, the approach suggested here could not be applied in [3] . Consider a grid with a parameter g. g is the number of segments dividing each side of the triangle (see Figure 1 ). The number of grid points is h = (g + 1)(g + 2)/2. In our experiments we used g = 3 and g = 5 leading to 10 and 21 grid points, respectively. Let the grid points be X 1 , . . . , X h . The value of the objective function at each grid point f λ (X i ) is calculated. The value of m in the triangle to be used in Theorem 1 is 
. Simple algebraic manipulations lead to a lower bound of (f 1 + f 2 − md)/2. The suggested heuristic lower bound LB H is calculated as follows:
1. Calculate m by (4).
3. The minimum f min is obtained at grid point k.
Note, that since we estimate the Lipschitz constant m in the triangle by (4) the real Lipschitz constant might be larger. Therefore, the heuristic lower bound LB H might exclude the real optimal solution. The quality of this bound will be checked in the next section. As an upper bound in the triangle we use f min .
Since we do only have a heuristic lower bound, we need to prove that this lower bound is never larger than the chosen upper bound. This is done in the next theorem.
Computational Experiments
Programs in Fortran 1 using double precision arithmetic were coded, compiled by Intel 9.0 FOR-TRAN Compiler, and ran on a 2.8GHz Pentium IV desk top computer with 256MB RAM. The solutions were recorded to twelve digits after the decimal point. The program can store up to 500,000 triangles at any stage of the algorithm. If the limit on the number of triangles is reached, the program terminates with the best solution found so far and an error message. In all the experiments we never used such results. The accuracy was selected such that such an issue is not encountered. We tested problems with up to 10,000 demand points randomly generated in a unit square. Ten values of n between 10 and 10,000 were used and ten problems generated for each value of n for a total of 100 test problems for each experiment. For each problem we established the "best known" solution obtained by all experiments. We first tested problems with random λs in (0,1) to establish the prefered algorithms. We then tested the problem of minimizing the median of distances both by applying Theorem 2 and not applying it to find out if applying Theorem 2 is effective for the solution of this problem. Then we tested the truncated mean problem by removing the top 20% and the bottom 20% of the distances and minimizing the sum of the "middle" 60% of the distances. Minimizing the median distance can be viewed as a truncated mean with only one or two distances left in the objective function. Both of these objectives are suitable for cases where outliers need to be ignored. Then we experimented with the k-centra objective which is minimizing the average of the k largest distances. This model is an extension of the 1-center model where only the largest distance is minimized. We used k = max{0.1n, 5} points. All the previous examples have no negative λs. We tested the algorithms on four additional problems that include negative λs. The expropriation problem ( [1] ) translates into maximizing the (0.2n + 1) th distance table and Table 2 which consists of one negative λ and the rest of them equal to zero. The anti-k-centrum problem maximizes the average distance to the k closest points. We used k = max{0.1n, 5} points. For these problems we have to use the lower bound LB 2 rather than LB 1 . Two additional problems:
minimizing the inter-quartile range and minimizing the range have one positive and one negative λ. These problems require the use of LB 3 as a lower bound.
Experiments with Random λs
We first tested the various lower bounds for problems with λ i randomly generated in (0, 1). We tested six algorithms, three of them applying a rigorous lower bound, and three heuristics. The table and Table 1 three rigorous algorithms are based on: the Lipschitz lower bound LB Lip using a relative accuracy of = 10 −4 , and LB 1 with = 10 −4 and = 10 −5 . The results are summarized in Table 1 . Three heuristic approaches are reported in Table 2 . A grid of 1000 by 1000 points in the unit square was generated and the best value of the objective function among the values on the 1,000,000 grid points was reported as a heuristic approach. We also tested the LB H bound using g = 3 and g = 5 grids and a relative accuracy of = 10 −8 . By examining Tables 1 and 2 we conclude that the heuristic lower bound LB H using g = 5 performed best even though it is not guaranteeing optimality. It found the best known solution within a relative accuracy of 7.3 × 10 −10 for all 100 problems. It actually found the best known solution for 83 of the 100 problems (the LB H with this table and Table 4 g = 3 found it for the other 17 problems). The lower bound LB 1 performed better than LB Lip .
However, using = 10 −5 for LB 1 required many iterations and many triangles, resulting in longer run times. For further experiments we tested LB Lip , LB 1 with = 10 −4 , and LB H with g = 5 and = 10 −8 . In some cases, we used smaller values of if there were no convergence issues. However, in all experiments with LB H = 10 −8 was used.
Experimenting with Minimizing the Median
The results for minimizing the median are depicted in Tables 3 and 4 . For the heuristic lower bound LB H we obtained about the same quality results in about the same running time. However, the and Table 3 performance of the rigorous algorithms were much improved when applying Theorem 2. Run times were not changed by much but the accuracy was improved from = 10 −4 to = 10 −8 yielding results much closer to the best known result. Using LB 1 performed better than using LB Lip . The best results were obtained by LB H , but at a longer running time.
Experiments with the Truncated Mean Problems
The results for the truncated mean problems are depicted in Table 5 . The heuristic approach using LB H performed the best with respect to both the quality of the solution and running time. The lower bound LB 1 provided comparable to better results than LB Lip , in a much shorter run time. 
Experiments with k-centra problems
The results for the k-centra problems are depicted in Table 6 . The heuristic approach based on LB H clearly provided the best results. However, it required the longest running time. The two rigorous algorithms provided comparable results but LB 1 was faster.
Experiments with Non-Positive Weights
For this type of problems with no positive weights we used the expropriation problem and the anti-k-centrum problem. The results are depicted in Tables 7 and 8 . These problems are relatively easy for all algorithms. The best approach is using the rigorous lower bound LB 2 with an accuracy of = 10 −10 . The heuristic approach provided good results but required much longer running time. Run times for the expropriation problem are shorter than those reported in [1] . The n = 10, 000
problem was solved there in 6740 seconds to an accuracy of = 10 −5 while it was solved (see Table 7 ) in about 260 second using LB 2 to an accuracy of = 10 −10 . The computer used for the computations in our paper is about five times faster than the computer used in [1] . However, our program is still five times faster solving the problem to a better accuracy.
Experiments with Mixed Weights
For this type of problems we tested the objectives of minimizing the inter-quartile range and minimizing the range. The results are depicted in Tables 9 and 10 . The rigorous approaches could be solved using an accuracy of = 10 −6 . The two rigorous approaches provided comparable results but the algorithm based on LB 3 required shorter running times. The heuristic approach provided the best results (it found the best known solution for 99 of 100 problems for minimizing the interquartile range and for all 100 problems of minimizing the range). However, one result of minimizing the inter-quartile range, yielded an inferior solution which is less accurate than . This is the only case out of 900 runs that the heuristic approach clearly did not find a solution within the specified accuracy from optimum.
It should be noted that the special lower bound constructed in [2] was much faster than our approach. It solved the n = 10, 000 problem in only 2.2 seconds to an accuracy of = 10 −10 ! 
Summary of Results
Among the rigorous algorithms, the lower bound based on individual distances (LB 1 , LB 2 , or LB 3 ) performed better than LB Lip . In most cases the algorithms provided comparable results but LB Lip required longer running times. The heuristic algorithm provided the best value of the objective function for most problems but generally required longer running times. It exhibited the most consistent performance and seems to be the "most practical" approach for general problems. While the rigorous bounds need to be modified for norms different from Euclidean (such as calculating the shortest distance to a triangle for LB 1 and LB 3 , calculating the value of r for LB Lip ), no special treatment for calculating LB H is required for using other planar norms in the definition of the problem. 
Conclusions and Future Research
We constructed a general algorithm to solve the ordered one median problem in the plane. Two rigorous algorithms and one heuristic algorithm were designed and tested. Extensive computational experiments with eight different problems demonstrated the effectiveness of the procedure. The selected problems consisted of positive λs, negative λs, and mixed λs to demonstrate the versatility of the approach.
Our procedures are superior to other approaches unless a special structure of a particular problem can be exploited. For example, the Weiszfeld algorithm [14] for the solution of the Weber problem or the Elzinga-Hearn algorithm [7] for the solution of the 1-center problem are more efficient than our general approach. They both exploit the special structure of these particular problems.
All our experiments were conducted for Euclidean distances. As future research we suggest to test these algorithms on problems (even the same eight problems) based on other distance measures.
Also, a possibly better Lipschitz lower bound may be obtained if the constant m in the triangle can be improved.
