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Abstract 
Designing applications for group decision-making requires an understanding of how opinions are developed in a social 
network. In many situations, trust is the most important factor that determines the social dynamics of opinions. The goal of 
this study is to investigate the formation of trust in a social network and to develop cognitive models describing the trust 
dynamics. This paper presents results of a controlled experiment conducted to collect human behavior data through a series of 
trust evaluation tasks. Seventy-five subjects evaluated a short video of a cartoon, using mobile devices. Each subject was then 
asked to discuss her/his impressions of the video with four other participants, using an internet chat system. The four other 
e 
experiment focused on how trust is formed and recovered under the influence of foreign opinions. The empirical data 
collected was compared with normative data calculated using the classic Bayesian model. Results obtained showed that when 
people develop trust to others, factors other than a mere opinion of similarity may strongly affect the trust-driven dynamics of 
social networks  formation and dissolution of ties, as well as information dissemination. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and/or peer-review under responsibility of Manuel Fischer. 
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1. Introduction 
Presently, people often create and keep lists of other people with similar preferences for books, movies, music, 
food, and many other things and activities in online social network service (SNS) systems. In the past ten years, 
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comes up: Can one predict how people may rely on and/or trust opinions of others in their own decision-making? 
To develop efficient and effective SNS applications, there is a need to understand the mechanism of human trust 
formation. Trust formation in social networks was studied from multiple viewpoints, including the influence of 
social context (e.g. Trifunovic, Legendre, Herlocker & Sen, 2010) and past experience (Quercia, Hailes & Capra, 
2006), the social network topology and dynamics (Bravo, Squazzoni & Boero, 2012), and trust computation and 
propagation (Govindan & Mohapatra, 2012). One relatively unexplored issue however, is how individual trust 
evolves in dynamic settings, such as online mobile or opportunistic networks, under immediate behavioral 
observations. The presented study proposes a new experimental design where computer agents are used to capture 
the dynamics of trust formation through interactions in a social network.  
1.1. Similarity and trust in a social network 
Govindan and Mohapatra (2012) summarized various aspects of trust by defining it as a subjective assessment 
on the reliability and accuracy of information received (or transferred) in a given context. In psychology, trusting 
someone is known as a state of belief that a person will do what is expected. One of the classic and most cited in 
psychology definitions of trust is that of Deutsch (1960), who suggested that trusting behavior occurs when a 
person encounters a situation where she or he perceives an ambiguous path. The result of following the path can 
be good or bad, and the occurrence of a good or bad result is contingent on the action of another person. When 
one chooses to go down the path, she or he has made a trusting choice. Golbeck (2009) extended this 
understanding by stating 
probability that a person will commit to an action.  
Studies in social psychology showed that trust is often related with similarity (Byrne, 1971). Works in human 
and computer interaction, on the other hand, revealed that users tend to prefer recommendations from friends 
rather than from computer systems (Sinha & Swearingen, 2001). An experiment conducted by Golbeck (2009) 
demonstrated that profile similarity may be related to the ways the users determine whether to trust other users 
when solving an on-line selection task. The study also proposed ideas for how to predict trust, and how the 
corresponding model would be incorporated into related applications, such as collaborative filtering algorithms of 
recommender systems.  
An unexplored issue, however, is whether the degree of behavioral similarity can be directly translated to the 
degree of trust in situations where decisions are made, based on direct interactions. To investigate this point, the 
presented study focuses on the initial formation of trust and its immediate dynamics driven by perceived 
behavioral similarity. The proposed model, however, is not aimed to address the dynamics of user similarity in an 
online-social network. The latter issue is left for future studies.  
1.2. Recommendations by other users in a social network 
In social network studies, there were attempts to develop recommender systems and algorithms, based on the 
d trust (e.g. Walter, Battiston & Schwitzer, 2007; Ziegler & Lausen 2004). A popular method 
to provide the user with relevant recommendations is the so-called collaborative filtering. Collaborative filtering 
allows for recommending items to users, based on user profile and/or on the similarity of the items the users 
prefer to other items. A more advanced method for recommending items to the users is the Bayesian filtering 
algorithm (Schafer et al., 2007). Using the latter algorithm, it is often possible to predict the dynamics of human 
trust, based on the past results of trust/distrust and similar/dissimilar evaluations. If one knows that similarity is 
important for trust in a particular situation, the degree of trusting others could be predicted based on the history of 
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past similar/dissimilar states. This method could be applicable in situations where users are encountering a 
decision making process in a social context, such as in a dynamically formed social network.  
There were few studies that would try to validate the Bayesian framework with real human data. As many 
studies in psychophysics showed, psychological states related to trust may differ due to differences in physical 
world. There may also be other factors that influence the formation of trust. For example, the history of 
similar/dissimilar opinions, user personality, and social status (gender, age, cultural background, and the like) 
may affect the dynamics of trust. These factors, together with characteristics traditionally investigated in social 
network studies, such as network topology and dynamics, should be considered by trust-based recommender 
systems.  
1.3. This study objective 
This study thus aims to explore how users react towards the recovery of trust in situations where one observes 
dissimilar physical states and various evaluations of the states while interacting with other users. The Naïve 
Bayes model is validated with empirical data as a relevant model of the human trust dynamics. Data generated 
trust development.  
More specifically, the following three questions are addressed in the study: 
  
 How do similar/dissimilar preferences affect trust dynamics in an online (opportunistic, ad hoc, etc.) social 
network?  
 Assuming that after some time similar preferences may contribute to the development of a (high) trust and a 
relationship, when one perceives a dissimilar state, what are the immediate dynamics of trust?  
 How does empirical data differ from the corresponding normative behavioral data obtained through simulation 
with the classic Naïve Bayes model? 
2. Method 
A Web-based system has been developed for conducting a controlled experiment to understand cognitive 
aspects of trust formation in an (opportunistic) social network. In the proposed experimental design, a multi-
conversational agent was used as an imaginary actor playing the role of a member of the social network. This 
experimental approach helped us understand specific stimulatory responses observed in trust dynamics when an 
unexpected incidence occurs in the course of interactions. 
2.1. Procedures 
In the experiment, subjects (who are all members of one social network) evaluated opinions (preferences) of 
other subjects for a topic provided. More specifically, they watched a video clip of a short cartoon, using smart 
phones, and shared their impressions about the cartoon with other participants through a webpage. The procedure 
was as follows: 1) Subjects watch the video, using smart phones; 2) They evaluate the video; 3) The subjects 
involved in the cartoon evaluation (see Fig. 1). 
The procedure was used in about 10 trials (the exact number of trials varied in the experiments), where each 
subject watched 10 different video clips in a predefined order, evaluated the videos, and shared the impressions 
(i.e. the evaluation results) with other subjects participated in the trial. Evaluations shown to the subjects were 
manipulated by computer agents (i.e. by the hypothesized users), and were controlled to change over time (see 
Fig. 2). The experimental methodology was adopted from a previous study reported elsewhere (Hayashi, 2012).  
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Fig. 1. The experimental procedure 
 
evaluation, excepting for o
evaluations learned from the other users. The subjects were then asked to perform a secondary assessment of the 
ons. Details of the experiment are discussed in the 
following sections. 
 
 
Fig. 2. Experimental situation 
Phase 1 
First, subjects access a Web-based application developed for the experiment, using their mobile devices 
(smartphones). In the beginning of the 
connected to four persons also participating in this experiment, who are now watching the same cartoon and 
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participating but computer 
conversational agents responding appropriately to each subject. This instruction was to make the subjects
believing that they interact with other members of the social network in real time.
Each subject began the task by rating a collection of short films accessed at You Tube (www.youtube.com).
video, she or he evaluated it based on three questions (see Fig. 3). The evaluations are on a ten-point Lickert
Fig. 3. Screenshots from the ratings phase
Phase 2
After the subject finished the rating task, she or he could see how other users rated the same episode. These
ed the
Fig. 4. A screenshot from the ratings phase
Two types of results were displayed: (1) the sum of ratings by the subject, and (2) the sums of ratings by the
hy i as Si, the sums of the
Input names
Evaluations
send
link The you tube video
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A, UB, UC, and UD, and the absolute difference between any 
two rating sums as ß. For each episode i, ß was randomly selected from the following three intervals by the 
computer agents: 
 
 Insignificant opinion variation: 0  ß  2, 
 Medium opinion variation: 3  ß  5, 
 Considerable opinion variation: 6  ß  9. 
 
To investigate how similar/dissimilar preferences affect trust dynamics, one of the four hypothesized users 
A
B C
D
more to the users with similar ratings, it would be natural to expect that a subject would develop higher trust 
A
over time. 
 
Table 1. Experimental conditions. 
 
Hypothetical user Trial i ß 
UA 1 to 2, 4 to 10 Insignificant variations 
UA 
UB 
UC 
UD 
3 
All trials 
All trials 
All trials 
Considerable variations 
Considerable variations 
Medium variations 
Considerable variations 
 
The behavior of UA was always similar to the subj rial 3, when evaluations of 
UA were adjusted to cause changes from insignificant to considerable variations (see Table 1). Through this 
f the evaluation comparision changed 
dramatically, compared to the other trials. UB and UD were adjusted to generate evaluations always within 
considerable variations, and UC was adjusted to produce medium variations.  
Phase 3 
In this phase, the subjects were asked to assess (rate) how much they trusted the hypothetical users, based on 
what they experienced with the rating profiles. The subjects evaluated the four hypothetical users on a ten-point 
Lickert scale. After finishing the evaluation, they proceeded to the next trial, and watched a new video clip. The 
cycle continued until the subjects finished a predefined number of trials. 
2.2. Participants and Conditions 
Two experiments were conducted to investigate the cognitive aspects of trust in a preference evaluation task. 
In both experiments, all the subjects were university students enrolled in a psychology class. The subjects were 
asked to participate in the experiment for course credits. The experiment took place in the classroom and the 
participants were told to use their smartphones in the experiment. In experiment 1, forty-four participants (22 
male and 22 female) made evaluations in five trials. In experiment 2, thirty-one participants (11 male and 20 
female) conducted evaluations in ten trials. 
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3. Results and Analysis 
3.1. Experiment 1 
Results obtained in the experiment were analyzed using a 4 (users) x 5 (trials) within-subjects factorial design. 
Fig. 5 shows the evaluations of trust registered for the hypothetical users. The vertical axis gives the average 
(over the subjects) of the trust evaluations, and the horizontal axis represents the trials.  
 
 
Fig. 5. Results of Experiment 1 
 
The ANOVA analysis revealed that there was an interaction between the two factors (F(43,516)=9.128, 
p<.01). Simple main effects in the users detected several differences among trials. Differences were found in 
trials 1, 2, 4, and 5 (F(3,645)=44.346, p<.01; F(3,645)=57.013, p<.01; F(3,645)=53.735, p<.01; and 
F(3,645)=40.061, p<.01, respectively). There were no differences detected in trial 3 (F(43,516)=0.686, p=.56). 
A was evaluated higher than UB, UC, and UD in trial 1 
(with p<.01, p<.01, and p<.01, respectively). These results were consistent for trials 2, 4, and 5.  
Based on these findings, one can conclude that the subjects trusted more the users with similar preferences (i.e. 
opinions). Another observation is that when the participants perceived a dissimilar profile, trust immediately 
dropped but quickly recovered already in the next trial. 
3.2. Experiment 2 
To investigate the trust dynamics for a longer period of time, Experiment 2 was conducted. Results obtained in 
this experiment were analyzed, using a 4 (users) x 10 (trials) within-subjects factorial design. Fig. 6 shows results 
of the trust evaluations for the hypothetical users. The vertical axis gives the average of the trust evaluations, and 
the horizontal axis represents the trials.  
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Fig. 6. Results of Experiment 2 
 
The ANOVA analysis revealed that there was an interaction between the two factors (F(30,810)=5.874, 
p<.01). Simple main effects in the users detected several differences among trials. Differences were found in 
trials 1, 2, 4, 5, 6, 7, 8, 9, and 10 (F(3,900)=10.183, p<.01; F(3,900)=17.981, p<.01; F(3,900)=21.196, p<.01; 
F(3,900)=27.952, p<.01; F(3,900)=34.444, p<.01; F(3,900)=33.729, p<.01; F(3,900)=30.986, p<.01 ; 
F(3,900)=35.051, p<.01; and F(3,900)=52.457, p<.01, respectively). There were no differences detected in trial 3 
(F(3,900)=1.386, p=.25). Multiple com A was evaluated higher than 
users UB, UC and UD in trial 1 (p<.01, p<.01, and p<.01, respectively). These results were consistent for trials 1, 2, 
4, 5, 6, 7, 8, 9, and 10.  
The results obtained in the two experiments have demonstrated that the ratings of trust became higher when 
the subjects observed a similarity with their own opinion in shared opinions about the cartoon. This finding 
generally confirms that similar preferences enhance trust. The results also showed that the ratings of trust dropped 
as the subjects experienced the shock of non-similar evaluations. This confirms that the similarity of preferences 
and trust are strongly correlated, and this correlation can change over time. 
3.3. Comparisons with the Bayesian Model 
A further analysis was conducted, using the Bayesian model for a comparison with the empirical data collected 
in Experiment 2. Evaluations of UA were used for investigating how trust recovers after experiencing a shock.  
In the analysis, evaluations of UA 
the subject rated higher or the same, compared 
data collected was compared with the Bayesian model.  
Fig. 7 illustrates the classic Naïve Bayesian model that was employed in the analysis. The prior probability of 
perceiving a similar (or dissimilar) evaluation in trial i is denoted as Hi
is P(Hi|D). Equation (1) explicitly specifies the Naïve Bayesian model used: 
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Fig. 7. Bayesian model used 
 
 
 P(Hi D) = (P(D Hi)P(Hi))/(P(D H1 )P(H1)+P(D H2)P(H2)) (1) 
where inputs i=1,2. 
Fig. 8 shows the empirical data in comparison to synthetic data calculated with model (1). The vertical axis 
gives the probability of trust, and the horizontal axis represents the trials. It demonstrates that although the Naïve 
Bayes model fails to accurately predict the speed of recovering from distrust to trust, it is still qualitatively in a 
good agreement with the observed empirical dynamics. To further investigate the dynamics of trust, the human 
data of Fig. 8 was classified by gender as shown in Fig 9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Empirical data vs. the Bayesian model 
 
From Fig. 9, it can be observed that men recovered trust a bit faster than women, but also that there is a 
significa
differences in trust dynamics. 
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Fig. 9. Experimental data classified by gender 
 
4. Discussion and Conclusions 
The trust dynamics observed in the experiments revealed that when one perceives a dissimilar state (e.g. 
deception or unintentional lie), the subjective perception of trust decreases temporary but then almost 
immediately recovers upon a positive experience. This fact is interesting in the view of understanding the users of 
various social network service systems, who tend to ignore social conflicts and keep developing their trust in 
respect to a particular member, while ignoring negative experience of interactions with that member. This 
phenomenon would be attributed to the so-called conformity bias. Several studies have recently shown that 
follows from the results obtained in the presented study that such bias on trust may rapidly develop in 
opportunistic and ad hoc networks utilized by various SNS applications. To develop effective systems that would 
compensate for and mediate the bias in trust, it is vital to model the formation of similar/dissimilar preferences. 
extracted from social networks. In future studies, we plan to investigate in detail the relationships connecting 
trust and similarity, to find ways of controlling conformity bias. 
The goal of the presented study is to investigate human trust behavior in ad hoc and opportunistic social 
networks. Through a controlled experiment, empirical data was collected from a series of trust evaluation tasks. 
Totally seventy-five subjects evaluated short videos, using mobile devices, and five users participated in each 
ge
focused on how trust is formed and recovered in a series of events related to perceiving relevant opinions of other 
people. Using the Bayesian model as a baseline, the study demonstrated that when users trust other users, they 
capture something else in addition to just overall similarity. This suggests that trust, which is potentially a useful 
concept for facilitating decision-making and other tasks in social networks, requires a further investigation and 
more detailed models than those currently used in many recommender systems and other SNS applications. 
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