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Resumen: En este trabajo se presenta la comparación 
de tres algoritmos clásicos utilizados para 
deconvolución unidimensional con respecto a un cuarto 
algoritmo, el cual ha sido propuesto y analizado en el 
laboratorio de Procesamiento Digital de Señales de la 
UAZ. Durante las últimas tres décadas se han 
desarrollado nuevas ideas sobre soluciones a problemas 
de deconvolución o restauración de señales n-
dimensiónales. La idea sigue siendo la misma que se 
plantea en la literatura de la ingeniería que data de los 
años 50s. Cuando una señal x(t) tiene que pasar por 
algún medio para poder ser captada, se realiza una 
operación llamada convolución entre x(t) y otro tipo de 
señales. En el momento en que captamos la señal, ésta 
ya no es x(t) sino la convolución de x(t) con una h(t)
más componentes de ruido existentes en el medio. 
Entonces, se propone un problema inverso, el cual  nos 
proporciona una estimación de x(t) o )(ˆ tx . El propósito 
de este trabajo fue la evaluación y clasificación  de la 
capacidad de restauración de señales de  cuatro 
métodos, siendo el algoritmo basado en un modelo para 
identificación de sistemas el que mostró una mejor 
respuesta. 
Introducción 
Desde principios de siglo se ha estudiado la 
deconvolución. Primero fue una novedad y después una 
herramienta muy valiosa  dentro del análisis de señales. 
Gran parte del trabajo realizado en deconvolución, se 
centra en la espectroscopia de absorción en infrarrojo 
[1]. 
Matemáticamente, la deconvolución se refiere a los  
métodos utilizados para resolver la integral de 
convolución [2], [3], en donde el sistema se supone  
lineal e invariante en el tiempo: 
x(t)h(t)*)d)x((thy(t)  (1) 
en donde ‘*’ es el símbolo de la convolución. 
En óptica, por ejemplo, se busca una función x(t)
cuando se dispone de los datos de la imagen y(t)  y la 
función de dispersión h(t)  del sistema óptico 
involucrado. Si se está observando un espectro de x(t)
con la ayuda de un instrumento que tiene una función 
de respuesta característica )h(t , entonces y(t)
representa los datos adquiridos. Si el instrumento tiene 
una resolución perfecta, entonces )h(t  es una 
función de Dirac, y y(t) contiene el espectro exacto de 
x(t), en este caso no es necesario realizar la 
deconvolución.  
La discretización de la deconvolución parte de la 
consideración de que el sistema es invariante con el 
tiempo, entonces puede  representase como: 
r(t)x(t)h(t)*r(t))d)x(h(ty(t) ,       (2)




en donde )n(r es ruido aleatorio con valor promedio 
igual a cero, que representa no solamente los errores de 
discretización, sino que también incluye los errores 
experimentales relacionados con la observación de
)n(y . El término deconvolución se utiliza generalmente 
para indicar un problema inverso el cual es la 
estimación de una señal de entrada )n(x  a un sistema, a 
partir de una señal de observación (medición) )n(y  y el 
conocimiento a priori de la respuesta al impulso )n(h
del sistema, esto se ilustra en la Figura 1, en donde 
)n(x e  es la estimación de )n(x . Algunas técnicas de 
solución también se adaptan para el caso más general 
de la integral de Fredholm. Los métodos de relajación o 
de regularización, por ejemplo el de Van Cittert [4], [5], 
Jansson et al [1], [6] se pueden adaptar tomando en 
cuenta cierto tipo de datos.








No hay acceso a éste bloque
Fig. 1. Restauración de x(n) usando deconvolución.
El resto del artículo está organizado como sigue; la 
segunda sección introduce de manera resumida los 
cuatro algoritmos en comparación. En la tercera sección 
se presentan algunos resultados de comparación y 
finalmente en la cuarta sección se dan algunas 
conclusiones. 
Métodos de deconvolución considerados 
Los algoritmos que se evaluaron son cuatro y resultan 
de una búsqueda de información sobre métodos que dan 
solución a la deconvolución en forma numérica y 
rápida, con el fin de establecer cuál es el mejor según 
un criterio de error y su posible desempeño  en tiempo 
real. Los métodos en los que están basados los 
algoritmos son los siguientes: 
Método para deconvolución en línea (muestra a 
muestra). 
Método para deconvolución homomórfica (basado 
en la teoría del cepstrum). 
Método para deconvolución iterativa (Jansson). 
Método para deconvolución basado en un modelo 
para identificación de sistemas (método propuesto).
Es importante mencionar que el algoritmo de 
deconvolución homomórfica no es apropiado para  la 
restauración de señales en tiempo real debido a su 
estructura, sin embargo, se consideró como referencia 
de comparación de resultados y número de cálculos 
necesarios. 
Método para deconvolución en línea 
Este método  cae dentro de los conocidos como 
métodos de inversión generalizada, aunque en este caso 
no es necesario el cálculo directo de una matriz inversa. 
El concepto principal consiste en tratar las 
observaciones )n(y  en forma secuencial o muestra por 
muestra, lo cual hace de éste un proceso recursivo. La 
ventaja de no realizar cálculos matriciales y otro tipo de 
cálculos como la transformada de Fourier, son los 
principales  beneficios dentro de este tipo de métodos. 
El algoritmo analizado fue propuesto por Posca en 
1979 y utilizado por Seara  en 1984, Ciro A. Martínez 
en 1987 [7] y cumple con las características de 
procesamiento en línea. Este algoritmo se fundamenta 
en la minimización de una distancia de entrada la cual 
está definida por una norma cuadrática del espacio de 
las entradas (estimada (n)x e  y verdadera (n)x ) y su 
fundamento analítico es tratado por Guy Demoment 
[2], la solución se lleva a cabo en el dominio temporal. 




(n)x(n)xD   (4) 
en donde M es una matriz de ponderación simétrica y 
positiva definida. En la Figura 2 se muestra un 
diagrama a bloques del algoritmo para deconvolución 
en línea (Las ecuaciones completas están incluidas en 
[8]), en donde: n es el instante de muestreo, A es una 
matriz de peso de dimensiones N x N utilizada para 
actualizar el vector )n('x e . 
El producto )n('xA e  equivale a un desplazamiento 
de las coordenadas de )n('x e  debido a la dirección de 
los índices de  mayor peso y la repetición de la primera 
coordenada, ver (II.2.7) en [8], Th es un vector lineal 
formado a partir de la transpuesta del vector de la 
respuesta al impulso del sistema, mT  es el retardo 















Fig. 2. Esquema para deconvolución en tiempo real. 
2º Congreso Internacional en Innovación y Desarrollo Tecnológico 15-19 noviembre 2004, Cuernavaca, Morelos, México 
Pag. 3 
TP es un vector de pivoteo utilizado para la extracción 
de la coordenada correspondiente para )n(x e . Dicha 
extracción se realiza después de un determinado 
número de iteraciones del lazo del algoritmo para el 
cual la estimación )n('x e  es casi precisa. ML  es un 
vector de ponderación del error. La selección de éste es 
muy importante pues de él depende la mayor parte de 
las características del algoritmo (ver [7] y [8]). 
Método para deconvolución homomórfica 
Los sistemas de deconvolución homomórfica fueron 
introducidos por Bogert, Healy, Tukey (1963), 
Oppenheim y Schafer [9] - [12]. El análisis cepstral 
tiene sus orígenes en el problema de la deconvolución 
de dos o más señales, y se propone como método para 
separar señales que han sido combinadas por  
convolución. 
Usando las ecuaciones (III.2.15 - 16), (III.3.1), 
(III.3.7 - 10) y (III.3.12 - 13) descritas en [8] y [13], se 
obtiene el algoritmo (diagrama a bloques) para obtener 
la deconvolución que se muestra en la Figura 3.  
wn TDF[ ] log| | TDFI[ ] x
-1TDF[ ]exp[ ]xTDFI[ ]w-n





Fig. 3. Sistema para obtener la deconvolución cuando x(n) 
es una WNS y h(n) es de fase mínima.
Las señales (n)x e y (n)h e son las estimaciones de 
x(n)  y h(n)  respectivamente. 
Método para deconvolución iterativa 
Van Cittert [5] propuso un método iterativo lineal para 
la deconvolución de señales, el cual es la base 
fundamental de toda una serie de métodos iterativos 
lineales y no lineales [1], [4], [6].  
En la Figura 4 se muestra un diagrama a bloques de 
cómo se realiza la deconvolución de forma iterativa. El 
algoritmo propuesto por Jansson se descompone en las 
siguientes ecuaciones [1], [6]: 
)n(xˆ*)m(h)n(yˆ kk  (5) 





21r)n(r kk o  (7) 
  )n(e)n(r)n(xˆ)n(xˆ kk1k  (8) 
)n(x)n(x 1ke  (9) 
Fig. 4. Esquema para deconvolución iterativa. 
en donde: )n(yˆk  es la k-ésima estimación de una 
observación basada en la convolución de )m(h  y 
)n(xˆ k , en el caso en el que 0k , )n(y)n(xˆ 0 { 
 N1,2,3,n }, )m(h  es el vector de la respuesta al 
impulso acotada por m muestras, )n(e  es el criterio de 
error mínimo entre la salida observada y una estimación 
de la misma, )n(r k  es el k-ésimo valor para la función 
de relajación la cual depende de or , C y )n(xˆ
k , 
)n(xˆ 1k  es la k+1 estimación de )n(x  y )n(x e  es la 
estimación final de )n(x  { K 0,2,3,k }. 
Deconvolución basada en un modelo de identificación 
y resistente al ruido 
Un sistema se puede describir por medio de la respuesta 
al impulso, en el dominio del tiempo, o como una 
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la cual está acotada en su ancho de banda. Otro factor 
importante es la existencia de ruido de medición el cual 
se presenta en los problemas prácticos y lo cual 
complica más el problema. 
En la reconstrucción de x(t), se pueden usar 
diferentes funciones ortogonales como componentes de 
)(ˆ tx . Usualmente, los valores de )(tx  pueden ser 
localizados sobre un intervalo finito de tiempo, o en 
algunos casos puede ser representada de forma 
periódica y sin pérdidas considerables. La selección 
obvia para una representación periódica son las series 
de Fourier. Estas series y otras tienen la propiedad de 
que al incrementar el número de componentes, también 
incrementan al máximo la representación en frecuencia 
de )(ˆ tx . Si el número de elementos es el suficiente y 
están relacionados con el ancho de banda del sistema, la 
señal estimada )(ˆ tx  óptima no contendrá componentes 
espurias debidas sólo al ruido. Por ello no se necesita de 
iteración alguna para realizar la reducción del ruido; el 
conjunto óptimo puede ser calculado mediante la 
inversión matricial y en un solo paso antes de iniciar el 
proceso de deconvolución [14] - [16]. 
En la Figura 5 se describe la implementación del 
algoritmo, y el cálculo de los parámetros necesarios 
para poder realizar la deconvolución propuesta según 
este último método [14]. En donde: P,,2,1p , 
siendo P el valor óptimo de componentes base, 
relacionados con el ancho de banda del sistema, 
N,,2,1n , N es el número máximo de muestras de 
y(n) y N,,2,1m . Si se desea realizar nuevamente 
la deconvolución sólo se realizarán algunos pasos, ya 
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Fig. 5. Esquema para deconvolución resistente al ruido. 
Resultados de comparación 
El propósito final es evaluar y clasificar la 
capacidad de restauración de señales de cada uno de los 
cuatro métodos, para ello se escogió una medida de 
distorsión, el Error Cuadrático Medio (ECM), y el 
tiempo de procesamiento bajo varias condiciones de 
Señal a Ruido (SNR). La plataforma de simulación 
utilizada es MATLAB [8]. En los mejores casos se 
pretende un error cuadrático medio mínimo (que tiende 
a cero) y una sensibilidad casi nula al ruido.  
En las Figuras 6, 7 y 8 es evidente el incremento 
del %ECM cuanto menor es la SNR. En el caso de la 
Figura 6, para la suma de senoides, el %ECM para el 
caso del cuarto método se tomaron 256 muestras de 
y(n) y 56 parámetros ortogonales, bajo esta condición 
se obtuvieron los mejores resultados. En los demás 
métodos se utilizaron 3000 muestras de la señal de 
observación y(n). Para el método 3 se planteó una 
función de relajación óptima para cada una de las 
pruebas, de tal modo que ofreciera siempre los mejores 
resultados. 
Fig. 6. Gráfica del %ECM contra la SNR para el caso de la 
señal representada por una suma de senoides (SS). 
En la Figura 6 se notan diferencias entre los cuatro 
métodos: el método 4 brinda los mejores resultados,  y  
se observa que el método 2 es un poco inconsistente, ya 
que es un método donde se realiza la separación de 
señales (deconvolución ciega) y a diferencia de los 
otros tres métodos no es tan necesario el conocimiento 
a priori de la respuesta al impulso del sistema, sin 
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embargo sí es necesario incorporar algunas 
características del mismo. 
Fig. 7. Gráfica del %ECM contra la SNR para el caso de la 
señal representada por una onda cuadrada (OC). 
Cuando se trata de la restauración de una onda 
cuadrada (Figura 7) se observa que el %ECM no se 
logra minimizar tanto, ya que la entrada es rica en 
componentes frecuenciales y no se alcanza la 
recuperación de todas las frecuencias originales. Para el 
método 4 se propuso el uso de 68 parámetros 
ortogonales y 256 muestras de la señal de observación. 
Fig. 8. Gráfica del %ECM contra la SNR para el caso de la 
señal representada por un diente de sierra (DS). 
En la Figura 8 se muestran los resultados obtenidos 
cuando se restaura una señal diente de sierra. En esta 
prueba se corrigió el número de parámetros utilizados 
por el método 4 a 64 parámetros, manteniendo las 256 
muestras de observación dentro del mismo método. 
En la Tabla 1 se muestran los tiempos de 
procesamiento requeridos por el CPU para cada uno de 
los cuatro métodos. Estos tiempos pueden variar 
dependiendo del tipo de procesador utilizado. Sin 
embargo, el porcentaje de variación de los tiempos de 
procesamiento debe de mantenerse. 
Tabla 1.- Tiempos de simulación para los cuatro métodos. 
Para el  método 1 se obtuvo un tiempo promedio de 
procesamiento  de 6.577 mseg. por muestra, siendo éste 
método el más rápido. Para el método 4, el tiempo de 
procesamiento para una buena restauración depende 
tanto del número de muestras a procesar como del 
número de coeficientes utilizados. 
Conclusiones
Bajo el análisis del %ECM vs SNR y una tabla 
comparativa de tiempos, se encontró que sin duda el 
método más rápido es el de deconvolución en línea, 
pero el mejor método, hablando cuantitativa y 
cualitativamente, es sin duda el método propuesto 
basado en identificación de sistemas. En lo que se 
refiere a trabajo futuro, se pretende modificar el 
algoritmo propuesto a una versión bidimensional, para 
el caso de restauración de imágenes con aplicabilidad 
en problemas de astronomia, y posteriormente su 
implantación en una tarjeta DSP. 
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