Bayesian model averaging in EEG/MEG imaging.
In this paper, the Bayesian Theory is used to formulate the Inverse Problem (IP) of the EEG/MEG. This formulation offers a comparison framework for the wide range of inverse methods available and allows us to address the problem of model uncertainty that arises when dealing with different solutions for a single data. In this case, each model is defined by the set of assumptions of the inverse method used, as well as by the functional dependence between the data and the Primary Current Density (PCD) inside the brain. The key point is that the Bayesian Theory not only provides for posterior estimates of the parameters of interest (the PCD) for a given model, but also gives the possibility of finding posterior expected utilities unconditional on the models assumed. In the present work, this is achieved by considering a third level of inference that has been systematically omitted by previous Bayesian formulations of the IP. This level is known as Bayesian model averaging (BMA). The new approach is illustrated in the case of considering different anatomical constraints for solving the IP of the EEG in the frequency domain. This methodology allows us to address two of the main problems that affect linear inverse solutions (LIS): (a) the existence of ghost sources and (b) the tendency to underestimate deep activity. Both simulated and real experimental data are used to demonstrate the capabilities of the BMA approach, and some of the results are compared with the solutions obtained using the popular low-resolution electromagnetic tomography (LORETA) and its anatomically constraint version (cLORETA).