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self-consistent sources (SESCSs). The examples include the KP equation with self-consistent
sources (KPESCS) and two-dimensional TodaESCS. One typical feature for this hybrid type of
SESCSs is that soliton solutions of these new systems contain arbitrary functions of a linear
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1. Introduction
Study of soliton equations with self-consistent sources (SESCSs) has become a subject of intense investigation, since
the pioneering work of Mel’nikov [1]. In 1980s, Mel’nikov proposed a number of new nonlinear evolution equations by
using the Lax representation of the form
∂L
∂t
+ [A, L] = Γ,
where L, A and Γ are linear differential operators. For a wide class of operators L and A, the operator Γ
Γ =
N∑
n=1
Γn
is shown to exist such that the coeﬃcients of the operator Γn depend on the solution ϕn of the equation
(L − λn)ϕn = 0.
Then from the coupled system
∂L
∂t
+ [A, L] = Γ, (L − λn)ϕn = 0, n = 1,2, . . . ,N,
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portant class of integrable systems. Physically, these coupled systems can result in different dynamics of solitons due to
the coupling of the wave function and the sources. For applications, they usually describe nonlinear interactions between
different solitary waves which are relevant to some problems of hydrodynamics, plasma physics, solid-state physics, etc. For
example, the following nonlinear system of coupled equations [2] (γ is the coupling constant, γ ∈ R+ and k ∈ R)
iqt + 1
2
qxx − q|q|2 = iγ a1a¯2, (1)
a1,x = qa2, a2,x = 2ika2 + q¯a1, (2)
for the ﬁelds q(x, t), a j(x, t) is what we call the nonlinear Schrödinger equation with a source, where the overbar means
complex conjugation and the right-hand side of Eq. (1) acts as a source. When the coupling constant γ vanishes, Eq. (1)
reduces to the nonlinear Schrödinger equation. To the above system is associated the initial–boundary value problem
q(x,0) = q0(x) ∈ L1(R),
a1(x, t) → 1 (x → +∞), a2(x, t) → 0 (x → −∞).
These boundary conditions mean that there is an input electrostatic wave at x = +∞ and no input wave at x = −∞. This
system can be derived from the general hydrodynamic-Poisson–Maxwell equations [3] by using the multiscale expansion
method. On the other hand, it can describe a transfer of energy from the electrostatic incoming wave (represented by a1)
to the acoustic wave (represented by q) according to the following formula
∂
∂t
+∞∫
−∞
∣∣q(x, t)∣∣2 dx = γ ∣∣α(k)∣∣2, k ∈ R
where α(k) is the reﬂection coeﬃcient
α(k) = lim
x→+∞α2(x, t)e
−2ikx.
In Ref. [3], the system adjoint to the above boundary conditions was proved to be integrable and can be solved by means
of the spectral transform method.
SESCSs have widely been studied in several ways, such as the inverse scattering transform, Darboux transform, Hirota’s
method and so on [4–6]. These coupled systems have also been shown to have some other integrable properties, including
possessing bilinear Bäcklund transformation [7] and inﬁnite conservation laws. Recently a new method called “source gen-
eration procedure” has also been proposed to construct and solve SESCSs [8,9]. The three steps involved in this procedure
can be described as follows:
1. to express N-soliton solutions of a bilinear soliton equation without sources in the form of determinant or pfaﬃan with
some arbitrary constants, say ci j;
2. to generalize the determinant or pfaﬃan in step 1 by replacing some arbitrary constants ci j with arbitrary functions of
one variable, e.g. ci j(t);
3. to seek coupled bilinear equations whose solutions are these generalized determinants or pfaﬃans, and this coupled
system is the SESCS.
It is noted that the key point in source generation procedure is to change the arbitrary constants contained in solutions
of original equations without sources into certain functions of some independent variables, and this step is much like the
constant variation method in the theory of linear ordinary differential equations. More explicitly, this new method is to
apply the “Constant Variation Method (CVM)” to the τ functions of a bilinear soliton equation, then to get the SESCS as
well as its soliton solutions, and the notable character of the procedure is the combination of the CVM and Hirota’s bilinear
form of soliton equations. By means of this procedure, we have successfully constructed many SESCSs. From the viewpoint
of source generation procedure, we can classify all known examples of SESCSs into two types: The ﬁrst one is characterized
by the property that their explicit solutions contain arbitrary functions of the temporal variable [8,6] while the second
one shares the common feature that their explicit solutions contain arbitrary functions of the spatial variable. One famous
example of the ﬁrst type is the following KPESCS [1]:
4ut − uxxx − 6uux − 3
x∫
−∞
uyy dx+
K∑
j=1
(Φ jΨ j)x = 0,
Φ j,y = Φ j,xx + uΦ j,
−Ψ j,y = Ψ j,xx + uΨ j. (3)
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uxxx + 6uux − 4ut + 3
x∫
−∞
uyy dx = 6
M∑
i=1
[
ϕi,xxψi − ϕiψi,xx − (ϕiψi)y
]
,
4ϕi,xxx − 4ϕi,t + 6uϕi,x + 3uxϕi − 3ϕi
x∫
−∞
uy dx = 6ϕi
M∑
j=1
ϕ jψ j,
4ψi,xxx − 4ψi,t + 6uψi,x + 3uxψi + 3ψi
x∫
−∞
uy dx = −6ψi
M∑
j=1
ϕ jψ j, (4)
which was ﬁrst given by Mel’nikov [1] and has been shown to be of the second type in [9] recently. Based on these ob-
servations, it is natural for us to raise such a problem: except for the above mentioned two types of SESCSs, whether or
not does there exist some other types of SESCSs? The purpose of this paper is to propose a new type of SESCSs which
are a combination of the ﬁrst type of SESCSs and the second type of SESCSs. We will construct so-called hybrid type of
SESCSs by allowing z-dependence of the arbitrary constants in the determinantal solutions or pfaﬃan solutions of soli-
ton equations without sources via source generation procedure, where z is a linear combination of temporal and spatial
variables.
Recall that, in the literature, there have been some attractive soliton equations which can be called hybrid type as we
have known, and they can reduce to different simple soliton equations. For example, the Gardner equation [10]
ut − 6
(
u + ε2u2)ux + uxxx = 0,
is a kind of generalization of KdV equation which cannot only reduce to the KdV equation, but reduce to the modiﬁed KdV
(mKdV) equation. Besides, another example is the generalized nonlinear Schrödinger equation [11]
qt = iqxx + a
(
q2q∗
)
x + ibq2q∗,
which reduces to the nonlinear Schrödinger equation if a = 0, and to the derivative nonlinear Schrödinger equation if b = 0,
which was solved by inverse scattering transform by Kaup and Newell [12]. In addition to the above two equations, there is
a hybrid differential-difference equation [13]
dwn
dt
= [1+ bwn + cw2n](wn−1 − wn+1),
which includes the following three equations as special cases:
(1) Lotka–Volterra equation, un = 1+ wn , b = 1, c = 0.
(2) Discrete KdV equation, un = 1+ wn , b = 2, c = 1 and t → −t .
(3) Self-dual nonlinear network equation, un = wn , b = 0, c = 1.
Historically, these hybrid types of soliton equations have played an important role in the development of soliton theory
as well as in applications. We expect that the hybrid type of SESCSs will also play a role in this ﬁeld.
In this paper, we will focus on construction of the hybrid type of the KPESCS and the hybrid type of the two-dimensional
Toda lattice equation with self-consistent sources (TodaESCS), respectively. There are two common features on the hybrid
type, one of which is that this kind of SESCSs can reduce to different simpler SESCSs, and the other is that their soliton
solutions include some arbitrary functions of two independent variables. For example, as we will see in Section 2, the hybrid
type of KPESCS can be reduced to the usual KPESCS (3) as well as to another KPESCS (4), and its soliton solutions include
some functions of two variables y and t .
This paper is organized as follows. In Section 2, applying the source generation procedure, we construct the hybrid
KPESCS, and give its determinant solutions. Furthermore a bilinear Bäcklund transformation (BT) for the hybrid KPESCS is
given in Section 3. In Section 4, we present and solve the hybrid two-dimensional TodaESCS, and accordingly we also give a
bilinear BT for the hybrid TodaESCS in Section 5. Finally, there are conclusion and discussions in Section 6.
2. Hybrid type of KPESCS
In this section, we will construct a new type of KPESCS, which cannot only be reduced to the ﬁrst type of KPESCS, but
be reduced to the second type of KPESCS. The KP equation [14]
−4ut + uxxx + 6uux + 3
x∫
uyy dx = 0, (5)−∞
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(
D4x − 4DxDt + 3D2y
)
τ · τ = 0, (6)
where D is the Hirota operator [14]
DlxD
n
t f · g = (∂x − ∂x′)l(∂t − ∂t′)n f (x, t)g
(
x′, t′
)∣∣
x=x′, t=t′ ,
through the dependent variable transformation
u = 2(lnτ )xx.
In the following, we apply the source generation procedure to the KP equation. Firstly we give a Gram-type determinant
solution of Eq. (6):
τ = det
(
βi j +
x∫
−∞
f i f˜ j dx
)
1i, jN
, βi j = const,
with functions f i and f˜ j satisfying
∂ f i
∂xn
= ∂
n fi
∂xn
,
∂ f˜ i
∂xn
= (−1)n−1 ∂
n f˜ i
∂xn
(x1 = x, x2 = y, x3 = t). (7)
Now we generalize the solution τ into the following form:
f = det
(
Cij(X) +
x∫
−∞
f i f˜ j dx
)
1i, jN
= pf(1,2, . . . ,N,N∗, . . . ,2∗,1∗). (8)
Here f i and f˜ j are deﬁned as before, and pfaﬃan elements are deﬁned as follows
pf
(
i, j∗
)= Cij(X) +
x∫
−∞
f i f˜ j dx = pf(·),
pf
(
i∗, j∗
)= pf(i, j) = 0, i, j = 1,2, . . . ,N,
where Cij(X) satisfy the following condition:
Cij(X) =
{
Ci(X) ≡ Ci(ay + bt), i = j and 1 i  M  N, M,N ∈ Z+,
ci j, otherwise
and a, b are non-zero constants. In this case, the function f will not satisfy Eq. (6) any more. So we need to introduce other
new functions which are deﬁned as determinants and expressed in the form of pfaﬃan here
gi =
√
C˙i(X)pf
(
d∗0,1, . . . ,N,N∗, . . . , iˆ∗, . . . ,1∗
)
, (9)
hi =
√
C˙i(X)pf
(
d0,1, . . . , iˆ, . . . ,N,N
∗, . . . ,1∗
)
, (10)
ki = C˙i(X)pf
(
1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗
)
, i = 1,2, . . . ,M, (11)
where the dot denotes the derivative of Ci(X) with respect to X , and the hat denotes the deletion of the letter under it.
Besides, new pfaﬃan elements are expressed as
pf
(
d∗m, i
)= ∂m fi
∂xm
, pf
(
dm, j
∗)= ∂m f˜ j
∂xm
, m, l ∈ Z,
pf
(
d∗m,d∗l
)= pf(dm,dl) = pf(d∗m,dl)= pf(d∗m, j∗)= pf(dm, i) = 0.
Then new functions f , gi , hi and ki satisfy the following bilinear equations:
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D4x − 4DxDt + 3D2y
)
f · f = 8b
M∑
i=1
gihi + 6a
M∑
i=1
(Dyki · f − Dxgi · hi), (12)
Dxki · f + gihi = 0, (13)
(
Dy − D2x
)
gi · f = a
[
Pi f − gi
M∑
j=1
k j
]
, (14)
(
Dy − D2x
)
f · hi = a
[
hi
M∑
j=1
k j − f Q i
]
, (15)
(
D3x + 3DxD y − 4Dt
)
gi · f = (3aDx − 4b)
[
Pi · f − gi ·
(
M∑
j=1
k j
)]
, (16)
(
D3x + 3DxD y − 4Dt
)
f · hi = (3aDx − 4b)
[(
M∑
j=1
k j
)
· hi − f · Q i
]
(17)
where Pi , Q i are auxiliary functions deﬁned by
Pi = C
′′
i (X)
2
√
C˙i(X)
pf
(
d∗0,1, . . . ,N,N∗, . . . , iˆ∗, . . . ,1∗
)
+
√
C˙i(X)
[ ∑
1i< jM
C˙ j(X)pf
(
d∗0,1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . , iˆ∗, . . . ,1∗
)
−
∑
1 j<iM
C˙ j(X)pf
(
d∗0,1, . . . , jˆ, . . . ,N,N∗, . . . , iˆ∗, . . . , jˆ∗, . . . ,1∗
)]
, (18)
Q i = C
′′
i (X)
2
√
C˙i(X)
pf
(
d0,1, . . . , iˆ, . . . ,N,N
∗, . . . ,1∗
)
+
√
C˙i(X)
[ ∑
1i< jM
C˙ j(X)pf
(
d0,1, . . . , iˆ, . . . , jˆ, . . . ,N,N
∗, . . . , jˆ∗, . . . ,1∗
)
−
∑
1 j<iM
C˙ j(X)pf
(
d0,1, . . . , jˆ, . . . , iˆ, . . . ,N,N
∗, . . . , jˆ∗, . . . ,1∗
)]
, (19)
and C ′′i (X) denotes the second order derivative of Ci(X) with respect to X . Now we prove the above equations. According
to expressions (8)–(11), we have the following formulas:
ft = b
M∑
i=1
ki + pf
(
d2,d
∗
0, ·
)− pf(d1,d∗1, ·)+ pf(d0,d∗2, ·), (20)
f y = a
M∑
i=1
ki + pf
(
d0,d
∗
1, ·
)− pf(d1,d∗0, ·), (21)
f yy = pf
(
d0,d
∗
3, ·
)+ pf(d3,d∗0, ·)− pf(d2,d∗1, ·)− pf(d1,d∗2, ·)− 2pf(d0,d1,d∗0,d∗1, ·)
+
M∑
i=1
ki,y + a
M∑
i=1
C˙i(X)
[
pf
(
d0,d
∗
1,1, . . . , iˆ, . . . ,N,N
∗, . . . , iˆ∗, . . . ,2∗,1∗
)
− pf(d1,d∗0,1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗)], (22)
ki,x = pf
(
d0,d
∗
0,1, . . . , iˆ, . . . ,N,N
∗, . . . , iˆ∗, . . . ,2∗,1∗
)
. (23)
Substituting the above formulas into Eq. (12) leads to the following expression:
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M∑
i=1
C˙i(X)
[
pf
(
d0,d
∗
0, ·
)
pf
(
1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗
)
− pf(d0,d∗0,1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗)pf(·)
− pf(d∗0,1, . . . ,N,N∗, . . . , iˆ∗, . . . ,1∗)pf(d0,1, . . . , iˆ, . . . ,N,N∗, . . . ,1∗)]
+ 6a
M∑
i=1
C˙i(X)
[
pf
(
d0,d
∗
1,1, . . . , iˆ, . . . ,N,N
∗, . . . , iˆ∗, . . . ,2∗,1∗
)
f
− pf(1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗)pf(d0,d∗1, ·)
+ pf(d∗1,1, . . . ,N,N∗, . . . , iˆ∗, . . . ,1∗)pf(d0,1, . . . , iˆ, . . . ,N,N∗, . . . ,1∗)
− pf(d1,d∗0,1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗) f
+ pf(1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗)pf(d1,d∗0, ·)
− pf(d∗0,1, . . . ,N,N∗, . . . , iˆ∗, . . . ,1∗)pf(d1,1, . . . , iˆ, . . . ,N,N∗, . . . ,1∗)],
which can be proved through the Jacobi identity of determinants. So Eq. (12) holds. Similarly, substitution of (8)–(11) and
(23) into Eq. (13) yields the following relation:
C˙i(X)
[
pf
(
d0,d
∗
0,1, . . . , iˆ, . . . ,N,N
∗, . . . , iˆ∗, . . . ,2∗,1∗
)
f − pf(1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . ,2∗,1∗)pf(d0,d∗0, ·)
+ pf(d∗0,1, . . . ,N,N∗, . . . , iˆ∗, . . . ,1∗)pf(d0,1, . . . , iˆ, . . . ,N,N∗, . . . ,1∗)]= 0,
which can be easily proved through the Plücker relation. So Eq. (13) also holds. Much in the same way, it can be proved
that Eqs. (14)–(17) hold. Hence, f , gi , hi and ki are solutions to Eqs. (12)–(17), and these equations just constitute the new
type of KPESCS in the bilinear form.
If we apply the dependent variable transformations:
u = 2(ln f )xx, ϕi = hi/ f , ψi = gi/ f ,
χi = ki/ f , φ1,i = Pi/ f , φ2,i = Q i/ f ,
bilinear equations (12)–(17) are ﬁnally transformed into the nonlinear system
uxxx + 6uux − 4ut + 3
x∫
−∞
uyy dx = 8b
M∑
i=1
(ϕiψi)x + 6a
M∑
i=1
[
ϕi,xxψi − ϕiψi,xx − (ϕiψi)y
]
,
a
[
4ϕi,xxx − 4ϕi,t + 6uϕi,x + 3uxϕi − 3ϕi
x∫
−∞
uy dx
]
+ 4b[ϕi,y + ϕi,xx + uϕi] = 6a2ϕi
M∑
j=1
ϕ jψ j,
a
[
4ψi,xxx − 4ψi,t + 6uψi,x + 3uxψi + 3ψi
x∫
−∞
uy dx
]
+ 4b[ψi,y − ψi,xx − uψi] = −6a2ψi
M∑
j=1
ϕ jψ j. (24)
From this result, we can ﬁnd that if we set a = 0, b = 18 , the new type of KPESCS (24) is reduced to the following system
uxxx + 6uux − 4ut + 3
x∫
−∞
uyy dx =
M∑
i=1
(ϕiψi)x,
ϕi,y + ϕi,xx + uϕi = 0,
ψi,y − ψi,xx − uψi = 0, (25)
which is just the ﬁrst type of KPESCS (3), and accordingly the solution of (24) is reduced to the solution of the KPESCS (3).
If we set a = 1, b = 0, the system (24) is reduced to the following equations:
uxxx + 6uux − 4ut + 3
x∫
uyy dx = 6
M∑
i=1
[
ϕi,xxψi − ϕiψi,xx − (ϕiψi)y
]
,−∞
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x∫
−∞
uy dx = 6ϕi
M∑
j=1
ϕ jψ j,
4ψi,xxx − 4ψi,t + 6uψi,x + 3uxψi + 3ψi
x∫
−∞
uy dx = −6ψi
M∑
j=1
ϕ jψ j, (26)
which is nothing but the second type of KPESCS (4). At the same time, the solution of (24) is also reduced to the solution
of the system (26). The characteristic of the KPESCS (24) is much like the Gardner equation which can be viewed as the
combination of the KdV equation and the modiﬁed KdV equation. So we call this kind of KPESCS as the hybrid-type or
Gardner-type KPESCS.
3. Bilinear Bäcklund transformation (BT) for the system (24)
Now we give a bilinear BT for the hybrid KPESCS, and it can be described in the following proposition:
Proposition 1. The bilinear system (12)–(17) has the following bilinear BT:
(
Dy + D2x
)
f · f ′ = −a
M∑
i=1
gih
′
i, (27)
(
Dy + D2x
)
gi · g′i = a
[
Pi g
′
i − gi P ′i
]
, (28)(
Dy + D2x
)
hi · h′i = a
[
Q ih
′
i − hi Q ′i
]
, (29)
f k′i − ki f ′ = gih′i, (30)
Dxgi · f ′ + f g′i = 0, (31)
Dx f · h′i + hi f ′ = 0, (32)
Dx f · k′i − Dxki · f ′ + Dxgi · h′i = 0, (33)
(
3DxD y − D3x + 4Dt
)
f · f ′ =
M∑
i=1
(3aDx + 4b)
[
ki · f ′ − f · k′i
]
, (34)
(
3DxD y − D3x + 4Dt
)
gi · g′i = (3aDx + 4b)
[
Pi · g′i − gi · P ′i
]
, (35)(
3DxD y − D3x + 4Dt
)
hi · h′i = (3aDx + 4b)
[
Q i · h′i − hi · Q ′i
]
, (36)(
D3x − 4Dt
)
gi · f ′ − 3D2x f · g′i = −4b
[
gik
′
i − Pi f ′
]
, (37)(
D3x − 4Dt
)
f · h′i − 3D2xhi · f ′ = −4b
[
f Q ′i − kih′
]
. (38)
Proof. This proposition can be veriﬁed according to the bilinear operator identities in Appendix A, and here we omit the
details. 
4. Hybrid type of two-dimensional TodaESCS
In Section 2, we constructed a hybrid type of KPESCS, and its determinant solutions have some arbitrary functions of two
independent variables y and t , which is different from the normal KPESCS and the second type of KPESCS whose solutions
include arbitrary functions with respect to only one independent variable. Now applying the source generation procedure,
we can also construct such a kind of two-dimensional TodaESCS which solution also contains some certain functions of two
independent variables. It is known that the two-dimensional Toda lattice equation can be written as the following form
[14]:
∂2Qn
∂t∂x
= Vn+1 + Vn−1 − 2Vn, (39)
Qn = ln(1+ Vn), (40)
which can be transformed into the bilinear form(
DxDt − 2eDn + 2
)
τn · τn = 0, (41)
through the dependent variable transformation
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2
∂t∂x
lnτn,
where the bilinear difference operator is deﬁned by
eDn fn · gn = fn+1gn−1.
Eq. (41) has the Gram-type determinant solution [14]:
τn = det
(
ci j + (−1)n
x∫
−∞
φ
(n)
i φ¯
(−n)
j dx
)
1i, jN
, ci j = const (42)
where functions φ(n)i , φ¯
(−n)
j satisfy the dispersion relation
∂φ
(n)
i
∂x
= φ(n+1)i ,
∂φ
(n)
i
∂t
= −φ(n−1)i ,
∂φ¯
(−n)
i
∂x
= φ¯(−n+1)i ,
∂φ¯
(−n)
i
∂t
= −φ¯(−n−1)i . (43)
Following the source generation procedure, we change τn in (42) into the new determinant form:
fn = det(aij)1i, jN (44)
which can also be expressed in the form of pfaﬃan:
fn =
(
1,2, . . . ,N,N∗, . . . ,2∗,1∗
)
n = (·)n. (45)
Here aij and pfaﬃan entries are deﬁned by
aij =
(
i, j∗
)
n = Cij(X) + (−1)n
x∫
−∞
φ
(n)
i φ¯ j
(−n)
dx,
(
i∗, j∗
)
n = (i, j)n = 0, i, j = 1,2, . . . ,N,
where functions Cij(X) satisfy the following condition:
Cij(X) =
{
Ci(X) ≡ Ci(ax+ bt), i = j and 1 i  M  N, M,N ∈ Z+,
ci j, otherwise
and a, b are constants satisfying ab = 0. In this case, we need to introduce other functions deﬁned as follows
g j,n =
√
C˙ j(X)
(
d∗−1,1, . . . ,N,N∗, . . . , jˆ∗, . . . ,1∗
)
n,
h j,n =
√
C˙ j(X)
(
d−1,1, . . . , jˆ, . . . ,N,N∗, . . . ,1∗
)
n, (46)
k j,n = C˙ j(X)
(
1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n, j = 1,2, . . . ,M, (47)
where the dot denotes the derivative of C j(X) with respect to X , and new pfaﬃan entries have the following form:(
d∗m, i
)
n = φ(n+m)i ,
(
dm, j
∗)
n = (−1)n−mφ¯(−n+m)j ,(
d∗m,d∗l
)
n =
(
d∗m,dl
)
n =
(
d∗m, i∗
)
n = (dm, i)n = 0.
Then functions fn , gi,n , hi,n and ki,n so deﬁned will satisfy the following bilinear equations:
(
DxDt − 2eDn + 2
)
fn · fn =
M∑
j=1
(aDt + bDx)k j,n · fn −
M∑
j=1
(
a + beDn)g j,n · h j,n, (48)
(
e
1
2 Dn − e− 12 Dn)k j,n · fn + e 12 Dn g j,n · h j,n = 0, (49)
(
Dx + e−Dn
)
fn · g j,n = a
[
g j,n
M∑
ki,n − fn P j,n
]
, (50)i=1
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Dx + e−Dn
)
h j,n · fn = a
[
Q j,n fn − h j,n
M∑
i=1
ki,n
]
, (51)
(
Dte
− 12 Dn − e 12 Dn) fn · g j,n = be− 12 Dn
[(
M∑
i=1
ki,n
)
· g j,n − fn · P j,n
]
, (52)
(
Dte
− 12 Dn − e 12 Dn)h j,n · fn = be− 12 Dn
[
Q j,n · fn − h j,n ·
(
M∑
i=1
ki,n
)]
. (53)
Here P j,n and Q j,n are auxiliary functions which are expressed as
P j,n =
C ′′j (X)
2
√
C˙ j(X)
(
d∗0,1, . . . ,N,N∗, . . . , jˆ∗, . . . ,1∗
)
n
+
√
C˙ j(X)
[ ∑
1 j<iM
C˙i(X)
(
d∗0,1, . . . , iˆ, . . . ,N,N∗, . . . , iˆ∗, . . . , jˆ∗, . . . ,1∗
)
n
−
∑
1i< jM
C˙i(X)
(
d∗0,1, . . . , iˆ, . . . ,N,N∗, . . . , jˆ∗, . . . , iˆ∗, . . . ,1∗
)
n
]
, (54)
Q j,n =
C ′′j (X)
2
√
C˙ j(X)
(
d0,1, . . . , jˆ, . . . ,N,N
∗, . . . ,1∗
)
n
+
√
C˙ j(X)
[ ∑
1 j<iM
C˙i(X)
(
d0,1, . . . , jˆ, . . . , iˆ, . . . ,N,N
∗, . . . , iˆ∗, . . . ,1∗
)′
n
−
∑
1i< jM
C˙i(X)
(
d0,1, . . . , iˆ, . . . , jˆ, . . . ,N,N
∗, . . . , iˆ∗, . . . ,1∗
)
n
]
, (55)
where C ′′j (X) denotes the second-order derivative of C j(X) with respect to X . Now we show that functions in (45)–(47)
and (54)–(55) are really solutions of Eqs. (48)–(53). According to the deﬁnition of those functions, we have the following
formulas actually:
∂ fn
∂x
= (d0,d∗0, ·)n + a
M∑
i=1
ki,n, (56)
∂ fn
∂t
= (d−1,d∗−1, ·)n + b
M∑
i=1
ki,n, (57)
∂2 fn
∂x∂t
= (d−1,d∗0, ·)n − (d0,d∗−1, ·)n + (d−1,d∗−1,d0,d∗0, ·)n + a
M∑
j=1
k j,nt + b
M∑
j=1
k j,nx
+ a
M∑
j=1
C˙ j(X)
(
d−1,d∗−1,1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n
+ b
M∑
j=1
C˙ j(X)
(
d0,d
∗
0,1, . . . , jˆ, . . . ,N,N
∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n, (58)
g j,n+1 =
√
C˙ j(X)
(
d∗0,1, . . . ,N,N∗, . . . , jˆ∗, . . . ,1∗
)
n 
√
C˙ j(X)
(
d∗0, 
)
n, (59)
∂ g j,n
∂x
= g j,n+1 +
√
C˙ j(X)
(
d∗−1,d0,d∗0, 
)
n + aP j,n, (60)
h j,n−1 =
√
C˙ j(X)
(
d0,1, . . . , jˆ, . . . ,N,N
∗, . . . ,1∗
)
n 
√
C˙ j(X)(d0,∗)n, (61)
∂h j,n
∂x
= −h j,n−1 +
√
C˙ j(X)
(
d−1,d0,d∗0,∗
)
n + aQ j,n. (62)
Substituting above results into Eq. (48) leads to the following relation:
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M∑
j=1
C˙ j(X)
[(
d−1,d∗−1,1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n(·)n
− (1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗)n(d−1,d∗−1, ·)n
+ (d∗−1,1, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗)n(d−1,1, . . . , jˆ, . . . ,N,N∗, . . . ,1∗)n]
+ b
M∑
j=1
C˙ j(X)
[(
d0,d
∗
0,1, . . . , jˆ, . . . ,N,N
∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n(·)n
+ (d∗0,1, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗)n(d0,1, . . . , jˆ, . . . ,N,N∗, . . . ,1∗)n
− (1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗)n(d0,d∗0, ·)n]= 0,
which can be easily proved through Jacobi identities. So Eq. (48) holds. Similarly, substitution of (46), (47) and (59) into
Eq. (49) also yields the following Jacobi identity:(
d−1,d∗0,1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n(·)n −
(
1, . . . , jˆ, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗
)
n
(
d−1,d∗0, ·
)
n
+ (d∗0,1, . . . ,N,N∗, . . . , jˆ∗, . . . ,2∗,1∗)n(d−1,1, . . . , jˆ, . . . ,N,N∗, . . . ,1∗)n = 0,
which indicates Eq. (49) holds. Besides, substitution of (54) and (56) into Eq. (50) derives the Plücker relation:
C˙ j(X)
[(
d0,d
∗
0, ·
)
n
(
d∗−1, 
)
n − (·)n
(
d∗−1,d0,d∗0, 
)
n −
(
d0,d
∗−1, ·
)
n
(
d∗0, 
)
n
]= 0,
which indicates Eq. (50) also holds. Much in the same way, we can prove that other equations hold. Hence functions (45)–
(47) and (54)–(55) are a set of solutions of Eqs. (48)–(53), and these equations just constitute a new type of two-dimensional
Toda lattice equation in the bilinear form. If we apply the dependent variable transformations
un = ln fn+1
fn
, ϕ j,n = g j,n
fn
, ψ j,n = h j,n
fn
,
χ j,n = k j,n
fn
, v j,n = P j,n
fn
, w j,n = Q j,n
fn
,
Eqs. (48)–(53) can ﬁnally be transformed into the following nonlinear equations:
un,xt + a
2
M∑
j=1
[
(ϕ j,n+1ψ j,n)t + 	(ϕ j,nψ j,n)
]
= e	un − e	un−1 − b
2
M∑
j=1
[
(ϕ j,n+1ψ j,n)x + 	
(
ϕ j,n+1ψ j,n−1e	un−1
)]
, (63)
b
[
ϕ j,nx − ϕ j,n+1e	un−1
]= a[ϕ j,nt + ϕ j,nun−1,t + ϕ j,n−1] + abϕ j,n
(
M∑
i=1
ϕi,nψi,n−1
)
, (64)
b
[
ψ j,nx + ψ j,n−1e	un−1
]= a[ψ j,nt − ψ j,nun,t − ψ j,n+1] − abψ j,n
(
M∑
i=1
ϕi,n+1ψi,n
)
, (65)
where the difference operator is deﬁned as 	 fn = fn+1 − fn , and un,t = ∂ fn∂t .
This new system can be reduced to two types of two-dimensional TodaESCS. For this purpose, we set a = 0, b = 1 ﬁrstly,
then the system (63)–(65) is reduced to the following equations:
un,xt = e	un − e	un−1 −
M∑
j=1
	(ϕ j,n+1ψ j,n−1e	un−1),
ϕ j,nx = ϕ j,n+1e	un−1 ,
ψ j,nx = −ψ j,n−1e	un−1 . (66)
If we set un = vn+1 − vn , the system (66) can be transformed into the two-dimensional TodaESCS in Ref. [8]. On the other
hand, if we choose a = 1, b = 0, the system (63)–(65) is reduced to the following system:
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M∑
j=1
(ϕ j,n+1ψ j,n)t,
ϕ j,nt = −ϕ j,nun−1,t − ϕ j,n−1,
ψ j,nt = ψ j,nun,t + ψ j,n+1. (67)
The system (67) is another kind of two-dimensional TodaESCS, which can still be obtained by using the source generation
procedure. Hence the system (63)–(65) can be called a hybrid type of SESCS, which cannot only be reduced to the normal
two-dimensional TodaESCS (66), but also be reduced to the new TodaESCS (67).
5. Bilinear Bäcklund transformation (BT) for the system (63)–(65)
Here we will give the bilinear BT for the hybrid type of two-dimensional TodaESCS.
Proposition 2. The bilinear system (48)–(53) has the following bilinear BT:
fn g
′
j,n+1 = λg j,n f ′n+1 + μg j,n+1 f ′n, (68)
h j,n f
′
n+1 = λ fnh′j,n+1 + μ fn+1h′j,n, (69)
k j,n f
′
n − fnk′j,n + λg j,nh′j,n = 0, (70)
fn g
′
j,n = α fn−1g′j,n+1 + βg j,n f ′n, (71)
h j,n f
′
n = αh j,n−1 f ′n+1 + β fnh′j,n, j = 1,2, . . . ,M, (72)
(Dx + θ) fn · f ′n −
λ
μ
fn−1 f ′n+1 = −aλ
M∑
i=1
gi,nh
′
i,n, (73)
(Dt + γ ) fn · f ′n + α fn−1 f ′n+1 = −bλ
M∑
i=1
gi,nh
′
i,n, (74)
(
αDx − λ
μ
Dt
)
fn · f ′n+1 − 2 fn+1 f ′n =
M∑
i=1
(
aα
β
g′i,n+1hi,n − bλgi,n+1h′i,n
)
, (75)
where λ, μ, α, β , γ and θ are arbitrary constants.
Proof. Please refer to Appendix B. 
6. Conclusion and discussions
In this paper, we have investigated two new SESCSs, i.e. the KPESCS (24) and two-dimensional TodaESCS (63)–(65). They
are also called hybrid type of KPESCSs and hybrid type of TodaESCS, respectively. As far as solutions are concerned, the
soliton solutions of this new kind of KPESCS contain some functions Ci(ay + bt), which are different from the solutions
of the two KPESCSs (3) and (4) where the solutions only include arbitrary functions Ci(t) and Ci(y), respectively. On the
other hand, when we choose a = 0, b = 0, the new KPESCS is reduced to the ordinary KPESCS (3), and accordingly its
soliton solution is transformed into the solution of the normal KPESCS. If we set a = 0, b = 0, the new KPESCS is reduced to
another KPESCS (4), and its solution is also reduced to the solution of the system. Now, if we select a = b = 0, the hybrid
KPESCS is reduced to the original KP equation ﬁnally, and its solution is similarly transformed into the solution of the KP
equation. Similarly, the new two-dimensional TodaESCS (63)–(65) can be viewed as an extension of two different and simple
two-dimensional TodaESCSs.
Combining the results obtained in this paper and those in [8] and [9], we have clearly identiﬁed the ﬁrst, the second
and the hybrid types of KPESCSs according to the structures of their soliton solutions. Meanwhile a natural problem is
raised: does there exist a criterion to determine which type of SESCSs a given system belong to, only from the expression
of equations? According to the known examples and the construction of SESCSs, we may identify the ﬁrst, the second and
the hybrid types following some techniques below. We take a soliton equation with one source as an example. The system
is generally expressed in the following coupled equations
f (u) = F (φ,ψ),
G(u, φ) = 0,
H(u,ψ) = 0, (76)
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can be easily differentiated from other two types. The ﬁrst type has a remarkable feature: the equations G(u, φ) = 0 and
H(u,ψ) = 0 in (76) should be consistent with the corresponding spectral problem of the original soliton equation. Besides,
we can also check the right-hand side of the ﬁrst equation in (76). If the term F (φ,ψ) can be expressed as the derivatives
(or the difference) of one function, the system may be the ﬁrst type of SESCS. As for the hybrid type, its characteristic is
that expressions G(u, φ) and H(u,ψ) can be both divided into two parts, and one part must be the same as the forms
G(u, φ) and H(u,ψ) in the ﬁrst type respectively. That is to say this part is made up of the spectral problem of the original
soliton equation. If a system does not satisfy the above rules, it will belong to the second type of SESCSs.
In the above paragraph, we discussed the classiﬁcation of SESCSs. Here we also want to remark that the hybrid KPESCS
(24) can be actually transformed into the second type KPESCS (4) through the point transformation in the case of a = 0. For
the simplicity of computation, we set v = ∫ x−∞ u dx and M = 1, then the hybrid KPESCS is written as
vxxxx + 6vxvxx − 4vxt + 3v yy = 8b(ϕψ)x + 6a
[
ϕxxψ − ϕψxx − (ϕψ)y
]
, (77)
a[4ϕxxx − 4ϕt + 6vxϕx + 3vxxϕ − 3v yϕ] + 4b(ϕy + ϕxx + vxϕ) = 6a2ϕ(ϕψ), (78)
a[4ψxxx − 4ψt + 6vxϕx + 3vxxψ + 3v yψ] + 4b(ψy − ψxx − vxψ) = −6a2ψ(ϕψ). (79)
Now we make the following transformation
v = V (X, Y , T ), ϕ = Φ(X, Y , T )eλx+μy, ψ = Ψ (X, Y , T )e−λx−μy,
X = x+ αy + βt, Y = y + γ t, T = t, (80)
consequently the system (77)–(79) is transformed into the system (4) with M = 1 when the above parameters satisfy the
condition
α = 2b
3a
, β = b
2
3a2
, γ = b
a
, λ = − b
3a
, μ = − 2b
2
27a2
.
On the other hand, because of the non-singularity of the transformation (80), the second type of KPESCS can also return to
the hybrid type. This means that the hybrid type is equivalent to the second type for the KPESCSs in essence. Here it should
be noted that the similar situation also exists in the case of soliton equations without sources. For example, the generalized
NLS equation [11]
qt = iqxx + a
(
q2q∗
)
x + ibq2q∗, a,b ∈ R
can be transformed into the derivative NLS equation
rτ = irξξ + a
(
r2r∗
)
ξ
through the following variable change
r = r(ξ, τ ), q = reiη, ξ = x+ βt, τ = t, η = cx+ dt,
β = 2b
a
, c = −b
a
, d = −b
2
a2
(a = 0).
Besides, for the 2D Toda case, it remains unclear as to whether there exists a similar transformation under which the hybrid
type can be transformed into the second type, and we have not found such a transformation yet. So it is necessary to study
the hybrid type of SESCSs more deeply and to study the inner relation among the three types of SESCSs. We hope we can
solve the above problems in the future work.
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Appendix A. Hirota’s bilinear operator identities
The following bilinear operator identities hold for arbitrary functions a, b, c, a′ , b′ , c′ and d
Dxab · cd = (Dxa · d)cb − ad(Dxc · b), (A.1)
(DxDta · a)b2 − a2(DxDtb · b) = 2Dt(Dxa · b)ba, (A.2)
Dx(DxD ya · b) · ab = Dy
(
D2xa · b
) · ab − Dx(Dya · b) · (Dxa · b), (A.3)
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[
(Dya · b) · cd + (Dyc · d) · ab
]= Dy[(Dxa · d) · cb − ad · (Dxc · b)], (A.4)(
eDna · a)b2 − a2(eDnb · b)= 2 sinh( Dn
2
)(
e
Dn
2 a · b) · (e− Dn2 a · b), (A.5)
(
eDna · b)cd − ab(eDnc · d)= e Dn2 [(e Dn2 a · c) · (e− Dn2 b · d)− (e− Dn2 a · c) · (e Dn2 b · d)], (A.6)
Dx
[(
Dya · a′
) · bb′ + (Dyb · b′) · aa′]+ (DxD ya · a′)bb′ − (DxD yb · b′)aa′
= (Dxa · a′)(Dyb · b′)− (Dya · a′)(Dxb · b′)+ Dy(Dxa · b′) · ba′, (A.7)(
eDna · b)(c′)2 − c2(eDna′ · b′)= e Dn2 (e Dn2 a · c′) · (e− Dn2 b · c′)− e− Dn2 (e Dn2 c · b′) · (e− Dn2 c · a′). (A.8)
Appendix B. Proof of Proposition 2
Proof. Suppose that fn , g j,n , h j,n and k j,n satisfy (48)–(53), what we need to prove is that f ′n , g′j,n , h
′
j,n and k
′
j,n in (68)–(75)
also satisfy (48)–(53). In fact, according to Appendix A and (68)–(75), we have
P j,1 =
{(
Dx + e−Dn
)
fn · g j,n − a
[(
M∑
i=1
ki,n
)
g j,n − fn P j,n
]}
f ′ng′j,n
− fn g j,n
{(
Dx + e−Dn
)
f ′n · g′j,n − a
[(
M∑
i=1
k′i,n
)
g′j,n − f ′n P ′j,n
]}
=
[
Dx fn · f ′n − a
M∑
i=1
(
ki,n f
′
n − fnk′i,n
)]
g j,ng
′
j,n − fn−1g j,n+1 f ′ng′j,n
− fn f ′n
[
Dxg j,n · g′j,n − a
(
P j,ng
′
j,n − g j,n P ′j,n
)]− fn g j,n f ′n−1g′j,n+1
=
[
Dx fn · f ′n − a
M∑
i=1
(
ki,n f
′
n − fnk′i,n
)− λ
μ
fn−1 f ′n+1
]
g j,ng
′
j,n
− fn f ′n
[
Dxg j,n · g′j,n − a
(
P j,ng
′
j,n − g j,n P ′j,n
)− λ
μ
g j,n−1g′j,n+1
]
= 0,
P =
[(
DxDt − 2eDn + 2
)
fn · fn −
M∑
j=1
(aDt + bDx)k j,n · fn +
M∑
j=1
(
a + beDn)g j,n · h j,n
]
f ′n f ′n
− f 2n
[(
DxDt − 2eDn + 2
)
f ′n · f ′n −
M∑
j=1
(aDt + bDx)k′j,n · f ′n +
M∑
j=1
(
a + beDn)g′j,n · h′j,n
]
= 2Dx
(
Dt fn · f ′n
) · fn f ′n − 2( fn+1 fn−1 f ′n f ′n − fn fn f ′n+1 f ′n−1)
− a
M∑
j=1
Dt
(
k j,n f
′
n − fnk′j,n
) · fn f ′n − b
M∑
j=1
Dxt
(
k j,n f
′
n − fnk′j,n
) · fn f ′n
+ a
M∑
j=1
(
g j,nh j,n
(
f ′n
)2 − f 2n g′j,nh′j,n)+ b
M∑
j=1
(
g j,n+1h j,n−1
(
f ′n
)2 − f 2n g′j,n+1h′j,n−1)
=
[(
λ
μ
Dt − αDx
)
fn−1 · f ′n + 2 fn f ′n−1
]
fn f
′
n+1 − fn−1 f ′n
[(
λ
μ
Dt − αDx
)
fn · f ′n+1 + 2 fn+1 f ′n
]
+ bλ
M∑
j=1
[
g j,n+1h′j,n fn−1 f
′
n − fn f ′n+1g j,nh′j,n−1
]− aα
β
M∑
j=1
[
g′j,n+1h j,n fn−1 f
′
n − fn f ′n+1g′j,nh j,n−1
]
= 0,
P j,2 = [k j,n+1 fn − k j,n fn+1 + g j,n+1h j,n] f ′n+1 f ′n − fn+1 fn
[
k′j,n+1 f
′
n − k′j,n f ′n+1 + g′j,n+1h′j,n
]
= [k j,n+1 f ′ − fn+1k′ ] fn f ′n − [k j,n f ′n − fnk′ ] fn+1 f ′ + g j,n+1h j,n f ′ f ′n − fn+1 fn g′ h′n+1 j,n+1 j,n n+1 n+1 j,n+1 j,n
406 H.-Y. Wang, X.-B. Hu / J. Math. Anal. Appl. 376 (2011) 393–406= [k j,n+1 f ′n+1 − fn+1k′j,n+1 + λg j,n+1h′j,n+1] fn f ′n − [k j,n f ′n − fnk′j,n + λg j,nh′j,n] fn+1 f ′n+1
= 0.
The above results indicate that Eqs. (48)–(50) hold. In an analogous way, we can prove other equations hold. So we have
completed the proof. 
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