We consider quantum integrable models with gl(2|1) symmetry. We derive a set of multiple commutation relations between the monodromy matrix entries. These multiple commutation relations allow us to obtain different representations for Bethe vectors.
Introduction
The algebraic Bethe ansatz is an efficient method for finding the spectra of quantum Hamiltonians [1] [2] [3] . It is also known that this method is well suited for calculating correlation functions of quantum models [4] [5] [6] [7] . The latest problem, within the framework of the algebraic Bethe ansatz reduces to the calculating scalar products of Bethe vectors. In their turn, the scalar products mentioned above appear to be a particular case of multiple commutation relations (MCR) of the monodromy matrix entries. The subject of this paper are MCR in the gl(2|1)-based models.
In the models solvable by the algebraic Bethe ansatz, the determining is an RRT -relation
R(u, v) · (T (u) ⊗ I) · (I ⊗ T (v)) = (I ⊗ T (v)) · (T (u) ⊗ I) · R(u, v). (1.1)
Here R(u, v) is an R-matrix acting in the tensor product V ⊗ V of an auxiliary vector spaces V . The monodromy matrix T (u) acts in V ⊗ H, where H is a Hilbert space of a quantum model. Equation (1.1) holds in the tensor product V ⊗V ⊗H. It sets the commutation relations between the matrix elements T ij (u) of the monodromy matrix T (u). At the same time, to calculate scalar products and form factors one should know the MCR of the type
Formally, knowing [T ij (u), T kl (v)] one can calculate the commutator in (1.2). However, a straightforward use of the RT T -relation in this case, leads to extremely complex expressions that hardly can be used for further analysis. The MCR in the gl(2)-invariant models and their q-deformations are well known [5, 8, 9] . Some generalizations to the models with gl(3)-invariant R-matrix were considered in [10] . In the present paper we deal with the models based on the superalgebra gl(2|1). Among the models described by this algebra, the most famous is the supersymmetric t-J model, which plays an important role in the condensed matter physics [11, 12] . The algebraic structure of this model as well as the application of the algebraic Bethe ansatz were considered in [13] [14] [15] [16] [17] [18] .
As explained above, the MCR are needed for calculating the scalar products of Bethe vectors. However, in models with high rank symmetry, to construct the Bethe vectors is already a nontrivial task. This problem was considered by different approaches [10, [19] [20] [21] [22] [23] . A generalization of a trace formula for the Bethe vectors [23] for the case of superalgebras gl(m|n) was obtained in [24] . Recently, explicit expressions for the Bethe vectors in the models with gl(2|1) and gl(1|2) symmetries were found in [25] . In this paper we use a method of MCR and prove the equivalence of different representations for the gl(2|1) Bethe vectors. We also obtain new formulas for them.
The article is organized as follows. In section 2 we introduce the model under consideration and describe necessary notation. Section 3 is devoted to the most simple MCR. In section 4 we formulate more complex MCR, which allow us to prove different representations for the Bethe vectors in section 5. In sections 6, 7 we prove the MCR formulated in section 4. In appendices A and B we gather some identities necessary for the proof.
Basic notions and notation
For gl(2|1)-based models an auxiliary vector space V is a Z 2 -graded space C 2|1 with a basis {e 1 , e 2 , e 3 }. We call the vectors {e 1 , e 2 } even, while e 3 is odd. Respectively, we introduce a party function on the set of indices as [ where c is a constant and P is a graded permutation matrix [26] . The tensor product in (1.1) also is graded leading to the set of commutation relations between the monodromy matrix entries T ij :
[T ij (u), T kl (v)} = (−1)
where we have introduced a graded commutator as
Relabeling in (2.2) the subscripts i ↔ k, j ↔ l, and replacing u ↔ v we obtain one more commutation relation
Relations (2.2), (2.4) are the starting point of our study. Let us describe now the notation used below. We mostly use the same notation as we did in our papers concerning the models with gl(3) symmetry (see e.g. [10] ). Apart from the function g(x, y) we also introduce two functions
The functions introduced above have the following obvious properties:
Extending the Z 2 -grading to the operators T ij by
we distinguish between even operators (i.e. [T ij (u)] = 0) and odd operators (i.e. [T ij (u)] = 1). It follows from the commutation relations (2.2), (2.4) that any even operator T ij (u) commutes with itself for arbitrary values of the argument u. On the other hand, one has for the odd operators T ij (u)
Therefore it is convenient to introduce symmetric products of the odd operators. 9) and
Obviously, the operator products introduced above are symmetric over the parametersv = {v 1 , . . . , v n }.
Let us formulate a convention on the notation. We denote sets of variables by bar:w, u,v etc. For the sake of generality, we will sometimes use such the notation, even in cases where the set consists of only one element. Individual elements of the sets are denoted by Latin subscripts: w j , u k etc. The subsets complementary to the individual elements are denoted bȳ u k :ū k =ū \ u k . As a rule, the number of elements in the sets is not shown explicitly in the equations, however we give these cardinalities in special comments to the formulas. The notation u ± c means that all the elements of the setū are shifted by ±c:ū ± c = {u 1 ± c, . . . , u n ± c}.
Subsets of variables (including subsets consisting of one element) are labeled by Greek subscripts:ū α ,v σ ,w β etc. The union of the sets is denoted by braces:w = {ū,v}. A subset complementary to the setū α is denoted byūᾱ:ūᾱ =ū \ū α . The notationū ⇒ {ū α ,ūᾱ} means that the setū is divided into two subsetsū α andūᾱ. Similarly, the notationv ⇒ {v α ,v β ,v γ } means that the setv is divided into three disjoint subsets. Hereby, {v α ,v β } =vγ, {v α ,v γ } =vβ, and {v γ ,v β } =vᾱ. We assume that the elements in every subset of variables are ordered in such a way that the sequence of their subscripts is strictly increasing. We call this ordering natural order.
In order to avoid too cumbersome formulas we use shorthand notation for products of commuting operators. Similarly to (2.9), (2.10) we introduce
One should follow the same prescription for the products of the functions g, f , h. Namely, if such the function depends on a set of variables, this means that one should take the product over the corresponding set. For example,
To conclude this section we introduce a partition function of the six-vertex model with domain wall boundary conditions (DWPF) K(ū|v) [27, 28] . This function plays an important role in the MCR. It depends on two sets of variablesū andv, such that #ū = #v. By definition K(∅|∅) = 1. Otherwise, if #ū = #v = n, n > 0, then the function K(ū|v) has the following determinant representation:
where ∆ ′ (ū) and ∆(v) are
It is easy to see that K(ū|v) is symmetric overū and symmetric overv, however K(ū|v) = K(v|ū). Some useful properties of the DWPF are gathered in appendix A.
MCR of operators belonging to the same row or column
In this section we consider relatively simple MCR. They occur if the operators T ij and T kl belong to the same row or column of the monodromy matrix, i.e. either i = k or j = l.
Proposition 3.1. Let #ū = n, #v = m, and {ū,v} =w. Then for i, j, k < 3
For i, j < 3
All the sums are taken over partitionsw ⇒ {w α ,wᾱ} with #w α = n and #wᾱ = m.
Proposition 3.1 gives us the MCR for the operators belonging to the same row of the monodromy matrix. In order to obtain the commutation relations for the operators from the same column it is enough to apply antimorphism of the algebra (1.1) [25] 
Clearly, that after the action of ψ onto equations (3.1)-(3.6) we obtain MCR for the operators belonging to the same column of the monodromy matrix. The proofs of (3.1)-(3.5) are similar one to each other. They use induction over the numbers of the operators and summation lemmas B.1, B.2. The proof of (3.1) (based on lemma B.2) was given in [10] . In order to show how lemma B.1 works we consider the proof of (3.3).
It follows from the commutation relations (2.4) that
It is easy to see that this equation coincides with (3.3) for n = m = 1. Then one can use double induction over n and m. However, for n = 1 or m = 1 it is better to apply the standard scheme of the algebraic Bethe ansatz. Let for definiteness n = 1 and m > 1. Then moving the operator T ij (u) through the product T i3 (v) we obtain the following result
Here Λ and Λ k are some rational coefficients to be determined, and we recall thatv k =v \ v k . Obviously, in order to obtain the term proportional to Λ, the operator T ij (u) should go to the right preserving its original argument. This immediately gives
Let us find now Λ 1 . The product T i3 ({v 1 , u})T ij (v 1 ) arises if and only if the operators T ij (u) and T i3 (v 1 ) exchange their arguments:
where U W T means unwanted terms. Generically, we call a term unwanted if it does not contribute to the desirable coefficient. In the case under consideration, the term proportional to
is unwanted, because moving the operator T ij (u) through the product T i3 (v 1 ) we cannot obtain T ij (v 1 ) in the extreme right position. Now, when the operator T ij (v 1 ) moves to the right it should preserve its argument v 1 . This gives us
where we used g(
, and we finally obtain
Due to the symmetry of T i3 (v) overv we conclude that
Thus,
Comparing equations (3.15) and (3.5) at n = 1 we see that the first term in (3.15) corresponds to the partitionw α = u andwᾱ =v. The other terms in (3.15) appear if we setw α = v k and wᾱ = {v k , u}. Thus, (3.5) is proved for n = 1 and m arbitrary. Generalization for n > 1 can be done via induction over n. Suppose that (3.5) holds for some n − 1. Then acting successively with T ij (ū n ) and T ij (u n ) on the product T i3 (v) we obtain
(3.16) Here we first have partitions of the set {ū n ,v} into subsetsw α andwᾱ with #w α = n − 1 and #wᾱ = m. Then we combine u n andwᾱ and divide this set into subsetsw ρ andw σ with #w ρ = 1 and #w σ = m. As a result we have divided the setw = {ū,v} into three subsets {w α ,w ρ ,w σ } in such a way that u n / ∈w α . Substitutingwᾱ = {w ρ ,w σ } \ u n into (3.16) we arrive at
Here the sum is taken over partitions of the set {ū,v} into subsets {w α ,w ρ ,w σ }. Observe that we have got rid of the restriction u n / ∈w α . Indeed, due to the factor g(u n ,w α ) in the denominator all the terms of the sum vanish as soon as u n ∈w α .
Let us set {w α ,w ρ } =w µ . Thenw σ =wμ, and (3.17) turns into
One can say that here we first divide the set {ū,v} into subsets {w µ ,wμ}, and then divide the subsetw µ intow α andw ρ . The sum over partitionsw µ ⇒ {w α ,w ρ } (see the terms in the parenthesis in (3.18)) can be computed explicitly via lemma B.1
Substituting this into (3.18) we finally arrive at
what coincides with (3.3) at #ū = n up to the labels of the subsets.
Other equations of proposition 3.1 can be proved in the similar manner.
MCR of operators belonging to different rows and columns
MCR of the operators belonging to the different rows and columns of the monodromy matrix are much more sophisticated than the ones considered above. We will consider only one specific example of these MCR. This example is important, because it allows one to obtain different representations for the Bethe vectors.
Definition 4.1. For #ū = a and #v = b define two operators
and
In both equations the sum is taken over partitionsv ⇒ {v α ,vᾱ} andū ⇒ {ū α ,ūᾱ} with the restriction #ū α = #v α = n, where n = 0, 1, . . . , min(a, b).
The operator (4.1) was considered in [25] . There it was proved that it possesses the following recursion:
Here the sum is taken over partitionsv = {v ρ ,vρ}, where the subsetv ρ consists of one element. Recall thatū a =ū \ u a . 
The notation is the same as in (4.3).
The proof of this proposition will be given in the following sections. Here we would like to mention only that proposition 4.1 yields
Then using recursions (4.3) and (4.4) we arrive at (4.5). Equation (4.5) can be considered as MCR of the operators T 12 (ū) and 
Here λ i (u) are some scalar functions depending on a specific model. The Bethe vectors depend on two sets of variables (Bethe parameters)ū andv. We denote the Bethe vectors Φ a,b (ū;v). It was proved in [25] that they have the following explicit form: Φ a,b (ū;v) = X a,b (ū;v)Ω, where X a,b is given by (4.1). As we have proved that X a,b (ū;v) = Y a,b (ū;v), we immediately obtain an alternative representation Φ a,b (ū;v) = Y a,b (ū;v)Ω, where Y a,b is given by (4.2). Thus, we have the following explicit formulas for the Bethe vectors:
Here we have used that T 22 (u)Ω = λ 2 (u)Ω and extended the convention on the shorthand notation (2.12) to the products of the functions λ 2 (u). Due to proposition 3.1 we can easily obtain another representations
Let us prove, for instance, the second equation (5.3). Consider the sum over partitionsv ⇒ {v α ,vᾱ} in the second equation (5.2) for n = #v α fixed. Using (3.2) we obtain
where we have an additional sum over partitionsv ⇒ {v β ,vβ}. The partitionsv ⇒ {v α ,vᾱ} and v ⇒ {v β ,vβ} are independent except that #v α = #v β = n. Thus, we can take the sum over partitionsv ⇒ {v α ,vᾱ} in the r.h.s. of (5.4). For this we first transform the DWPF K(v α |v β +c) using (A.2)
Substituting this into (5.4) we obtain
where we have used (B.9) and (A.2). Substituting this into (5.4) we arrive at
7) It remains to replace herev β →v α andvβ →vᾱ, and we obtain the second representation (5.3).
Similarly, starting with the first representation (5.2) and using summation formula (B.1) we find the first representation (5.3).
To conclude this section we give also explicit representations for the dual Bethe vectors. They belong to the dual space and can be obtained from (5.2), (5.3) via antimorphism (3.7). This antimorphism sends the pseudovacuum vector to its dual: ψ(Ω) = Ω † . The vector Ω † belongs to the dual space and possesses the properties 
(5.10)
6 MCR (4.5) for a = 1
For a = 1 equation (4.5) takes the form
Here the sum is taken over partitions of the setv into subsetsv α andvᾱ with a restriction #v α = 1. This MCR can be proved via the standard method of the algebraic Bethe ansatz. Indeed, due to (2.4) we have
Then moving the operator T 13 to the left and the operator T 22 to the right we eventually obtain the following result
Here Λ k ,Λ k , and M jk are some rational coefficients. The setv j,k isv \ {v j , v k }. Due to the symmetry of T 23 (v) overv it is enough to find Λ 1 ,Λ b , and M 21 . For this we need particular cases of equations (3.1), (3.2)
(6.5) Here the sums are taken over partitionsū ⇒ {ū ρ ,ūρ} with #ū ρ = 1.
Let us find Λ 1 . Then it is clear that only the term k = 1 in (6.2) contributes into this coefficient. Indeed, all other terms cannot produce T 22 (v 1 ) in the extreme right position. Thus, presenting T 23 (v) as
we obtain
Clearly, the product T 13 (v 1 )T 22 (u) does not contribute to the desirable coefficient. In the remaining product T 13 (u)T 22 (v 1 ) the operator T 13 (u) should be kept in its extreme left position, while T 22 (v 1 ) should be moved to the extreme right position. Hereby, the argument v 1 of T 22 should be preserved. Then we arrive at
Similarly, calculatingΛ b we should consider only the term with k = b in (6.2)
Now T 22 (u) should be kept in its extreme right position, while T 13 (v b ) should be moved to the left preserving its argument. We find
Finally, it is easy to see that M 21 = 0. Indeed, in order to obtain M 21 we should take only the term with k = 1 in (6.2). In other words we arrive at (6.7). Otherwise we cannot obtain T 22 (v 1 ) in the extreme right position. But the operator T 13 is already in the extreme left position, hence, it cannot depend on v 2 . Thus, we conclude that M 21 = 0. Using now the symmetry properties we find
and hence,
what is equivalent to (6.1).
MCR (4.5) for a and b arbitrary
In order to show that the operator Y a,b (ū,v) satisfies recursion (4.4) we act with T 12 (u a ) on the operator Y a−1,b (ū a ,v)
Here the sum is taken over partitionsv ⇒ {v α ,vᾱ} andū a ⇒ {ū α ,ūᾱ}.
The goal is to move T 12 (u a ) to the right in such a way that eventually to have all the operators in the following order:
2)
The analysis of the commutation relations shows that moving T 12 (u a ) to the right we might obtain several types of the operator products
3)
The first two types (7.3) and (7.4) coincide with the operator products in the definition of Y a,b (ū,v). We call such term wanted terms (WT). The remaining terms are unwanted (UWT).
We will see that the terms of the type (7.5) cancel the sum over partitions in (4.4), while the terms of the type (7.6) cancel them selves.
Wanted terms
In this section we pay attention to the wanted terms only. The wanted terms are characterized by the property that the operators T 13 and T 23 depend only on the variables from the setv, while the operators T 12 and T 22 depend only on the variables from the setū. Moving T 12 (u a ) through the product T 13 (v α ) we use (3.3). Let us write it in the form
where the sum is taken over partitionsv α ⇒ {v ρ ,v σ } with #v ρ = 1. Substituting this into the r.h.s. of (7.1) we obtain
The second term in the square brackets is unwanted, as it contains T 13 (u a ). Therefore we postpone its consideration and arrive at
Here we have an additional partitionvᾱ ⇒ {v ρ ,v σ } with #v ρ = 1. The contribution proportional to T 13 (u a )T 23 (v σ ) T 22 (v ρ ) is again unwanted. The term proportional to T 23 (vᾱ)T 12 (u a ) already contains all the operators in the necessary order. Thus, we obtain the first contribution to the wanted terms
It remains to consider the last contribution in (7.10), which is proportional to the product
In order to complete the calculation we should move T 22 (u a ) through the product T 12 (ū β ). However, before doing this we can take the sum over partitionsvσ ⇒ {v α ,v ρ }. Indeed, we have
Hence,
Thus, the sum over partitionsvσ ⇒ {v α ,v ρ } involves only the rational functions in the square brackets of (7.14). We have
where we used K(u a − c|v ρ ) = −1/h(v ρ , u a ). We see that the sum over partitions is reduced to lemma B.2. Hence, we arrive at 16) what gives us
Here we have relabeledv σ byvᾱ andvσ byv α .
It remains to move the operator T 22 (u a ) through the product T 12 (ūᾱ). It can be done via (3.1). In our case this equation takes the form
18) where the sum is taken over partitionsūᾱ ⇒ {ū ρ ,ū σ } with #ū ρ = 1. Substituting this equation to (7.17) we find
where
20) and
Observe that the contribution W 2 can be written in the form
Here, in distinction of the original formula (7.1) we have the sum over partitions of the complete setū (i.e. including u a ). However, we have the restriction u a ∈ū α . In (7.21) we can take the sum over partitionsūσ ⇒ {ū α ,ū ρ }. Setting there {ū α ,ū ρ } =ūσ we obtain
The sum of the terms in the square brackets can be computed via (B.10)
Thus, we arrive at
where we relabeledūσ byū α andū σ byūᾱ. We see that
Thus, we have again the sum over partitions of the complete setū, however, now the restriction is u a ∈ūᾱ. Hence all together we obtain
Thus, we have shown that the contribution of the wanted terms to the action of the operator T 12 (u a ) onto Y a−1,b (ū a ,v) produces the operator Y a,b (ū,v) . It remains to prove that the unwanted terms do not contribute to the final result.
Cancellation of unwanted terms
We focus now at the unwanted terms. We denote their contributions by symbols U k . Later we shell split these contributions into two groups: the terms of the type (7.5) will be denoted by Z k ; the terms of the type (7.6) will be denoted byZ k .
First contribution
We start with term proportional to T 13 (u a )T 23 (v σ ) T 22 (v ρ ) in (7.10). Substituting therevᾱ = {v σ ,v ρ } we obtain
Moving T 13 (u a ) to the left via
we find
Now we move the operator T 22 (v ρ ) through the product T 12 (ūᾱ) via (6.4)
Here we have an additional sum over partitionsūᾱ ⇒ {ū µ ,ū τ } with #ū τ = 1. The first term in the square brackets contributes to the type (7.5):
The second term in the square brackets contributes to the type (7.6). Substituting therē uᾱ = {ū µ ,ū τ } we obtain
Here the sum over partitionsūμ ⇒ {ū α ,ū τ } can be taken. The product f (ū α ,ū µ )f (ū τ ,ū µ ) combines into f (ūμ,ū µ ), while the sum of the terms in the square brackets is a particular case of lemma B.2:
Substituting this into (7.33) and relabelingūμ byū α andū µ byūᾱ we find
Second contribution
We now turn back to the term with T 13 (u a ) in (7.8). Substituting therev α = {v σ ,v ρ } we obtain
Now we move T 12 (v ρ ) through the product T 23 (vᾱ) via (6.1)
Here we have an additional sum over partitionsvᾱ ⇒ {v µ ,v τ }, wherev τ consists of one element.
The term with the product T 23 (vᾱ) T 12 (v ρ ) gives direct contribution to the type (7.6)
In the remaining terms of (7.37) we can partly take the sums over partitions. Consider the first term in the square brackets in (7.37) setting therevᾱ = {v µ ,v τ }
In this formula the setv is divided into four subsets {v τ ,v ρ ,v σ ,v µ } with #v τ = #v ρ = 1. Combining {v σ ,v ρ } intov γ we obtain
The sum over partitionsv γ ⇒ {v σ ,v ρ } (see the terms in the square brackets) can be easily computed via contour integration:
where the integration contour surrounds the pointsv γ . Taking this integral by the residues outside the contour we find
Substituting this into (7.40) we obtain
The second term in the square brackets of (7.37) can be treated similarly. Again settinḡ vᾱ = {v µ ,v τ } we obtain
This time we combine {v σ ,v τ } intov γ and find
The sum over partitionsv γ ⇒ {v σ ,v τ } (see the terms in the square brackets) can be computed via (B.15)
Substituting this into (7.45) we arrive at
It remains to combine the contributions (7.47) and (7.43) (relabelingv τ byv ρ in (7.43)), what gives us
Final cancellations
To achieve our goal we should move T 22 (v ρ ) in (7.48) through the product T 12 (ūᾱ) via (6.4)
Here we obtain additional partitionsūᾱ ⇒ {ū σ ,ū ρ }, whereū ρ consists of one element. The first term in the square brackets contributes to the terms of the type (7.5)
Replacing herev γ →v α andv µ →v σ we obtain
Combining this contribution with (7.32) we find (7.52) and hence,
We see that this contribution cancels the sum over partitions in the recursion (4.4). The second term in the square brackets of (7.49) contributes to the terms of the type (7.6), therefore we denote it byZ 3 . We havē
where we substitutedūᾱ = {ū σ ,ū ρ }. Combining {ū α ,ū ρ } intoū µ we obtain
We see that we can take the sum over partitionsū µ ⇒ {ū α ,ū ρ }. This sum involves the terms in the square brackets and the product f (v ρ ,ū α ). Thus, we have two contributions. The first one comes from the sum ūµ⇒{ūα,ūρ} 
where again we have used lemma B.2 and 1/h(v ρ ,ū ρ ) = −K(ū ρ |v ρ + c).
The sum (7.56) produces the contribution
where we usedū µ =ūσ. After relabeling the subsetsv γ →v α ,v µ →v σ ,ū σ →ūᾱ, andūσ →ū α we arrive at
Comparing this equation with (7.35) we see thatZ
(1) 3 = −Z 1 . Similarly, the sum (7.57) produces the term
Here we again relabel the subsetsv γ →v σ ,v µ →vᾱ,ū σ →ūᾱ, andūσ →ū α , what gives us
Comparing this expression with (7.38) we see thatZ
= −Z 2 . Thus, the terms of the type (7.6) do cancel them selves, and we see that unwanted terms do not contribute to the final result.
Thus, we have proved, that the operator Y a,b (ū,v) satisfies recursion (4.4).
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A Properties of DWPF
The DWPF is symmetric function ofū and symmetric function ofv. It behaves as 1/u n (resp. 1/v n ) as u n → ∞ (resp. v n → ∞) at other variables fixed. It has simple poles at u j = v k . The behavior of K near these poles can be expressed in terms of DWPF with less number of arguments:
where reg means the regular part at u n → v n and we recall thatū n =ū \ u n andv n =v \ v n . One can also easily check that the DWPF possesses the properties: The sum is taken with respect to all partitions of the setw into subsetsw α andwᾱ, such that #w α = m 1 and #wᾱ = m 2 .
Proof. The proof is based on a well known explicit representation for the Cauchy determinant. Let #ū = #v = n. Then The sum is taken with respect to all partitions of the setw into subsetsw α andwᾱ, such that #w α = m 1 and #wᾱ = m 2 .
The proof of this Lemma is given in [29] . Here the sum is taken over partitionsū ⇒ {ū α ,ūᾱ} with #ū α = 1.
Proof. Since both parts of (B.10) decrease at ξ → ∞, it is enough to consider residues in the poles at ξ = u j and ξ = v j . In the r.h.s. they are quite obvious. If ξ = u j in the l.h.s., then the pole occurs if and only if u j ∈ū α . Since #ū α = 1, we conclude thatū α = u j , and there is only one term in the sum over partitions. Thus, we arrive at K(v|{ūᾱ, ξ})g(ū α , ξ)f (ūᾱ,ū α ) Here the sum is taken over partitionsv ⇒ {v α ,vᾱ} with #v α = 1.
This identity follows from (B.10) after the replacements c by −c andū ↔v.
