q) at each time step t = kτ with k = 0, 1, 2 . . . [Zauderer , 1983] . The jump length takes the fixed value δ. The time step τ is also fixed. There is a constant probability r that the particle stays at the same place at each time step. The laws of probability imposes that p + q + r = 1. We denote by ∆x k the displacement made by the particle at time step t = kτ .
Without any loss of generality, we can express the transition probabilities for each time step in terms of a constant δ 0 (to be determined) and the parameters r and δ.
P (x → x + δ, t = kτ ) = p = 1 2 1 − r + δ δ 0 (1)
P (x → x, t = kτ ) = r.
The distance traveled by the particle after k time steps is X k = k i=0 ∆x k . As ∆x k = pδ − qδ + r × 0 = (p − q)δ, it is straightforward to calculate its mean value
As the jumps are independent random events, the variance of the total displacement equals the sum of the variances of the random events
We now take the continuum limit τ → 0 and δ → 0 and try to see whether a macroscopic behavior emerges from this limit. From the mean displacement equation (4), a nonzero finite limit of X k is achieved if we set 
where D is a constant value interpreted as the diffusivity. Note that equation (8) is fully consistent with the scaling δ 2 ∝ τ . In summary, we have found that in the continuum limit τ → 0 and δ → 0, the random walk can be characterized by the mean displacement X and the fluctuations (encoded through varX)
X (t) = ut and varX(t) = 2Dt
The macroscopic parameters u and D are related to the microscopic parameters r and δ 0
So, the knowledge of the macroscopic behavior of the particle leads to partial information on the local behavior: the parameters r and δ 0 are linked through equation (10), but they are not uniquely determined.
Let us now derive the advection diffusion equation. To that end, let us consider the probability of finding the particle at position x at time t + τ . At the previous time increment, the particle was at the same place (with probability r), at x − δ (and so jumped to the right with probability p), or at x + δ (and so jumped to the left with probability q) P (x, t + τ ) = rP (x, t) + pP (x − δ, t) + qP (x + δ, t)
D R A F T October 21, 2015, 11:00am D R A F T A Taylor expansion (order 2 in space, order 1 in time, higher orders leads to vanishingly small values) leads to
Collecting the terms, we get
In the continuum limit, making use of equation (7) and equation (8) leads to the desired
The derivation above holds for D > 0. For D = 0 (pure advection), the expression of the transition probabilities must be changed into
where r 1 and r 2 are constant parameters. The mean displacement X k = k(p−q)δ admits a nonzero finite value if we set lim τ →0,δ→0
implying the scaling δ ∝ τ . The variance become vanishing small lim τ →0,δ→0
In that case, the governing equation at the macroscopic scale is the advection equation 
Approximation of the forward Kolmogorov equation
An approximation of the forward Kolmogorov equation (11) in the paper
can be found by transforming the discrete probabilities into continuous probability density functions and using Taylor expansions
and in doing so, we can approximate the forward Kolmogorov equation by a multidimensional Langevin or Fokker-Planck equation. To that end, we first calculate the mean change of state per unit time
We also calculate the covariance matrix
Using Taylor expansions of P , it can be shown that the forward Kolmogorov equation (21) can be approximated by the Langevin equation [Allen, 2007] where W is a vector of length M whose entries are independent Wiener process and B 1/2 denotes the square root of B. The square root of the tridiagonal matrix B may be tractable analytically, but it involves intense calculations for high-dimension problems [Vandebril et al., 2008] . To simplify the calculations, we follow Gillespie [2001] and write the covariance matrix B as the product of an M × (3M + 1) matrix C
with
with α i = λ i + µ i n i In other words, we can write the entries of C for 1 < i < M:
• There are four nonzero entries:
Let us now consider that W is a vector of length 3M + 1 whose entries are independent
Wiener process, then with no loss of generality, we can transform equation (25) 
This system of equations can be solved numerically (see section 5).
Poisson representation and exact Langevin equations
Here we show how to solve the forward Kolmogorov equation (21) For one-variable problems, the generating function is
Simple algebraic manipulations allow us to pass from the forward Kolmogorov equation (21) to a partial differential equation for G. For instance, whenever we meet terms like (n + 1)P (n + 1, t), the corresponding term of the generating function is
In short, we thus have the following rules (n + 1)P (n + 1, t) → ∂G ∂s
For M-dimension problems, the generating function is i and summing, the terms like
With these rules in mind, we can transform equation (21) into
Poisson representation
The advection equation (32) is quite complicated to analyze and solve for multi-variable systems. Another more instructive form can be derived using the Poisson representation, a sort of Laplace transform [Gardiner , 1983] . We expand the state probability as a superposition of Poisson processes of rate a = (a i )
e −a i a
where f (a, t) is the probability density function of a i in cell i. The generating function (31) can be written
which can be seen as the scalar product (in an appropriate functional space)
is the Laplace kernel function. The differential problem (32) can be written in the form
which is equivalent to
where
is the adjoint of L s (G). The governing equation for f is thus a Fokker-Planck equation
with the drift and diffusion functions
Analysis of the Langevin representation of b
The Fokker-Planck equation (40) is equivalent to the system of Langevin equations
As we stated in the paper, it is very tempting to take the continuum limit of equation (41) by taking ∆x → 0
where κ(x, t) = σ − µ and λ are a smooth functions, b(x, t) is a continuous function such that b(x i ) = a i /∆x in the limit of ∆x → 0 and ξ b is a Gaussian noise term such that
which is an advection equation with a source term. It admits a homogeneous steady-state
Far from the boundaries, there is a homogeneous regime, in which the function b(x, t) fluctuates randomly around b ss . What is the variance of these fluctuations? Let us introduce
. Making use of the Itô rule for the differential of dg [Gardiner , 1983] , we get
Taking the ensemble average and assuming homogeneous conditions (
andū p uniformly constant) state gives
Under spatially homogeneous conditions, g depends only on r = x ′ − x. The change of variables x → x and x ′ → x + r leads to
We end up with the following governing equation for g ∂ g(r, t) ∂t
where the gradient terms have cancelled out.
For steady state conditions (∂ t g(r, t) ss = 0), we find that the spatial correlation is
from which we deduce the second order moment
and the variance of b under steady state conditions
Euler scheme for solving the Langevin equation for a i
The Euler (or Euler-Maruyama) approximation of the Langevin equation
(with an appropriate initial condition) is the iterative scheme [Higham, 2001; Iacus, 2008 ]
In practice the random terms Z k+1 i − Z k i coming from the difference of the Wiener processes are modeled as r √ ∆t where r is a random number drawn from a uniform distribution (0 ≤ r ≤ 1).The Euler scheme has order 1/2 of strong convergence, i.e. we can find a constant C such that
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Iterative calculation of the spatial cross correlations
We have found
which is independent ofū p ! What goes awry with this theory?
Let us return to the discretized equations (41) and let us calculate the second-order moment (making use of the Itô rule)
which involves the unknown cross correlation a i a i−1 . Assuming homogeneous steadystate conditions (λ a i = λ a , no time dependence), this equation yields
An evolution equation for the correlation
which under steady-state conditions gives 0 = 2λ a ss − 2(κ + ν) a i a i−1 ss + ν a 2 ss + ν a i a i−2 ss (59) which depends a i a i−2 ss . To close the system, let us assume that this term ν a i a i−2 ss is zero, then
and after substitution into equation (57), we get 2(κ + ν) a 2 ss = 2(λ + µ) a ss + 2ν
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which depends on ν and gives equation (55) in the limit ν → 0.
Higher-order approximations can be obtained iteratively by calculating the correlations
and closing the system by assuming that at order K, the last correlation term a i a i−K−1 ss is zero. Figure 2 shows the variation of var a with the emigration rate ν. There is clearly a significant effect of ν: the variance of a decreases with increasing ν. The higher the emigration rate, the higher the order of the approximate solution required to get a sufficiently accurate estimate of var a. Note than when ν approaches the CFL limit (∆t) −1 = 100 s −1 , the simulation blows up.
Iterative calculation of the autocorrelation time
The calculation of the autocorrelation functions obeys the same logic as the spatial cross correlations. We cannot find a closed-form expression, but by using a hierarchy of equations of increasing order, we can deduce an estimate of the autocorrelation function.
Let us introduce
We have the hierarchy of equationṡ
. . .
To leading order, we have :
8. Stability condition of a central explicit scheme for Langevin equation
We derive the stability condition of the central explicit scheme for the deterministic part of Langevin equation, equation (31) of the manuscript (with κ = σ − µ),
that can be rewritten as
To this end, a von Neumann stability analysis is performed on the base solution b =λ/κ.
Introducing an exponential perturbation,
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The amplification factor is therefore
The method is stable if g(ξ) lies inside the unitary circle in the complex plane, i.e. if |g(ξ)| ≤ 1. Taking into account that −2 ≤ cos(ξ ∆x) − 1 ≤ 0 and −1 ≤ sin(ξ ∆x) ≤ 1, the method is stable if the following condition holds:
Substituting the definitions of r and ζ (70) into equation (74) and solving for ∆t, we arrive at the stability condition for the time step
Therefore, the method is conditionally stable.
We can check that equation (75) correctly predicts well known results in simpler cases:
• The second order centred scheme is unstable for the pure advection equation: setting κ = 0,λ = 0, D = 0 andū p = 0 in equation (75), it follows ∆t ≤ 0. Therefore, the scheme is unconditionally unstable at all ∆t.
• In the pure diffusive case (i.e. κ = 0,λ = 0,ū p = 0, D = 0) we recover the diffusion stability condition of explicit schemes ∆t ≤ ∆x 2 /2D.
It is interesting to highlight the stabilizing effect of the parameter κ:
• In the convective-erosion-deposition case (i.e. D = 0), the scheme is conditionally stable when ∆t ≤ 2κ∆x 2 /(κ 2 ∆x 2 +ū • Finally, for very thin meshes, ∆x → 0, equation (75) can be approximated as
So the stability condition is dominated by the diffusion coefficient D and the deposition rate κ in this limit.
A fully implicit scheme could be formulated to avoid the constraint on the time step.
In such a case, Thomas' algorithm could be employed to solve efficiently the tridiagonal system of equations. 
Variance of diffusive processes
This Ito's rule for the change of variable f = b ′2 in equation (77) gives
with A = d∂ xx b − κb ′ . If we take the ensemble average, we end up with (82) denotes the Fourier transform. The solution to this algebraic equation is straightforward
Taking the inverse Fourier transform leads to
from which we deduce the variance by taking r = 0
This expression holds for ∆x → 0 (in practive, when the observation window is very small compared to the correlation length ℓ c ). It may be interesting to calculate an average variance over a control volume of arbitrary length ∆x
Naturally, in the limit ∆x → 0, we retrieve the local variance (85).
Simulation of advection and diffusion
Here we show numerical simulations of the Langevin equations
We solved this system of Langevin equations numerically using an Euler scheme with time step dt = 0.01 s (see section 5) [Higham, 2001; Iacus, 2008] . The computational domain was split into M = 100 cells of length ∆x = 1 m.
We solved an initial boundary value problem with the initial condition a i (0) = 1. We imposed boundary conditions on the left and the right with ghost cells: a 0 = 0 and a M +1 = a M . We used the same parameters λ = 10 s
For the advection rate, we took ν = 1 s −1 , ν = 5 s −1 , and ν = 10 s −1 . The dots and gray lines show the numerical simulations. Averages and probabilities were computed over 500 samples once the steady state has been reached (in practice for t ≥ 10 s).
The mean behavior is obtained by taking the continuum limit (89) (we can make the comparison directly since ∆x = 1 m and c(x, t) = ̟ p a i ss /∆x in the limit ∆xo0). There is an excellent agreement between the numerical data (dots) and the solution to the advection diffusion equation (89) for all values of ν tested. Figure 4 shows how a k (t) evolves with time at the middle of the computational domain. Again, there is excellent agreement between the advection diffusion equation (89) and the numerical data. As a summary, the mean behavior is well captured by theory. Figure 5 shows particular realizations.
More interestingly, Figure 6 shows the empirical distribution of the numerical data and the theoretical gamma distribution Ga(α, β) with three sets of parameters: α = λ/µ and β = µ/(σ − µ) (dashed line) which hold for one-cell systems [Ancey and Heyman, 2014] , withα = a 
Analytical solution to the pure advection solution
Here we provide the analytical solution to the pure advection equation [referred to as equation (20) in the paper]
where the source term is s(c) = λ ′ − (σ − µ)c = λ ′ − κc and the advection velocityū p is assumed constant. We consider the following boundary initial value problem c(0, t) = 0 for t ≥ 0 and c(
where f is a positive function satisfying f (0) = 0 for the consistency of the initial and boundary conditions. We use the method of characteristics [Zauderer , 1983] and cast equation (92) We first solve the system of characteristic equations for domain 1 (see Figure 8 )
with the initial data written parametrically as
The integration is straightforward
We now solve the system of characteristic equations for domain 2 (see Figure 8 )
The initial data for the boundary value problem can be written parametrically as
The solution is readily found
The full solution to the boundary initial value problem is thus c(x, t) = c 1 (x, t) for x ≥ū p t, c 2 (x, t) for x <ū p t.
(101) Figure 9 shows the exact solution to the boundary initial value problem considered in Figure 2 in the body of the paper.
Expressing a as a convolution sum
Let us take the ensemble average of the Langevin equation (41) d dt
Under steady state (not necessarily homogeneous) conditions, we can recast the latter system of equations in matrix form
where Λ is the column vector (λ i ) 1≤i≤M and A is a M ×M lower bidiagonal matrix, whose main diagonal elements are κ i + ν i (1 ≤ i ≤ M) and the lower diagonal entries are −ν i−1
(1 ≤ i ≤ M − 1) (all other entries are zero). The inverse of a lower bidiagonal matrix is a lower triangular matrix L, whose entries can be calculated exactly [e.g., see section 4.3
of Vandebril et al., 2008] . We introduce the M × M diagonal matrix K, whose diagonal terms are K i = κ i + ν i and the M × M elementary matrix Q i = I − q i e i+1 e i , where e i denotes the vector of length M in which all but one entry is zero: e i = 1, e k = 0 for k = i, I is the identity matrix, and
This is a M × M lower triangular matrix whose entries are
The steady state solution can thus be expressed as a convolution sum
or said differently, this means that the Poisson rate at cell i depends on all upstream Let us now assume that the system is also homogeneous so that λ i = λ, κ i = κ, and
After simple algebraic manipulations, we find that
Let us make use of the change of variable ζ = ν/(κ + ν) and recast equation (108) in the form of geometric series
As ζ < 1, we find that in the limit i → ∞,
which is the steady state solution under homogeneous conditions, a ss = λ/κ given by equation (16) in the paper. In general, the series converges quickly to the steady state value a ss . Figure 10 shows an example of calculation: for cell i = 1, there is no particle entering this cell and so the steady state value is a 1 = λ/(κ + ν). For i > 6, the homogeneous steady-state value a ss = λ/κ = 10 is reached to within 1%.
x jump with probability p jump with probability q + δ ȃ δ Figure 1 . Random walk: the particle can jump to the right with probability p or to the left with probability q at each time step. It can stay at the same place with probability r. 
