This study aims at furthering our understanding of the Modified Philip-Dunne Infiltrometer (MPDI), which is used to determine the saturated hydraulic conductivity K s and the Green-Ampt suction head Ψ at the wetting front. We have developed a forward-modeling algorithm that can be used to simulate water level changes inside the infiltrometer with time when the soil hydraulic properties K s and Ψ are known. The forward model was used to generate 30,000 water level datasets using randomly generated values of K s and Ψ values. These model data were then compared against field-measured water level drawdown data collected for three types of soil. The Nash-Sutcliffe efficiency (NSE) was used to assess the quality of the fit. Results show that multiple sets of the model parameters K s and Ψ can yield drawdown curves that can fit the field-measured data equally well. Interestingly, all the successful sets of parameters (delineated by NSE ≥ the threshold value) give K s values converged to a valid range that is fully consistent with the tested soil texture class. However, Ψ values varied significantly and did not converge to a valid range. Based on these results, we conclude that the MPDI is a useful field method to estimate K s values, but it is not a robust method to estimate Ψ values. Further studies are needed to improve the experimental procedures that can yield more sensitive data that can help uniquely identify K s and Ψ values.
Introduction
Saturated hydraulic conductivity K s is one of the most important parameters that control the water seepage processes through the soil profile [1] [2] [3] [4] [5] . The value of K s depends on the size and type of mineral present in the soil; for example, the presence of fine minerals such as silt and clay can greatly reduce K s values [6] [7] [8] [9] . In addition, the value of K s decreases with a reduction in the effective porosity of the system [9] [10] [11] .
Analyzing the undisturbed soil core taken from the field is a common method to determine K s in the laboratory using either the constant-or falling-head permeameter [12] . The soil core method has some challenges including macropores created by insertion of the ring, and relatively small sample size that may not yield a representative K s value [5, 13] . To overcome these disadvantages, several field techniques have been developed to measure the in situ saturated hydraulic conductivity of the soil. However, natural variability of the soil properties and limitations of the field techniques such as sample size and flow geometry could also result in inaccurate estimation of the field-scale hydraulic properties [5, 14, 15] .
One of the common devices used in the field is the Guelph permeameter that was developed by Reynolds and Elrick [16] . This technique can measure the in situ saturated hydraulic conductivity types of media with different grain size distribution were completed by Nestingen et al. [27] in order to compare the accuracy and precision of the Modified Philip-Dunne Infiltrometer, the double-ring infiltrometer, and the minidisk infiltrometer [28] . To determine the accuracy of each device, the mean hydraulic conductivity value was compared with the value obtained by using the falling-head test. Results showed that the MPDI gave the correct trend of decreasing K s values by increasing the fine content of the media. The estimated K s values from the three methods were close to the values of the falling-head test. The most precise method was the double-ring method, followed by the MPDI, and the minidisk infiltrometers.
Our review indicates that several recent studies, including Weiss and Gulliver [29] , García-Serrana et al. [30] , Kristvik et al. [31] , and Taguchi et al. [32] , have used the MPDI approach to measure the in situ soil hydraulic parameters. None of these studies have evaluated the sensitivity of the MPDI theory to the variations of the soil hydraulic parameters. The objective of this study is to complete a comprehensive investigation of the sensitivity of the MPDI theory used for determining K s and Ψ from the drawdown data collected using the MPDI. Figure 1 shows the conceptual diagram of the MPDI. This modified version of the Philip-Dunne permeameter was originally developed by Ahmed et al. [2] . The apparatus is a transparent plastic open-ended tube of internal radius r 1 (typically 5 cm) attached to a metal ring beveled from the edge for vertically inserting the system into an unsaturated soil for a distance of L max (typically at about 5 cm). Water is rapidly poured to the system and the initial height is H in at time t = 0, and the water is allowed to infiltrate into the soil. During infiltration, the changes in water height in the tube H(t j ) is recorded with time (t j , j = 1, 2, ..., n). The soil volumetric moisture content θ in at the beginning of the test, and θ s at the end of the test are also recorded. [33] .
Methods

Background and Governing Equations
The flow velocity at the spherical infiltration surface is given by differentiating Equation (1) with respect to time. Following Philip's approximation, the velocity is only driven by pressure and capillarity forces since they dominate over gravity during the short duration of the test. The pressurecapillary flow velocity across the spherical surface ( ) of radius ( ≤ < ) is given as [2] : To analyze the drawdown data, Ahmed et al. [2] modified the procedure introduced by Philip [18] to account for the difference in the flow configuration due to the installation of the device closer to the surface, rather than inside a borehole. The wetted soil is represented as a capped sphere with a radius of R(t j ) instead of the actual three-dimensional flow configuration. Another simplification that was Water 2019, 11, 1881 4 of 18 applied by Philip [18] and followed by Ahmed et al. [2] is replacing the actual disk infiltration surface (of radius r 1 ) by a sphere with radius r 0 = 0.5 × r 1 . The surface area of the actual disk infiltration surface (of radius r 1 ) and the assumed sphere (of radius r 0 = 0.5 × r 1 ) is the same. Figure 1 shows the notations used to develop the governing equations for the MPDI. The geometry of the wetting front which is a capped sphere of radius R(t j ) is used to express the cumulative infiltration at a given time using the initial and final volumetric moisture content of the soil enclosed within the sphere. A mass balance statement (Equation (1)) that equates the volume of water left in the infiltrometer at a given time H in − H t j πr 2 1 with the cumulative infiltration occurred during the same time is used to compute R(t j ) as a function of H(t j ). This equation is only valid where the geometric shape of the wetting front remains constant at the sphere, typically at R(t j ) with values greater than
The flow velocity at the spherical infiltration surface v co is given by differentiating Equation (1) with respect to time. Following Philip's approximation, the velocity is only driven by pressure and capillarity forces since they dominate over gravity during the short duration of the test. The pressure-capillary flow velocity across the spherical surface v c (r) of radius r(r 0 ≤ r < R) is given as [2] :
The pressure-capillarity potential drop ∆P from the spherical source r = r 0 to the wetting front r = R(t j ) is given by applying Darcy's law:
[v c (r)/K s ]dr. Substituting Equation (2) into Darcy's law yields the following equation (note, the exploratory factor β, equal to π 2 /8, is used to account for the change of flow path efficiency resulting from the replacement of the actual flow configuration) [2] :
The pressure-capillarity potential drop from the spherical source to the wetting front is also given by ∆P = Ψ − P(t j ), where P(t j ) is the pressure at the sphere source. P(t j ) is determined by applying Darcy's law for the flux in the cylinder of soil encased within the infiltrometer q = -K S [dp/dz + 1]. This flux is the same as the rate of drop in the water height inside the infiltrometer q = -∆H(t j )/∆t j . Equating these two fluxes and integrating with z will result in P(t j ) = H(t j ) + L max -[∆H(t j )/∆t j ](L max /K S ). This leads to another expression for the pressure-capillarity potential drop between the spherical source to the wetting front [2] .
By equating the previous two expressions of the pressure-capillarity potential drop from the spherical source to the wetting front (Equations (3) and (4)), Ahmed et al. [2] obtained the following equation that quantifies the temporal drop in the water height inside the infiltrometer as a function of the soil hydraulic properties K s and Ψ:
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Where dR t j /dt in Equations (2) and (3) are calculated as ∆R t j /∆t j in Equations (5) and (6) , and ∆R t j = R t j − R t j−1 . For each application of the MPDI, one measures the water height H(t j ) at different time t j or records t j at different specified H(t j ) until most of the water infiltrates into the soil. R(t j ) is solved first using Equation (1) based on measured H(t j ) values, and then dR t j /dt can be estimated. Equation (5) was used by Ahmed et al. [2] to fit K s and Ψ values by minimizing the absolute difference between the time series of calculated head drop ∆H s (t j ) and measured ∆H(t j ) data using the solver function available in Excel. Another method for setting the optimization procedure is to solve for K s and Ψ using the following equation, which is a rearrangement of Equation (5), written to evaluate ∆t sj and it can be used to fit with measured time intervals ∆t j data.
Based on time-series data of t j and H(t j ) (j = 1, 2, . . . , n), ∆t j = t j − t j−1 and ∆H(t j ) = H(t j ) − H(t j−1 ) are estimated as observed/measured time intervals and head drops, respectively. ∆H s (t j ) and ∆t sj are the changes in the head drop and time intervals, computed using Equations (5) and (6), respectively. Therefore, one has a choice of fitting either (5) or (6) to fit the K s and Ψ values, and in this study, we will fit both equations to understand their relative sensitivities. Also, since both (5) and (6) are nonlinear, the system can yield multiple combinations of K s and Ψ that could fit the observations equally well. The question then is which of these solutions are feasible solutions? And can we accept or reject these values? What is the range of the accepted values of K s and Ψ? The goal of this study is to answer these questions to better understand the advantages and disadvantages of using the MPDI.
Forward-Modeling Algorithm and Its Applications
A forward-modeling code was developed and written in Visual Basic for Applications (VBA) available within Excel. The details of the algorithm which was used are summarized in Figure 2 . Table 1 shows various applications of the forward-modeling code that are discussed in this study. In Application 1, the forward-modeling code is used to develop a synthetic drawdown data (H(t j ) versus t j ), using Equation (6) that was obtained by Ahmed et al. [2] , if the soil hydraulic properties (K s and Ψ) and the initial value of head H in are known, and ∆H t j are then assumed. The water height drop ∆H t j could be assumed to have constant value (we have used 1 cm in this study, this value is free to be selected by the user). The code will then compute H t j = H t j−1 − ∆H t j with H(t 0 ) = H in or H t j = H in − j × ∆H t j since H(t j ) is necessary for solving R(t j ) using Equation (1) and then determines ∆R t j . Then Equation (6) is used to determine ∆t sj from which we can estimate t j = t j−1 + ∆t sj . Note in this type of purely forward application (namely Application 1) one must assume initial head H in and ∆H t j values and use Equation (6) to find ∆t sj . One cannot assume initial Water 2019, 11, 1881 6 of 18 time and ∆t j and employ Equation (5) to compute H(t sj ) because the right-hand side of Equation (5) has H(t j ) (which is the values we are trying to estimate), whereas the right-hand side of Equation (6) does not require the values of t j . Also, H(t j ) values are required to determine R(t j ) using Equation (1) because the right-hand side of Equation (5) and (6) has R(t j ).
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In Application 1, the forward-modeling code is used to develop a synthetic drawdown data (H(tj) versus tj), using Equation (6) that was obtained by Ahmed et al. [2] , if the soil hydraulic properties (Ks and Ψ) and the initial value of head Hin are known, and ∆ ( ) are then assumed. The water height drop ∆ ( ) could be assumed to have constant value (we have used 1 cm in this study, this value is free to be selected by the user). The code will then compute = − ∆ with ( ) = or = − × ∆ ( ) since H(tj) is necessary for solving R(tj) using Equation (1) and then determines ∆ ( ). Then Equation (6) is used to determine ∆ from which we can estimate = + ∆ . Note in this type of purely forward application (namely Application 1) one must assume initial head Hin and ∆ ( ) values and use Equation (6) to find ∆ . One cannot assume initial time and ∆ and employ Equation (5) to compute H(tsj) because the right-hand side of Equation (5) has H(tj) (which is the values we are trying to estimate), whereas the right-hand side of Equation (6) does not require the values of tj. Also, H(tj) values are required to determine R(tj) using Equation (1) because the right-hand side of Equation (5) and (6) has R(tj). For Application 2 and 3, we used field infiltration measurement data collected using the MPDI method for three different soil textures. The MPDI was inserted 5 cm into the soil surface and was Figure 2 . Flowchart for the analysis procedure using the forward-modeling code used to generate the drawdown data and to estimate K s and Ψ for values from measurements of head H(t j ) versus time t j . Note: Between { } is the application number (e.g., Application 1, 2, and/or 3) that the corresponding parameter or a step is only used for that application/applications. For Application 2 and 3, we used field infiltration measurement data collected using the MPDI method for three different soil textures. The MPDI was inserted 5 cm into the soil surface and was rapidly filled with water to an initial height H in . The changes of water height inside the tube H(t j ) was recorded with time (t j , j = 1, 2, ..., n). The soil moisture content prior the test was measured by collecting soil samples from three different locations around the tube. The soil moisture content after the test was also measured by collecting three different soil samples from the location where the tube was inserted. These soil moisture measurements were made gravimetrically in accordance with the test method ASTM-D2216-10 [34] . Then the soil bulk density was measured closely following the procedure described in ASTM-F1815-11 [35] to convert the gravimetric moisture content into the volumetric soil moisture content. The sensitivity of the MPDI theory for predicting ∆t sj (using Equation (6), which is our Application 2) or for predicting ∆H s t j (using Equation (5) , which is our Application 3) for various values of K s and Ψ was evaluated. For the applications 2 and 3, the field-measured water height H(t j ) inside the tube was used in the model. To understand the sensitivity, we randomly generated a large number of datasets (e.g., m = 30,000 used in this study) to test different sets of parameters K si and Ψ i (i = 1, 2, . . . , m) then the drawdown data were predicted for each set. The predicted drawdown data using each set of parameters K s and Ψ were compared with the measured drawdown data to determine what values of K s and Ψ are acceptable. The field recorded measurements for the drop of water height inside the MPDI with time, i.e., H(t j ) and t j (j = 1,2, . . . , n) were used as a part of input data (see Figure 2 ) in the sensitivity study.
The two soil parameters of the MPDI model were sampled randomly using a uniform distribution within the range of 1 × 10 −4 cm/s to 1 × 10 −1 cm/s and −85 cm to −1 cm for K s and Ψ, respectively; these ranges include all the soil types as reported in Clapp and Hornberger [36] . Note the value of Ψ will also be a function of the moisture content and it can vary with the soil type. The total 30,000 sets of generated parameters were checked graphically to make sure that the generated parameter sets cover all possible random combination of K s and Ψ values. The Nash-Sutcliffe efficiency (NSE) [37] was used to rank and evaluate the acceptability of each set of model parameters K s and Ψ. For Application 2, predicted ∆t sj and measured ∆t j = t j − t j−1 were compared to compute the NSE value; note that the forward-modeling code outputs modeled ∆t sj between the measured water heights H(t j ). For Application 3, predicted ∆H s t j and measured ∆H t j = H t j − H t j−1 were compared to compute the NSE value. In this case, the forward-modeling code outputs modeled ∆H s t j at measured water height ∆H t j and ∆t j for ∆H t j = H t j − H t j−1 .
A detailed flowchart for the analysis procedure used in the forward model is shown in Figure 2 for all the three applications (also see Table 1 ). The Newton-Raphson's method was used to solve for the wetting front radius R(t j ) using the mass balance relation (Equation (1)). To evaluate the quality of the fit, the NSE values could be calculated between simulated and measured values of ∆t j , ∆H t j , t j , or H(t j ). However, to be consistent with the analysis procedure introduced by Ahmed et al. [2] , ∆t j and ∆H t j data were used in this study to determine the NSE values. The NSE was calculated only for data when the MPDI analysis is valid, i.e., R t j > r 2 1 + L 2 max .
Results and Discussion
Example of the Use of Application 1: Forward Simulation of Drawdown Curves for Different Types of Soil
The forward-modeling code was used to predict the drawdown curves of the MPDI (Application 1), using Equation (6) that was obtained by Ahmed et al. [2] , for three types of soils using the soil properties reported by Rawls et al. [38] . To show the variations of the drawdown curves predicted using the MPDI theory, at varying soil hydraulic properties, three types of soil (silt loam, sandy loam, and sand, see Table 2 ) were considered. Following the procedure for Application 1 described in the methods section, H in was assumed as 51 cm, and ∆H t j as 1.0 cm (j = 2, 3, . . . , n). The moisture deficit ∆θ was assumed to be the same for all the three soils and fixed at 0.05 (assumed wet soil). Then at ∆θ max (assumed dry soil) for each soil when θ in was set at the field capacity (minimum θ) and θ s at the saturated moisture content or effective porosity (see Table 2 ). The Brook and Corey model [39] was used to determine Ψ for each θ in value and the results are summarized in Table 2 . Note, in Table 2 , θ r is the residual saturation, θ e is the effective porosity, Ψ b is the bubbling pressure, and λ is the pore size distribution; the values reported were selected from the ranges recommended by Rawls et al. [38] . The forward-modeling code considers that the MPD theory is only valid when the geometric shape of the wetting front remains constant at the sphere; typically, at R(t j ) values greater than r 2 1 + L 2 max . The corresponding first water height H(t 1 ) when the MPDI theory is valid can be computed from Equation (1), which is the mass balance equation for determining necessary water needed to satisfy a given moisture deficit ∆θ = θ s − θ in .
Equation (7) clearly shows that the first water height or head drop ∆H 1 after which the model starts to be valid is independent of the soil texture class (not related to K s and Ψ) but only depends on ∆θ. When assuming H in is equal to 51.0 cm and ∆H t j as 1.0 cm (j = 2, 3, . . . , n), and when the value of ∆θ = θ s − θ in was set to be the same value for all the three types of soil at 0.05 (wet soil), the calculated ∆H 1 values for all the three soils is found to be 0.8 cm. Therefore, the water height H(t 1 ) at which the Modified Philip-Dunne model starts to be valid for silt loam, sandy loam, and sand is 50.2 cm. When we used ∆θ max (assuming dry soil) values of 0.217, 0.222, and 0.355, the calculated ∆H 1 values are 3.7, 3.8, and 6.0 cm for silt loam, sandy loam, and sand, respectively. Therefore, the water height H(t 1 ) at which the MPDI model starts to be valid for silt loam, sandy loam, and sand are 47.3 cm, 47.2 cm, and 45.0 cm, respectively.
The corresponding results of the drawdown curves are given in Figure 3 , which starts from H(t 1 ) to 0. When ∆θ was assumed the same for all the soil types at 0.05 (wet soils), the total drawdown time t n of H(t 1 ) = 50.2 cm water within the MPDI for silt loam, sandy loam, and sand were predicted as 45011.3 sec (750.2 min), 13531.6 sec (225.5 min), and 2353.3 sec (39.2 min), respectively. When the forward-modeling code was applied for ∆θ max of each soil (dry conditions), the total drawdown time t n of H(t 1 ) = 47.3, 47.2, and 45.0 cm water within the MPDI for silt loam, sandy loam, and sand were predicted as 17028.9 sec (283.8 min), 5843.9 sec (97.4 min), and 755.3 sec (12.6 min), respectively. Statistical summary (maximum, minimum, average, and standard deviation) of predicted ∆t sj for each 1.0 cm drop is listed in Table 2 for each soil. The smallest ∆t sj occurs at the earliest drawdown interval and the largest ∆t sj at the last drawdown interval.
The total drawdown time t n values needed to infiltrate H(t 1 ) cm water within the MPDI are 57 to 68% shorter when ∆θ was assumed the same for all the soil types at 0.05 (wet soils) than when ∆θ max (dry soils) was assumed. Please note that H(t 1 ) values are different when ∆θ max and ∆θ = 0.05 were assumed for every soil type; therefore, the time needed to infiltrate the first drawdown ∆H 1 was excluded from the calculation since the Modified Philip-Dunne theory is not valid. This means that the total drawdown time t n needed to infiltrate H(t 1 ) cm water from the MPDI into wet soil is much more than the time need to infiltrate into dry soil. This is similar to the observations from previous studies that showed that the rate at which water infiltrates into dry soil can be higher than wet soil [40] [41] [42] .
assumed, tn were predicted as 16392.0 sec (273.2 min), 5644.9 sec (94.1 min), and 755.3 sec (12.6 min) for silt loam, sandy loam, and sand, respectively. The corresponding total drawdown time when ∆θ = 0.05 were also calculated as 42220.3 sec (703.7 min), 12742.7 sec (212.4 min), and 2239.7 sec (37.3 min) for silt loam, sandy loam, and sand systems, respectively. For each of the three soil, the total drawdown time for 45.0 cm of water under ∆θmax is 56 to 66% shorter than one observed using ∆θ = 0.05, but the total drawdown time for silt loam is about 20 times larger than one observed for the sand system. Table 2 for two different values of ∆θ representing wet and dry conditions. Three graphs (a, b, and c) have different scales for the x-axis (time in sec).
Example of the Use of Application 2: Simulation Using ∆ Determined by Equation (6) and Compare with the Measured Time Intervals ∆
A field-measured drawdown data [H(tj) versus tj] were collected using the MPDI for three types of soil (silt loam, sandy loam, and sand). The data for sandy loam were collected in an infiltration basin in Stillwater, Minnesota and provided by Farzana Ahmed [43] . The data for silt loam and sand were collected in an agriculture experimental field and a pile of construction sand, respectively, in Auburn, Alabama. These three soils were selected to represent a relatively wide range of low to high Κs and Ψ values.
The collected data were used in the sensitivity analysis procedure, which uses the forwardmodeling code for Application 2 as described in the flowchart (see Figure 2 ). For every set of the 30,000 randomly generated parameters, the drawdown curves similar to Figure 3 were developed and the NSE values were then calculated using ∆ determined by Equation (6) and the measured Table 2 for two different values of ∆θ representing wet and dry conditions. Three graphs (a-c) have different scales for the x-axis (time in sec).
Since H(t 1 ) values are different as it depends on the assumed value of ∆θ and to facilitate an easy comparison, the time t n needed to infiltrate 45.0 cm (the height at which the model is valid for the three soils) water inside the MPDI was determined for all the three soil types. When ∆θ max was assumed, t n were predicted as 16,392.0 sec (273.2 min), 5644.9 sec (94.1 min), and 755.3 sec (12.6 min) for silt loam, sandy loam, and sand, respectively. The corresponding total drawdown time when ∆θ = 0.05 were also calculated as 42,220.3 sec (703.7 min), 12742.7 sec (212.4 min), and 2239.7 sec (37.3 min) for silt loam, sandy loam, and sand systems, respectively. For each of the three soil, the total drawdown time for 45.0 cm of water under ∆θ max is 56 to 66% shorter than one observed using ∆θ = 0.05, but the total drawdown time for silt loam is about 20 times larger than one observed for the sand system. (6) and Compare with the Measured Time Intervals ∆t j A field-measured drawdown data [H(t j ) versus t j ] were collected using the MPDI for three types of soil (silt loam, sandy loam, and sand). The data for sandy loam were collected in an infiltration basin in Stillwater, Minnesota and provided by Farzana Ahmed [43] . The data for silt loam and sand were collected in an agriculture experimental field and a pile of construction sand, respectively, in Auburn, Alabama. These three soils were selected to represent a relatively wide range of low to high K s and Ψ values.
Example of the Use of Application 2: Simulation Using ∆t sj Determined by Equation
The collected data were used in the sensitivity analysis procedure, which uses the forward-modeling code for Application 2 as described in the flowchart (see Figure 2 ). For every set of the 30,000 randomly generated parameters, the drawdown curves similar to Figure 3 were developed and the NSE values were then calculated using ∆t sj determined by Equation (6) and the measured time intervals ∆t j . Even though the two soil parameters K s and Ψ were sampled 30,000 times randomly using a uniform distribution in the range 1 × 10 −4 cm/s to 1 × 10 −1 cm/s and −85 cm to −1 cm, respectively, Figure 4 only shows the sets of parameters with NSE values greater than zero, which are 3.4%, 32.2%, and 16.2% of the 30,000 sets of parameters for silt loam, sandy loam, and sand, respectively. Figure 4 clearly indicates that a large number of the randomly generated parameters K s and Ψ combinations for each type of soil produced the drawdown curves that did not match well (NSE < 0) with the corresponding observed drawdown data. For example, the x-axes of Figure 4 for the three soils have different scales (0.005, 0.05, and 0.5) for K s in cm/s, all parameter combinations with K s > 0.0018 cm/s for silt loam (Figure 4a ), K s > 0.01 cm/s for sandy loam (Figure 4b) , and K s > 0.082 cm/s for sand ( Figure 4c ) would produce drawdown curves with NSE < 0 in comparison to the measured drawdown data. It means that the Modified Philip-Dunne theory can eliminate any unrealistic K s but not for Ψ since the full range of Ψ would produce drawdown curves with NSE > 0 as long as K s is within a reasonable range (Figure 4 ). This is an important conclusion of the study. Therefore, we used wide ranges for K s and Ψ to randomly generate 30,000 parameter sets; if narrow rages were used, it may not allow us to obtain this important result.
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The successful values of Κs (with NSE ≥ the threshold) are ranged within the same order of magnitude that are consistent with the tested soil texture class: 2.4-5.3×10 −4 cm/s, 1.6-4.3×10 −3 cm/s, and 1.9-3.5×10 −2 cm/s for silt loam, sandy loam, and sand, respectively ( Figure 6 ). Previous studies have shown that the measured Κs values may vary among the measurement methods by two or more orders of magnitude [26, 44] .
On the other hand, the successful Ψ (with NSE ≥ the threshold) values do not converge to a specific range as in the case of Κs. The Ψ values ranged between −68 cm and −23 cm, −85 cm and −15 cm, and −18 and −4 for silt loam, sandy loam, and sand, respectively ( Figure 6 ). The successful sets of Figure 5 . The field-measured and the simulated drawdown curves using the sets of parameters with the highest and threshold NSE values (determined using ∆t) and for K s and Ψ back-fitted using two assumed ∆θ values: (a) silt loam, (b) sandy loam, and (c) sand. Note, the dots show measured drawdown data, the blue lines give the drawdown curves with the highest NSE (e.g., 0.961 for silt loam), and brown dash-dotted lines give the drawdown curves with the selected NSE threshold (e.g., 0.941 = 0.98 × 0.961 for silt loam).
The successful values of K s (with NSE ≥ the threshold) are ranged within the same order of magnitude that are consistent with the tested soil texture class: 2.4-5.3 × 10 −4 cm/s, 1.6-4.3 × 10 −3 cm/s, and 1.9-3.5 × 10 −2 cm/s for silt loam, sandy loam, and sand, respectively ( Figure 6 ). Previous studies have shown that the measured K s values may vary among the measurement methods by two or more orders of magnitude [26, 44] . parameters Κs and Ψ (with NSE ≥ the threshold) for the three types of soil are plotted together in Figure 6 . The most optimal set of parameters (with the highest NSE values) determined using Application 2 and 3 (see Section 3.3) are reported in Table 3 . Using the backward-fitting analysis procedure introduced by Ahmed et al. [2] , the fitted optimal parameters of Κs and Ψ using ∆t are 3.96×10 −4 cm/s and −37 cm for silt loam with NSE of 0.961; 2.59×10 −3 cm/s and −44 cm for sandy loam with NSE of 0.968; and 2.66×10 −2 cm/s and −9 cm for sand with NSE of 0.986.
Please note that all the synthetic drawdown data that were developed following the procedure of Application 1 (data of Figure 3 ) were also used in the sensitivity analysis procedure, which uses the forward-modeling code for Application 2 as described in the flowchart (see Figure 2 ). Results were similar to Figures 4-6 determined using the measured drawdown data described earlier in this section. Table 3 . The most optimal sets of Κs and Ψ (with the highest NSE values) determined using Application 2 and 3 as described in the flowchart (see Figure 2 ) with measured ∆θ, Hin, θin, and θs (input data) for the three tested soils (silt loam, sandy loam, and sand). On the other hand, the successful Ψ (with NSE ≥ the threshold) values do not converge to a specific range as in the case of K s . The Ψ values ranged between −68 cm and −23 cm, −85 cm and −15 cm, and −18 and −4 for silt loam, sandy loam, and sand, respectively ( Figure 6 ). The successful sets of parameters K s and Ψ (with NSE ≥ the threshold) for the three types of soil are plotted together in Figure 6 .
Soil Type
The most optimal set of parameters (with the highest NSE values) determined using Application 2 and 3 (see Section 3.3) are reported in Table 3 . Using the backward-fitting analysis procedure introduced by Ahmed et al. [2] , the fitted optimal parameters of K s and Ψ using ∆t j are 3.96 × 10 −4 cm/s and −37 cm for silt loam with NSE of 0.961; 2.59 × 10 −3 cm/s and −44 cm for sandy loam with NSE of 0.968; and 2.66 × 10 −2 cm/s and −9 cm for sand with NSE of 0.986. Table 3 . The most optimal sets of K s and Ψ (with the highest NSE values) determined using Application 2 and 3 as described in the flowchart (see Figure 2 ) with measured ∆θ, H in , θ in , and θ s (input data) for the three tested soils (silt loam, sandy loam, and sand). Please note that all the synthetic drawdown data that were developed following the procedure of Application 1 (data of Figure 3 ) were also used in the sensitivity analysis procedure, which uses the forward-modeling code for Application 2 as described in the flowchart (see Figure 2 ). Results were similar to Figures 4-6 determined using the measured drawdown data described earlier in this section. The collected data for the three types of soil were also analyzed using the forward-modeling code of the Application 3 mode (see Figure 2 ), which is based on estimating ∆H s t j determined by Equation (5) and comparing with measured head changes, ∆H t j values. Figure 7 shows the results out of the 30,000 sets of randomly generated parameters K s and Ψ with corresponding NSE values greater than zero for the three types of soil. The number of parameter sets with NSE > 0 are 1.8%, 12.5%, and 5.0% of the 30,000 sets of the parameters for silt loam, sandy loam, and sand, respectively. Results from the simulation using ∆H supported the strong correlation between NSE and K s and the weak correlation with Ψ. The highest NSE values for the most optimal set of parameters are 0.914, 0.872, and 0.940 for silt loam, sandy loam, and sand, respectively. The NSE threshold was determined using the same ratio (0.98) of the highest NSE value applied in Section 3.2. Please note that the NSE calculated from ∆H is lower than the NSE calculated from ∆t. This difference comes from the definition of the NSE proposed by Nash and Sutcliffe [37] that is equal to one minus the sum of the absolute squared differences between predicted and observed values normalized by the variance of observed values. The variance of observed ∆H j is typically less than the variance of ∆t j (see Figures 3 and 5) ; therefore, it leads to a lower value of NSE when NSE was determined using ∆H j .
Soil
Similar to the results from Section 3.2, the successful values of K s (with NSE ≥ the threshold) were ranged within the same order of magnitude that are consistent with the tested soil texture class: 2.9-4.7 × 10 −4 cm/s, 2.0-3.5 × 10 −3 cm/s, and 2.4-3.0 × 10 −2 cm/s for silt loam, sandy loam, and sand, respectively (Figure 8 ). The successful values of Ψ (with NSE ≥ the threshold) still do not converge to a specific range as in the case of K s . The successful values of Ψ (with NSE ≥ the threshold) ranged between −52 cm and −27 cm, −64 cm and −24 cm, and −11 and −6 for silt loam sandy loam, and sand, respectively (Figure 8 ). 
Effects of Applying Varying Moisture Deficit ∆θ on the Back-Fitted Κs and Ψ
Results from Figure 3 show that the drawdown curve predicted using the MPDI theory is different under varying soil moisture deficit ∆θ when Ψ is changed with θin. To examine the sensitivity of the MPDI to varying ∆θ, the soil properties Κs and Ψ were back-fitted using the measured drawdown data for silt loam, sandy loam, and sand using different ∆θ values including the maximum ∆θmax and a very low ∆θ of 0.05 and the results are summarized in Table 4 . Figure 5 shows that the simulated drawdown curves with the back-fitted Κs and Ψ using the maximum and a small ∆θ match well with the observed drawdown data for three types of soil. The back-fitted Κs and Ψ determined using different assumed ∆θ values are basically the same as the back-fitted Κs and Ψ using measured ∆θ if one considers their variations determined in the laboratory or the field. This means that the back-fitted Κs and Ψ using all the drawdown data are not sensitive to ∆θ, which is the same conclusion obtained by Regalado et al [45] using the Philip-Dunne permeameter; they only measured two infiltration times when the permeameter was half full and empty. This does not mean that the Modified Philip-Dunne drawdown curves are not sensitive to the initial moisture contents, The most optimal set of parameters (with the highest NSE values) determined using Application 3 are reported in Table 3 . Using the analysis procedure introduced by Ahmed et al. [2] , the backward-fitted optimal parameters of K s and Ψ using ∆H j are 3.88 × 10 −4 cm/s and −37 cm for silt loam with NSE of 0.914; 2.80 × 10 −3 cm/s and −38 cm for sandy loam with NSE of 0.872; and 2.7 × 10 −2 cm/s and −8 cm for sand with NSE of 0.940. Figure 3 show that the drawdown curve predicted using the MPDI theory is different under varying soil moisture deficit ∆θ when Ψ is changed with θ in . To examine the sensitivity of the MPDI to varying ∆θ, the soil properties K s and Ψ were back-fitted using the measured drawdown data for silt loam, sandy loam, and sand using different ∆θ values including the maximum ∆θ max and a very low ∆θ of 0.05 and the results are summarized in Table 4 . Figure 5 shows that the simulated drawdown curves with the back-fitted K s and Ψ using the maximum and a small ∆θ match well with the observed drawdown data for three types of soil. The back-fitted K s and Ψ determined using different assumed ∆θ values are basically the same as the back-fitted K s and Ψ using measured ∆θ if one considers their variations determined in the laboratory or the field. This means that the back-fitted K s and Ψ using all the drawdown data are not sensitive to ∆θ, which is the same conclusion obtained by Regalado et al [45] using the Philip-Dunne permeameter; they only measured two infiltration times when the permeameter was half full and empty. This does not mean that the Modified Philip-Dunne drawdown curves are not sensitive to the initial moisture contents, as indicated by Figure 3 . Table 4 . Values of the back-fitted saturated hydraulic conductivity K s and the Green-Ampt suction head Ψ at the wetting front for silt loam, sandy loam, and sand using different moisture deficits ∆θ. Note: a Minimum H(t 1 ) at ∆θ max that is used in Figure 5 .
Effects of Applying Varying Moisture Deficit ∆θ on the Back-Fitted K s and Ψ
Results from
Soil
Therefore, the user of the MPDI may assume/estimate ∆θ based on the field condition (wet or dry) to determine K s and Ψ with a good accuracy if the user did not measure θ in and/or θ s since the moisture content θ values at the field capacity (for the lowest θ in ) and saturated condition are available for many reference books. For example, ∆θ can be set at 0.05, ∆θ max /4, ∆θ max /2, 3∆θ max /4, and ∆θ max depending on the observed wet to dry soil condition (Table 4 ). It is important to note that the same measured drawdown data of each type of soil were used to back-fit K s and Ψ reported in Table 4 under different assumed ∆θ values.
Conclusions
We have developed a forward model that was used to further our understanding of the fundamentals of the MPDI theory and identify some of its advantages and limitations. The forward model can be used to simulate synthetic drawdown curves that describe the changes in the water height H(t j ) with time t j when the values of K s and Ψ are known. These simulation results can be used to design the MPDI surveys under different types of field conditions. The forward model can also be used later to determine K s and Ψ values by fitting the synthetic drawdown data against field-measured drawdown data. In this study, the model was used in this curve fitting mode to evaluate the quality of fit of 30,000 sets of randomly generated values of K s and Ψ against the field-measured drawdown datasets compiled for three types of soil. Results show that the model is highly nonlinear and therefore it does not yield a unique best fit. There are multiple sets of parameters that can be used to fit the field-measured drawdown data equally well. The quality of the fit is quantified using an NSE threshold value. Our results show that for the good fits (which are delineated by NSE ≥ the threshold value), the predicted values of K s are within the expected order of magnitude value for the tested soil. However, the value of Ψ can vary considerably even for good fits, especially for soils with low K s . Based on these results, we conclude that the MPDI is a useful method to estimate K s but not a robust method to estimate Ψ. This finding is similar to the results from Gómez et al. [24] who also recommended to use alternate approaches to estimate the Green-Ampt suction head Ψ at the wetting front rather than using the Philip [18] method. In addition, we found that the model fitted K s and Ψ values are not sensitive to the assumed value of the moisture deficit ∆θ, therefore, the user of the MPDI can estimate ∆θ based on qualitative field observations (i.e., wet or dry soil). For example, ∆θ can be set at 0.05 for wet soils, and ∆θ max /4, ∆θ max /2, 3∆θ max /4, or ∆θ max for different levels of partially dry to fully dry soils, respectively. Further studies are needed to simplify the current MPDI theory to fit only the K s values when ∆θ and Ψ values are known, or to improve the experimental procedures that can yield more sensitive datasets that can help uniquely identify K s and Ψ values.
