Let C be a class of graphs and π be a graph parameter. Let Φ be a formula in the first-order language containing only the adjacency and the equality relations. We say that Φ
• D tw (F ) ≥ tw(F ) for every F . Over trees F with n vertices, the values of D tw (F ) occupy the almost full spectrum {1, 5, . . . , n}. The minimum value D tw (F ) = 1 is attained if F is a subtree of a subdivided 3-star K 1,3 . The maximum D tw (K 1,n−1 ) = n is attained for the star graphs on n ≥ 5 vertices.
• D κ (F ) ≥ m n + 2 whenever the number m of edges in F is larger than the number n of vertices. Over graphs F with n vertices, the values of D κ (F ) occupy the almost full spectrum {1, 3, . . . , n}. The minimum value D κ (F ) = 1 is attained for any tree F . The maximum D κ (K n ) = n is attained for the complete graphs on n ≥ 3 vertices.
Introduction
For a fixed graph F on ℓ vertices, let S(F ) denote the class of all graphs containing a subgraph isomorphic to F . The decision problem for S(F ) is known as Subgraph Isomorphism problem. It is solvable in time O(n ℓ ) on n-vertex input graphs by exhaustive search. Itai and Rodeh [12] observed that S(K 3 ), the class of graphs containg a triangle, is recognizable in time n ω , where ω < 2.373 is the exponent of fast square matrix multiplication [10] . By reduction to S(K 3 ), Nešetřil and Poljak [16] showed that the membership of a given graph in S(F ) can be decided in time O(n (ω/3)ℓ+2 ).
For infinitely many F , the class of graphs S(F ) can be recognized in time O(n c ) for a constant c that does not depend on F . This follows from a result by Alon, Yuster and Zwick [2] who showed that S(F ) is recognizable in time
where tw (F ) denotes the treewidth of F . On the other hand, the decision problem for S(K ℓ ), that is, the problem of deciding if an input graph contains a clique of ℓ vertices, cannot be solved in time n o(ℓ) unless the Exponential Time Hypothesis fails [6] .
A sentence Φ defines a class of graphs S(F ) if
where G |= Φ means that Φ is true on G. Courcelle's theorem [7] says that every graph property definable by a sentence in monadic second-order logic can be efficiently decided on graphs of bounded treewidth. This applies to the subgraph isomorphism problem since S(F ) is definable even in first-order logic. More precisely, Courcelle's theorem implies that S(F ) is decidable in time f (ℓ, tw (G)) · n, which means linear time for any class of input graphs having bounded treewidth. Li, Razborov, and Rossman [14] consider the smallest exponent C(F ) such that S(F ) is recognized by bounded-depth circuits of size n C(F )+o (1) . Among other results, they show the optimality of the time bound (1) within the approach of [2] (see also [1, 15] ) and prove that C(F ) ≤ tw (F ) + 1. The parameter C(F ) is related to definability of S(F ). Let W < (F ) denote the minimum number of variables in a first-order sentence defining S(F ) in terms of three relations on the vertex set, namely adjacency, equality, and linear order (the vertices of graphs are supposed to be linearly ordered). Then C(F ) ≤ W < (F ); see [11, 18] .
We are here interested in definability of S(F ) in the absence of the order relation, which can be seen as a weaker computational model than the bounded-depth circuits and is interesting in view of the prominent problem on isomorphism-invariant (or encodingindependent) computations [3] . Let D(F ) denote the minimum quantifier depth of a firstorder sentence that defines S(F ) only in terms of the adjacency and equality relations. Note that S(F ) is recognizable in time n D(F ) . It is easy to observe, however, that D(F ) = ℓ for all F and, therefore, this complexity bound is the same as given by exhaustive search. Nevertheless, we suggest variants of D(F ) corresponding to weaker definability concepts, which are still related to the computational complexity of S(F ) and which are interesting in the framework of descriptive complexity (see, for example, [8, 21] considering quantitative characteristics of definability of graph classes).
We assume that the fixed pattern graph F is connected. Therefore, F is contained in a host graph G if and only if it is contained in a connected component of G. By this reason, the decision problem for S(F ) efficiently reduces to its restriction to connected input graphs. Moreover, it obviously suffices to solve the problem only on all sufficiently large inputs. This motivates the following definition. We say that a sentence Φ defines S(F ) on sufficiently large connected graphs if there is k such that (2) is true for all connected G with at least k vertices. Let D v (F ) denote the minimum quantifier depth of such Φ. Note that D v (F ) ≤ D(F ) and still S(F ) is recognizable in time O(n Dv(F ) ).
Moreover, we say that a sentence Φ defines S(F ) on connected graphs with sufficiently large treewidth if there is k such that (2) is true for all connected G with treewidth at least k. Denote the minimum quantifier depth of such Φ by D tw (F ) and note that D tw (F ) ≤ D v (F ). Fix k that ensures the minimum value D tw (F ) and recall that, by Courcelle's theorem, the subgraph isomorphism problem is solvable on graphs with treewidth less than k in linear time. Note that, for a fixed k, whether or not tw (G) < k is also decidable in linear time [4] . It follows that S(F ) is recognizable in time O(n Dtw (F ) ).
Thus, any upper bounds for the parameters D v (F ) and D tw (F ), which are interesting for us by their own right, also have an algorithmic meaning. Of course, it is hardly expected that estimates of the quantifier depth in first-order logic without order, even relativized to connected graphs, will result in a competitive algorithmic approach. Indeed, we prove that D tw (F ) ≥ tw (F ) (recall that tw (F ) already appears in the existing upper bounds for the time complexity). Nevertheless, we find noteworthy and non-obvious 1 that non-trivial upper bounds for D v (F ) and D tw (F ) are possible at all. It turns out that there are F for which D v (F ) is strictly less than ℓ, and there are F for which D tw (F ) can be arbitrarily small.
We also consider a related parameter D κ (F ) equal to the minimum quantifier depth of Φ defining S(F ) on highly connected graphs, which means that there is k such that (2) is true for all k-connected G. We have
see Section 2 for details. Our results on these three parameters are summarized below.
Definitions over sufficiently large connected graphs. As a first example, in Section 3 we prove that D v (P ℓ ) = ℓ − 1 for the path graphs on ℓ ≥ 4 vertices. Moreover, we exhibit trees
On the other hand, we prove that
Definitions over connected graphs of sufficiently large treewidth. Note that D tw (P ℓ ) = 1 as a consequence of the fact that graphs of large treewidth contain long paths. The decision problem for S(P ℓ ) is, according to [2] , one of "the simplest interesting subcases of the subgraph isomorphism problem". Taking into account the discussion above, we see that this case is solvable in linear time actually due to Courcelle's theorem. In Section 4 we show that, over trees F with ℓ vertices, the values of D tw (F ) occupy the almost full spectrum {1} ∪ {5, . . . , ℓ}. The minimum value D tw (F ) = 1 is attained if F is a subtree of a subdivided 3-star K 1,3 (in particular, a path graph). The maximum D tw (K 1,ℓ−1 ) = ℓ is attained for the star graphs on ℓ ≥ 5 vertices.
Note that a graph G contains the star K 1,s as a subgraph exactly when the maximum vertex degree of G is at least s. Thus, the equality D tw (K 1,s ) = s + 1 implies that the standard first-order definition of the maximum degree is optimal with respect to the quantifier depth even over graphs of large treewidth.
We also prove that D tw (F ) ≥ tw (F ) for every F .
Definitions over highly connected graphs. In Section 5 we show, that over graphs F with ℓ vertices, the values of D κ (F ) occupy the almost full spectrum {1} ∪ {3, . . . , ℓ}.
The minimum value D κ (F ) = 1 is attained for any tree F as a consequence of the fact that graphs of large vertex degree contain any fixed tree as a subgraph. The maximum D κ (K ℓ ) = ℓ is attained for the complete graphs on ℓ ≥ 3 vertices. We also prove that D κ (F ) ≥ m ℓ + 2 whenever the number m of edges in F is larger than the number of vertices ℓ.
Section 6 contains a discussion of further questions.
Preliminaries

First-order descriptive complexity of graph properties
We consider first-order sentences about graphs in the language containing the adjacency and the equality relations. Let C be a first-order definable class of graphs and π be a graph parameter. Let D k π (C) denote the minimum quantifier depth of a first-order sentence Φ such that, for every connected graph G with π(G) ≥ k, Φ is true on G exactly when G belongs to C. Recall that a graph is k-connected if it has more than k vertices, is connected, and remains connected after removal of any k − 1 vertices. The connectivity κ(G) of G is equal to the maximum k such that G is k-connected. We will consider D k π (C) for three parameters π, namely the number of vertices v(G), the treewidth tw (G), and the connectivity κ(G). In particular, D k κ (C) is equal to the minimum quantifier depth of a sentence defining C over k-connected graphs.
Note that tw (G) < v(G). Note also that any graph G with v(G) > k and tw (G) < k can be disconnected by removing fewer than k vertices. Therefore, every k-connected graph has treewidth at least k. It follows that
Note that
, and the similar inequalities hold also for D k tw (C) and D k κ (C). We define
It follows from (4) that
Recall that S(F ) denotes the class of graphs containing a subgraph isomorphic to F . Simplifying the notation, we set
Note that the relations (3) in Section 1 are a particular case of (5).
Given two non-isomorphic graphs G and H, let D(G, H) denote the minimum quantifier depth of a sentence that is true on one of the graphs and false on the other. Define
Lemma 2.1.
Proof. Part 2 follows from Part 1, so we focus on the latter. The inequality D * ,k The full k-cloning of a vertex u in a graph G is the operation of substituting u with a clique of k vertices, each having the same adjacency to the rest of G as u. The void k-cloning is the similar operation where the k clones of u form an independent set.
Graph-theoretic preliminaries
We use the standard notation K n for complete graphs, P n for paths, and C n for cycles on n vertices. Futhermore, K a,b denotes the complete bipartite graph whose vertex classes have a and b vertices. In particular, K 1,n−1 is the star graph on n vertices. The subscript in the name of a graph will almost always denote the number of vertices. If a graph is indexed by two parameters, their sum is typically equal to the total number of vertices in the graph.
The following definitions are illustrated in Fig The megastar graph M s,t is obtained from the star K 1,s by subdividing each edge into P t+1 ; thus v(M s,t ) = st + 1.
3 Definitions over sufficiently large connected graphs
First example: A path subgraph
Since every connected graph with at least 3 vertices contains P 3 as a subgraph, we have
Moreover, there is an existential first-order sentence of quantifier depth ℓ − 1 that defines S(P ℓ ) over connected graphs with at least ℓ vertices. On the other hand, any firstorder sentence Φ defining S(P ℓ ) must contain a sequence of at least ℓ − 1 nested existential quantifiers.
Proof. We first prove the upper bound using Lemma 2. Let now ℓ ≥ 5. Let G and H be two graphs, each with at least ℓ vertices. Suppose that H contains no P ℓ as a subgraph, while G contains a path a 1 a 2 . . . a ℓ . Let m be the largest number such the vertices a 1 , a 2 , . . . , a m form a clique. We split our analysis into three cases.
Case 1: m ≥ ℓ − 1. Spoiler pebbles the clique a 1 , a 2 , . . . , a ℓ−1 and wins because there is no K ℓ−1 in H (having a K ℓ−1 and at least one more vertex, H would contain P ℓ by connectedness).
By the definition of m, the vertex a m+1 is not adjacent to at least one of the preceding vertices. Without loss of generality, we can suppose that a 1 and a m+1 are not adjacent (see Fig. 2 where the proof is illustrated in the case of ℓ = 5; in Case 2 we then have m = 3).
In 
The same argument will be used once again for the proof of Lemma 3.12 below.
A sparkler subgraph: Even more succinct definitions
Our next goal is to show that there are pattern graphs
For this role we take sparkler graphs defined in Section 2. We begin with a simple observation. Proof. H cannot contain P 2ab because, together with K 1,a , it would give an S a,b subgraph. Consider an arbitrary spanning tree T in H and denote its maximum vertex degree by d and its radius by r.
Proof. The lower bounds in parts 1 and 2 is given by Lemma 3.7, that will be proved in the next subsection. Let us prove the upper bounds using Lemma 2.1. Consider connected graphs G and H such that G contains the sparkler graph under consideration as a subgraph and H does not. We suppose that H has sufficiently many vertices.
1. In the first round, Spoiler pebbles the central vertex of a subgraph S a,2 in G. Let x 1 be the vertex in H pebbled in response by Duplicator. If deg x 1 < a or there is no P 3 starting at x 1 , then Spoiler easily wins in the next a moves. It turns out that no other case is possible. Indeed, assume that deg x 1 ≥ a and there is a path x 1 x 2 x 3 . By Lemma 3.2, H contains a vertex z of large degree (more than a). If z = x 2 , this will yield a copy of S a,2 in H with the central vertex at x 2 and the tail x 2 x 1 x for a neighbor x of x 1 . If z = x 2 , we also obtain a copy of S a,2 by looking at a path from z to x 2 , which can be continued to x 1 or to x 3 .
2. In the first round, Spoiler pebbles the central vertex of a subgraph S a,3 in G. Let x 1 be the vertex in H pebbled in response by Duplicator. If deg x 1 < a or there is no P 4 starting at x 1 , Spoiler easily wins in the next a moves. It turns out that no other case is possible. Indeed, assume that deg x 1 ≥ a and there is a path x 1 x 2 x 3 x 4 . As in part 1, Lemma 3.2 implies that at least one of the vertices x 2 and x 3 must have large degree. If deg x 3 is large, specifically deg x 3 ≥ a, then (similarly to Part 1) we will have a copy of S a,3 in H with the central vertex at x 3 and the tail x 3 x 2 x 1 x for some neighbor x / ∈ {x 2 , x 3 } of x 1 . Assume now that deg x 2 is large. Since x 1 x 2 x 3 x 4 is not the tail of any S a,3 -subgraph, x 1 is adjacent to x 3 or it is adjacent to x 4 . We will obtain a copy of S a,3 in H with the central vertex at x 2 and with the tail x 2 x 1 x 3 x 4 in the former case or x 2 x 1 x 4 x 3 in the latter case.
We conclude this subsection with an example of a pattern graph F for which • there is a path y 0 y 1 y 2 y 3 y 4 .
Then (see Fig. 3 Proof of Lemma 3.5. By Lemma 3.2 we know that H must contain a vertex z of large degree, namely deg z ≥ 7. We have y 0 ≁ y 4 for else H would contain a C 5 and, together with z, this would give (by connectedness of H) a S 4,4 . Therefore, y 0 has a neighbour y ′ / ∈ {y 1 , y 2 , y 3 }. y 0 ≁ y 3 for else vertices y 0 , y 1 , y 2 , y 3 , y 4 , y ′ , z would give S 4,4 . Therefore, y 0 has another neighbor y ′′ / ∈ {y ′ , y 1 , y 2 , y 3 , y 4 }. Furhtermore, y 0 ∼ y 2 for else y 0 would have three neighbors y ′ , y ′′ , y ′′′ different from y 1 , y 2 , y 3 , y 4 , which would give S 4,4 . By the same reason, y 0 has no other neighbors, that is, N (y 0 ) = {y 1 , y 2 , y ′ , y ′′ } and deg y 0 = 4. Note that z ∈ {y 0 , y 1 , y 2 , y 3 , y 4 } for else we easily get S 4,4 . Is is also easy to see that z = y 0 , y 4 , y 3 , y 1 (for example, if deg y 1 ≥ 6, then it would give S 4,4 with tail y 1 y 0 y 2 y 3 y 4 ). Therefore, z = y 2 . If y 1 ∼ y ′ or y 1 ∼ y ′′ , we would have S 4,4 with tails y 2 y 1 y ′ y 0 y ′′ or y 2 y 1 y ′′ y 0 y ′ respectively.
To continue the proof of Theorem 3.4, consider sufficiently large connected graphs G and H and suppose that G contains a S 4,4 as in Fig. 3 and H does not. We describe a winning strategy for Spoiler in the game on G and H. Case 1: x 1 is adjacent to any of the vertices x ′ , x ′′ , x ′′′ , say, to x ′ . Spoiler pebbles x 2 and x ′ and wins. Indeed, Duplicator has to respond with two vertices in H both in N (y 0 ) ∩ N (y 1 ), which is impossible by Conditions 1 and 3 of Lemma 3.5.
Spoiler wins by pebbling x ′ , x ′′ , x ′′′ . Duplicator has to respond with three vertices in N (y 0 ) \ N (y 1 ), which is impossible by Conditions 1 and 2 of Lemma 3.5.
The proof of Theorem 3.4 is complete.
A star subgraph: No better definitions of the maximum degree
The following result about D v (K 1,s ) has two consequences. First, the maximum possible value D v (F ) = v(F ) can be attained even if the pattern graph F is a tree. Second, note that a graph G contains the star K 1,s as a subgraph exactly when the maximum vertex degree of G is at least s. Thus, the equality D tw (K 1,s ) = s + 1 implies that the standard way to say that a graph has maximum degree at least s is optimal with respect to the quantifier depth even over large graphs.
Proof. Let G = M s,t and H = M s−1,t . Obviously, G contains K 1,s , while H does not. We now describe a strategy for Duplicator allowing her to win the s-round game on G and H. Note that G is obtained from H by adding another, s-th branch P t . During the first s − 1 rounds, at least one branch of G stays free of pebbles, and this allows Duplicator to use a mirror strategy according to an isomorphism between H and a subgraph of G. Note that, according to this strategy, Duplicator pebbles the central vertex of one graph exactly when Spoiler pebbles the central vertex in the other graph. To describe the last, s-th round of the game, we consider two cases.
Case 1: The central vertex was pebbled in the first s − 1 rounds. Then there is at least one completely free branch in H and at least two such branches in G. Duplicator can use the mirror strategy in the s-th round too.
Case 2: The central vertex was not pebbled in the first s − 1 rounds. This case is different from the previous one only when each of the s − 1 branches of H contains a pebbled vertex, and exactly one branch remains free in G. Assuming this, we consider two subcases. Subcase 2-b: Spoiler pebbles a vertex u in the free branch of G. In this case, the central vertices of G and H are not pebbled. This implies that u is not adjacent to any other vertex pebbled in G. If t ≥ 4, Duplicator is able to find a vertex u ′ in H not adjacent to the vertices previously pebbled in this graph. Theorem 3.6 will be improved below in Section 4.2. Using the current proof of this result, we are now able to prove the lower bounds for the sparkler graphs that were claimed in Theorem 3.3. 
General lower bounds for
We begin with three lemmas. Let v 0 v 1 . . . v t be an induced path in a graph G. We call it pendant if deg v 0 = 2, deg v t = 1 and deg v i = 2 for all 1 ≤ i < t. Furthermore, let S be an induced star K 1,s in G with the central vertex v 0 . We call S pendant if all its pendant vertices are pendant also in G, and in G there is no more than s pendant vertices adjacent to v 0 . The definition ensures that a pendant path (or star) cannot be contained in a larger pendant path (or star). As an example, note that the sparkler graph S s+1,t has a pendant P t+1 and a pendant K 1,s .
Lemma 3.9. If a connected graph F has no pendant vertex, then D v (F ) = v(F ).
Proof. Let G = L ℓ,n and H = L ℓ−1,n , where ℓ = v(F ). Note that G ∈ S(F ), H / ∈ S(F ), and D(G, H) = ℓ.
Note that Lemma 3.9 and Corollary 3.10 will be improved by Corollary 4.6 below. Let p(F ) denote the maximum t such that F has a pendant path P t+1 . If F has no pendant path, i.e., no pendant vertex, then we set p(F ) = 0.
Proof. Denote t = p(F ) and ℓ = v(F ). If F = P t+1 , the claim is trivial. Suppose that F is not a path. Note that ℓ ≥ t + 3. For any n ≥ t, consider graphs G = L ℓ−t,n and
Let s(F ) denote the maximum s such that F has a pendant star K 1,s .
Proof. Denote s = s(F ) and ℓ = v(F ). If F = K 1,s , the claim is trivial. Suppose that F is not a star. Note that ℓ ≥ s + 3. For any n ≥ s, consider graphs G = J ℓ−s,n and H = J ℓ−s−1,n (if ℓ = s + 3, then H = J 2,n = K 1,n+1 ). It remains to note that G ∈ S(F ), H / ∈ S(F ), and D(G, H) = ℓ − s.
We are now prepared to prove Theorem 3.8. If F has no pendant vertex, Lemma 3.9 gives an even stronger bound. Suppose that there is a pendant vertex. Let ℓ = v(F ). If F = K 1,ℓ−1 or F = P ℓ for ℓ ≥ 4, the claimed bound is already known to be true; see Theorems 3.6 and 3.1. Assume, therefore, that F is neither a star nor a path. We now claim that
This is obviously true if F has either no pendant path or no pendant star. If F has both, it will be helpful to consider an arbitrary spanning tree T of F . Note that T contains all pendant paths and stars of F . Moreover, the assumption that F is neither a star nor a path implies that any pendant path and any pendant star share at most one common vertex. The last observation readily yields (6). Theorem 3.8 now follows from (6) by Lemmas 3.11 and 3.12.
Definitions over connected graphs of sufficiently large treewidth
Let (G) s denote the graph obtained from a graph G by subdividing each edge by s new vertices. For example, M a,b = (K 1,a ) b−1 . Since G is a minor of (G) s , we have tw (G) ≤ tw ((G) s ); see [9] . The Grid Minor Theorem says that every graph of large treewidth contains an n × n grid as a minor for a large n; see [9] . If n > 2t, every such graph must contain M 3,t as a subgraph. Therefore, every graph F contained in M 3,t as a subgraph, i.e., such that M 3,t ∈ S(F ), must be present as a subgraph in any graph of sufficiently large treewidth.
On the other hand, if F is not a subgraph of M 3,t for any t, then large treewidth of a graph H does not guarantee that H contains F . Indeed, if F contains a cycle of length s, then H = (K n ) s has girth 3s + 3 and, hence, does not contain F ; at the same time tw (H) ≥ tw (K n ) ≥ n − 1. If F is a tree with maximum vertex degree at least 4, then it does not occur in any cubic graph while it is well known that a random cubic graph with high probability has good expansion properties, which implies linear treewidth.
Nevertheless, alone the existence of a long path in graphs of large treewidth suffices to succinctly define S(F ) for some F that are not subgraphs of M 3,t .
A lollipop subgraph: Full spectrum of the descriptive complexity
Let us make a natural convention that L a,0 = K a .
Proof. We first prove the upper bound D tw (L a,b ) ≤ a. A connected graph H of large treewidth without L a,b cannot contain even K a for else K a could be combined with a long path to give L a,b . Therefore, Spoiler wins on G ∈ S(L a,b ) and such H in a moves.
For the lower bound D κ (L a,b ) ≥ a, consider G = K(a, n) and H = K(a − 1, n), where K(a, n) denotes the complete a-partite graph with each part having n vertices. Note that this graph is (a − 1)n-connected. If n > b, then G contains L a,b , while H for any n does not contain even K a . It remains to note that D(G, H) = a if n ≥ a − 1. Theorem 4.1 implies that the values of D tw (F ) for graphs F with ℓ vertices occupy an almost full spectrum {3, . . . , ℓ}. The least possible value D tw (F ) = 1 is also attained by any tree M 3,t ∈ S(F ) (in particular, by F = K 1,3 , P t , S 3,t , M 3,t ). Indeed, as we already mentioned, the Grid Minor Theorem ensures that any graph H of large treewidth contains a large megastar M 3,t (along with any its subgraph). In the following subsections we will see that an almost full spectrum of values of D tw (F ) can be attained even by F being trees.
A star subgraph: Large treewidth does not help to define the maximum degree
Improving on Theorem 3.6, we now show that the maximum possible value D tw (F ) = v(F ) is attained by star graphs K 1,s . Similarly to Section 3.3, we can conclude that the standard way to say that a graph has maximum degree at least s is optimal with respect to the quantifier depth even over graphs with large treewidth. We use the following auxiliary fact. Proof. It suffices to prove that there exists a pair of graphs G and H as in Lemma 4.2 that, in addition, have arbitrarily large treewidth. Consider a random s-regular graph G and a random (s − 1)-regular graph H on 2n ≥ s vertices. As it was mentioned in the beginning of this subsection, the treewidth of G and H is with high probability linear in n. Moreover, each of the graphs has girth at least 2 s with asymptotically non-zero probability (Wormald [22] ).
A sparkler subgraph: Full spectrum even for subtrees
The arguments used above for Theorems 4.1 and 4.3 can be combined to determine the parameter D tw (S a,b ) for the family of sparkler graphs. Our next result shows that, even over trees with ℓ vertices, the values of D tw (F ) occupy an almost full spectrum {1} ∪ {5, . . . , ℓ}.
Proof. Upper bound. We use the fact that any graph H of sufficiently large treewidth contains P (a+1)b . If H is, moreover, connected and does not contain S a,b , then H cannot contain even K 1,a for else K 1,a could be combined with P (a+1)b to give S a,b . Therefore, Spoiler wins in a + 1 moves on H and any G containing S a,b and, hence, K 1,a . Lower bound can be proved similarly to Theorem 4.3. We only need to consider G and H of girth no less than max(2 a , b).
Note that, by Theorem 4.4, we have D tw (S ℓ−2,2 ) = ℓ − 1 for ℓ ≥ 6 and D tw (S ℓ−3,3 ) = ℓ − 2 for ℓ ≥ 7. Thus, D tw (F ) = D v (F ) in these cases.
General lower bounds for D tw (F )
We now prove a lower bound for those F that are not subgraphs of M 3,t . Recall that p(F ) denotes the maximum t such that F has a pendant P t+1 . Moreover, p(F ) = 0 if F has no pendant path, i.e., no pendant vertex.
Proof. Denote v(F ) = ℓ and p(F ) = t. We begin with a cubic graph B of as large treewidth as desired. Let G be obtained from vertex-disjoint copies of K ℓ−t , P ℓ , and (B) 2ℓ+1 by adding edges between one end vertex of P ℓ and a vertex in K ℓ−t and between the other end vertex of P ℓ and a vertex of degree 2 in (B) 2ℓ+1 midway between two vertices of degree 3. The graph H is obtained from G by shrinking its clique part to K ℓ−t−1 . Both G and H have treewidth at least as large as tw (B). The clique and the path parts of G are large enough to contain a copy of F , while the clique part of H is too small for this. Due to the length of the path part of H, a copy of F could be contained only in the union of the path part and the B part of H. Due to the subdivision of B, this is however possible only if M 3,t ∈ S(F ).
We obtain the following improvement of Lemma 3.9 and Corollary 3.10.
Corollary 4.6. D tw (F ) = v(F ) if a connected graph F has no pendant vertex, in particular, if F is 2-connected.
Note that the lower bound D tw (F ) = v(F ) cannot be extended to graphs of treewidth 2 or more as D tw (L a,b ) = a for all a ≥ 3 by Theorem 4.1.
Another consequence of Theorem 4.5 is a relationship between D tw (F ) and tw (F ).
Proof. Indeed, if F is a tree, then tw (F ) = 1 and the bound is trivial. Otherwise, Theorem 4.5 is applicable. Let F ′ be obtained from F by cutting the longest pendant path. Theorem 4.5 says that
In fact, we have the strict inequality D tw (F ) > tw (F ) unless M 3,t ∈ S(F ). This bound is tight by Theorem 4.1 (which says that
In the other direction, no bound D tw (F ) = O(tw (F )) is true, for example, because of Theorem 4.3.
Definitions over highly connected graphs
Recall that, by Theorem 4.1, for the lollipop graphs we have D κ (L a,b ) = a if a ≥ 3, which includes L a,0 = K a . This shows that the values of D κ (F ) for graphs F with ℓ vertices occupy an almost full spectrum {1} ∪ {3, . . . , ℓ}. The least value is D κ (F ) = 1 for all trees F . This fact is very simple as all highly connected graphs have large minimum degree and, hence, contain any fixed tree. In fact, every graph G with e(G)/v(G) ≥ t contains each tree with t edges (this a weaker form of the Erdős-Sós conjecture; see [9] ). Here and below, e(G) denotes the number of vertices in a graph G.
The maximum possible value D κ (F ) = ℓ is attained by complete graphs F = K ℓ . As we already mentioned, the equality D κ (K ℓ ) = ℓ for ℓ ≥ 3 follows from Theorem 4.1. In other words, there is no better way with respect to the quantifier depth than the standard one to say that the clique number of a graph G is at least ℓ, even if G is supposed to be highly connected.
We now prove a general lower bound for D κ (F ). The proof is based on the classical bounds for the critical probability of the appearance of a subgraph F in random graphs (which also play an important role in [14] ).
Proof. Define the density of a graph H to be the ratio ρ(H) = e(H)/v(H). The maximum ρ(H) over all subgraphs of a graph F will be denoted by ρ * (F ).
By assumption, ρ * (F ) ≥ ρ(F ) > 1. Fix k 0 such that 1 + 1/k 0 < ρ(F ) and consider an arbitrary k ≥ k 0 . Let p(n) ∈ [0, 1] for all n and p(n)/(n
From more general results of Spencer [19] , it follows that with high probability every two vertices in a random graph G(n, p(n)) can be connected by k vertex-disjoint paths and, therefore, G(n, p(n)) is k-connected with high probability. In particular, this holds true for G n = G(n, n −1/ρ * (F ) ).
Assume that a first-order sentence Φ of quantifier depth q defines S(F ) over k-connected graphs. Since Φ can err only on not k-connected graphs, P[G n |= Φ] = P[G n ∈ S(F )] + o(1).
It is known [13, Section 3.3] that lim n→∞ P[G n ∈ S(F )] exists and equals neither 0 nor 1. By (7), P[G n |= Φ] converges to the same limit. The zero-one d-law established in [23] says that if a first-order statement Ψ has quantifier depth d and 0 < α <
which implies
This yields the lower bound D k κ (F ) ≥ e(F ) v(F ) + 2 for all sufficiently large k and, hence, for all k.
As an example, note that Theorem 5.1 implies that D κ (K 4 \ e) = 4, where K 4 \ e denotes the diamond graph. This theorem does not apply to the paw graph L 3,1 because it has equally many edges and vertices and, indeed, D κ (L 3,1 ) = 3 by Theorem 4.1.
Note that high connectivity ensures only trees as subgraphs. If F has a cycle, there are graphs of arbitrarily high connectivity without F . This follows from the fact that there are graphs of arbitrarily large girth and arbitrarily large connectivity [9] . If F is not a tree, we can expect that D κ (F ) is large if the number of vertices of F is large. This follows from the following lemma and the fact (see [22] ) that a random k-regular graph is k-connected with high probability and has large girth with asymptotically nonzero probability. 
Further questions
As above, let F denote a connected graph and ℓ denote the number of vertices in F . One of the most interesting questions that stay open is how tight the lower bound D v (F ) > ℓ/2 is. By Lemma 3.7 about the sparkler graphs, we have D v (S t,t ) ≥ t + 1. We are currently working on the conjecture that this lower bound is sharp. The equality D v (S t,t ) = t + 1 is true for t ≤ 4 (Section 3.2) and for t = 5 (the current proof is rather lengthy and omitted here).
Another important question is if one can efficiently determine or, at least, estimate D tw (F ) for a given tree F .
There remain several intriguing questions about definitions over highly connected graphs. Do there exist 2-connected graphs F with D κ (F ) ≤ ℓ − 1? (cf. Corollary 4.6) What is the asymptotics of D κ (C ℓ )? We know that D κ (C ℓ ) is unbounded, see Proposition 5.2. The exact value of D κ (C 4 ) remains unknown. This is the only missing entry on 4-vertex graphs.
It is known [5] that tw (F ) ≥ e(F )/v(F ). Can one improve Theorem 5.1 and Corollary 4.7 to D κ (F ) ≥ tw (F )? In the other direction, note that it is not true that D κ (F ) = O(tw (F )), for example, because D κ (C ℓ ) = O(1).
Last but not least, let W (C) denote the minimum number of variables in a first-order sentence defining a class of graphs C. Though W (F ) = W (S(F )) = ℓ, its variants W v (F ) and W tw (F ) definitely deserve consideration. In particular, how close can these parameters be to the parameter W < (F ) mentioned in Section 1, i.e., to the width of S(F ) in first-order logic with linear order?
