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Abstract
Information and communication technologies have opened the way to guide recent developments in the field of parking. In
this paper these technologies are applied to model a decision support system that gives insight into 6-months ahead parking
occupancy forecasts for 57 off-street parking locations in Amsterdam. An effect analysis was conducted into the influence of
weather-, event-, parking tariff-, and public transport attributes on parking occupancy. The most influential factors on the
parking occupancy were the scheduling of artistic and sports events, the addition of a public transport line, and the weather
variables thunderstorm, average wind speed, temperature, precipitation, and sunshine duration. Parking tariffs did not signifi-
cantly contribute to model performance, which could have been because of the lack of data and time variability in the parking
tariffs of the examined parking locations. The forecasting algorithms compared were the seasonal naive model as a bench-
mark approach, the Box–Jenkins seasonal autoregressive integrated moving average with and without exogenous regressors
(SARIMAX and SARIMA, respectively), exponential smoothing models, and the long short-term memory neural network.
The SARIMAX model outperformed the other algorithms for the 6-months ahead forecasts according to the lowest root
mean square error (RMSE). By including the event factor, the model improved by 24% based on the RMSE. Weather variables
improved the predictive performance by 8%. Future studies could focus on the addition of more event variables, extension
into an online model, and the impact of spatial–temporal features on parking occupancy.
The development of low-cost, on-demand shared mobi-
lity systems and the rise of the autonomous vehicle have
made the topic of transportation central to current
debate (1). Yet, innovations and developments in the
field of parking are happening more quietly on various
fronts, such as in relation to technology, and research and
design (2). One of these developments is the reduction or
elimination of parking minimums, which refers to the min-
imum amount of parking space required. Cities at the fore-
front of parking progress have reduced or removed
parking minimums and replaced them with maximums,
eventually resulting in a decrease in parking supply (3).
Another development is dynamic pricing, in which
parking prices vary based on dynamic factors. One factor
is pricing based on expected parking occupancy. Transport
experts have found an optimal amount of 15% of unoccu-
pied parking space minimizes the time spent ‘‘cruising for
parking,’’ which adds substantially to the severity of down-
town congestion (4, 5). To reach this optimum, drivers pay
a higher price to park in more desirable parking locations.
Another factor is pricing based on the emission levels of
vehicles. In some European cities such as Amsterdam and
London, cleaner vehicles pay a discount rate on parking
charges, whereas a higher rate applies to vehicles that pol-
lute more (3). Recently, such developments have become
even more relevant, as more public space is required as a
result of the COVID-19 pandemic. Major cities such as
Athens, Paris, and Berlin have set the goal to liberate pub-
lic spaces from cars to allow for clean traffic alternatives,
such as walking and cycling.
As is the case in several other affluent cities,
Amsterdam is actively engaged in developments to reduce
the negative impacts of traffic and transport on the envi-
ronment (6). The municipality of Amsterdam is striving
to promote cleaner transport alternatives, such as cycling
and public transport, a reduction in cars on the streets,
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and a reduction in parking locations, to create more pub-
lic spaces (7). To support decision making in relation to
these policy measures, information about environmental
factors that influence parking behavior and predicted
parking occupancy is required. The objective of this
paper is to propose a forecasting model that provides
insights into future off-street parking occupancy.
For this study, historic off-street parking occupancy
information for 57 public parking garages and park and
ride locations in Amsterdam was used. These parking
locations were either offered and controlled by the muni-
cipality of Amsterdam or by commercial companies, and
covered over 90% of the total public off-street parking
locations in Amsterdam. The parking occupancy data
were obtained from open data feed and were retrieved
from the barrier systems at the parking locations. Using
this data, a model is presented that furthers insights into
the factors affecting parking choice. The temporal models
that were compared to predict parking occupancy for 6
months ahead were long short-term memory (LSTM),
seasonal autoregressive integrated moving average with
and without exogenous variables (SARIMAX and
SARIMA, respectively) and exponential smoothing
model (e.g. error trend seasonality [ETS] models). The
benchmark was a seasonal naive model. We additionally
present a software system to visualize the predicted park-
ing data on a map, allowing decision makers to consult
the occupancy rate forecast for 6 months ahead.
This paper is organized as follows. First we discuss
related literature on parking occupancy forecasts and the
interaction between parking and the built environment.
Next, the model setup is given and we analyze the empiri-
cal parking data set. We then discuss the factors that may
affect off-street parking choice and give the results for
the effect analysis. We subsequently propose five tem-
poral forecasting models and present the results and anal-
ysis for the models. We conclude with a summary of our
findings and recommendations for further research.
Related Literature
The prediction of vehicle parking occupancy and urban
land-use and transport planning have been studied exten-
sively during the last decade. For example, Manville and
Shoup studied the interplay between parking and the
built environment in the city of Los Angeles, and con-
cluded that eliminating the minimum standard led to a
40% to 55% reduction in the parking supply (8).
Christiansen et al. analyzed the impact of parking avail-
ability at the start and end of a trip on mode choice (9).
They concluded that parking restrictions at the work-
place are more effective in reducing car use on work trips
than regulation through parking fees. Liu et al. investi-
gated the interaction between parking and the built
environment in densely built neighborhoods in China
(10). They found that the parking market can actively
decrease the residential parking ratio, that minimum
parking standards lead to more office parking in dense
neighborhoods, and that better transit services and lower
parking ratios are supported. However, the increase in
office parking in these neighborhoods counteracted the
benefits of compact development. De Gruyter et al.
explored the association between high-quality public
transport and reduced car parking requirements in
Melbourne (11). They concluded that a 10% increase in
public transport service supply is associated with a 0.9%
to 1.2% reduction in car parking demand.
In the field of parking occupancy prediction, Stolfi
et al. compared various models on parking prediction in
the city of Birmingham and found that the time series
method provided the most accurate results (12). They
also presented a web page prototype to visualize current
and historical parking data on a map. In comparison to
Stolfi et al.’s research (12), the current study models for a
larger time span and incorporates external factors. Yang
et al. proposed a real-time model using deep learning
approaches such as LSTM for occupancy forecasting in
the Pittsburgh downtown area (13). For input, they used
heterogeneously structured traffic data sources such as
parking meter transactions, traffic speed, and weather
conditions. They concluded that incorporating traffic
speed and weather information significantly improved
parking predictions.
In various time series analysis studies on parking
space prediction, variants of ARIMA have achieved
valuable results. For example, Zhu et al. applied an
ARIMA model with an additional real-time short-term
forecasting framework to create a parking guidance sys-
tem in Nanjing, China, which outperformed both a con-
ventional neural network method and the Markov chain
method (14). Friso et al. implemented seasonal ARIMA
in a short-term traffic prediction case study that, despite
its simplicity, obtained more accurate results than more
complicated methods like multivariate spatial–temporal
ARIMA (15). A major difference between these studies,
which are for real-time purposes and predict one-step
ahead, and the cuurent study is that the purpose of this
research was to gain insights into parking occupancy
over a greater time span.
The following studies highlight the most important
factors that influence car drivers’ parking decisions.
According to Kaplan et al., historic parking data are
influenced by past parking availability for predetermined
time intervals, days of the week, weather conditions, and
events (16). Other influential factors found by van der
Waerden et al. include parking cost and walking distance
(17). Likewise, Khaliq et al. found that the key attributes
drivers consider are ‘‘walking distance to destination’’
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and ‘‘parking cost’’ (18). Golias et al. studied off-street
parking-choice sensitivity and concluded that the diffi-
culty experienced finding a parking space is a more
important factor than the increased parking fee (19).
Although real-time one-step-ahead predictions have
been studied widely, only a few studies are available on
many-steps-ahead predictions. These studies predict
occupancy for 1 (20) to 2 weeks (12) ahead. Contrary to
previous studies, this study had a time span of 6 months
ahead. Parking occupancy forecasts of this time span are
especially suitable for short-term policy decision-making,
such as the organization of parking supply for events by,
for instance, dynamic pricing.
Model Setup
The system architecture of the model is given in Figure
1. The data set contained information about occupancy
and capacity per minute for the 57 parking locations in
Amsterdam during 2018 and 2019. As it contained warn-
ings, errors, and missing values, these were first detected
and imputed using Kalman filter imputation (21).
Afterwards, parking occupancy was aggregated into
hourly data using the robust median. The cleaned data
set was used to compare the LSTM, SARIMAX, and
ETS models with a benchmark seasonal naive model.
The hourly forecasts of the best performing model can
be loaded into a decision support system (DSS). The goal
of a DSS is to provide clear insights into forecast parking
occupancy to assist a human decision maker to more
effectively make choices on parking. The user can work
interactively with this system by providing inputs on cer-
tain parking locations and time ranges, the results of
which can then be saved. The user interface employed
the graphics from OpenStreetMap to visualize the off-
street parking locations.
Empirical Study
For the visualization in this study, six parking locations
were highlighted. Figure 2 presents the spatial arrange-
ment of these locations: ZO-P03 Mikado, ZO-P06 Pathé
Johan Cruijff ArenA, ZO-P10 Plaza ArenA, and CE-P03
Piet Hein are operated by the municipality of
Amsterdam. The other locations are operated by a com-
mercial parking provider.
Figure 3 visualizes the parking locations’ environment,
which contains a soccer stadium, multiple concert halls,
and a railway station. Other facilities include an apartment
block, a shopping center, and a business park. Therefore,
this neighborhood attracts residents and travelers with
various purposes. The other three locations, CE-P03 Piet
Hein, CE-P06 Byzantium, and CE-P07 Museumplein, are
located in Amsterdam’s historic city center. The environ-
ment of CE-P03 Piet Hein is given in Figure 4.
This parking location, operated by the municipality of
Amsterdam, is near the Amsterdam Central railway sta-
tion, a concert hall, and a ferry terminal. CE-P06
Byzantium, and CE-P07 Museumplein are managed by a
commercial parking operator. Figure 5 shows that these
parking locations are situated near a park, museums,
concert halls, and other entertainment venues. In addi-
tion, multiple commercial streets are located in this area.
Figure 6 depicts the development in occupancy and
capacity of these locations from midnight, Monday, July
24 to midnight, Sunday, July 30, 2019. Note that the
capacity changed over time. This was because some















Figure 1. System architecture of the forecasting model.
Fokker et al. 3
parking regulations, that is, parts of the parking garage
are closed for short-term parking, based on the time of
the day. It was also observed that overnight the parking
spaces are only occupied to a limited extent or even have
zero parked cars, whereas during daytime or in the eve-
ning clear peaks were shown. The graphs for CE-P06
Byzantium, CE-P07 Museumplein, and ZO-P06 Pathé
Johan Cruijff ArenA have double peaks. These are typi-
cal for parking locations that serve both commercial and
recreational purposes. Visitors park for commercial pur-
poses around noon, and park for catering establishments
and entertainment venues in the evening. In two parking
locations established near the soccer stadium and concert
halls (ZO-P03 Mikado and ZO-P10 Plaza ArenA), larger
peaks (e.g., Saturday, July 29) caused by a soccer match
were evident.
Patterns in the data set were also investigated using
autocorrelation function (ACF) plots, illustrated in
Figure 7. The values on the x-axis are the lags, l, which
measure the correlation between a time series and a
shifted variant (by l time steps) of itself (22). These pro-
vide clues to an underlying model that describes the data
Figure 2. Locations of the parking garages.
Figure 3. Spatial environment of the parking garages in the southeast of Amsterdam.
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well and characterizes the predictability of a time series
(23). At the beginning of the ACF plots high correlations
were observed. This is because the lower shifted version
of itself was highly correlated with the current value (i.e.,
the lag, l, was close to 0). Further, other higher peaks
represent daily and weekly components. From these
plots, both intraday and intraweek patterns were
observed: each day (24 lags in hours, visualized with a
vertical grid) had a peak; in addition, each week (168
lags in hours) had a larger peak. Note that some loca-
tions had a stronger intraday and intraweek pattern
(e.g., CE-P06 Byzantium) than other locations (e.g., ZO-
P03 Mikado). Thus, from Figures 6 and 7, clear patterns
but also differences between the locations were found,
therefore, the parking occupancy forecasts were modeled
for each parking location separately, rather than apply-
ing a general model.
Identification of Factors Affecting Off-
Street Parking Occupancy
This section highlights the statistical significance of exter-
nal factors on parking occupancy. The factors examined
Figure 4. Spatial environment of CE-P03 Piet Hein.
Figure 5. Spatial environment of CE-P07 Museumplein and CE-P06 Byzantium.
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were the weather, events, parking tariffs, and the addi-
tion of a public transport line. Factors that contributed
significantly to the model performance were implemented
in the forecast model. In Table 1 a summary of the tem-
poral variables is given.
Weather
The weather metadata were provided by the Royal
Netherlands Meteorological Institute from Schiphol
Airport weather station near Amsterdam. This data set
contained hourly observations for 24 weather-related
variables such as temperature, air pressure, and rain.
Some of these variables are highly dependent on each
other. For instance, horizontal view has a negative rela-
tionship with fog. To avoid overfitting, a selection was
made in a way that the weather variables were not
explained by any other variable. The remaining weather
variables were average wind speed, temperature, sun-
shine, precipitation, view, and thunderstorm.
Events
According to previous studies, sports and artistic events
substantially affect parking occupancy in nearby parking
locations (24, 25). This paper focuses on the impact of
sports and artistic events in the stadium Pathé Johan
Cruijff ArenA and the concert halls Ziggo Dome and
AFAS Live, located in the southeast of Amsterdam. For
each event type, nine binary variables were included in
the model. For sports events, four binary variables were
added for the hours before a match started (‘‘Prematch’’
in Table 1). These variables had a 1 if a certain hour was
1, 2, 3, or 4 hours respectively before a match took place
and 0 otherwise. Similarly, four binary variables were
added for 1, 2, 3, and 4 hours respectively after the match
was over (‘‘Postmatch’’ in Table 1). Finally, a binary vari-
able was included: 1 during the match and 0 otherwise
(‘‘During match’’ in Table 1). Nine variables were added
instead of one since, in reality, the amount of occupied
parking space does not increase to its maximum in the
hour before an event starts and drop back to its original
Figure 6. Occupancy and capacity of six parking locations, July 24 to 30, 2019.
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value immediately after the event is over. Instead, visitors
arrive at and leave a parking location more gradually.
This is caused by both the limitations of the parking sys-
tem and traffic congestion on the surrounding roads. For
these reasons, approximately 250 to 300 cars can leave in
1 hour per barrier. Using the same approach, music
events were added to the model (‘‘Preconcert,’’ ‘‘During
concert,’’ and ‘‘Postconcert’’ in Table 1).
Parking Tariffs
In almost all major cities, parking pricing is an important
consideration for policy makers (26), because it not only
significantly contributes to parking occupancy (18), it
also influences the performance of the whole transporta-
tion network (27). However, according to the municipal-
ity of Amsterdam, even though parking in garages is
15% cheaper than on-street parking in the same neigh-
borhood, no strong (relative and absolute) increase in
off-street parking occupancy has yet been detected. Paid
parking is always applied in the locations investigated in
this study. Local variation over time in parking prices is
minimal. Two of the examined locations had a time-
varying parking tariff, but the other four parking loca-
tions had a constant parking tariff that was insensitive to
the hour of the day. One change in these variables
occurred on July 14, 2019: from this day, parking tariffs
increased drastically, sometimes by 100% (28). For each
parking location, the parking tariffs for specific hours
and the maximal parking price for 1 day were added to
the model.
Public Transport Line
As an experiment, a new metro line was included as
a variable: this was the North–South Metro Line,
which connects Amsterdam via the city center. A 0 was
given for the period before the start of the adjusted
timetable (22 July), and a 1 from the start (22 July
onwards).
Figure 7. Empirical study: Autocorrelation function of six locations.
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Results of the Effect Analysis
For the effect analysis, the estimates and p-values from
a z-test of the SARIMAX model were used. This model
contained ARIMA processes and the exogenous regres-
sors in Table 1. Table 2 presents the estimates and p-
values for the weather-, event-, and public transport
line attributes that significantly affected parking occu-
pancy. Statistically significant variables not included in
the table were the ARIMA component variables. The
parking tariff variables are not included in the Table 2
because these were not found to be statistically signifi-
cant for parking occupancy prediction of the examined
parking locations. This finding contradicted the litera-
ture (18, 26, 27); one explanation for this could be that
local variation in parking tariff prices over time is mini-
mal. In four of the parking locations the parking tariffs
only changed once from April 14, 2019. This parking
tariff change was at the end of the time range of the
data set, thus, the model did not have enough data to
learn from the change.
Focusing on the weather attributes, average wind
speed was found to have a modest negative impact on
occupancy in the locations ZO-P06 Pathé Johan Cruijff
ArenA and CE-P06 Byzantium (estimates of 20.066 and
20.041, respectively). The less wind, slightly more people
parked their car in the above-mentioned locations. In
two parking areas temperature had a small negative cor-
relation with parking occupancy. An explanation for this
could be that on colder days travelers choose the car
over alternative transport modes (e.g., bicycle or public
transport). Significant weather variables in CE-P06
Byzantium were precipitation (which had a negative
impact) and sunshine (which had a positive impact). This
makes sense as this garage is located close to a park and
to commercial streets: a sunnier, less rainy day could
attract more visitors to the city center. One variable that
had a strong negative impact on parking was thunder-
storm (29.194 for ZO-P06 Pathé Johan Cruijff ArenA).
It was speculated that, during a thunderstorm, potential
travelers choose to wait for the storm to pass. Except for
Table 1. External Attributes for Effect Analysis
Attribute name Explanation
Weather attributes
Wind speed Average wind speed (in 0.1 m/s) for the previous 10 min
Temperature Temperature (in 0.1C) on 1.50 m height during observation
Sunshine Duration of the sunshine (in 0.1 h) per hour
calculated from global radiation (21 for \ 0.05 h)
Precipitation Hourly sum of the precipitation (in 0.1 mm) (21 for \0.05 mm)
View Horizontal view during observation.
0 = less than 100 m, 1 = 100 to 200 m, 2 = 200 to 300 m, ., 50 = 5 to 6 km,
56 = 6 to 7 km, 57 = 7 to 8 km, ., 79 = 29 to 30 km, 80 = 30 to 35 km,
81 = 35 to 40 km, ..., 89 = more than 70 km
Thunderstorm 0 = did not occur; 1 = did occur in the previous hour
Event attributes
Prematch For h = 1, 2, 3, 4 h before a sports match:
0 = not h hours before a sports match;
1 = h hours before a sports match
Match 0 = not during a sports match; 1 = during a sports match
Postmatch For h = 1, 2, 3, 4 h after a sports match:
0 = not h hours after a sports match;
1 = h hours after sports match
Preconcert For h = 1, 2, 3, 4 h before a music event:
0 = not h hours before a music event;
1 = h hours before a music event
Concert 0 = not during a music event; 1 = during a music event
Postconcert For h = 1, 2, 3, 4 h after a music event:
0 = not h hours after a music event;
1 = h hours after a music event
Parking tariff attributes
Hourly tariff The parking tariff at the relevant parking location, at the given hour
Day tariff The maximum parking tariff for a day ticket at the relevant parking location
Public transport line attribute
Metro line 0 = before the North–South Metro Line opening;
1 = after the North–South Metro Line opening
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thunderstorms, the absolute difference in predicted occu-
pied parking spaces caused by the weather was quite
small. However, these results provided evidence that see-
mingly unimportant factors could still affect parking
occupancy, albeit slightly. For policy decision makers
this means that including these external factors could
help to predict parking occupancy more accurately. The
weather variables were not relevant for 6-months ahead
Table 2. Significant External Factors
Attribute Estimate* p-value** Estimate p-value Estimate p-value
Weather attributes ZO-P03*** ZO-P06 ZO-P10
Wind speed NS NS 20.066 0.040 NS NS
Temperature 20.072 4.504e-5 20.064 0.040 NS NS
Precipitation NS NS 20.156 0.023 NS NS
Thunderstorm NS NS 29.194 0.008 NS NS
Event attributes
Prematch (1 h) 145.611 \2.2e-16 30.163 1.850e-6 360.638 \2.2e-16
Prematch (2 h) 81.251 \2.2e-16 27.024 7.318e-5 189.587 \2.2e-16
Prematch (3 h) 27.552 \2.2e-16 21.022 3.377e-5 44.888 8.906e-11
Match 173.548 \2.2e-16 37.119 6.611e-12 476.499 \2.2e-16
Postmatch (1 h) 82.557 \2.2e-16 NS NS 262.391 \2.2e-16
Postmatch (2 h) 16.340 0.0004 225.752 1.821e-12 94.311 \2.2e-16
Postmatch (3 h) 6.768 0.045 NS NS 51.418 1.277e-7
Postmatch (4 h) NS NS NS NS 17.199 0.013
Preconcert (1 h) 16.585 6.754e-11 19.803 2.311e-6 36.119 6.596e-15
Preconcert (2 h) 10.475 8.198e-5 25.009 2.759e-7 14.486 0.0002
Preconcert (3 h) 7.558 0.0003 23.901 2.651e-7 NS NS
Preconcert (4 h) NS NS 14.211 1.176e-5 NS NS
Concert 16.463 2.543e-15 19.060 5.805e-9 35.112 \2.2e-16
Public transport line attribute
Metro Line NS NS NS NS 212.827 0.042
Weather attributes CE-P03 CE-P07 CE-P06
Wind speed NS NS NS NS 20.041 0.007
Sunshine NS NS NS NS 0.143 0.029
Event attributes
Match NS NS 19.761 1.625e-08 NS NS
Postmatch (1 h) NS NS 20.019 8.104e-12 NS NS
*
The estimates represent correlations with parking occupancy, where a value \0 signifies a negative correlation and a value .0 signifies a positive
correlation.
**P-values were obtained from a z-test. Using significance level a= 0:05 the following hypotheses were considered: H0 : bi = 0 versus H1 : bi 6¼ 0 for
i= 1, :::, 28. The null-hypothesis was rejected for the attributes with a p-value \a. Coefficients with a p-value .a were not statistically significant
(indicated by ‘‘NS’’).
***Parking locations Mikado (ZO-P03), Pathé Johan Cruijff ArenA (ZO-P06), Plaza ArenA (ZO-P10), Piet Hein (CE-P03), Byzantium (CE-P06) and
Museumplein (CE-P07).
Table 3. RMSE on Seasonal Naive, ETS, SARIMA, SARIMAX (6-Months Ahead Forecast), and LSTM (1-Hour Ahead Forecast); the
lowest RMSE values for 6 months ahead predictions are in bold.
Time span Model ZO-P03 ZO-P06 ZO-P10 CE-P03 CE-P06 CE-P07
6 months ahead Seasonal naive 59.481 68.947 96.868 27.970 46.728 71.411
ETS 56.295 65.331 92.037 26.234 44.221 55.308
SARIMA 59.919 68.932 96.868 28.030 47.743 71.195
SARIMAX 51.208 60.258 70.767 28.030 43.733 51.891
1 hour ahead LSTM 0.656 2.179 1.803 0.202 1.104 1.061
Comparison of Error Trend Seasonality (ETS) models, Seasonal Autoregressive Integrated Moving Average models with and without exogenous regressors
(SARIMAX and SARIMA, respectively) and Long Short-Term Memory (LSTM) models, for parking locations: Mikado (ZO-P03), Pathé Johan Cruijff ArenA
(ZO-P06), Plaza ArenA (ZO-P10), Piet Hein (CE-P03), Byzantium (CE-P06) and Museumplein (CE-P07).
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policy making, but could be insightful for policy making
for a few hours ahead (e.g., during events and holidays).
The event attributes strongly affected parking occu-
pancy, especially in the parking locations near the event
locations: ZO-P03 Mikado, ZO-P06 Pathé Johan Cruijff
ArenA and ZO-P10 Plaza ArenA. In the city center (CE-
P07 Museumplein) a significant effect was also noted dur-
ing a match until 1 hour after the match. This impact
could have been caused solely by this match, or by a com-
bination of this and other events that might have been
occurring at the same time in a concert- or music hall
close to this parking location. To identify the exact source
of this increase, variables related to events in the city cen-
ter would need to be added to the model. Increases caused
by a sports match often starts 3 hours before a match,
reach their peak during the match, and stay high for
between 2 and 4hours after the match. When music con-
cert estimates were compared with match estimates, it was
observed that, in absolute numbers, fewer people parked
for a music event than a match. Possible reasons could be
that music event visitors choose different modes (e.g.,
public transport) or that the concert variable did not dis-
tinguish between big (i.e., in the football stadium) and
smaller concerts (i.e., in a smaller music venue). It was
also noted that after a music event visitors go directly
home, whereas for a match event, visitors stay until
4 hours after the match has ended.
Finally, the North–South Line had a negative impact
on parking in ZO-P10 Plaza ArenA. Since the metro
line started operating, the number of parked vehicles in
this location has dropped significantly. A possible
explanation for this is that the metro line has improved
connectivity with the city center but is not connected
near this parking location. Accordingly, this line may
have motivated car-to-transit travelers who originally
parked in ZO-P10 Plaza ArenA to park elsewhere.
However, it is unlikely that this affected a large abso-
lute number of parked vehicles, because the number of
short-term parkers in Plaza ArenA was relatively small
compared with parking subscription holders. To find
explanations, more research into this phenomenon is
needed.
Although certain attributes (e.g., match variables)
affected parking occupancy in several parking locations,
clear differences between the locations were also noted.
For instance, CE-P03 Piet Hein was not affected by any
of the external variables. One reason for this could be
that mainly subscription and permit holders park at this
location. In addition, there are hardly any event venues
close to this location that attract large audiences.
Further, because this parking location is close to the cen-
tral railway station, destinations in the neighborhood can
also easily be accessed by bicycle and public transport.
Because the exogenous regressors were location-specific,
the significant factors on parking were investigated per
location.
Temporal Forecasting Models
In this section, the five forecasting approaches are
described: seasonal naive, seasonal autoregressive inte-
grated moving average with and without exogenous
variables (SARIMAX and SARIMA respectively),
ETS models, and an LSTM neural network. To com-
pare the predictive performance of these models and
to reduce overfitting, parking location measurements
were split into a training-, validation-, and test set in
temporal order: the split was 60%, 20%, and 20%,
respectively.
Key Performance Indicator
For model comparison, the key performance indicator
(KPI) root mean square error (RMSE) was chosen for
two reasons. First, the RMSE cannot be divided by the
target variable (i.e., the amount of occupied parking
spaces), because this value is often 0. This would make,
for instance, the weighted mean absolute percentage
error a less suitable KPI for the present case study.
Second, the KPI is stricter when extreme peaks in the
actual values are missed by the models. This is essential
as these moments can indicate a fully occupied parking
location. The equation is as follows:
RMSE=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP





yi+ t = actual occupancy,
ŷi+ t = predicted occupancy for i= 1, :::,N samples, and
t = time step.
Seasonal Naive
Because parking occupancy data show strong seasonal
patterns, the seasonal naive model was chosen as a
benchmark approach. This model is simple and requires
minimal data, but tends to be quite inaccurate at predict-
ing highly fluctuating data or data that change owing to
irregular factors. Because of this, the expectation was
that this model would not work extremely well. In seaso-
nal naive, a forecast value equals the last observed value
of this data point for the same season. The h-step ahead
forecast is given in the following equation:
Ŷt + hjt = Yt + hs(k + 1)
where
h = step size,
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s = seasonal period (29), and
k = number of complete time steps in the forecast period
before time t + h.
Because we observed a weekly seasonality for each loca-
tion, a season of 1 week was considered in this model.
Seasonal ARIMA With Exogenous Regressors
An ARIMA (p,d,q) model is based on a combination
of autoregressive (AR) and moving average (MA) pro-
cesses of the order p and q respectively (30). To make
time series with a trend component stationary, the
model also differences over the trend (order d).
Seasonal ARIMA (p,d,q) (P, D, Q) is an extension,
which also differences over the seasons of the corre-
sponding parameters p, d, and q (22). The addition of
seasonal components to the model is very suitable for
seasonal parking data. This model was extended fur-
ther by implementing the temporal exogenous variables
discussed in section Identification of Factors Affecting the
Parking Occupancy, resulting in a SARIMAX model.
SARIMAX models are a combination of regression and
SARIMA. In the last few years, these models have been
widely used in traffic demand forecast studies, for exam-
ple in research by Cools et al. (31), Fisxkin and Cerit (32),
and Lin et al. (33). The step-up method is applied to build
the model: this starts with an empty model and, step-wise,
adds one statistically significant exogenous regressor. For
hyperparameter testing, grid search was applied to each
separate parking location. Because the parking locations
showed different time developments (see section
Empirical Study) and statistically significant exogenous
regressors (see section Identification of Factors Affecting
Off-Street Parking Occupancy), the hyperparameter
values p, d, q, P, D and Q and the regressors also varied
according to location.
ETS Models
ETS models are classic time series models that predict by
applying exponential smoothing on the three main occur-
ring components in the time series, namely error, trend,
and seasonality. The model selection depends on the
shape of the error, trend, and seasonality components.
The error, E, and seasonality, s, can be either additive
(A), multiplicative (M) or nonexistent (N). The trend
component, b, can either be A, additive damped (Ad), or
N. Based on the characteristics of the respective parking
location time series, the suitable equation can be chosen
from Table 2.1 in Hyndman et al.’s publication (34). The
parameters g and b are the smoothing parameters of the
seasonal- and trend components respectively, and F is
the damp parameter that reduces the trend each time
period for the Ad model. Similar to ARIMA, grid search
per parking location was applied to identify the most
appropriate ETS model.
Long Short-Term Memory
The LSTM neural network is a variant of a recurrent
neural network (RNN). RNN can be used to approxi-
mate almost any dynamic system. Traditional RNNs are
trained via a gradient-based approach. This approach
has the fundamental problem that the back propagation
steps are exponentially dependent on the depth of the
weights (35), resulting in vanishing or exploding gradi-
ents. Therefore, traditional RNNs are unable to detect
dependencies for 10 or more steps. LSTM forces the
backpropagation errors to be constant, therefore gradi-
ents cannot explode or vanish. Figure 8 shows one hid-
den layer of an LSTM model. This layer contains one
memory cell and two adaptive multiplicative gating units
in which each has an input and an output gate. These
gates give and receive information to/from all memory
cells in the block. The memory cells contain a recurrently
self-connected linear unit called the ‘‘constant error car-
ousel’’ (CEC). This solves the vanishing gradient problem
since, when there is no input at a certain point in the data
or when there are errors in a cell, the backpropagation
steps remain the same. When the activation of a CEC
gets close to 0 the irrelevant data and noise do not dis-
turb the other memory cells. The CEC activation func-
tion takes three input variables and its own prior state,
namely, netc (the ingoing input in the cell itself), netin,
and netout, which are the respective inputs and outputs of
the output gates of the gating units. For this model it
was assumed that the predictions would be a discrete
time stamp ahead. For each step, the weights of all units
Figure 8. One hidden layer of an long short-term memory
(LSTM) model.
Source: Adapted from Gers et al. (35).
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and the CEC need to be updated. The activation function
used for the input and output gates is the standard sig-
moid function. The input that the memory cell receives
from itself is then reduced by a centered sigmoid func-
tion. An LSTM model does not assume the amount of
data and has the benefit that it does not necessarily need
to have a trend or seasonal component to predict some-
thing without violating the assumption.
Results of the Forecasting Models
In Table 3 the models are compared based on the lowest
RMSE value in the validation set. LSTM is not included
in the 6-months ahead forecasts owing to the extensive
input data set and limited memory space. Instead, an
alternative model with 1 hour ahead forecasts is pro-
posed. Note from the table that the LSTM model
obtained lower RMSE values. These improved results
can be explained by the greater knowledge we had about
recent actual values for 1 hour ahead, whereas for 6-
months ahead the predictive power reduced over time.
Based on the lowest RMSE of the 6-months ahead
predictions, the SARIMAX model outperformed the
other models, except for CE-P03 Piet Hein, for which
the ETS model was the most accurate. Because none of
the external regressors contributed significantly for this
location, the SARIMAX and SARIMA RMSE values
were identical. The highest errors were obtained by the
benchmark model seasonal naive (in the southeast of
Amsterdam, ZO-P03, ZO-P06, and ZO-P10), and by the
SARIMA model (in the city center). A possible explana-
tion for the less accurate results of the SARIMAX model
in the center is that parking in the city center is less pre-
dictable compared with the southeast of Amsterdam.
When SARIMA and SARIMAX were compared, strong
differences in RMSE were noted. For example, adding
the external regressors in Plaza ArenA and Museumplein
decreased RMSE values by 27%. For CE-P06
Byzantium, the addition of the speed and sunshine vari-
ables reduced the RMSE from 47.743 to 43.733, which is
an improvement of about 8%. Although this difference
is smaller than in Plaza ArenA and Museumplein, the
inclusion of weather information improved prediction
performance.
Figure 9. Seasonal autoregressive integrated moving average with exogenous regressors (SARIMAX) model, fitted values.
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Figure 9 presents the fitted values of the SARIMAX
model for the six locations between January 1 and 7,
2020. From this figure we observe that the model and
the external factors are close to the actual values.
Figure 10 compares the 6-months ahead forecasting
models for Plaza ArenA, January 19 to 25, 2020. For
many-steps-ahead forecasts, each of the models predicted
the seasonal patterns well. SARIMAX was the only model
that was able to predict the off-seasonal spikes on January
20 and 24. These spikes were events and thus not part of a
daily or weekly pattern. Because exogenous regressors can
be included in a SARIMAX model, such events can be
incorporated. Note that the estimate was too low for the
first spike and too high for the second. Were this model to
have more information about the expected number of visi-
tors, the results could be further improved.
Figure 11 visualizes the 6-months ahead SARIMAX
predictions for the six locations. Except for CE-P03 Piet
Hein where the external regressors did not have any
impact, the SARIMAX model was able to predict the
daily patterns fairly well, especially given the broad time
span.
In Figure 12 a similar graph is given for the LSTM
model results for 1 hour ahead predictions. This model
seemed to detect the complex structures and patterns in
the data more than the other models. With smaller step
sizes, the model outperformed the multistep-ahead pre-
dictions of the other algorithms.
Graphical User Interface Decision Support System
The DSS provided information on the parking occupancy
forecast. For most of the locations, the SARIMAX
model, and for a few locations (e.g., CE-P03 Piet Hein),
the ETS model, were implemented in the DSS. The DSS
user interface is presented in Figure 13. The main user
interface of the DSS is visualized above the dotted line.
On the left-hand side of the user interface the decision
Figure 10. Comparison of models with 6-months ahead forecasts.
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maker can select the parking locations and the date and
time range of interest. On the right-hand side of the user
interface a map is provided. The map uses
OpenStreetMap graphics: the values in the placemarks
represent the predicted parking occupancy rate for each
parking location at the selected time. The results screen is
presented below the dotted line. The time series graphs of
the selected locations are visualized, and the moments of
expected occupancy greater than 95% and related statis-
tics are given. The decision maker can select tabs at the
top of the screen, for example, ‘‘Export to CSV’’ to save
the results or ‘‘Select Data’’ To select new data. The DSS
can enable the policy maker or parking manager to ulti-
mately reduce the urban congestion problems cited in the
introduction. Potential applications include
1. Dynamic pricing: One might increase the parking
prices per hour during times when the parking
occupancy is expected to be high. For instance, if
parking occupancy is expected to be over 85%,
the price per hour could be raised by e1.00, and if
the expected parking occupancy was under 40%,
the price per hour could be reduced by e1.00. The
goal of this strategy is to reduce the auto mode
share during peak hours, and subsequently pre-
vent congestion problems such as cruising for
parking (here, an occupancy of 15% was found
to be optimal for minimizing cruising for parking
[4]). One could also use the DSS forecasts as an
input for other existing dynamic pricing models
(36, 37).
2. Urban planning: If it is noted that a parking lot is
expected to be (almost) vacant for a long period
of time, the lot could be replaced with public
areas (e.g., city parks) and cleaner traffic infra-
structure (e.g., bicycle lanes).
Conclusion
The objective of this paper was to propose a forecasting
model that provides insights into future off-street
Figure 11. Comparison of actual against forecasted values for the seasonal autoregressive integrated moving average with and without
exogenous regressors (SARIMAX) predictions.
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parking occupancy. To meet this objective, five forecast-
ing algorithms were compared, namely seasonal naive
model, Box–Jenkins seasonal AR integrated MA, with
and without exogenous regressors (SARIMAX and
SARIMA, respectively), ETS, and LSTM.
For the 6-months ahead predictions, the SARIMAX
model outperformed the other models for the vast major-
ity of parking locations, based on the RMSE. When the
RMSE values of SARIMAX were compared with
SARIMA, it was observed that the addition of exogen-
ous regressors reduced the error significantly, sometimes
by 27%. This indicated that including external variables
was essential for parking occupancy predictions. The
external variables that affected parking occupancy most
were the event variables for sports matches and music
concerts. Policy makers could use this information to
reduce traffic congestion, for example, by increasing
parking tariffs when occupancy is expected to be highest.
Other external variables that affected parking occu-
pancy were thunderstorm, average wind speed, tempera-
ture, precipitation, sunshine, and the addition of a public
transport line. By adding weather variables, model
performance was improved by 8%, which could be used
for few-hours-ahead forecasting during events. The park-
ing tariffs did not significantly contribute to model per-
formance, which may be because of the lack of data and
time variability in the parking tariffs. The highest errors
were obtained by the seasonal naive benchmark model in
the southeast of Amsterdam, and by the SARIMAmodel
in the city center. For most parking locations, ETS mod-
els were the second-best predictors.
The lowest errors were obtained by the real-time
LSTM model, because a shorter prediction step led to
more precise predictions. As a result of this, the model
could be extended to an online short-term model, which
would be especially useful for short-term event policy
making. Because external variables can be added to the
LSTM, model performance could be improved further
with such extensions. Another improvement to LSTM
would be to extend the model to a 1-day ahead predictor,
instead of 1 hour ahead.
Since the event variables had the strongest impact on
neighboring parking locations, these could be elaborated
further in future studies. By including all events around
Figure 12. Comparison of actual against forecasted values for the long short-term memory (LSTM) predictions, one step ahead.
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each parking location, more peaks could be detected.
Further, information about the number of attendees at
an event could be included to improve model
performance.
A follow-up study could be conducted into parking
costs, which in this study were not found to have an
effect on parking occupancy. However, this finding may
have been affected by the lack of data after the parking
tariff change. More data are needed to provide stronger
conclusions on this aspect.
From the data analysis we observed major differences
in parking occupancy development per parking location.
Figure 13. User interface of the decision support system with parking occupancy forecasts.
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To also investigate spatial effects on parking-choice
behavior in future work, spatial features could be added
to the models. Examples of spatial features include walk-
ing distance to public transport stations, recreational
facilities, business parks, hospitals, and features that
define social safety. Similarly, the addition of parking
supply design features could provide insightful informa-
tion for the built environment, for example, were the
average distance from a parking space to the entrance of
the parking lot found to affect parking occupancy, this
could be incorporated in the design to reduce urban con-
gestion problems. Another design feature of interest
might be whether a parking lot is under cover in relation
to weather variables. Further, to study the impact of
parking occupancy in neighboring parking locations on
a given parking location, spatial autocorrelation could
be investigated in the future.
In this study, the effect of temporal features on park-
ing occupancy was analyzed. Spatial–temporal features
would facilitate investigation of the effect of changes in
traffic and transport on parking occupancy for different
parking locations. Examples of changes that could affect
parking occupancy are new public transit networks or
the current COVID-19 policy measures related to park-
ing. Such information and communication technologies
in smart cities could be used to form a strong foundation
for urban planners and municipalities, resulting in more
accurate decision making.
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