This paper is concerned with a class of boundary value problem of nonlinear fractional differential equation c D α u(t) − a c D β u(t) + f(t, u(t)) = 0. This equation may be regarded as an extension of Bagley-Torvik equations. Some new existence and uniqueness results are obtained by using standard Banach contraction principle and Krasnoselskii's fixed point theorem.
Introduction
Fractional differential equations have gained considerable attention due to their intensive applications in various fields of science such as physics, mechanics, chemistry, engineering, etc. For details see [8, 11, 14, 15, 18, 19] . There have been a lot of papers devoted to the study of fractional boundary value problems. See, for example, [2, 4, 5, 9, 12, 13, 17, 20] . For more information to the existence and uniqueness of nonlinear fractional differential equation we refer the reader to [7, 14, 19] and references therein. For differential equations with Caputo fractional derivatives see [1, 5, 6, 20] .
In this paper we study the existence of solutions for boundary value problem of nonlinear fractional differential equations (BVP in short) of the form c D α u(t) − a c D β u(t) + f(t, u(t)) = 0, 0 < t < 1, (1.1)
where c D α and c D β are Caputo fractional derivatives with 1 < α 2 and 1 β < α, a ∈ R is a constant and f : [0, 1] × R → R is a given function satisfying some assumptions that will be specified later.
Multi-term fractional differential equations have some concrete applications in many fields. However, for a general multi-term fractional differential equation almost no results seems to be known. Only some special cases have been investigated. See, for example, [7, Chapter 8] . In 1984, Bagley and Torvik [3] formulated the mathematical model of the motion of a thin plate in a Newtonian fluid
which is called Bagley-Torvik equation later. Here A, B, and C are certain constants and f is a given function. In [13] Kaufmann and Yao studied the boundary value problem (1.1) with zero bounded conditions involving Riemann-Liouville fractional derivatives, which is a generalization of Bagley-Torvik equation. Existence results were obtained by various fixed point theorems. In [9] , the authors studied this problem in Banach spaces.
In this paper we consider the boundary value problem (1.1)-(1.2) with the Caputo fractional derivatives and the boundary values are nonzero. Some sufficient conditions for the existence results are obtained. Banach contraction principle and Krasnoselskii fixed point theorem are employed to deal with this problem. Our results can be regarded as an extension of corresponding results of Bagley-Torvik equation and partially extend the results in [7] and [13] .
Preliminaries and lemmas
In this section we collect some definitions and results which will be used in this paper. Let us denote by C( 
provided the right side is point-wisely defined, where Γ (·) denotes the well-known gamma function, i.e., Γ (z) = 
provided the right side is point-wisely defined, where [α] denotes the integer part of the real number α. 
provided the right side is point-wisely defined. c D α a is also called the Caputo fractional differential operator. 
where
To study the existence of the boundary value problem (1.1)-(1.2), we need to transform the fractional differential equation into an integral equation. We first study the linear version of the problem (1.1)-(1.2).
Lemma 2.5. Suppose that a = Γ (α − β + 2), and h ∈ C([0, 1], R) be given. Then the solution u ∈ C([0, 1], R) of the fractional differential equation
with the boundary value conditions
satisfies the integral function
and
Proof. Since 1 < α 2, by Lemma 2.4,
for some constants c 1 and c 2 and t ∈ [0, 1]. Applying the operator I α to both side of (2.1), one obtains that
Due to the property of fractional integral and Lemma 2.4,
.
So we have
for t ∈ [0, 1]. Then using the boundary value condition (2.2) we get that c 1 = −u 0 and
Substituting the value of c 1 and c 2 into (2.3), we obtain the desired result, and the lemma is thus proved.
It is easy to see that G 2 is continuous, and therefore bounded on 
for all t ∈ [0, 1]. So we denote by
Since p is a polynomial type function, it is obviously continuous and bounded on the interval [0, 1]. Let
Theorem 2.6 (Krasnoselskii's fixed point theorem [16] ). Let M be a closed, bounded, convex and nonempty subset of a Banach space X. Let A, B be the operators such that
(ii) A is compact and continuous;
(iii) B is a contraction mapping.
Then there exists z ∈ M such that z = Az + Bz.
Theorem 2.7 (Leray-Schauder alternative [10] ). Let X be a Banach space, C ⊂ X be a closed , convex subset of X, U an open subset of C and 0 ∈ U. Suppose that T : U → C is a continuous, compact (that is, T (U) is a relatively compact subset of C) map. Then either (i) T has a fixed point in U, or
(ii) there is a u ∈ ∂U and λ ∈ (0, 1) with u = λT (u).
Existence results
In this section, we study the existence of solutions to BVP (1.1)-(1.2). We begin with the definition of solutions to this problem. 1)-(1.2) , if u satisfies
For the forthcoming analysis, we need the following hypotheses. We first prove an existence result in the case that f satisfies the Lipschitz condition. Proof. Define an operator T : 
The assumption (3.1) shows that T is a contraction. By Banach contraction principle, T has a unique fixed point in C([0, 1], R), which is the unique solution to the BVP (1.1)-(1.2).
Next we consider the case that f is uniformly bounded w.r.t. the second variable and prove an existence result by employing the Krasnoselskii's fixed point theorem. Proof. We define operators E and S from C([0, 1], R) into itself by
It is easy to verify that E and S are continuous on C([0, 1], R) by Lebesgue's dominated convergence theorem.
Let µ = max 0 t 1 µ(t) . Since M 1 < 1, we can take r > 0 large enough such that
Then we have
Then B r is a nonempty bounded closed convex subset in C([0, 1], R). For any u, v ∈ B r and t ∈ [0, 1], we have
, and hence
which implies that Eu + Sv ∈ B r . On the other hand,
, E is a contraction since M 1 < 1. Now we prove that S is a compact operator. Take any bounded subset B ⊂ C([0, 1], R). Then there is a constant r 0 > 0 such that u r 0 for all u ∈ B. Similar to the proof of the inequality (3.2) we can prove that SB is bounded. We now prove that SB is also equicontinuous. In fact, take t 1 , t 2 ∈ [0, 1] with 0 t 1 < t 2 1 and u ∈ B arbitrary, we have
It is easy to see that Su(t 2 ) − Su(t 1 ) → 0 as t 2 − t 1 → 0 and the convergence is independent to u ∈ B. This means that SB is equicontinuous. So SB is compact in C([0, 1], R), by Ascoli-Arzela theorem, for each bounded subset B ⊂ C([0, 1], R), i.e., S is compact. Now we apply Krasnoselskii's fixed point theorem (Theorem 2.6) to the operators E and S to get that there exists at least a u ∈ B r such that u = Eu + Su, which is a solution to the BVP (1.1)-(1.2) and the proof is completed.
Theorem 3.4. Suppose that (H1) and (H4) are satisfied. If 
and hence T u M 1 ρ + M 2 φ ψ(ρ) + M 3 . This means that T B ρ is uniformly bounded. Now let u ∈ B ρ arbitrary and t 1 , t 2 ∈ [0, 1] with t 1 < t 2 . Then we have From the hypotheses (H1) and (H4) we can get that ) + Γ (α − β + 2)(t 1 − t 2 ) Γ (α + 1)|Γ (α − β + 2) − a| .
