Epidemiologic studies of sexually transmitted disease (STD) transmission present a number of unique challenges in design and analysis. These arise both from the social nature of STD transmission and from inherent difficulties in collecting accurate and informative data on exposure and infection. Risk of acquiring an STD depends on both individual-level factors and the behavior and infectiousness of others. Consequently, study designs and analysis methods developed for studying chronic disease risk in individuals or groups may not apply directly. Simple models of STD transmission were used to investigate these issues, focusing on how the interplay between individual-and population-level factors influences design and interpretation of epidemiologic studies, with particular attention to interpretation of common measures of association and to common sources of bias in epidemiologic data. Existing methods for investigating risk factors can be modified such that these issues may be addressed directly.
Epidemiologic studies of sexually transmitted disease (STD) transmission present a number of unique challenges in design and analysis. These arise both from the social nature of STD transmission and from inherent difficulties in collecting accurate and informative data on exposure and infection. Risk of acquiring an STD depends on both individual-level factors and the behavior and infectiousness of others. Consequently, study designs and analysis methods developed for studying chronic disease risk in individuals or groups may not apply directly. Simple models of STD transmission were used to investigate these issues, focusing on how the interplay between individual-and population-level factors influences design and interpretation of epidemiologic studies, with particular attention to interpretation of common measures of association and to common sources of bias in epidemiologic data. Existing methods for investigating risk factors can be modified such that these issues may be addressed directly.
Epidemiologists have long recognized that the causal processes relevant to understanding the epidemiology of sexually transmitted diseases (STDs) represent a complex interplay between factors acting on the population and individual level. In contrast to the etiology of many chronic diseases, STDs have a strong behavioral component in the causal pathway, with individual disease risk depending directly on the exposure of susceptible to infected persons. Within a sexual partnership, both population-or group-level and individual-level factors play an important role in partner choice and patterns of sexual behavior, while individual-level factors in both partners mediate whether or not transmission actually occurs. Factors on both the individual and group levels must be considered in the design and interpretation of epidemiologic studies of transmission risk. Figure 1 is a schematic representation of the transmission process within a single partnership, progressing from formation of the partnership through sexual contact to transmission. The rectangular boxes represent the physical elements of the process, and the rounded boxes and connecting lines indicate the influence of population-or group-level and individual-or partnership-level factors on the stages. Population-and group-level factors can refer either to characteristics that have no clear counterpart at the individual level and vary primarily between groups (e.g., environmental conditions, laws, and social norms) or to features that represent measured summaries or aggregates of individual-level characteristics (e.g., the prevalence of infection). Susser [1] has termed these integral and contextual factors, respectively. Individual-and partnership-level factors refer to behavioral and biologic features of individuals in a sexual partnership.
From figure 1, both individual behavior and societal factors playa role in partner selection (e.g., demographic factors and individual preferences) and the nature of sexual contact (e.g., mode of contact and contraceptive decisions). Once sexual contact is initiated, transmission can occur only if one partner is infectious and the other susceptible. Thus, the prevalence of infectiousness among partners (a group property) directly influences the probability of transmission because it influences the likelihood of selecting an infected partner. Conditional on potentially infectious contact occurring, transmission depends on the nature (e.g., frequency and mode) of contact as well as biologic factors in both partners, including those influencing susceptibility (e.g., immunity) and infectiousness (e.g., stage of disease). The scope and validity of conclusions drawn from a study of transmission depend critically on the level of detail of the accompanying data on exposure and other risk factors. For example, if factors influencing partner choice are measured but not variables describing contact, conclusions about transmission depend implicitly on assumptions regarding exposure, susceptibility, and infectiousness. By contrast, if data include detailed information on contact patterns and biologic risk factors but are limited to monogamous infective-susceptible pairs, infectiousness and susceptibility issues can be addressed, but no conclusions about risk associated with exposure to multiple partners (i.e., about transmission in nonmonogamous persons) are possible.
Here we discuss design and interpretation issues for epidemiologic studies of STDs, emphasizing the importance of the interplay between individual-and population-level factors. A number of recent articles have focused on related issues, including bias in standard measures of association applied to STD transmission data [2] , interpretation of risk factors derived from individual-and population-level data [3] , and implications for design of interventions [4] . First we describe basic designs for epidemiologic studies of STD transmission in individuals and groups, with examples from existing studies. Next, we present methods of analysis for epidemiologic data arising on both group and individual levels (the methods are based on very simple mathematical models of the transmission process) and their relationship to standard techniques, such as logistic regression. Then we discuss biases that arise in analyses of transmission data, relating sources of bias to incorrect assumptions regarding the relationship between transmission risk and exposure and the nature of infectiousness and prevalence. Finally, we discuss implications for design and analysis of future epidemiologic studies and interventions.
Study Design Issues
Traditional designs for epidemiologic studies can be roughly classified into individual-and population-or group-level studies depending on how the outcome is measured and data are analyzed. In this scheme, individual studies encompass designs such as case-control and cohort studies that measure disease outcomes and exposure in individuals and treat outcomes as independent in analyses. Outcomes in group-level studies are generally based on the average number and rate of outcomes in a group and risk factors that are also defined on the group level. Analysis of data from such studies is generally based on regression techniques similar to those used in individual studies. Unlike most studies of chronic diseases, infectious disease studies do not cleanly separate into these levels because individuals are linked together by exposure [3, 4] . STDs are unique among infectious diseases in that exposure in the form of sexual contact is required for transmission to occur. Thus, studies investigating risk factors for transmission among individuals implicitly involve exposure information from partners and group-level characteristics such as prevalence of infection. Similarly, infection rates in groups are strongly linked to patterns of individual behavior. These features have important implications for design and interpretation of studies. Here we review study designs commonly used in investigating STD transmission in individuals and groups and discuss recent approaches to investigating transmission among networks of interacting individuals [5] .
Individual-level studies. Most existing studies of risk factors for transmission are based on observation of disease outcomes in individuals. The major outcome considered is infection status after exposure to potentially infectious partners through sexual contact. Risk factors focus on behavioral and biologic characteristics of both the respondent and partners, and analyses are usually based on standard epidemiologic methods, including contingency table methods and logistic regression, which treat all individuals as independent. The major difference between these studies and traditional designs most commonly applied to chronic disease outcomes is the need to collect exposure data involving other individuals. Thus, although the individual is taken as the unit of analysis, sexual partnerships are the basis for measurement of exposure. Data analyses must rely on assumptions about other partners whether or not they have been recruited into the study.
A common study design for investigating individual risk factors for transmission is provided by partner studies of human immunodeficiency virus (HIV) transmission in sex partners of known infected persons [6] [7] [8] . The main outcome is infection status of the (susceptible) partner after exposure to the infective partner. Partnerships are generally recruited on a volunteer basis, with eligibility depending on the ability of investigators to identify the primary infected partner (index case) and to rule out outside sources of infection for the secondary partner. made to inaccurate information on numbers of partners or frequency and nature of contacts.
If complete exposure information (similar to that in figure  2 ) is available, at least two different approaches to risk factor analysis are possible. First, transmission risk conditional on contact with each known infectious partner can be investigated (i.e., noninfectious partners are omitted). This allows behavioral risk factors within a partnership (e.g., condom use, mode of intercourse) to be examined, minimizing the concern that exposure data are misclassified. No assumptions about prevalence of infectiousness in the population are needed in this case. If data are sufficiently detailed, properties of infectiousness and susceptibility can also be investigated. Studies of HIV transmission risk in partners of known infected persons provide an example, although data on infectiousness are typically very limited [14] . Second, if factors associated with partner selection are of primary interest, the association between transmission and collective properties of all partnerships can be investigated.
By contrast, if the observed data are limited to current infection status of the susceptible partner, total numbers of partners and contacts, and summaries of sexual behaviors across partnerships, very little can be concluded about the association between exposure and transmission within a single partnership. In particular, infectiousness and susceptibility properties cannot be investigated directly, since periods of infectiousness of partners are not observed. Risk factor information in this situation must be averaged or summed across partners, and conclusions about transmission risk are limited accordingly. Conclusions depend critically on knowledge of the prevalence of infection in the underlying population. For example, if no information is available about the infectiousness of the three partners in figure 2 , the inclusion of unexposed contacts and noninfectious partners in an analysis clearly overrepresents the true degree of exposure. Erroneous inferences about the association between exposure and outcome will result unless the assumption that all partners are picked randomly from a pool of individuals (i.e., homogeneous mixing) with known prevalence of infectiousness is adopted. Thus, valid conclusions about risk associated with exposure require use of population-level information
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Exposure and risk factor information is collected retrospectively by some combination of interview, physical examination, and laboratory data. Because of the difficulties in prospective follow-up of couples and the necessity for counseling on safe sex practices (which lead to reductions in exposure over time), most partner studies are retrospective in design [9] . Prospective studies of couples with discordant HIV status have been done, but generally few seroconversions are observed [10] .
A second type of individual-based design is illustrated by recent studies of risk factors for HIV transmission among homosexual men in San Francisco [II, 12] . These studies recruited men from high-risk locations and examined associations between past sexual behaviors and current HIV serostatus. Exposure was measured as numbers of partners and frequencies of sexual contacts in a period before recruitment and between visits during prospective follow-up. Another example of a prospective design is a study of gonorrhea transmission among sailors on leave in the Far East [13] . Men were tested for infection before and after their leaves, and sex workers in the port-of-call were concurrently tested for prevalence of infection. The association between exposure (sexual contacts with sex workers) and outcome (new infection on return to the ship) was investigated and estimates made of the per-partner infection probability or infectivity. A shared feature of all these examples is that although data are collected including information from sex partners, the outcome and analysis are based on the susceptible subject. Further, in addition to measuring exposure in terms of frequency of contact, prevalence of infectiousness among partners is a critical consideration in both design and interpretation of results. For partner studies, prevalence is fixed by design and only partnerships with known infected partners are admitted; in the studies of homosexual men, recruitment was restricted to high-prevalence areas to insure that infected persons appeared in the sample; in the study of sailors, determination of prevalence among the sex workers allowed estimation of the per-partner risk of transmisSIOn.
Correct inference about transmission risk factors requires some knowledge of exposure of susceptible to infective persons. This may be in the form of detailed contact information at the partnership level, population-level information about the prevalence of infectiousness, or both. Figure 2 presents a hypothetical exposure history for a study subject before recruitment into a study. Only one of the three partners contacted was infectious, so contacts with the other two carry no transmission risk. Complete exposure data would consist of the number of partners and the infectiousness, timing, and frequency of contacts with each. Additional information on the nature of sexual behaviors with each partner, such as use of contraception and mode of contact, is also important. In practice, exposure data from individual-level studies are usually incomplete; the degree of completeness determines the nature of conclusions that can be drawn about transmission risk. Sources of incompleteness range from no information on infectiousness and susceptibility at the time contacts are on infectiousness (i.e., prevalence). Because detailed data on the epidemic at this level are rarely available, prevalence is usually assumed to be constant. In addition, infection outcomes among individuals in analyses are assumed to be independent [3] (biases that can arise when these assumptions are false are discussed below). Examples of studies of this type include the San Francisco studies of HIV transmission among homosexual men mentioned above.
Thus, outcomes and exposure data from studies of individual-level risk of STD transmission depend on persons other than the study respondent. Any assessment of risk factors in this setting implicitly involves group-level information, such as the prevalence of infection in the community from which the sample is drawn. Studies that focus on single partnerships with known exposure histories require few assumptions about persons outside of the partnership but often lack detailed information about infectiousness and susceptibility. In comparison, exposure information from studies of persons reporting contact with multiple partners is often too incomplete to draw conclusions about risk according to the nature of contact within partnerships. Such studies can provide valuable information about risks associated with multiple partnerships, but only at the cost of additional assumptions about the nature of contact within partnerships and infectiousness of partners.
Group-level studies. Unlike studies of individuals, studies based on group-level information relate transmission outcomes for entire groups to measures of exposure and risk factors also defined at the group level. Although the outcome measures in such studies are aggregations of individual-level observations, variation in levels of exposure and risk factors within groups are ignored in data analyses (i.e., individuals within groups are assumed to share the same level of exposure). This is the source of many of the limitations associated with group-level analyses.
Perhaps the most common group-level studies of STD transmission compare observed disease occurrence among groups distinguished by geographic area, such as census tract, and by other factors assumed to be homogeneous within areas, such as socioeconomic status. The limitations of such ecological studies are well-described in the epidemiologic literature [15] and will not be covered in detail here. Perhaps the most notable is the ecological fallacy, which addresses bias that results when associations observed on the group level are assumed to apply at the individual level. Several authors have noted that in the case of infectious diseases, population-level information, such as that obtained in ecological studies, may provide insights about epidemic processes not easily observable in individuallevel studies [1, 3, 4, 16] . In the case of HIV, geographic trends in disease rates reveal much about patterns of disease occurrence and provide critical information for intervention and control programs. In the United States, case surveillance reveals that AIDS cases and HIV infection are clustered by geography, risk behavior, and demographic characteristics [17] . Sixty percent (190,000) of AIDS cases reported through June 1993 were registered from only 20 (21 %) of the 97 metropolitan areas of the United States with populations of > 500,000 persons. In a multivariate analysis, race, urbanicity, and geographic region were independently associated with seroprevalence [18] . Eighty-eight percent ofthe estimated HIV-seropositive women in this study came from only eight states, and the great majority of these women resided in the major population centers of these states. Analyses of AIDS case rates by zip codes in New Jersey [8] and by census tracts in Philadelphia [19] demonstrated an association with low socioeconomic status. Finally, cases are also concentrated among groups characterized by their risk behaviors. Of the 85,155 AIDS cases reported between July 1992 and June 1993, 79% were in men who had sex with other men (53%) and in injecting drug users (23%). Studies of group-level effects can also be valuable in detecting secondary or indirect effects of changes in risk factors, such as reductions in transmission rates due to herd immunity [20] . These are particularly relevant in evaluating the benefits of vaccination programs [4] .
Because group-level studies like those described above frequently include large numbers of individuals representing a range of geographic locations, they offer opportunities to investigate factors that are difficult to measure in individual-level samples, which are often homogeneous with respect to such characteristics. However, in addition to interpretation problems such as the ecological fallacy, these studies have several other shortcomings for investigating STD transmission: Even within fairly well-defined geographic or social strata, factors controlling exposure (e.g., mode and frequency of sexual contact and prevalence of infectiousness) may be very heterogeneous within groups, varying between and within partnerships. Thus, even if such studies yield information on risk factors not observable in individual-level studies, the potential for misclassification of exposure and outcome and the presence of uncontrolled confounding factors remains high.
Transmission network studies. A major shortcoming of the more traditional study designs discussed above is that transmission outcomes and exposure information either focus on an individual or are assumed to be homogeneous within larger groups. In real populations, STDs spread through networks of partnerships strongly influenced by both social and geographic factors. Because of the heterogeneity in behavior between partnerships, many of these factors are not easily observable in studies of individual-or group-level risk. An example of such a factor is the presence in the population of core groups of individuals characterized by high levels of risk behavior and prevalence of infection. Initially suggested by mathematical modeling of gonorrhea transmission [21] , the presence of core groups in a population can profoundly affect the development of an epidemic. However, most results about the importance of core groups come from theoretical studies of mathematical models, with a few exceptions [22] .
Recent interest in the group-level properties of disease spread described above has led to consideration of study designs better suited to their measurement. One approach examines transmis- sion within or between groups of susceptible individuals linked by exposure to one or more infectious index cases in a contact network. Originally conceived for investigation of social interactions [23] , these studies focus on factors that influence partnership formation and on patterns of interaction between individuals and groups. One ofthe major applications for the results is in improving mathematical models of epidemic spread by incorporating more realistic information on factors influencing the heterogeneity of sexual behavior. Linking these descriptions of behavior with empirical data on transmission outcomes is challenging, and very little work has been done in this area. The basic problem has similarities to studies of infectious disease transmission within small groups or households [24, 25, 26] but is complicated by the fact that sexual partnerships linked to known index cases may be very difficult to trace. Figure 3 presents graphs representing sexual networks between individuals and groups. A complete description of these networks involves detailed knowledge of exposure (i.e., frequency and timing of contacts), infectiousness, and directions of transmission for all partner and group interactions. Since observed data in actual studies are very limited, assumptions about mixing patterns and exposure within and between groups must be made for data analyses to proceed. Consider the network of contacts linked to a single index case shown in figure  3A . If observed data describing this network are limited to the identity of the index case and infection status of all partners after a fixed time period, a very large number of infection patterns in addition to that shown could equally well explain the observations and must be accounted for in the analysis. If no information on exposure within partnerships is available, all must be assumed to share an average degree of exposure in the analysis. Figure 3B represents possible interactions between five groups. Individuals within groups are assumed to be homogeneous with respect to key factors affecting transmission, such as geography, level of sexual activity, and prevalence. To estimate the transmission probability associated with mixing be-
Analysis of STD Transmission Data
In this section, we present a few simple models of STD transmission and discuss their application to analysis and interpretation of data from epidemiologic studies. The assumptions underlying these models reflect the difficulties in design and interpretation outlined for the study designs presented above and help clarify the integral role of both population-and individual-level factors in determining transmission risk. Although these assumptions lead to models that are extremely simplistic, they provide useful "null" models against which more complex alternatives can be compared. In addition, since relationship between exposure and transmission is clearly specified, these models provide a better basis for investigations of the impact of additional risk factors on risk than do more conventional approaches such as logistic regression (see Appendix for more detail on the derivation of the models and their properties).
Models for individual responses. Mathematical models relating STD transmission risk in susceptible individuals to individual measures of exposure might be more appropriately called partnership-level models, since the sexual partnership forms the smallest unit necessary for transmission to occur. These models represent transmission risk conditional on the susceptible individual being in sexual contact with one or more infective individuals and can be used as the basis for analysis of data arising in studies of individual risk described above.
As shown above, given complete data on exposure patterns and infectiousness of all partners (figure 2), a fairly realistic (and correspondingly complex) transmission model could be constructed (see equation A-I in the Appendix). Studies of HIV transmission in monogamous partners of identified index cases with known time of infection may come closest to achieving this ideal [7, 8] . Since the period of potential infectiousness of the index case is known, exposed contacts occurring after this time can be estimated. However, without knowledge of factors controlling infectiousness and susceptibility, there is no basis for modeling how these factors may modify transmission risk. Thus, in quantitative representations of transmission risk, the per-contact transmission probability or infectivity is typically assumed to be constant, and successive contacts assumed to occur independently. With these assumptions, the transmission probability can be written: tween individuals in any two groups, detailed information on contact patterns and rates and infection status on the individual level are needed. Study designs for collecting such information are not well developed. A major difficulty in conducting such studies is that neither group composition nor interactions between groups is static [24] . Because of these difficulties, most studies have focused on describing the mixing patterns in very restricted networks without examining the relationship to transmission [27, 28, 29] .
In the case in which no exposure information is available, the assumption that each susceptible individual contacts on average v partners leads from model 2 to the following expression for transmission probability:
That is, the number of infectives in the j + 1st generation follows a binomial distribution with parameters S, and I -(l -p)I j • The expression in brackets is the Reed-Frost model [32] , which states that the probability of a susceptible becoming infected after simultaneous exposure to all l.i infectives of the previous generation is the same as the infection probability after successive independent exposures to the same number of infectives from different generations. The constant p represents the probability of transmission given exposure to I infective.
The complete lack of knowledge about exposure and infectiousness is reflected in the fact that parameters for these factors appear together. As shown in the Appendix, omitting exposure information from an analysis of transmission risk factors is equivalent to assuming that such a model applies and that all individuals are subject to average levels of exposure and infectiousness.
Models for group-level data. When the focus of an investigation shifts from the relationship between exposure and transmission risk for an individual to the mechanisms affecting spread of an infectious agent through a group, collecting detailed exposure and outcome data is virtually impossible. The corresponding models take on an added layer of complexity, reflecting the need to realistically account for individual-level characteristics contributing to exposure and transmission.
STD transmission within a group of individuals defined by linked partnerships has features similar to those of spread of an infectious disease through groups of individuals in close proximity, such as members of a household. Thus, models for household epidemics should provide some insights into how models of STD transmission in groups should be constructed. The earliest transmission models were constructed to represent the spread of an infectious disease initiated by 1 or multiple infectives through a closed group or household of susceptibles and are called chain binomial models [26, 32] . The basic data are summarized by generations of cases, often called epidemic chains; the first generation consists of the initial index cases(s), and each successive generation is made up of the new cases resulting from contact with the infectives of the previous generation. Although very simple in nature, these models capture many important features of transmission and form the basis for a range of more complex models for the spread of a disease in an entire population. The simplest such model states that the number of new infectives in generation j + I is related to the current number of susceptibles and the number of infectives of the jth generation as follows:
The per-partner transmission probability in this model is made up of two components: p represents the probability of selecting an infectious partner (i.e., the prevalence of infectiousness in the pool of potential partners) and 0 is the per-partner infectivity (the probability of infection conditional on contact with an infectious partner). Notice that this model depends on population-level information p and individual-level data m. The infectivity 0 (and often its dependence on additional risk factors) is the object of estimation. As shown in the Appendix, the fact that 0 and p appear together in the above equation means that their respective effects on the transmission probability cannot be separated unless one of them is known or can be separately estimated. The assumption that 0 and p are constants have strong implications about the nature of exposure, infectiousness, and susceptibility within and across partnerships. In fact, this model subsumes the assumptions required in modeling transmission within a single partnership (above) and compounds them with the additional assumptions about partner selection and prevalence.
In this equation, k gives the number of exposed contacts, and the constant~represents the infectivity. Note that although no assumption about prevalence of infection is required-only partners of known index cases are included in the samplethe infectivity is assumed to be constant across contacts within a partnership and across all partnerships in the population. Thus, the model specifies that transmission risk depends on the infected partner only through the number of contacts. This implies that both susceptibility and infectiousness are also constant. More realistic generalizations would allow the infectivity to vary within and across partnerships according to other measured or unmeasured characteristics of both partners [30, 31] . Below, we discuss a regression framework for controlling for the effects of observed risk factors.
When multiple partners are a possibility, observed data about exposure and infectiousness are typically less detailed, and more assumptions become necessary to construct models. In the examples of HIV transmission among homosexual men in San Francisco, data were limited to infection status of the susceptible subject and number of potentially infectious partners contacted in an interval of time before enrollment. Thus, no detailed information was available about sexual behavior with particular partners. A model for the transmission probability in this case requires assumptions about the partner selection process, in addition to the degree of infectiousness and exposure associated with each partner. Specifically, it is assumed that the infectivity per partner is a constant, that partners are selected independently (i.e., homogeneous mixing [20] ), and that the degree of exposure to each partner is the same. These assumptions lead to the following well-known model for the infection probability associated with exposure to m partners: 
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This is an additive linear model, with intercept dependent on infectivity and prevalence and with two independent variables: the logarithm of the number of partners and z (note that the value of the coefficient for the former is fixed at 1 and is not estimated). If the prevalence p can be estimated separately, the intercept provides an estimate of the infectivity O. The regression coefficient (3 gives the (constant) increase in the logarithm of the infection rates induced by each unit increase in the level of the z; the effect does not depend on the level of exposure or prevalence or on the values of other risk factors unless the assumptions underlying the model are incorrect. If this is the case, the effects on estimated coefficients can be examined by using techniques discussed below. The logistic model for risk factors does not share the natural links with the transmission process discussed above for the proportional hazards model. In particular, it is not clear how exposure should be introduced into the logistic model. Further, the interpretation of logistic regression coefficients is less clear in the transmission context. For example, if a logistic regression sion model, risk factors act multiplicatively on the background disease odds [34] . Because of the ease of interpretation of regression coefficients and the wide availability of software, this is the method usually chosen for analysis of data from individual-level studies of STD transmission. However, regression models can also be constructed from the transmission models presented above [30] . The resulting models are examples of proportional hazards models [35] and offer a number of advantages over the logistic approach. For example, the influence of an additional risk factor z on the transmission probability (equation 2) can be expressed in the proportional hazards form:
..... 4.5 (4) Note that this model retains the homogeneous mixing assumption and also assumes that susceptible individuals share the same (average) level of sexual activity and that both this level and the per-partner infectivity are fixed constants. It has been used as the basis for a discrete mathematical model for simulating the course of an epidemic [33] but, to our knowledge, has not been applied to epidemiologic data. A number ofmathematical models have been constructed to generalize the above approach to account for nonrandom mixing networks of partnerships [33] . However, the inherent complexity of these models coupled with the paucity of data on transmission in these settings precludes applying them to results from epidemiologic studies.
Regression models for additional risk factors. The models presented above represent the link between exposure and the probability of transmission in an extremely simple way. However, transmission risk on either the individual or group level depends in a complex way on many behavioral and biologic factors not represented. Epidemic models can account for the additional complexities introduced by these factors by increasing the number of parameters and adding assumptions about how they relate to risk. By contrast, inferences from epidemiologic studies are confined to the risk factors that can actually be observed. These are limited and typically do not support fitting of complex models. A standard epidemiologic approach to investigating the impact of such factors is to use regression models. For disease outcomes, these models postulate a mechanism whereby risk factors affect the background or baseline disease risk that applies in the absence of risk factors. Although the form of the models is not thought to accurately represent true mechanisms, they are extremely useful in investigating the importance of risk factors. For example, in the logistic regresThis model typifies the assumptions about individual-level behavior needed in quantitative interpretation of transmission data.
There are several difficulties in generalizing this framework to accommodate STD transmission. First, the notion of a group of susceptibles who share exposure by being in close proximity to one or more infectives needs to be modified to accommodate sexual partnerships. Thus, a household needs to be replaced with a group of susceptibles and infectives linked by a network of sexual partnerships (e.g., figure 3A) . In principle, this group could extend to an entire community. As with household epidemics, the possibility of infection from outside the group must be allowed. Second, the assumption implicit in ReedFrost transmission probability that each susceptible is equally exposed to each infective needs to be modified to account for the likelihood of forming a partnership with an infective individual. One possibility is to substitute the transmission probability (equation 3) for the Reed-Frost probability (in brackets) and let Pi denote the average prevalence in the group at the jth generation or time period:
model is fit to transmission data generated by model 2, the regression coefficients (and corresponding odds ratios) will depend on the levels of prevalence, infectivity, and exposure (figure 4) (see Appendix). The discrepancy between the logistic regression coefficient and the corresponding coefficient from equation 5 increases with increasing levels of infectivity and prevalence; for very small values of the product p8, estimated regression coefficients from equation 5 and the logistic regression model are indistinguishable [36] . Thus, if investigating risk factor effects is the primary goal, the logistic model should provide conclusions similar to those of transmission models such as model 6. However, because of dependence on key epidemic parameters, assessments of risk factor effects may be unstable and not generalizable outside of the epidemic conditions that obtained when the study was done. This phenomenon has also been noted by other authors in the context of epidemic modeling [2, 33] . In the next section we will discuss a number of other factors that can lead to similar problems in interpreting the effects of risk factors.
Regression methods for transmission data arising in grouplevel studies and in partner networks are a current research topic. Data from ecological studies are usually analyzed by standard linear regression or Poisson regression [16] . The binomial form ofmodel 4 suggests that binary regression of grouped response data may yield parameter estimates more interpretable in the transmission context. Estimation and inference could be based on methods similar to those developed for household epidemics [26, 37] . Presumably, if detailed data on transmission networks were available, models such as equation 4 could be used as well. However, modifications to account for the more complex dependencies between individuals in the network would be needed. Magder and Brookmeyer [38] present a regression model for the special case of single partnerships in which the identity of the index case is unknown. The complexities that arise in their methods indicate the difficulties likely to be encountered in developing methods for larger networks.
Bias in Analyses of STD Transmission Data
In their recent book on infectious disease modeling, Anderson and May [20] state that ". . . most sexually transmitted diseases cannot be understood without acknowledging the marked heterogeneity in the degrees of sexual activity within the overall population." This statement could be amended to include another important source of heterogeneity: individual variations in infectiousness and susceptibility. As discussed above, many important sources of heterogeneity may not be accounted for in the design and analysis of epidemiologic studies. Ignoring this heterogeneity in analyses of individual-or group-level data can lead to biased estimates of risk factor effects and incorrect inferences about the importance of risk factors in influencing transmission. Even if simple models are thought to provide an adequate description of the transmission process, complete and accurate exposure data are extremely difficult to obtain. Measurement error in exposure data is another likely sources of bias. Although new study designs and analysis techniques may improve this situation somewhat, it is likely that inferences made from epidemiologic studies will continue to be plagued by these problems. A major challenge in analyzing transmission data is to draw valid inferences about the impact of risk factors in spite of the wide array of potential biases.
In any study ofSTD transmission, observed data on exposure and important factors influencing infectiousness and susceptibility are likely to be very limited or completely unavailable. For example, in the partner studies of HIV transmission discussed earlier, exposure data are limited to retrospective assessments of the frequency and duration of contact, and the time of infection of the index case can rarely be determined. Further, biologic measures of infectiousness (e.g., virus titers) and susceptibility are usually unavailable for the period of exposure. The constant infectivity model (equation 1) for transmission within a partnership is a useful tool in understanding the impact of heterogeneity and measurement error on inferences about risk factors [30] . For a single additional risk factor z, the regression form of this model, (6) assumes that the infectivity A is constant between and within partnerships. If A in fact varies across partnerships, reflecting variations in infectiousness or susceptibility, but the analysis is incorrectly based on model 6 (or on a logistic regression model with constant intercept), the estimated regression coefficient for z will be attenuated from its true value, with the degree of attenuation increasing with increasing levels of variability [30, 36] . Estimates of the infectivity and corresponding transmission probabilities will be biased as well. In extreme cases, harmful risk factors will appear protective or vice versa [36] (see Appendix). This phenomenon is well known in demographic applications of survival analysis [39] , and the statistical literature contains many approaches to estimating effects of heterogeneity in this context [40, 41] . The effects of measurement error in exposure information will have similar effects on estimated coefficients, but generally to a lesser degree [14, 30] . Results from several investigations of partner study data have indicated that heterogeneity and measurement error are likely to be important factors [36, 42, 43] . This implies that the degree of risk associated with reported risk factors may be understated and that conclusions regarding the importance of controlling for exposure in such studies should be reevaluated [43, 44, 45, 46] . These results also mean that estimates of infectivity and transmission probabilities from such studies are likely to be biased. An additional impact of ignoring these sources of bias is in underestimation of variability of risk factor effects. This may lead to incorrect inferences about the importance of risk factors. Although very few quantitative results are available on this topic, related research in other fields [47] JID 1996; 174 (Suppl 2) Figure 5 . Attenuation in estimated regression coefficients from fitting model 5 when true infectivity varies accordingto gamma distribution across partnerships. Estimated regression coefficient is plotted as function of squared coefficient of variation of distribution of infectivity and average infectivity e. True value of coefficient is assumed to be 1. Prevalence p and numbers of partners m are assumed to be 0.10 and 10, respectively.
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indicates that it is likely to be important for STD transmission models.
A second example is provided by the studies of HIV transmission among homosexual men reporting multiple exposures with multiple partners. Figure 5 shows approximate bias in regression coefficients from fitting model 5 to data in cases in which the infectivity parameter varies across partnerships according a known distribution. In the example shown, the true value of the regression coefficient is assumed to be 1, and exposure and prevalence are fixed. Clearly, substantial attenuation in estimated coefficients can be expected as infectivity increases and with increasing variation across partnerships. For example, if the distribution characterizing variation in infectivity across partnerships had a squared coefficient of variation of 8 (corresponding to the SD being almost three times larger than the mean) and mean of 0.1, the estimated coefficient would be attenuated to 0.4. In addition to being subject to the sources of bias encountered in monogamous partner studies, these studies are subject to biases from uncontrolled variations in prevalence and from deviations from the assumption of homogeneous mixing. The prevalence is assumed to be a constant p in model 5, which has been applied to data from several studies [13, 48] . If prevalence varies in time or because of selection of partners from pools of differing prevalence, similar effects on regression parameters can be expected. To control for this in an analysis of risk factors, model 5 could be modified to incorporate stratification by different levels of prevalence or variation of prevalence with chronologie time. A further possibility would be to separately model the prevalence as a function of population-level variables, using multilevel regression methods [49, 50] . These methods allow parameters in individuallevel models, for example, p in model 5, to depend on a separate 
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E~oosure ratio Figure 6 . Attenuation in estimated regression coefficient b from fittingmodel 5 when sample is drawn from two nonmixing subgroups of equal size with differing degrees of exposure. Estimated regression coefficient is plotted as function of ratio of exposure in secondversus first group and per-partner infectivity q. True value of coefficient is assumed to be 1. Level of exposure in first group is assumed to average 10 partners for period of observation. Prevalence in both groups is assumed to be 10%.
set of explanatory variables representing population-level characteristics. Extensive data and custom software are required for their application. Bias in regression models arising from nonrandom selection of partners (inhomogeneous mixing) has not been addressed in the statistical literature. Koopman et al. [2] used epidemic models to investigate bias in common measures of association induced by nonrandom mixing. Their results show that measures of association such as the odds ratio and relative risk can be very unstable if mixing patterns are not properly controlled for. This bias is likely to be important in analyses of transmission in individuals reporting multiple partners when partners are drawn differentially from groups with varying levels of sexual activity or infectiousness. To take an extreme example, consider a community divided into two nonmixing subgroups with identical levels of prevalence and infectiousness but different levels of sexual activity (exposure). Assume that individuals mix homogeneously within the subgroups. If a random sample of individuals is drawn from the community and the data analyzed using model 5 under the assumption of homogeneous mixing, the regression coefficient of an additional risk factor z will be attenuated from its true value, with the degree of attenuation increasing with increasing levels of infectiousness and with increasing difference between exposure levels in the subgroups ( figure 6 ). For example, if the exposure level for second group is 10 times higher than the first group and the infectivity is 10%, an estimated regression coefficient will be "'-'0.7 when the actual value is 1. This bias can be viewed as arising from the failure to control for community subgroup (i.e., an omitted covariate). Since the effects of the dependence induced by nonrandom mixing should in most circumstances be similar to effects observed for longitudinal and clustered binary out- Squared coefficient of variation comes, statistical methods for incorporating this dependence could possibly be based on modifications of existing techniques [51, 52] . The models for transmission in groups discussed above rely heavily on assumptions about homogeneity of behavior and infectiousness among individuals. Analyses of data from grouplevel epidemiologic studies must implicitly or explicitly make similar assumptions and are thus subject to many of the same biases discussed for individual-level analyses. The addition of possible heterogeneity due to factors operating at the group level makes the interpretation of such data particularly difficult. Biases arising from ecological analyses of group-level data have been widely discussed in the epidemiologic and statistical literature [15, 16, 53] . Perhaps the most serious problem with such analyses is that the necessary assumption of homogeneity of groups with respect to risk factors can lead to measures of effect that do not agree with corresponding measures obtained from individual-level data. Greenland and Robins [16] call this cross-level bias and provide a number of examples of how this might arise in studies of chronic diseases. Often, the disagreement is related to the presence of unmeasured confounding variables that vary in level across groups. As mentioned above, the potential for the existence of such variables is very high in epidemiologic studies ofSTDs. Thus, even though ecological effects may themselves be of interest [1, 16] , extreme caution must be used in interpreting analyses of grouped data.
Regression models based on grouped outcomes suffer from additional sources of biases similar to those discussed above for individual-level outcomes. For example, unmeasured heterogeneity among individuals within groups may cause grouplevel outcomes to be more highly variable (i.e., over-dispersed [34] ) than the distribution assumed to hold in the analysis (e.g., normal or Poisson), leading to underestimation of the variability of estimates and incorrect inferences about risk factor effects. Becker [26] presents methods for introducing heterogeneity into models for infectious disease transmission among groups. McCullagh and Nelder [34] provide simple methods for controlling overdispersion in regression without introducing models for the source ofthe underlying heterogeneity.
Conclusions
Our goal was to show that epidemiologic studies of STD transmission present a number of unique challenges in design, analysis, and interpretation and that many of these arise from the complex relationships between group-and individual-level factors. A clear understanding of these relationships is critical for valid inferences from both individual-and group-level studies. In addition, studies on both levels are important for a thorough understanding of factors controlling transmission.
Recent articles have raised several issues regarding current approaches to design and analysis of epidemiologic studies of STD transmission. Much of the discussion centers on the inadequacy of traditional approaches to risk assessment, the value of individual-level studies, and the need for new approaches that account for the complexities introduced by interactions between individuals [1, 2, 3, 54] . Clearly, studies based on individuals and monogamous partnerships are of limited value in identifying factors influencing disease spread on the group level. However, because these studies exercise more control over exposure, they are ideally suited for investigating biologic and behavioral factors for transmission risk and for estimating parameters such as the per-contact infectivity. Unfortunately, even when fairly accurate exposure information is available, estimates of risk factor effects and infectivity are subject to numerous sources of bias and uncertainty [14, 36] . Studies of transmission in groups or networks offer unique opportunities to investigate factors controlling disease spread that would be difficult or impossible to study on an individual level. However, measures of association derived from grouplevel data will, in general, not be representative of counterparts measured at the individual level. Thus, the ecological fallacy is as much of a concern for infectious as for chronic disease investigations. Further, measured associations in group-level studies that do not properly control for individual heterogeneity of exposure, infectiousness, and susceptibility will be subject to substantial bias, even for factors without counterparts on the individual level. Thus, although group-level studies have great potential, they must be designed and interpreted with extreme caution. Recent studies of transmission networks promise to give new insights into STD spread but pose many unsolved methodologic and analytical problems.
Research in epidemic models has traditionally played a key role in understanding of the spread of infectious disease and will continue to be important in guiding investigations of STDs. The complexities of sexual behavior and new data on biologic factors influencing transmission have led to a large number of new approaches to constructing such models. However, the current level of sophistication of mathematical and statistical models for STD transmission far outstrips the availability of data necessary to validate their use. The need for reliable data on mixing patterns and key parameters, such as infectivity, is well recognized [55] . In addition, although parameters in many current models are based on information from epidemiologic studies, the techniques for ascertaining the impact of uncertainty in these estimates on model predictions are poorly developed. Recently developed statistical methods may assist in matching parameter values and predictions with observed data from surveillance and epidemiologic studies and deserve further investigation [56] .
Although new study designs, models, and analysis techniques may improve our ability to draw conclusions from epidemiologic data, because of the inherent complexities in the transmission process, studies will continue to be subject to a large number of sources of potential bias. For this reason, we believe that the most important advances in STD epidemiology will follow from increased understanding of biologic and be-havioral determinants of transmission. We agree with the recommendations of Koopman et al. [54] that studies of STD transmission should focus on collecting detailed exposure and outcome information at the partnership level. In addition, further research is needed into study designs and analysis techniques that provide better control of bias.
In practice, the infection status of partners is often unknown; the appropriate model for this situation is obtained by taking expectations of the above expression with respect to the joint distribution As it stands, the above model still retains partnership-level exposure characteristics in the form of the prevalence probabilities (Pj) and contact counts. Typically these are assumed to be identical, that is, Pj == p. This modification of equation A-2 is a special case ofthe model described by Allard [57] , who provides further insight into its interpretation and application. In the case in which numbers of contacts are also not observed, a further averaging over the distribution of contacts (assumed to be identically distributed Poisson random variables with mean f-l) gives
(note that other distributions for contact counts such as the negative binomial distribution can be used and yield similar results). Setting 1 -exp(-f-l'A) = 8 gives where 8 represents the per-partner probability of infection given an average degree of exposure and constant per-contact infectivity ' A. This model has been applied to estimation of the per-partner infectivity of HIV by Grant et al. [48] . Finally, when even the number of partners is unknown, a final averaging over the distribution of the numbers of partners (assumed to be well approximated by the Poisson distribution with parameter 1/) gives [33, 32] :
Transmission Models
For a susceptible individual with a number of potentially infectious partners, the basic data on transmission consist of a binary indicator Y of infection status of the susceptible after a known exposure to each partner. Complete exposure data consist of the total number of contacts with each partner, the time each contact occurred, and the level of susceptibility of the susceptible and infectiousness of the partner at the time of each contact. For simplicity, assume that partners are chosen independently and without regard to their infectiousness and that successive contacts are made independently (i.e., homogeneous mixing). In addition, assume that partners are either infectious or noninfectious throughout the
The general form of models A-3 through A-5 above suggests the proportional hazards model familiar from the analysis of survival data, with contacts forming the time scale and the infectivity taking the place of the hazard function [31] . For example, the proportional hazards form of model A-3 can be written:
the complementary probability to equation 1. Under these same conditions, equation A-4 reduces to exp(-p.,'A).
Note that all of the above models above can be generalized to relax some of the simplifying assumptions regarding infectivity and exposure. For example, the constant per-contact infectivity assumption can be modified to accommodate several sources of variation: in time after infection of the infective partner [31] , with stage of disease of the infective partner [58] , and across partnerships [30, 42] . In addition, intermittent exposure patterns and multiple types of infectious contacts can also be modeled [59] . the infectivity cannot be estimated separately. Similarly, omitting exposure information from an analysis is equivalent to assuming that all partnerships share the same (average) level of exposure.
To examine the effects on regression coefficients of ignoring heterogeneity of infectivity, assume that data are generated under the random infectivity model exp( -p() Wmr", where W is an absolutely continuous positive random variable with density g(w) and unit mean. Here we have used the fact that the escape probability S in model A-6 is well approximated by exp( -p()mt llZ [33, 36] .
Because the factors controlling the heterogeneity are not observed, the data then follow the model SCm, z; /3, p, ()) = Ie<; exp ( -p() 
wmyIlZg(w)dw
If model A-6 is fit rather than the above model (which still depends on properties of the distribution controlling the heterogeneity), standard techniques [36] can be used to compute the expected bias in the estimated regression coefficient. If the proportional hazards form in model A-6 is assumed to hold, the estimated coefficient will be given by /3* = -d log[ -log SCm, z; /3, p, ())]/dz. The estimated coefficient will be attenuated from the true value /3, with the degree of attenuation increasing with increasing infectivity and exposure. The attenuation can be explicitly calculated if the mixing variable W is assumed to follow a gamma distribution (see figure  5 ). When factors controlling the heterogeneity depend on variables included in the fitted model (e.g., z or m), the resulting bias may cause protective risk factors to appear harmful or vice versa [36] . The bias in the estimated hazard function (infectivity) and transmission probability can be investigated similarly [40] .
To investigate the interpretation of logistic regression in the transmission context, assume that the following logistic regression model is fit to cross-sectional transmission data generated from model A-6: where Semi, Z;; /3, p, ()) represents the probability of escaping infection on the left-hand side of model A-3. The logarithm of the number of partners m, is called an offset term and has a unit regression coefficient. The parameters p and () cannot be separately estimated. However, given an estimate of the average prevalence p of infection among potential infectives, an estimate of the perpartner infectivity is possible [48] . For cross-sectional transmission data, this is a standard generalized linear model [34] for the binary outcome Yand can be fitted using a wide variety of existing software packages. As in conventional proportional hazards models, the regression coefficient /3 can be interpreted as the logarithm of the relative hazard for infection. The intercept term is the complementary log-log transformation of the baseline escape probability and, for the models above, can be separated into exposure information and transmission parameters. When exposure information is unavailable, analyses can be based on model A-4. In this case, The term in braces approaches 1 in the limit as () approaches 0 (see figure 4) . Thus, the estimated coefficient for the logistic model will be systematically larger than the coefficient /3, with the difference increasing with increasing values of the product p() and with increasing values of m. A similar calculation can be made for the constant infectivity model A-5.
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