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GENERAL INTRODUCTION 
Exact closed-form solutions to boundary value problems are difficult to obtain in prac­
tice. Although it is possible to write down the governing equations and boundary conditions 
corresponding to situations of interest, solutions are difficult because either the geometry or 
another feature of the problem is irregular or "arbitrary. " If simplifying assumptions are made 
to reduce the problem to one that can be handled, the analytical results so obtained are gen­
erally inapplicable. However, with the advent of the computer, it became possible to find ap­
proximate solutions to complex problems using numerical methods like the finite difference 
method (FDM), the finite element method (FEM) or the boundary element method (BEM). 
Although the name "boundary element method" was used for the first time around 1978 
[1], in the field of mechanics the origins of the technique can be traced to the early 60's. In 
1963 Jaswon [2] used a direct boundary integral equation (BIE) for the numerical solution of 
the potential problem and, four years later, the extension of this work to the elastostatic case 
was carried out by Rizzo [3]. After these initial contributions, many researchers have devoted 
their attention to BIE formulations and numerical solutions making the BEM a powerful 
technique for the solution of elliptic partial differential equations [4], [5]. Today the method 
enjoys a great measure of confidence since it has been successfully used in many applications 
like dif&sion and convection problems of heat transfer, fluid flow, wave propagation, electri­
cal problems, geomechanics, design sensitivity and optimization, fracture mechanics and in­
verse problems (e.g., [6], [7]). 
Many problems can be solved using only the conventional boundary integral equations 
(CBIE's). To formulate these equations, it is customary to start with an interior integral repre­
sentation like Green's second identity for potential problems or a form of Betti's reciprocal 
theorem for elasticity [8]. Then the CBIE's are obtained when the source (singular) point is 
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taken to a point on the boundary and, as a consequence of this limiting process, strongly sin­
gular integrals appear in the resulting expressions. However, these integrals pose no difficul­
ties in the numerical implementation of the BEM since they can be computed directly using 
the Cauchy principal value concept [9] or they can be regularized using simple solutions for 
the geometric problem under consideration [10]. 
The hypersingular boundary integral equations (HBEE's) usually appear in the context of 
the BEM as the equations required for the analysis of problems where the CBIE's are unable 
to provide a complete formulation. In essence, two different types of HBIE's can be formu­
lated for a given problem: the normal derivative (traction) and the tangent derivative boundary 
integral equations. To determine these equations, first the gradient of the interior representa­
tion integral with respect to source point coordinates is obtained. Next, after the appropriate 
contractions are made to form the desired HBIE's, the source point is taken to the boundary. 
Here, due to the differentiation process involved, the kernels contained in these equations 
have stronger singularities than the ones found in the CBIE's and hypersingular integrals ap­
pear in the resulting expressions. 
The presence of the hypersingular integrals in the derivative BIE's is the cause of the dif-
ficuhies encountered in their numerical implementation. From a theoretical point of view, the 
problems faced in computing these integrals become evident if one considers that their Cauchy 
principal value (CPV) is unbounded. However, in the same spirit as the CPV concept, an in­
terpretation in the sense of the finite-part (FP) proposed by Hadamard [11] can be used to 
demonstrate that the hypersingular integrals have a definite limit. 
Through extensive research, several alternatives have been proposed to deal with the 
HBIE's (see [12] for a detailed review) and even a better understanding of the CBIE's has 
been obtained. Of particular interest are the "conversion" methods in which the hypersingular 
integrals can be evaluated indirectly without relying on a FP interpretation. The basic idea in 
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these methods is to reduce the singularity of these integrals before the limit is taken to form a 
derivative BIE. For that purpose, a sufficient number of terms of a Taylor series expansion of 
the density function about the source point are subtracted and added back in the hypersingular 
integral [13]. As a consequence of this process, the original integral is regularized (i.e., it con­
tains at most weak singularities) and the kernel with the stronger singularity is isolated in the 
added back terms originating strongly singular and hypersingular integrals with unit density. 
Then, according to the problem under consideration, these new integrals can be converted into 
less severely singular ones. 
For open regions, Krishnasamy et al. [14] formulated the normal derivative (traction) 
BIE's in this fashion. For that purpose, the first two terms of a Taylor series expansion were 
used and the conversion of the added back integrals was achieved through the use of Stokes' 
theorem. For closed domains, Rudolphi [15] and Liu and Rudolphi [10] followed a different 
approach where certain integral identities pertaining to the fundamental solution and its de­
rivatives were used instead of Stokes' theorem. Here, the most strongly singular term that ap­
peared after the conversion resulted in a singularity comparable to the weaker kernel of the 
representation and, by direct association of these terms, the weaker kernel was regularized as 
well. However, in the elasticity case [10], the associated density term difference that regular­
ized the weaker kernel was composed of the stress components making the resulting expres­
sions not well suited for numerical treatment. 
Independently of the particular method used to implement the HBIE's, the same require­
ments must be satisfied to guarantee that the hypersingular integrals will be bounded [16]. In 
general, the existence of these integrals will depend on the smoothness of the boundary and 
the degree of continuity of their density function in the vicinity of the source point [17]. 
Technically, a sufficient condition for the hypersingular integrals to exist is that the boundary 
variable associated with the kernel must be C''" (i.e., have Holder continuous first dériva-
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tives) at the singular point. Thus, proper element and collocation point selection must be ob­
served in the numerical solution of the derivative BIE's using the BEM. 
When the HBIE's are collocated at points interior to the elements, the interpolations used 
for the approximation of the boundary variables can be discontinuous or C° continuous across 
element interfaces. Under these circumstances, the existence of the hypersingular integrals is 
guaranteed since the shape functions commonly employed in the BEM provide continuity 
inside the elements. However, if the HBIE's are collocated at element intersections, the func­
tional representation used for the discretization of the density function that multiplies the hy­
persingular kernel must provide C' continuity at those locations [16]. As a consequence of 
this requirement, more sophisticated elements such as those based on B-splines [18] and 
Overhauser splines [19] have been employed to allow the collocation of the derivative BIE's at 
the edges of the elements. 
Regarding the use of the HBIE's for the analysis of boundary value problems, the normal 
derivative (traction) and the tangent derivative BIE's have been successfully employed in dif­
ferent types of applications. Formulations that combine the conventional and the normal de­
rivative BIE's have been of significant importance in the solution of fracture mechanics prob­
lems [20] and time harmonic scattering problems [21]. In the first case, the traction equations 
are required to supplement the conventional displacement equations since the latter are de­
generate on the overlapping surfaces of a crack. In the second, linear combinations of both 
types of equations are used to suppress the "fictitious eigenfrequencies" associated with the 
displacement BIE's. Other uses of the normal derivative BIE's in conjunction with the CBIE's 
are also possible (e.g., [22]). However, it has been shown that, on portions of a boundary with 
a unique normal direction, only one of either type can be collocated at a given point. 
The tangent derivative BIE's, on the other hand, are independent of the conventional 
BIE's and can be simultaneously collocated with them at the same spatial locations. This pro-
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vides additional and concurrently usable equations that can be employed to construct higher 
order elements. For that purpose, additional degrees of freedom are introduced in the func­
tional representation of the boundary variables and the tangent derivative BIE's are used as the 
required extra equations for a solution. Watson [23] constructed isoparametric Hermitian cu­
bic elements for plane strain problems in this fashion. However, the numerical implementation 
presented there was cumbersome since a "conversion" process was not explicitly employed to 
remove the strong singularity of the hypersingular kernel. For the potential problem, Rudolphi 
[24] successfully used regularized forms of the tangent derivative BIE's to formulate noncon­
forming (discontinuous) Hermitian elements in two dimensions. Here, the nodal values of the 
tangential derivative of the boundary variables were explicitly used as the additional degrees 
of freedom and, consequently, these quantities were immediately recovered from the primary 
solution. 
Despite the contributions of Watson and Rudolphi, it seems that the formulation of higher 
order elements through the coincident collocation of the conventional and tangent derivative 
BIE's has not attracted the attention of the research community. Apparently, elements con­
structed using this approach have never been employed for the solution of three dimensional 
problems. Furthermore, to allow a more convenient implementation of the Hermitian elements 
in two dimensional elasticity, completely regularized forms of the tangent derivative BIE's 
suitable for numerical treatment are still required. 
Explanation of the Dissertation Organization 
After the general introduction, three self contained papers are presented in this disserta­
tion as separate sections that have been denoted as "Paper I", "Paper 11" and "Paper III". 
Following these sections, the general conclusions and the literature cited in the general intro­
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duction and conclusions are presented. In addition, a fourth paper has been included in its 
entirety at the end as an Appendix. The format used for the references in each paper is the one 
required by the publisher of the journal or the conference proceedings where it has been 
submitted or published. 
The paper that appears in the Appendix is entitled "Consistent Regularization of Both 
Kernels in Hypersingular Integral Equations." It was co-authored by Rudolphi and Muci-
Kuchler and forms part of the proceedings of the "Boundary Elements XO" conference that 
was held in Tulsa, Oklahoma on August 1991. This paper is usefiil for the understanding of 
the three that constitute the main body of this dissertation and the equations presented there 
were originally derived by Muci-Kuchler. Here, completely regularized forms of the traction 
and tangent derivative BIE's of two dimensional elasticity are presented. In the formulation of 
these equations, only the "tangent part" of the Taylor series expansion of the displacement 
components is used for the regularization of the hypersingular integrals and a separate regu­
larization of the weaker kernel of the representation is performed. Unlike previous formula­
tions [10], only the displacements, the tractions and the tangential derivatives of the displace­
ments appear in the final expression making them well suited for numerical treatment. 
The first paper included in the main body of this dissertation is called "Application of 
Tangent Derivative Boundary Integral Equations to the Solution of Elastostatic Problems." It 
was presented in its entirety at the "BETECH 92" conference that was held in Albuquerque, 
New Mexico on June 1992. However, the Appendix was not submitted to the conference pro­
ceedings due to length limitations imposed by the publisher. In this paper, completely regular­
ized forms of the tangent derivative BIE's are simultaneously collocated with the displacement 
BIE's at common boundary points to formulate conforming, nonconforming and partially 
conforming Hermitian elements for two dimensional elasticity. The nodal values of the tan­
gential derivatives of the displacement and the tractions are used as additional degrees of free­
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dom for the functional representation of the boundary variables. Consequently, these quanti­
ties are immediately recovered from the primary solution with commensuiale accuracy as the 
primative variables. Furthermore, all the components of the stress tensor are directly obtained 
at the functional nodes of the elements. Two example problems are used to compare the per­
formance of the Hermitian elements against the conventional Lagrangian ones. 
The second paper is entitled "A Weakly Singular Formulation of Traction and Tangent 
Derivative Boundary Integral Equations in Three Dimensional Elasticity" and was submitted 
to the journal "Engineering Analysis with Boundary Elements." Here the ideas presented in 
the paper "Consistent Regularization of Both Kernels in Hypersingular Integral Equations" are 
extended to three dimensional elasticity. Now the tangential derivatives of the displacements 
in two orthogonal directions are employed in the regularization of the hypersingular integrals. 
In addition, the regularization of the weaker kernel of the tangent derivative BIE's is achieved 
through the use of a form of Stokes' theorem. As in the two dimensional case, the final ex­
pressions do not mix the different boundary variable types. Furthermore, all the integrals pre­
sent in the regularized derivative BIE's only contain at most weak 0(1/r) singularities like the 
ones found in the displacement BIE's. 
The third paper is called "Application of Tangent Derivative Boundary Integral Equations 
to the Formulation of Higher Order Boundary Elements" and was submitted with its appendi­
ces to the "International Journal of Solids and Structures." In this paper, the coincident collo­
cation of the displacement and the two tangent derivative BIE's of three dimensional elasticity 
is used to develop a general algorithm to construct higher order elements. The nodal values of 
displacements, the tractions and their tangential derivatives are used in conjunction with ap­
propriate shape functions for the approximation of the boundary variables. Again, all the 
boundary stresses are easily recovered from the primary solution and need not be computed in 
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a post processing fashion. An example problem demonstrates the accuracy and utility of this 
new type of element. 
9 
PAPER I. 
APPLICATION OF TANGENT DERIVATIVE BOUNDARY INTEGRAL 
EQUATIONS TO THE SOLUTION OF ELASTOSTATIC PROBLEMS 
10 
ABSTRACT 
Increasing use is being made of hypersingular boundary integral equations and in most 
applications the useful form is the normal derivative equation or, in elasticity, the traction 
equation. Usually the conventional and normal derivative equations are used together as part 
of a solution scheme such as in crack-like problems or to suppress the fictitious eigenfirequen-
cies of exterior scattering problems. It has been shown that, for interior problems, they are not 
independent so are restricted to only complementary roles in any formulation. However, the 
tangent derivative equations are independent and can thus be collocated at the same spatial lo­
cations as the regular boundary integral equation, yet they have not been significantly ex­
ploited. Through their simultaneous usage, additional information and degrees of freedom can 
be formulated into a problem. Stable numerical procedures have been demonstrated through 
this simultaneous collocation of the regular and tangent derivative equations. One effective 
use of this method is to build higher order elements while keeping the number of collocation 
points minimal. For elasticity, one can use the tangent displacement gradients as the additional 
degrees of freedom to recover all components of the stress tensor at the boundary. In this pa­
per we demonstrate the utility and accuracy of this approach for elastostatic problems. 
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INTRODUCTION 
Hypersingular boundary integral equations (HBIE's) arise as limit forms of integral equa­
tions that involve the gradient of the representation integral with respect to the coordinates at 
the source (singular) point. They have been used in different kinds of applications like prob­
lems involving thin, crack-like, boundaries such as for fluid flow about thin airfoils [1], crack 
problems of elasticity [2], scattering [3], electroplating [4] and suppression of the so-called 
fictitious eigenfrequencies of exterior acoustics [5], In most instances, their use is motivated 
by the need of additional equations to supplement the conventional boundary integral equation 
(CBIE) in situations where the later is not able to provide a complete formulation. 
Traditionally the main factors that have limited the use of the HBIE's, constraining them 
to a complementary role in most formulations, have been the analytical and numerical diflScul-
ties related to the stronger singularities involved in their kernels and the higher computational 
costs involved in their implementation. However, recent developments in this area of research 
have overcome some of these problems. 
Initially HBIE's were interpreted in terms of Hadamart finite-part integrals since the 
Cauchy Principal Value (CPV) concept used for the CBIE was, by itself, insufficient to render 
meaning to these hypersingular integrals. However, Krishnasamy et al. [6] presented a sys­
tematic treatment of the HBIE's for scattering problems in which it was shown that such an 
interpretation could be avoided. The basic idea was to remove the strong singularity of the 
kernel prior to the limit of actually forming a boundary integral equation. For that purpose, a 
sufficient number of terms of the Taylor series expansion of the density function about the 
singular point were subtracted from the kernel in order to regularize it. For the case of open 
regions, the added back terms were then treated analytically by Stokes' theorem or exact inte­
gration to reduce the strongly singular integrals to weakly singular improper ones. For the 
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case of closed domains, Rudolphi [7] has shown that the strongly singular integrals of the 
added back terms of the regularization can be replaced by weaker ones through the use of 
certain integral identities pertaining to the fundamental solution and its derivatives. In both 
instances, the integrated and most strongly singular added back term resulted in a singularity 
comparable to the weaker kernel of the representation and, by direct association of these 
terms, the weaker kernel was also regularized. 
The above approach proved to be useful for different types of applications. However, the 
associated density term difference that regularized the weaker kernel was composed of the 
"flux" and derivatives of the primary variables, posing some difficulties in the numerical treat­
ment of the resulting integral equations. Recently Rudolphi and Muci-Kuchler [8] have pre­
sented a new formulation for elasticity that avoids this mixing of the independent boundary 
variable types. Here the integral containing the stronger singularity was regularized using only 
the "tangent part" of the Taylor series expansion about the singular point whereas the regu­
larization of the integral with the weaker singularity was performed separately. With this 
method, the only additional quantities that appeared in the resulting equations were the tan­
gent derivatives of the primary field variables at the singular point. These tangent derivatives 
are easy to implement since they can be obtained directly through the derivatives of the shape 
functions or they can be used as additional degrees of freedom for the problem under consid­
eration. 
In elasticity, the HBIE's commonly used are the traction boundary integral equations 
which can be obtained from limit forms of the displacement gradient representations, together 
with Hooke's law. It has been shown that on portions of a boundary with a unique normal di­
rection, these equations and the conventional displacement boundary integral equations are 
not independent, but can be viewed as alternate formulations of the problem under considera­
tion. Therefore, at such points, one can collocate the displacement or the traction equations, 
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but not both. However, in problems with overlapping or crack-like surfaces, where the dis­
placement equations are degenerate; the traction and the displacement equations can be collo­
cated at the same spatial location, but with opposite surface normals, in order to provide a 
unique formulation. 
On the other hand, the tangent derivative boundary integral equations seem, heretofore, 
not to have been significantly exploited. For the potential problem, Rudolphi [9] has demon­
strated that it is possible to collocate the conventional and the tangent derivative boundary 
integral equations at the same spatial locations allowing the construction of higher order ele­
ments without introducing additional collocation points. Here additional degrees of freedom 
were introduced at each node and the tangent derivative equations provided the required ad­
ditional equations for a solution. 
In this paper, Hermitian cubic boundary elements for two dimensional elastostatics are 
implemented through the simultaneous collocation of the displacement and the tangent de­
rivative equations at common points. Since this type of element uses the displacements, the 
tractions and their tangential derivatives as the nodal degrees of fi-eedom, accurate values of 
the stresses at the nodes can be obtained directly through Hooke's law. It should be noted that 
a similar approach was presented by Watson [10] for crack problems, but the method of 
regularization and the numerical implementation used here is significantly different. 
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THE DISPLACEMENT AND TANGENT DERIVATIVE EQUATIONS 
The displacement representation integral for two dimensional elasticity can be found in 
many references (cf. reference 11). On a domain bounded by a surface 5, it is usually written 
in the following form 
s s 
where Ujj and 1}j are the displacement and traction tensors of the fundamental solution and «,• 
and tj are the displacement and traction components. For plane strain, the fundamental tensors 
are given by 
and 
-(1 - 2ii)(r„• Hj -r,j Hj )} 
where G is the shear modulus, /i is the Poisson's ratio, n is the unit outward normal to S at 
the integration point x and r is the distance between x and the source or collocation 
point. The comma notation, as in /•„•, denotes differentiation with respect to the coordinates at 
% or r„- -dr I dx;. In the sequel, differentiation with respect to the coordinates will be ex­
plicitly written out. 
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The conventional boundary integral equation is obtained from equation (1) by letting ^ 
go to a point on the boundary from the interior. In a regularized form, this equation is 
The tangent derivative equation is obtained by taking the derivatives of the representation 
(1) with respect to the source point coordinates forming the directional derivative by con­
tracting the gradient onto the components, say , of the unit tangent vector at the limit point 
and again taking the interior point to the boundary. A comprehensive derivation of the regu­
larized form of the tangent derivative equation is presented in reference 8. It can be written as 
(4) 
S S 
where the source point ^ is now on the boundary S. 
dtl 
<«(î) 
S ^ 
j r f f i i . l )dS(x)^( l )=  
S 
(5) 
where the following kernels have been introduced for notational convenience 
(6) 
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+Ci(^k"j 
(7) 
dUii (8) 
dUii (9) 
Here, (w/.^,-) and (v ,X, )  are the components of the normal and tangent unit vectors at x and 
I, respectively, as shown in Figure 1. The kernel f^y is 0(1/r^) and is termed hypersingular 
as /* -> 0 while ff^y and are both 0(1/r) and i^y is 0(1), provided the boundary S has a 
continuous turning tangent at |. 
It is observed from equations (5) through (9) that if the displacements have continuous 
tangent derivatives and if the tractions and the unit vectors normal and tangent to the bound­
ary S are continuous at the source point |, then all the terms in the tangent derivative equa­
tion in the form of equation (5) are integrable in the ordinary sense. Practically, when the 
boundary S is discretized for approximation of the geometry and the boundary variables, one 
is either forced to collocate at points interior to the elements where the interpolation functions 
are continuous or to use spline elements, which preserve derivative continuity from element to 
element. Alternately, one can use the Hermitian elements which also provide continuous first 
derivatives between elements by taking the tangent derivative as a nodal value at element in­
terfaces. 
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S 
typical element 
n 
*x  
-1 +1 
master element 
Figure 1. Problem domain, coordinate systems and a typical element 
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NUMERICAL IMPLEMENTATION 
Since the tangent derivative equation is independent of the conventional and the traction 
equations, it can be used in several different ways. One possibility is to collocate this equation 
instead of the conventional or the traction equation at a given point. Another option, which is 
the focus of the present work, is to simultaneously collocate the tangent derivative and the 
conventional equations at selected points in order to introduce higher order elements. To ac­
commodate the collocation of both these equations at the same locations, the stronger conti­
nuity requirements of the tangent derivative equation (5) take precedent over the ones im­
posed by the displacement equation (4) and, consequently, proper element and collocation 
point selection must be observed. These requirements would normally be met at points interior 
to elements if the usual polynomial interpolation or shape functions are used on the elements. 
If, however, collocation is to be enforced at element intersections, then first derivative conti­
nuity of the displacements w, , zeroth derivative continuity of the tractions /,• and continuity of 
the unit vector tangent to the boundaiy S is required. 
To assure the continuity of the unit vectors normal and tangent to the boundary S when 
the collocation point | is at an element interface, several strategies can be followed. For ex­
ample, Hermitian elements [10] or spline elements could be used for the geometric represen­
tation of that portion of the boundary. The use of the Hermitian elements poses the inconven­
ience that the components of the unit tangent vector at each one of the nodal points should be 
given as part of the input data. The spline elements, on the other hand, may require "control 
points" outside the element. To avoid these difficulties, the authors have found that it is pos­
sible to "carefully violate" this theoretical requirement without having a notorious adverse ef­
fect. If the conventional Lagrangian elements are used to discretize the geometry of the 
boundary and the later is smooth in the vicinity of the element intersection under considéra-
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tion, then the difference between the tangent directions provided by each element will be small 
and an average value could be safely used. 
In order to meet the continuity requirements for the boundary variables at element inter­
sections, and to couple the displacement and tangent derivative equations, Hermitian cubic 
interpolation functions are a natural selection for the displacements w,- and the tractions 
The nodal parameters then become both the functional value and the tangential derivative 
value at the nodes on an element. 
Based on the above discussion, in the present work the approximation of the geometry 
and the functional interpolation is completely separated and isoparametric elements are not 
used in the locations were the tangent derivative equation is collocated. For the geometry the 
conventional two and three node Lagrangian elements are used whereas for the functional 
representation the Hermitian cubic shape functions are employed. 
For a conforming Hermitian element as shown in Figure 2(a), the displacement compo­
nents, in matrix form, are 
(«/) 
(10) 
where the superscripts 1 and 2 in the column vector denote functional values at the colloca­
tion nodes of the element and the Hermitian cubic shape functions Hj are given by 
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Figure 2. Conforming, partially conforming and nonconforming Hermitian elements 
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H\{n) = (1 - î7)(i - n)(2+î]) / 4 
(l-lK'-lXi+D/t 
//f(rj) = (l + Tj)(l + T7)(2-77)/4 
^2(n) = - (H-77)(1 + Î7)(1-T])/4 
(11) 
and 77 is a parametric coordinate on a parent or intrinsic element with the collocation and end 
points at rj = ±1 as shown in Figures 1 and 2(a). Note that the second and fourth shape func­
tions contain the Jacobian of the geometric transformation evaluated at the collocation nodes, 
or at Tj = -1 and î] = +1 on the parent element, respectively. 
On a curvilinear element in two dimensions, the Jacobian is given by 
and the derivatives dx^ I dr\ and ûèco I dr\ are determined through the geometric description of 
the element. 
As many practical problems involve comers where the tangential derivatives of the sur­
face displacements or tractions will obviously not be continuous, then elements which also ac­
commodate this behavior are desirable. A partially discontinuous or partially nonconforming 
Hermitian element is obtained by moving one of the collocation points inside the element as 
shown in Figure 2(b). The shape functions for this case with the collocation points at r] = -1 
and n = are 
(12) 
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#j(n) = (l-2%)(l-2%)(7 + 4n)/27 
H\ (j?) = 4(1 + î7)(l + T])(5 - 4 77) / 27 
—J (1-27])(1-27])(1 + 77)/9 
(13) 
mm) = -2 (1 + Î7)(1+J7)(1-2Î?)/9 
If both nodes of the element are placed inside the element at n = ~2" T] = +y, the 
shape functions for a totally nonconforming element as shown in Figure 2(c) are 
///(7J) = (1-2TJ)(1-277)(1 + 7])/2 
^j(77) = 
\ d r ] j  
(1-27])(1-277)(1 + 277)/8 
iyf(7]) = (l+27])(l + 277)(l-77)/2 
(14) 
Hm=- (l + 277)(l + 2îï)(l-2î])/8 
The implementation here is such that all the combinations of the linear and quadratic 
geometric elements can be used with the three Hermitian elements above. 
In the numerical implementation of equation (5), it is convenient to separate the total 
boundaiy into two parts: the one containing the collocation point | and denoted by and 
the one not containing the collocation point | and denoted by A rearrangement of terms 
in equation (5) then gives 
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jv^-UjdS + jv„ dS-
jv^dSy,4) + jr;jds~jv,^r,ç,ds 
S'+S„ 
%a) -% 
(15) 
JW^tj dS+\[w,^tj -W^t jC^)]dS-\W^jdStjâ) 
where now the explicit notation of all functions with argument x has been dropped. The first 
terms on each side of the equation represent the basic "off diagonal" terms, where the collo­
cation point is not on the element of integration. The second terms on either side are the 
regularized ones for the case where the collocation point is on the element of integration. 
Once the appropriate shape functions are introduced, the differences of the integrands are suf­
ficiently small to regularize the 0(1//*^) and 0{\lr) of the kernels and Wy, respectively. 
The third terms on either side of the equation contribute to the diagonal elements of the collo­
cation equation and are determined from the off diagonal terms. Lastly, the fourth integral on 
the left side of equation (15) also contributes to the diagonal terms on the left, with contribu­
tions coming from all the boundary, including . Note that the Yy kernel is nonsingular, so 
numerical quadrature is permissible there also. 
The numerical evaluation of the integral equations (4) and (15) proceeds as in the regular 
boundary element method with the following caveats. For the regularized tangent derivative 
equation (15), there are no singularities, not even weak ones like the logarithmic singularity on 
the right side of equation (4). Further, the implementation here is such that the geometric de­
scription of the elements is divorced from the parametric functional representation of the 
boundary variables and elements of the regular Lagrangian type can be arbitrarily intermixed 
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with elements of the Hermitian type in a boundary element model. The elements can also be of 
either the conforming, partially conforming or nonconforming types. 
Once the system of equations of the boundary element model is solved for the unknown 
boundary values, all the stress components on the collocation nodes of the Hermitian elements 
can be determined directly from the nodal values of the tractions and the tangential derivatives 
of the displacements. 
At any point on the boundary the transformation of displacements from global to local 
normal and tangent directions is given by 
"1 "2 
^1 % 
l"i (16) 
where w,- and are the direction cosines of the local normal and tangent directions, respec­
tively. Then, the tangential strain component is 
where now, on the collocation nodes of the Hermitian element, the required displacement 
gradients are directly available. This, of course, is where the Hermitian element approach dif­
fers from the regular boundary element procedure, where, to determine the above tangential 
strain, the tangential derivatives of the displacements must be obtained through derivatives of 
the element shape fimctions and the nodal values of the displacements. 
From the tractions, the local stress components G„„ and are 
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•"nn 'n 
•'tis ) 
"1 «2 
^2 
1^1 
1^2. 
(18) 
and then through Hooke's law (plane strain), the normal strain, tangential stress and shear 
strain are 
^nn = 
1 
1 - M  
2G 
1 - 2 M  
2G ^nn 
^ss 2 _ 2^ ] (19) 
7,w = _ ^ns 
Consequently, in the local coordinates, the stress and strain states are complete and thus all 
stress components are known directly from the boundary solution and prescribed boundary 
data. There is no need for the differentiation process required in the regular boundary element 
method. 
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NUMERICAL RESULTS 
To demonstrate the accuracy and utility of the present method, two different models of 
an example problem are considered: one with the usual conforming quadratic elements over 
the whole boundary and one partially modelled with the Hermitian elements. A problem with 
moderate stress gradients, and one in which an analytical solution is readily available, is that of 
a circular hole in an infinite plate as shown in Figure 3. One quadrant of the plate is modelled 
with stress free conditions on the hole and the appropriate zero shear and normal displacement 
conditions on the horizontal and vertical lines of symmetry. On the right and upper boundaries 
where the model truncates the infinite plate, tractions are prescribed as determined from the 
analytical solution with remote stress 0^ = 100, G = 100/(l+ju) and ju = 0.3. 
For comparative purposes, the two models of the region with approximately the same 
number of degrees of freedom are shown in Figures 4(a) and 4(b). Model (a) consists of all 
conforming, quadratic elements with the conventional boundary integral equations collocated 
at each one of the 50 nodes. Model (b) consists of a combination of Hermitian and quadratic 
elements with the Hermitian elements used on the hole and the left and lower lines of symme­
try. On the upper and right sides of each model, the conventional boundary integral equations 
are collocated on the identical quadratic elements, except in model (b) where partially noncon­
forming elements are required to interface with the Hermitian elements at the upper left and 
lower right comers. 
For the sides where the models differ, i.e., the left side, the curved hole and the bottom, 
the number of degrees of freedom is 60 for model (a) and 52 for model (b). The intent of 
these two models is to contrast the performance of the four degrees of freedom per node, 
Hermitian elements with the regular, two degrees of freedom per node quadratic elements in 
those areas of the problem with the highest gradient while maintaining a similar modeling on 
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the portions where nonzero tractions are prescribed. As is evident from Figure 4, the number 
of collocation points on the Hermitian elements is less than for the quadratic elements, but the 
number of degrees of freedom is nearly the same. 
Results for the two models are presented in Figures 5 through 7. Figure 5 shows the 
hoop or Gqq stress component on the hole boundary where it is seen that both models provide 
accurate stresses even though the values on the quadratic elements are determined from dif­
ferentiation of the shape functions and the nodal displacements. For the Hermitian elements, 
the stress is recovered directly from the boundary solution via equations (16) through (19). 
For the conforming quadratic elements, stresses are, in general, discontinuous at element in­
terfaces, due to different derivatives on each adjoining element. In Figure 5, and through the 
remaining figures, both values at element intersections are graphed (solid squares), but on the 
hole the differences are so small that both squares coincide. 
This is not the case for a, j along the bottom of the model as shown in Figure 6. Here the 
discontinuity is evident at Xj = 2.6 and to a lesser degree at X; = 3.2. Near the hole it is ob­
served that the quadratic elements fail to resolve the rapidly varying stress component behav­
ior, but the value determined by the Hermitian cubic element falls nearly on the curve at the 
node closest to the hole. Even though this stress component is small compared to the gross 
stresses of the problem, this figure does show the accuracy of the Hermitian elements and the 
tangent derivative approach. On the left side of the model, along Xj = 0, the results are similar. 
Figure 7 shows a plot of O22 vs. x? where the discontinuous behavior of the quadratic ele­
ments is quite large at Xj = 2.6. 
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Figure 3. Hole in an infinite plate and modelled region 
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Figure 4. Conforming and combination boundary element models 
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DISCUSSION AND CONCLUSIONS 
A boundary element method that allows for coincident collocation of both the conven­
tional displacement boundary integral equation and the tangent derivative boundary integral 
equation was implemented. The combination of these two types of equations at each colloca­
tion node allows for higher order elements without increasing the number of collocation points 
or, as used here, to formulate the boundary functional representation in terms of nodal values 
of a function and its tangent derivative. With the tangent derivatives as explicit nodal degrees 
of freedom and the additional equations provided by the tangent derivative equations, it be­
comes possible to determine the tangent derivatives directly from the boundary solution with 
comparable accuracy as the primative variables. Hence, for elasticity, all components of stress 
are directly recovered from the boundary solution and need not be determined in a post proc­
essing maimer through differentiation of the shape functions and the nodal displacement val­
ues. 
The use of the four degrees of freedom per node Hermitian elements can be applied se­
lectively such as in areas where gradients of the problem are high or where boundary stresses 
are desired. Regular boundary elements would normally be used on the remaining parts of a 
modelled region so that excessive degrees of freedom need not be introduced. Applications of 
this technique are obvious in modelling of critical stress areas or for use in plasticity, shape 
optimization and sensitivity analysis algorithms, where selected areas of the problem require 
fine resolution. 
The regularized form of the tangent derivative equation presented here can be easily imp­
lemented in a computer code since no special numerical integration is required and no addi­
tional boundary variables are introduced in the formulation. 
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Finally, since the tangent derivative equation is independent of the conventional and the 
normal derivative (traction) boundary integral equations, it could be used for other purposes 
different than the formulation of higher order elements. 
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APPENDIX. 
ADDITIONAL RESULTS 
In the following, some additional results that also reflect the differences in accuracy be­
tween the Hermitian and the conventional Lagrangian boundary elements are presented. 
For the problem of a circular hole in an infinite plate shown in Figure 3, the two boundary 
element models displayed in Figure 4 were previously used to compare the values of the tan­
gential component of the stress tensor at the collocation nodes of the elements. Of par­
ticular interest were the results corresponding to the bottom and the left edges of the modelled 
region that were shown, respectively, in Figures 6 and 7. On those portions of the boundary, 
the values provided by the Hermitian elements adequately represented the analytical solution. 
However, near the hole, the quadratic elements failed to resolve the rapidly varying behavior 
of the stress component 
Continuing further with the same problem and models mentioned above, results for the 
tangential derivatives of the displacements and the tractions at the collocation nodes of the 
elements are given in Figures A1 through A4. Here the values corresponding to the Hermitian 
elements were recovered directly from the boundary solution while, for the conforming quad­
ratic elements, they were determined through derivatives of the shape functions and the nodal 
values of the displacements or the tractions. In the case of the quadratic elements, the tangen­
tial derivatives of the boundary variables were, in general, discontinuous at element interfaces 
since these elements provided only C° continuity at those locations. To reflect this situation, 
both values at the element intersections were graphed in the figures (solid squares). 
Figure A1 shows a plot of the displacement gradient du^ / dx^ along the bottom of the 
model. As expected, the discontinuous behavior of the quadratic elements is present and better 
accuracy of the Hermitian elements is evident. Near the circular hole, where the gradient is 
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high, the quadratic elements produce large discontinuities and large errors compared to the 
Hermitian elements, especially for the quadratic node located on the hole boundary or at 
Xi=2. However, the nodal values on the Hermitian elements fall directly on the analytical 
curve. In the case of the displacement gradient du2 / dx2 along the left side of the model, a 
similar trend is seen in Figure A2. Here the quadratic elements exhibit a large deviation from 
the analytical solution at ^2 = 2. Also, the discontinuous behavior of these elements is evident 
at *2 = 2.6 and to a lesser degree at ^2 = 3.2. 
The results for the traction gradient dt2 / dx^ along the boundary *2 = 0 are given in 
Figure A3 and the ones corresponding to dt^ / âx, along the left edge of the model are pre­
sented in Figure A4. In both cases the values provided by the Hermitian elements are in 
agreement with the analytical curve whereas, near the hole, the results for quadratic elements 
show a significant deviation. Again, the discontinuities of the quadratic elements are evident in 
the plots but they are not as pronounced as the ones seen for the tangential derivatives of the 
displacements. 
Considering all the comparisons that were made, it is clear that the use of the Hermitian 
elements has some advantages over the conventional boundary element approach. These ele­
ments provided more accurate values for the stress component and the tangential deriva­
tives of the displacements and the tractions on those portions of the boundary where these 
quantities exhibited rapid changes. 
Another problem of interest is the one shown in Figure A5, i.e., that of an infinite plate in 
a state of uniform, all-round, tension disturbed by an elliptical, stress free hole of semiaxes 
a and b {a>b).To find an analytical solution for this problem, it is convenient to use the el­
liptical coordinates and ^2 that are related to the global cartesian coordinates Xj and x? 
through the following transformation 
0.3 
0.25 
0.2 
0.15 I 
0) 
—Analytical 
-•-Hermitian 
-«-Quadratic 0.05 
4.5 4 5 2 3.5 2.5 3 
4 
Figure Al. Displacement gradient along bottom of model 
40 
0.6 
0.55 
—Analytical 
-e-Hermitian 
-«-Quadratic 0.5 
0.45 
0.4 
0.35 
0.3 
0.25 
0.2 
0.15 
2 4.5 3.5 4 5 2.5 3 
^2 
Figure A2. Displacement gradient along left edge of model 
41 
50 
dxi 
(xi,0) 
-50 
-100 
-150 
-200 
-250 
: / 
:/ / —Analytical -#-Hermitian -«-Quadratic 
f 1 1 1 _1_ 1  1  1 1 .  —1 L 1 1 • * • ' .1 .1 
2 2.5 3 3.5 4 4.5 5 
•^1 
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Figure A5. Elliptical hole in an infinite plate 
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jci =c cosh/3i cos/32 
%2 =csinhj3i sin/32 
where c = -b^ . Here the curves = constant correspond to a family of confocal ellipses 
with foci at Xj = ±c. Alternately, the curves P2 - constant represent a family of confocal hy­
perbolas having the same foci as the ellipses. The value of the coordinate corresponding to 
the boundary of the hole is determined by 
tanh/3,o = - (A2) 
a 
and the domain corresponding to the elastic medium is given by /9; > /3io and the coordinate 
^2 varies through a range of 0 to 2;r. 
With these definitions, the components of the stress tensor in the elliptical coordinate sys­
tem can be written 
_ (TpSinh (cosh 2/3, - cosh 2/9,p) 
(cosh2/3,-cos2/32)^ 
, _ (To sinh2/3,(cosh2/3, -2cos2/32 + cosh2/3,0) 
(cosh2/3, -cos2/32y 
(^ = - ^ (A3) 
_ (To sin2j32(cosh2/3, -cosh2/3io) 0\2 — O91 — = 
(cosh 2)3, -cos2j32) 
and the components in the global coordinate system are found from 
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<TiI = cos2a- (JI2 sin 2a 
CT] la+a{2Cos2a 
sin2a (A4) 
where the angle a is obtained from the relation 
tana= cothfii tan ^ 2 (A5) 
As shown in Figure A6, only a finite portion of one quadrant of the plate is modelled. The 
hole boundary is prescribed as traction free and the appropriate zero shear and normal dis­
placement conditions are used on the horizontal and vertical lines of symmetry. On the right 
and upper boundaries, the tractions are prescribed as determined from the analytical solution, 
i.e., using equations (A2) through (A5). The case under consideration corresponds to a re­
mote stress (TQ = 100 and the dimensions of the semiaxes of the elliptic hole are a = 2 and 
For comparative purposes, two models of the region with approximately the same num­
ber of degrees of freedom are used. The first model is shown in Figure A7 and consists of all 
conforming quadratic elements. The second one is shown in Figure A8 and consists of a 
combination of Hermitian and quadratic elements. Notice that these models are similar to 
those previously employed for the problem of the circular hole in an infinite plate. 
The results for the stress component on the bottom of the modelled region are given 
in Figure A9. Near the hole, the values from the Hermitian elements are very close to the ana­
lytical curve, whereas the ones from the quadratic elements show a considerable deviation. In 
b = l. 
46 
particular, a large error is observed at the quadratic nodes located at X] = 2 and Xj = 2.3. Also 
at Xi=2.6, the values obtained from the adjoining quadratic elements are quite different, 
originating a large discontinuity. For the left edge of the model, the plot shown in Figure AlO 
reveals that the values from both element types closely match the analytical ones. Of course, 
here the Hermitian elements also provide more accurate results than the quadratic ones but the 
difference is not as dramatic as before. 
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PAPER n. 
A WEAKLY SINGULAR FORMULATION OF TRACTON AND TANGENT 
DERIVATIVE BOUNDARY INTEGRAL EQUATIONS IN THREE DIMENSIONAL 
ELASTICITY 
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ABSTRACT 
Regularized forms of the traction and tangent derivative boundary integral equations are 
derived for three dimensional elasticity. Kernels of the resulting equations contain only weak 
singularities and thus are amenable to the ordinary numerical treatment required by weakly 
singular integrals. The hypersingular and strongly singular kernels of the displacement gradient 
representation are regularized independently, through identities of the fundamental solution 
and its various derivatives, before the integral equations are formed. The stress or traction 
equations provide an alternate formulation of boundary value problems in the same boundary 
variables as the displacement boundary integral equations and are useful for problems where 
the displacement equations are deficient, such as in crack problems. Alternately, the tangent 
derivative equations explicitly introduce surface displacement derivatives and are thus com­
pletely independent equations that may be used simultaneously with the displacement or trac­
tion equations. 
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INTRODUCTION 
Regularized forms of the traction and tangent derivative boundary integral equations 
pertaining to two dimensional elastostatics were previously derived and shown to be com­
putationally effective in two dimensional elastostatics^. Rudolphi and Muci-Kuchler^ intro­
duced a regularization of the derivative equations where the stronger (hypersingular) and 
strong (Cauchy) singularity are treated independently and reduced to weakly singular integrals 
and are well suited for numerical purposes. That approach, where the derivative equations are 
completely regularized before the limit of forming an integral equation through the use of per­
tinent identities of the fundamental solutions for closed boundaries is followed and extended 
here to three dimensions. Explicit formulas for the determination of orthogonal surface vari­
able derivatives, in terms of intrinsic and generally non-orthogonal coordinates, as required in 
both the traction and tangent derivative equations are also given. 
Other regularizations of the derivative equations are possible. Balas, Sladek and Sladek^ 
reduce the stronger singularity of the stress and traction equation to the Cauchy type through 
partial integration via Stokes' theorem that also introduces tangential displacement gradients, 
but leaves the strong (Cauchy) singularities to be computed. Gray, Martha and IngrafFea'^ 
employ the traction equation in fracture problems but treat the strong and hypersingular terms 
analytically in the limit as the interior point is taken to the boundary to form the integral equa­
tion. A careful treatment of the many terms of the kernels is required in this process. Liu and 
Rudolphi^ performed the regularization of the traction equation with the fundamental solution 
identities as used here, but left the stress components as explicit boundary quantities in the 
equation and is consequently not convenient for computation. 
Specialized forms of the gradient boundary integral equations, namely the traction equa­
tions and the tangent derivative equations, find use in various problems of elasticity and elas-
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todynamics. The traction equation is commonly required to supplement the regular displace­
ment equation in crack problems where the displacement equation is degenerate on the two 
overlapping crack surfaces. A similar situation exists for the class of elasticity problems where 
two parts of an elastic body overlap, like a split ring or problems of contact. Tangent deriva­
tive equations are useful in sensitivity and optimization problems, where the displacement and 
traction gradients parallel to the boundary need to be computed with commensurate accuracy 
as the displacements or tractions themselves. 
A unique feature of the tangent derivative equations is that, unlike the traction equations, 
they are independent of the displacement equations and, as such, can be used (collocated) at 
the same locations as the displacement equations. This provides additional and concurrently 
usable equations for various purposes. Higher order elements, or elements with additional 
degrees of fi-eedom, where derived by Rudolphi^ for potential problems, while similar ele­
ments where used in two dimensional elasticity^ to immediately recover the boundary stresses. 
Presumably, the tangent derivative equations are also independent in three dimensions, assum­
ing that two mutually orthogonal directions are chosen at the collocation or boundary point. 
Dynamic problems can also be treated by the regularization process employed here. In the 
frequency or Fourier domain formulation the static fundamental solutions (or derivatives) are 
merely subtracted from the dynamic kernels and then added back to reduce the subsequent 
regularizations to that of static problems (cf. Krishnasamy, G. et al.^). 
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THE BASIC FORMULATION 
As a starting point and to define the various variables and notation, the displacement 
representation integral for elastostatics is 
w/(l) = j[c/^(x,|)/y(x)- (1) 
S 
where % = (%i,%2,^3) ^"d | = (^i,^2'^3) denotes the field and source point coordinates, w, 
and tj the displacement and traction components and C/,y is the fiindamental solution dis­
placement components. For isotropy, Ujj is given by 
where /* = |3c - q, = x,- - and r„- = dr/ dxj = (x,- - ) / r = /;• /r. The fundamental solution 
traction kernels are defined through Hooke's law by 
= (3) 
aXm 
where, for convenience, the fourth order tensor form of the elastic material property is 
employed such that for isotropy, ^ and ju are Lame's 
constants and v is Poisson's ratio. 
The various forms of the derivative equations are formed fi-om the general gradient equa­
tion, which, fi-om equation (I), is 
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« ) = J  
du a ~ dTu 
i.^Çk 
dg(jè) (4) 
where here and in the sequel, the explicit derivatives with respect to the coordinates will be 
used. Also, to allow for a less cumbersome notation in all development that follows, the spa­
tial arguments of the various quantities as in equation (4) will not be explicit, with the under­
standing that the arguments of the two point functions C/,y and Tjj and their derivatives are al­
ways (x, I) and that of the m,- and /,• is (%) unless explicitly noted otherwise. 
To obtain the traction and tangent derivative equations from equation (4), the following 
identities pertaining to the fundamental solution and its derivatives on closed domains 
bounded by S (cf., ref 1, but note the difference in the definition of are used to ob­
tain regularized integral equations: 
% =0 (5) 
S 
j '^jfk dS = j Ei„jkn„ Uii dS (6) 
f a?:, |-/-c/5 = 0 (7) 
 ^ = j (8) 
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These identities are obtained^ by imposing both constant and linear displacement solu­
tions onto the representations (1) and (4). The first, equation (5) is recognized as that ob­
tained from the rigid translation solution required of the representation (1). The third is merely 
its derivative or is also obtained from the rigid motion solution through the gradient equation 
(4). The others fr)llow from the linear displacement solution of elasticity through equations (1) 
and (4), respectively. These identities are central in regularizing the derivative equations and 
are used in the following derivations. 
Prior to forming integral equations from the displacement gradient (4) by taking the point 
I to the boundary, the stronger singularity is regularized by removal or subtraction. For suf­
ficiently continuous displacements in the neighborhood of |, 
Ui (x) = Ui (I) + Vw, (I) • r+... 
= «,(^)+^(lKk'r+- .t = 1.2,3 
dÇa OV 
~ ^ h f/•+••• 
where ^re the orthogonal coordinates at the point z, the eventual limit point on the 
boundary, with and ^2 denoting the in-plane, orthogonal tangent coordinates and ^3 = v 
the normal coordinate as shown in Figure 1. Also in the expansion of equation (9), and /,• 
are unit vectors in the surface and global coordinates, respectively, and /^- = • ij are the di­
rection cosines from the global coordinates to the surface coordinates. Further, in the second 
and third lines of equation (9), to separate the tangent and normal part of the gradient, the 
Greek subscript index a ranges only over 1 and 2. This separation from the normal gradient 
term is important in the following regularization in that, for assumably smooth boundary cur­
a=l,2 
, a= 1,2 
(9) 
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vature, «F = 0{r) and v*r = 0{r^) when | z and r —> 0, so the normal part of the 
gradient is higher order in r than the tangential terms. 
The stronger singularity of the displacement gradient equation is then regularized (before 
the limit in which | is taken to the boundary) by subtraction of the first two terms on the right 
side of the expansion of equation (9), i.e.. 
duf r dTij ~ 
•su„ 
(10) 
Figure 1. Three dimensional domain and coordinate systems 
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Now the identities of equations (7) and (8) are employed to replace the integrals in the two 
added back terms to provide 
dX: 
((Van 
"Ca 
(11) 
dS 
and, since the kernel dT^ / - 0(1/r^) and the term in brackets is O(r^), the first integral 
of equation (11) is only weakly singular as r -> 0 and as the interior point | goes to z on the 
surface. However, before that limit is taken, the kernels involving dUjj / contain strong or 
Cauchy singularities, since dUjjld^i^ =0(l/r~), but the manner of regularization of these 
terms depends on the form of the gradient equation desired. In the following, two forms of the 
gradient equation (11) are developed. The first is a contraction involving Hooke's law and 
provides the traction equation while the second determines two orthogonal displacement gra­
dients in the plane of the surface. 
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THE TRACTION EQUATION 
To form the traction boundary integral equation, the stresses are first determined from 
the displacement gradients of equation (11) at the interior point | according to Hooke's law, 
i.e.. 
(12) 
so that with Cauchy's equation, the tractions at ^ on a plane with normal v, the direction of 
the normal to the surface at the limit point z, are 
4(b = cr^(l)Vy = Eijki Vj (13) 
To provide the tractions at the limit point z, the appropriate contraction is the product 
EpqikVq. Applying this operation to equation (11), one obtains 
- r dT}.-
( <3) + J Epqiic Vq 
-T di4 J — J ~Z 
dS-EpqikVqôijÔkilai (/y a 
r dU- dUf -r e dUii 
+J Epq,,VqE„„jin„ ^ dS 1,1 ^ (0 = j Epq^kVq^tj dS 
(14) 
The two coefficients of duj / or the third and fourth terms on the left side of equation 
(14) are then combined, with the use of identity (5), such that 
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^pqik i^j ^ kl J ^ pqik ^ q ^ mnjl  ^ dS = 
mnik^n^ij^kl^mp | ^mnjÛ^n^pqik^q -E„„ikV„ôijôud „ + J i 
S 
'-^dS = 
^mnjl J ^ mp  ^ ^mnjl J ^p ^  ~ ^mnjl J [ ^mp "n %? ] ^  
where, similar to the kernel 3^- (x, of equation (3), 
(15) 
dU;^ -= a(/., 
% (X, 0 = V, V, :^(f. 
d^k 
(16) 
The right hand side of equation (14) is also regularized by subtraction, as follows: 
J =  - J ÏÏp'i<IS = JC^JP-%)',"'•S-JTji,[tj-lfi)\dS+l,(l) (17) 
where again, in the last step, the identity (5) has been used. All the results from regularization 
in equation (15) and (17) can then be incorporated into equation (14) to give the final version 
of the traction equation as 
du,-
»/-My(z)-^(z)/«/// 
-/•s+J [v„ % ]« ^(j) 
(18) 
where now the limit ^ J has been taken and the hypersingular kernel Vjp (x, ^ ) is defined by 
(19) 
All terms in the traction equation (18) are now regular, i.e., at most weakly singular, as the 
point I r on the boundary, provided that the displacements have Holder continuous first 
derivatives at z. The traction equation can thus be considered a boundary integral equation. 
Traction type boundary integral equations are not new and have been used for some time 
in various applications. It is believed, however, that completely regularized forms as equation 
(18), where only weakly singular integrals remain in the formulation, have not been derived or 
used for computational purposes. The two dimensional counterpart of this equation was pre­
viously derived^ and the above equation (18) is merely a generalization to three dimensions. 
Note, however, that for the hypersingular kernel to be regularized, the bracketed or subtracted 
terms of the integrand must be 0{r^) as r 0. This requires that the Taylor expansion be 
complete to that order or that the expansion be in the surface as shown here. The gradient 
terms normal to the surface need not be present and indeed, are not available once the integral 
equation is formed or when | is on the surface. 
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THE TANGENT DERIVATIVE EQUATIONS 
To obtain the tangent derivative equations from the general gradient equation (11), the 
components of the displacement gradients in the direction of two orthonormal tangents 
(see Figure 1) on the surface at the limit point z are formed. This is accomplished on the three 
dimensional surface by application of the operation 
the direction cosines of the local surface coordinates, are proper, orthogonal unit base 
vectors at the limit point z with ^3 = v as shown in Figure 1. The above differential operator 
picks out the directional derivative of the operand in the two in-plane tangent directions. 
These tangent directions are, other than lying on the surface, arbitrary. 
Contracting the gradient equation (11) on EpqkVql^p, one obtains 
(î/)XV).Vç = Çj.(vxVj) = Ç^.£„ir,v,^ = 8„tV,/^,^ , p=\.ï (20) 
to the representation (1), where is the three dimensional alternating tensor, ^ »ij are 
s 
Now, in equation (21) the two free terms on the left side (those without integrals) cancel, 
since. 
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^pqk^q^Pp ^pqk^q^pp^ij^kl^al ]% (1) 
, 3 _ 3 _ 3 . _ (22) 
-^pJak -T^(^) + ^ Pr^yk^ak -^^(1) = 0 
d^k dÇa dQa 
where is a two dimensional alternating tensor such that Spalak = ^pqk'Vqlpp 
(êh = 622 = 0, Ê12 = -621 = !)• Note again that the Greek subscript range is only 1 to 2 and 
the identity is valid only if the triad (Ci,C2>^) is a proper, orthonormal basis such that 
^yk^ak ~ ^ ya-
Then the right hand side of equation (21), or the weaker singularity of the equation, to­
gether with the second integral on the left, are regularized by subtraction. For the term on the 
right, one can write. 
^^"t,dS = I f 
^pqk'^qhp] 
ac/.. _ ac/.. _ 
^pikhp] ^ 0^^) 
which produces a regular integral, presuming smooth geometry at the limit point on the 
boundary, and an added back term which can be associated with the second integral on the left 
of equation (21) to regularize it also. One has, from the added back term of equation (23), 
•P '^^ 'hp! '»(!) = v/"» 
(24) 
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Now, the first term in the result of equation (24) is taken back to the left side of the equation 
(21) to regularize the second integral on the left and the remaining term of equation (24) is 
zero, as a consequence of Stokes' theorem. The vanishing of this term is analogous to the ex­
act differential term encountered in the two dimensional problem in the formation of the tan­
gent gradient equation. This term is zero, of course, only if the boundary is closed. For open 
surfaces, the last term of equation (24) would be converted to an integral on the contour of 
the open surface. 
Putting all the results fi-om equations (22), (23) and (24) into equation (21) and taking 
the limit | ^ z, the final form of the tangent gradient equation is. 
in which all terms are regular or contain only weak singularities, provided that, like the trac­
tion equation (18), the displacements have Holder continuous first derivatives at z. Unlike the 
traction equation, however, where there are three equations at each point z, there are six 
equations pertaining to each point (/ = 1,2,3; 15=1,2); three for each of the two orthogonal 
directions on the surface. 
l p p e p q k j E „ „ j i i V q n „ - H q l a i ^ ( z )  
^Pp^pqk J [ 0 '  ~ 0 ne ^ 
S 
(25) 
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DISCUSSION 
Derivation and regularization of the gradient equations, specifically the traction and tan­
gent derivative equations (18) and (25), respectively, have followed the same approach as in 
the two dimensional problem except that in three dimensions there is possible two independent 
tangent directions on the body surface. This gives rise to the two sets of equations expressed 
by (25). In the two dimensional problem, there is of course only one tangent direction, so in 
that case there are only two tangent derivative equations - one tangent derivative of two dis­
placements. Further, it was shown^ that if the tangential displacement gradients are included 
as distinct boundary variables in both the regular and tangent derivative equations through the 
use of Hermitian interpolation on elements, then the regular displacement boundary integral 
equations and the tangent derivative integral equations can be both collocated at the nodes on 
the boundary. The two sets of equations are thus independent. This independence should be 
the case in three dimensions also, so there are now available a total of nine equations at each 
collocation point; three displacement and six tangent derivative boundary integral equations. 
In the two dimensional problem, the additional equations were used to directly extract the 
tangential displacement gradients, so, in effect, the stress components were directly deter­
mined from the boundary element equations. The analogous determination of the surface dis­
placement gradients is now available in three dimensions via equations (25). Unlike the two 
dimensional problem where the tangent direction is unique at smooth points of the boundary, 
one of the tangent directions in three dimensions can be freely chosen. Similarly, in two di­
mensions, the subtraction of two terms of the Taylor expansion of w,- in the gradient equation 
(11) guarantees regularization of the stronger kernel, even when parametric surface coordi­
nates are used, since both the intrinsic coordinate and tangent directions coincide and the first 
two terms of the Taylor expansion are complete up to 0{r^). In three dimensions, however. 
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two terms of the Taylor expansion will be comparably complete only if the two tangent direc­
tions are orthogonal. Intrinsic surface coordinates from the commonly used parent or intrinsic 
elements are not necessarily mapped into orthogonal directions on the surface as shown in 
Figure 2. Thus the first derivative terms used in the subtraction process should be in mutually 
orthogonal directions, but must be calculated implicitly through the intrinsic surface or ele­
ment coordinates. Surface differential geometry is then required to determine these derivatives 
as they occur in both the traction equations (18) and the tangent gradient equations (25). 
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CALCULATION OF THE SURFACE GRADIENTS 
If (Ci.G) &re the orthonormal base vectors on the surface at z and within an element as 
shown in Figure 2, and if the displacement components w,- are determined explicitly through 
the intrinsic element coordinates (7);,%) through shape functions on the element, then the 
derivatives of the displacements are determined as follows. If is any function, ex­
plicitly given in terms of intrinsic coordinates (77;,%), then the surface gradient of%(%^Tb) 
is determined by^ 
where (ëj ,^2 ) are the tangent base vectors to the parametric curves of (rji, 772 ) on the surface 
as shown in Figure 2, gap = ^ a*^p ; a,j3= 1,2 are the components of the metric tensor on 
the surface and {gapl denotes the determinant. The base vectors are determined by 
(26) 
(27) 
so the metric tensor components are 
gap = , a,/3= 1,2 ; ^ = 1,2,3 
dria drip 
(28) 
For a typical boundary element on a three dimensional surface, both the surface and the 
boundary variables are approximated through shape functions and nodal values of the surface 
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coordinates and prescribed or unknown values of the displacements or tractions. Denoting the 
shape functions for the interpolation of the geometry on an element with n geometric nodes 
by (%,%), then 
Xk = ^i(rii,V2)4 ' / = A = l,2,3 (29) 
where are the nodal coordinates at the /' -th node. The metric tensor is then 
dN- .• dNf 
gap = ^^k^4 , /,y = l,2,...,w; a,j3=l,2 ; A: = l,2,3 (30) 
7^2-curve ^^2 
(77 J = constant) 
l2 
A 
/ 
77 J - curve 
(7/2 = constant) 
Figure 2. Surface boundary element and intrinsic surface coordinates 
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Similarly, displacement derivatives are given by 
m (31) 
where M, ( 771,772) are the shape functions for the displacements at m nodes, which can be 
different from #, (771,772). Through the metric tensor components and intrinsic displacement 
derivatives as determined by equations (30) and (31), the necessary ingredients to determine 
surface displacement gradients by equation (26) are determined. For a given direction 
equation (26) then provides 
- Suh ) + 1^2 - gzm ) (32) 
which are then the surface displacement gradients required in equations (18) and (25). 
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PAPER m. 
APPLICATION OF TANGENT DERIVATIVE BOUNDARY INTEGRAL 
EQUATIONS TO THE FORMULATION OF HIGHER ORDER BOUNDARY 
ELEMENTS 
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ABSTRACT 
Higher order elements for three dimensional elastostatic problems are implemented 
through the coincident collocation of regularized forms of the displacement and the tangent 
derivative boundary integral equations. The nodal values of the displacements, the tractions 
and their tangential derivatives with respect to two orthogonal directions are used as the de­
grees of freedom associated with the functional representation of the boundary variables. 
Since the surface gradients of the displacements at the functional nodes are immediately re­
covered from the boundary solution, all the stress components are directly obtained at those 
locations. To demonstrate the accuracy and utility of this approach, a test case is presented in 
which the results provided by incomplete quartic elements are compared to the ones obtained 
using the quadratic elements of the "serendipity" family. The methodology presented here is 
general and can be easily extended to other problems amenable to a boundary integral formu­
lation. 
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INTRODUCTION 
The conventional boundary integral equations are usually obtained from the interior rep­
resentation for the displacements by letting the source point go to a point on the boundary. If 
r denotes the distance between the source and the field points and d specifies the number of 
space dimensions, the stronger singularities contained in the kernels of these equations are 
in the limit as r -> 0 and the Cauchy principal value (CPV) concept can be used to 
render meaning to the integrals in which they appear. The normal and tangent derivative 
boundary integral equations arise as limit forms of the gradient of the interior representation 
for the displacements with respect to the source point coordinates. These equations are 
termed "hypersingular" since they involve kernels which are 0{r~^) in the limit as /• ->• 0, but 
the limits of these representations do exist. The integrals containing such kernels can be in­
terpreted in the sense of the finite part as proposed by Hadamard (1923), since they do not 
exist in a CPV sense. 
The derivative boundary integral equations have been of significant importance in many 
applications and different alternatives to overcome the difficulties associated with their nu­
merical implementation have been summarized by Lutz et ai. (1991). For the case of open re­
gions, Krishnasamy et al. (1990) have shown that the integrals associated with the hypersingu­
lar kernels can be computed without relying on a finite part interpretation. Here, before the 
limit is taken to form a normal derivative (traction) boundary integral equation, the first two 
terms in a Taylor series expansion of the density function in the hypersingular integrals are 
subtracted and added back. Then use is made of Stokes' theorem to "convert" these added 
back terms into regular line integrals and less severely singular integrals on the open surface. 
For the case of closed domains, Rudolphi (1991) and Liu and Rudolphi (1991) have taken 
another approach in which certain integral identities pertaining to the fundamental solution 
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and its derivatives were used instead of Stokes' theorem to reduce the singularity of the added 
back terms. In both instances, the most strongly singular integral resulting from the added 
back terms contained a singularity comparable to the weaker kernel of the representation and, 
by direct association of these terms, the weaker kernel was regularized as well. Although the 
resulting boundary integrals were analytically regularized, for the case of elasticity they mixed 
the different boundary variable types making them not well suited for numerical treatment. 
However, Rudolphi and Muci-Kuchler (1991) have presented completely regularized 
forms of the derivative equations for two dimensional elasticity (closed domains) in which 
only the displacements, the tractions and the tangential derivative of the displacements ap­
peared in the resulting expressions. Here, since only the "tangent part" part of the Taylor se­
ries expansion was used in the regularization of the hypersingular integrals, the weaker kernels 
were regularized independently and, in the case of the tangent derivative equations, the inte-
grability theorem was also employed. The final equations contained no singularities and all the 
integrals could be evaluated using the standard Gaussian quadrature formulae. The same 
methodology was extended by Muci-Kuchler and Rudolphi (1992) to three dimensional elas­
ticity where it was necessary to use a form Stokes' theorem in the derivation of the tangent 
derivative equations and the resulting expressions contained only weak 0(r~^) singularities. 
In elasticity the hypersingular boundary integral equations commonly used are the trac­
tion equations. They have been found to be especially useful in problems involving overiap-
ping or crack-like surfaces where the displacement equations are degenerate. In these shu-
ations, the displacement and the traction equations play a complementary role since they are 
collocated at the same spatial locations but on surfaces with opposite normal directions. 
However, on portions of a boundary with a unique normal direction, it has been shown that 
the displacement and the traction equations are not independent and, consequently, they can 
not be simultaneously collocated at the same boundary points. For the potential problem. 
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Ingber and Rudolphi (1990) have used combinations of the two in a scheme in which only one 
of either type was collocated at a given location. One of the most notable uses of both types 
of equations is that of Burton and Miller (1971) who successfully employed linear combina­
tions of the displacement and traction equations in time harmonic scattering problems to sup­
press the "fictitious eigenfrequencies" associated with the displacement boundary integral for­
mulation. 
The tangent derivative boundary integral equations are, however, independent of the dis­
placement and traction boundary integral equations and thus can be simultaneously collocated 
with either of them at the same boundary points. Watson (1986) used this idea to construct 
isoparametric Hermitian cubic boundary elements for plane strain problems. The numerical 
implementation presented there was cumbersome, since a regularization process was not ex­
plicitly employed to obtain a form of the derivative equations in which the singularities of the 
kernels were removed. For the potential problem and for two dimensional elasticity Rudolphi 
(1989) and Muci-Kuchler and Rudolphi (1991) have used regularized forms of the tangent 
derivative equations to construct higher order elements through the coincident collocation of 
the conventional and the tangent derivative equations. Here, additional degrees of freedom 
were incorporated in the approximation of the field variables without introducing additional 
functional nodes (collocation points) and the tangent derivative equations provided the re­
quired extra equations. For the elastostatic case, the nodal values of the displacements, the 
tractions and their tangential derivatives were used as the degrees of freedom associated with 
the Hermitian elements. In this fashion, the tangential derivatives of the boundary variables 
were directly recovered at the functional nodes with commensurate accuracy as the primative 
variables. Consequently, the tangential strain, and hence the boundary stresses, were deter­
mined without employing the derivatives of the interpolation functions. 
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Krishnasamy et al. (1992) have addressed the continuity requirements that should be 
satisfied in order to use the derivative boundary integral equations. Theoretically, a sufficient 
condition for the hypersingular integrals to exist is that the density functions must be C^'" 
(i.e., have Holder continuous first derivatives) in the neighborhood of the source point. 
Consequently, with the cuiivciitional boundary elements, the completely discontinuous ones 
have been used in conjunction with the derivative equations since at interior points the func­
tional representation is C°°. Also, several types of C' continuous boundary elements have 
been employed to allow the collocation of the derivative equations at element interfaces. In 
particular, for three dimensional problems, Liu and Rizzo (1991) have successfully used 
Overhauser C' continuous boundary elements for the solution of acoustic wave problems. 
In this paper, higher order elements for three dimensional elasticity are implemented 
through the coincident collocation of the conventional and the tangent derivative boundary 
integral equations. These elements include nodal values of the tangential derivatives of the 
displacements and the tractions in two orthogonal directions as part of the interpolation of the 
boundary variables and they only provide C' continuity at the collocation points when the 
functional nodes are located at element interfaces. As in the two dimensional case [e.g., Muci-
Kuchler and Rudolphi (1991)], at the locations where the tangent derivative equations are 
collocated, the boundary stresses are immediately recovered form the boundary solution. 
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THE CONVENTIONAL AND TANGENT DERIVATIVE BOUNDARY INTEGRAL 
EQUATIONS 
For a closed domain bounded by a surface S, the representation integral for the displace­
ments in three dimensional elasticity is usually written in the following form [e.g., Brebbia et 
al. (1984)] 
«/(I)  = -  Ti j ix, l )uj(x)]dS(x) (1) 
S 
where x = (jci,X2,X3) and | = denote the field and source point coordinates, w,-
and if are the displacement and traction components and the kernels C/,y and 7^ correspond to 
the fundamental solution displacement and traction tensors. For isotropy, the fiindamental ten­
sors are given by 
(2) 
-1 / 1 \ 
8%(1- v) +3/-„/',y]+(l-2v)(/',y «,• (3) 
where J}; = = Ej^i^HkidUu /dx„) and is the 
fourth order material property tensor describing the elastic medium. Lame's constants are de­
noted by A and jU, v is Poisson's ratio, w,- are the components of the unit outward normal to 
the boundary S at the field point ic, r = |jf-1| is the distance between the source and the field 
point, /;• = Xj -are the components of the radius vector r = x-^ and 
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(4) 
dXj r  r  
In the above expressions the comma notation has been used to indicate differentiation with re­
spect to the coordinates at x. This convention will be followed in the sequel while differentia­
tion with respect to the coordinates at wherever it occurs, will be always explicitly written 
out. 
Through the use of an identity pertaining to the fundamental tensor Tjj [e.g., Liu and 
Rudolphi (1991)], equation (1) can be written as 
J ^ .(î,ï){i/j(x)-a,.(Ô}<fi(iE) = j£/j,(î,ê(,(ï)d5(î) (5) 
If the displacement components are continuous in the vicinity of the source point |, the dif­
ference is 0{r) in the limit as r ->0 and the integrands in the above expression 
contain only weak <9(1/r) singularities. Consequently, one can let the interior point | go to a 
point z on the boundary to obtain the following regularized form of the conventional bound­
ary integral equation 
To determine the tangent derivative boundary integral equations some geometry related 
quantities need to be defined. Let v denote the unit outward normal to the boundary S at the 
limit point z and let (Ci.Cz.Cs = v) be a proper orthonormal basis as shown in Figure I. 
Here, the two unit tangent vectors X\ and C2 can be arbitrarily chosen as long as they satisfy 
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the condition Ci ^ C2 = ^ The direction cosines of the basis vectors Çi, Ç2 and ^3 with respect 
to the underlying rectangular coordinate system X2, will be determined and denoted by 
4 = i  'h-
Also, in the sequel, will be the three dimensional unit pseudotensor (whose only non­
zero components are given by 6^22 = ^231 = %12 = 1 and £132 = 6321 = £213 = will 
denote the two dimensional unit pseudotensor (e^ = £22 = 0, g;2 = ~^2i = I) and it is under­
stood that the range of the Greek indices is only from 1 to 2 and that the summation conven­
tion is in force. 
To obtain the form of the interior representation of the displacement gradients that leads 
to the tangent derivative boundary integral equations, the operation 
^3 
Figure 1. Three dimensional domain and coordinate systems 
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(Cp X V) • Spgh Vglpp ; /3=i,2 (7) 
is applied to the representation (I) and use is made of certain identities pertaining to the fun­
damental tensors and their derivatives to regularize the resulting expression. A detailed deriva­
tion was given by Muci-Kuchler and Rudolphi (1992) and the final equation can be written as 
^pp^qkjE„„ j i  [vgn„ix)-nq{x)v„]^^i5c, l )c iSix) /„/ = 
ciS(x) + 
du,- -
W ] " [ ;  / 5 = i > 2  
(8) 
where the derivatives of Tjj and Ujj are given by 
I 
1671^(1- v) ^ j[(3 -  4 v)5i j r  -5,-^r, j -5jf^r „• +3r „• (9) 
^(3c,|) = ^ 
87r(l - v) +0-2v)8i j r ,k -Sj i^r, j  -ôj i^r„•]+ 
(1-2 v)[^(3r ,y /-,* -6jk )//,• - (3r„- /-,* -Sj^ )«y ] - [Sr „• r.y +(1 - 2 v)5,y I 
(10) 
Now for notational convenience, we introduce the following kernels: 
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dTii -
-hk^ix,l) for^ = l 
for^ = 2 
(11) 
— dUis -
I) = kw "'âçf 0 = 
dUii -
-hk^i^^l) fori3 = l 
dUii  - for ^ = 2 
(12) 
0 = X ^(%)].^ ^ (^.0 (13) 
d^k 
ypi ja (x,  I) = IppSpqk EmnjI [ Vq W„ (%) " (x) V„ ] (x,  | )  /„ ,  (14) 
(15) 
With these definitions, equation (8) can be written as: 
hi 
"ha 
f -
dS + \Yp, j^dS^{^).  
S aCa 
j [Wpyy-fVp^j i jâ)]dS ; p=\, :  
(16) 
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where in the last expression, and in the sequel, the spatial arguments of the functions will not 
be explicit with the understanding that the arguments of the two point functions are always 
(x, I) and the argument of the other functions is (x) unless explicitly noted otherwise. 
From equations (9) to (15) it is seen that the kernel is 0(l/r^) or hypersingular in 
the limit as r->0 while and are both strongly singular or 0(1/r^) and is 
(9(l/r) provided that the boundary S has a continuous unit outward normal at the limit point 
2. However, if at the source point | the displacements have Holder continuous first deriva­
tives and the tractions are continuous, and if the geometry is smooth at the point z, ail the 
terms in equation (16) will contain at most weak 0(1/r) singularities. Thus, one can let 
I —> z e 5 to obtain the following tangent derivative boundary integral equations 
jv„ dS+jrf,/„dS^(z) = 
s (17) 
; /5=1.2 
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NUMERICAL IMPLEMENTATION 
The method of collocation is used to solve the conventional and the tangent derivative 
boundary integral equations presented in the previous section. The surface point z becomes 
the collocation point and it is convenient to rearrange equations (6) and (17) in the following 
fashion 
J T^UjdS +  ^  [ u j - U j (z)]dS-\ Ty dSuj iz) = J UytjdS + J U^tj  dS (18) 
S' S' 
jvpi jUjdS+ jVpi j  
duj  
Uj-Uj{z)—^{z) lair i  dS-^Vpi jdSuj{z) + 
J Ypija j Ypija dS-j dS è"'= 
; (3=1,2 
(19) 
where we have separated the total boundary S into two parts; one denoted by S^, which con­
tains the collocation point z and the remainder denoted by S'.  
In equations (18) and (19) the integrals along S' are integrable in the ordinary sense since 
their integrands contain no singularities. However, the terms in the integrals along contain 
at most 0(1/r) singularities, but they are easily removed using polar coordinates after map­
ping the actual surface into a two dimensional space. 
Then by the boundary element method, the surface of the domain is discretized or divided 
into elements and the two different types of approximations of this process are carefully de­
lineated. First, the actual geometry associated with each element is represented using a set of 
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predefined shape or interpolation functions and a set of known geometric parameters. Second, 
on a given element, the behavior of the field variables is approximated through the use of 
shape functions and "generalized coordinates" or "nodal degrees of freedom". Thus, in a gen­
eral sense, the geometric and the functional representations associated with a given element 
are independent approximations. Although it is common practice to use isoparametric ele­
ments in which the geometry and the field variables are interpolated by the same set of shape 
functions, this approach is not convenient for elements with a discontinuous or partially dis­
continuous functional representation or when the field variables are interpolated using polyno­
mials of high order. 
In the present implementation, the geometry and the field variables are approximated on 
the elements using completely different sets of shape functions. The coordinates on an element 
are determined by 
; ' = 1,2,3 (20) 
y=i 
where T7j and TJ2 are intrinsic coordinates, n is the number of geometric nodes on the ele­
ment, Nj{r\y,r\2) are shape functions and denotes the /-th coordinate of the J-th 
geometric node. The particular choice of the shape functions depends only on the surface to 
be approximated. 
The type of interpolation functions for the approximation of the field variables on a given 
element depends on the number of independent equations available at each collocation point 
or functional node. In the usual boundary element method only the conventional boundary in­
tegral equations (18) are collocated at each functional node and the displacements w, (and 
similarly the tractions /, ) are approximated by 
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m 
«i = Z^Arii,n2)m ; ' = 1,2,3 (21) 
J=l  
where m is the number of functional nodes on the element, Mj()];,%) are the conventional 
shape functions and is the i-th displacement at the J-th functional node. By equation 
(21) there are three degrees of freedom associated with each functional node and equations 
(18) are the requisite equations to determine three unknowns at each node by collocation. 
However, since the six tangent derivative boundary integral equations (19) are completely in­
dependent of the three displacement equations (18), it is possible to simultaneously collocate 
all nine equations at the same spatial locations in order to formulate higher order elements. 
By this approach, the stronger continuity requirements of the derivative equations take 
precedent over the ones imposed by the displacement equations and, consequently, proper 
element and collocation point selection must be observed. The shape functions used to inter­
polate the field variables should provide first derivative continuity of the displacements //, and 
zeroth derivative continuity of the tractions /,• at the collocation points. Also, the approxima­
tion of the geometry at those locations should be sufficiently smooth so as to guarantee conti­
nuity of the tangent vectors. 
With nine equations collocated at each one of the functional nodes of an element, it is 
possible to incorporate the nodal values of the surface gradients of the displacements and the 
tractions into the interpolation of the field variables. For that purpose, orthonormal basis 
(si,s2,n) are introduced at each of the functional nodes of the element. Since the two unit 
tangent vectors J] and ^ can be arbitrary provided that x = w, sf and 3^ are identified 
as the two particular directions associated with the J-th functional node and = ?/ and 
^2 = S2 are used to denote tangent directions when the tangent derivative equations (19) are 
collocated there. Furthermore, if several neighboring elements share the same functional node. 
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then all will use the same unit vectors jj and J2 that particular location. With these consid­
erations in mind, the functional representation of the displacements and the tractions over an 
element are written as 
m 
w/ = Z 
c/=l 
a i + H i  ( r i i , i l 2 )  dUj 
ds^ 
+ -^2 (^1,%) dUf 
dS2 
(22) 
'.• = Z 
y=i 
(Hi,Hz) A. +•^2 (VhVi) A (23) 
In these expressions the three shape functions //q , ff] and H2 associated with the J-th 
functional node are such that 
^(î]f, nf) = ^(T?^T7f) = 0 for all K 
dsi ds2 
= o foraii/: 
OT2 ds2 
dHo ,  f l  îovK = J 
^2(nf>nf) = -^(nf,nf) = 0 for all ^  
(24) 
(25) 
(26) 
89 
where K = \,2,--- ,m and r j f  and r i2 represent the local coordinates of the A^-th functional 
node. 
From equations (24) to (26) it can be seen that the shape functions Hq ,  I f f  and 
{J = must be related to geometric parameters associated with an element. 
Consequently, the complete set of shape functions should be established individually for each 
element in the discretization of the domain. However, the process of finding these interpola­
tion functions is relatively easy since they can be computed numerically through the use of the 
"geometry independent" shape functions Hq, and'^/ = 1,2, - ,/») that satisfy the fol­
lowing conditions: 
•^(nf.nf) = -^(nf,i7f) = 0 for all ^ 
di l l  dT}2 
f  "f- î i - i ;  
= ^(T7f, T?f) = 0 for all K 
(27) 
(28) 
drj2 [0 for J 
dHj 
dri i  
H (nf.nf)=^(î?f, nf) = o for aii^ 
(29) 
The relationship between the two sets of shape functions mentioned above can be estab­
lished through the expression that relates the derivatives of Hq, H{ and with respect to 
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the local coordinates tjj and 172 to the derivatives of these shape functions in the directions 
given by Ji and ^. Using the results of Appendix A one can write 
dHi 
dsi 
dHi 
dS2 , 
G 
{S22^l ~ S\lh ) • 4 (&1 Â ~ ^ 21^1 ) • 
(^22^1 "^12^2)*^ {g'11^2 
drj j  
dHi 
.^2  J 
(30) 
dHi 'dH{ 
dsi 4i Ai dri i  
dHi All ^22. dHi 
^SS2 , 
.*72 . 
(31) 
where = {dxj^ I dr]a)h ^re basis vectors related to the local coordinates, = ^a*^p de­
note "surface components" of the metric tensor, G = det(gc^) and Z = 0,1,2. 
From equations (27) to (29), together with equation (31), it is seen that equations (24) to 
(26) are satisfied by the choices of 
f fo(Vi,r i2) =  ^ o(^um) (32) 
[-4] 
[4 
where A = ^11^422 - ^12^21 the notation [ is used to specify quantities evaluated at the 
J-th functional node. 
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The four terms can be computed at each one of the functional nodes of an element if 
the components dxj/drj^ of the basis vectors ë„ can be determined at those locations. This 
task poses no difficulty since it can be accomplished using the geometric representation of the 
element. From equation (20) it is immediate that 
; /= 1.2.3 (35) 
j=\ 
Alternately, since the shape functions Éq , Ê / and are related only to the parametric co­
ordinates TJi and t]2, they can be established on the intrinsic element in the customary fashion. 
For completeness, the interpolation functions for several higher order elements are presented 
in Appendix B. 
The methodology presented here is general and can be used to implement higher order 
elements of different shapes and with any number of nodes. Also, no inversion is necessary in 
order to obtain the shape functions Nq, H( and Hj associated with a specific element in the 
discretization of the domain. These shape functions exist as long as the geometric description 
of the element is such that the transformation from the global space to the intrinsic element 
coordinates is well defined (the determinant of is neither zero nor infinity). 
If the conventional boundary integral equations (18) are collocated at every functional 
node in the domain, the tangent derivative equations (19) can be simultaneously collocated 
with them only at those locations where the higher order elements are used. Thus, it is possi­
ble to mix different functional element types in a given mesh so that the higher order elements 
are only used in the areas where the field variables exhibit rapid changes or where the tangen­
tial displacement or traction gradients are desired. 
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COMPUTATION OF THE STRESSES ON THE SURFACE 
Once the boundary element solution has been obtained, it is possible to find the stress and 
the strain tensors at any location on the boundary S through the functional representation on 
the elements. The following development shows explicitly how the stress and the strain com­
ponents are determined at the functional nodes of an element, although the basic ideas can be 
extended to any other points on the surface of the domain. 
To use the standard tensor notation a system of rectangular coordinates x{,  X2, x'^ is in­
troduced at the particular functional node under consideration and the orthonormal basis 
(5i, is identified with the basis of the primed system. In this fashion, the coeffi­
cients {k,171=1,2,2) of the transformation (from the unprimed basis to the primed one) 
are defined as 
îk=Qk'Jm ; Qk'm=U*L (36) 
After the boundary solution for a given model, the displacement and the traction vectors 
w = and t = tjJk are known at each of the fiinctional nodes of both the conventional and 
the higher order elements. Consequently, the stress components on the plane whose unit out­
ward normal is « are directly given by 
- ^ k3 -^'k -^*''k - Qk'm^m (3?) 
Also, since the components of the displacement vector û in the direction of the tangent vec­
tors 5j (/j) and S2 (J2) are defined as 
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«a ~ Qa'm^m (38) 
the strain components eji, £32 and 6(2 = ^21 can be found through the expressions 
^'22 Qrm J T -(^2 •'/«) du„ r~ T , du„ dx. dxk ds2 
(40) 
(41) 
42 =• dUm 
dxi 
(42) 
if the values of the tangential derivatives du^ / ds^ and / ds2 of the displacement compo­
nents in the unprimed system can be determined at the functional node. From equation (22) 
one can see that for the elements described by equations (22) and (23) the nodal values of the 
tangential derivatives are a part of the approximation for the displacements and, consequently, 
they are immediately recovered from the boundary solution. However, for the conventional 
elements, these quantities must be established through the nodal values of the displacements 
and the derivatives of the shape functions Mj with respect to the parametric coordinates ri^ 
and J72 • 
Using the results presented in Appendix A we have 
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dui _ 1 
dSg, G {S22^l -Sn^2)-^ + (^1Â -S2\^\)-^ •Sn 
(43) 
where ê^ = {dx,^ / dr\a)ik, gap = ^a*^p^ G = det(gap) and the values of diifldr]^ and 
duf / dr\2 can be determined from equation (21) as 
(44) 
Finally then, using Hooke's law, the remaining unknown stresses and strains are obtained 
from: 
cTi'i - -—{2n(e\ i  + ve22) + VCT33} 
1 — V 
(45) 
^22 —{2^(^22 + veii)+ vcy33} 
1 — V 
<^12 - <^21 — 
(46) 
(47) 
G33 
1  f l - 2 v  
1 - v l l  2n 
( ^ 3 3 1 + ^ 2 2 ) 1  (48) 
G31 -Gi3 - —<731 
_1_ 
2n 
(49) 
£32 - ^23 - —(^ 32 (SO) 
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Thus, all the components of the stress and strain tensors are determined in the primed system 
and subsequently their counterparts in the unprimed system are readily obtained through the 
transformation law for second order tensors, i.e., 
^ij - Qm'iQnj^mn 
% = Qm'iQn'J^mn 
(51) 
The procedure used here to compute the stress and strain states at the functional nodes of 
the higher order elements exhibits a major difference relative to that employed for the conven­
tional elements: the way in which the values of and du^ / ds2 are determined. In the 
case of the higher order elements, the tangential gradients are incorporated as part of the for­
mulation of the problem and are directly obtained as part of the boundary solution. However, 
for the conventional elements, these quantities must be established through the derivatives of 
the functional representation for the displacement components. Of course, the accuracy that 
can be expected from the two approaches will be different. If one interprets the boundary in­
tegral equations as "weighted residual statements" for the problem, then the solution of the 
system of equations associated with a given model provides the values of the unknown 
boundary data that "minimizes" the error (residual) according to a certain criterion. Since the 
higher order elements use the values of du^ / and du^ / ds2 as nodal degrees of freedom 
we can expect that, for the method of point collocation, the values retrieved from the bound-
aiy solution for these tangential gradients at the collocation points must be the closest ones to 
the exact solution. 
In the previous section it was shown that the shape functions Hq , and hI  associ­
ated with the higher order elements are established on an element by element basis using the 
geometry independent shape functions Hq, h( and H2 together with some geometric pa-
96 
rameters related to the specific element under consideration. This may seem to add a 
"computational cost" to the higher order elements that is not present for the conventional 
ones. However, this is not true if the desired output from the boundary element code must in­
clude the values of the stresses or the strains at the functional nodes. Comparing equations 
(33) and (34) with equation (43) one can see that for both element types it is necessary to de­
termine gg, gap and G at each functional node. The only difference is that for the higher or­
der elements this is done during the generation of the system of equations whereas for the 
conventional elements this is performed as a post processing task. 
The computation of the stress and the strain tensors at surface points that are not func­
tional nodes follows the same procedure for both element types. Here the traction components 
used in equation (37) and the displacement gradients du^ / dsi and du^ / ds2 needed in 
equations (39), (40) and (42) must be obtained, respectively, from the functional representa­
tion for the traction and the displacement components. Consequently, in this case, the differ­
ence in accuracy will be related to the use of a "p" boundary element method instead of an "h" 
one. 
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NUMERICAL RESULTS 
From the formal development presented so far, one can see that the formulation of the 
higher order elements exhibits several differences with respect to the customary boundary 
element method. The inclusion of the nodal values of tangential derivatives of the displace­
ments and the tractions in the approximation of the boundary variables originates a total of six 
additional unknowns at each functional node. Thus, at those locations, it is necessary to simul­
taneously collocate the tangent derivative equations (19) together with the displacement 
equations (18) in order to obtain the solution for a given problem. Of course, for the above 
approach to be useful in a practical context, it is necessary to show that the coincident collo­
cation of the displacement and the tangent derivative boundary integral equations is computa­
tionally stable. Also, through a numerical example, one should demonstrate that the higher or­
der elements provide more accurate results than the conventional ones when models with ap­
proximately the same number of degrees of freedom are used. 
If a three dimensional body has a constant thickness along the X3 axis, one can apply to 
this object boundary conditions such that a state of plane strain will prevail inside the elastic 
medium. Consequently, the theory of elasticity for two dimensional problems can be used to 
find the analytical solution corresponding to a specific set of loads and restraints. In particular, 
for the problem of a cantilever beam subject to a point load at its fi'ee end as shown in Figure 
2, the concept of the Airy stress function can be used together with St. Venant's principle to 
obtain the state of stresses and the displacement field at any point on the beam [e.g., 
Timoshenko and Goodier (1970)]. For this case, the only non-zero components of the stress 
tensor are given by 
tTji - —j(/-XJ)(2X2 -h) (52) 
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6f , (^12 =-73 ^ (^2-^) 
wh' 
(53) 
6Pv (J33 =  —^{ / -Xi) (2x2 -h)  
wh^ 
(54) 
where v is Poisson's ratio, P is the magnitude of the point load and / , h and w denote, re­
spectively, the length, height and width of the beam. Also, if E is Young's modulus, the non­
zero displacement components are 
P(l+v) 
1"" .3 Wi = [12(1 — v)xj(2/—Xj)(2x2 —/j) + (2— v )X2 ( Sx2  —I2 /7) 
^Ewh^ '• 
-6v/j^X2 +(4 + v)/j^j 
(55) 
—P(l+ v) 
Uy =  ^  
lEwh^ 
|v(/-%i)[l2%2(%2 -A)+3A2] + (1-V)X?(12/-4A:J)} (56) 
Figure 2. Cantilever beam subject to a point load at its free end 
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To compare the performance of the higher order elements against the conventional ones, 
the two models shown in Figures 3 and 4 were used. Note that the geometric nodes of the 
elements have been omitted and only the functional nodes are displayed. The dimensions of 
the beam are /=10 and w = h = 5 and the material properties are taken as v=0.3 and 
E = 200. The first model consists of 34 elements with 104 functional nodes and 312 degrees 
of freedom. Here, the shape functions of the continuous quadratic element of the "serendipity" 
family are used for the functional representation of the field variables whereas the shape func­
tions of the continuous linear element of the "serendipity" family are employed for the ap­
proximation of the geometry. For the second model, the mesh consists of 10 elements with 32 
functional nodes and 288 degrees of freedom. In this case, the shape functions of the discon­
tinuous and partially discontinuous incomplete quartic elements given in Appendix B are used 
for the functional representation. Also, as in the first model, the geometry of the elements is 
approximated using the shape functions of the continuous linear element of the "serendipity" 
family. 
104 nodes, 34 elements, 312 dof 
> X i  
Xs 
Figure 3. Mesh for the quadratic "serendipity" elements 
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The differences between the two models are evident. Although both meshes have ap­
proximately the same number of degrees of freedom, the second with higher order elements 
has 69% less functional nodes and 71% less elements than the first with conventional ele­
ments. On the other hand, from Figure 4 one can see that none of the functional nodes are lo­
cated at the edges or comers of the beam, which avoids the problem of a non-unique normal. 
In the calculations, a load of P = 100 was employed and the values from the analytical 
solution were used as boundary conditions for both models. The faces of the beam at Xj = 0 
and X2=w are subject to the conditions = 0, i2=0 and W3 = 0 and the surfaces at ^2 = 0 
and X2= h are traction free. Also at Xj = 0, ^3 = 0 and the displacement components Wj and 
«2 are determined from equations (55) and (56). Finally, for the surface at Xj = /, the condi­
tions f;=0 and ^3 = 0 are prescribed and the traction component ?2 is given by equation (53). 
It should also be mentioned that, whereas for the conventional elements it is only necessary to 
specify either a displacement or a traction component at every functional node in the domain. 
32 nodes, 10 elements, 288 dof 
^3 
Figure 4. Mesh for the incomplete quartic elements 
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for the higher order elements one must also provide the nodal values of the tangential deriva­
tives of the prescribed field variables. 
After the primary solution, the values provided by each model are compared to the ana­
lytical solution. For the beam example here, all the results are independent of since the 
boundary conditions maintain a state of plane strain through the beam. Furthermore, although 
the values provided by the higher order elements are always closer to the exact solution than 
those provided by the conventional elements, the differences in performance between the two 
element types are more noticeable when the displacement gradients dui / 9x2 ^"2 I 
the shear stress 0^2 are compared. 
Results for the vertical displacement U2, the displacement gradient du^ /dx2 and the shear 
stress 0'j2 at selected locations on the beam are shown in Figures 5 through 9. Regarding the 
tangential displacement gradients, one should keep in mind that for the higher order elements 
the nodal values of these quantities are immediately recovered form the boundary solution, 
whereas in the case of the conventional elements, they must be computed through the deriva­
tives of the shape functions and the nodal values of the displacements. 
Figure 5 shows a plot of the vertical displacement «2 on the front face of the beam at 
jci =5. For the higher order elements, the values shown at X2 =0 and *2 =5 correspond to 
nodes located on the bottom and top surfaces of the model. Here one can see that the results 
provided by the incomplete quartic elements are in agreement with the exact solution whereas 
the values given by quadratic elements exhibit a small deviation with respect to the analytical 
ones. 
For the displacement gradient ^«1/^*2' the results on the front face of the beam at 
X2 = 1.25 and X] = 5 are shown, respectively, in Figures 6 and 7. Also, Figure 8 shows the 
values corresponding to the nodes located on the right face of the beam. The data point for 
the incomplete quartic elements at =10 in Figure 6 was taken from a node on the right 
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surface of the model. For all the cases, the higher order elements are closer to the analytical 
solution than the conventional ones. In particular. Figure 8 reveals that in certain cases the 
quadratic elements have difficulties to follow the concavity of the theoretical curve. 
Finally, Figure 9 shows a comparison for the shear stress CT12 on the front face of the 
beam at Xj = 5. As in Figure 5, the data points for the incomplete quartic elements shown at 
%2 = 0 and X2=5 were taken from nodes located on the bottom and top surfaces of the 
model. Note that the tractions do not involve the stress component O12 since they are given 
by tj = Consequently, the values for this component of shear stress are found using the 
displacement gradients dui / and du2 / <9xj together with Hooke's law. Here, as in the 
previous cases, only the results provided by the conventional elements differ from the analyti­
cal solution. For example, at = 2.5, the result obtained by the quadratic elements has a 
12.7% error since <7i2 = -6.7625 while the exact value is <Ti2 = -6. 
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Higher Order -0.97 
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Figure 5. Vertical displacement on the front face of the beam at x, = 5 
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Figure 6, Displacement gradient on the front face of the beam at Xo = 1.25 
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Figure 7. Displacement gradient on the front face of the beam at = 5 
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Figure 8. Displacement gradient on the right face of the beam 
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Figure 9. Shear stress on the front face of the beam at x, = 5 
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DISCUSSION AND CONCLUSIONS 
A general methodology to implement higher order elements for three dimensional prob­
lems has been established. For elastostatic problems, the simultaneous collocation of the three 
displacement and the six tangent derivative boundary integral equations at the same boundary 
points proved to be computationally stable and allowed the use of the nodal values of the dis­
placements, the tractions and their tangential derivatives as the degrees of freedom associated 
with the functional representation of the boundary variables. Since the tangential gradients of 
the displacements were incorporated in the formulation of the problem, their values at the 
functional nodes of the higher order elements were immediately retrieved from the boundary 
solution with an accuracy comparable to the primative variables. Consequently, the tangential 
strains were directly obtained and all the stress components were easily computed using 
Hooke's law. In the case of the conventional elements, the tangent derivatives of the displace­
ments (and consequently the tangential strain components) were established in a post process­
ing manner using the derivatives of the shape functions and the nodal values of the displace­
ments and thus, less accurate values were found. 
Although the number of degrees of freedom per node for the higher order elements is 
three times that for the conventional elements, it has been shown through a test problem that, 
for models with approximately the same number of boundary unknowns, the results provided 
by the higher order elements more closely match the exact solution. Of course, this fact is of 
practical importance since it reveals that a coarse mesh of higher order elements can be ade­
quately used to model portions of the boundary where the field variables exhibit rapid 
changes. Also it should be pointed out that it is possible to use a combination of the conven­
tional and the higher order elements for the discretization of the surface variables. 
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For the higher order elements in which some of the fiinctional nodes are at the element 
edges, continuity of the displacements is only obtained at those particular points on the 
element interfaces. This situation, however, does not seem to pose difficulties to the evalu­
ation of the regularized integrals associated with the derivative equations as long as the ap­
proximation of the boundary is sufficiently smooth at functional nodes that are shared by sev­
eral elements. In fact, the conditions for the existence of the hypersingular integrals given by 
Gunter (1967) show that the degree of continuity required from the density fonctions really 
depends on the smoothness of the surface at the source point. 
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APPENDIX A. 
DETERMINATION OF THE SURFACE GRADIENTS 
In the formulation of elements in three dimensions, it is customary to map the surface ge­
ometry into a "local" two dimensional space characterized by two independent orthogonal 
coordinates, say tJj and %. The surface gradients of a given function are readily determined 
through the use of tensor analysis, carrying out all required operations in the "global" 
(physical) space rather than in the local (mapped) one. For that purpose, as shown in Figure 
Al, the global curvilinear coordinates (p\p^,p^) with basis vectors (ë],^,^^) are introduced 
along with the reciprocal basis vectors (ë\ë^,ë^) such that the surface coordinates p' and 
p^ are equivalent to the local coordinates tJj and TI2. This means that the p' and p^ coordi­
nate curves in the global space correspond, respectively, to the tJi and % coordinate curves 
in the local space. 
If R denotes the radius vector from the origin of the underlying rectangular coordinate 
system Xj, x^, X3 to a point on the element, the basis vectors e, and ^ are 
The directional derivative of a scalar field (p in the direction of a unit vector p is given by 
[e.g., Borisenko and Tarapov (1979)] 
(AI) 
c/p" CHa CHa 
(A2) 
(A3) 
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Figure Al. Coordinate systems associated with a surface boundary element 
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where dç/  dp '  are the covariant components of the gradient vector V(p. However, if one 
chooses a unit vector p tangent to the surface, then the above expression becomes 
dp dp^ dp^ 
(A4) 
since the reciprocal basis vector is parallel to the normal vector n and is given by 
_3^_eixe2_ 
êi* {ê2xë^)  
(A5) 
Also, the basis vectors can be expressed in terms of the reciprocal basis vectors as 
ëi= ië i»ë j )ë-> =g i jë - '  (A6) 
where gy are the covariant components of the metric tensor. 
Taking the dot product of and ^ with the unit tangent vector p, and recalling that 
p»ë^ =0, one arrives at the following system of equations 
&11 S\2 
.S21 S22 
p*ë^ \_ \p*^ \  
- -2 
. p » e  lP'^2 
(A7) 
where 
_ _ dxk (AS) 
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Using equation (A7) and recalling that p' s TJi and s equation (A4) is written as 
d(p _ 1 
dp G {g22^l - S]2h)-^ + {Snh (A9) 
where G = det(g„^). 
If one identifies w, with (p and if and are orthogonal unit tangent vectors such that 
?! x52 = then equation (A9) establishes the surface gradients of the rectangular compo­
nents of the displacement vector w as 
duj _ 1 
dSf^  G {822^1 - •S'12^2 + (^1A - ^21^1 )-^ •Sn  
(AlO) 
From equations (A2), (A8) and (AlO) it is evident that to compute the values of du^ / the 
quantities dxj / dr]„ and du^ / dr]^ need to be determined. 
In general, the element surface is approximated by 
J=\  
(All) 
where n is the number of geometric nodes, JVj ( r i i , r i2 )  are  the geometric shape functions and 
denotes the / -th coordinate of the J-th geometric node. Consequently 
; -u,3 (A12) 
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Similarly, if an element has m  functional nodes, the displacement components m,- would 
be 
= %)[«,] ; ' = 1.2,3 (A13) 
j=\ 
where Mjir\i,r]2) ®re the shape functions associated with the field variables and the notation 
[ ^ is used specify quantities evaluated at the J-th functional node. Thus 
; . = U,3 (AH) 
APPENDIX B. 
SHAPE FUNCTIONS FOR THE HIGHER ORDER ELEMENTS 
To implement higher order elements in a computer code, one must determine the shape 
fonctions required for the approximation of the field variables. From equations (22) and (23) 
one can see that if an element has m functional nodes, then a total of 3m interpolation func­
tions are needed for the functional representation of displacement or traction components. 
Since the shape functions Hq, H( and (J = 1,2,•••,/») must be such that the conditions 
given in equations (24) through (26) are satisfied, a particular set of interpolations functions is 
required for each element. However, equations (32), (33) and (34) show that these shape 
functions can be computed without any difficulties using a set of "geometiy independent" in­
terpolation functions and {J = 1,2, - • ,m) that is defined on the intrinsic element. 
The procedure used to determine the shape functions Hq, and h I  (J= 1,2,•••,/») is 
similar to that of the finite element method in the derivation of C' continuous two dimensional 
elements. Once the geometry of an element has been defined in the local space characterized 
by the parametric coordinates t]j and the first step is to specify the total number of func­
tional nodes associated with the element and the specific coordinates for each node. Next, the 
type of function to be used for the approximation of the field variables is selected and then 
conditions (27) through (29) are applied to find the particular set of interpolation functions. In 
what follows several sets of polynomial shape functions for quadrilateral elements with sides 
at r/i = ±1 and 7)2 = -1 are presented. 
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Discontinuous Linear Element 
The simplest higher order element is the one shown in Figure Bl. There is only one inte­
rior functional node located at (771,^2) = (0,0) and three shape functions to approximate the 
field variables, i.e., ^ô(ni,%) = L ^1(^1,%)=% and ^(11,%) = % This element can 
be viewed as the counterpart of the constant element used in the conventional boundary ele­
ment method. Although it provides a linear variation for the displacement and traction com­
ponents, the surface gradients of these quantities will be represented as constant values. 
(-!,+!) (+1,+1) 
(0,0) 
(-1,-1) (+1,-1) 
Figure Bl. Discontinuous linear element 
Incomplete Quartic Elements 
A family of four node, continuous, partially continuous and discontinuous elements is 
shown in Figure B2. The five elements shown have several common characteristics. All ele­
ments have four functional nodes and the twelve shape functions can be constructed using an 
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incomplete quartic polynomial in which the terms Tjf, and 772 have been excluded. The 
shape functions corresponding to each element are as follows. 
a) Continuous incomplete quartic element. 
= "3(^1-0(^2 +!)+%(%+1)-2] 
= 0(^2 ~l)(îîi -1)^ 
^2(^1,%) = -g(^] - !)(% + !)(% -1)^ 
^0 (^1,%) = g(ni +!)(% ~l)[ni('7i - 0 + ^2(^2 + 0~2] 
( ^ 1 , % )  =  - - 0 ( n 2  - i ) ( n i + 1 ) ^  
(Hi, ÏÏ2 ) = i(Hi + !)(% + !)(% - if 
^0(%,%) = - 8(Hi + !)(% + l)[^i(ni -!) + %(% -l)-2] 
^f(ni,i2)=i(ni - !)(%+i)(î7i+1)^ 
^ i (n i ,^2)= i (n i+ i ) (n2~^) (n2+^f  
^0(^1,%) "0(^2+i)[ni(ni+1)+^2(^2 ~0~2] 
f fUn i , r i2 )  =  é(V i+ !)(% + i)(ni - if 
^2 (^1,^2) = - g ( ^ i  -!)(% -1)(% +lf 
b) Incomplete quartic element discontinuous on one side. 
^0 ( Hi, T]2 ) = - 54 ( Hi -1)( ^ 2 -1)[9 T7i ( J7i +1) + 4 T?2 (4 772 +1) - 20] 
^^(%,n2)=-6(ni+i)(% - i)(ni - if 
^2 ( Hi, T]2 ) = - i ( Hi - 1)(2 T], + 1)( 772 - if 
^0 ( Hi, ^ 2 ) = i ( Hi +1)( ^ 2 -1)[9 T/i ( Hi -1)+4 772 (4 772 +1) - 20] 
^f(Vi,-n2) = -iiJii -i)(^2 -i)(î?i+if 
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^2 (Hi, ^ 2 ) = i(ni+0(2%+!)(% -1)^ 
^o(m,%) = -i^(ni+l)(2%+l)[9T?i(ni-l)+4n2(4T72 -5)-14] 
. 12 )=iVCni - I)(2îï2+!)(% +1)^ 
^1(11.12) = Ï8('7i"^0(^2 ~0(2TJ2 
^0 (11,%) = T08- 0(2772 + I)[9ni(îîi +1)+4772(4% "5)" 14] 
^f(ïïl>ïï2) = "ï2(ll +0(^1-1)^ 
^2(ll'l2) = ~lV('îl "0(^2 "0(2% +0^ 
c) Incomplete quartic element discontinuous on sides. 
^ô(%.%) = ~^(277i -0(% -0[%(477; +5)+ 772(4772 +0-4] 
^i(%,%) = -^(Hi + 0(% - 0(277; -1)^ 
^2(%'%) = -^(2i7I -0(2% +0(%-0^ 
^o(ni,%) = ^(% + 0(% -0[2Hi(477i - 0+2%(4% + 0-11] 
A^(ni,%) = -^(277i-0(%-0(%+0" 
^2 (%,%) = ^(ni + 0(2% + 0(% - 0^ 
^0 (Hi, % ) = --^ (ll + 0(2% + 0[ni (477i -1) + % (4% - 5) - 4] 
Hfivi ,%) = #(2771 - 0(2% + 0(ni + 0^ 
^l(nb%)="#(ni+0(%-0(2% + 1)^ 
^0 ( Hi, % ) = îî (217i - 0(2 % + 0[2 Î7i (4 T7i + 5) + 2 % (4 % - 5) - 5] 
^i*(li, %) = #(% +0(2% +0(2771-1)^ 
-^2 (%'%) =-#(2^1 - 0(% - 0(2% + 0^ 
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d) Incomplete quartic element discontinuous on three sides. 
^0(^1, %) = "•^(2^1 - 1)(2i72 ~ 0[2ni(4T?i +5) + 9Î72(2J72 +1)- 7] 
( %, % ) = - Is ( % + 0(2 % -1)(2 -1)^ 
^2(^1,%) = -^(2% -1)(2T72 +I)(2n2 -1)^ 
^0('ïi>^2) = + 1)(2I72 - 1)[2T?i(4J7i -I) + 9n2(2% +1)-10] 
()7i,%) = -9(2% -1)(2J?2 "0(^1 +1)^ 
^2 (Hi, % ) = Ï2 (^1 """ 0(2% +0(2^2 
^o(Vi,V2) -"^(HI +I)(2n2 + 1)[2J7I(4T7I ~l)+9r)2(2r]2 -1)-10] 
(HI , '72) = i(2î7! - 1)(2J]2 +l)(ni +1)^ 
^2(Hi, ï]2) = iV(î7i + 1)(2J72 - 1)(2Î]2 +1)^ 
^o(ni,%) = ^(2^1 -1)(2Î72 +l)[2ni(4T]i +5) + 9Î72(2Î72 
(Hi. % ) = is (^1 + 0(2^2 + 0(2^1 - if 
^2 ( Hi, % ) = - ^  (2 li -1)(2 772 - 0(2 % + 0^ 
e) Discontinuous incomplete quartic element. 
^0(^1,%) = -4(2% -0(2% - 0[^I(2'7I +0+ %(2% +0" 1] 
(Vi,  ^ 2) = +0(2Î?2 -0(2T]I-1)^ 
^2(^1,%) = (2)?) -0(2% + 0(2:72 "0^ 
-^(%, %) = 4 (2^1 + 0(2% -1)[77I(277I -0 + 12(2% + O-I] 
^f(li,n2) = -16(2% -0(2%-0(2^1 +0^ 
-^2 (%'%) = 16 0(2% + 0(2% - 0^ 
•^o(%'%) =-^(2^] +0(2%+ 0[ni(2% - 0 + %(2% -0-1] 
^f(%, %) = 1^(2Hi - 0(2% + 0(2TJi +1)^ 
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^(^1,%) ~0(2Î72 +0^ 
^(ni,%) = 4(2f7i-])(27?2 + l)[77i(2% +1)4-7^2(2% -l)-l] 
H^(T]i,7]2) = ^ (2r]i + l)(27i2+1)(277i -1)2 
^2(^I'^2) = ~Ï6(2'?I "0(2% -l)(2r72 +1)2 
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(-1.0,+10)» 
(-1.0,-1.0) 
(+1.0,+1.0) (-1.0,+1.0)* f(+1.0,+1.0) 
(-1.0,-0.5) 
é (+1.0,-1.0) 
(+1.0,-0.5) 
(a) Continuous (b) Partially discontinuous: 
one side only 
(-1.0,+1.0)* (+0.5,+1.0) 
(-1.0,-0.5)0 1 (+0.5,-0.5) 
(-1.0,+0.5) 
(-1.0,-0.5)0 1 
(+0.5,+0.5) 
(+0.5,-0.5) 
(c) Partially discontinuous: 
two sides 
(d) Partially discontinuous; 
three sides 
(-0.5,+0.5) 
(-0.5,-0.5) 
(+0.5,+0.5) 
(+0.5,-0.5) 
(e) Discontinuous 
Figure B2. Incomplete quartic elements 
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GENERAL CONCLUSIONS 
Completely regularized forms of the traction and tangent derivative boundary integral 
equations of elasticity have been developed for the case of closed regions. Through a 
"consistent" regularization process, the hypersingular and strongly singular integrals contained 
in these equations have been replaced by nonsingular integrals in two dimensions and by 
weakly singular integrals in three dimensions. Furthermore, besides the displacements and the 
tractions, only the tangential derivatives of the displacements evaluated at the singular point 
appear in the regularized hypersingular equations presented here. This contrasts with other 
formulations where either the normal derivative of the displacements or the stress components 
explicitly appear in the expressions that result from the regularization process. The presence 
of tangential derivatives of the displacements evaluated at the singular point poses no difficul­
ties in the numerical implementation of the traction and tangent derivative equations. These 
quantities can be easily obtained through the derivatives of the functional representation of the 
displacements. Also, if higher order elements are used, they can be retained as additional de­
grees of freedom in the formulation. 
In the work presented in this dissertation, the regularization of the traction and tangent 
derivative equations proceeded as follows. The hypersingular integrals were regularized by 
subtraction using only the "tangent part" of the first two terms of the Taylor series expansion 
of the displacement components with respect to the singular point. After this step, certain in­
tegral identities pertaining to the derivatives of fundamental solution were employed to leave 
an expression in which only strongly singular integrals were involved. Then, once the appro­
priate contractions were made to form the desired derivative equation, all the strongly singular 
integrals were regularized by subtraction. For that purpose, an integral relation was used to­
gether with the values of the tractions at the singular point and the unit vectors normal and 
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tangent to the boundary at the limit point. In the case of the traction equation, the required 
relation was an integral identity of the fundamental traction tensor. However, in the case of 
the tangent derivative equations, it was necessary to use Green's theorem in two dimensions 
and a form of Stokes' theorem in three dimensions. 
Regarding the numerical implementation of the derivative equations presented here, the 
regularization of the hypersingular integrals demands that the displacement components have 
Holder continuous first derivatives at the source point. In addition, and consistent with this 
requirement, the regularization of the strongly singular integrals is effective only if the trac­
tions and the unit vectors normal and tangent to the surface are continuous at that location. 
Consequently, if the functional representation of the displacements is continuous or dis­
continuous across element interfaces, the derivative equations can only be collocated at points 
interior to the elements. To allow the collocation of these equations at element intersections, 
several types of spline elements have been reported in the literature. However, usually their 
numerical implementation is difficult in three dimensions. In this dissertation, higher order 
elements that provide continuity of the surface gradients of the displacements at the functional 
nodes are formulated using the tangent derivative equations. 
The displacement and the tangent derivative equations have been simultaneously collo­
cated at common boundary points to construct higher order elements for two and three di­
mensional problems. These elements use the nodal values of the displacements, the tractions 
and their tangential derivatives as the degrees of freedom associated with the functional repre­
sentation of the boundary variables. Consequently, all these quantities are immediately recov­
ered form the boundary solution. Furthermore, accurate values are obtained for the tangential 
derivatives of the displacements and the tractions and all the stress and strain components can 
be determined directly through Hooke's law. 
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Several numerical examples have demonstrated the differences in performance between 
the higher order elements and the conventional ones. When models with approximately the 
same number of degrees of freedom were used to solve a given problem, the ones in which the 
higher order elements were employed provided a better resolution for the tangential deriva­
tives of the boundary variables and the stresses. In addition, the results obtained have shown 
that the coincident collocation of the displacement and the tangent derivative equations was 
computationally stable and that the regularization process employed here was effective. 
The higher order elements can be used selectively such as in areas where gradients of the 
problem are high or where boundary stresses are needed. Conventional elements would nor­
mally be used on the remaining parts of a modelled region so that excessive degrees of free­
dom need not be introduced. Applications of this technique are obvious in modelling of critical 
stress areas or for use in shape optimization and sensitivity analysis algorithms, where selected 
areas of the problem require fine resolution. 
Finally, the extension of the work presented in this dissertation to crack problems is a re­
search topic worth pursuing. For the case in which the crack surfaces overlap, the regulariza­
tion process presented here can be modified through the use of auxiliary boundaries. Also, the 
implementation of the tangent derivative equations for purposes different than the formulation 
of higher order elements needs to be explored. 
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APPENDIX. 
CONSISTENT REGULARIZATION OF BOTH KERNELS IN HYPERSINGULAR 
INTEGRAL EQUATIONS 
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ABSTRACT 
A common method to regularize the stronger kernel that appears in derivatives of 
boundary integral equations, or hypersingular equations, is through subtraction of the ascend­
ing terms of the Taylor series expansion of the density Amotion in the vicinity of the singular 
point. This isolates the kernel in an integral with unit density, which can generally be inte­
grated analytically, or equivalently reduced in singularity order by the use of known solutions 
to the equation. In this process, terms arising from the analytically integrated term can be as­
sociated with the "flux" density and provide a regularization for the weaker kernel as well. 
This kind of formal development is, however, not well suited for computational purposes, 
since the added back flux term must be determined through derivatives of the primary variable 
on the boundary. 
To avoid this mixing of the boundary variables we use only the tangent derivative part of 
the Taylor expansion to regularize the strong kernel and perform a separate regularization of 
the weaker kernel. This process relies on assumptions about the geometry and flux variable 
consistent with those required to regularize the stronger singularity. Formulations are given 
for two types of hypersingular equations of elasticity. 
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INTRODUCTION 
Hypersingular integral equations have been found to be useful in many applications. Most 
notably, these types of equations have been used in problems involving thin, crack-like 
boundaries such as for fluid flow about thin airfoils [1], crack problems of elasticity [2], scat­
tering [3], electroplating [4] and suppression of the so-called fictitious eigenfi-equencies of 
exterior acoustics [5]. The need for these types of equations has been motivated by the vari­
ous applications and the numerical treatment has been, by and large, ad hoc. 
A systematic treatment of hypersingular boundary integral equations, both analytically 
and numerically, for scattering problems was produced recently by Krishnasamy et ai. [6]. 
Here the logical extension of the work of Brandào [1] was developed for acoustics and elas-
todynamics in the frequency domain. The basic idea therein is to remove the strong singularity 
of the kernel by subtraction of a sufficient number of terms of the Taylor series expansion of 
the density function about the singular point to regularize the kernel. The added back terms 
are then treated analytically by Stokes' theorem or exact integration to reduce the strongly sin­
gular integrals to weakly singular, improper ones. This analytical work is all performed prior 
to the limit of actually forming an integral equation so contending with Hadamard finite part 
or Cauchy principal valued integrals is avoided. 
For the case of closed domains, both interior or exterior, the strongly singular integrals of 
the added back terms of the regularization can be expressed in terms of weaker ones through 
the use of certain integral identities pertaining to the fundamental solution and its derivatives. 
These identities can be obtained from elementary boundary value problems [7] or directly 
from the governing differential equation [8]. By this approach or by integration via Stokes' 
theorem for open regions, the integrated and most strongly singular added back term results in 
a singularity comparable to the weaker kernel of the representation and, by direct association 
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of these terms, the weaker kernel is also regularized as the limit is taken to derive the integral 
equation. 
The associated density term difference which regularizes the weaker kernel is, however, 
composed of the flux and derivatives of the primary variable so, although analytically regular­
ized, is not suited for numerical treatment since it mixes the two independent boundary vari­
able types. An alternate treatment of these terms is proposed in this paper which leads to a 
completely regularized integral equation readily suited for numerical approximation. We con­
sider only the case of elastostatics, but other physical problems amenable to boundary integral 
formulations can be similarly treated, including frequency domain elastodynamics and acous­
tics. 
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ELASTOSTATICS 
As is typical, a boundary integral equation is obtained from an integral representation. We 
start then with the displacement representation at a point | in the closed domain bounded by 
where Ujj denotes the components of the fundamental solution and Jlj the components of the 
traction vector due to Uy. For easy in the formal development, we use the general anisotropic 
relations 
to relate tractions and displacements, where Ejji^i are the elastic constants and rij are unit 
vector components normal to a plane of interest. 
To establish the various integral identities pertaining to and Tlj and their derivatives 
which will be useful in the subsequent regularizations, we require that the representation (1) 
satisfy the general linear displacement field. 
(1) 
S 
U - EijkinjUkj (2) 
Ui{x) = ai+birjej (3) 
where /; = x,- - ej are components of an arbitrary unit vector and a, and 6, are arbitrary 
constants. The tractions due to this field on a plane with normal //,• components are 
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ti(x) = EijkiUjbkei (4) 
so when this linear field is substituted into the representation (1), the relations 
jjljdS+ôij=0 (5) 
s 
and 
jTi,r„dS = jEju„„iU,,aS (6) 
S S 
result when a, and 6, are arbitrary. The first of these, equation (5), is recognized as that iden­
tity resulting fi-om the rigid motion argument and often used to regularize the usual boundary 
integral equation. 
The derivatives of identities (5) and (6) with respect to the coordinates at i.e., pro­
duce two other relations useful in the regularization of the hypersingular equation. They are 
rdT/i 
It''-' 
and 
j^r„dS+5iA=jE,,„„l^dS (8) 
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where, in the establishment of the last identity, equation (5) has been used to produce the 
^im^kn term. The above identities - (5), (6), (7) and (8) - where established for the potential 
problem in [7] and also in [8] starting directly from the differential equation defining f/,y. They 
are now used to derive a completely regular form of derivative boundary integral equations. 
The derivative of the representation (1) with respect to is, 
^(l)+||^(l,î)"y(î)<«(î) =|^(î,î)«; W'SCÎ) (9) 
As the kernel dTji I  of the integral on the left contains the stronger, 0{\l r^) singularity, 
we first remove it by subtraction of the first two terms of a Taylor's expansion of Uj at 
Thus, 
dS 
(10) 
where are the components of the unit tangent vector to 5 at a point z, the eventual limit 
point of I, on the boundary. Note here that the normal derivative part of the gradient, 
duj / dv, Vj being the unit normal components at z, is not included in the subtraction since it 
plays no role in the regularization. Alternately, the term in brackets of equation (10) is 0(r^) 
for ^ = z and x -> z or /• -> 0 when «,• has continuous first derivatives at |, which is suffi­
cient to remove the singularity of the integral, without including the normal derivative compo­
nent. 
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Then by identity (7), the first added back term is zero and the second can be replaced by 
use of identity (8). Using identities (7) and (8) with (10) and incorporating the results into 
equation (9), we have 
dUf 
d^k 
(l) + j dTji dS 
+|W"— (11) 
This is now a form of the gradient equation where, through regularization, the stronger singu­
larity has been removed and, through the identities (7) and (8), replaced with weakly singular 
integrals that will exist as ordinary improper integrals as | is taken to z on the boundary. The 
singularity on the right side of the equation is also to be regularized, but the choice of terms to 
subtract depends upon which component (normal or tangent) of the gradient equation we wish 
to use. 
To form the traction equation we contract the displacement gradient equation (11) on 
^pqik 8®^» 
dS 
vj E„0„ ^ dS 0 ^ (1) MfijSu J, -^(1) (12) 
f a 
3 ( "a) ^pqik J dTji d^k 
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On the right side we now regularize the kernel by first subtraction of Uq and then i.e., 
['j (Î) -1J (l)]dS+j^n,dS IjCO 
dU, 
(13) 
Putting the result of equation (13) into equation (12) while noting that with identity (5) and 
equation (2), the last term of equation (13) and the /^(|) on the left cancel to give, 
Ennilf^ri 
S 
dTji dS 
J 
L5 
E^,«„^dS-Sfy 0^(1) "^^pqik^q 
Epqikj^^i^q-fJq)tjdS + j(^) -
(14) 
Finally, some simplification of the second term on the left can be made by the use of identity 
(5) and equation (2), i.e.. 
^pqik ^ q 
J ^ mnjl^ht ^ pqik^q £^pqflVq (15) 
~ J^pm ^mnjl'^n- ^mnjl J[^pmXw]^ 
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where 
(16) 
The final form of the traction equation is then, putting equation (15) into (14) and lastly taking 
the limit ^->z eS, 
In this form, all terms are, at most, weakly singular and can be integrated as ordinary improper 
integrals. We note that, for numerical purposes, all terms on the left side of the equation in­
volve the boundary variables m,- or their tangent derivatives while all terms on the right involve 
only the tractions tj. Thus the equation is well arranged for numerical approximation, with the 
tangential derivative determined by derivatives of shape functions on elements when the 
boundary is discretized. 
The development of a tangent derivative equation is somewhat easier than the traction 
equation. One need only to contract the gradient equation (11) on to get 
s 
(17) 
s S 
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dTji 
d^k 
dS 
"'"J ^ k^mnjl^n 
dU. dui -
«yS«& 0-^(1) 
duj . - .  
w 
(18) 
= JC; 
and immediately the first and last terms on the left side cancel. On the right side, we now 
regularize through subtraction of the tangent components % (%), i.e.. 
d^k 
+J [t j (^) - i j  +1 dS tj (I) dU. (19) 
but the last term is zero (on a closed boundary S). Also, the third term on the left side of 
equation (18) becomes, 
J" ^ k^mnjl^^n d^k 
-dS = 
(20) 
and again the last term is zero. 
Putting the results of equations (19) and (20) into (18) and proceeding to the limit we 
have, 
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dTji 
dU 
«j(x)-Uj(z)- dS 
+J E l^ v„)^ rfS & ^ rfj) 
S 
du,-, .. „  rdU,;-
du 
= j ^  (G - )/y +J ^  % [t j (X) - ij m] dS 
(21) 
d^k 
which, like the traction equation (17), is a completely regularized form of the tangent deriva­
tive equation where all terms are suitable for numerical integration. 
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DISCUSSION AND CONCLUSIONS 
Two regularized forms of the gradient equation pertaining to two-dimensional elasticity 
have been developed. The regularizations used here are based on two major premises. First, in 
order that the regularizations by subtraction be effective, one must require a certain degree of 
continuity of the density functions. Second, the replacement of the stronger singularities of the 
added back terms by weaker ones utilizes the basic identities of the fundamental solution and 
its derivatives. 
The degree of continuity required of the density function for the regularization of the 
stronger singularity has been addressed by Krishnasamy et al. [9]. Technically, for the inte­
grals where both the displacement function and the tangential derivative are subtracted to re­
move the 0(\lr^) singularities, the displacements must have Holder continuous first deriva­
tives. Practically, one would require continuous first derivatives of the displacements at the 
collocation points, presuming the collocation technique is used in the numerical solution. If 
regular continuous boundary elements are used, this then requires collocation at interior 
points of the elements and precludes collocation at element junctions. Alternately, one could 
use spline or Hermitian elements to satisfy the continuity requirements. Regardless of the in­
terpolation used for the displacements, the tangential derivative component should be con­
tinuous, so collocation at comers of the boundary is, in general, not possible. 
Consistent with the requirements on the displacements, the weaker singularities of the 
derivative equations have been removed by subtraction of both boundary normal or tangent 
components and tractions. Since the stronger singularity removal requires continuous tangent 
derivatives, then the presumption of continuous normal and tangent vectors and continuous 
traction components is consistent. 
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The second aforementioned issue concerning the use of the various identities of the fun­
damental solution is clear. Since the identities were developed from the representation, then 
they are valid for problems where the representation is valid. Here, this implies closed regions. 
For regions with special boundaries, such as for cracks where two parts of the boundary 
overlap, then the representation degenerates and the identities may no longer apply or be 
useful. For problems with crack-like boundaries, the representation can be specialized so that 
part of the boundary is an open arc and for such cases the added back terms may have to be 
integrated by use of Stokes' theorem as in reference [6]. 
Specialization of the traction and tangent derivative equation for the case of isotropy and 
specific development of the kernels for numerical purposes has not yet been completed. The 
analogous forms of these equations for potential problems have been used [7,10] and have 
been shown to provide stable numerical solutions. Similar results can be expected for the 
equations of elasticity. 
The utility of the traction and tangent derivative equations is problem dependent. 
Whereas the traction equation and the regular boundary integral are not independent formula­
tions of a problem and must play complementary roles in their usage, the tangent derivative 
equation is an independent one which can be concurrently used with regular or traction 
boundary integral equations. Whatever the use, the regularized equations developed here 
provide the basis for computation algorithms. 
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