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Abstract
In this thesis the problem of computing the sum of a string of arbitrary finite length
drawn from an arbitrary finite alphabet is treated. The resource considered is the number
of queries to some oracle which hides the string and gives access to each of its digits. The
sum of a string is defined as adding all of the string’s digits together modulo the alphabet
size.
Classically, this problem is straightforward as any less than a number of queries equal to
the string length reveals no useful information about the sum of the string. In the quantum
information setting however, things are not so clear. When the alphabet size is equal to
two, the problem becomes finding the parity of a bit string. This is a seminal result in
quantum computation that allows a correct answer with certainty by making only half the
queries that are classically needed. As the alphabet size increases beyond two however, less
is known. There is an algorithm by Meyer and Pommersheim which computes the sum in
this general setting with probability of success: min
{ b n
n−q c
k
, 1
}
where n is the string length,
k is the alphabet size, and q is the number of queries made. This algorithm has probability
of success slightly above guessing when the number of queries are half the string length,
and perfect probability of success when n − 1 queries are made. The question dealt with
in this thesis is whether this algorithm is optimal for the general sum case.
The problem is expressed as a semidefinite program, given for all instances. The in-
stance for strings of length two and algorithms making a single query is solved and a proof
is given. Significant insight into the multi-query case is also provided.
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Chapter 1
Introduction
Theoretical computer science seeks to shed light on how capable certain computational
models are at solving problems while minimizing the use of some computational resource.
In the last two decades a lot of research has been done towards outlining the capability
of a computational device operating within the mathematical framework of quantum me-
chanics. In numerous cases, a separation between quantum and classical computation has
been shown. Most notable among these results is perhaps the problem of factoring large
numbers since it directly impacts advanced techniques that aim to break RSA encryp-
tion. An algorithm operating in the quantum setting was shown that computes the factors
exponentially faster than the best known classical algorithm. [15]
A particular class of problems for which separations have been shown is known as
oracle or black box problems. In this setting, a black box is given which hides some
information from a predefined set. An algorithm then aims to perform some computation
that is dependent on the hidden item and produce a correct result within some tolerable
probability of success. Access to this black box might be computationally cumbersome. As
a computational resource, black box access is counted in terms of the number queries made
where a single query often reveals partial information in accordance with some predefined
query model. Of interest then, is how many queries an algorithm makes in order to achieve
a certain probability of success for a specific problem.
The particular problem of interest in this thesis is as follows. Given a string x, of
elements (a0, . . . , an−1) from the ring Zk with the standard operations of addition and
multiplication, compute the sum of the digits mod k. Note that the string length, n, and
the alphabet size, k are known, while the particular string is unknown (and perhaps chosen
in an adversarial fashion). More formally,
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Given: x = (a0, . . . , an−1) ∈ Znk
Compute:
n−1∑
i=0
ai ∈ Zk
where k and n can be any fixed, positive integers. Access to x is provided via an oracle
that allows one to query each index of x, producing the value at that index.
In this thesis, we will prove optimal success bounds for the generalized sum problem
for quantum algorithms which make a single query. Such algorithms consist of preparation
of some initial quantum state, the query, post-processing, and measurement to produce a
classical result. These algorithms mimic the strategy used to solve the case when k = 2 by
Deutche’s algorithm since only one query is made per each pair of digits in a non adaptive
manner.
The remainder of the introduction chapter defines mathematical notations used through-
out the thesis, a primer on semidefinite programming in the quantum computation context,
and a more rigorous definition of the oracle setting in which the problem is cast.
Addendum: On March 18th, 2015, when the thesis was already complete and in final
editing phases, a paper was posted to the archive that also proves the main result in
this thesis through a completely different approach. Their results can be found in [4].
This thesis goes beyond the result from this paper since it uses semidefinite programming
and lays a strong foundation to providing bounds for two or more query algorithms for
symmetric functions.
1.1 Mathematical Notation
Before proceeding, it is time to define the notation used in this thesis. Most of the notation
is taken from [17] which introduces it and contains further details on all of the concepts
used in this text.
Complex Euclidean vector spaces are denoted in script letters towards the end of the
alphabet: X ,Y ,W ,Z. Typically a complex Euclidean vector space is of the form X = Cn
where dim (X ) = n.
The set of all linear operators on some complex Euclidean vector space are denoted L(X ).
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The set of all Hermitian operators on some complex Euclidean vector space are Herm(X ).
The set of all positive semidefinite operators is Pos(X ).
The set of all unitary operators is U(X ).
The set of all projection operators is Proj(X ).
The set of all density operators is D(X ).
The set of all unit vectors on some complex Euclidean vector space is S(X ).
{e1, . . . , ed} - are the standard basis vectors on some d-dimensional complex Euclidean
vector space.
⊕ - is the direct sum between two matrices, where A⊕B =
(
A 0
0 B
)
. Or the sum of two
group elements under the group addition. It should be clear from the context when each
definition is used.
0d,Jd - denote the all zeros and all ones matrix on d dimensions respectively. Sometimes
the subscript is dropped when it is clear what the dimensions of a block must be.
Quantum pure states are expressed in Dirac notation as: |ψ〉 , |φ〉. Alternatively they are
also represented as u, v, w ∈ X since they are vectors in X . Arbitrary quantum states are
represented by their density operators ρ, σ,∈ D(X ).
Linear operators that are positive semidefinite are usually denoted A,B,C, P,Q,R, S ∈
Pos(X ). Operators in general are capital letters. Typically, variables that are linear oper-
ators are denoted as W,X, Y, Z. J is typically used for matrices that are Choi representa-
tions.
Channels are completely positive, trace preserving maps mapping between two complex
Euclidean vector spaces L(X ) → L(Y). The set of all such channels is C(X ,Y), and the
channels themselves are denoted as Φ,Ψ,Ξ. For P ∈ Pos(X ) and Φ ∈ C(X ,Y), Φ(P ) =
Q ∈ Pos(Y) holds.
The conjugate transpose of a state or operator is u∗, ρ∗, P ∗, or 〈a|.
The inner product of two vectors u, v ∈ X is u∗v = v∗u = 〈u, v〉 = 〈v, u〉. The outer
product is uv∗ = |u〉 〈v| , vu∗ = |v〉 〈u|. For two operators, the inner product is defined as,
〈A,B〉 = Tr(A∗B).
The adjoint of a quantum channel Φ ∈ C(X ,Y) is Φ∗, defined by 〈Y,Φ(X)〉 = 〈Φ∗(Y ), X〉.
This is a fundamental equation that is always used to compute the dual of a map given its
action one way.
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Zk is the cyclic group order k under addition. For two elements a, b ∈ Zk, we have that
a⊕k b = a+ b mod k.
Znk = Zk × . . .× Zk is the cyclic group of order k product with itself n times.
An element x ∈ Znk can be considered as a string of length n where each digit is an element
of Zk. We think of x having the form (a1, . . . , an), where ai is the ith digit of the string -
an element of Zk. On the other hand, if we index all kn strings in Zkn uniquely, they are
denoted as {x1, . . . , xm}. Through out the text m is always taken to be kn.
A,B - script letters at the beginning of the alphabet are typically general sets.
1.2 Semidefinite Programming
Much of our exploration into the what the optimal probability of success for the SUM
problem is for arbitrary alphabet sizes and string lengths will come from expressing this
quantity as a semidefinite program (SDP) and attempting to evaluate its optimal value.
Semidefinite programs are a particular class of linear optimization problems and are intro-
duced here.
y
x
f(x,y)
c2
c1
c3
Figure 1.1: A linear constraint problem with two variables, three constraints, and objective
function f .
A linear optimization problem (LP) aims to optimize the value of some linear
objective function whose variables can vary over domains defined by a set of linear con-
straints. Figure 1.1 shows an example of a very simple linear program with two variables,
x and y. The constraints, which are either inequality or equality conditions, restrict the
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function variables to form what is called a feasible region. Any values assigned to x
and y from the feasible region are called feasible solutions to the optimization problem
because the objective function, f , is defined there, and all constraints are satisfied. The
optimal value of the LP is then the minimum or maximum of f on this feasible region.
Note that it is possible that the constraints are too strict and there are no feasible solutions
in which case the feasible region of the LP is the empty set.
A semidefinite program (SDP) is similar, with the exception that it optimizes linear
functions over positive semidefinite operators acting on some finite dimensional complex
Euclidean vector space, X . The set of all positive semidefinite operators, Pos(X ), form a
cone in the real vector space of all Hermitian operators, Herm(X ). The linear constraints
of an SDP define some subspace of L(X ). The purpose of an SDP is to optimize over the
intersection of this subspace with the positive semidefinite cone. Figure 1.2 shows a picture
in low dimensions which may be useful for building intuition.
L(X )
Pos(X )
Figure 1.2: A three dimensional depiction of what is happening. The entire space would
be L(X ) - the space of all linear operators, and the cone would be all positive semidefinite
operators. The plane represents the linear constraints of the SDP.
For SDPs, the optimal solution for which the value of f is maximized can be outside
the set of feasible solutions. For example, let A 6= ∅ be the set of feasible solutions based
on some constraints of an LP. It is possible that f achieves its optimal value, α at A /∈ A.
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So there exists some sequence {An} ∈ A that converges to a and f(An) → α as n → ∞.
If the optimal solution of f lies inside the feasible region then we say that the optimum
is achievable, and the supremum (or infimum) can be considered to be a maximum (or
minimum).
SDPs come with a powerful duality theory which makes them wonderful tools for anal-
ysis. Maximizing any linear objective function over a feasible region of some space can also
be expressed as a minimization of a dual function over the feasible region of a dual space.
These complementary versions of the same optimization problem are called the primal
and the dual. In this text, the primal always refers to the maximization problem, while
the dual refers to the complementary minimization problem. Any semidefinite program
enjoys a property called weak duality between its primal and dual. Weak duality means
that the optimal value of the primal is always less than or equal to the optimal value of
the dual.
An SDP may come in many different forms depending on the problem at hand, however
we will define a generic form and examine some properties first. Keeping such a general
form in mind is beneficial for two reasons. First, it allows us to state some powerful results
from the theory of SDPs. Second, any problem we suspect can be expressed as an SDP can
be translated to this general form so that the tools discussed here can be applied directly.
For example, one can use this general form as a guide to compute the dual of a problem to
which we have the primal. Knowing both dual and primal versions is often what enables
us to use SDPs as a tool for analyzing bounds. The general form of an SDP is taken
from [17] and is defined as follows. A semidefinite program is: A triple, (Φ, A,B), where
Φ : L(X )→ L(Y), A ∈ Herm (X ) and B ∈ Herm (Y). The primal problem is then
primal: (1)
maximize 〈A,X〉
subject to Φ(X) = B
X ∈ Pos(X ).
where X is the variable being optimized over. The corresponding dual is
dual: (2)
minimize 〈B, Y 〉
subject to Φ∗(Y ) ≥ A
Y ∈ Herm(Y).
where Φ∗ is the adjoint map of Φ and Y is the variable being optimized over.
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βα
Figure 1.3: The feasible solution objective values for the primal and dual of an sdp. α
and β are the respective optima, which may or may not be achievable even though both
feasible regions are not empty. If strong duality holds there is no gap between α and β.
If both of Slater’s conditions hold, there are solutions to both the primal and dual which
yield this optimal value.
An additional property some SDPs can have is strong duality. Strong duality means
that the dual optimum value is equal to the primal optimum value as shown in fig 1.3. We
can also check to see if there exist respective feasible solutions that achieve each optimum.
Slater’s Theorem for semidefinite programs gives conditions for an SDP that imply strong
duality holds and optima can be achieved.
Slater’s Theorem for SDPs: (3)
For an SDP specified by a triple (Φ, A,B), where A and B
are the primal and dual feasible regions,
1. If A 6= ∅ and ∃ Y Herm(Y) where Φ∗(Y ) > A
Then α = β and ∃ X ∈ A such that 〈A,X〉 = α
2. If B 6= ∅ and ∃ X > 0 where Φ(X) = B
Then α = β and ∃ Y ∈ B such that 〈B, Y 〉 = β
The way we have expressed Slater’s theorem corresponds to the primal and dual standard
form of a semidefinite program in (1) and (2) respectively. The first property states that
if there is primal feasibility and strict dual feasibility (since Φ∗(Y ) has to now be strictly
greater than A) then there is strong duality and the primal optimum is achievable. The
second property states that if there is dual feasibility and strict primal feasibility (since X
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has to be strictly positive) then there is strong duality and the dual optimal is achievable.
Typically, when showing that an SDP has strong duality, we want to check both of these
properties and know that both optimal are achievable.
In the context of quantum information theory, SDPs are very useful since they optimize
over positive semidefinite operators. Positive semidefinite operators represent arbitrary
states and permissible channels acting on them, therefore SDPs are a powerful tool for
analysis for many interesting questions in this setting. For instance, what start state and
measurement scheme can be used to maximize the probability of knowing what channel
out of some set has been given. Furthermore, restrictions can be placed via the constraints
of an SDP that further narrow the problem and model desired behavior that matches
the quantum setting. In some cases, solutions to the primal yield actual solutions to the
quantum information problem (for example optimal sets of states, or channels that solve
a problem which the SDP models). In addition, any solution to the primal or dual can
yield an upper or lower bound on some relationship being optimized over. Of course one
would have to be clever about how the objective function is defined to ensure the desired
quantity is being optimized. These concepts are used in chapter three to shed light on the
main problem in this thesis.
1.3 The Oracle Setting
In addition to time and space bounds on algorithms that solve certain problems within a
computational framework, there is also a notion of the number of oracle or black box access
a solution involves. In this setting, a black box is given that is hiding some information.
There are specific rules as to how the black box may be queried. Typically, one is concerned
with the number of queries issued to the black box in order to solve some sort of problem
dependent on the information that is hidden within it. A straightforward problem involving
queries to a black box is finding out what information is hidden in its entirety. Additionally,
promises can be made about the contents of the black box. For instance, one could promise
that the black box is hiding a particular element from a previously specified set. More
complicated problems can involve determining some property of the information that is
hidden. In such a case, we are forced to consider whether less than full knowledge of what
is hidden is sufficient since it is favorable to minimize the number of queries, and perhaps
trade some probability of success. The terms black box and oracle are used interchangeably
throughout this work and refer to the same thing. Although black boxes are used in a
variety of different settings and represent different computational power, the problem of
interest in this thesis has to do with oracles hiding strings. These strings may be bit strings
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or strings of higher order alphabets. The precise oracle setting which our problem is cast
within is described in the next section.
Oracles Hiding Strings Consider a black box that is hiding some string x = (a1, . . . , an) ∈
Znk . This string is of length n and each digit ai is an element of the cyclic group Zk. n and
k are known before hand, so the hidden string could be any one of |Znk | = kn possibilities.
Agreement must be made as to how such a black box reveals the information it is hiding,
or alternatively, what exactly a query does. The most general query model for hidden
strings of arbitrary alphabet sizes is as follows. Let the oracle take as input some index
value i ∈ [n] (the set of all positions) and produce as output ai, the element of Znk in
that position of the hidden string. This is fine for classical computation, however, in the
quantum setting we need all operations to be reversible, including that of the black box.
Therefore we use the following model, outlined in figure 1.4.
|i〉 |i〉
|b〉 |b+ ai〉
Ox
Figure 1.4: The oracle model for hiding strings of length n and alphabet k.
This black box has two inputs and two outputs. The first input is the position of the
element we wish to query for. The second input is some arbitrary element of Zk. The black
box does nothing to the first input, leaving the information about which index was queried
intact. It adds the result of the query onto the second input modulo k. When using this
black box classically the number of bits each input/output line needs will depend on the
length of the hidden string n, and the size of the cyclic group each element is a member
of, k. The same is true in the quantum setting where the size of those two constants will
determine the dimension of the complex Euclidean vector space of each input/output line.
This arises from the fact that each discrete element of either input line must be a basis
state in some complex Euclidean vector space. For the first input and output, |i〉 ∈ XA is
mapped to |i〉 ∈ YA (where dim(XA) = dim(YA) = n since i ∈ [n]). For the second input
and output, |b〉 ∈ XB is mapped to |b⊕ ai〉 ∈ YB(where dim(XB) = dim(YB) = k since
|Zk| = k). We can call the overall input space X = XA ⊗XB and the overall output space
Y = YA ⊗ YB. Different letters for input and output are used to later keep in mind that
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one is input and the other is the output space of this black box even though they have the
same dimension. This dimension (dim(X ) = dim(Y) = nk) will be central to the search for
a solution of the main problem presented in this thesis. More on the precise representation
of oracles hiding strings as positive semidefinite operators will be given in section chapter
three, when we set up a semidefinite program for the problem.
Suppose now we are given such a black box hiding one of kn strings for some specified
n and k and are tasked with identifying precisely this string. In a classical computation
setting each time a query is made, one digit of the string is uncovered. If we make n − 1
queries, then all but one digit will be known. This narrows down the possible strings being
hidden from kn to k. In fact, each time we make a query, the number of possible strings
that could be the hidden one is reduced by a factor of 1
k
. Given this behavior, we can
consider the probability of guessing the correct answer. However, in order to correctly
compute this probability we must also consider how the hidden string is chosen to begin
with. Suppose that the oracle (representing a unique string) is chosen and given to us by
some adversarial party. This party may employ any strategy they wish, from picking the
same string every time, to picking uniformly at random. This additional behavior induces
a prior probability on which string our oracle is hiding. If we know the adversary chooses
one of two strings from the entire set which vary only one one digit, then one query will
be sufficient to correctly ascertain which string it is. If they choose uniformly at random
then one query, in the classical setting, will improve our chances of guessing correctly from
1
kn
to 1
kn−1 . Of course, the only way to know the string with certainty in such a case would
be to make all n queries.
Note that making queries in parallel classically may save computation time, but will not
lower the number of accesses to the black box, which is the principle quantity of interest.
The problem of identifying which string an oracle is hiding is called the ”oracle interro-
gation problem”. It turns out quantum computers can do much better than classical ones
in this setting. For binary strings of length n, bn
2
+
√
nc queries identify the hidden string
with accuracy over 95%. The error can be made arbitrarily small by increasing the queries
to n
2
+O(√n) [16].
1.4 The Problem:
Summing the Digits of a Hidden String
Oracle interrogation is not the end of the story when it comes to hidden string black box
problems in computing. Suppose that instead of identifying which particular string is
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hidden by a black box, we wish to compute some function of the string. More precisely,
for x ∈ Znk hidden by an oracle we have f : Znk → Zk, and we wish to compute f(x).
If k = 2 then we consider boolean functions acting on binary strings of length n.
In this thesis we concern ourselves with a specific function for arbitrary k. For some
hidden x ∈ Znk where x = (a0, . . . , an−1), define
SUM(x) = a0 ⊕ · · · ⊕ an−1
where addition is modulo k.
Let us consider some trivial examples. If k = 1 then SUM(x) = 0 for any n ≥ 1. If k = 2
then we have a binary string of length n and are trying to find its parity: SUM(x) ∈ {0, 1}.
This is one of the classic results in quantum information theory. In [6] a lower bound for
this problem is given, and Deutsch’s algorithm [11] matches it. Deutsch’s algorithm uses
one query to find the parity of two bits of the string. This is in turn used to find the parity
of an n bit string by making one quantum query for every two digits to find the parity
between them with certainty. The results are measured and the classical outcome of 0 or
1 is obtained for each pair. These outcomes are summed together classically mod 2 to find
the parity of the string without making further queries. Since the one query algorithm for
finding the parity of a two bit string succeeds with certainty, the final result is also certain.
Deutsch’s algorithm works by querying the oracle, as defined in section 1.3, in a su-
perposition over both digit indexes on its first input line. An oracle working as described
by 1.4 over an alphabet size of two will apply either the identity or the not operator on
the second qubit, depending on whether the queried index of the two bit string is a 0
or 1. This means that if a 0 state is placed on the second input line along with the su-
perposition of both indexes on the first, the result on the second register will be a super
position of both values for each digit. This is not helpful as the resultant states could
be |0〉 , |0〉 + |1〉 , |1〉 + |0〉 , |1〉 (up to a global phase) each with 1
4
probability. The is no
measurement strategy to distinguish perfectly between these states. However, if instead of
|0〉 on the second input, |−〉 = |0〉 − |1〉 is placed, something different happens. |−〉 is an
eigenvector of both the identity and the not operator with eigenvalue 1 and −1 respectively.
Let’s see what happens if the oracle is queried this way.
Ox(|0〉+ |1〉) |−〉) = Ox |0〉 |−〉+Ox |1〉 |−〉
= (−1)a0 |0〉 |−〉+ (−1)a1 |1〉 |−〉
= ((−1)a0 |0〉+ (−1)a1 |1〉) |−〉
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The result on the second register effectively induces a partial phase on the first. Therefore,
on the first register, we will have either a |−〉 if the digits are different, or |+〉 if they are
the same (up to a global phase factor). Since these states are orthogonal, they are perfectly
distinguishable through measurement. Thus the parity of the two bits has been found with
certainty.
As we let k become arbitrarily greater than 2 but still finite, a very interesting question
arises. How many queries are the minimum required to compute the sum of a string of
length n with certainty? How much information do we gain per query, or alternatively, how
does the probability of guessing correctly the sum increase as the number of queries range
from 1 to n for some fixed n and k? Given n and k, is there a minimum number of queries
for which a quantum algorithm has a probability of success greater than just taking a
guess uniformly at random? Does it matter if queries are utilized within an algorithm in a
non sequential non adaptive way as in Deutsch’s algorithm for parity? Are there quantum
algorithms that perform better for arbitrary k if they make quantum queries one after the
other adapting each based on the last without measurement in between? In this thesis we
aim to shed light on these questions, beginning by presenting known results on the topic.
1.5 Existing Results
At present there are two papers that contain results which provide significant insight into
this problem [12, 13]. Both are by David A. Meyer and James Pommersheim. The first,
pertains to the minimum queries that have to be made in order to compute functions on
arbitrary finite alphabets with non-trivial probability of success. This result is referred
to as the “uselessness theorem” and is outlined in detail in [12]. The uselessness theorem
from that work states that for an oracle hiding a string of length n if 2q queries are useless
classically to compute some function f , then q queries will be useless in the quantum
setting. This result holds for strings of arbitrary finite alphabets, and functions that are
non boolean. It provides an alternate way to arrive at the lower bound for the parity
problem on binary strings and provides the same lower bound of dn
2
e for the general sum
problem of interest here. Note that this bound coincided with the minimum useful queries
which may be made. In the analysis section for making a single query, we will see why this
lower bound holds due to the structure of the problem more specifically.
The second result by Meyer and Pommersheim is an explicit algorithm for the gener-
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alized sum problem. For a fixed n and k this algorithm achieves probability of success
min
{b n
n−qc
k
, 1
}
.
There is no proof or work showing that this algorithm is optimal for all cases of n, k, and
q. It adheres to the lower bound imposed by the uselessness theorem as n−1
2
queries yield a
probability of success of 1
k
. It also matches the probability of success of Deutsch’s algorithm.
Furthermore, it produces two other interesting points into view. First, n−1 queries always
succeed in computing the general sum with probability 1 when k ≤ n. Hence, the algorithm
is optimal for this case and provides a (very small) separation between the quantum and
classical scenarios. Note that if n is larger than k the algorithm is applied to every k digits
to obtain the highest possible chance of success and adhere to the above bound. It also
tells us that even making a single query above the uselessness theorem threshold provides
an increased probability of success (of 2
k
) over random guessing. The existence of such an
algorithm aids tremendously in outlining the general sum problem overall. It gives a lower
bound on the probability of success for any fixed amount of queries q between dn
2
e and
n− 1. If an upper bound on this quantity which matches that of the algorithm is given by
an analytic method, then optimality will be proved. The aim of exploring the general sum
problem is to figure out what happens in the aforementioned query range.
The algorithm works by preparing an initial state according to some eigenvectors of the
generalized not operators and performs a series of shift and query operations. The result
after each query is not measured at any intermediate step, hence the queries are adaptive
from one to the next, and sequential. This is a stark difference to the approach behind
Deutsch’s algorithm. This leaves the question of whether there is a particular threshold
of what number of queries should be handled sequentially and adaptively, as apposed to
measured and combined classically as in Deutsch’s. The algorithm is outlined in detail in
[13].
1.6 Preliminary Approaches
In this section some preliminary approaches into the sum problem are presented. Neither
of them constitutes any improvement on the current results and are are included solely to
give a flavor of the problem. The first, illustrates an alternate algorithm for the problem
of making one query when n = 2. The second looks at multiple queries.
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1.6.1 An Alternate Algorithm
In this section, an algorithm is presented that was devised as a preliminary insight into
the problem. Let n = 2 and k = 4. Only one query can be considered here in order for the
problem to stay nontrivial. Classically, one query does nothing to improve the probability
to compute correct answer beyond guessing. The algorithm from [13] has a probability
of success to compute the sum of an arbitrary hidden string in this setting of 1
2
. Let Ux
denote some unitary transformation that functions as an oracle outlined in figure 1.4, and
define the following states
|+〉 = |0〉+ |1〉+ |2〉+ |3〉
|−〉 = |0〉 − |1〉+ |2〉 − |3〉
|A〉 = |0〉+ |1〉 − |2〉 − |3〉
|B〉 = |0〉 − |1〉 − |2〉+ |3〉
where
|+〉 , |−〉 , |A〉 , |B〉 ∈ Cn for k = 4.
Let us see how these states behave when a generalized not operator of the form Xa for
a ∈ Z4 is applied. The |+〉 remains invariant. The |−〉 state alternates between |−〉 and
− |−〉 depending on whether a is even or odd. The states |A〉 and |B〉 form the following
cycle per each application of X1
|A〉 → − |B〉 → − |A〉 → |B〉 → |A〉
Since Xa is simply X1 · . . . ·X1 a times, this cycle defines the action of X for all a ∈ Zk.
If we are only looking for the parity, it amounts to finding out whether the sum of the
digits is even {0, 2} or odd {1, 3}. This can be done again in n
2
queries along the same lines
as Deutsch’s algorithm except by using the generalized |−〉 state on k basis vectors.
On the other hand if (|0〉 + |1〉) |A〉 is used as an initial state to Ux, and Hadamard
transforms are performed on the first qubit before and after the oracle acts on this input
(much like in Deutsch’s algorithm) the problem of finding the sum of two digits with k = 4
reduces to the problem of identifying which state you have been given between |0〉 and
(|0〉+ |1〉).
1.6.2 A Mini Query Approach
One could change the query model a bit, in hopes of better understanding the problem.
Suppose we are dealing with strings of length n from some finite alphabet strictly larger
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than 2. Furthermore, suppose that the alphabet order is a power of 2. Then a single
query to our original oracle outlined in 1.3 can be viewed as p queries to some binary
oracle. This binary oracle holds the information for each digit of the hidden string in
terms of bits. Suppose more precisely that 2p = k. Knowing one original query yields one
digit, hence, p bits. Our binary oracle lets us query each one of these p bits separately,
introducing the notion of fractional queries.
For a concrete example, let k = 4 Then each original query yields a digit from Z4. A
binary oracle representing this string would have two binary queries per digit. So a string
of length 4 would have 8 positions to query within the binary oracle model. Immediately,
a weakness in this model arises. Each query on the result register must be added modulo
2 for the model to make sense. Simply knowing the parity of all pair of bits reveals the
parity of the general sum, but not its actual value.
We can, however, use the oracle interrogation result mentioned in section 1.3. This
allows us to find the hidden binary string with 95% accuracy at the cost of N
2
+
√
N mini
queries, where N = np is the total number of bits needed to represent strings with length
n and alphabet k. Once we find the hidden string in binary form, all we have to do is
convert each digit back to the alphabet we are dealing with, and add them all together.
This means that for k = 2p,
np
2
+
√
np
p
queries allow us to compute the sum with 95% accuracy.
Let p = 4, then k = 16. If our strings are of length 16 too, we can identify the exact
hidden string with 64
2
+
√
4 · 16 = 40 mini queries. These amount to 10 big queries for
probability of success of 95%. Using the algorithm of [13], we will have a probability of
success of
b 16
6
c
16
= 1
8
. This approach is most likely optimal for this scenario and beats the
general sum algorithm, but we have drastically changed the problem. In the remainder
of this work, we stick to the original oracle model, and aim at providing bounds in that
setting.
The oracle interrogation algorithm could be extended to deal with strings of arbitrary
alphabet sizes. Meyer and Pommersheim do this in the general sum algorithm paper
and show that in that case, the strategy of finding the string with high probability and
summing it classically yields a smaller probability of success for all cases in comparison to
their algorithm.
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Chapter 2
Optimal Bounds For Single Query
Quantum Algorithms
A brief overview of the theory of semidefinite programs in the context of quantum infor-
mation was given in section 1.2. It turns out that many interesting questions in quantum
information theory can be posed as SDPs. They will be our main tool for determining
bounds on the optimal probability of success of quantum algorithms solving the instances
of the sum problem. A particular instance of the problem is defined by a given number of
queries, q, a predefined string length, n, and alphabet size k. Every instance defined by
unique values of these three parameters will have its own SDP associated with it. In this
chapter an application of semidefinite optimization to the SUM problem for single query
instances will be explored in full and an SDP will be derived for one query algorithms.
Success bounds will be given through specification and analysis of a particular feasible
solution for the single query case which yields a dual optimum matching the existing algo-
rithm for the general sum of hidden strings. The SDP for multiquery algorithms will be
treated in chapter three along with discussion towards bounds for the multiquery case.
2.1 SDP for the SUM Problem with 1 Query
Recall that we are given a black box hiding some string x in Znk and we would like to
compute the sum mod k of the digits of the string while making as few queries to the black
box as possible. Consider what this entails in the quantum setting. The oracle is a channel
whose action is given by the rules in section 1.3 applied to computational basis states of the
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two input and two output registers. The parameters n and k therefore, change the input
and output space dimensions of the complex Euclidean vector spaces this channel maps
between. The number of queries on the other hand, each represent a call to the oracle.
We begin by thinking about what happens when a single query is made by any quantum
algorithm.
One oracle call means that the algorithm only gets one chance at access. The output
it gets from that single query is final. There will be some initial state sent to the oracle,
which will act on it and produce a resulting state. The actual initial state can be any
valid quantum state of dimension greater than or equal to that of the input space of the
oracle. Any additional dimensions imply ancillary qubits that we can perform operations
on privately which may share entanglement with those the oracle is acting on. Since we are
making only one query, once we get the result from calling the oracle on the start state, we
can perform any arbitrary unitary gate on the entire system. This unitary corresponds to
any post-processing that may be done by a quantum computer. After the post-processing,
we must measure in some basis of choice to attain a classical result. This measurement
should collapse the quantum state to an outcome that tells us what the SUM(x) ∈ Zk is.
This process is described in figure 2.1.
ρ
X
Z
Y
Classical Outcome
Ox
Initial
Preparation
Post Process
and
Measurement
Figure 2.1: The general form of any quantum algorithm performing one query. Z is the
workspace of the algorithm. X and Y are the input and output spaces of the oracle. ρ is
part of the initial state sent to Ox.
This is the form of any algorithm with one query. An optimal algorithm would consist
of the best initial state and post-query computation such that measurement would give
SUM(x) with highest probability of success. The problem of finding an optimal algorithm
reduces to optimizing over the best possible initial state and post-query processing. These
are the two key variables that our SDP will optimize over, for specific instances of n and k.
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Dependent on them, we have another quantity, the probability of success. The SDP will
be set up so that this probability of success is what is being maximized. However, since it
is defined in terms of the initial state and post outcome measurement, those are really the
two variables we are looking for that maximize the third.
To continue constructing our optimization problem, the oracle action and all constants
must be clearly defined.
The oracle is a quantum channel as illustrated in figure 2.1. This channel is defined
by an explicit operation on the input qubits. We denote this channel by Ox for some
arbitrary string x ∈ Znk . If we consider the basis states {|a〉 : a ∈ Znk} as each representing
an element of Zk, then we have that Xa |b〉 = |b+ a〉 where Xa is the generalized not
operator on L(Ck), raised to some power a ∈ Zk, and addition is done modulo k. Let
the oracle Ox be a direct sum (Xa1 ⊕ · · · ⊕Xan) where each exponent ai is the i-th digit
of some string x. Then, application of Ox on the state 1√n |0〉 ⊕ · · · ⊕ |0〉 will produce
1√
n
|a1〉 ⊕ · · · ⊕ |an〉. Furthermore, for |i〉 ⊗ |b〉 ∈ Cn⊗Ck, where i ∈ Zn and b ∈ Zk we get,
Ox(|i〉 ⊗ |b〉) = |i〉 ⊗ |b+ ai〉.
We will consider the Choi representation of such a channel which is denoted as Jx.
Each quantum channel Ox can be represented by a unitary matrix Ux where each of the
generalized not operators are the shift matrices on dimension k and basis states |a〉 are
represented as basis vectors ea ∈ Ck. By definition Jx = vec (Ux) vec (Ux)∗. Jx will have
a very simple eigenspectrum with only one nonzero eigenvalue. Its spectral decomposition
is λuxu
∗
x where λ = nk for all x ∈ Znk , where only the eigenvectors vary with respect to x.
Since Ox ∈ C(X ,Y) where dimX = dimY = nk, the corresponding Choi representa-
tion, Jx, is just a positive semidefinite operator in the space L(Y⊗X ) which has dimension
(nk)2.
Essentially, what the algorithm is trying to do is discriminate from a set of predefined
quantum channels via a state preparation and a measurement technique. We will refer to
this strategy, consisting of the initial state and the measurement operators, as an interactive
measurement. The collection of positive semidefinite operators used for measurement are
what define the interactive measurement, with the condition that they all sum to I⊗ ρ for
some ρ ∈ D(X ) — which serves as the initial state for that interactive measurement.
Any quantum algorithm then is represented also as a collection of positive semidefi-
nite operators that represent interactive measurement and live in the same space, {Pi} ∈
Pos(Y ⊗ X ), where i ∈ Zk and 〈Pi, Jx〉 is the overlap between the Choi representation of
the oracle hiding some string x and Pi.
Consider some Jx that is the Choi representation of a unique string x ∈ Znk . Then
18
if SUM(x) = a ∈ Zk, the overlap between Pa and Jx represents the probability that our
interactive measurement succeeds in finding the correct answer for the sum of x. Call this
overlap γ. The overlap of Jx and {Pi : i 6= SUM(x)} is the probability of getting an incorrect
answer (1 − γ). The problem then, is to find a collection of interactive measurements for
which γ is as close to 1 as possible. If we want to find the best algorithm, we would like to
maximize
〈
PSUM(x), Jx
〉
for all x, arriving at the following set of linear constraints:
∀x ∈ Znk :
〈
Jx, PSUM(x)
〉 ≥ γ
Additionally, a restriction on the form of each Pi must be placed to ensure that they are
indeed quantum interactive measurements. More precisely, it must hold that
∑k
i=1 Pi =
IY⊗ρ for some quantum state ρ ∈ D(X ). This leads to the following optimization problem.
maximize γ (4)
subject to γ ≤ 〈PSUM(x), Jx〉 for all x ∈ Znk
k∑
i=1
Pi = IY ⊗ ρ
{Pi} ∈ Pos(Y ⊗ X )
ρ ∈ D(X )
In this optimization problem, γ is the maximum probability of success by an interactive
measurement algorithm, {Pi} yields the actual quantum algorithm to achieve γ, and ρ is
the initial state sent to the oracle as seen in figure 2.1. The aim is to maximize γ by finding
some collection of positive semidefinite operators {Pi} that each enjoy maximum overlap
with strings of the same sum. Hence, the variables are the collection {Pi} and ρ, while γ
is directly dependent on them.
Feasible solutions to this SDP represent actual algorithms to solving the problem. We
would also like to compute the dual to this optimization problem as it is more helpful
for analysis of optimal probability of success for instances of n and k. In contrast with
the primal, any solution to the dual will not lead to an algorithm, but it will give an
upper bound to the probability of success for that particular instance. Just looking at
the generic primal and dual in (1), it may not be apparent how exactly to derive the dual
from the primal problem outlined above. We define some maps and super variables to help
express it in a form similar to that of (1). Computation of the dual will then become more
straightforward. This is done in the next section. Readers who wish to skip ahead to the
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dual without seeing its step by step derivation or proof of strong duality may jump directly
to section 2.1.3.
2.1.1 Computation of the One Query Dual
The primal optimization problem given in the previous section is already an SDP, although
it may not be clear from its form. In this section we translate this primal optimization
problem to the primal of the standard form for SDPs presented in (1). Once this is done,
we will be able to use (1) as a guide to get the dual, and check for strong duality by
applying Slater’s Theorem for SDPs. If a reader is not interested in how exactly the dual
problem is derived they can skip over this section to section 2.1.3 where the primal and
dual for the single query case are shown together.
Let X be a matrix containing each variable on its diagonal as blocks.
X =

γ
P0
. . .
Pk−1
ρ
 (5)
X lives in the space L(C⊕ (Y⊗X )⊕ . . .⊕ (Y⊗X )⊕X ). This space will be denoted L(W).
The dependent variable, γ, denotes the probability of success, and we want to bring that
as close to 1 as possible. An objective function expressing this which follows the form in
(1) is
max 〈A,X〉
where
A =

1
0
. . .
0
 ∈ L(W).
So far we have defined what form our variable X should have, and A from the triple
(Φ, A,B) that defines an SDP in our standard form. Φ and B will be defined to ensure the
constraints of the primal optimization problem (4) for single query quantum algorithms
are met.
As outlined previously, any possible oracle representing a string in Znk is represented as
the Choi matrix of the quantum channel that defines its action. We label these matrices
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uniquely as J1, . . . , Jm where m = k
n = |Znk |. These are constants in our SDP and are used
to specify the what function the SDP solves.
There are two groups of constraints in our optimization problem with different goals.
The first group, defined by γ ≤ 〈PSUM(x), Jx〉 for all x ∈ Znk , in a sense defines the sum
function. These constraints ensure that each interactive measurement outcome maps to
the oracles that sum to the outcome it represents by forcing a maximum overlap between
the two.
If instead of the sum function, we were interested in some different function f : Znk → Zk
then those constraints would be rewritten as γ ≤ 〈Pf(x), Jx〉 for all x ∈ Znk .
Observe too, that the codomain of f or SUM dictates the size of our collection {Pi} as
each interactive measurements corresponds to a particular outcome of the function being
considered.
The aim is to devise a map that enforces these constraints using the variable X which
follows the standard SDP form shown in (1). Consider the map Φ : L (W) → L (Cm),
where
Φ(X) =
γ −
〈
Jx1 , PSUM(x1)
〉 · · · 0
...
. . .
...
0 · · · γ − 〈Jxm , PSUM(xm)〉
 . (6)
Enforcing the first group of constraints in (4) then amounts to checking that
Φ (X) ≤ 0m.
Next a similar map from our variable X defined in (5) is given with the aim of ensuring
that each operator in the collection {Pi} that we solve for composes a proper interactive
measurement. For this to happen we have to implement the second constraint in (4) and
check if {Pi} sums to the identity on the output space Y tensored to some arbitrary density
operator on the input space X of the oracle. Consider the map
Ψ(X) =
(
Tr ρ 0
0
∑
a∈Zk Pa − IY ⊗ ρ
)
.
Enforcing the constraint is then equivalent to checking
Ψ(X) =
(
1 0
0 0(nk)2
)
.
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Lastly, enforcing the condition in the single query primal (4) that all Pi ≥ 0 can be done
by simply checking if X ≥ 0. γ is a probability of success so restricting it to positive real
values is satisfactory, and ρ is supposed to be a valid density operator which, in addition
to having trace one, must be positive semi definite too.
To summarize, we have effectively translated the single query primal optimization prob-
lem in (4) to
maximize 〈A,X〉 (7)
subject to Ψ (X) = B
Φ (X) ≤ C
X ∈ Pos(W)
where B =
(
1 0
0 0(nk)2
)
∈ L(C ⊕ (Y ⊗ X )), C = 0m ∈ L(Cm), and A, X, Φ and Ψ are
defined as above. Let L(B) = L(C⊕ (Y ⊗ X )) and L(C) = L(Cm) for shorthand notation.
This translated primal looks almost like the standard form in (1) except that there are two
maps in the constraints, and one of them is an inequality. To get around this and arrive
precisely at the form of (1), consider the map
Ξ
((
X ·
· Z
))
=
(
Ψ(X) 0
0 Φ(X) + Z
)
.
Here, Z ∈ L(C) is a slack variable to help implement the inequality in (7). Using the super
map Ξ, (7) is rewritten as
maximize
〈(
A 0
0 0
)
,
(
X 0
0 Z
)〉
subject to Ξ
((
X 0
0 Z
))
=
(
B 0
0 C
)
X ∈ Pos(W)
Z ∈ Pos(C)
which exactly mirrors the form of (1). Note that Z is unrestricted as long as it is positive
semidefinite which is reflected by the objective function and the last constraint.
It is now clear how to derive the dual using (1) as a guide. Due to the standard form,
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this dual must be
minimize
〈(
B 0
0 C
)
,
(
Y ·
· W
)〉
subject to Ξ∗
((
Y ·
· W
))
≥
(
A 0
0 0
)
(
Y ·
· W
)
∈ Herm (B ⊕ C)
where Y and W are the dual variables, A,B, and C are as defined previously, and Ξ∗ is the
dual map of Ξ. The main goal of this section is to arrive at a dual of the single query primal
in (4) that provides the same readability and further insight into the problem. Therefore,
we want to translate the dual above back into terms involving our original problem. Most
of the effort will revolve around in finding the action of Ξ∗. This action is fixed because
Ξ∗ must satisfy the following equation
〈Y,Ξ (X)〉 = 〈Ξ∗ (Y ) , X〉 .
This equation must hold for any completely positive, trace preserving map. It is straight-
forward to see that Ξ∗ is uniquely given by
Ξ∗
((
Y ·
· W
))
=
(
Ψ∗(Y ) + Φ∗(W ) 0
0 W
)
.
Substituting this into the dual gives
minimize
〈(
B 0
0 C
)
,
(
Y ·
· W
)〉
subject to
(
Ψ∗(Y ) + Φ∗(W ) 0
0 W
)
≥
(
A 0
0 0
)
(
Y ·
· W
)
∈ Herm (B ⊕ C)
which is equivalent to
minimize 〈B, Y 〉+ 〈C,W 〉
subject to Ψ∗(Y ) + Φ∗(W ) ≥ A
Y ∈ Herm(B)
W ∈ Pos(C).
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Here, C is the zero matrix on L(C) so we can drop the second term of the objective function
to arrive at
minimize 〈B, Y 〉 (8)
subject to Ψ∗(Y ) + Φ∗(W ) ≥ A
Y ∈ Herm(B)
W ∈ Pos(C).
What remains is to provide definitions of Ψ∗ and Φ∗, substitute them in and simplify to
get our desired dual.
Finding Ψ∗ Recalling the definition of Ψ(X). Let Y ∈ L(B) be expressed by
(
y1 ·
· Y2
)
,
where y1 ∈ L(C) and Y2 ∈ L(X ⊗ Y). Using the relation
〈Y,Ψ(X)〉 = 〈Ψ∗(Y ), X〉
we get that
Ψ∗
((
y1 ·
· Y2
))
=

0 · · · 0
Y2
...
. . .
...
Y2
0 · · · y1IX − TrY (Y2)
 ∈ L(W).
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Proof: For any Y ∈ L(B) and X ∈ L(W) we have
〈Y,Ψ(X)〉 =
〈(
y1 ·
· Y2
)
,
(
Tr ρ 0
0
∑
a∈Zk
Pa − IY ⊗ ρ
)〉
= 〈y1,Tr(ρ)〉+
〈
Y2,
∑
a∈Zk
Pa − IY ⊗ ρ
〉
= 〈y1IX , ρ〉+
〈
Y2,
∑
a∈Zk
Pa
〉
− 〈Y2, IY ⊗ ρ〉
= 〈y1IX , ρ〉+
∑
a∈Zk
〈Y2, Pa〉 − 〈Y2, IY ⊗ ρ〉
= 〈y1IX , ρ〉+
∑
a∈Zk
〈Y2, Pa〉 − Tr(Y ∗2 (IY ⊗ ρ))
= 〈y1IX , ρ〉+
∑
a∈Zk
〈Y2, Pa〉 − 〈Try Y2, ρ〉
=
〈
0 · · · 0
Y2
...
. . .
...
Y2
0 · · · y1IX − TrY (Y2)
 ,

λ
P0
. . .
Pk−1
ρ

〉
= 〈Ψ∗(Y ), X〉 .

Finding Φ∗ Φ∗ is a bit more complicated to specify. Recalling the definition of Φ(X)
we have m = kn rows, where on each row, we have an expression with a unique Jx for all
x ∈ Znk . These Choi matrix representations of the strings with length n and digit size k are
paired up along with the interactive measurement operator Pi for which i = SUM(x) ∈ Zk.
There are kn of these constraints, one for every string which is possibly given. They are
partitioned evenly into k sum classes. A sum class is a set of all strings in Znk that have
equal sum. Since the sum function partitions the space of all strings evenly, each of the k
sum classes has kn−1 elements. A sum class in which all strings have the sum s is denoted
ζs. Remember the form of Φ defined in (6). This map is used in the primal to enforce
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the constraints that the value of every
〈
Jx, PSUM(x)
〉
is greater than γ - the probability of
success. Φ orders these constraints along the diagonal of a matrix with kn elements. There
is no significance to the order of which constraint comes first, as they are all checked to
be less than or equal to zero. Therefore, the action of Φ is equivalent up to permutation
of the ordering on the diagonal of its output. This notion plays prominently in the proof
below. The dual Φ∗ : L(C)→ L(W) is
Φ∗(W ) =

∑
i∈[m]wi · · · 0
−
(∑
x∈ζ0 wi(x)Jx
)
...
. . .
...
−
(∑
x∈ζk−1 wi(x)Jx
)
0 · · · 0

.
Here, wi corresponds to each of the diagonal elements of the matrix Φ
∗(X) = W ∈ L(Cm)
indexed by some i in [m]. These elements are all non negative real numbers as W in (8)
must be hermitian. Note that there are m distinct strings in Znk and m distinct diagonal
entries of W . In Φ∗ each diagonal entry of W is paired uniquely to some Jxi for xi ∈ Znk
via the function i(x). This function is just a mapping from the set of strings in Znk to an
indexing set that is also used to index the diagonal entries of W . There will be more said
on the significance of the wi values when we arrive at the final form of the dual. A proof
of the correctness of Φ∗ as specified above follows.
Proof: The validity of Φ∗ amounts to verifying that it satisfies
〈W,Φ(X)〉 = 〈Φ∗(X),W 〉
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and can be verified as follows.
〈W,Φ(X)〉 =
〈w1 . . .
wm
 ,
γ −
〈
Jx1 , PSUM(x1)
〉 · · · 0
...
. . .
...
0 · · · γ − 〈Jxm , PSUM(xm)〉
〉
=
∑
x∈Znk
wi(x)γ − wi(x)
〈
Jx, PSUM(x)
〉
=
〈

∑
i∈[m]
wi · · · 0
−
(∑
x∈ζ0
wi(x)Jx
)
...
. . .
...
−
( ∑
x∈ζk−1
wi(x)Jx
)
0 · · · 0

,

γ
P0
. . .
Pk−1
ρ

〉
= 〈Φ∗(W ), X〉 .

Now that Φ∗ and Ψ∗ have been computed, we can rewrite the dual in (8) in a more
expressive form. Since we can write Y as
(
y1 ·
· Y2
)
for y1, Y2 ≥ 0, the objective function
becomes
minimize
〈(
1 0
0 0(nk)2
)
,
(
y1 ·
· Y2
)〉
⇔ minimize y1.
Plugging in Φ∗ and Ψ∗ into the inequality
Ψ∗(Y ) + Φ∗(W ) ≥ A
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gives
∑
i∈[m]wi · · · 0
Y2 −
(∑
x∈ζ0
wi(x)Jx
)
...
. . .
...
Y2 −
( ∑
x∈ζk−1
wi(x)Jx
)
0 · · · y1IX − dim (Y) TrY (Y2)

≥

1 · · · 0
0
...
. . .
...
0
0 · · · 0
 .
Compiling these constraints and objective, we get the dual to be
minimize y1 (9)
subject to
∑
i∈[m]
wi ≥ 1
Y2 ≥
(∑
x∈ζs
wi(x)Jx
)
∀s ∈ Zk
y1IX ≥ dim (Y) TrY (Y2)
where
y1 ∈ R
Y2 ∈ Herm(Y ⊗ X )
wi ≥ 0.
This concludes the specification of our primal and dual for the SDP that optimizes the
probability of success of any algorithm attempting to solve the SUM mod k problem on
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strings of length n with one query. For now, we just leave the reader without discussion as
to what this SDP tells us about the problem and what exactly the primal and dual mean.
Next, we turn our attention to showing strong duality exists by Slater’s theorem for SDPs.
In section 2.1.3 we will analyze the primal and dual from this section to gain insight into
the sum problem with one query. In section 2.2.2 a closed form for the optimal probability
of success will be shown.
2.1.2 Strong Duality
All SDPs have a property called weak duality. This means that the primal optimal value, α
is always less than or equal to β, the dual optimal value. Weak duality is nice as it implies
that any feasible solution of the dual gives an upper bound to the primal optimal value,
while any feasible solution to the primal gives a lower bound on the dual optimal value.
Weak duality is useful because the goal of any optimization problem is usually to find or
at least shed some insight as to what its optimal value is. Solving for that optimal value
is often computationally very difficult. Using Slater’s theorem we can show that α equals
β and that both values are achievable by corresponding feasible solutions. Having no gap
between the optimal values of the primal and dual of some optimization problem is very
useful because it promises that examining either will be just as fruitful to gaining insight
about their optima. In our case, we are chiefly interested in the optimal value of the primal
(4). It corresponds to the optimal probability of success for any quantum algorithm which
makes one query to a black box representing an arbitrary string of fixed length and digit
size in attempt to compute the string’s sum. The remainder of this section shows that
Slater’s conditions 1 and 2 hold for this SDP. A note to the reader: strong duality is not
used in finding the exact probability of success bound for computing the sum function of a
hidden string. The proof of this bound simply finds a dual feasible solution and shows that
the objective value of the dual equals the objective value achieved by the algorithm in [13].
Therefore this section is not a prerequisite for that result. Knowing that this SDP exhibits
strong duality was a stepping stone along the way to come up with the proof however,
since it implies that a construction of a feasible dual solution that matches the optimal
primal value is possible.
Claim: For the SDP given by primal (4) and dual (9) α = β and both are achieved by
respective feasible solutions.
Proof: To show that strong duality exists and both optima are achievable, both Slater
conditions must be met. This amounts to showing that the dual and primal are both
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strictly feasible. From (3), this means we must show
1. ∃ Y Herm(Y) where Φ∗(Y ) > A
2. ∃X > 0 where Φ(X) = B
Slater’s theorem (3) corresponds to the general SDP form given in section 1.2. To show
it also holds for the sum function SDP for one query algorithms, we first substitute our
definitions for the primal and dual variable and maps. Substituting in the appropriate
definitions the two conditions are re-expressed as
1. ∃
(
Y
W
)
∈ Herm(C⊕ (Y ⊗ X )⊕ Cm) such that
Ψ∗(Y ) + Φ∗(W ) > A where Y =
(
y1
Y2
)
2. ∃X ∈ Pd(C⊕ (Y ⊗ X )k ⊕X ), Z ∈ Pd(Cm) such that
Ψ(X) =
(
1 0
0 0
)
and Φ(X) + Z = 0
1. Strict Dual Feasibility: In the dual, the variable Y is composed of y1 and Y2. Let
δ > 0, Y2 = (nm + δ)IY⊗X and y1 > (nm + δ) dim(Y) where m = kn. Also, let W = ICm .
According to the action of Ψ∗ and Φ∗ we get that

0
(nm+ δ)IY⊗X
. . .
(nm+ δ)IY⊗X
y1IX − Tr(Y2)
+

Tr(W )
− ∑
x∈ζ0
Jx
. . .
− ∑
x∈ζk−1
Jx
0

must be strictly greater than 
1
0
. . .
0
 .
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It is easy to check that this is true. The trace of W is m > 1. We know that λ1(Jx) = nk
which implies
λ1
(∑
x∈ζs
Jx
)
≤ (nk)kn−1 = nm.
Since δ > 0, it must hold that
nm+ δ)IY⊗X −
∑
x∈ζs
Jx > 0
for all i ∈ Zk. Finally,
y1IX − Tr(Y2) = (y1 − dim(Y)(nm+ δ))IX > 0
because y1 > dim(Y)(nm+ δ).
2. Strict Primal Feasibility: We need to give any positive definite X and Z such
that
(X) =
(
1 0
0 0
)
and Φ(X) + Z = 0.
Remember that X is comprised of the direct sum of the primal variables γ, ρ, P0, . . . , Pk−1.
These must all be positive definite due to the second condition. ρ should be a density matrix
so let ρ = 1
dim(X )IX . Let P0, . . . , Pk−1 =
1
k
IX ⊗ ρ and γ = 0. It holds that
x ∈ Znk
〈
Jx,
1
k
IX ⊗ ρ
〉
> 0
because Jx = λuxu
∗
x for λ = nk and ux ∈ S(X ). The condition that
Ψ(X) =
(
1 0
0 0(nk)2
)
is satisfied since
Tr ρ = 1
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and ∑
a∈Zk
Pa − IY ⊗ ρ = 0.
If we let Z =
⊕
x∈Znk
(〈
Jx,
1
k
IX ⊗ ρ
〉)
where
⊕
is the direct sum over 1 by 1 matrices,
then Z ≥ 0 and Φ(X) + Z = 0 is also satisfied because
Φ(X) + Z =
⊕
x∈Znk
(
γ − 〈Jx, PSUM(x)〉)+ ⊕
x∈Znk
(〈
Jx,
1
k
IX ⊗ ρ
〉)
=
⊕
x∈Znk
(
γ −
〈
Jx,
1
k
IX ⊗ ρ
〉
+
〈
Jx,
1
k
IX ⊗ ρ
〉)
=
⊕
γ =
0 . . .
0
 .

2.1.3 Summary
So far the SDP for the problem of computing the sum of a hidden string with a single
query to the oracle has been specified. Both the primal and the dual have been given and
have been shown to exhibit strong duality. In this section we take a step back and discuss
what exactly they mean and what we can hope to gain through this optimization problem.
The primal
maximize γ
subject to γ ≤ 〈PSUM(x), Jx〉 for all x ∈ Znk
k∑
i=1
Pi = IY ⊗ ρ
{Pi} ∈ Pos(X )
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The primal constitutes of optimizing over the following variables.
ρ − The input state to the oracle shown in figure (2.1).
{P0, . . . , Pk−1} − A collection of positive semidefinite operators that constitute an
interactive measurement. This collection of operators, along with
the initial state in effect constitute any possible quantum
algorithm that can be implemented for this problem.
γ − The probability of success of a feasible set of {Pa} and initial
state ρ successfully identifying the correct oracle’s sum.
Here, γ is bound by the success of a protective measurement’s ability successfully discern
which sum class ζs the hidden string is a member of. This ability is given by the correct
semidefinite operator of the interactive measurement having maximum overlap with all
strings in a sum class. In such a case, that measurement is most likely to occur when
the interactive measurement is applied to the hidden string’s Choi representation. This
Choi representation lives in the space L(Y ⊗X ) so it has dimension (nk)2. The interactive
measurement also has this dimension. On the other hand, each sum class has kn elements.
This grows faster than (nk)2, so the larger kn gets the harder it would be to find k positive
semidefinite operators that do not have a large overlap with one another. The larger the
overlap between the Pa operators, the less the probability of success will be.
The constants are
k − The string digit alphabet size.
n − The string length of the hidden string.
Jx − The Choi representation of the oracle hiding some string in Znk
There are kn Jx’s
Each n and k constitute a different instance of the problem. However, due to the
uselessness theorem from [12], we need not concern ourselves with values of n greater than
2.
Any collection Pa and ρ that are feasible also give a lower bound on α the maximum
probability of success possible. Therefore if an initial state and interactive measurement
are found that give a better probability of success than the algorithm in [13], it would
constitute a proof that it is non-optimal. On the other hand if the algorithm matches α
for arbitrary n and k we know the it is optimal in the one query case. This logic extends
to our SDP for more than a single query which will be given in section 3.1.
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The Dual
minimize y1 (9)
subject to
∑
i∈[m]
wi ≥ 1
Y2 ≥
(∑
x∈ζs
wi(x)Jx
)
∀s ∈ Zk
y1IX ≥ dim (Y) TrY (Y2)
The dual constitutes of optimizing over the following variables.
Y2 − Some positive semidefinite operator that must be greater than
or equal to the sum of all the weighted Choi representations of
strings in the same sum class.
W − A diagonal matrix of dimention kn. The entries along its diagonal
are labeled wi. Each wi is the weight of some hidden string Choi
representation in the sum
∑
x∈ζk
wi(x)Jx. i(x) here is a function
uniquely mapping each string x to some index of the diagonal
elements of W .
y1 − a real number bounded below by 1
dim(X ) TrY2.
where the constants are the same as in the primal problem. Recall that n and k define a
set of all possible strings that are candidates for the one that is hidden. We can imagine
an adversary that can have some sort of selection strategy which governs what string we
are given. This selection strategy induces a prior probability distribution over the set of
all possible strings defined by n and k. The weights that exist along the diagonal of the
variable W are precisely that. They must all be non negative real numbers since W must
be positive semidefinite and they must all sum to something less than or equal to one.
The diagonal of W is therefore the probability vector which the adversary can fiddle with
to decrease y1 as much as possible. Since we know from the previous section that this
SDP has strong duality. The optimum value for y1 is equal to the optimal value for γ
in the primal, and both are achievable. y1 then, for an arbitrary feasible solution Y2 and
34
W is an upper bound on the optimal probability of success. Any solution to the dual
that yields a value for yi that is less than 1 gives a very interesting result: No quantum
algorithm can solve the sum problem with one query with probability of success greater
than y1. This dual is more computationally difficult to solve than the primal. However,
particularly for the multiple query scenario, a simplification can be made. The variable
W , the adversary’s induced prior, can be taken to equal 1
m
ICm . This restricts the problem
to finding the smallest y1 where the quantum algorithm is promised that the hidden string
is chosen from a uniform distribution over all possible strings.
In the next section results involving the one query case are discussed.
2.2 Single Query SDP Results
In this section we present results attained from the single query SDP. It turns out that the
Meyer and Pommersheim algorithm is optimal for the single query case. First, numeric
results are presented for values of k that are tractable. Then analysis resulting in the closed
form for the probability of success for arbitrary k is presented.
The main result in this section tells us that the optimal probability of success of quan-
tum algorithms computing the sum of strings with length n = 2 and arbitrary alphabet
sizes is 2
k
. Since 2 ≤ √k for k > 3 applying the optimal single query quantum algorithm
twice for n = 4 when k > 3 is no better than guessing. For k = 3 we can apply the optimal
quantum algorithm twice and get the sum of a 4 digit string with probability of success
equal to 4
9
which is better than guessing, but worse than two sequential queries which the
general algorithm from [13] makes to achieve probability of success 2
3
.
2.2.1 Numerical Results
To get an idea about what happens with the optimal probability of success γ and see how
the single query SDP behaves for specific cases, numerical solutions will be presented for a
few tractable cases of k. These results were obtained by running a linear solver for SDPs,
CVX, in MATLAB on the Feynman supercompluting cluster at the Institute for Quantum
Computing in Waterloo. Each result of running the primal for specific values of n and
k provides not only a data point for α - the optimal probability of success for any single
query quantum algorithm, but also provides the optimal algorithm from that case. Figure
2.2 shows a plot of different optimal values for n = 2 and k ranging from 2 to 7 - the
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largest tractable case for the hardware at hand. These values coincide with the probability
of success achieved by the Meyer and Pommersheim algorithm.
P
ro
b
a
b
il
it
y
o
f
S
u
cc
es
s
Alphabet Size
1
1
2
3
4
1
4
0
2 3 4 6 75
Figure 2.2: A plot of numerically computed optima of the primal (and dual) for the one
query SDP and n = 2.
Tractability Running the solver on instances of the problem for increasing values of
n and k quickly becomes intractable. The main reason is that k quickly increases the
dimension of the matrices that optimized over. The primal objective function tries to
maximize the overlap between X and A. This reduces to getting γ as close to one as
possible, but in the constraints we are still optimizing over the best collection of {Pa}. The
dimension of each of these operators is governed by the dimension of the Choi representation
of the oracle which hides a string. For x ∈ Znk , dim(Jx) = (nk)2. n is fixed to two, so
this dimension grows in terms of k as: 4k2. When k = 8, dim(Jx) = 256. As the
size of the variables Pa increases, the memory required to perform matrix multiplication
increases. Hence, memory is the primary bottleneck during computation. Regardless of
this computational limitation, it was possible to get enough data points to see a trend and
perform analysis for the single query case. This issue becomes severely crippling in the two
query case however, as even for the most trivial cases large nodes of the supercomputing
cluster ran out of memory (128GB). The dimension of the matrices being optimized over
increases with respect to the number of queries made as (nk)2q. The reason for this will
become apparent when the multi-query SDP is shown in Chapter 3.
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The few data points shown in figure 2.2 however, are invaluable to our insight into the
single query problem, as they play a central role in the analytic proof of optimality of the
algorithm. This is attributed to the fact that along with the optima displayed in figure
2.2, the numeric solutions also provide concrete values for each of the other variables of
the primal and dual.
2.2.2 Analytic Results
The major result from the single query SDP is that for adversarially chosen strings from
Znk the optimal probability of success of any quantum algorithm making one query is 2k .
This upper bound matches the lower bound of the algorithm in [13] which proves that
algorithm’s optimality for this case.
The single query SDP has strong duality so we can look toward either the optimal value
of the primal or dual with equal impact toward a proof. These optima are bounded above
or below respectively by the other variables in the problem.
The main variable of the dual is Y2. Once a feasible Y2 is found, it then bounds y1
below. Therefore, y1 is considered as the value of the dual objective function. Any Y2
which minimizes y1 according to the dual constraints cannot push y1 to be lower than the
bound provided by the algorithm due to weak duality. If some Y2 is given which places
the bound of y1 at the probability of success of the algorithm, then we must conclude that
this value of y1 is the dual optimum and that the algorithm is optimal. Strong duality
and strict dual and primal feasibility suggest that there does exist some algorithm and,
Y2 which cause the primal and dual optimal to agree. The approach which lead to the
proof of optimality began by trying to find some Y2 for which y1 =
2
k
for arbitrary k.
Examination of dual feasible solutions was preferential because any feasible solution which
bounds y1 somewhere less than 1 would provide at least an interesting upper bound for the
probability of success. On the other hand, if primal solutions were examined, we would
have to only consider those that give a primal objective function value greater than that
of the current algorithm. Finding one would be nice because primal feasible solutions are
actually interactive measurements that give algorithms for achieving the objective function
value they yield. However, there is no guarantee that such solutions exist if the Meyer and
Pommersheim algorithm is optimal.
Due to the constraint y1IX ≥ TrY Y2 it is clear that y1, the objective value of the dual,
is bounded below by the spectral norm of TrY Y2. A valid proof of some value y1 that is
less than 1 (non trivial), would constitute showing that there always exists a Y2 whose
spectral norm when tracing over the output space of the oracle is that value. There is
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also the variable W ∈ Pos(CM) which must satisfy Tr(W ) ≥ 1. The diagonal entries of
this variable denote the prior probability distribution over strings x ∈ Znk . We show that
the proof works for a uniform distribution over the space of strings. Since the value of y1
achieved by setting W = 1
m
ICm will be shown to be optimal, it means that an adversary
cannot do better than providing the algorithm with strings uniformly at random for n = 2,
arbitrary finite k, and q = 1.
Theorem: For n = 2 and any finite k ≥ 2, there always exists a Y2 ∈ Herm(Y ⊗X ) with
||TrY Y2||∞ = 2k which satisfies
Y2 ≥ 1
m
∑
x∈ζs
Jx
for all s ∈ Znk , and SUM equivalence classes ζs = {x ∈ Znk : SUM(x) = s}, where X and
Y are the input and output complex Euclidean vector spaces that an oracle Ox acts on
as shown in figure 2.1, and 1
m
is the probability distribution on the prior likelihood of the
oracle hiding any string.
Proof: The proof sketch is as follows.
1. Let As =
∑
x∈ζs
Jx. Examine the structure of each As.
2. Give an explicit construction of Y2 ∈ Herm(Y ⊗ X ) such that Y2 ≥ 1
m
As holds
for all s ∈ Zk and arbitrary k > 2.
3. Show that ||TrY Y2||∞ =
2
k
.
The structure of As: Each Jx is the Choi representation of the respective oracle
operator Ox with unitary representation Ux for some string x ∈ Znk . In this case, n is fixed
to be 2 so we take x = (a0, a1). Therefore we can express As as
As =
∑
x∈ζs
Jx =
∑
x∈ζs
vec (Ux) vec (Ux)
∗. (10)
But Ux has form (
Xa0 0k
0k X
a1
)
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where a0, a1 ∈ Zk are the digits of the hidden string, X is the generalized-not operator
over L(Ck), and 0k is the all zeros matrix. In light of this, we can deconstruct vec (Ux)
as vec (Xa0 ⊕Xa1) = vec (Xa0 ⊕ 0k) + vec (0k ⊕Xa1). Then we get that each Jx can be
written as
Jx = (vec (X
a0 ⊕ 0k) + vec (0k ⊕Xa1)) (vec (Xa0 ⊕ 0k) + vec (0k ⊕Xa1))∗
= vec (Xa0 ⊕ 0k) vec (Xa0 ⊕ 0k)∗ (11)
+ vec (Xa0 ⊕ 0k) vec (0k ⊕Xa1)∗
+ vec (0k ⊕Xa1) vec (Xa0 ⊕ 0k)∗
+ vec (0⊕Xa1) vec (0k ⊕Xa1)∗.
Next, observe that for some matrix M of dimension k, we have
vec (M ⊕ 0) =
k−1∑
l=0
e0 ⊗ el ⊗ e0 ⊗ cl
vec (0⊕M) =
k−1∑
l=0
e1 ⊗ el ⊗ e1 ⊗ cl
where cl is the l-th column of M . In our case, M is always some power of the k dimensional
generalized not operator. With this in mind we can write
vec (Eii ⊗Xai) =
k−1∑
l=0
ei ⊗ el ⊗ ei ⊗ eai+l
where i can be 0 or 1 since it is used to effectively index the digits of a string and we are
only dealing with strings of length two. This expression helps to express each term in (11)
in a clear and informative way as
vec (Eii ⊗Xai) vec (Ei′i′ ⊗Xai′ )∗ =
k−1∑
l,l′=0
Eii′ ⊗ Ell′ ⊗ Eii′ ⊗ Eai+l,a′i+l′ .
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This means
Jx =
n−1∑
i,i′=0
k−1∑
l,l′=0
Eii′ ⊗ Ell′ ⊗ Eii′ ⊗ Eai+l,a′i+l′ .
While As are simply
As =
∑
x∈ζs
n−1∑
i,i′=0
k−1∑
l,l′=0
Eii′ ⊗ Ell′ ⊗ Eii′ ⊗ Eai+l,a′i+l′
=
n−1∑
i,i′=0
k−1∑
l,l′=0
Eii′ ⊗ Ell′ ⊗ Eii′ ⊗ fAs (i, i′, l, l′) (12)
where
fAs (i, i
′, l, l′) =
∑
x∈ζs
Eai+l,a′i+l′
=
{
X(l−l
′) if i = i′
FXs+(l−l
′) if i 6= i′
and
F =
0 10 upslope 0
1 0

is the generalized flip operator on k dimensions. Observe that the first three tensor prod-
uct terms can be simply thought of as placement operators. which place each particular
fAs (i, i
′, l, l′) in a specific block since they are all non-overlapping for different values of
i, i′, l, l′. Therefore As can be thought of as being composed of four different blocks —
one corresponding to each possible combination of (i, i′) from the set {0, 1} since n = 2.
Also observe, that we can expand the sum in (12) with respect to l and l′ and recombine
according to blocks to get
As =
(
CAs BAs
B∗As DAs
)
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where
CAs =
k−1∑
a=0
Xa ⊗ E00 ⊗Xa
BAs =
k−1∑
a=0
FXa ⊗ E01 ⊗ FXa+s
DAs =
k−1∑
a=0
Xa ⊗ E11 ⊗Xa.
Knowing this structure of As where only B and B
∗ (the blocks which correspond to
i 6= i′) vary with respect to s, will enable us to propose the following, explicit construction
of k2Y2.
k2Y2 =
(
Ck2Y2 Bk2Y2
B∗k2Y2 Dk2Y2
)
where
Ck2Y2 =
k−1∑
a=0
Xa ⊗ E00 ⊗
(
2Xa − 1
k
Jk
)
(13)
Bk2Y2 = Jk ⊗ E01 ⊗
1
k
Jk
Dk2Y2 =
k−1∑
a=0
Xa ⊗ E11 ⊗
(
2Xa − 1
k
Jk
)
.
Here, Jk is the all ones matrix, and Xa is the finite shift operator raised to the a-th power,
both of dimension k.
To prove that the theorem holds, we must show that Y2− 1mAs ≥ 0, and that ||TrY Y2||∞ =
2
k
.
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Showing that Y2− 1mAs ≥ 0: Proving Y2− 1k2As ≥ 0 is equivalent to proving k2Y2−As ≥
0. With the form of As and k
2Y2 in mind, k
2Y2 − As is then
k2Y2−As =
(
C B
B∗ D
)
where
C = Ck2Y2 − CAs =
k−1∑
a=0
Xa ⊗ E00 ⊗
(
Xa − 1
k
Jk
)
B = Bk2Y2 −BAs =
k−1∑
a=0
FXa ⊗ E01 ⊗
(
−FXa+s + 1
k
Jk
)
D = Dk2Y2 −DAs =
k−1∑
a=0
Xa ⊗ E11 ⊗
(
Xa − 1
k
Jk
)
.
Suppose we have some Hermitian operator Q and want to show that it is positive
semidefinite. If we know Q is Hermitian, then if Q2 = λQ for λ ≥ 0, then we have Q ≥ 0.
This follows from the fact that Q2 = QQ = QQ∗ = λQ implies that Q = 1√
λ
Q 1√
λ
Q∗ which
is equivalent to Q ≥ 0. Since k2Y2 − As given blockwise above is clearly Hermitian, we
proceed to show that (k2Y2 − As)2 = λ(k2Y2 − As) for λ = 2k.
First, observe the following identities.
(
Xa − 1
k
Jk
)(
Xb − 1
k
Jk
)
= Xa+b − 1
k
Jk(
−FXa + 1
k
Jk
)(
−FXb + 1
k
Jk
)
= FXaFXb − 1
k
Jk
= Xb−a − 1
k
Jk(
−FXa + 1
k
Jk
)(
Xb − 1
k
Jk
)
= XaFXb +
1
k
Jk
= FXb−a − 1
k
Jk
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(
Xa − 1
k
Jk
)(
−FXb + 1
k
Jk
)
= FXaXb +
1
k
Jk
= FXa+b − 1
k
Jk
They follow from the fact that Jk is invariant under multiplication by Xa or FXa and
that 1
k2
J 2k = 1kJk. Additionally, note that when the sum is taken over all a and b in Zk of
a term like Xa+b, we get ∑
a,b
Xa+b = k
∑
a
Xa.
Now,
(k2Y2 − As)2 =
(
C B
B∗ D
)(
C B
B∗ D
)
=
(
CC +BB∗ CB +BD
B∗C +DB∗ B∗B +DD
)
where using the identities above, we get
CC =
(
k−1∑
a=0
Xa ⊗ E00 ⊗
(
Xa − 1
k
Jk
))(k−1∑
b=0
Xb ⊗ E00 ⊗
(
Xb − 1
k
Jk
))
=
k−1∑
a=0,b=0
XaXb ⊗ E00 ⊗
(
Xa − 1
k
Jk
)(
Xb − 1
k
Jk
)
= k
k−1∑
a=0
Xa ⊗ E00 ⊗
(
Xa − 1
k
Jk
)
= kC
BB∗ =
(
k−1∑
a=0
FXa ⊗ E01 ⊗
(
−FXa+s + 1
k
Jk
))(k−1∑
b=0
FXb ⊗ E10 ⊗
(
−FXb+s + 1
k
Jk
))
=
k−1∑
a=0,b=0
FXaFXb ⊗ E00 ⊗
(
−FXa+s + 1
k
Jk
)(
−FXb+s + 1
k
Jk
)
= k
k−1∑
a=0
Xa ⊗ E00 ⊗
(
Xa − 1
k
Jk
)
= kC
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and similarly,
DD = kD
B∗B = kD.
Also, we have
CB =
(
k−1∑
a=0
Xa ⊗ E00 ⊗
(
Xa − 1
k
Jk
))(k−1∑
b=0
FXb ⊗ E01 ⊗
(
−FXb+s + 1
k
Jk
))
=
k−1∑
a=0,b=0
XaFXb ⊗ E01 ⊗
(
Xa − 1
k
Jk
)(
−FXb+s + 1
k
Jk
)
= k
k−1∑
a=0
FXa ⊗ E01 ⊗
(
−FXa+s + 1
k
Jk
)
= kB
BD =
(
k−1∑
a=0
FXa ⊗ E01 ⊗
(
−FXa+s + 1
k
Jk
))(k−1∑
b=0
Xb ⊗ E11 ⊗
(
Xb − 1
k
Jk
))
=
k−1∑
a=0,b=0
FXaXb ⊗ E01 ⊗
(
−FXa+s + 1
k
Jk
)(
Xb − 1
k
Jk
)
= k
k−1∑
a=0
FXa ⊗ E01 ⊗
(
−FXa+s + 1
k
Jk
)
= kB
and similarly,
B∗C = kB∗
DB∗ = kB∗
so we get that
(k2Y2 − As)2 =
(
CC +BB∗ CB +BD
B∗C +DB∗ B∗B +DD
)
= 2k
(
C B
B∗ D
)
= 2k(k2Y2 − As).
It follows that k2Y2 − As, or Y2 − 1k2As must be positive semidefinite.
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Showing That ||TrY Y2||∞ = 2k For All k: In (12) we had a very neat expression for
what each As must be. Analysis on this expression lead to viewing As as being split into
four blocks, and constructing Y2 to match them. In this section, we will go from the four
block representation of k2Y2 to the a similar expression as the one we started with for As.
From (12) and (13) we see that k2Y2 can be written as
k2Y2 =
n−1∑
i,i′=0
k−1∑
l,l′=0
Eii′ ⊗ Ell′ ⊗ Eii′ ⊗ fk2Y2 (i, i′, l, l′) (14)
where
fk2Y2 (i, i
′, l, l′) =
{
2X(l−l
′) − 1
k
Jk if i = i′
1
k
Jk if i 6= i′ .
We write k2Y2 like this so that the partial trace computation becomes more straight for-
ward.
TrY(k2Y2) =
n−1∑
i,i′=0
k−1∑
l,l′=0
TrY(Eii′)⊗ TrY(Ell′)⊗ Eii′ ⊗ fk2Y2 (i, i′, l, l′)
= E00 ⊗ k
(
2X0 − 1
k
Jk
)
+ E11 ⊗ k
(
2X0 − 1
k
Jk
)
= (E00 + E11)⊗ k
(
2I− 1
k
Jk
)
= In ⊗ (2kIk − Jk)
From the single query dual we know that y1, the dual objective value, must be bounded
below according to the constraint
y1IX = y1In ⊗ Ik ≥ TrY Y2.
From the computation of TrY k2Y2 above, it follows that y1 must satisfy
k2y1In ⊗ Ik ≥ In ⊗ (2kIk − Jk) (15)
But,
In ⊗ λIk ≥ In ⊗ (2kIk − Jk)
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if and only if λ ≥ ||2kIk − Jk||∞ = 2k. Therefore we get that (15) holds if and only if
y1 ≥ 2kk2 . Choosing y1 to be 2k gives an objective value of the single query dual that matches
the probability of success of the Meyer and Pommersheim algorithm when it makes a single
query. This implies the algorithm is optimal when making single queries to hidden strings
of length two with alphabets of arbitrary size and that the theorem above holds.

2.2.3 Insight From the Proof
This section contains some more high level discussion on what the proof from the preceding
section implies. We now have a tight bound on the probability of success for single query
quantum algorithms aiming to solve the general sum problem. This by no means closes the
book on the general sum problem as a whole however, since multiple adaptive quantum
queries can yield a much better probability of success, as the Meyer and Pommersheim
algorithm illustrates. Ideally we would like to say something about the optimal probability
of success in cases where multiple quantum queries are made adaptively. The proof in the
preceding section sheds crucial light on the structure of the sum classes, As. Exploitation
of this structure is what led to constructing Y2 which in turn gave a dual objective value
matching the existing algorithm for single queries. If we take a moment to discuss this
structure and see how it changes as the number of queries increases, perhaps we can again
constructively come up with dual variables that yield insightful objective values.
i
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i′
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Figure 2.3: Variance and placement changes for different values of n, arbitrary k, and
one query. A rhombus indicates variance with respect to s. A blank square indicates no
variance.
Each As is given by equation (12). The first three tensor product terms simply place
the forth term in a specific location based on the values of i, i′, l, and l′. The l and l′
range over the alphabet, while the i and i′ range over the string indices. Hence the first
three terms are referred to as placement operators while the fourth term is referred to
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as the string operator, because it is dependent of the string a particular Jx represents.
This equation arose from the definition of each Choi representation for all possible string
oracles given an alphabet size and a string length. If the alphabet size or the string length
increases, the first three terms in (12) will simply place the last terms into a more varied
partition structure. For instance, if we look at the first term, it splits each As into the
four blocks we analyzed. Each of these blocks denotes a different combination of indicies.
Since we were working with only n = 2 there were four total. If n increases to 3 there will
be nine blocks in each As. In the n = 2 case, we noticed that the last tensor product term
exhibited variance with respect to s when i 6= i′. The term variance is used here to suggest
that there is some average operator that is equidistant to each of the operators Eai+l,a′i+l′
which exhibit symmetric variation with respect to s. This is illustrated in figure 2.3. If
n = 3 none the blocks will have any variance in the last tensor product term. This is
because if one enumerates all possible strings of size 3 and some arbitrary finite alphabet,
and looks at subsets containing only two of the three digits for strings in a particular sum
class, they will get the same set regardless of which sum class was chosen. This is the heart
of the general sum problem multi query dual. If the queries get increased to 2, then, in a
sense, there will be variance between the tensor product factors of each As when n = 3.
The farther apart all the Ass are the higher the minimum value of y1 will be raised by
the dual variables in order for them to be feasible. To examine this behavior in a more
precise manner, we must first explore how the dual changes when more than a single query
is made. This is done in the next chapter.
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Chapter 3
Multi Query Algorithms
This chapter provides speculation on the general case where multiple adaptive queries can
be made.
3.1 Extending the SDP to multiple Queries
In this section the SDP from 2.1.3 is extended to work for multiple queries. This SDP
already deals with any arbitrary values of n and k — which only change the dimension
of the Choi matrix constants in the problem. It turns out that making additional queries
will keep the same general form of the dual and primal, with some additional constraints.
The Choi matrix constants that the Pa’s in the primal and Y2 in the dual are constrained
against will also change; in effect increasing the dimension of those variables even further
based on the number of queries made. For the sake of derivation, the SDP for two queries
and arbitrary n and k will be our aim initially. Generalization from this SDP to SDPs
dealing with arbitrarily larger number of queries will be straightforward and discussed as
we go along.
The diagram in figure 3.1 illustrates what is happening when two queries are allowed.
Initially the algorithm prepares and sends some start state to the oracle. Then, the oracle
returns some state. The algorithm can now perform any valid quantum operation, including
measurement, or entangling operations with its work space qubits. Then a new quantum
state is sent to the oracle. The oracle again returns some state by acting as it is defined
in section 1.3. Now the algorithm can perform any post-processing, and must perform
a measurement to collapse the result onto some classically identifiable state that tells us
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what the sum of the hidden string is. Note that the oracle operator is unchanged from
one instance to the next. We have to reflect this intermediate channel the algorithm can
apply to the result of the first query in our SDP. We show how this change is reflected in
the primal and derive the changes in the dual from there.
X
Z
Y Classical Outcome
Ox
Intermediate
Processing
Post Process
and
Measurement
ρ X
Z
Y
Ox
Initial
Preparation
Figure 3.1: The general picture of any quantum algorithm making two calls to the oracle.
3.1.1 Two Query SDP
We are now comparing a larger and more complicated interactive measurement to two
oracle calls. This leads to two changes to the primal shown in section 2.1.3. First, our
SDP primal will now be constrained by the overlap of each measurement operator with two
copies of each Choi representation: Jx⊗Jx = J⊗2x . The second consequence reflects making
sure these measurement operators adhere to the proper and more complicated structure
imposed by figure 3.1 for general two-query algorithms.
We have four equivalent spaces now, which are named differently so we can distinguish
between them. Let the first oracle live in L(Y1 ⊗ X1) and the second live in L(Y2 ⊗ X2).
The sum of all operators P0, . . . , Pk−1 must be equal to the identity on Y2 tensored with
some positive semidefinite operator R such that TrX2(R) = IY1 ⊗ ρ where ρ ∈ D(X1) is the
initial state. Therefore there are now two constraints that dictate the structure of the Pas.
k∑
i=1
Pi = IY2 ⊗R
TrX2(R) = IY1 ⊗ ρ
where Pi ∈ L(Y2 ⊗ X2 ⊗ Y1 ⊗ X1) and R ∈ L(X2 ⊗ Y1 ⊗ X1). Here R can be thought of
what freedom the quantum algorithm has at the intermediate step in figure 3.1. Really,
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the only freedom that the quantum algorithm has at that stage lies in the subsystem X2.
Therefore if X2 is traced out from R we must get IY1 ⊗ ρ as in the one query case.
The primal for two queries is
maximize γ (16)
subject to γ ≤ 〈PSUM(x), J⊗2x 〉 for all x ∈ Znk
k∑
i=1
Pi = IY2 ⊗R
TrX2(R) = IY1 ⊗ ρ
R, {Pi} ∈ Pos(X ).
The corresponding dual is
minimize y1 (17)
subject to
∑
i∈[m]
wi ≥ 1
Y3 ≥
(∑
x∈ζs
wi(x)J
⊗2
x
)
∀s ∈ Zk
IX2 ⊗ Y2 ≥ TrY2 (Y3)
y1IX1 ≥ TrY1 (Y2)
where
y1 ∈ R
Y2 ∈ Herm(Y1 ⊗X1)
Y3 ∈ Herm(Y2 ⊗X2 ⊗ Y1 ⊗X1)
wi ≥ 0.
This dual was derived using precisely the same technique shown for the one query case, so
it is not repeated here. Note that the main difference between the one and two query dual
programs is the tensor power of 2 on each Jx, and the extra inequality constraint. This
turns into a pattern as for q queries, each Jx is raised to the q-th tensor power, and there
are q inequalities following the pattern shown in the two query case. These properties are
reflected in the SDP for arbitrarily large q.
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3.1.2 Multi Query Primal
X
Z
Y
Classical
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Intermediate
Processing 1
Post Process
and
Measurement
ρ X
Z
Y
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Initial
Preparation
Intermediate
Processing q − 1
Outcome
Figure 3.2: The general picture of any quantum algorithm making q calls to the oracle.
In this section general SDP form for q queries is given. This SDP extends very naturally
from the two query case. The diagram in figure 3.2 depicts what any arbitrary q query
quantum algorithm looks like. This picture is a straightforward extension of the one
in figure 3.1. The initial state is still some valid density operator which the algorithm
has prepared, while each intermediate stage will introduce another positive semidefinite
variable like the variable R for the two query case. We will have a series of R variables
{Ri}, where i will ranged from 1 to q − 1. The interactive measurement collection now
lives in a very large space as it must overlap J⊗qx . There are still k operators that compose
this interactive measurement corresponding to each of the k outcomes of the SUM function
on a string in Znk . The Choi representation of each string x lives in the space L(Y ⊗ X )
as discussed in section REF. Therefore the interactive measurement operators {Pi} live
in the space Pos((Y ⊗ X )⊗q. Recall that X = Y but are called differently to distinguish
the input space of some string x’s oracle from its output space. Along similar lines, if we
want to keep the spaces of each call to the oracle distinct, we introduce subscripts so that
Pos((Y ⊗X )⊗q is actually Pos(Yq ⊗Xq ⊗ · · · ⊗ Y1 ⊗X1). In terms of thinking about their
dimension, these two notations are absolutely equivalent. Since dimYi = dimXi = nk,
dimPi ∈ Pos((Y ⊗ X )⊗q = (nk)2q. It is clear that the dimensions of the interactive
measurement operators increase quite drastically when even a single query is made above
one, making the solution to SDPs for such cases intractable.
When constructing our primal, as usual, we first turn to thinking about how the con-
straints have changed. The group of constraints that enforce the SUM function remain
the same, they provide an upper bound for γ, the probability of success, in terms of the
overlap between each string’s Choi representation tensored q times, with the interactive
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measurment operator that corresponds to the strings sum.
γ ≤ 〈J⊗qx1 , PSUM(x1)〉
...
γ ≤ 〈J⊗qxm , PSUM(xm)〉
The second group of constraints impose the desired structure on our collection of positive
semidefinite operators that comprise the interactive measurement. This advanced restric-
tion on their forms ensures that the operations performed at each intermediate position
in figure 3.2 are valid within the quantum setting and comes from [8] and [7]. These
constraints form an inequality ladder which looks as follows.
k∑
i=1
Pi = IYq ⊗Rq−1
TrXq(Rq−1) = IYq−1 ⊗Rq−2
TrXq−1(Rq−2) = IYq−2 ⊗Rq−3
...
TrX2(R2) = IY2 ⊗R1
TrX1(R1) = IY1 ⊗ ρ
where Ri ∈ Pos(Xi+1⊗ (Yi⊗Xi)⊗ · · · ⊗ (Y1⊗X1)), {} ∈ Pos(Yq ⊗Xq)⊗ · · · ⊗ (Y1⊗X1)),
and ρ ∈ D(X ).
Putting these two groups together, we get that the primal problem which solves for the
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optimal probability of success for n, k, and q ≤ n queries.
maximize γ (18)
subject to γ ≤ 〈PSUM(x), J⊗qx 〉 for all x ∈ Znk
k∑
i=1
Pi = IYq ⊗Rq−1
TrXq(Rq−1) = IYq−1 ⊗Rq−2
TrXq−1(Rq−2) = IYq−2 ⊗Rq−3
...
TrX2(R2) = IY2 ⊗R1
TrX1(R1) = IY1 ⊗ ρ
{Rq−1, . . . , R1} , {Pi} , ρ ≥ 0
The corresponding dual is
minimize y1
subject to
∑
i∈[m]
wi ≥ 1
Yq+1 ≥
(∑
x∈ζ0
wi(x)J
⊗q
x
)
∀s ∈ Zk
IXq ⊗ Yq ≥ TrYq(Yq+1)
IXq−1 ⊗ Yq−1 ≥ TrYq−1(Yq)
...
IX2 ⊗ Y2 ≥ TrY2 (Y3)
y1IX1 ≥ TrY1 (Y2)
where
y1 ∈ R
Yi = Y
∗
i
wi ≥ 0.
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This dual can be viewed as having three separate sections. First, there are some weights wi
which are positive real numbers and are each paired up with a unique string in Znk . Second,
there is a big operator Yq+1. Yq+1 needs to be greater than or equal to the sum over the
weighted strings of each sum class. Recall that a sum class was defined as all strings for
which the sum function has an equivalent value. In a sense, these constraints place a
lower bound on the spectral norm of Yq+1. The third and final section of constraints is an
inequality ladder. This ladder cuts down a system Yi from a big operator in Pos((Y⊗X )⊗i)
and bounds a smaller operator in Pos((Y ⊗ X )⊗i−1) by first tensoring the identity on Xi
to it. This goes from Yq+1 ∈ Pos((Y ⊗ X )q) all the way down to y1 ∈ R. The complex
Euclidean vector spaces Yi and Xi are all equivalent to one another, so order doesn’t really
matter as long as consistency is maintained throughout to create the unique stages of
processing of the algorithm outlined in figure 3.2.
3.2 Multi Query Results
Numerically there is little hope of analysis for this SDP. Many reduction measures were
conceived and taken but none proved to be tractable for even the smallest of nontrivial
cases. The dimensions of the matrices at hand explode when even two queries are made.
If we let n = 4, k = 4, and q = 2 then the dimension of Yq+1 becomes 16
4 which was
intractable on a machine with 128 gigabytes of memory. There are several reductions one
can make. First, we can enforce a uniform prior distribution over the possible strings. This
eliminates the variable W as it becomes simply 1
m
ICm . This allows us to pull the wi weights
out in front of each sum to get the operators denoted As in the one query case:
1
m
∑
x∈ζs
J⊗qx .
Second, we can enforce TrYq(Yq) to have the particular structure c · I, where c is some
constant. This collapses the inequality ladder in the multi-query dual to the single con-
straint
y1 ≥
||TrYq(Yq+1)||∞
(q − 1) dim(Y) .
Justification for this assumption stems from the fact that the partial trace of Yq+1 when
q = 1 as constructed in section ref is always of the form c · I. This eliminates much of the
structure of the problem however and isn’t a favored reduction.
The need to reduce this problem further gave rise to two other ideas for approaches.
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3.2.1 The Pretty Good Measurment
If we forget for a moment about the inequality ladder and focus on finding Yq+1 the problem
becomes as follows: Minimize the spectral norm of TrYq Yq+1 while satisfying Yq+1 ≥ 1mAs
for all s ∈ Zk. Since Yq+1 and its partial trace over Yq is positive semidefinite its trace must
be an upper bound for the spectral norm of this partial trace. This comes from the fact
eigen spectrum of the tensor product between two operators is comprised of the cartesian
product of their respective eigenvalues. This gives the following SDP.
minimize Tr(Yq+1)
subject to Yq+1 ≥ 1
m
A0
...
Yq+1 ≥ 1
m
Ak−1
Yq+1 ≥ 0.
This SDP actually represents the SDP for finding the optimal measurement for some
collection of operators. To explore our original problem, it may be worth finding the
optimal measurement strategy for the collection As and plugging that into the inequality
ladder to get bound for y1. If we consider this the dual for the optimal measurement
problem, then the primal is
maximize
〈X0 . . .
Xk−1
 , 1
m
A0 . . .
Ak−1
〉
subject to
k−1∑
i=0
Xi = I
{Xi} ≥ 0.
This SDP was also not tractable for any nontrivial cases. However, in [10] the notion
of a pretty good measurement is presented. A pretty good measurement has the form
1
m
σ−
1
2Asσ
− 1
2 for each Xi variable in the primal, where σ =
1
km
∑
s∈Zk
As =
1
km
∑
x∈Znk
J⊗qx . Not
all J⊗qx commute so the inverse must be performed on the entire sum when computing
σ−
1
2 . Furthermore, the Moore-Penrose pseudo inverse must be used because
∑
x∈Znk
J⊗qx may
be singular.
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To proceed with evaluation of this approach one must ensure that each σ−
1
2Asσ
− 1
2 is
positive semidefinite. Moreover, the pretty good measurement would only be useful if it is
optimal for the As operators. This can be checked using the Holevo criterion for optimal
measurements, which states:
A finite collection Xi is an optimal measurement for some collection
Ai if and only if:
1.
∑
i
AiXi is Hermitian
2.
∑
i
AiXi ≥ Ai for all i.
If all of these requirements hold, it would be interesting to take the dual variable associated
with this optimal solution, and plug it into the dual for the multi query SDP. A bound on
y1 can obtained which may provide insight into the problem.
3.2.2 Separable Measurements
As soon as we make more than one query, an arbitrary algorithm solving the general
sum problem adheres to the behavior outlined in figure 3.2. What that algorithm does
in between oracle calls is entirely up to its strategy. One possibility is to post-process
and measure after each query then use that classical outcome to adapt the next query.
Another, is to adapt future queries strictly through quantum manipulation. Yet another
is to not have any adaptive behavior between queries which would be like making them all
in parallel.
Let us think about the case when only two queries are made. Each Jx is positive
semidefinite. In fact, every Jx is a rank one projector and can be written in the form
Jx = λxuxu
∗
x where λ = nk and u ∈ S(Y ⊗ X ). Therefore the operator As is separable
between Y1⊗X1 and Y2⊗X2. Since this is the case, we may ask what happens if we restrict
Y3 to be in Sep(Y2⊗X2 : Y1⊗X1) or in the general case Yq+1 to be in Sep(Yq⊗Xq : Y1⊗X1).
Because of its construction, each As will be symmetric over the systems it is separable.
This means that As will have an identical operator in each separable system X ⊗ Y . If
an expression of this operator is found, then the problem can be reduced to finding the
component of Yq+1 in a single system Y ⊗ X then finding the bound that places on y1.
This would drastically reduce the computational demand of the problem.
The downside to this approach is that Yq is restricted to be separable across each Y⊗X .
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If this separability is enforced in the primal problem it would imply that the algorithm
must not have any adaptive behavior from one query to the next.
3.2.3 Increasing Queries
In section 2.2.3 we examined how the structure of As changes based on n. The structure
of As is what governs how low we can bound the spectral norm of TrYq(Yq+1). We saw
that as n increased but the queries remained fixed at 1, the invariance between each As
disappeared. When each As is very similar to the rest, the trace norm that bounds y1
below through the ladder of inequalities in the multi-query dual will be very low. On the
other hand, if each As is a substantial distance apart from the rest, then an optimal Yq+1
will bound y1 to a higher minimum value. When all As were equivalent, we had no choice
but to let Yq+1 be equal to As. Then the spectral norm of TrY(Y2) for an optimal Y2 for
one query is lowest. This behavior continues when multiple queries are made. In fact,
increasing the number of queries creates more variance between the As operators. In this
section, we examine exactly what determines variance between sum class operators As.
To begin with, we derive an explicit equation for each As based on the multi-query dual.
In that dual, each As is constructed the same way as for a single query, except that each
Choi representation of a string in the sum class taken to the q-th tensor power. Suppose
n = 2, then we have the following equation for As.
As =
∑
x∈ζs
n−1∑
i,i′,j,j′=0
k−1∑
l,l′,m,m′=0
Eii′ ⊗ Ell′ ⊗ Eii′ ⊗ Eai+l,a′i+l′ ⊗ Ejj′ ⊗ Emm′ ⊗ Ejj′ ⊗ Eaj+m,a′j+m′
Note that there are still two indices at each placement operator. The difference is that
now, there is an extra set of placement and string operators. The two string operators,
called this way since they are dependent on the value of strings in the sum class, are
Eai+l,a′i+l′ and Eaj+m,a′j+m′ . Without loss of generality, we can set l, l
′,m,m′ to 0 and
examine Eai,a′i⊗Eaj ,a′j . This is exactly what gives rise to variance between the As operators.
If n = 4 and we only have one string operator,
∑
x∈ζs
Eai,a′i will be invariant with respect to a
choice of s for any assignment of i, i′ ∈ Zn. On the other hand, two string operators yield∑
x∈ζs
Eai,a′i ⊗ Eaj ,a′j , which will vary with respect to s. The variance here however, will be
in the correlation between Eai,a′i and Eaj ,a′j when the sum over all strings in a sum class
is taken. Figure 3.3 shows which assignments of i, i′, j and j′ induce variance when two
queries are made for some different values of n and arbitrary k.
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Figure 3.3: Variance tables for each As when two queries are made while the string length,
n, is 2, 3, and 4. A triangle indicates variance with respect to s while a blank square
indicates invariance.
What is left now, is to construct a feasible Yq+1 for any n, k and q, and plug that into
the inequality ladder of the multi-query dual. The goal being to construct an operator
Yq+1 that is equidistant from all the As and satisfies k
nYq+1 − As ≥ 0. This construction
will involve strategic placements of the scaled all ones matrix and will give an upper bound
on the probability of success for the general case. If this upper bound does not match the
algorithm in [13], it suggests two possibilities. The first is that the algorithm is not optimal.
The second is that Yq+1 is not optimal. To remove any doubt, a proof of optimality of Yq+1
or a primal objective value matching the dual value of Yq+1 would have to be supplied.
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Chapter 4
Conclusion
In this thesis, the problem of success bounds for computing the sum function of a finite
length string with arbitrary finite alphabet was treated. In Chapter 1 the problem was
presented. In Chapter 2 a semidefinite program modeling the problem was derived and an
upper bound for the probability of success of single query quantum algorithms was shown
and proven. This bound happened to match the performance of an existing algorithm for
the general sum problem. In Chapter 3 the road was paved towards computing closed form
expressions for upper bounds on the probability of success of quantum algorithms making
more than one sequential, adaptive queries. We hope that the work will be extended and
a bound will be given for the two query case as well.
It was the author’s choice to pursue the multi-query case rather than computing more
probability of success upper bounds for different functions in the setting of non-adaptive
quantum query algorithms. This problem would be easy to tackle as the content of chapter
two could be applied in the same way, where the only difference would be that each
equivalence class would no longer be a sum class but would have a different structure
based on the function being considered.
The multi-query case is interesting because if the strategies discussed in Chapter 3 do
lead to fruitful bounds for the sum function, this work could be used as a template to solve
other functions on strings which are non-binary.
Going forward, there are several interesting steps to take by anyone interested in this
problem. One is to continue hunting for a closed form of the dual optimum value for the
two and then the multi-query sdp. Another interesting step which may provide further
insight would be to apply the powerful theory of span programs to this problem. Using span
programs, one can fix the probability of success and optimize instead over the minimum
59
number of queries needed to achieve it. This method can be used to say more about the
optimality of the Meyer and Pommersheim algorithm.
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