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On Polyhedral Estimation of Signals via Indirect Observations
Anatoli Juditsky ∗ Arkadi Nemirovski †
Abstract
We consider the problem of recovering linear image of unknown signal belonging to a
given convex compact signal set from noisy observation of another linear image of the signal.
We develop a simple generic efficiently computable nonlinear in observations “polyhedral”
estimate along with computation-friendly techniques for its design and risk analysis. We
demonstrate that under favorable circumstances the resulting estimate is provably near-
optimal in the minimax sense, the “favorable circumstances” being less restrictive than the
weakest known so far assumptions ensuring near-optimality of estimates which are linear in
observations.
1 Introduction
1.1 Motivation
In this paper we consider the estimation problem as follows:
Given a noisy observation
ω = Ax+ ξ ∈ Rm, (1)
of linear image Ax of an unknown signal x, we want to recover the image w = Bx ∈
Rν of this signal. It is assumed that x is known to belong to a given signal set – a
nonempty convex compact set X ⊂ Rn, and A and B are given m × n and ν × n
matrices; ξ is the observation noise with distribution Px which may depend on x. In
addition, we are given a norm ‖ · ‖ on Rν in which the estimation error is measured.
Estimation problem (1) is a (nonparametric) linear inverse problem. Popular approaches to
solving statistical inverse problems include, among others, Singular Value Decomposition (SVD),
see, e.g., [22, 21, 30], Galerkin projection[32], Wavelet-Vaguelette Decompositions [8, 1, 14, 20],
adaptive Galerkin algorithms [6, 19], as well as various iterative regularization techniques [40, 26].
When statistically analysed, those approaches usually assume a special structure of the problem,
when matrix A and set X “fit each other,” e.g., there exists a sparse approximation of the set
X in a given basis/pair of bases, in which matrix A is “almost diagonal” (see, e.g. [8, 6] for
detail). Under these assumptions, traditional results focus on estimation algorithms which are
both numerically straightforward and statistically (asymptotically) optimal with closed form
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analytical description of estimates and corresponding risks. In the situation considered in this
paper, where we do not assume any specific structure of X apart from convexity, compactness
and “computationally tractability,”1 and A, B are “general” matrices of appropriate dimensions,
we cannot expect deriving closed form expressions for estimates and risks. Instead, we adopt
an alternative approach initiated in [7] and further developed in [23, 17, 25, 24]. Within this
operational approach both the estimate and its risk are yielded by efficient computation, usually
via convex optimization, rather than by an explicit closed form analytical description; what we
know in advance, in good cases, is that the resulting risk, whether large or low, is nearly the
best one achievable under the circumstances.
Note that a “standard choice” of statistical techniques which can be applied to solve (1) is
between Maximum Likelihood and Linear Estimation. Maximal Likelihood Estimation (MLE)
[15, 16, 36] is a “universal” statistical tool; when the distribution P of the noise is known,
the application to problem (1) is straightforward. It is well known that MLE has excellent
asymptotical properties in parametric models; however, it is also well known [2, 29, 4] that
Maximum Likelihood approach has significant drawbacks. For instance, let us consider the
simple situation of direct observation where A = B = In, observations noise is Gaussian –
ξ ∼ N (0, In), ‖ · ‖ = ‖ · ‖2, and
X = {x = [x1; ...;xn] : |x1| ≤ n1/4, ‖[x2; ...;xn]‖2 + 2n−1/4|x1| ≤ 2}.
In this case, for n large enough, the squared risk of the MLE x̂ML satisfies [4]
sup
x∈X
E{‖x− x̂ML‖22} ≥ 34
√
n,
while for the minimax risk it holds
inf
x̂
sup
x∈X
E{‖x− x̂‖22} ≤ 5, (2)
with the upper bound (2) attained at the simple linear estimator x̂ = [ω1; 0; ...; 0].
Aside of Maximum Likelihood, very popular, due to their relative simplicity, estimates are
the linear ones – those of the form ω 7→ ŵ(ω) = GTω. Linear estimates have received much
attention in the statistical literature (cf. [27, 28, 38, 35, 12, 13, 5, 41, 39] among many others)
When designing a linear estimate, the emphasis is on how to specify the matrix G in order
to obtain the lowest possible maximal over X estimation risk, which is then compared to the
minimax risk (the infimum, taken w.r.t. all Borel estimates x̂(·), of the worst case, over signals
from X , expected norm of the recovery error). “Near optimality” results for the case of indirect
observations (where A and B are arbitrary) are the subject of recent papers [25, 24], where it
was shown that in the spectratopic case, where X and the unit ball B∗ of the norm conjugate to
‖ ·‖ are spectratopes2, a properly designed, via solving an explicit convex optimization problem,
linear estimate is nearly optimal.
What follows is motivated by the desire to build an alternative estimation scheme which
works beyond the ellitopic/spectratopic case, where linear estimates can become “heavily nonop-
timal.”
1For a brief outline of computational tractability, see Section A.1 of the appendix.
2see [24] or Section 4.5.A below; as of now, a instructive example of spectratope is the intersection of finite
family of ellipsoids/elliptic cylinders with common center, or, to give a more exotic example, the unit ball of the
spectral norm in the space of matrices.
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Motivating example. Consider the simple-looking problem of recovering Bx = x in ‖·‖2-norm
from direct observations (Ax = x) corrupted by the standard Gaussian noise ξ ∼ N (0, σ2I),
and let X be the unit ‖ · ‖1=ball:
X =
{
x ∈ Rn :
∑
i
|xi| ≤ 1
}
.
In this situation, building the optimal, in terms of the worst-case over x ∈ X expected ‖ ·‖22-risk,
linear estimate x̂H(ω) = H
Tω is extremely simple. Indeed, one easily verifies that the optimal
H is a scalar matrix hI, with the optimal h being the minimizer of the univariate quadratic
function (1 − h)2 + σ2nh2. Therefore, in this case, the best achievable with linear estimates
expected ‖ · ‖22-risk is
max
x∈X
E
{‖x̂H(ω)− x‖22} = min
h
[
(1− h)2 + σ2nh2] = nσ2
1 + nσ2
.
On the other hand, consider nonlinear estimate as follows. Given observation ω, we specify the
estimate x̂(ω) as an optimal solution to the optimization problem
Opt(ω) = min
y∈X
‖y − ω‖∞. (3)
Note that for every ρ > 0 the probability for the true signal to satisfy ‖x − ω‖∞ ≤ ρσ (“event
E”) is at least 1 −  for  = 2n exp{−ρ2/2}, and if this event occurs then both x and x̂ belong
to the box {y : ‖y − ω‖∞ ≤ ρσ}, implying that ‖x − x̂‖∞ ≤ 2ρσ. Combining the latter bound
with the constraint ‖x− x̂‖2 ≤ ‖x− x̂‖1 ≤ 2, since x ∈ X and x̂ ∈ X , we obtain
‖x− x̂‖2 ≤
√
‖x− x̂‖∞‖x− x̂‖1 ≤
{
2
√
ρσ, ω ∈ E
2, ω 6∈ E ,
whence
E
{‖x̂− x‖22} ≤ 4ρσ + 4 ≤ 4ρσ + 8n exp{−ρ2/2}. (∗)
Assuming σ ≤ 2n/√e and specifying ρ as √2 ln(2n/σ), we get ρ ≥ 1 and 2n exp{−ρ2/2} ≤ σ,
implying that the right hand side in (∗) is at most 8ρσ. Therefore, the nonlinear estimate x̂(ω)
satisfies
max
x∈X
E
{‖x̂(ω)− x‖22} ≤ 8√ln(2n/σ)σ.
When nσ2 is of order of 1, the latter bound is of order of σ
√
ln(1/σ), while the best expected
‖ · ‖22-risk attainable with linear estimates under the circumstances is of order of 1. We conclude
that when σ is small and n is large (specifically, is of order of 1/σ2), the best linear estimate is
far inferior to the nonlinear estimate – the ratio of the corresponding squared risks is as large
as O(1)
σ
√
ln(1/σ)
.
1.2 Polyhedral estimate
The construction of the nonlinear estimate x̂ we have built in the above example3 admits a
natural extension yielding what we call polyhedral estimate. The idea underlying polyhedral
estimate is quite straightforward. Assuming for present that the observation noise is N (0, σ2In),
3In fact, this estimate is nearly optimal under the circumstances in a meaningful range of values of n and σ.
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observe that there is a spectrum of “easy to estimate” linear forms of signal x underlying
observation, namely the forms gTh x = h
TAx with h ∈ H = {h ∈ Rm : ‖h‖2 = 1}. Indeed, for
a form of this type, the “plug-in” estimate ĝh(ω) = h
Tω is an unbiased estimate of gTh x with
N (0, σ2) recovery error. It follows that selecting somehow a contrast matrix H – an m ×M
matrix with columns from H, the plug-in estimate HTω recovers well the vector HTAx in the
uniform norm:
Probω∼N (Ax,σ2Im)
{‖HTω −HTAx‖∞ > σρ} ≤ 2M exp{−ρ2/2}, ρ ≥ 0. (4)
As a result, given a “reliability tolerance”   1 and setting ρ = √2 ln(2M/), the estimate
HTω recovers the vector HTAx, whatever be x ∈ Rn, within ‖ · ‖∞-accuracy σρ and reliability
1− . When our objective is to recover w = Bx, a natural way to combine this estimate with a
priori information that x ∈ X is to set
x̂H(ω) ∈ Argmin
y
{‖HT [Ay − ω]‖∞ : y ∈ X} , ŵH(ω) = Bx̂(ω). (5)
Note that the estimate ŵH(·) of w we end up with is defined solely in terms of H and the data
A,B,X of our estimation problem, and that simple estimate (3) is nothing but the polyhedral
estimate stemming from the unit contrast matrix. The rationale behind polyhedral estimation
scheme is the desire to reduce complex estimating problems to those of estimating linear forms.
To the best of our knowledge, the idea of polyhedral estimate goes back to [34], see also [33,
Chapter 2], where it was shown that when recovering smooth multivariate regression functions
known to belong to Sobolev balls from their noisy observations taken along a regular grid Γ,
a polyhedral estimate with ad hoc selected contrast matrix is near-optimal in a wide range of
smoothness characterizations and norms ‖ · ‖. Recently, the ideas underlying the results of [34]
have been taken up in the MIND estimator of [18], then applied in the indirect observation
setting in [37] in the context of multiple testing.
The goal of this paper is to investigate characteristics of the polyhedral estimate, with a
particular emphasis on efficiently computable upper bounds for the risk of the estimate ŵH(·)
and design of the contrast matrix H resulting in the (nearly) best upper risk bounds.
The main body of the paper is organized as follows. We begin in Section 2 with detailed
formulation of the estimation problem (see Section 2.1), and present generic polyhedral estimate
along with its risk analysis (Section 2.2). This analysis requires from the main ingredient of a
polyhedral estimate – the underlying contrast matrix – to be properly adjusted to the structure
and the magnitude of observation noise. To allow for this adjustment, we restrict ourselves to
three types of observation schemes specifying the noise structure, referred to as sub-Gaussian,
Discrete, and Poisson cases; description of these cases and of the restrictions they impose on
the contrast matrices form the subject of Section 2.3. The subject of the subsequent sections
is tuning the polyhedral estimate to the structure of the estimation problem – the design of
the contrast matrix aimed at minimizing the risk of the associated polyhedral estimate. We
propose two related approaches. The first of them, developed in Section 3, mimics, in a sense,
the mechanism working in the above Motivating example. We show that this approach produces
near-optimal estimates in some situations where linear estimates can be heavily nonoptimal. The
second, completely different, approach to the design of contrast matrix is developed in Section
4. Based on the notion of a “cone compatible with convex set,” this approach is inspired by the
design of nearly optimal linear estimates in the case where the signal set and the unit ball of
the norm conjugate for ‖ · ‖ are ellitopes/spectratopes. While this approach is not restricted to
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the latter case, we show that in the spectratopic case, when the observation noise is zero mean
sub-Gaussian, it results in polyhedral estimate which is provably nearly optimal in the minimax
sense.
Technical proofs (which are longer than few lines) are relegated to the appendix.
2 Problem of interest and generic polyhedral estimate
2.1 The problem
Suppose that we are given
• a nonempty computationally tractable convex compact signal set X ⊂ Rn,
• sensing matrix A ∈ Rm×n, decoding matrix B ∈ Rν×n, and a norm ‖ · ‖ on the space Rν ,
• a reliability tolerance  ∈ (0, 1),
• a random observation
ω = Ax+ ξx (6)
stemming from unknown signal x known to belong to X ; here ξx is a random variable with
Borel probability distribution Px.
Given observation ω, our goal is to recover w = Bx, where x is the signal underlying the
observation. A candidate estimate is a Borel function ŵ(ω) taking value in Rν , and we quantify
the performance of such an estimate by its (, ‖ · ‖)-risk
Risk,‖·‖[ŵ|X ] = sup
x∈X
inf {ρ : Probξx∼Px{‖Bx− ŵ(Ax+ ξx)‖ > ρ} ≤  ∀x ∈ X} ,
that is, the worst, over x ∈ X , (1 − )-quantile, taken w.r.t. Px, of the ‖ · ‖-magnitude of the
recovery error.
Notation. In the sequel, given a convex compact set, say, Y, in Rn, we denote by Ys its
symmeterization:
Ys = 12(Y − Y).
Note that whenever Y is symmetric w.r.t. the origin, we have Ys = Y. We use “MATLAB
style” of vector/matrix notation: whenever H1, ...,Hk are matrices of appropriate dimensions,
[H1, ...,Hk] stands for horizontal and [H1, ...,Hk] – for their vertical concatenation. S
n stands
for the space of n× n real symmetric matrices equipped with the Frobenius inner product; Sn+
is the cone of positive semidefinite matrices from Sn. Relation A  B (⇔ B  A) means that
A and B are real symmetric matrices of common size such that A− B is positive semidefinite,
while A  B (⇔ B ≺ A) means that A, B are real symmetric matrices of common size such
that A−B is positive definite.
2.2 Generic polyhedral estimate
A generic polyhedral estimate is as follows:
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Given the data A ∈ Rm×n, B ∈ Rν×n,X ⊂ Rn of the estimation problem stated in
Section 2.1 and a “reliability tolerance”  ∈ (0, 1), we somehow specify a positive
integer N along with N linear forms hT` z on the observation space R
m. These forms
define linear forms gT` x := h
T
` Ax on the space of signals R
n. Assume that vectors
h` are selected in such a way that
∀(x ∈ X ) : Prob{|hT` ξx| > 1} ≤ /N. (7)
When setting H = [h1, ..., hN ] (in the sequel, H is referred to as contrast matrix),
we clearly have for all x ∈ X :
Prob
{‖HTω −HTAx‖∞ > 1} ≤ . (8)
With the polyhedral estimation scheme, we act as if all information about x contained
in our observation ω were represented by HTω, and we estimate w = Bx by ŵ = Bx̂,
where x̂ = x̂(ω) is a (whatever) vector from X compatible with this information, i.e.
a solution x̂ to the feasibility problem
find u ∈ X such that ‖HTω −HTAu‖∞ ≤ 1.
Note that x̂ not always is well defined: the above feasibility problem may be unsolv-
able with positive probability (in fact, with probability ≤ , since, by construction,
the true signal x underlying observation ω is feasible with probability 1 − ). To
circumvent this difficulty, we define x̂ according to
x̂H ∈ Argmin
u
{‖HTω −HTAu‖∞ : u ∈ X} (9)
so that x̂H is always well defined and belongs to X , and estimate w by ŵH = Bx̂H .
We have the following immediate observation:
Proposition 2.1 In the situation in question, given a contrast matrix H = [h1, ..., hN ] with
columns satisfying (7), the quantity
R[H] := max
z
{‖Bz‖ : ‖HTAz‖∞ ≤ 2, z ∈ 2Xs} (10)
is an upper bound on the (, ‖ · ‖)-risk of the polyhedral estimate ŵH(·):
Risk,‖·‖[ŵH |X ] ≤ R[H]. (11)
Proof is immediate. Let us fix x ∈ X , and let E be the set of all realizations of ξx such that
‖HT ξx‖∞ ≤ 1, so that Px(E) ≥ 1 −  by (8). Let us fix a realization ξ ∈ E of the observation
noise, let ω = Ax + ξ, and let x̂ = x̂H(Ax + ξ). Then u = x is a feasible solution to the
optimization problem (9) with the value of the objective ≤ 1, implying that the value of this
objective at the optimal solution x̂ to the problem is ≤ 1 as well, so that ‖HTA[x− x̂]‖∞ ≤ 2.
Besides this, z = x− x̂ ∈ 2Xs. We see that z is a feasible solution to (10), whence
‖B[x− x̂]‖ = ‖Bx− ŵH(ω)‖ ≤ R[H].
It remains to note that the latter relation holds true whenever ω = Ax+ ξ with ξ ∈ E , and for
any x ∈ X the Px-probability of the latter inclusion is at least 1− . 
What is ahead. In what follows our focus will be on answering the following questions under-
lying the construction of the polyhedral estimate:
6
1. Suppose that, given the data of our estimation problem and a tolerance δ ∈ (0, 1), we can
construct a set Hδ of vectors h ∈ Rm satisfying the relation
∀(x ∈ X ) : Prob{|hT ξx| > 1} ≤ δ. (12)
With our approach, after the number N of columns in a contrast matrix has been selected,
we are free to select these columns Hδ, with δ = /N ,  being a given reliability tolerance
of the estimate we are designing. Thus, the problem of building sets Hδ satisfying (12)
arises, the larger Hδ, the better.
2. The upper bound R[H] on the (, ‖ · ‖)-risk of the polyhedral estimate ŵH is, in general,
difficult to compute – this is the maximum of a convex function over a computationally
tractable convex set. Thus, we need to provide computationally efficient upper bounding
of R[·].
3. Finally, given the “raw materials” – set Hδ and an efficiently computable upper bound
on the risk of a candidate polyhedral estimate - how to design the best, in terms of (the
upper bound on) its risk, polyhedral estimate?
We are about to consider these questions one by one.
2.3 Specifying sets Hδ for basic observation schemes
To specify sets Hδ we are to make assumptions on the distributions of observation noise we
want to handle. For the sake of conciseness, in the sequel we restrict ourselves with 3 special
observation schemes (below called “cases”) as follows:
• Sub-Gaussian case: For every x ∈ X , the observation noise ξx is sub-Gaussian with pa-
rameters (0, σ2Im), σ > 0 (denoted ξx ∼ SG(0, σ2Im)).
Let us denote
piG(h) = ϑG‖h‖2 where ϑG = σ
√
2 ln(2/δ).
In the sub-Gaussian case we set
Hδ = HGδ := {h : piG(h) ≤ 1}. (13)
• Discrete case: X is a convex compact subset of the probabilistic simplex ∆n = {x ∈ Rn :
x ≥ 0,∑i xi = 1}, A is column-stochastic matrix, and
ω =
1
K
K∑
k=1
ζk
with independent across k ≤ K random vectors ζk, with ζk taking values ei with proba-
bilities [Ax]i, i = 1, ....,m, ei being the basic orths in R
m.
In this case we put
piD(h) = 2
√
ϑD max
x∈X
∑
i
[Ax]ih2i +
16
9 ϑ
2
D‖h‖2∞ with ϑD =
ln(2/δ)
K
,
and
Hδ = HDδ := {h : piD(h) ≤ 1}. (14)
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• Poisson case: X is a convex compact subset of the nonnegative orthant Rn+, A is entry-
wise nonnegative, and the observation ω stemming from x ∈ X is random vector with
independent across i entries ωi ∼ Poisson([Ax]i). In the Poisson case we set
piP (h) = 2
√
ϑP max
x∈X
∑
i
[Ax]ih2i +
4
9ϑ
2
P ‖h‖2∞ with ϑP = ln(2/δ),
and
Hδ = HPδ := {h : piP (h) ≤ 1}. (15)
We verify in Section A.3.1 that the sets HGδ , HDδ and HPδ as given by (13)– (15) indeed satisfy
∀(h ∈ Hδ, x ∈ X ) Probx{|hT ξx| ≥ 1} ≤ δ,
provided that the observation noises ξx, x ∈ X , stem from the respective observation schemes.
3 Efficient upper-bounding of R[H] and contrast design, I.
The scheme for upper-bounding R[H] to be presented in this section is inspired by the motivating
example from the introduction. Indeed, there is a special case of (10) where R[H] is easy to
compute – the case when ‖ · ‖ is the uniform norm ‖ · ‖∞, whence
R[H] = R̂[H] := 2 max
i≤ν
max
x
{
RowTi [B]x : x ∈ Xs, ‖HTAx‖∞ ≤ 1
}
is just the maximum of ν efficiently computable convex functions. It turns out that when
‖ · ‖ = ‖ · ‖∞, it is easy not only to compute R[H], but to optimize this risk bound in H as well.
These observations underly the forthcoming developments in this section: under appropriate
assumptions, we bound the risk of a polyhedral estimate stemming from a contrast matrix H
via the efficiently computable quantity R̂[H] and then show that the resulting risk bounds can
be efficiently optimized w.r.t. H. We shall also see that in some simple situations which allow
for analytical analysis, like the one in the motivating example, the resulting estimates turn out
to be nearly minimax optimal.
Assumptions. We continue to stay within the setup introduced in Section 2.1 which we now
augment with the following assumptions:
A.1. ‖ · ‖ = ‖ · ‖r with r ∈ [1,∞].
A.2. We have at our disposal a sequence γ = {γi > 0, 1 ≤ i ≤ ν} and ρ ∈ [1,∞] such that the
image of Xs under the mapping x 7→ Bx is contained in the “scaled ‖ · ‖ρ-ball”
Y = {y ∈ Rν : ‖Diag{γ}y‖ρ ≤ 1}. (16)
3.1 Simple observation
Let BT` be `-th row in B, 1 ≤ ` ≤ ν. Let us make the following observation:
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Proposition 3.1 In the situation described in Section 2.1, assuming that Assumptions A.1-2
hold, let  ∈ (0, 1) and a positive real N ≥ ν be given, and let pi(·) be a norm on Rm such that
∀(h : pi(h) ≤ 1, x ∈ X ) : Prob{|hT ξx| > 1} ≤ /N. (17)
Let, next, a matrix H = [H1, ...,Hν ] with H` ∈ Rm×m`, m` ≥ 1, and positive reals ς`, 1 ≤ ` ≤ ν,
satisfy the relations
(a) pi(Colj [H]) ≤ 1, 1 ≤ j ≤ N ;
(b) maxx
{
BT` x : x ∈ Xs, ‖HT` Ax‖∞ ≤ 1
} ≤ ς`, 1 ≤ ` ≤ ν. (18)
Then the quantity R[H] as defined in (10) can be upper-bounded as follows:
R[H] ≤ Ψ(ς) := 2 maxv {‖[v1/γ1; ...; vν/γν ]‖r : ‖v‖ρ ≤ 1, 0 ≤ v` ≤ γ`ς`, 1 ≤ ` ≤ ν} . (19)
This combines with Proposition 2.1 to imply that
Risk,‖·‖[ŵH |X ] ≤ Ψ(ς). (20)
Function Ψ is nondecreasing on the nonnegative orthant and is easy to compute.
Proof. Let z = 2z¯ be a feasible solution to (10), so that z¯ ∈ Xs and ‖HTAz¯‖∞ ≤ 1. Let
y = Bz¯, so that y ∈ Y (see (16)) due to z¯ ∈ Xs and A.2. Thus, ‖Diag{γ}y‖p ≤ 1. Besides this,
by (18.b) relations z¯ ∈ Xs and ‖HTAz¯‖∞ ≤ 1 combine with the symmetry of Xs to imply that
|y`| = |BT` z¯| ≤ ς`, ` ≤ ν.
Taking into account that ‖ · ‖ = ‖ · ‖r by A.1, we see that
R[H] = maxz
{‖Bz‖r : z ∈ 2Xs, ‖HTAz‖∞ ≤ 2}
≤ 2 maxy {‖y‖r : |y`| ≤ ς`, ` ≤ ν & ‖Diag{γ}y‖ρ ≤ 1}
= 2 maxv {‖[v1/γ1; ...; vν/γν ]‖r : ‖v‖ρ ≤ 1, 0 ≤ v` ≤ γ`ς`, ` ≤ ν} ,
as stated in (19).
It is evident that Ψ is nondecreasing on the nonnegative orthant. Computation of Ψ can be
carried out as follows:
1. When r = ∞, we need to compute max`≤ν maxv{v`/γ` : ‖v‖ρ ≤ 1, 0 ≤ vj ≤ γjςj , j ≤ ν},
so that evaluating Ψ reduces to solving ν simple convex optimization problems;
2. When ρ =∞, we clearly have Ψ(ς) = ‖[v¯1/γ1; ...; v¯ν/γν ]‖r, v¯` = min[1, γ`ς`];
3. When 1 ≤ r, ρ <∞, passing from variables v` to variables u` = vρ` , we get
Ψr(ς) = 2r max
u
{∑
`
γ−r` u
r/ρ
` :
∑
`
u` ≤ 1, 0 ≤ u` ≤ (γ`ς`)ρ
}
.
When r ≤ ρ, the problem on the right hand side is an easily solvable problem of maximizing
a simple concave function over a simple convex compact set. When ∞ > r > ρ, this
problem can be solved by Dynamic Programming. 
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3.2 Specifying contrasts
Risk bound (20) allows for a straightforward design of contrast matrices. Recalling that Ψ is
monotone on the nonnegative orthant, all we need is to select h`’s satisfying (18) and resulting
in the smallest possible ς`’s, which is what we are about to do now.
Preliminaries. Given a vector b ∈ Rm and a norm s(·) on Rm, consider convex-concave saddle
point problem
Opt = inf
g∈Rm
max
x∈Xs
{
φ(g, x) := [b−AT g]Tx+ s(g)} (SP )
along with the induced primal and dual problems
Opt(P ) = infg∈Rm
[
φ(g) := maxx∈Xs φ(g, x)
]
= infg∈Rm
[
s(g) + maxx∈Xs [b−AT g]Tx
] (P )
and
Opt(D) = maxx∈Xs
[
φ(g) := infg∈Rm φ(g, x)
]
= maxx∈Xs
[
infg∈Rm
[
bTx− [Ax]T g + s(g)]]
= maxx
[
bTx : x ∈ Xs, q(Ax) ≤ 1
] (D)
where q(·) is the norm conjugate to s(·) (we have used the evident fact that infg∈Rm [fT g+ s(g)]
is either −∞ or 0 depending on whether q(f) > 1 or q(f) ≤ 1). Since Xs is compact, we have
Opt(P ) = Opt(D) = Opt by the Sion-Kakutani theorem. Besides this, (D) is solvable (this is
evident) and (P ) is solvable as well, since φ(g) is continuous due to the compactness of Xs, and
φ(g) ≥ s(g), so that φ(·) has bounded level sets. Let g¯ be an optimal solution to (P ), let x¯ be
an optimal solution to (D), and let h¯ = g¯/s(g¯), so that s(h¯) = 1 and g¯ = s(g¯)h¯. Now let us
make the observation as follows:
Proposition 3.2 In the situation in question, we have
max
x
{|bTx| : x ∈ Xs, |h¯TAx| ≤ 1} ≤ Opt. (21)
In addition, for any matrix G = [g1, ..., gM ] ∈ Rm×M with s(gj) ≤ 1, 1 ≤ j ≤M , one has
max
x
{|bTx| : x ∈ Xs, ‖GTAx‖∞ ≤ 1} = max
x
{
bTx : x ∈ Xs, ‖GTAx‖∞ ≤ 1
} ≥ Opt. (22)
Proof. Let x be a feasible solution to the problem in the left hand side of (21). Replacing, if
necessary, x with −x, we can assume that |bTx| = bTx. We now have
|bTx| = bTx = [g¯TAx− s(g¯)] + [b−AT g¯]Tx+ s(g¯)︸ ︷︷ ︸
≤φ(g¯)=Opt(P )
≤ Opt(P ) + [s(g¯)h¯TAx− s(g¯)]
≤ Opt(P ) + s(g¯) |h¯TAx|︸ ︷︷ ︸
≤1
−s(g¯) ≤ Opt(P ) = Opt,
as claimed in (21). Now, the equality in (22) is due to the symmetry of Xs w.r.t. the origin.
To verify the inequality in (22), note that x¯ satisfies the relations x¯ ∈ Xs and q(Ax¯) ≤ 1,
implying, due to the fact that the columns of G are of s(·)-norm ≤ 1, that x¯ is a feasible
solution to optimization problems in (22). As a result, the second quantity in (22) is at least
bT x¯ = Opt(D) = Opt, and (22) follows. 
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Designing contrasts. Propositions 3.1 and 3.2 allow for a straightforward solution of the
associated contrast design problem, at least in the case of Sub-Gaussian, Discrete, and Poisson
observation schemes. Indeed, in these cases, when designing a contrast matrix with N columns,
we are supposed to select its columns in the respective sets H/N , see Section 2.3. Note that
these sets are “nearly independent” of N , because the norms piG, piD, piP in the description of
the respective sets HGδ , HDδ , HPδ depend on 1/δ only via logarithmic in 1/δ factors. Thus, we
lose nearly nothing when assuming that N ≥ ν. So, let us act as follows:
We set N = ν, specify pi(·) as the norm (piG, or piD, or piP ) associated with the
observation scheme (Sub-Gaussian, or Discrete, or Poisson) in question and δ = /ν,
and solve ν convex optimization problems
Opt` = ming∈Rm
[
φ`(g) := maxx∈Xs φ`(g, x)
]
φ`(g, x) = [B` −AT g]Tx+ pi(g) (P`)
Next, we convert optimal solution g` to (P`) into a vector h` ∈ Rm by representing
g` = pi(g`)h` with pi(h`) = 1, and set H` = h`. As a result, we get an m× ν contrast
matrix H = [h1, ..., hν ] which, taken along with N = ν, quantities
ς` = Opt`, 1 ≤ ` ≤ ν, (23)
and pi(·) ≡ pi(·), in view of the first claim in Proposition 3.2 as applied with s(·) ≡
pi(·), satisfies the premise of Proposition 3.1.
Consequently, by Proposition 3.1 we have
Risk,‖·‖[ŵH |X ] ≤ Ψ([Opt1; ...; Optν ]). (24)
Discussion. Within the framework set in Proposition 3.1, optimality of the outlined contrast
design for Sub-Gaussian, Discrete and Poisson observation schemes stems from the second claim
in Proposition 3.2 which states that when N ≥ ν and the columns of the contrast matrix
H = [H1, ...,Hν ] belong to the set H/N associated with the observation scheme in question, i.e.,
the norm pi(·) in the proposition is the norm piG, or piD, or piP associated with δ = /N , the
quantities ς` participating in (18.b) cannot be less than Opt`.
Indeed, the norm pi(·) from Proposition 3.1 is ≥ the norm pi(·) participating in (P`) (since
the value of /N corresponding to pi(·) is at most /ν), implying, by (18.a), that the columns
of matrix H obeying the premise of the proposition satisfy the relation pi(Colj [H]) ≤ 1.
Invoking the second part of Proposition 3.2 with s(·) ≡ pi(·), b = B`, and G = H`, and
taking (18.b) into account, we conclude that ς` ≥ Opt` for all `, as claimed.
Since the bound on the risk of a polyhedral estimate offered by Proposition 3.1 is the better the
less are ς`’s, we see that as far as this bound is concerned, the outlined design procedure is the
best possible, provided N ≥ ν.
An attractive feature of the contrast design we have just presented is that it is completely
independent of the entities participating in assumptions A.1-2 – these entities affect theoretical
risk bounds of the resulting polyhedral estimate, but not the estimate itself.
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3.3 Illustration: diagonal case
Let us consider the diagonal case of our estimation problem, where
• X = {x ∈ Rn : ‖Dx‖ρ ≤ 1}, where D is a diagonal matrix with positive diagonal entries
D`` =: d`;
• m = ν = n, and A and B are diagonal matrices with diagonal entries 0 < A`` =: a`,
0 < B`` =: b`;
• ‖ · ‖ = ‖ · ‖r;
• We are in Sub-Gaussian case, that is, ξx ∼ SG(0, σ2In) for every x ∈ X .
Let us implement the approach developed in Sections 3.1 – 3.2.
1. Given reliability tolerance , we set
δ = /n, ϑG := σ
√
2 ln(2/δ) = σ
√
2 ln(2n/) (25)
and
H = HGδ = {h ∈ Rn : piG(h) := ϑG‖h‖2 ≤ 1};
2. We solve ν = n convex optimization problems (P`) associated with pi(·) ≡ piG(·), which is
immediate: the resulting contrast matrix is
H = ϑ−1G In,
and
Opt` = ς` := b` min[ϑG/a`, 1/d`]. (26)
Risk analysis. The (, ‖ · ‖)-risk of the resulting polyhedral estimate ŵ(·) can be bounded by
Proposition 3.1. Note that setting γ` = d`/b`, 1 ≤ ` ≤ n, we meet assumptions A.1-2, and the
above choice of H, N = n and ς` satisfies the premise of Proposition 3.1. By this proposition,
Risk,‖·‖r [ŵ
H |X ] ≤ Ψ := 2 max
v
{‖[v1/γ1; ...; vn/γn]‖r : ‖v‖ρ ≤ 1, 0 ≤ v` ≤ γ`ς`} . (27)
Let us work out what happens in the simple case where
(a) 1 ≤ ρ ≤ r <∞
(b) a`/d` and b`/a` are nonincreasing in `
(28)
Proposition 3.3 In the just defined simple case, let n = n when
n∑
`=1
(ϑGd`/a`)
ρ ≤ 1,
otherwise let n be the smallest integer such that
n∑
`=1
(ϑGd`/a`)
ρ > 1,
with ϑG given by (25). Then for the contrast matrix H = ϑ
−1
G In one has
Risk,‖·‖r [ŵ
H |X ] ≤ Ψ ≤ 2
[∑n
`=1
(ϑGb`/a`)
r
]1/r
.
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For proof, see Section A.3.2
Application. Let us apply the result of Proposition 3.3 to the “standard case” (cf., e.g.,
[9, 10, 18]) where
0 <
√
ln(2n/)σ ≤ 1, a` = `−α, b` = `−β, d` = `δ
with β ≥ α ≥ 0, δ ≥ 0 and (β − α)r < 1. In this case, for large enough n, namely, for
n ≥ cϑ−
1
α+δ+1/ρ
G [ϑG = σ
√
2 ln(2n/)] (29)
(here and in what follows, the factors denoted c and C depend solely on α, β, δ, r, ρ) we get
n ≤ Cϑ−
1
α+δ+1/ρ
G
resulting in
Risk,‖·‖r [ŵ|X ] ≤ Cϑ
β+δ+1/ρ−1/r
α+δ+1/ρ
G . (30)
Note that when setting x = D−1y, α¯ = α + δ, β¯ = β + δ and treating y, rather than x, as
the signal underlying the observation, we obtain an estimation problem which is similar to the
original one, in which α, β, δ and X are replaced, respectively, with α¯, β¯, δ¯ = 0, and Y = {y :
‖y‖ρ ≤ 1}, and A, B are replaced with A = Diag{`−α¯, ` ≤ n}, and B = Diag{`−β¯, ` ≤ n}. When
n is large enough, namely, n ≥ σ− 1α¯+1/ρ , Y contains the “coordinate box”
Y = {x : |x`| ≤ m−1/ρ,m/2 ≤ ` ≤ m, x` = 0 otherwise}
of dimension ≥ m/2, where
m ≥ cσ− 1α¯+1/ρ .
Observe that for all y ∈ Y, ‖A¯y‖2 ≤ Cm−α¯‖y‖2, and ‖B¯y‖r ≥ cm−β¯‖y‖r. This observation,
when combined with the Fano inequality, implies that for  1 (cf. [12]) the minimax optimal
w.r.t. the family of all Borel estimates (, ‖ · ‖r)-risk on the signal set X = D−1Y ⊂ X is at least
cσ
β¯+1/ρ−1/r
α¯+1/ρ .
In other words, in this situation, the upper bound (30) on the risk of the polyhedral estimate
is within a logarithmic in n/ factor from the minimax risk. In particular, without surprise, in
the case of β = 0 the polyhedral estimates attain well known optimal rates [9, 11, 18].
4 Efficient upper-bounding of R[H] and contrast design, II.
4.1 Outline
In this section we develop an approach to the design of polyhedral estimates which is an alter-
native to that discussed in Section 3. Our present strategy can be outlined as follows. Let us
denote by
B∗ = {u ∈ Rν : ‖u‖∗ ≤ 1}
the unit ball of the norm ‖ · ‖∗ conjugate to the norm ‖ · ‖ in the formulation of the estimation
problem in Section 2.1. Assume that we have at our disposal a technique for bounding quadratic
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forms on the set B∗ × Xs, so that there is an efficiently computable convex function M(M) on
Sν+n such that
M(M) ≥ max
[u;z]∈B∗×Xs
[u; z]TM [u; z] ∀M ∈ Sν+n. (31)
Note that the upper bound R[H], as defined in (10), on the risk of a candidate polyhedral
estimate ŵH given by (10) is nothing but
R[H] = 2 max
[u;z]
{
[u; z]T
[
1
2B
1
2B
T
]
︸ ︷︷ ︸
B+
[u; z] :
u ∈ B∗, z ∈ Xs,
zTATh`h
T
` Az ≤ 1, ` ≤ N
}
. (32)
When λ ∈ RN+ , the constraints zTATh`hT` Az ≤ 1 in (32) can be aggregated to yield the quadratic
constraint
zTATΘλAz ≤ µλ, Θλ = HDiag{λ}HT , µλ =
∑
`
λ`.
Observe that for every λ ≥ 0 we have
R[H] ≤ 2M
([
1
2B
1
2B
T −ATΘλA
]
︸ ︷︷ ︸
B+[Θλ]
)
+ 2µλ. (33)
Indeed, let [u; z] be a feasible solution to the optimization problem (32) specifying R[H].
Then
[u; z]TB+[u; z] = [u; z]
TB+[Θλ][u; z] + z
TATΘλAz;
the first term in the right hand side is ≤M(B+[Θλ]) since [u; z] ∈ B∗ × Xs, and the second
term in the right hand side, as we have already seen, is ≤ µλ, and (33) follows.
Now assume that we have at our disposal a computationally tractable cone
H ⊂ SN+ ×R+
satisfying the following assumption
Assumption C. Whenever (Θ, µ) ∈ H, we can efficiently find an n × N matrix
H = [h1, ..., hN ] and a nonnegative vector λ ∈ RN+ such that
(a) the columns h` of H satisfy (7)
(b) Θ = HDiag{λ}HT
(c)
∑
i λi ≤ µ
(34)
The following simple observation is crucial to what follows:
Proposition 4.1 Consider the estimation problem posed in Section 2.1, and let efficiently com-
putable convex function M and computationally tractable closed convex cone H satisfy (31)
and Assumption C, respectively. Consider the convex optimization problem
Opt = minτ,Θ,µ {2τ + 2µ : (Θ, µ) ∈ H,M(B+[Θ]) ≤ τ}[
B+[Θ] =
[
1
2B
1
2B
T −ATΘA
]]
(35)
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Given a feasible solution (τ,Θ, µ) to this problem, by C we can efficiently convert it to (H,λ)
such that H = [h1, ..., hN ] with h` satisfying (7) and λ ≥ 0 with
∑
` λ` ≤ µ. We have
R[H] ≤ 2τ + 2µ,
whence the (, ‖ · ‖)-risk of the polyhedral estimate ŵH satisfies the bound
Risk,‖·‖[ŵH |X ] ≤ 2τ + 2µ. (36)
As a result, we can construct efficiently a polyhedral estimate with (, ‖ · ‖)-risk arbitrarily close
to Opt (and with risk exactly Opt if problem (35) is solvable).
Proof is readily given by the reasoning preceding the proposition. Indeed, with τ,Θ, µ,H, λ as
in the premise of the proposition, the columns h` of H satisfy (7) by C, implying, by Proposition
2.1, that Risk,‖·‖[ŵH |X ] ≤ R[H]. Besides this, C says that for these H,λ it holds Θ = Θλ and
µλ ≤ µ. Therefore, (33) combines with the constraints of (35) to imply that R[H] ≤ 2τ + 2µ,
and (36) follows by Proposition 2.1. 
The approach to the design of polyhedral estimate we develop in this section amounts
to reducing the construction of the estimate (i.e., construction of the contrast matrix H) to
finding (nearly) optimal solutions to (35). Implementing the proposed approach requires devising
techniques for constructing cones H satisfying C along with efficiently computable functions
M(·) satisfying (31). These tasks are the subjects of the sections to follow.
4.2 Specifying cones H
We specify cones H in the case when the number N of columns in the candidate contrast matrices
is m and under the following assumption on the observation scheme in question:
Assumption D. There is a computationally tractable convex compact subset Z ⊂
Rm+ intersecting intR
m
+ such that the norm pi(·)
pi(h) =
√
max
z∈Z
∑
i
zih2i
induced by Z satisfies the relation
pi(h) ≤ 1 ⇒ Prob{|hT ξx| > 1} ≤ /m ∀x ∈ X .
Note that Assumption D is satisfied for Sub-Gaussian, Discrete, and Poisson observation
schemes: according to the results of Section 2.3,
• in the Sub-Gaussian case, it suffices to take
Z = {2σ2 ln(2m/)[1; ...; 1]};
• in the Discrete case, it suffices to take
Z =
4 ln(2m/)
K
AX + 64 ln
2(2m/)
9K2
∆m
where
AX = {Ax : x ∈ X}, ∆m = {y ∈ Rm : y ≥ 0,
∑
i
yi = 1};
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• finally, in the Poisson case, it suffices to take
Z = 4 ln(2m/)AX + 169 ln2(2m/)∆m,
with AX and ∆m as above.
Note that in all these cases Z only “marginally” – logarithmically – depends on  and m.
Under Assumption D, the cone H can be built as follows:
• When Z is a singleton: Z = {z¯}, so that pi(·) is a scaled Euclidean norm, we set
H = {(Θ, µ) ∈ Sm+ ×R+ : µ ≥
∑
i
z¯iΘii}.
Given (Θ, µ) ∈ H, the m × m matrix H and λ ∈ Rm+ are defined as follows. We set
S = Diag{√z¯1, ...,√z¯m} and compute the eigenvalue decomposition of the matrix SΘS:
SΘS = UDiag{λ}UT ,
where U is orthogonal, and set H = S−1U , thus ensuring that Θ = HDiag{λ}HT . Since
µ ≥ ∑i z¯iΘii, we have ∑i λi = Tr(SΘS) ≤ µ. Finally, a column h of H is of the form
S−1f with a ‖ · ‖2-unit vector f , implying that
pi(h) =
√∑
i
z¯i[S−1f ]2i =
√∑
i
f2i = 1,
so that h satisfies (7) by Assumption D.
• When Z is not a singleton, we set
φ(r) = maxz∈Z zT r,
κ = 6 ln(2
√
3m2),
H = {(Θ, µ) ∈ Sm+ ×R+ : µ ≥ κφ(diag(Θ))},
(37)
where diag(Q) is the diagonal of a (square) matrix Q. Note that φ(r) > 0 whenever r ≥ 0,
r 6= 0, since Z contains a positive vector.
The justification of this construction and the efficient (randomized) algorithm for convert-
ing a pair (Θ, µ) ∈ H into (H,λ) satisfying, along with (Θ, µ), Assumption C are given by
the following
Lemma 4.1 Let the norm pi(·) satisfies Assumption D.
(i) Whenever H is an m ×m matrix with columns h` satisfying pi(h`) ≤ 1 and λ ∈ Rm+ ,
we have
(Θλ = HDiag{λ}HT , µ = κ
∑
i
λi) ∈ H.
(ii) Given (Θ, µ) ∈ H with Θ 6= 0, we find decomposition Θ = QQT with m ×m matrix
Q and fix an orthogonal m×m matrix V with magnitudes of entries not exceeding √2/m
(e.g., the orthogonal scaling of the matrix of the cosine transform).
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When µ > 0, let us set λ = µm [1; ...; 1] ∈ Rm and consider the random matrix
Hχ =
√
m
µ
QDiag{χ}V,
where χ is the m-dimensional Rademacher random vector (i.e., the entries in χ are in-
dependent of each other random variables taking values ±1 with probabilities 1/2). We
have
HχDiag{λ}HTχ ≡ Θ, λ ≥ 0,
∑
i
λi = µ. (38)
Moreover, probability of the event
pi(Col`[Hχ]) ≤ 1 ∀` ≤ m (39)
is at least 1/2. Thus, generating independent samples of χ and terminating with H = Hχ
when the latter matrix satisfies (39), we with probability 1 terminate with (H,λ) satisfying
Assumption C. Moreover, the probability for the procedure to terminate in course of the
first M = 1, 2, ... steps is at least 1− 2−M .
When µ = 0, we have Θ = 0 (since µ = 0 implies φ(diag(Θ)) = 0, which with Θ  0 is
possible only when Θ = 0); thus, when µ = 0, we set H = 0m×m and λ = 0m×1.
For proof, see Section A.3.3.
Note that the lemma states, essentially, that the cone H is a tight, up to a logarithmic in
m factor, inner approximation of the set(Θ, µ) : ∃(λ ∈ Rm+ , H ∈ Rm×m) :
Θ = HDiag{λ}HT ,
pi(Col`[H]) ≤ 1, ` ≤ m,
µ ≥∑` λ`

4.3 Specifying functions M
In this section we focus on computationally efficient upper-bounding of maxima of quadratic
forms over symmetric w.r.t. the origin convex compact sets, our goal being to specify efficiently
computable convex function M(·) satisfying (31).
Cones compatible with convex sets. Given a nonempty convex compact set Y ⊂ RN , we
say that a cone Y is compatible with Y, if
• Y is a closed convex computationally tractable cone contained in SN+ ×R+
• one has
∀(V, τ) ∈ Y : max
y∈Y
yTV y ≤ τ (40)
• Y contains a pair (V, τ) with V  0.
• relations (V, τ) ∈ Y and τ ′ ≥ τ imply that (V, τ ′) ∈ Y.4
4The latter requirement is “for free” – passing from a computationally tractable closed convex cone Y ⊂
SN+ ×R+ satisfying (40) to the cone Y+ = {(V, τ) : ∃τ¯ ≤ τ : (V, τ¯) ∈ Y}, we get a larger than Y cone compatible
with Y. It will be clear from the sequel that in our context, the larger is a cone compatible with Y, the better,
so that this extension makes no harm.
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We call a cone Y sharp, if Y is a closed convex cone contained in SN+ ×R+ and such that the
only pair (V, τ) ∈ Y with τ = 0 is the pair (0, 0), or, equivalently, a sequence {(Vi, τi) ∈ Y, i ≥ 1}
is bounded if and only if the sequence {τi, i ≥ 1} is bounded.
Note that whenever the linear span of Y is the entire RN , every compatible with Y cone is
sharp.
Observe that if Y ⊂ RN is a nonempty convex compact set and Y is a cone compatible with
a shift Y − a of Y, then Y is compatible with Ys (a symmetrisation of Y).
Indeed, when shifting a set Y, its symmeterization 12 [Y − Y] remains intact, so that we can
assume that Y is compatible with Y. Now let (V, τ) ∈ Y and y, y′ ∈ Y. We have
[y − y′]TV [y − y′] + [y + y′]TV [y + y′]︸ ︷︷ ︸
≥0
= 2[yTV y + [y′]TV y′] ≤ 4τ,
whence for z = 12 [y − y′] it holds zTV z ≤ τ . Since every z ∈ Ys is of the form 12 [y − y′] with
y, y′ ∈ Y, the claim follows.
Note that the claim can be “nearly inverted:” if 0 ∈ Y and Y is compatible with Ys, then
the “widening” of Y – the cone
Y+ = {(V, τ) : (V, τ/4) ∈ Y}
is compatible with Y (evident, since when 0 ∈ Y, every vector from Y is proportional, with
coefficient 2, to a vector from Ys).
Constructing functions M. The role of compatibility in our context becomes clear from the
following observation:
Proposition 4.2 In the situation described in Section 2.1, assume that we have at our disposal
cones X and U compatible, respectively, with Xs and with the unit ball
B∗ = {v ∈ Rν : ‖u‖∗ ≤ 1}
of the norm ‖ · ‖∗ conjugate to ‖ · ‖. Given M ∈ Sν+n, let us set
M(M) = inf
X,t,U,s
{t+ s : (X, t) ∈ X, (U, s) ∈ U, Diag{U,X} M} (41)
Then M is a real-valued efficiently computable convex function on Sν+n such that (31) takes
place: for every M ∈ Sn+ν it holds
M(M) ≥ max
[u;z]∈B∗×Xs
[u; z]TM [u; z].
In addition, when X and U are sharp, the infimum in (41) is attained.
Proof is immediate. Given that the objective of the optimization problem specifying M(M)
is nonnegative on the feasible set, the fact that M is real-valued is equivalent to problem’s
feasibility, and the latter is readily given by that fact that X is a cone containing a pair (X, t)
with X  0 and similarly for U. Convexity of M is evident. To verify (31), let (X, t, U, s) form
a feasible solution to the optimization problem in (41). When [u; z] ∈ B∗ ×Xs we have
[u; z]TM [u; z] ≤ uTUu+ zTXz ≤ s+ t,
where the first inequality is due to the -constraint in (41), and the second is due to the fact
that U is compatible with B∗, and X is compatible with Xs. Since the resulting inequality holds
true for all feasible solutions to the optimization problem in (41), (31) follows. Finally, when X
and U are sharp, (41) is a feasible conic problem with bounded level sets of the objective and
as such is solvable. 
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4.4 Putting things together
The following statement summarizes our second approach to the design of polyhedral estimate.
Proposition 4.3 In the situation of Section 2.1, assume that we have at our disposal cones
X and U compatible, respectively, with Xs and with the unit ball B∗ of the norm conjugate to
‖ · ‖. Given reliability tolerance  ∈ (0, 1), assume that we have at our disposal a positive integer
N and a computationally tractable cone H satisfying, along with , Assumption C. Consider
(clearly feasible) convex optimization problem
Opt = min
Θ,µ,X,t,U,s
f(t, s, µ) := 2(t+ s+ µ) :
(Θ, µ) ∈ H, (X, t) ∈ X, (U, s) ∈ U[
U 12B
1
2B
T ATΘA+X
]
 0
 (42)
Given a feasible solution Θ, µ,X, t, U, s to (42), due to C, we can convert, in a computationally
efficient manner, (Θ, µ) into (H,λ) such that the columns of the m×N contrast matrix H satisfy
(7), Θ = HDiag{λ}HT , and µ ≥∑` λ`. In this case, the (, ‖ · ‖)-risk of the polyhedral estimate
ŵH satisfies the bound
Risk,‖·‖[ŵH |X ] ≤ f(t, s, µ). (43)
In particular, we can build, in a computationally efficient manner, polyhedral estimates with
risks arbitrarily close to Opt (and with risk Opt, provided that (42) is solvable).
Proof. Let Θ, µ,X, t, U, s form a feasible solution to (42). By the semidefinite constraint in
(42) we have
0 
[
U − 12B
− 12BT ATΘA+X
]
= Diag{U,X} −
[
1
2B
1
2B
T −ATΘA
]
︸ ︷︷ ︸
=:M
.
Hence, for the function M defined in (41) one has
M(M) ≤ t+ s.
Since, by Proposition 4.2, M satisfies (31), invoking Proposition 4.1 we arrive at
R[H] ≤ 2(µ+M(M)) ≤ f(t, s, µ).
By Proposition 2.1, this implies the target relation (43). 
4.5 Compatibility
The approach to design of polyhedral estimates utilizing the recipe described in Proposition
4.3 relies upon our ability to equip convex “sets of interest” (in our context, these are the
symmeterization Xs of the signal set and the unit ball B∗ of the norm conjugate to the norm
‖ · ‖) with compatible cones.5 Below, we discuss two principal sources of such cones, namely
(a) spectratopes/ellitopes, and (b) absolute norms.
More examples of compatible cones can be constructed using a “compatibility calculus.”
Namely, let us assume that we are given a collection of convex sets (operands) and apply to them
5Recall that we already know how to specify the second element of the construction, the cone H.
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some basic operation, such as taking a finite intersection, or arithmetic sum, direct or inverse
linear image, or convex hull of a finite union of the sets. It turns out that cones compatible with
the results of such operations can be easily (in a fully algorithmic fashion) obtained from the
cones compatible with the operands; see Appendix A.2 for principal calculus rules.
In view of Proposition 4.3, the larger are the cones X and U compatible with Xs and B∗, the
better – the wider is the optimization domain in (42) and, consequently, the less is (the best)
attainable risk bound. Given convex compact set Y ∈ RN , the “ideal” – the largest candidate
to the role of the cone compatible with Y would be
Y∗ = {(V, τ) ∈ SN+ ×R+ : τ ≥ max
y∈Y
yTV y}.
However, this cone is typically intractable; therefore we look for “as large as possible” tractable
inner approximations of Y∗.
4.5.1 Cones compatible with ellitopes/spectratopes
The ellitopes and spectratopes as introduced in [25, 24] are sets X ⊂ Rn representable as linear
images
X = MY
of basic ellitopes/spectratopes, that is, bounded sets Y representable as
(a) Y = {y ∈ RN : ∃r ∈ R : yTR`y ≤ r`, ` ≤ L} [basic ellitope]
R`  0, ` ≤ L,
(b) Y = {y ∈ RN : ∃r ∈ R : R2` [y]  r`Id` , ` ≤ L} [basic spectratope]
R`[y] =
∑N
i=1 yiR
`i, R`i ∈ Sd` ,
(44)
where R ⊂ RL+ is a convex compact set intersecting with intRL+ and such that 0 ≤ r′ ≤ r ∈ R
implies that r′ ∈ R.
An ellitope/spectratope is a convex compact set symmetric w.r.t. the origin; as shown
in [25, 24], the families of ellitopes/spectratopes admit a kind of fully algorithmic “calculus”
which demonstrates that these families are closed w.r.t. nearly all basic operations preserving
convexity, compactness, and symmetry w.r.t. the origin, including taking finite intersections,
direct products, linear images, inverse linear images under linear embeddings, and arithmetic
summation. The “raw materials” this calculus can be applied to include: for ellitopes – ‖ · ‖p-
balls with p ∈ [2,∞], and for spectratopes – the unit ball of the spectral norm in the space of
matrices. In addition, every ellitope is a spectratope as well.
The importance of ellitopes/spectratopes in our context stems from the fact that it is easy
to point out cones compatible with these sets. Specifically, it is shown in [24]6 that if X = MY,
with Y given by (44.b), is a spectratope, then the set
X =
{
(V, τ) ∈ Sn+ ×R+ : ∃Λ = {Λ` ∈ Sd`+ , ` ≤ L} : MTVM 
∑
`
R∗` [Λ`], φR(λ[Λ]) ≤ τ
}
(45)
where
[R∗` [Λ`]]ij = Tr(R`iΛ`R`j), λ[Λ] = [Tr(Λ1); ...; Tr(ΛL)], and φR(λ) = max
r∈R
rTλ,
6To make the paper self-contained, we reproduce the derivations in Section A.3.4
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is a closed convex cone which is compatible with Y. Similarly, when X = MY with Y given by
(44.a), is an ellitope, the set
X =
{
(V, τ) ∈ Sn+ ×R+ : ∃λ ∈ RL+ : MTVM 
∑
`
λ`R`, φR(λ) ≤ τ
}
(46)
is a closed convex cone compatible with Y. In both cases, X is sharp, provided that the image
space of M is the entire Rn.
Note that in both these cases X is a reasonably tight inner approximation of
X∗ = {(V, τ) ∈ Sn+ ×R+ : τ ≥ max
x∈X
xTV x},
whenever (V, τ) ∈ X∗, we have (V, θτ) ∈ X, with a moderate θ (namely, θ = O(1) ln (2∑` d`)
in the spectratopic, and θ = O(1) ln(2L) in the ellitopic case, see [24, Proposition 2.1] and [25,
Proposition 3.3], respectively).
4.5.2 Compatibility via absolute norms
Preliminaries. Recall that a norm p(·) on RN is called absolute, if p(x) is a function of the
vector abs[x] := [|x1|; ...; |xN |] of the magnitudes of entries in x. It is well known that an absolute
norm p is monotone on RN+ , so that abs[x] ≤ abs[x′] implies that p(x) ≤ p(x′), and that the
norm
p∗(x) = max
y: p(y)≤1
xT y
conjugate to p(·) is absolute along with p.
Let us say that an absolute norm r(·) fits an absolute norm p(·) on RN , if for every vector
x with p(x) ≤ 1 the entrywise square [x]2 = [x21; ...;x2N ] of x satisfies r([x]2) ≤ 1. For example,
the largest norm r(·) which fits the absolute norm p(·) = ‖ · ‖s, s ∈ [1,∞], is
r(·) =
{ ‖ · ‖1, 1 ≤ s ≤ 2
‖ · ‖s/2, s ≥ 2
An immediate observation is that an absolute norm p(·) on RN can be “lifted” to a norm on
SN , specifically, the norm
p+(Y ) = p([p(Col1[Y ]); ...; p(ColN [Y ])]) : S
N → R+, (47)
where Colj [Y ] is jth column in Y . It is immediately seen that when p is an absolute norm, the
right hand side in (47) indeed is a norm on SN satisfying the identity
p+(xxT ) = p2(x), x ∈ RN . (48)
Absolute norms and compatibility. Our interest in absolute norms is motivated by the
following immediate
Proposition 4.4 Let p(·) be an absolute norm on RN , and r(·) be another absolute norm which
fits p(·), both norms being computationally tractable. These norms give rise to the computation-
ally tractable and sharp closed convex cone
P = Pp,r =
{
(V, τ) ∈ SN+ ×R+ : ∃(W ∈ SN , w ∈ RN+ ) : V W + Diag{w}[p+]∗(W ) + r∗(w) ≤ τ
}
, (49)
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where [p+]∗(·) is the norm on SN conjugate to the norm p+(·), and r∗(·) is the norm on RN
conjugate to the norm r(·), and this cone is compatible with the unit ball of the norm p(·) (and
thus – with any convex compact subset of this ball).
Verification is immediate. The fact that P is a computationally tractable and closed convex cone
is evident. Now let (V, τ) ∈ P, so that V  0 and V W +Diag{w} with [p+]∗(W )+r∗(w) ≤ τ .
For x with p(x) ≤ 1 we have
xTV x ≤ xT [W + Diag{w}]x = Tr(W [xxT ]) + wT [x]2
≤ p+(xxT )[p+]∗(W ) + r([x]2)r∗(w) = p2(x)[p+]∗(W ) + r∗(w)
≤ [p+]∗(W ) + r∗(w) ≤ τ,
whence xTV x ≤ τ for all x with p(x) ≤ 1. 
Let us look at the proposed construction in the case where p(·) = ‖ · ‖s, s ∈ [1,∞], and let
r(·) = ‖ · ‖s¯, s¯ = max[s/2, 1]. Setting s∗ = ss−1 , s¯∗ = s¯s¯−1 , we clearly have
[p+]∗(W ) = ‖W‖s∗ :=
{ (∑
i,j |Wij |s∗
)1/s∗
, s∗ <∞
maxi,j |Wij |, s∗ =∞
, r∗(w) = ‖w‖s¯∗ ,
resulting in
Ps := P‖·‖s,‖·‖s¯
=
{
(V, τ) : V ∈ SN+ ,∃(W ∈ SN , w ∈ RN+ ) :
V W + Diag{w},
‖W‖s∗ + ‖w‖s¯∗ ≤ τ
}
.
(50)
By Proposition 4.4, Ps is compatible with the unit ball of ‖ ·‖s-norm on RN (and therefore with
every closed convex subset of this ball).
When s = 1, that is, s∗ = s¯∗ =∞, (50) results in
P1 =
{
(V, τ) : V  0,∃(W ∈ SN , w ∈ RN+ ) :
V W + Diag{w},
‖W‖∞ + ‖w‖∞ ≤ τ
}
= {(V, τ) : V  0, ‖V ‖∞ ≤ τ},
(51)
and it is easily seen that the situation is a good as it could be, namely,
P1 =
{
(V, τ) : V  0, max
‖x‖1≤1
xTV x ≤ τ
}
.
It can be shown (see Section A.3.5) that when s ∈ [2,∞], so that s¯∗ = ss−2 , (50) results in
Ps =
{
(V, τ) : V  0,∃(w ∈ RN+ ) : V  Diag{w} & ‖w‖ ss−2 ≤ τ
}
. (52)
Note that
P2 = {(V, τ) : V  0, ‖V ‖sp ≤ τ}
where ‖ · ‖sp is the spectral norm, and this is exactly the largest cone compatible with the unit
Euclidean ball.
When s ≥ 2, the unit ball Y of the norm ‖ · ‖s is an ellitope:
{y ∈ RN : ‖y‖s ≤ 1} = {y ∈ RN : ∃(t ≥ 0, ‖t‖s¯ ≤ 1) : yTR`y := y2` ≤ t`, ` ≤ L = N},
so that a compatible with Y cone is given by (46) with M = IN . It comes as no surprise that,
as it is immediately seen, the latter cone is nothing but the cone given by (52).
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4.6 Near-optimality of polyhedral estimate in the spectratopic sub-Gaussian
case
As an instructive application of the design of polyhedral estimate developed in this section,
consider the special case of the estimation problem stated in Section 2.1, where
1. The signal set X and the unit ball B∗ of the norm conjugate to ‖ · ‖ are spectratopes:
X = {x ∈ Rn : ∃t ∈ T : R2k[x]  tkIdk , 1 ≤ k ≤ K},
B∗ = {z ∈ Rν : ∃y ∈ Y : z = My},
Y := {y ∈ Rq : ∃r ∈ R : S2` [y]  r`If` , 1 ≤ ` ≤ L},
2. For every x ∈ X , observation noise is sub-Gaussian, i.e. ξx ∼ SG(0, σ2Im).
We are about to show that in the present situation, the polyhedral estimate yielded by the
approach described in Sections 4.1–4.4, i.e., yielded by the efficiently computable (high accuracy
near-) optimal solution to the optimization problem (42) is near-optimal in the minimax sense.
Given reliability tolerance  ∈ (0, 1), the recipe for constructing a m×m contrast matrix H
as prescribed by Proposition 4.3 is as follows:
• We set
Z = {ϑ2[1; ...; 1]}, ϑ = σκ, κ =
√
2 ln(2m/),
and utilize the construction from Section 4.2, thus arriving at the cone
H = {(Θ, µ) ∈ Sm+ ×R+ : σ2κ2Tr(Θ) ≤ µ}
satisfying the requirements of Assumption C.
• We specify the cones X and U compatible with Xs = X , and B∗, respectively, according
to (45).
The resulting problem (42), after immediate straightforward simplifications, reads
Opt = min
Θ,U,Λ,Υ
{
2
[
φR(λ[Υ]) + φT (λ[Λ]) + σ2κ2Tr(Θ)
]
:
Θ  0, U  0,Λ = {Λk  0, k ≤ K}, Υ = {Υ`  0, ` ≤ L},[
U 12B
1
2B
T ATΘA+
∑
kR∗k[Λk]
]
 0, MTUM ∑` S∗` [Υ`]
}
(53)
where
[R∗k[Λk]]ij = Tr(RkiΛkRkj)
[
Rk[x] =
∑
i
xiR
ki
]
,
[S∗` [Υ`]]ij = Tr(S`iΥ`S`j)
[
S`[u] =
∑
i
uiS
`i
]
,
and
λ[Λ] = [Tr(Λ1); ...; Tr(ΛK)], λ[Υ] = [Tr(Υ1); ...; Tr(ΥL)], φW (f) = max
w∈W
wT f.
23
Let now
RiskOpt = inf
ŵ(·)
sup
x∈X
inf
{
ρ : Probξ∼N (0,σ2I){‖Bx− ŵ(Ax+ ξ)‖ > ρ} ≤ ∀x ∈ X
}
,
be the minimax optimal (, ‖ · ‖)-risk of estimating w = Bx in Gaussian observation scheme
where ξx ∼ N (0, σ2Im) independently of x ∈ X.
Proposition 4.5 When  ≤ 1/8, the polyhedral estimate ŵH yielded by a feasible near optimal,
in terms of the objective, solution to problem (53) is minimax optimal within the logarithmic
factor, namely
Risk,‖·‖[ŵ|X ] ≤ O(1)
√
ln
(∑
k dk
)
ln
(∑
` f`
)
ln(2m/) RiskOpt 1
8
≤ O(1)
√
ln
(∑
k dk
)
ln
(∑
` f`
)
ln(2m/) RiskOpt,
where O(1) is an absolute constant.
For proof, see Section A.3.6.
Discussion. It is worth mentioning that the approach described in Section 3 is complementary
to the approach discussed in this section. In fact, it is easily seen that the bound Opt for the risk
of the polyhedral estimate stemming from (42) is suboptimal in the simple situation described
in the motivating example from Introduction. Indeed, let X be the unit ‖·‖1-ball, let ‖·‖ = ‖·‖2,
and let us consider the problem of estimating x ∈ X from the direct observation ω = x+ ξ with
Gaussian observation noise ξ ∼ N (0, σ2I). We equip the ball B∗ = {u ∈ Rn : ‖u2‖2 ≤ 1} with
the cone
U = P2 = {(U, τ) : U  0, ‖U‖sp ≤ τ}
and X – with the cone
X = P1 = {(X, t) : X  0, ‖X‖∞ ≤ t},
(note that both cones are the largest w.r.t. inclusion cones compatible with the respective sets).
The corresponding problem (42) reads
Opt = min
Θ,X,U
2(κ2σ2Tr(Θ) + maxi Xii + ‖U‖sp) :
Θ  0, X  0, U  0,[
U 12In
1
2In Θ +X
]
 0

= min
Θ,X,U
2(κ2σ2Tr(Θ) + maxi Xii + τ) :
Θ  0, X  0, U  0,[
τIn
1
2In
1
2In Θ +X
]
 0
 (54)
Observe that every n×n matrix of the form Q = EP , where E is diagonal with diagonal entries
±1, and P is a permutation matrix, induces a symmetry (Θ, X, τ) 7→ (QΘQT , QXQT , τ) of the
second optimization problem in (54), that is, a transformation which maps the feasible set onto
itself and keeps the objective intact. Since the problem is convex and solvable, we conclude that
it has an optimal solution which remains intact under the symmetries in question, i.e., solution
with scalar matrices Θ = θIn and X = uIn. As a result,
Opt = min
θ≥0,u≥0,τ
{
2(κ2σ2nθ + u+ τ) : τ(θ + u) ≥ 14
}
= 2 min
[
κσ
√
n, 1
]
, (55)
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A similar derivation shows that the value Opt remains intact if we replace the set X = {x :
‖x‖1 ≤ 1} with X = {x : ‖x‖s ≤ 1}, s ∈ [1, 2], and the cone X = P1 with X = Ps, see (50).
Since the Θ-component of an optimal solution to (54) can be selected to be scalar, the contrast
matrix H we end up with can be selected to be the unit matrix. An unpleasant observation is
that when s < 2, the quantity Opt given by (55) “heavily overestimates” the actual risk of the
polyhedral estimate with H = In. Indeed, the analysis of this estimate in Section 3.3 results in
the risk bound (up to a logarithmic in n factor) min[σ1−s/2, σ
√
n], what can be much less than
Opt = 2 min [κσ
√
n, 1], e.g., in the case of large n, and σ
√
n = O(1).
The good news is that whenever the approaches developed in this section and in Section 3
are applicable, they can be utilized simultaneously. The underlying observation is that
(!) In the problem setting described in Section 2, a collection of K candidate poly-
hedral estimates can be assembled into a single polyhedral estimate with the (upper
bound on the) risk, as given by Proposition 2.1, being nearly the minimum of the
risks of estimates we aggregate.
Indeed, given an observation scheme (that is, collection of probability distributions Px of noises
ξx, x ∈ X ), assume we have at our disposal norms
piδ(·) : Rm → R
parameterized by δ ∈ (0, 1) such that piδ(h), for every h, is the larger the less is δ, and (cf.
Section 4.2)
∀(x ∈ X , δ ∈ (0, 1), h ∈ Rm) : piδ(h) ≤ 1⇒ Probξ∼Px{ξ : |hT ξ| > 1} ≤ δ.
Assume also (as indeed is the case in all our constructions) that we ensure (7) by imposing on
the columns h` of an m×N contrast matrix H in question the restrictions pi/N (h`) ≤ 1.
Now suppose that given the risk tolerance  ∈ (0, 1), we have generated somehow K candidate
contrast matrices Hk ∈ Rm×Nk such that
pi/Nk(Colj [Hk]) ≤ 1, j ≤ Nk,
so that the (, ‖ · ‖)-risk of the polyhedral estimate yielded by the contrast matrix Hk does not
exceed
Rk = max
x
{‖Bx‖ : x ∈ 2Xs, ‖HTk Ax‖∞ ≤ 2} .
Let us combine the contrast matrices H1, ...,HK into a single contrast matrix H with N =
N1 + ... + NK columns by normalizing the columns of the matrix [H1, ...,HK ] to have pi/N -
norms equal to 1, so that
H = [H¯1, ..., H¯K ], Colj [H¯k] = θjkColj [Hk] ∀(k ≤ K, j ≤ Nk)
with
θjk =
1
pi/N (Colj [Hk])
≥ ϑk := min
h6=0
pi/Nk(h)
pi/N (h)
,
where the concluding ≥ is due to pi/Nk(Colj [Hk]) ≤ 1. We claim that in terms of (, ‖ · ‖)-risk,
the polyhedral estimate yielded by H is “ almost as good” as the best of the polyhedral estimates
yielded by the contrast matrices H1, ...,HK , specifically,
R[H] := max
x
{‖Bx‖ : x ∈ 2Xs, ‖HTAx‖∞ ≤ 2} ≤ min
k
ϑ−1k Rk.
7
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The justification is readily given by the following observation: when ϑ ∈ (0, 1), we have
Rk,ϑ := max
x
{‖Bx‖ : x ∈ 2Xs, ‖HTk Ax‖∞ ≤ 2/ϑ} ≤ Rk/ϑ.
Indeed, when x is a feasible solution to the maximization problem specifying Rk,ϑ, ϑx is a
feasible solution to the problem specifying Rk, implying that ϑ‖Bx‖ ≤ Rk. It remains to note
that we clearly have R[H] ≤ minkRk,ϑk .
The bottom line is that the just described aggregation of contrast matrices H1, ...,HK into a
single contrast matrix H results in polyhedral estimate which in terms of upper bound R[·] on its
(, ‖·‖)-risk is, up to the factor ϑ¯ = maxk ϑ−1k , not worse than the best of the K estimates yielded
by the original contrast matrices. Consequently, whenever piδ(·) grows slowly as δ decreases, the
“price” ϑ¯ of assembling the original estimates is quite moderate. For example, in the case of
basic observation schemes (Sub-Gaussian, Discrete, and Poisson) described in Section 2.3, ϑ¯ is
logarithmic in maxkN
−1
k (N1 + ...+NK), and ϑ¯ = 1 + o(1) as → +0 for N1, ..., NK fixed.
4.7 Numerical illustration
To illustrate the performance of the polyhedral estimates we compare it numerically with a
“presumably good” linear estimate. Our setup is deliberately simple: the signal set X is just
the unit box {x ∈ Rn : ‖x‖∞ ≤ 1}, B ∈ Rn×n is “numerical double integration:” for a δ > 0,
Bij =
{
δ2(i− j + 1), j ≤ i
0, j > i
,
so that x, modulo boundary effects, is the second order finite difference derivative of w = Bx:
xi =
wi − 2wi−1 + wi−2
δ2
, 2 < i ≤ n,
and Ax is comprised of m randomly selected entries of Bx. The observation is
ω = Ax+ ξ, ξ ∼ N (0, σ2Im).
and the recovery norm is ‖ · ‖2. In other words, we want to recover a restriction of twice
differentiable function of one variable on the n-point regular grid on the segment ∆ = [0, nδ]
from noisy observations of this restriction taken along m randomly selected points of the grid.
A priori information on the function is that the magnitude of its second order derivative does
not exceed 1.
Note that in the considered situation both linear estimate ŵH yielded by Proposition 3.3 in
[24] and polyhedral estimate ŵH yielded by Proposition 4.2, are near-optimal in the minimax
sense in terms of their ‖ · ‖2-, resp., (, ‖ · ‖2)-risk.
In the experiments reported in Figure 1, we used n = 64, m = 32, and δ = 4/n (i.e.,
∆ = [0, 4]); the reliability parameter for the polyhedral estimate was set to  = 0.1. For different
noise levels σ = {0.1, 0.01, 0.001, 0.0001} we generate at random 20 signals x from X and record
the ‖ · ‖2-recovery errors of the linear and the polyhedral estimates. In addition to testing
the nearly optimal polyhedral estimate PolyI yielded by Proposition 4.2, we also record the
performance of the polyhedral estimate PolyII yielded the construction from Section 3. The
observed ‖ · ‖2-recovery errors of the three estimates, sorted in the non-descending order, are
plotted in Figure 1.
7This is the precise “quantitative expression” of the observation (!).
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In these simulations, the three estimates exhibit similar empirical performance. However,
when the noise level becomes small, polyhedral estimates seem to outperform the linear one.
In addition, the estimate PolyII seems to “work” better than or, at the very worst, similarly
to PolyI in spite of the fact that in the situation in question the estimate PolyI, in contrast to
PolyII, is provably near-optimal.
Lin PolyI PolyII
0.2
0.3
0.4
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0.7
0.8
Lin PolyI PolyII
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0.1
σ = 0.1 σ = 0.01
Lin PolyI PolyII
0.006
0.008
0.01
0.012
0.014
0.016
0.018
Lin PolyI PolyII
10-3
10-2
σ = 0.001 σ = 0.0001
Figure 1: Recovery errors for near-optimal linear estimate (left) and for polyhedral estimates
yielded by Proposition 4.2 (PolyI, middle) and by the construction from Section 3 (PolyII, right),
20 simulations per each value of σ.
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A Appendix
A.1 Executive summary on computationally tractable convex sets
Detailed description of what “computationally tractable convex set/function” is goes beyond the
scope of this paper; an interested reader is referred to [3]. Here we restrict ourselves with “ex-
ecutive summary” as follows: “for all practical purposes” (including all applications considered
in this paper), a computationally tractable convex set is a set X ⊂ RN given by semidefinite
representation
X = {x ∈ RN : ∃u ∈ RM : A(x, u)  0},
where A(·) is a symmetric matrix affinely depending on [x;u]; sets of this type automatically
are convex. In simple words: if you can feed the problem of minimizing a linear function over
X to CVX 8, your X is computationally tractable, and nearly vice versa.
A.2 Calculus of compatibility
The principal rules of the calculus of compatibility are as follows (verification of the rules is
straightforward and is therefore skipped):
1. [passing to a subset] When Y ′ ⊂ Y are convex compact subsets of RN and a cone Y is
compatible with Y, the cone is compatible with Y ′ as well.
2. [finite intersection] Let cones Yj be compatible with convex compact sets Yj ⊂ RN ,
j = 1, ..., J . Then the cone
Y = cl {(V, τ) ∈ SN+ ×R+ : ∃((Vj , τj) ∈ Yj , j ≤ J) : V 
∑
j
Vj ,
∑
j
τj ≤ τ}
is compatible with Y = ⋂
j
Yj . The closure operation can be skipped when all cones Yj
are sharp, in which case Y is sharp as well.
8M. Grant and S. Boyd. The CVX Users Guide. Release 2.1, 2014. http://web.cvxr.com/cvx/doc/CVX.pdf
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3. [convex hulls of finite union] Let cones Yj be compatible with convex compact sets Yj ⊂
RN , j = 1, ..., J , and let there exist (V, τ) such that V  0 and
(V, τ) ∈ Y :=
⋂
j
Yj .
Then Y is compatible with Y = Conv{⋃
j
Yj} and, in addition, is sharp provided that at
least one of Yj is sharp.
4. [direct product] Let cones Yj be compatible with convex compact sets Yj ⊂ RNj , j =
1, ..., J . Then the cone
Y = {(V, τ) ∈ SN1+...+NJ+ ×R+ : ∃(Vj , τj) ∈ Yj : V  Diag{V1, ..., VJ} & τ ≥
∑
j
τj}
is compatible with Y = Y1 × ...× YJ . This cone is sharp, provided that all Yj are so.
5. [linear image] Let cone Y be compatible with convex compact set Y ⊂ RN , let A be a
K ×N matrix, and let Z = AY. The cone
Z = cl {(V, τ) ∈ SK+ ×R+ : ∃U  ATV A : (U, τ) ∈ Y}
is compatible with Z. The closure operation can be skipped whenever Y is either sharp, or
complete, completeness meaning that (V, τ) ∈ Y and 0  V ′  V imply that (V ′, τ) ∈ Y.
The cone Z is sharp, provided Y is so and the rank of A is K.
6. [inverse linear image] Let cone Y be compatible with convex compact set Y ⊂ RN , let A
be a N ×K matrix with trivial kernel, and let Z = A−1Y := {z ∈ RK : Az ∈ Y}. The
cone
Z = cl {(V, τ) ∈ SK+ ×R+ : ∃U : ATUA  V & (U, τ) ∈ Y}
is compatible with Z. The closure operations can be skipped whenever Y is sharp, in
which case Z is sharp as well.
7. [arithmetic summation] Let cones Yj be compatible with convex compact sets Yj ⊂ RN ,
j = 1, ..., J . Then the arithmetic sum Y = Y1 + ... + YJ of the sets Yj can be equipped
with compatible cone readily given by the cones Yj ; this cone is sharp, provided all Yj
are so.
Indeed, the arithmetic sum of Yj is the linear image of the direct product of Yj ’s under
the mapping [y1; ...; yJ ] 7→ y1 + ...+ yJ , and it remains to combine rules 4 and 5; note the
cone yielded by rule 4 is complete, so that when applying rule 5, the closure operation can
be skipped.
A.3 Proofs
A.3.1 Proofs for Section 2.3
1o Sub-Gaussian case. Note that when h ∈ Rn is deterministic and ξ ∼ SG(0, σ2Im) we
have
Prob{|hT ξ| > 1} ≤ 2 exp
{
− 1
2σ2‖h‖22
}
.
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Indeed, when h 6= 0 and γ > 0,
Prob{hT ξ > 1} ≤ exp{−γ}E{exp{γhT ξ}} ≤ exp{12σ2γ2‖h‖22 − γ}.
When minimizing the resulting bound in γ > 0, we get Prob{hT ξ > 1} ≤ exp
{
− 1
2‖h‖22σ2
}
;
and the same reasoning as applied to −h in the role of h results in Prob{hT ξ < −1} ≤
exp
{
− 1
2‖h‖22σ2
}
. Consequently
piG(h) := σ
√
2 ln(2/δ)︸ ︷︷ ︸
ϑG
‖h‖2 ≤ 1 ⇒ Prob{|hT ξ| > 1} ≤ δ,
implying that for HGδ as in (13) we indeed have
h ∈ HGδ ⇒ Prob{|hT ξ| > 1} ≤ δ.
2o Discrete case. Given x ∈ X , setting µ = Ax and ηk = ζk − µ, we get
ω = Ax+
1
K
K∑
k=1
ηk︸ ︷︷ ︸
ξx
.
Given h ∈ Rm,
hT ξx =
1
K
∑
k
hT ηk︸ ︷︷ ︸
χk
.
Random variables χ1, ..., χK are independent zero mean and clearly satisfy
E
{
χ2k
} ≤∑
i
[Ax]ih
2
i , |χk| ≤ 2‖h‖∞.
Applying the Bernstein inequality we get
Prob{|hT ξx| > 1} = Prob
{
|
∑
k
χk| > K
}
≤ 2 exp
{
− K
2
∑
i[Ax]ih
2
i +
4
3‖h‖∞
}
. (56)
Let now
piD(h) = 2
√
ϑD max
x∈X
∑
i
[Ax]ih2i +
16
9 ϑ
2
D‖h‖2∞ with ϑD =
ln(2/δ)
K
.
After a straightforward computation, we conclude from (56) that
piD(h) ≤ 1 ⇒ Prob{|hT ξx| > 1} ≤ δ, ∀x ∈ X .
Thus, in the Discrete case we can set
Hδ = HDδ := {h : piD(h) ≤ 1}.
32
Poisson case. In the Poisson case, for x ∈ X , setting µ = Ax, we have
ω = Ax+ ξx, ξx = ω − µ.
In this case, for all h ∈ Rm one has
∀t ≥ 0 : Prob{|hT ξx| ≥ t} ≤ 2 exp{− t2
2[
∑
i h
2
iµi + ‖h‖∞t/3]
}
(57)
Indeed, let h ∈ Rm, and let ω be random vector with independent across i entries ωi ∼
Poisson(µi). We have
E
{
exp{γhTω}} = ∏
i
E {γhiωi} =
∏
i
exp{[exp{γhi} − 1]µi}
= exp
{∑
i
[exp{γhi} − 1]µi
}
.
Hence, due to the Markov inequality for γ ≥ 0 it holds
Prob{hTω > hTµ+ t} = Prob{γhTω > γhTµ+ γt}
≤ E{exp{γhTω}} exp{−γhTµ− γt} ≤ exp{∑
i
[exp{γhi} − γhi − 1]µi − γt
}
.(58)
Now the standard computation (see, e.g., [31]) shows that
γ ≤ 3/‖h‖∞ ⇒
∣∣eγhi − γhi − 1∣∣ ≤ γ2h2i
2(1− γ‖h‖∞/3)
which combines with (58) to imply
ln
(
Prob{hTω > hTµ+ t}) ≤ γ2∑i h2iµi
2(1− γ‖h‖∞/3) − γt. (59)
For γ∗ = t∑
i h
2
iµi+‖h‖∞t/3 ∈ [0, 3/‖h‖∞] we get:
Prob
{
hTω > hTµ+ t
} ≤ exp{− t2
2[
∑
i h
2
iµi + ‖h‖∞t/3]
}
.
This inequality combines with the same inequality applied to −h in the role of h to imply
(57). 
From (57), we conclude via a straightforward computation that setting
piP (h) =
√
4ϑP max
x∈X
∑
i
[Ax]ih2i +
16
9 ϑ
2
P ‖h‖2∞ with ϑP = ln(2/δ),
we ensure that
piP (h) ≤ 1⇒ Prob{|hT ξx| > 1} ≤ δ, ∀x ∈ X .
Thus, in the Poisson case we can set
Hδ = HPδ := {h : piP (h) ≤ 1}.
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A.3.2 Proof of Proposition 3.3
Consider optimization problem specifying Ψ in (27). Setting θ = r/ρ ≥ 1, let us pass in this
problem from variables v` to variables z` = v
ρ
` , so that
Ψr = 2r max
z
{∑
`
zθ` (b`/d`)
r :
∑
`
z` ≤ 1, 0 ≤ z` ≤ (d`ς`/b`)ρ
}
≤ 2rΓ,
where
Γ = max
z
{∑
`
zθ` (b`/d`)
r :
∑
`
z` ≤ 1, 0 ≤ z` ≤ χ` := (ϑGd`/a`)ρ
}
(we have used (26)). Note that Γ is the optimal value in the problem of maximizing a convex
(since θ ≥ 1) function ∑` zθ` (b`/d`)r over a bounded polyhedral set, so that the maximum is
achieved at an extreme point z¯ of the feasible set. By the standard characterization of extreme
points, the (clearly nonempty) set I of positive entries in z¯ is as follows: denoting by I ′ the set
of indexes ` ∈ I such that z¯` is on its upper bound z¯` = χ`, its cardinality |I ′| is at least |I| − 1.
Since
∑
`∈I′ z¯` =
∑
`∈I′ χ` ≤ 1 and χ` are nondecreasing in ` by (28.b), we conclude that
|I′|∑
`=1
χ` ≤ 1,
implying that |I ′| < n when n < n, so that in this case |I| ≤ n; and of course |I| ≤ n when
n = n. Next, we have
Γ =
∑
`∈I
z¯θ` (b`/d`)
r ≤
∑
`∈I
χθ`(b`/d`)
r =
∑
`∈I
(ϑGb`/a`)
r,
and since b`/a` is nonincreasing in ` and |I| ≤ n, the latter quantity is at most
∑n
`=1(ϑGb`/a`)
r.

A.3.3 Proof of Lemma 4.1
(i): When pi(Col`[H])) ≤ 1 for all ` and λ ≥ 0, denoting by [h]2 the vector comprised of squares
of the entries in h, we have
φ(diag(HDiag{λ}HT )) = φ(
∑
`
λ`[Col`[H]]
2) ≤
∑
`
λ`φ([Col`[H]]
2)
=
∑
`
λ`pi
2(Col`[H]) ≤
∑
`
λ`,
implying that (HTDiag{λ}HT , κ∑` λ`) belongs to H.
(ii): Let Θ, µ,Q, V be as stated in (ii); there is nothing to prove when µ = 0, thus assume that
µ > 0. Let d = diag(Θ), so that
di =
∑
j
Q2ij , and κφ(d) ≤ µ (60)
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(the second relation is due to (Θ, µ) ∈ H). (38) is evident. We have
[Hχ]ij =
√
m/µ[Gχ]ij , Gχ = QDiag{χ}V =
[
m∑
k=1
QikχkVkj
]
i,j
.
We claim that for every i it holds
∀γ > 0 : Prob{[Gχ]2ij > 3γdi/m} ≤ √3 exp{−γ/2}. (61)
Indeed, let us fix i. There is nothing to prove when di = 0, since in this case Qij = 0 for all
j and therefore [Gχ]ij ≡ 0. When di > 0, by homogeneity in Q, it suffices to verify (61) when
di/m = 1/3. Assuming that this is the case, let η ∼ N (0, 1) be independent of χ. We have
Eη {Eχ{exp{η[Gχ]ij}}} = Eη
{∏
k
cosh(ηQikVkj)
}
≤ Eη
{∏
k
exp{ 12η2Q2ikV 2kj}
}
= Eη{ exp{ 12η2
∑
k
Q2ikV
2
kj︸ ︷︷ ︸
≤2di/m
}} ≤ Eη
{
η2di/m
}
= Eη
{
exp{η2/3}} = √3.
On the other hand,
Eχ {Eη{exp{η[Gχ]ij}}} = Eχ
{
exp{ 12 [Gχ]2ij}
}
,
implying that
Eχ
{
exp{ 12 [Gχ]2ij}
} ≤ √3.
Therefore in the case of di/m = 1/3 for all s > 0 it holds
Prob{χ : [Gχ]2ij > s} ≤
√
3 exp{−s/2},
and (61) follows. Recalling the relation between H and G, we get from (61) that for all γ > 0
Prob{χ : [Hχ]2ij > 3γdi/µ} ≤
√
3 exp{−γ/2}.
Therefore, with κ given by (37), the probability of the event
∀i, j : [Hχ]2ij ≤ κ
di
µ
is at least 1/2. Let this event take place; in this case we have [Col`[Hχ]]
2 ≤ κd/µ, whence, by
definition of the norm pi(·), pi2(Col`[Hχ]) ≤ κφ(d)/µ ≤ 1 (see the inequality in (60)). Thus, the
probability of the event (39) is at least 1/2. 
A.3.4 Verification of (45), (46)
Let us verify that (45) is a closed convex cone compatible with the spectratope X = MY,
with Y given by (44.b); verification of the “ellitopic” version of this claim can be obtained from
what follows by straightforward simplifications. The only non-evident fact in the claim is that
whenever (V, τ) ∈ X, we have
xTV x ≤ τ ∀x ∈ X . (62)
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To justify (62), let (V, τ) ∈ X, so that
MTVM 
∑
`
R∗` [Λ`] and φR(λ[Λ]) ≤ τ (63)
for properly selected Λ` ∈ Sd` , and let x ∈ X , so that x = My for some y satisfying the relations∑
i,j
yiyjR
`iR`j = R2` [y]  r`Id` , ` ≤ L (64)
for some properly selected r ∈ R. Taking into account that R`i are symmetric and Λ`  0, (64)
implies that
yTR∗` [Λ`]y =
∑
i,j
yiyjTr(R
`iΛ`R
`j) = Tr(R`[y]Λ`R`[y]) = Tr(Λ`R
2
` [y]) ≤ r`Tr(λ`),
which combines with the first relation in (63) to imply that
xTV x = yT [MTVM ]y ≤
∑
`
yTR∗` [Λ`]y ≤
∑
`
r`Tr(λ`) ≤ φR(λ[Λ]),
where the concluding inequality is due to r ∈ R. Invoking the second relation in (63) and
recalling that x ∈ X is arbitrary, we arrive at (62). 
A.3.5 Verification of (52)
Given s ∈ [2,∞] and setting s¯ = s/2, s∗ = ss−1 , s¯∗ = s¯s¯−1 , we want to prove that{
(V, τ) ∈ SN+ ×R+ : ∃(W ∈ SN , w ∈ RN+ ) : V W + Diag{w} & ‖W‖s∗ + ‖w‖s¯∗ ≤ τ
}
=
{
(V, τ) ∈ SN+ ×R+ : ∃w ∈ RN+ : V  Diag{w}, ‖w‖s¯∗ ≤ τ
}
.
To this end it suffices to check that whenever W ∈ SN there exists w ∈ RN satisfying
W  Diag{w}, ‖w‖s¯∗ ≤ ‖W‖s∗ .
The latter claim is nothing but the claim that whenever W ∈ SN , and ‖W‖s∗ ≤ 1, the conic
optimization problem
Opt = min
t,w
{t : t ≥ ‖w‖s¯∗ ,Diag{w} W} (65)
is solvable (which is evident) with optimal value ≤ 1. To see that the latter indeed is the case,
note that the problem clearly is strictly feasible, whence its optimal value is the same as the
optimal value in the conic problem
Opt = maxP
{
Tr(PW ) : P  0, ‖diag(P )‖s¯∗/(s¯∗−1) ≤ 1
}
[diag(P ) = [P11;P22; ...;PNN ]]
dual to (65). Since
Tr(PW ) ≤ ‖P‖s∗/(s∗−1)‖W‖s∗ ≤ ‖P‖s∗/(s∗−1),
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when recalling what s∗ and s¯∗ are, our task boils down to verifying that whenever a matrix
P  0 satisfies ‖diag(P )‖s/2 ≤ 1, one has also ‖P‖s ≤ 1. This is immediate: since P is positive
semidefinite, we have |Pij | ≤ P 1/2ii P 1/2jj , whence, assuming s <∞,
‖P‖ss =
∑
i,j
|Pij |s ≤
∑
i,j
P
s/2
ii P
s/2
jj =
(∑
i
P
s/2
ii
)2
≤ 1.
When s =∞, the same argument leads to
‖P‖∞ = max
i,j
|Pij | = max
i
|Pii| = ‖diag(P )‖∞. 
A.3.6 Proof of Proposition 4.5
1o. Let us consider the optimization problem, as defined in [24, relation (26)] (where one should
set Q = σ2Im) which under the circumstances is responsible for building a nearly optimal linear
estimate of w = Bx, namely,
Opt∗ = min
Θ,H,Λ,Υ′,Υ′′
{
φT (λ[Λ]) + φR(λ[Υ′]) + φR(λ[Υ′′]) + σ2Tr(Θ) :
Λ = {Λk  0, k ≤ K},Υ′ = {Υ′`  0, ` ≤ L},Υ′′ = {Υ′′`  0, ` ≤ L},[ ∑
` S∗` [Υ′`] 12MT [B −HTA]
1
2 [B −HTA]TM
∑
kR∗k[Λk]
]
 0,
[ ∑
` S∗` [Υ′′` ] 12MTHT
1
2HM Θ
]
 0
}
(66)
Let us show that the optimal value Opt of (53) satisfies
Opt ≤ 2κOpt∗ = 2
√
2 ln(2m/)Opt∗. (67)
To this end, observe that the matrices
Q :=
[
U 12B
1
2B
T ATΘA+
∑
kR∗k[Λk]
]
and [
MTUM 12M
TB
1
2B
TM ATΘA+
∑
kR∗k[Λk]
]
=
[
MT
In
]
Q
[
M
In
]
simultaneously are/are not positive semidefinite due to the fact that the image space of M
contains the full-dimensional set B∗ and thus is the entire Rν , so that the image space of[
M
In
]
is the entire Rν ×Rn. Therefore
Opt = min
Θ,U,Λ,Υ
{
2
[
φR(λ[Υ]) + φT (λ[Λ]) + σ2κ2Tr(Θ)
]
:
Θ  0, U  0,Λ = {Λk  0, k ≤ K},Υ = {Υ`  0, ` ≤ L},[
MTUM 12M
TB
1
2B
TM ATΘA+
∑
kR∗k[Λk]
]
 0, MTUM ∑` S∗` [Υ`]
}
(68)
Further, note that if a collection Θ, U, {Λk}, {Υ`} is a feasible solution to the latter problem
and θ > 0, the scaled collection θΘ, θ−1U, {θΛk}, {θ−1Υ`} is also a feasible solution. When
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optimizing with respect to the scaling, we get
Opt = inf
Θ,U,Λ,Υ
{
4
√
φR(λ[Υ]) [φT (λ[Λ] + σ2κ2Tr(Θ)] :
Θ  0, U  0,Λ = {Λk  0, k ≤ K},Υ = {Υ`  0, ` ≤ L},[
MTUM 12M
TB
1
2B
TM ATΘA+
∑
kR∗k[Λk]
]
 0, MTUM ∑` S∗` [Υ`]
}
≤ 2κOpt+, (69)
where
Opt+ = inf
Θ,U,Λ,Υ
{
2
√
φR(λ[Υ]) [φT (λ[Λ]) + σ2Tr(Θ)] :
Θ  0, U  0,Λ = {Λk  0, k ≤ K},Υ = {Υ`  0, ` ≤ L},[
MTUM 12M
TB
1
2B
TM ATΘA+
∑
kR∗k[Λk]
]
 0, MTUM ∑` S∗` [Υ`]
}
(70)
[note that κ > 1]
On the other hand, when strengthening the constraint Λk  0 of (66) to Λk  0, we still have
Opt∗ = inf
Θ,H,Λ,Υ′,Υ′′
{
φT (λ[Λ]) + φR(λ[Υ′]) + φR(λ[Υ′′]) + σ2Tr(Θ) :
Λ = {Λk  0, k ≤ K},Υ′ = {Υ′`  0, ` ≤ L},Υ′′ = {Υ′′`  0, ` ≤ L},[ ∑
` S∗` [Υ′`] 12MT [B −HTA]
1
2 [B −HTA]TM
∑
kR∗k[Λk]
]
 0,
[ ∑
` S∗` [Υ′′` ] 12MTHT
1
2HM Θ
]
 0
}
.
(71)
Now let Θ, H,Λ,Υ′,Υ′′ be a feasible solution to the latter problem. By the second semidefinite
constraint in (71) we have[ ∑
` S∗` [Υ′′` ] 12MTHTA
1
2A
THM ATΘA
]
=
[
I
A
]T [ ∑
` S∗` [Υ′′` ] 12MTHT
1
2HM Θ
] [
I
A
]
 0
which combines with the first semidefinite constraint in (71) to imply that[ ∑
` S∗` [Υ′` + Υ′′` ] 12MTB
1
2B
TM ATΘA+
∑
kR∗k[Λk]
]
 0.
Next, by the Schur Complement Lemma (which is applicable due to
ATΘA+
∑
k
R∗k[Λk] 
∑
k
R∗k[Λk]  0,
where the concluding  is due to [24, Lemma 5.1] combined with Λk  0), this relation implies
that for
Υ` = Υ
′
` + Υ
′′
` ,
we have ∑
`
S∗` [Υ`] MT
[
1
4B[A
TΘA+
∑
k
R∗k[Λk]]−1BT
]
︸ ︷︷ ︸
U
M.
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Using the Schur Complement Lemma again, for the just defined U  0 we obtain[
MTUM 12M
TB
1
2B
TM ATΘA+
∑
kR∗k[Λk]
]
 0,
and in addition, by the definition of U ,
MTUM 
∑
`
S∗` [Υ`].
We conclude that
(Θ, U,Λ,Υ := {Υ` = Υ′` + Υ′′` , ` ≤ L})
is a feasible solution to optimization problem (70) specifying Opt+. The value of the objective
of the latter problem at this feasible solution is
2
√
φR(λ[Υ′] + λ[Υ′′]) [φT (λ[Λ]) + σ2Tr(Θ)] ≤ φR(λ[Υ′] + λ[Υ′′]) + φT (λ[Λ]) + σ2Tr(Θ)
≤ φR(λ[Υ′]) + φR(λ[Υ′′]) + φT (λ[Λ]) + σ2Tr(Θ),
the concluding quantity in the chain being the value of the objective of problem (71) at the
feasible solution Θ, H,Λ,Υ′,Υ′′ to this problem. Since the resulting inequality holds true for
every feasible solution to (71), we conclude that Opt+ ≤ Opt∗, and we arrive at (67) due to
(69).
2o. Now, from Proposition 3.3 in the latest arXiv version of [24, Section 5.7], we conclude that
Opt∗ is within a logarithmic factor of the minimax optimal (
1
8 , ‖ · ‖)-risk corresponding to the
case of Gaussian noise ξx ∼ N (0, σ2Im) for all x:
Opt∗ ≤ θ∗RiskOpt1/8,
where
θ∗ = 8
√
(2 lnF + 10 ln 2) (2 lnD + 10 ln 2), F =
∑
`
f`, D =
∑
k
dk.
Since the minimax optimal (, ‖ · ‖)-risk clearly only grows when  decreases, we conclude that
for  ≤ 1/8 a feasible near optimal solution to (53) is minimax optimal within the factor 2θ∗κ.

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