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By means of first principles schemes based on magnetically constrained density functional theory and on the
band unfolding technique we study the effect of doping on the conducting behaviour of the Lifshitz magnetic
insulator NaOsO3. Electron doping is treated realistically within a supercell approach by replacing sodium with
magnesium at different concentrations. Our data indicate that by increasing carrier concentration the system
is subjected to two types of transition: (i) insulator to bad metal at low doping and low temperature and (ii)
bad metal to metal at high doping and/or high-temperature. The predicted doping-induced insulator to metal
transition (MIT) has similar traits with the temperature driven MIT reported in the undoped compound. Both
develops in an itinerant background and exhibit a coupled electronic and magnetic behaviour characterized by
the gradual quanching of the (pseudo)-gap associated with an reduction of the local spin moment. Unlike the
temperature-driven MIT, chemical doping induces substantial modifications of the band structure and the MIT
cannot be fully described as a Lifshitz process.
I. INTRODUCTION
Metal-insulator transitions (MIT) have long been a focal
point of condensed matter physics [1] due to the inherent con-
ceptual complexity, which has stimulated the development of
many theories [2], and to the possibility to control the (re-
versible) suppression of electrical conductivity in technolog-
ical applications [3]. Understanding and describing MIT is
a considerable task. In the most simple scenario, metals and
insulators can be distinguished within the non-interacting Wil-
son’s picture based on the filling of the electronic bands [4, 5].
Wilson’s approach correctly predicts the insulating nature
of fully-filled/empty d-bands transition metal oxides (TMO)
such as SrTiO3 (d0) and, to some extent, Cu2O (d10) and
LaCoO3 (t62g), but breaks down for partially filled d-bands
TMOs like NiO and many others [6]. With his pillar works,
Mott has resolved this limitation by considering the effect of
electron-electron correlation and formulated one of the most
influential paradigm in solid state physics, the Mott insula-
tor [2, 7], that is still the subject of intense research nowadays.
The recent discovery of novel types of MITs in spin-
orbit coupled 5d TMOs, such as the Dirac-Mott regime in
Sr2IrO2 [8–12] and the magnetically itinerant phases of 5d3
osmathes NaOsO3 [13–16] and Cd2Os2O7 [17–19] has given
additional momentum to the research on correlated materi-
als. The experimental data evidencing the MIT in NaOsO3
and Cd2Os2O7 are difficult to decipher and rationalize. Both
compounds show a continuous, second-order temperature-
driven transition accompanied by the onset of a magnetic or-
der [13, 17]. Initially, the BCS like-gap inferred by infrared
spectroscopy studies [20, 21] and the observation that the Ne´el
temperature coincides with the critical MIT temperature sug-
gested a Slater-type mechanism. In fact, in a Slater insulator
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the onset of the insulating regime is combined with the simul-
taneous formation of a long-range antiferromagnetic (AFM)
order [13, 17, 22]. However, it was soon realized that a purely
Slater scenario is incompatible as a full explanation of the ex-
perimental observations in NaOsO3, in particular of their evo-
lution as a function of T . In fact, the high-degree of mag-
netic fluctuations and electron itinerancy observed in these
Osmathes are better captured by an alternative Lifshitz-like
picture involving a rigid upward (downward) shifts of elec-
tron (hole) bands [16, 19, 23].
The Lifshitz MIT in NaOsO3 is driven by temperature.
At high temperatures NaOsO3 is a paramagnetic metal, with
strongly fluctuating magnetic moments. By decreasing tem-
perature the magnetic fluctuations are gradually frozen, lead-
ing to the continuous vanishing of holes and electrons pockets
in the Fermi surface, that do not involve any substantial modi-
fication of the underlying band topology [16]. More precisely,
at the Ne´el temperature (TN ≈ 410 K) a pseudogap develops,
which can be related to the attenuation of rotational spin fluc-
tuations and the formation of a long-range AFM ordering, and
the system enters a bad metal regime [24] characterized by
longitudinal modulations of the spin moment [16]. Further
lowering of the temperature favors a the full opening of an in-
sulating gap at about T = 30 K, corresponding to the eventual
freezing of the longitudinal fluctuations.
There are two additional peculiar aspects of the MIT in
NaOsO3. First, despite being in a nominally t32g configura-
tion the ordered moment is only 1 µB [13] due to an high
degree of p − d hybridization which place the system close
to an (electronic and magnetic) itinerant limit [14, 16, 25];
in additional even though the orbital moment is formally
quenched (Leff = 0, nominally 5d3 configuration [26]), spin-
orbit coupling effects are surprisingly important as they cause
a renormalization (weakening) of the electron-electron corre-
lation [16] and a large magnetic anisotropy energy [27].
In general, the ground state of a system can be perturbed by
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2FIG. 1. (Color online) Schematic view of the 2 × 2 × 2 supercell
adopted in this study to model Na1−xMgxOsO3. The polyhedron in-
dicate the OsO6 octahedra and the remaining large and small spheres
represent Na and Mg atoms, respectively. This sketch shows the half-
doping regime (x = 0.5) characterized by a uniform chessboard dis-
tribution of Na/Mg ions with chemical formula Na4Mg4Os8O24. For
the other doping concentrations different type of inequivalent Mg dis-
tribution have been tested.
different means including temperature [1], doping [28, 29],
pressure [30, 31], strain/heterostructing [32], and dimension-
ality [12] to name the most effective stimuli. In this study
we inspect the possibility to control the MIT in NaOsO3 via
chemical doping by means of first principles calculations.
Doping effects can be modeled by following a variety of
routes which could involve: (i) a rigid shift of the band (rigid
doping); (ii) a controlled change of the number of valence
electrons (preserving charge neutrality via an homogeneous
background charge); (iii) the virtual crystal approximation or
(iv) realistic doping via chemical substitution. We follow this
latter strategy by replacing Na with Mg at different concen-
tration within a supercell approach (a sketch of the adopted
Na1−xMgxOsO3 supercell is shown in Fig. 1). The results in-
dicate that by injecting a progressively larger amount of ex-
cess electrons the systems undergoes a MIT associated with
an almost linear decrease of the ordered moment, volume re-
duction, and characterized by a transition between a bad-metal
regime (pseudogap between the partially occupied bottom of
the conduction band and the fully filled t2g valence manifold)
to a full metal state where the magnetic gap is fully quenched.
The manuscript is organized as follows. We start from a
brief description of the technical setup. Subsequently, we
present and discuss the results on the doping-induced MIT
in NaOsO3 and draw a general phase diagram showing the
intersection between the pseudogap and metallic regime as a
function of doping, size of the magnetic moment and temper-
ature.
II. COMPUTATIONAL DETAILS
Our first-principles calculations were performed using
the projector augmented wave method (PAW) [33] as im-
plemented in the Vienna Ab initio Simulation Package
(VASP) [34, 35]. The plane-wave cutoff for the orbitals was
set to 400 eV and to sample the Brillouin zone a 3×3×3 k-
point grid was used, generated according to Monkhorst-Pack
scheme.
All calculations were performed using a fully relativis-
tic setup with the inclusion of SOC in the framework of
the DFT+U [36, 37] with an effective Ue f f = U − J =
0.6 eV [16] and using the PBE parametrization of the
exchange-correlation functional.
The unit cell of NaOsO3 contains four formula units con-
sisting of 20 atoms. With respect to the ideal cubic perovskite
(1×1×1) unit cell the magnetic unit cell of undoped NaOsO3 is
constructed by a 45◦ rotation around the y axis and a doubling
of the b lattice parameter, i.e. (
√
2×2×√2), with experimental
lattice parameters a=5.3842 Å, b=7.5804 Å, c=5.3282 Å [24].
The resulting orthorhombic Pnma structure is subjected to
small internal geometrical distortions which leads to slightly
different Na-O distances.
Realistic electron doping was modeled by chemical sub-
stitution of Na with Mg in 2×2×2 supercells containing 8
Na1−xMgxOsO3 formula unit (40 atoms) for different Mg con-
centrations x=0.125, 0.25, 0.375, 0.5 and considering differ-
ent configurations of the dopants. All supercells were fully
relaxed including both volume (lattice parameters) and inter-
nal atomic positions.
To analyze the effects of doping on the energy band struc-
ture, we projected the states of the supercell onto the states
of the primitive cell by adopting the unfolding method [38–
40] recently implemented in VASP [41, 42]. The projection
P~Km(~k), also known as Bloch character, is calculated as
P~Km(~k) =
∑
n
|〈Ψ~Km|ψ~kn〉|2 . (1)
where | Ψ~Km〉 and | ψ~kn〉 are the eigenstates of the supercell
and primitive cell, respectively, K and k the respective wave
vectors and m and n are energy band indexes (more details on
the method can be found in Ref. 28 and 43).
III. RESULTS AND DISCUSSIONS
As a starting point we inspect the evolution of the structural
and magnetic properties upon doping. In fact, considering the
strong spin-phonon interaction in NaOsO3 [44], it is expected
that the effect of doping should not be limited to purely elec-
tronic effects, but rather involve a concerted change of volume
and local moment. As a consequence of the smaller atomic
radius, Mg-substitution causes a gradual decrease of the vol-
ume, as shown in Fig. 2 and tabulated in Tab. I. Going from
the undoped (x = 0) to the half-doped (x = 0.5) sample the
volume is squeezed by about 3%. This structural change is
associated with a huge (≈ 30%) lowering of the local spin mo-
ment from 1.23 µB (x = 0) to 0.89 µB (x = 0.5). In NaOsO3,
3FIG. 2. Variation of the volume [left scale] and of the ordered Os
spin moment [right scale] as a function of Mg concentration x. Data
averaged over all studied configurations.
TABLE I. Collection of structural properties [average volume (Å3 per
supercell) and lattice constants (Å)] and average Os magnetic mo-
ment, in muB) as a function of Mg doping x. The structural data refer
to the 2×2×2 supercell adopted in the calculations.
x V a b c m
0 426.00 7.530 7.513 7.530 1.23
0.125 422.37 7.502 7.502 7.506 1.18
0.25 419.89 7.496 7.493 7.477 1.13
0.375 419.07 7.502 7.514 7.436 1.02
0.5 414.66 7.469 7.504 7.400 0.89
this should reflect an increase degree of electron and mag-
netic itineracy. Thus, already at this stage, we expect to have
a coupled magnetic-electronic transition induced by electron
doping, in analogy with the T-driven MIT, where the collapse
of the gap is associated with a gradual quenching of the local
spin moment (see introduction).
This hypothesis is further verified by computing the elec-
tronic dispersion relation as a function of doping. The effec-
tive band structure, unfolded in the primitive cell, is shown
in Fig. 3 for x=0, 0.125, 0.25, 0.375 and 0.5. The sharpness
of the electronic bands measures the amount of Bloch charac-
ter, as defined in Eq. 1, which accounts for the effect of the
chemical disorder in the primitive cell. At x = 0 [Fig. 3(a)],
the system exhibits the characteristic insulating gap, and the
effective band structure shows sharp bands, with a one-to-one
correspondence between the primitive cell and the supercell.
Upon doping [Figs. 3(b–e)], the energy bands appear with dif-
ferent degrees of intensity, due to the chemical disorder per-
turbing the electronic eigenstates. Two different regimes can
be recognized. For 0.125≤x≤0.375 electron-doped the lower
portion of the conduction band crosses the Fermi level and
a feeble band forms around R which approaches the valence
band with increasing doping. This state can be interpreted as
a bad metal regime as conductivity arises only from the the
electron pockets mostly localized around the high-symmetry
points separated by a small pseudogap (of the order of tens of
meV) from the underlying valence band. A complete metal
FIG. 3. Evolution of the band structure as a function of x unfolded
in the primitive cell. The lateral bar indicates the amount of Bloch
character given by Eq. 1.
4state is fully developed only at x = 0.5 when the two t2g man-
ifolds starts to overlap [Fig. 3(b-d)].
Based on the above results we can therefore conclude, that
upon Na→Mg substitution NaOsO3 undergoes a coupled elec-
tronic and magnetic transition in which the excess electrons
move the system closer and closer to a itinerant metallic
limit. Across the transition the local moments are continu-
ously quenched and the pseudogap separating the valence and
conduction bands is gradually reduced and finally closed for
x = 0.5. In the metallic state the moment is reduced by 30%
and should be most likely subjected to significant fluctuations.
This doping-induced MIT shares similarities with the
temperature-driven MIT, in particular for what concerns the
important role played by the attenuation of the local moment.
The analogy is not complete, however, since chemical doping
does alter not rigidly the topology of the bands as it would be
expected in a pure Lifshitz scenario. In particular, this differ-
ence emerges near the R point, where the bandgap closes.
We conclude by linking the temperature to the doping
induced MIT, by constructing a generalized phase diagram
which rationalize within a unique picture the MIT in NaOsO3.
To this end we conducted a series of constrained magnetic
moment calculations at each doping level to check how the
electronic ground state changes as a function of the local mo-
ment [11, 16]. As already mentioned the T-driven MIT can be
rationalized in terms of continuous damping of the local spin
moment (associated with longitudinal and rotational spin fluc-
tuations). This is schematically summarized on the left axis of
Fig. 4 which shows the transition for the low-T AFM state to
the paramagnetic high-T metal state through an intermediate
pseudogap bad metal state.
FIG. 4. Schematic phase diagram of the MIT in NaOsO3, showing
the interplay between doping, magnetism and temperature. There
different regimes as seen: (i) AFM insulator (low-T, x = 0); (ii) bad-
metal (low-T, x ≤ 0.375) and (iii) metal (high-T any doping, x = 0.5
any T). The circles represent the self-consistent value of the local
spin moment at a given doping level computed at T=0.
When doping is considered only two regimes remain, metal
and bad metal, and the boundary between one and the other
is determined by the size of the local moment. Specifically,
the self-consistent ground state solution (filled circles) fol-
lows the trend described by the evolution of the band struc-
tures (Fig. 3): at low-T electron doping yields an insulator to
bad-metal (pseudo gap) transition and at high doping the sys-
tem enters the metallic state. Our data show that the transition
between the pseudogap and metal state is controlled by the
size of the local magnetic moment: by decreasing the mag-
nitude of the local moment, by means of magnetically con-
strained DFT, NaOsO3 gradually shifts from the pseudogap to
the metal regime. In analogy with the undoped case we spec-
ulate that the strength of the local moment can be controlled
by temperature effects. In fact, according to the Mohn and
Wohlfarth approximation which assumes a linear temperature
dependence of the local mean square moment amplitude [45]
one can qualitatively map the magnetic moment axis (Fig. 4,
left axis) onto a temperature scale (Fig. 4, right axis). We
expect that, in analogy with the undoped case, with increas-
ing temperature the systems will approach the metal state for
doping level x < 0.5. As already mentioned, at high charge
carries concentrations (x ≈0.5) NaOsO3 is predicted to be a
magnetically itinerant good conductor.
IV. CONCLUSION
In conclusion, by means of first principles calculations
we have inspected the possibility to induce and control an
insulator-to-metal transition in NaOsO3. By combining mag-
netically constrained DFT+U and the band unfolding scheme
we have shown that excess electrons destroy the magnetic Lif-
shitz state and, depending on the doping concentration, the
system can be tuned from a poor to a good metal by changing
the amplitude of the local magnetic moment. Similarly to the
temperature-driven MIT in the undoped compound, we pro-
pose that the transition to the itinerant metallic state can be
controlled by temperature effects. As a minimal synthesis of
this study, we propose a general phase diagram of NaOsO3 in
which the boundaries between the insulating, pseudogap and
metallic regimes are determined by the size of the local mo-
ment, temperature and doping.
This study reveals once more the peculiar nature of NaOsO3
in which the electronic and magnetic degrees of freedom are
tightly connected within an intrinsically itinerant background.
Further studies might be envisioned to possibly preserve the
insulating nature in NaOsO3 in the low-doping range by creat-
ing trapping centers or point defects which could immobilize
the excess charge carriers, thus providing an additional chan-
nel to design novel functionalizations or construct novel type
of quantum state of matter.
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