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Abstract

Noncentrosymmetric magnetic materials have gained special attention due to their ability
to stabilize topologically nontrivial magnetic states via the competition between symmetric
exchange and the antisymmetric Dzyaloshinskii-Moriya (DM) interaction. The spin structures in these materials have become a center of interest for spintronics applications due to
their stable, particle-like properties, and high degree of tunability via control of external parameters, such as magnetic and/or electric field and temperature. Understanding how these
robust magnetic structures stabilize, evolve, dynamically respond, and adhere to existing
models, all in the presence of external stimuli, are topics of fundamental interest. In this
dissertation, the static, dynamic and magnetocaloric properties are investigated in selected
materials that host noncollinear spin textures. Three material systems are studied, all of
which share the common property of broken inversion symmetry, but realize distinct spatially
modulated states and topological spin structures: the chiral soliton lattice in Cr1/3 NbS2 , the
chiral Bloch-type skyrmion material MnSi, and the polar Néel skyrmion lattice (SkL) material GaV4 S8 .
For chiral helimagnets (CHM) Cr1/3 NbS2 and MnSi, the magnetization for magnetic
fields corresponding to the forced ferromagnetic (FFM) or field-polarized (FP) phase is used
to analyze the static critical exponents describing a paramagnetic (PM) to ferromagnetic
(FM) phase transition. The monoaxial CHM, Cr1/3 NbS2 , exhibits 3D Heisenberg universal
behavior consistent with the localized nature the of Cr3+ moments and suggest short-range
ferromagnetic interactions. The temperature and field dependence of the critical exponents
of MnSi are systematically studied to analyze their deviation from the tricritical mean field
model. By exploiting the magnetocaloric effect, the magnetic entropy change is utilized to
x

probe the phase transformations of complex magnetic structures in Cr1/3 NbS2 . The magnetic entropy change (∆SM ) is systematically analyzed to resolve details of the temperature
and field dependent phase evolution of the chiral soliton lattice (CSL) from the CHM ground
state. Our observations in the low field region are consistent with the existence of chiral ordering in a temperature range above the Curie temperature defined by the critical exponents
analysis, TC < T < T ∗ , where a first-order transition has been previously predicted. An
analysis of the universal behavior of ∆SM (T, H) experimentally demonstrates the deviation from the universal curve approaching the chiral ordered phases from high temperature
. The linear and nonlinear ac magnetic response (Mnω ) further refines the details of the
metamagnetic crossovers and phase transitions in Cr1/3 NbS2 . At a critical field, the modulated CSL continuously evolves from a helicity-rich to a ferromagnetic domain-rich structure,
where the crossover is revealed by the onset of an anomalous nonlinear magnetic response
that coincides with extremely slow dynamics. The frequency dependence of the ac magnetic
loss displays an asymmetric distribution of relaxation times across the highly nonlinear CSL
regime, which shift to shorter time scales with increasing temperature. The tricritical point
is experimentally resolved at TTCP in a temperature regime above the Curie temperature
which separates the linear and nonlinear magnetic regimes of the CSL at the phase transition. A comprehensive phase diagram is constructed which summarizes the features of
the field and temperature dependence of the magnetic crossovers and phase transitions in
Cr1/3 NbS2 . Using a combination of static magnetization, ac magnetic response and magnetocaloric measurements, the magnetic phase evolution and magnetization dynamics in
GaV4 S8 is studied as a function of temperature and magnetic field. At low temperature,
the transition between the zero-field spin cycloid and the ferromagnetic ground state is accompanied by large contributions from higher harmonics in the ac magnetic response. The
observations support the picture of a harmonically-modulated cycloid spin structure which
becomes distorted on approaching the ferromagnetic ground state. Positive entropy changes
approaching the FM ground also support this picture.
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Chapter 1
Introduction

Since its first experimental identification in the fractional quantum hall effect, the search
for topological order has exploded.[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] In magnetism, topologically nontrivial states can be physically realized as magnetic solitons, stable particle-like
spin structures that are weakly pinned with respect to a uniform spin matrix. Familiar
examples include the 1D chiral soliton lattice (magnetic kink crystal) or the 2D skyrmion,
which is the spin analog to Abrikosov vortices in superconductors.[10, 6] What is essential
to the appearance of these spin structures below the magnetic ordering temperature is the
breaking of point inversion symmetry in the underlying crystal lattice.[12, 13] In such crystal
symmetries, an additional term enters the magnetic Hamiltonian that originates from relativistic spin orbit coupling as an anisotropic exchange interaction. This interaction favoring
the antiparallel alignment of spins, referred to as the Dzyaloshinskii-Moriya interaction, competes with the stronger symmetric exchange coupling to stabilize long-wavelength modulated
spin structures which are incommensurate with the underlying crystal lattice. An external
magnetic field applied with respect to certain symmetry directions can stabilize localized
magnetic kinks or vortices, with their configurations and dimension highly dependent on
the magnetocrystalline anisotropy and crystal structure.[14] The experimental realization of
these structures has allowed their stabilization mechanisms to be tested and provides an
opportunity to explore their fundamental nature compared to existing theories. Magnetic
solitons also obtain significant technological importance in the field of spintronics.[15] The
robustness of the magnetic structures allow tunability and control with magnetic fields, electric current, [16, 17] and electric fields [18, 19]. Additionally, their particle-like properties
1

can be applied to information storage. [15, 20]

1.1

Objectives

A preliminary to understand the stabilization and robustness of localized and modulated
magnetic states, is the study of phase transitions and dynamic magnetic properties. The
proximity of the states to the magnetic critical temperature points to the essential role
that thermal fluctuations play in their stabilization. While this concept that has gained
theoretical [6, 21] and experimental [22] ground, other stabilization mechanisms have been
proposed, such as magnetic frustration [23, 24]. The ability to tune the magnetic states with
external parameters, such as dynamic fields, is essential to technological applications. The
finite temperature properties in these systems will be explored in three essentially different
magnetic systems which host topologically nontrivial states of varying dimensionality and
helicity—the chiral soliton lattice in Cr1/3 NbS2 , the Bloch-type SkL in MnSi, and the Néel
SkL in GaV4 S8 . Several issues and open questions are reviewed as follows:
1. Due to the complex mechanisms that drive the phase transitions in chiral helimagnets
into the ordered phases from high temperature, the nature of phase transitions in
chiral helimagnets is not well understood. While the critical behavior of most chiral
helimagnets has been identified as belonging to the 3D Heisenberg universality class
describing short-range interactions, MnSi has been linked to the tricritical mean field
model in early studies of its critical properties. The influence of magnetic field to
overcome the DM interaction in the ordered phase should affect its critical behavior.
Strong fluctuations with chiral character from the high temperature phase may also
influence the critical exponent which describes the paramagnetic susceptibility. Thus,
questions remains as to the validity of scaling analyses using current models of the
paramagnetic to ferromagnetic transitions, and whether all chiral helimagnets can be
described as falling into a single universality class. Critical exponents for the localized
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monoaxial chiral helimagnet Cr1/3 NbS2 and itinerant cubic chiral helimagnet MnSi at
separate limits of the chiral helimagnet spectrum must be analyzed to address these
issues.
2. In the monoaxial chiral helimagnet, strong uniaxial anisotropy stabilizes a spiral magnetic structure that is fixed to propagate along a single axis, as opposed to the cubic
chiral helimagnets. The evolution of the spin structure with a magnetic field applied
normal to the propagation axis was first described by Dzyaloshinskii as a continuous
transformation from an incommensurate to commensurate magnetic structure via a
nonlinear chiral soliton lattice. As well-established models of the nonlinear crossover
consider transformations from a helical ground state occurring at zero temperature,
how the modulated magnetic state evolves out of a high temperature phase must be
addressed. A number of open questions must be resolved such as: How does the chiral
soliton lattice fit into the description of spin textures which are stabilized by thermal fluctuations? Is a fluctuation-disordered regime a ubiquitous feature in the phase
diagrams of chiral helimagnets? Does a tricritical point exist? These issues will be
experimentally addressed in the canonical example Cr1/3 NbS2 using a combination of
static critical exponents analysis, magnetocaloric effect, and linear and nonlinear ac
magnetic response. The results are compared to both long-established theories and
those which consider finite temperature properties.
3. The nonlinear dynamic magnetic response of long-wavelength magnetic structures to
an ac magnetic field has been shown to be linked to the nucleation of unique magnetic
configurations. This information is combined with magnetic relaxation data to uncover
variations in the spatially modulated spin structures of Cr1/3 NbS2 and GaV4 S8 . By
comparing how the dynamic signatures of the nonlinear magnetic response in Cr1/3 NbS2
fit into the theoretical description, we identify crossovers in its magnetic structure
consistent with a chiral soliton lattice. This insight motivates an examination of the
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nonlinear response in GaV4 S8 to address an unsettled question about how the spatially
modulated cycloid approaches the FM ground state as temperature is reduced. Additionally, dynamic effects similar to other long-wavelength spin structures are explored
using the thermodynamic Cole-Cole relaxation model of ac susceptibility.
4. The cycloidally-modulated Néel-type SkL arises in GaV4 S8 which has an essentially
different magnetic phase diagram from the chiral helimagnets. A comparison of the
dynamic and magnetocaloric properties to the archetypal SkL hosts is essential to
identify universal features and differences of systems with modulated spin textures.
Additionally, a comparison of the nonlinear response in the Néel SkL in GaV4 S8 , which
is pinned by strong easy axis anisotropy, to the helically-modulated SkL in the chiral
helimagnets with weak cubic anisotropies will be explored. Magnetoentropic signatures
at the Cyc and SkL boundaries are compared to existing literature on chiral helimagnets
and are analyzed in regions of anomalous nonlinear response.
To address these outstanding issues, a combination of dc magnetometry, linear and nonlinear dynamic magnetic response, and magnetocaloric measurements was carried out across
the phase diagrams of three representative materials which host topologically nontrivial magnetic states that accompany their noncollinear spin textures. The organization of the topics
outlined above are described in the following section.

1.2

Overview

This dissertation is divided into eight chapters. Chapter 1 presents the motivation and
objectives and includes an overview of the organization of the dissertation.
Chapter 2 introduces the theoretical aspects relevant to incommensurate spin structures
that are stabilized in noncentrosymmetric magnets. General features and theoretical concepts of magnetic phase transitions are presented, including phase transition order, scaling,
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criticality, and universality. An overview for each magnetic system studied in this dissertation is presented.
The experimental methods reviewed in Chapter 3 begin with a description of the preparation of the single crystal samples that were provided by our collaborators at the University
of Tennessee and Oak Ridge National Laboratory. The principles of the static and dynamic magnetic characterization techniques are presented which include dc magnetometry,
ac susceptibility and nonlinear magnetic response, and the background and application of
the magnetocaloric effect to study magnetic phase transitions.
In Chapter 4, the critical behavior of the paramagnetic to field polarized, or forced
ferromagnetic, phase transitions are analyzed for two magnetic systems at opposite ends
of the chiral helimagnet spectrum: the monoaxial chiral helimagnet Cr1/3 NbS2 and the
archetypal skyrmion lattice host MnSi. The critical exponents are determined at magnetic
fields above the modulated magnetic phases to overcome the effects of the DM interaction.
Cr1/3 NbS2 is found to belong to the 3D Heisenberg universality class, in line with the chiral
helimagnets FeGe, Cu2 OSeO3 , and Fe1−x Cox Si, demonstrating that the localized nature of
the Cr3+ moments are described by short-range interactions. A detailed study of the critical
exponents of MnSi is performed to confirm the universality class presented in the literature
by previous reports by ensuring the analysis is performed in the asymptotic critical region.
The magnetic field dependence of the critical exponents of MnSi is examined to ensure
that the DM interaction is adequately overcome. In MnSi, the increase of magnetic field
systematically shifts the apparent Curie temperature to higher values.
Chapter 5 examines the intermediate and low field phase evolution of Cr1/3 NbS2 by
utilizing the magnetocaloric effect to analyze the stabilization of the chiral phase. The
temperature and field dependence of the calculated magnetic entropy change is systematically
analyzed and shows that the chiral phase is divided into two regimes of increasing and
decreasing magnetic entropy. Below a characteristic field boundary, HC,1 (T ), the symmetry
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protected chiral spin helix is stabilized with increasing temperature despite the competing
external field. However, close to TC , HC,1 (T ) falls to zero and the chiral soliton lattice
is found to be stabilized for nonzero fields below the forced ferromagnetic phase transition
at HC,2 . Features of the high, intermediate and low field regimes are summarized in a
comprehensive magnetic phase diagram. It is demonstrated that the chiral magnetic phase
is stabilized in a temperature regime, TC − T ∗ , above the Curie temperature determined by
the critical exponents analysis.
In Chapter 6, the dynamic features of the phase diagram of Cr1/3 NbS2 are analyzed to
understand aspects of the phase evolution which are lost in the static limit and are compared
to the theoretical description of the CHM to FFM transition first proposed by Dzyaloshinskii.
The in- and out-of-phase components of the linear ac susceptibility as a function of applied
magnetic field are compared to the dc differential susceptibility to identify the onset of
slowing dynamics. Relaxation behavior of the chiral soliton lattice is analyzed using the
thermodynamic Cole-Cole model, where it is determined that the distribution of relaxation
times is asymmetric, similarly to the dynamics observed at the phase boundaries of skyrmion
lattices in some systems. The nonlinear ac magnetic response is analyzed for harmonics M2ω –
M5ω . We find that the onset of enormous nonlinear components coincide with the onset of
magnetic loss, indicating a crossover in the chiral soliton lattice. In this regime, the spin
structure is dominated by the ferromagnetic domain component of the CSL. We use the
nonlinear ac magnetic response to identify the onset of structural nonlinearity of the chiral
soliton lattice. The linear and nonlinear magnetic response are used to resolve the location
of the tricritical point in the phase diagram.
In Chapter 7, the Néel SkL host GaV4 S8 is studied using static, dynamic and magnetocaloric measurements. Three apparent magnetic phase diagrams are generated from dc
magnetization measurements with magnetic field Hk [111], [110] and [100] and an anisotropy
field, HK identifies the CycII to field polarized FM transition. The ac magnetization was
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measured in a frequency window f = 11 − 10000 Hz to resolve details of the phase evolution
close to TC . The frequency dependence is analyzed using the Cole-Cole model. Dynamic
signatures of magnetic frustration identify separate relaxation mechanisms at low and high
field limits of the Cyc–FM transition. The nonlinear ac magnetic response identifies regions
of the phase diagrams with varying types of domain dynamics using the prescription by Mito,
et al.[25] The results reveal a region of enormous nonlinear ac magnetic response across the
zero-field Cyc–FM transition, where recent small-angle neutron scattering (SANS) measurements [22] predicted an intermediate anharmonic magnetic state. The robustness of the spin
textures in GaV4 S8 are compared to the chiral helimagnets. The magnetic entropy change
is calculated for the three apparent phase diagrams and the results are discussed in terms of
the magnetic phase evolution.
In Chapter 8, the results of the dissertation are summarized and future directions for
studies in the magnetic systems presented within are proposed.
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Chapter 2
Theoretical Background1

2.1

Noncentrosymmetry in magnetic systems

(a)

(b)

Figure 2.1: (a) Noncentrosymmetric crystal structure of MnSi with B20 cubic symmetry
where the inversion operation (r → −r) does not produce an identical unit. Adapted from
[26]. (b) Left- and right-handed chiral helimagnetic structure. Adapted from [27]

Symmetry properties of physical systems lead to a range of important phenomena: In the
solid state, electronic structure is governed by the the periodic potential charges experience
due to positive nuclei at sites on a crystal lattice; In chemistry and biology, the chirality, or
handedness, of molecules composing a substance can change its physical properties, such as
its ability to rotate plane-polarized light, or determines the compatibility of biomolecules. In
magnetism, the symmetry of a material’s structure dictates certain aspects of a its magnetic
1

Portions of this chapter have been previously published [E. M. Clements et al., Physical Review B 97,
214438 (2018); E. M. Clements et al., Scientific Reports 7, 6545 (2017)], and has been reproduced with
permission of the publisher.
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ordering, such as magnetocrystalline anisotropy and the long-range ordering of magnetic
moments.
A noncentrosymmetric crystal lattice does not possess point symmetry about a center of
inversion. The test of inversion symmetry involves the symmetry operation (r → −r) shown
in Figure 2.1(a). Each point (x, y, z) in the unit cell is brought to the point (−x, −y, −z) to
test if there is a matching point in the opposite direction the same distance from the center.
The figure shows the crystal structure of the B20 compound MnSi that belongs to the cubic
space group P 21 3, which has no inversion symmetry.[26] Two types of noncentrosymmetric
structures of interest in this dissertation are those which belong to chiral and achiral space
groups. The definitions of these depend on whether or not the objects are superimposable on
their mirror images after a pure rotation and translation operation. Figure 2.1(b) displays the
left-handed chiral helimagnetic structure and its non-superimposable, right-handed mirror
image.[27]

2.1.1

The Dzyaloshinskii-Moriya interaction

In magnetic crystal systems, noncentrosymmetry plays a fundamental role in the spins structures which are stabilized upon ordering. This topic was first explored by Dzyaloshinskii to
explain the weak ferromagnetism observed experimentally in several antiferromagnets, e.g.
α-Fe2 O3 .[12] Using symmetry arguments, he phenomenologically showed that under low
enough crystal symmetry an antisymmetric exchange term was allowed in the free energy
due to relativistic spin-orbit coupling. Moriya followed by developing a general microscopic
theory of anisotropic superexchange by extending Anderson’s formalism of superexchange[28]
to include the effect of spin-orbit coupling.[13] The antisymmetric exchange term, called the
Dzyaloshinskii-Moriya (DM) interaction, enters the spin Hamiltonian as

HDM = −Dij · [Si × Sj ],

9

(2.1)

and allows the perpendicular alignment of spins. Moriya showed that D vanished if the
crystal symmetry included a center of inversion. Thus, in noncentrosymmetric magnets the
much weaker antisymmetric exchange interaction competes with the dominant symmetric
exchange and leads to a modulation in the spin configuration. Due to the antisymmetric nature of the DM interaction, the sign of D dictates the rotational sense of the spin modulation
as clockwise (positive) or counter-clockwise (negative), leading to various spiral structures
depending on the crystal symmetry.
The measurement and calculation of the DM interaction for real systems remains a challenging task and much research is devoted to this area.[29, 30, 31, 32, 33] Some possible
microscopic origins of the DM interaction are shown in Figure 2.2.[27] The mechanisms
shown become increasingly more complex, with Type A as the simplest case and Type C
as the most nontrivial. Type A is one model proposed by Moriya where two localized spins
interact via the Hamiltonian:

H 0 = λS1 · L1 + λS2 · L2 − JS1 · S2 .

(2.2)

Here λ and J represent the spin-orbit coupling and ferromagnetic exchange coupling, respectively. The DM vector is calculated using second-order perturbation theory:

D = −iλJ

X < g1 |L1 |n1 > X < g2 |L2 |n2 >
−
En1 − Eg1
En2 − Eg2
n
n

!
,

(2.3)

where g and n denote the ground state and the excited state, respectively.[27]
The scenario in Type A is plausible for localized moments in an insulator. However, for
moments fixed at lattice sites in a metal, the local spin environment experiences particlehole fluctuations of the itinerant electrons. Thus, the antisymmetric exchange between
neighboring spins may be mediated by these fluctuations, represented in Fig.2.2 as Type
B, yielding a DM interaction with both short-range and long-range characteristics. This
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Figure 2.2: Schematic picture of origins of the DM interaction in (a) Type A: insulator, (b)
Type B: metal with coexisting localized and itinerant spins, and (c) Type C: metal with only
itinerant spins. In Type B and C, the DM interactions are caused by processes represented
by Feynman diagrams shown in (d) and (e). Adapted from [27]
situation arises in the monoaxial chiral helimagnet Cr1/3 NbS2 and can be described as a
generalized RKKY model.[27] Type C represents a system with only itinerant spins, e.g.
the chiral helimagnet MnSi. A mechanism proposed by J. Kishine and A. Ovchinnikov
considers that an effective DM interaction may arise from coupled spin fluctuations, following
a perturbative treatment of the spin-orbit coupling. [27]
Different methods to calculate the DM interaction include calculating the energy difference between configurations of spiral structures with a finite wavevector, the spin current
approach, or the perturbation expansion with respect to exchange couplings.[32, 33] The
latter two examples allow the band structure effect on the DM interaction to be taken into
consideration. One estimate of the DM strength is to consider the wavevector, Q0 , of the
helical modulation in real systems, which is directly related to the relative strengths of
the symmetric and antisymmetric exchange couplings. In the case of the monoaxial chiral
helimagnet:
Q0 = a−1
0 arctan(D/J),
where a0 is the lattice constant between neighbors along the spin chain.[27, 10]
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(2.4)

2.1.2

Incommensurate magnetic structures

Figure 2.3: Basic modulated structures. (a) Helicoid for systems with Dn and D2d symmetry,
(b) Cycloid for systems with Cnv symmetry. The plane of magnetization rotation makes an
angle (a) ψ = π/2 and (b) ψ = 0 with propagation direction k. For the magnets of S4
and Cnv crystallographic classes (c) angle ψ is specified by the ratio of the Dzyaloshinskii
constants. Adapted from [34]
A hierarchy of energy scales governs the modulated magnetic structures which form in
materials with the DM interaction.[35] At the strongest scale, symmetric exchange interactions favor a parallel alignment of spins. The weaker DM interaction competes to allow the
perpendicular alignment of spins. At the lowest energy scale are the crystal electric field
effects or magnetic anisotropythat fix the propagation direction of the spiral structure.
Figure 2.3 displays different monoaxial spiral structures that occur in specific crystal
symmetries. These incommensurate spin structures have a wavelengths that are much larger
than the lattice constant of the underlying crystal structure. The chiral helical structure
arising in the Dn crystals [Fig.2.3(a)] appears in the monoaxial chiral helimagnet Cr1/3 NbS2 .
Polar GaV4 S8 possesses C3v symmetry below its Jahn-Teller transition temperature, which
leads to a spin cycloid configuration below its magnetic transition [Fig.2.3(b)].
In models of the modulated magnetic structures, the local spin Hamiltonian is expressed
as
H=

X
(−Ji,j Si · Sj − Dij · [Si × Sj ]),

(2.5)

i,j

where a magnetocrystalline anisotropy term may be added depending on the crystal type,
as well as the Zeeman energy in the case of nonzero magnetic field.[27] Another approach
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is to take the continuum limit by treating the magnetic configuration as a slowly varying spin density,[36] i.e. over distances much larger than the length scale of the exchange
interaction.[21] Approaches using the continuum limit have been successful in calculating
stable spin configurations in the presence of magnetic field [14] and temperature.[21] Particularly, novel localized spin configurations may accompany incommensurate spin textures, as
will be explored in the following section.

2.1.3

Topological magnetic solitons

Localized nonlinear spin configurations can emerge out of the noncollinear spin textures in
DM magnets as topologically protected magnetic solitons.[37] The name soliton reflects the
particle-like nature of these stable spin configurations which vary smoothly in a uniform
background, e.g. a ferromagnetic matrix. These magnetic states are topologically nontrivial
meaning that they cannot be destroyed through smooth deformations. Topological magnetic
solitons can be realized as kinks in 1D, skyrmion vortices in 2D, and knotted skyrmions, called
hopfions, in 3D. Several examples of possible solitonic structures occurring in (ferromagnetic)
materials are reviewed in Figure 2.4. Solitons are characterized by a topological winding
number or charge. In a magnet, a skyrmion number can be defined, Nsk , using the spin
configuration defined as the direction of slowly varying spins with direction n(r) at spatial
position r = (x, y), which is defined using the symmetry of the skyrmion. The topological
skyrmion number is defined as a measure of the wrapping of the spin direction around a unit
sphere
Nsk

1
=
4π

Z Z

2

d rn ·



∂n ∂n
×
∂x
∂y


,

(2.6)

intergrated over the solid angle and counts the number of times that n(r) wraps onto a sphere.
Some skyrmionic configurations predicted for different crystal classes with a required 3-fold
rotational axis are shown in Figure 2.5. [34]
These structures are not restricted to magnetic systems. In fact, solitonic descriptions
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(a)

(b)

(c)

(e)

(d)

Figure 2.4: Topological magnetic solitons. (a) 1D magnetic kink crystal described by the
sine-Gordon model. [38] (b) 2D skyrmion and its mapping onto a sphere. Images in (c)-(e)
illustrates the systematic mapping of ’preimages’ of paths (green color in (c)) through a 3D
texture, each represented as a point on a sphere. Adapted from [39]
arose out of localized solutions of nonlinear field equations as an avenue to explain particlewave duality, as first proposed by Thomas Skyrme.[14, 37] Skyrme found that the solutions in
3D were difficult to solve and proposed the use of a field theory in one spatial dimension.[37]
This is known as the sine-Gordon model, and has been successful in describing the magnetic kink crystal (chiral soliton lattice) that arises in the monoaxial chiral helimagnet
Cr1/3 NbS2 .[37, 10] The thermodynamic Ginzburg-Landau approach was successful in describing solitonic states arising as Abrikosov vortices in superconductors. It followed for
magnetic materials that lacked a center of symmetry that Lifshitz invariants occurring in
the the Ginzburg-Landau functional could describe the stabilization of magnetic vortices,
as was explored by Bogdanov.[40] This is described further in the overview of cubic chiral
helimagnets in section 2.3.2.
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Figure 2.5: Projections of the magnetization onto the basal plane for localized skyrmions of
noncentrosymmetric magnets with (a) Cnv , (b) Dn , (c) D2d , (d) Cn , and (e) S4 symmetry.
Adapted from [34]

2.2

Phase transitions

The phenomena of phase transitions occurs over a variety of physical systems. In thermodynamics, a phase is considered to have uniform physical properties. In the most fundamental
sense, a transition between two phases represents a change in symmetry from one state to
another. Understanding the phenomena behind what drives the favoring of one state versus
another is one of the most fundamental questions explored in physics. From a statistical
mechanics standpoint, understanding phase transitions is attempted by drawing a connection between the macroscopic states or phases of the system and the microscopic properties.
However, K.G. Wilson’s renormalization group approach demonstrated that the exponents
governing the scaling of thermodynamic variables close to the critical point does not depend
on the microscopic details of a system. As a consequence, diverse physical systems can
exhibit the same behavior close to their respective critical points.

2.2.1

Statistical description and the thermodynamic limit

Statistical mechanics approaches phase transitions from a microscopic level by defining a
Hamiltonian for the system and using it to construct a partition function that contains
every possible configuration of particle ensembles.[41] The analysis of phase transitions on
a microscopic level begins by defining a sample region Ω with volume V (Ω) ∝ Ld . Here
L is a characteristic linear dimension, and d is the dimensionality of the system Ω. The
15

Hamiltonian for the system is written as [42]

−HΩ /kB T =

X

Kn Θn ,

(2.7)

n

where Kn are external parameters called coupling constants, such as fields, temperature,
exchange interactions, etc., and Θn are combinations of the dynamical degrees of freedom to
be summed over in the partition function. For a magnet, the degrees of freedom are spins
at each lattice site, Si . For example, the Hamiltonian may take the form:

−HΩ /kB T = H

X

Si +

i

X

Jij Si Sj +

ij

X

Kijk Si Sj Sk + ...

(2.8)

ijk

The first term is the Zeeman energy from the coupling of the external field constant, H,
over lattice sites to the magnetic moment. The remaining terms represent the coupling of
two spins, three spins, etc. through exchange interactions, Jij , Kijk ..., where higher order
interactions are ignored in nearest neighbor models of spin interactions.
The partition function is given by

Z[{Kn }] ≡ Tr[e−βHΩ ],

(2.9)

where β ≡ 1/kB T and Tr refers to the trace which sums over all degrees of freedom of
every possible value of each. From the partition function, the free energy is defined by
FΩ [{Kn }] = −kB T log ZΩ . The derivatives of FΩ with respect to the coupling constants
contain information about the thermodynamics of the system.
To extract the thermodynamic quantities that reflect the uniform macroscopic behavior,
the bulk free energy per unit volume, fb , must be defined by taking the thermodynamic
limit.[41] For Ω defined on a lattice with N (Ω) lattice sites, the bulk free energy per site is
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defined as,
fb [{Kn }] ≡

FΩ [{Kn }]
.
N (Ω)→∞
N (Ω)
lim

(2.10)

The calculated thermodynamic quantities describe a single phase of a system. The existence of a phase transition between macroscopic states may be understood from energyentropy arguments by examining the free energy, F = U − T S, at high and low temperature
limits. At low temperature the dominant term is the internal energy, U , and the free energy
is minimized when the system is in the lowest energy configuration, or ground state. At
high temperature, F is minimized by the state with maximum entropy, S, or the disordered
phase.
For example, in a magnetic system, spins in the high symmetry paramagnetic phase
orient with equal frequency in all directions as time evolves.[42] Thus, in zero field there is
no preferred direction of the spin system and hence no net magnetization. As temperature is
lowered below a critical value, the magnetic system spontaneously adopts a preferred pattern
or orientation, which breaks symmetry. In this sense, the magnetization acts as the order
parameter of the ferromagnetic phase transition.[43]

2.2.2

Types of phase transitions

Various models have emerged to classify phase transition mechanisms as discontinuous involving the generation of latent heat, e.g. fluctuation-induced first-order transitions, or continuous transitions, e.g. nucleation and instability type. [44, 45, 46] In the Ehrenfest scheme,
a phase transition is defined as nth order if any nth derivative of the free energy as a function
of any of its arguments is discontinuous.[42] Within this model, discontinuous transitions are
classified as first-order and continuous transitions are classified as second-order.
According to Landau theory of second-order phase transitions, [44] the order parameter
is small in the vicinity of the critical temperature. Thus the free energy can be expanded as
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a power function of the order parameter, η.

Φ = Φ0 +

a(T ) 2 b(T ) 4
η +
η + ... − Hη
2
4

(2.11)

For a ferromagnetic system, the order parameter is simply the magnetization, M , i.e.
the polarization. Since the terms in the expansion must obey the symmetry of the order
parameter, the free energy cannot depend on the direction of the magnetization since a
ferromagnet possesses inversion symmetry. Thus, the odd powers of M cannot appear in
the free energy expression. However, in the presence of a symmetry breaking field, H, the
linear term appears which contributes −HM to the free energy. The equilibrium condition is
satisfied from minimizing the thermodynamic potential dΦ/dM = 0, leading to the equation
of state that defines the behavior of the ordered state in the critical region. Therefore, within
the Landau mean field approximation, the magnetic equation of state takes the form

H/M = a(T ) + b(T )M 2 .

(2.12)

In the absence of a field, dΦ/dM = a(T )M + b(T )M 3 + .... Since the order parameter is
defined as zero in the disordered phase, there are two possible solutions:

M=




0

T > TC

(2.13)

p


 −a(T )/b(T ) T < TC .

The two temperature dependent parameters are chosen such that b(T ) > 0, which ensures
that the free energy has a minimum for finite values of the order parameter, and a(T ) =
a0 (T − TC ) with a0 (T ) > 0, such that only a single minimum occurs in the disordered region
and a(T) is zero at TC . Thus, below TC there are two minima corresponding to equal energy
for opposite magnetization directions. Figure 2.6 displays the free energy for different values
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(a)

(b)

Figure 2.6: Landau model. (a) Free energy diagram and (b) temperature dependence of the
order parameter for a continuous ferromagnetic phase transition.
of a(T ) around TC , and the temperature dependence of the order parameter M .

2.2.3

Critical phenomena, scaling, and universality

In the critical region near a continuous phase transition, the microscopic details of a system become insignificant due to the divergence of the correlation length of the critical
fluctuations.[47] Thus, in the vicinity of TC , the variation of a thermodynamic quantity
with an external parameter is governed by a power law relationship, or scaling function, defined with a critical exponent. As a result of this scale invariance, diverse physical systems
may belong to the same universality class defined by a set of critical exponents, of which
only two are independent. In a magnetic system, the spontaneous magnetization and initial
susceptibility are expressed as functions of reduced temperature,  = (T − TC )/TC :
MS (T ) = M0 (−)β , T < TC

(2.14)

χ−1 (T ) = (h/M )γ , T > TC

(2.15)

M = DH 1/δ , T = TC

(2.16)
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where M0 , h/M , and D are the critical amplitudes, respectively, of the spontaneous magnetization, the inverse susceptibility, and the field dependence of the magnetization of the
critical isotherm.[48]
The scaling hypothesis makes specific predictions about the form of the thermodynamic
potential. Namely, it assumes that the thermodynamic potential is a generalized homogenous
function of the form [47]
G(λa H, λb ) = λG(H, ),

(2.17)

where the Gibb’s potential is typically chosen. Such a function has the general property that
if one point is known, then the function is known everywhere if the form of λp is known, i.e.
the function at any point is related the value of the function at a reference point by a simple
change of scale. While the scaling hypothesis cannot determine the values of the critical
exponents, it relates two exponents such that all other exponents may be calculated. If a
function of two variables is a generalized homogenous function, then Legendre transforms of
the function are alwo generalized homogenous functions of two variables. In this prediction,
then, all thermodyanmic potentials obey this property. The magnetization can be defined
from the Gibb’s potential as M = −[∂G(H, T )/∂H]T . Different forms of the magnetic
equation of state or scaling equations of state result from different choices of a, b, and λ.

m = f± (h)

(2.18)

h/m = ±a± + b± m2

(2.19)

where m ≡ ||−β , h ≡ ||−βγ are the renormalized magnetization and field,[49] respectively.
For a given model of a physical system, the critical exponents rarely can be calculated
exactly, as in the simplified mean field model where fluctuations of the order parameter are
ignored, leading to the breakdown of Landau theory. However, relationships between critical
exponents for different thermodynamic quantities, called scaling laws, allow all critical ex-
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ponents of a given universality class to be calculated if only two exponents are known. This
major advancement in the understanding of phase transitions was put forth by B. Widom
when he discovered that the equation of state of magnetic systems could be written as a function of a single variable that relates the critical exponents for quantities such as specific heat,
susceptibility and magnetization.[42] An explanation for this relationship between exponents
was put forth by L. Kadanoff in 1966.[50] He derived a block lattice formulation of the Ising
model, dividing the spin system into cells, or blocks, of spins that are microscopically large
but much smaller than the correlation length.[50] Thus near the critical point, the diverging
correlation length renders the system independent of the microscopic details and the system then ”looks the same on all length scales.”[42] This concept formed the basic insight
that lead to the application of renormalization group theory to phase transitions.[51, 52, 42]
Wilson successfully applied renormalization theory, which was originally applied to particle
physics and quantum electrodynamics, to critical phenomena of phase transitions, leading
to successful approximations of critical exponents. In this method, the degrees of freedom of
a system defined in the Hamiltonian, usually on the order of 1023 , are reduced by performing an iterative transformation on the Hamiltonian until a stable fixed point is reached, i.e.
τ (H ∗ ) = H ∗ , where τ represents a recursion relation, and the critical point is mapped onto
the fixed point.[52] Renormalization group flow diagrams involve a mapping of the trajectories in coupling constant space which consist of stable and unstable fixed points. [42] Some
values of critical exponents will be reviewed in §4.

2.3

2.3.1

Overview of systems

Monoaxial chiral helimagnet Cr1/3 NbS2

Cr1/3 NbS2 serves as an archetypal example of a monoaxial chiral helimagnet (CHM) which
realizes a magnetic kink crystal or chiral soliton lattice (CSL). It crystallizes in the noncentrosymmetric space group P 63 22 with Cr atoms intercalated in the octahedral holes between
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Figure 2.7: (a) Hexagonal crystal structure of Cr1/3 NbS2 . The intercalated chromium atoms
occupy the octahedral interstitial holes between the trigonal prismatic layers of 2H-NbS2 .
(b) Structure of Cr1/3 NbS2 emphasizing the layers of Cr atoms in the ab plane. The Cr-Cr
distance is shortest in the plane. The dotted lines show the unit cell. The biggest (orange)
balls represent Cr atoms, the medium (green) balls represent Nb atoms, and the smallest
(black) balls represent S atoms. Nb atoms are in two inequivalent sites labeled as Nb1 and
Nb2. Adapted from [53]
planar 2H-type NbS2 layers (Figure 2.7).[55, 56] The Cr distance is 5.741 Å in the a-b plane
and 6.847 Å along the c-axis.[53] Due to the strong uniaxial anisotropy of its hexagonal
crystal structure, the localized ferromagnetic Cr3+ moments with S = 3/2 have a strong
preference to lie in the ab plane. Its relatively high TC , up to 133 K depending on Cr1/3 NbS2
content, has been associated with the strong exchange interaction between Cr atoms in the
ab plane.[57] Moriya first suggested the possibility of the helical ground state due to the DM
interaction.[58] Small angle neutron scattering done by Miyadai, et al. later confirmed a
helimagnetic structure with long a period equal to 480 Å, incommensurate with the underlying crystal lattice.[59] As a result of its large uniaxial anisotropy, the chiral helimagnetic
structure propagates along the c-axis.[58, 59].
A conical state is realized with magnetic field applied along the spiral direction, however,
the large anisotropy does not allow the formation of the skyrmion lattice phase that is
observed in the B20 helimagnets.[60] Instead, under a magnetic field applied perpendicularly
22

(a)

(b)

(c)

Figure 2.8: Evolution of the spatially modulated chiral spin structure in Cr1/3 NbS2 with
applied magnetic field. (a) The CHM structure continuously evolves into a CSL. The period
of the helical ground state is L(0) = 480 Å. The CSL period, L(H), continuously grows with
applied magnetic field H, perpendicular to the c axis. The forced ferromagnetic transition
occurs at magnetic fields above HFFM . (b) dM/dH(H, T ) reflects the change in spin coherence or uniformity of the magnetic structure as a function of magnetic field, ξ(H) (inset).
The CHM is coherent over the entire crystal at H = 0 Oe. In the CSL regime, the spin uniformity corresponds to ferromagnetic domain (commensurate) component of the magnetic
structure. (c) Schematic H − T phase diagram. The green line at H = 0 Oe represents
the pure CHM state where ξ(0) = ∞. The PM-CHM transition occurs at T0 . The CSL is
divided into two regimes by a crossover boundary at HC,1 (blue line) which separates the
linear and HNL CSL. The chiral phase boundary extends past the Curie temperature, TC
and terminates at T0 . A precursor region of strong correlations is marked by T ∗ . The tricritical point, TTCP , separates a second-order HNL CSL–FFM transition with a first-order
linear CSL–PM transition. Adapted from [54]
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to the chiral axis, the harmonic spiral structure continuously crosses over into a nonlinear
chiral soliton lattice (CSL), as illustrated in Figure 2.8(a).[61, 10] According to a quasi1D model [12, 62], the CSL can be described as a periodic chain of ferromagnetic domains
separated by 360◦ domain walls, called solitons [63, 61]. The physical realization of the CSL
in Cr1/3 NbS2 was first demonstrated by Togawa and coworkers via Lorentz microscopy and
electron diffraction.[10] An example of the domain images is at different applied magnetic
fields applied along the c-axis is shown in Figure 2.9. It was shown that the spatial period
of the CSL could be tuned with applied field and the macroscopic spin texture is robust
against defects. The incommensurate to commensurate (IC–C) phase transition from the
zero-field CHM to the saturated FFM phase is characterized by an order parameter defined
as the ratio between the zero-field wavelength and the field dependent wavelength [L(H) in
Figure 2.8] of the CSL. L(0)/L(H) is termed the soliton density.
The chiral magnetic phase is characterized by a robust spin coherence in which both the
amplitude and phase of the order parameter display long-range order.[27] In the presence of a
magnetic field, the modulated CSL is stabilized due to the competition between field-induced
commensuration and the chirality protected helical ground state. Figure 2.8(b) shows a 3D
plot of the differential susceptibility, dM/dH(H, T ), which clearly reflects the changes in the
magnetic structure as the chiral phase evolves with magnetic field below Tm . The change in
the spin structure is illustrated by a simple model of the evolution of the spin uniformity or
coherence (ξ) as a function of magnetic field, H (inset).[64] At H = 0, the spin coherence of
the CHM phase is theoretically infinite due to the uniformity of the structure over the entire
crystal. As H is increased, ξ abruptly disappears, marking the crossover into a distorted
helicoid state, viz. the linear CSL-1. In this helicity-rich regime of the CSL, the growth of ξ
is minimal in a field range, 0 < H < HC,1 . At a crossover field, HC,1 , ξ increases more rapidly
as the periodic ferromagnetic domains of the CSL grow (CSL-2) and eventually diverge at
the IC–C phase transition into the forced ferromagnetic (FFM) phase at HC,2 . The longrange coherence exhibited in the highly nonlinear (HNL) CSL-2 structure leads to special
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Figure 2.9: Underfocused Lorentz micrographs of a Cr1/3 NbS2 single crystal at T = 110
K in (a) H = 0 T and perpendicular magnetic fields of (b) 0.208 T and (c) 0.224 T. (d)
Line profile of the contrast intensity integrated in a dotted square in (c). (e) Experimental
plot of ∆L(H)/L(0) = [L(H) − L(0)]/L(0). Hc and L(0) are experimentally determined as
0.230 T and 48 nm, respectively. (f) Experimental plot of the soliton density L(0)/L(H)
which plays a role of the order parameter of the IC–C phase transition. (g) The CSL
deflects electron waves and forms characteristic contrast patterns in Lorentz micrographs
depending on the magnetic chirality. Note that the contrast reverses when defocusing in
the opposite direction. In the case of left-handed CSL, when electron waves pass through
360◦ domain walls in the CSL, they converge and virtually diverge in over- and underfocused
micrographs, respectively. This action of left-handed (right-handed) CSL on electron waves
in the overfocused condition is similar to the convex (concave) cylindrical lense effect, which
enables recognition of the the chirality of CSL or CHM. Adapted from [10]
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consequences such as collective dynamics, the character of which depends on the excitation
frequency [62, 27, 65]. For example, in the microwave range, phonon-like modes or sliding
dynamics of the CSL may occur at on- or off-resonance frequencies, respectively [27].
The schematic H − T phase diagram for Cr1/3 NbS2 , presented in Figure 2.8(c), summarizes experimental [10, 65, 66] and theoretical [67, 68] results and depicts the phase boundaries near the critical temperature. An isothermal line at temperatures below the tricritical
point, TTCP , tracks the continuous transformation that coincides with the coherence model
in Figure 2.8(b). The IC–C phase boundary (black line), below which the chiral magnetic
state exists, terminates at T0 —the zero-field critical temperature that marks the onset of the
CHM phase. According to recent experimental and theoretical studies, the spatially modulated phase is stable in a region above the Curie temperature, TC [68, 66]. In this region,
a tricritical point along the chiral phase line separates the second-order HNL CSL-FFM
transition from the first-order linear CSL-PM phase transition.

2.3.2

Cubic chiral helimagnets

The magnetic skyrmion was first identified in the cubic chiral helimagnets belonging to
noncentrosymmetric space group P 21 3 [Figure 2.1(a)], which includes transition metal B20
compounds MnSi, FeGe, and Fe1−x Cox Si, as well as the oxide Cu2 OSeO3 .[69] Although these
systems display a variation in the nature of their magnetic ordering (itinerant vs localized moments), electronic state (metal, semiconductor, insulator), and characteristic temperatures
and magnetic fields, their magnetic phase diagrams bear remarkable similarities (Figure
2.10). The long-wavelength chiral helimagnetic ground state arises due to a competition between exchange energy and DM interaction. On the lowest energy scale, the cubic anisotropy
fixes the propagation direction of the spin helix.
The degeneracy of cubic directions leads to a multidomain helical order with equal domain
population at low temperature and zero magnetic field. This is lifted by an applied magnetic
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Figure 2.10: General features of the magnetic phase diagrams and spin structures of cubic
chiral helimagnets belonging to space group P 21 3. Typical magnetic phase diagram (center)
and schematic spin structures of the helical, the conical, the paramagnetic, and the fieldpolarized state. In a phase pocket (red) in finite fields just below the helimagnetic ordering
temperature, TC , a regular arrangement of topologically non-trivial spin vortices is observed,
a so-called skyrmion lattice. Adapted from [69]
field which orients the spin helices [70] into a single domain at a spin flop or conical transition
at characteristic field, HC,1 . At low temperatures, the closing of the conical angle at HC,2
marks a field-polarized transition. However, close to the Curie temperature, TC , a small
phase pocket is embedded in the conical phase, historically called the A-phase. Within it
emerges a hexagonally packed lattice of 2D skyrmions which extend three dimensionally in
tubes along the magnetic field direction. In the cubic chiral helimagnets, the spin vortex
axis is oriented or controlled by the external magnetic field direction. As a result magnetic
phase diagrams for magnetic field pointed along different cubic axes may take the general
form shown in Figure 2.10. However, the critical fields and SkL pocket size will differ, being
reduced as, e.g., in MnSi for magnetic fields pointed along the easy axis [111].
The critical temperatures and length scales of the modulated structures in the cubic
CHMs vary between systems. For instance, the B20 compound MnSi orders near 30 K with
a helical period of 18 nm, while the B20 FeGe orders below 280 K with a period of 70
nm.[35] In general, the critical fields of the field-polarized transitions depend on the relative
strengths of the DM interaction. The skyrmion structures that arise in these materials
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are described by at superposition of spin helices with three different Q vectors, as shown
in Figure 2.11(a).[6] In the thermodynamic description of skyrmion stabilization, thermal
fluctuations are essential to stabilize the SkL, as shown in Figure 2.11(b). The inset shows
the difference in the free energy of the SkL and conical phases calculated in the mean-field
approximation with and without Gaussian fluctuations. Only when fluctuations are included
is the energy of the SkL phase lower than the conical phase within a certain field range.

Figure 2.11: (a) Depiction of the hexagonal basis vectors of the SkL in the A-phase. (b)
Theoretical phase diagram as a function of magnetic field where the parameter t, is proportional to T −TC . Stable and unstable field regimes are delineated by the red dashed line.
(Inset) Energy difference between A-phase and conical phase as a function of field, both in
the mean-field approximation and with fluctuation corrections. Fluctuations stabilize the
A-phase at intermediate fields. (c) Real space depiction of the spin arrangement in the Aphase in the x-y plane.(d) Skyrmion density showing the integrated skyrmion density per
unit cell is φ = −1. Adapted from [6]
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2.3.3

The multiferroic skyrmion material GaV4 S8

Á. Butykai et al., Sci. Rep., 7, 44663 (2017)

Figure 2.12: (a) The crystal structure of GaV4 S8 . The red V4 S4 clusters and the green GaS4
clusters are arranged in an fcc lattice. Panel (b) illustrates the tetrahedral arrangement of the
vanadium sites within the V4 S4 clusters in the cubic phase of the crystal. The rhombohedrally
distorted V4 cluster is shown in panel (c). The distortion is exaggerated for visibility. The
local electric polarization developing upon the phase transition along the remaining C3 axis
of the distorted tetrahedron is indicated by a red arrow. Adapted from [71]
GaV4 S8 is a lacunar spinel which belongs to space group F 4̄3m with a NaCl structure
of alternating V4 S8 cubane clusters and Ga occupied tetrahedral S4 clusters as shown in
Figure 2.12(a). [72] The material undergoes a Jahn Teller transition at TJT = 42 K via
distortion along the V4 body diagonal, reducing the symmetry to polar rhombohedral R3m.
This leads to a ferroelectric polarization along the rhombohedral axis [Figure 2.12(c)]. [71]
The formation of lamellar structural domains reduces the depolarization field by forming
alternating regions of rhombohedral variants distorted along one of the four h111i axes.
At the Curie temperature, TC = 13 K, the material becomes multiferroic, with easy axis
anisotropy along the ferroelectric polarization direction. [73] Consequently, the magnetic
domains are defined by the existing structural domains. [74]
Figure 2.13 reviews the formation of modulated structures in GaV4 S8 . Due to the lack of
a center of inversion in the crystal structure, the allowed DM interaction competes with FM
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exchange and supports a modulated spin cycloid (Cyc) structure that is fixed to propagate in
the set of {110} planes that are perpendicular to the magnetic easy axis in each rhombohedral
variant. The Cyc state can be manipulated with a magnetic field to form a Néel SkL, as
opposed to the Bloch-type SkL observed previously in the B20 compounds, due to the polar
symmetry of the crystal lattice.

Figure 2.13: Spin patterns in the magnetic phases of GaV4 S8 . (a) fcc lattice of V4 units, each
carrying a spin 1/2, and the orientation of the Dzyaloshinskii-Moriya vectors for bonds on
the triangular lattice within the (111) plane. (b) Cycloidal spin state on the triangular lattice
in zero magnetic field. The color coding indicates the out-of-plane components of the spins.
(c) Magnified view of the magnetization configuration for the cycloidal state. The arrows
correspond to the in-plane components of the spins at every second site of the triangular
lattice. (d) Bragg peaks (q-vectors) of the cycloidal state in (b) in reciprocal space. (e) SkL
state on the triangular lattice for µ0 H/J⊥ = 0.08 along the z axis. (f) Magnified view of
the magnetization configuration for the SkL state clearly shows the Néel-type domain wall
alignment. Note that the magnetization points opposite to the magnetic field in the core
region of the skyrmions. (g) Bragg peaks of the SkL state in (e). The q-vectors of first-order
Bragg peaks are located along the h11̄0i directions (white lines) in the hard plane, for both
the cycloidal and SkL states. Adapted from [73]
Due to its multidomain structure and strong easy axis anisotropy, the magnetic phase
transitions are controlled by magnetic field component parallel to the direction of rhombohedral distortion in each structural domain. Thus, if the magnetic field is applied along
certain cubic directions, such as H k [111] , the phase diagram reflects the change in magnetic structure in different domains, i.e. Cyc|/|| and SkL|/|| phases occupying domains with
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Figure 2.14: Magnetic phase diagrams of GaV4 S8 for field directions (a) B k h111i, (b) B
k h110i, and (c) B k h100i, respectively. Cycloidal (Cyc, Cyc| , Cyc|| ) and skyrmion lattice
spin structures (SkL, SkL| , SkL|| ) are embedded in a ferromagnetic phase. Cubes and arrows
illustrate the orientation of the external field with respect to the possible directions of the
rhombohedral distortion, i.e., the body diagonals of the cube. Adapted from [75].
easy axis along [1̄11], [11̄1], [111̄], all 71◦ to H. Figure 2.14 presents the apparent magnetic
phase diagrams with phase boundaries defined from maxima in the differential susceptibility,
dM/dH, for magnetic fields applied along h111i, h110i, and h100i. The modulated phases
appear to exist only in a temperature window from Ts = 5 K to TC = 13 K. At lower temperatures, additional anomalies in the susceptibility suggest that the spin configuration may
be more complex than a simple collinear ferromagnetic state. Researchers have proposed the
existence of short-range ordered metastable cycloidal or skyrmion states.[76]
Recent SANS results confirmed the cycloidally modulated nature of the SkL and demonstrated that the spin system approaches a ferromagnetic ground state as temperature is
reduced.[22] Thus, at low temperatures the strong easy axis anisotropy favors a collinear
ferromagnetic phase. This behavior supports theoretical developments that thermal fluctuations stabilize the DM mediated solitonic states in bulk magnetic systems. Additionally, the
zero-field cycloid wave vector was found to systematically decrease as temperature was reduced from TC . Thus, as the spin cycloid approaches the ground state, the harmonic cycloid
structure likely becomes anharmonic as the cycloid pitch diverges. This behavior is in stark
contrast to the B20 skyrmion systems whose helical modulation do not display a change
31

Figure 2.15: Temperature dependence of small angle neutron scattering data on GaV4 S8 .
(a) Temperature dependence of the |q|-dependent, azimuthally averaged SANS intensity on
the detector plane. (b) Temperature dependence of the cycloid scattering vector and (c) its
intensity. (d) Temperature dependence of the magnetization measured in H = 10 mT. (e)
Typical unpolarized SANS patterns measured in the vicinity of the ferromagnetic-cycloidal
transition. Adapted from [22].
wavelength. Instead, such behavior is observed in monoaxial helimagnets with strong axial
anisotropy, most notably the elemental rare-earth metals such as Dy and Tb. Such systems
are known to form soliton lattices close to their helical to ferromagnetic transitions. These
findings motivate the exploration of the low temperature properties of the modulated states
in GaV4 S8 .
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Chapter 3
Experimental Methods2

3.1

Single crystal samples preparation

Single crystal samples of each of the three systems studied in this dissertation were provided
by our collaborators from the Emergent Crystalline Matter group lead by Professor David
Mandrus (University of Tennessee, Knoxville and Oak Ridge National Lab). Crystals were
grown by similar methods described in [53], [77], and [78].
Cr1/3 NbS2 and GaV4 S8 were grown via a chemical vapor transport method using I2 gas
as the transport agent. Cr1/3 NbS2 crystals take a thin planar form of approximately 3 mm
wide (ab plane) and 0.4 – 0.5 mm thick (c axis). The GaV4 S8 crystals used for measurements
are terminated cuboids with clear facets belonging to 111 and 100 planes and range 1–2 mm
across. MnSi crystals were synthesized with a flux method using Ga as the flux. Typical
single crystals in our measurements were cuboidal and pyramidal shapes ranging from 2 – 4
mm across. Samples were mounted on clear facets and the axes were confirmed by comparing
magnetization data with published values.

3.2

dc magnetometry

Magnetic measurements were carried out at the University of South Florida with a Quantum
Design Physical Property Measurement System (PPMS) equipped with dc and ac measure2

Portions of this chapter have been previously published [E. M. Clements et al., Physical Review B 97,
214438 (2018); E. M. Clements et al., Scientific Reports 7, 6545 (2017)], and has been reproduced with
permission of the publisher.
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ment options. The PPMS can achieve a longitudinal field up to 9 T and a temperature range
of 1.8 – 360 K. The Vibrating Sample Magnetometer (VSM) insert was utilized to collect
dc magnetization as a function of temperature and magnetic field with a sensitivity of 10−6
emu at a data acquisition rate as small as 1 Hz. [79]
The basic principle of operation of the VSM exploits Faraday’s law of induction. As a
magnetic sample is mechanically moved through a pickup coil with a driving frequency of
40 Hz and amplitude between 1 – 3 mm, the changing magnetic flux induces a sinusoidally
varying voltage in the coil such that

Vcoil =

dΦ
= 2πCmA sin(2πf t),
dt

(3.1)

where C is a coupling constant, m is the dc magnetic moment of the sample, A is the
oscillation amplitude and f is the frequency of oscillation. The induced voltage is detected
by a lock-in amplifier and the coefficient of the sinusoidal response from the detection coil is
used to calculate the sample moment. [79]
The dc magnetization presented in this dissertation was recorded using several measurement protocols. For measurements of the magnetization versus temperature under warming
conditions, zero-field cooling (ZFC) and field-cooled warming (FCW) protocols were utilized,
while field-cooled cooling (FCC) measurements are taken on cooling. In ZFC measurements,
the sample is cooled in the absence of magnetic field down to the lowest temperature (Tmin ),
ideally, base temperature. A magnetic field is then applied and the measurement is taken
on warming to a maximum temperature, Tmax > 2×TC . Without removing the magnetic
field, an FCC measurement may be subsequently measured as the system temperature is
driven back to Tmin . As the system is warmed again under the same magnetic field, an FCW
measurement is taken on warming.
By varying the measurement protocols, it is possible to detect irreversible behavior in the
magnetic history of the sample, which is indicated by bifurcation between data sets. Thermal
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hysteresis signifies phenomena such as non-equilibrium processes, magnetic frustration, and
particularly between warming and cooling curves, first-order phase transitions. In materials
which exhibit metamagnetic transitions, bifurcation in magnetization versus magnetic field
curves detects analogous phenomena, but with respect to magnetic field-driven transitions.
M vs H measurements are zero-field cooled and may be recorded as magnetic field is increased
from H = 0 − Hmax and subsequently as field is decreased back to zero and then back to
Hmax .
In the following studies, dc magnetization measurements are performed across the magnetic field-temperature (H − T ) phase diagrams as one parameter is varied and the other is
held constant. Between each temperature- or field-dependent measurement set, the magnetic
field is removed and the sample is warmed well above TC to erase magnetic history. This
practice becomes essential in studying the fundamental properties of the magnetic phase
transitions in a particular material, as magnetic correlations have been shown to exist up to
2 to 3 times TC .

3.3

ac magnetometry

The AC Measurement System (ACMS) option for the PPMS was used to study the dynamic
magnetization, which is useful in probing out-of-equilibrium phenomena and relaxation effects. The phase sensitive technique enables a detection of magnetic dissipation and loss
components of the total response. In magnetic systems with long wavelength spin structures, ac susceptibility measurements within a finite time window deviate significantly from
the dc susceptibility observed in the static limit. The analysis of the in and out of phase
components can be used to analyze slow dynamic processes of macroscopic spin textures,
particularly across phase transitions and metamagnetic crossovers.
The time dependent magnetization to an alternating field, Hac (t) = H0 + h cos(ωt), can
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be represented as,
M (t) = M0 + M cos(ωt − θ)
(3.2)
= M0 + M cos(ωt) cos(θ) + M sin(ωt) sin(θ),
in the case of a completely linear response, where H0 is a superimposed dc field, ω = 2πf
is the angular frequency, h is the ac field amplitude, M0 is the equilibrium value of the
magnetization in the dc field, and θ is the phase angle that describes the relative delay of
M (t) to Hac (t). [80, 81] Using the relation

cos(ωt − θ) = cos(ωt) cos(θ) + sin(ωt) sin(θ)

(3.3)

and defining the real and imaginary parts of the susceptibility as

χ0 =

M 0 cos(θ)
,
h

(3.4)

χ00 =

M 00 sin(θ)
,
h

(3.5)

and

the time dependent magnetization may be expressed as,

M (t) = M0 + h

X

[χ0n cos(ωt) + χ00n sin(ωt)]

(3.6)

n

M (t) = M0 + χ0 h cos(ωt) + χ00 h sin(ωt).

(3.7)

Alternatively, in complex notation, the quantities may be expressed as,

Hac (t) = H0 + heiωt
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(3.8)

Figure 3.1: Plots of the real and imaginary components of the linear susceptibility of Eq.
(3.12) ranging from α = 0, which reduces to the Debye model (3.11), to α = 0.8. Nonzero
values of α result in a broadening of the dispersion curve and smaller magnitude of the
absorption curve, however the logarithmic symmetry is preserved.[82] Adapted from [83]
.
and
M (t) = M0 + χheiωt

(3.9)

with χ = χ0 − iχ00 = |χ|e−iθ .
As χ is a complex valued quantity, the real component of the ac susceptibility is called
the magnetic dispersion and the imaginary component is the magnetic absorption, or loss.
The phase shift θ results from magnetic absorption due to relaxation effects and is expressed
as
θ = arctan(χ00 /χ0 ).

3.3.1

(3.10)

Cole-Cole model

In a dynamic process, a change in magnetic field induces a response in the magnetic state,
which reaches a new equilibrium after a characteristic relaxation time, τ . The relaxation
occurs as the spins exchange energy with other degrees of freedom in the system, i.e. the
crystal lattice. [84] According to the thermodynamic model of Casimir and du Pre, [85] the
magnetic system is composed of the spin system and the lattice system which are at the same
temperature when the material is in thermal equilibrium. Following a change in magnetic
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field in an ac process, the spin system temperature will change from its equilibrium value.
As heat is exchanged from the spins to the lattice, thermal equilibrium is again reached after
a relaxation time that is proportional to the specific heat of the spin system. [81]
The exchange of energy between magnetic moments and lattice oscillations via spin-orbit
coupling occurs on time scales several orders of magnitude lower than spin-spin relaxation.
When the entropy change is taken into account, the complex magnetic susceptibility may be
defined,
χ(ω) = χ∞ +

χ0 − χ∞
,
1 + iωτ

(3.11)

which is the Debye equation for ac susceptibility with a single time constant. [80] χ0 is the
susceptibility in the limit of low frequency (ω → 0), where heat exchange in the magnetic
system occurs between the spins and lattice oscillations in an isothermal process. Spinorbit coupling allows the energy transfer between magnetic moments and the lattice, and
is temperature-dependent. χ∞ is the susceptibility in the high frequency limit (ω → ∞),
where the spins remain isolated from their surroundings and relaxation occurs via an adiabatic process. Such relaxations occur predominantly via magnetic dipolar and exchange
interactions and are temperature-independent. [80, 81]
The relaxation mechanisms in many physical systems cannot be simply described by a
process which involves a single time constant. The Cole-Cole modification [82] of the Debye
model,
χ(ω) = χ∞ +

χ0 − χ∞
,
1 + (iωτ )1−α

(3.12)

introduces the parameter α to account for a distribution of relaxation times: α = 1 corresponds to an infinitely broad distribution and α = 0 accounts for a single relaxation process.
The Cole-Cole model assumes a logarithmic distribution of τ which is symmetric about
τ0 = 1/(2πf0 ), the characteristic or average relaxation time. χ(ω) can be decomposed into
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in- and out-of-phase components,
0

χ (ω) = χ(∞) +

00

χ (ω) =

3.3.2

[χ(0) − χ(∞)][1 + (ωτ0 )1−α sin(πα/2)]
,
1 + 2(ωτ0 )1−α sin(πα/2) + (ωτ0 )2(1−α)

[χ(0) − χ(∞)](ωτ0 )1−α cos(πα/2)
.
1 + 2(ωτ0 )1−α sin(πα/2) + (ωτ0 )2(1−α)

(3.13)

(3.14)

Nonlinear ac magnetization

Figure 3.2: Linear and nonlinear susceptibilities near transition temperatures calculated for
pure (a) FM, (b) AFM for coordination number z ≤ 6 and z ≤ 7(dashed curve), and (c) spin
glass model of Fujiki and Katsura.[86] Adapted from [86] c (1981) The Physical Society of
Japan
.
A magnetic system may not show a completely linear response to a sinusoidal magnetic
field. A harmonic expansion the the time-dependent magnetization may be defined as
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M (t) = M1ω cos(ωt − θ1ω ) + M2ω cos(2ωt − θ2ω )
(3.15)
+ M3ω cos(3ωt − θ3ω ) + ...,
where Mnω = χnω h is the nth harmonic component (for integer n = 1, 2, 3, ...) of the
magnetic response, χnω is the corresponding susceptibility, and θnω is the delay in phase of
each component against Hac .
The analysis of the nonlinear ac magnetic response can be a powerful tool to understand
the fundamental phenomena across various magnetic regimes. Early studies of higher-order
magnetic susceptibilities yielded descriptions of the phase transitions in canonical systems,
i.e., FM, antiferromagnet (AFM), and spin glass (SG) [87, 86]. Phenomenologically, the
third harmonic identifies the nature of the magnetic ordering at the phase transition. It is
linked to the breaking of spatial-reversal symmetry and yields information about the spin
environment [25, 88]. Figure 3.2 shows plots of the susceptibility coefficients of the linear
(χ0 ) and third-order (χ2 ) terms of the power law expansion of the magnetization in a uniform
field, as described by the widely recognized theoretical model by Fujiki and Katsura.[86] A
negative peak in the third-order susceptibility at Tg indicates the spin glass transition, while
a positive peak at TN signifies an antiferromagnetic transition. A change of sign of the
third-order susceptibility from negative to positive indicates a ferromagnetic transition at
TC . M3ω is thus interpreted to be a signature of magnetic domain formation. Additionally,
the even harmonics are dependent on the presence of a symmetry-breaking internal field and
are commonly utilized to unambiguously detect spontaneous magnetization. [89, 90, 91]
Beyond conventional models of spin ordering, the relative magnitudes of higher harmonic
components represent the distortion of the time-dependent magnetization from typical sinusoidal behavior in response to an ac driving field, Hac . In general, the magnetic response
reflects the dynamics of the entire magnetic system, including atomic moments within domains as well as domain walls.[81] Furthermore, depending on the frequency, and hence
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time scale, it includes contributions from length scales ranging from atomic moments, at
high frequencies, to the macroscopic spin structure, in the zero-frequency limit. At low
magnetic fields, domain-wall displacement is the predominant mechanism for the growth of
magnetic domains. Thus in a small amplitude ac field, the small amplitude displacements of
domain walls can be treated similarly to a damped simple harmonic oscillator.[81] However,
domain wall motion actually has anharmonic behavior which arises as energy loss due to
discontinuous domain wall displacement between potential wells.[25]. Mito and coworkers
have rigorously studied the nonlinear response in chiral magnetic materials [25, 88, 92, 93],
0
and magnetic loss are
mainly as a tool to study magnetic domain dynamics: the large M3ω

modeled using the nonlinear mechanical spring (Duffing) model:
dx
d2 x
+ 2γ
+ ω02 x + ηx3 = F sin(ωt)
2
dt
dt

(3.16)

Figure 3.3: Types of ac magnetic hysteresis (M vs H) and M vs ωt responses from (3.16)
are shown in the first and third panels. The second and fourth panels show the sinusoidal
time dependent applied magnetic field Hac (t) in blue and the magnetic responses M (t) for
different classifications of domain dynamics. Adapted from [92]
.
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Figure 3.4: Overview of robustness of noncollinear spin textures, evaluated via the Klirr
0
0
. (a) Symmetric helix in which two chiralities, such as left-handed and
/M1ω
factor M3ω
right-handed helicities, coexist across a domain boundary. Four examples based on the DM
vector are presented: (b) Multiple DM vector helimagnet. (c) Skyrmion lattice (SkL) (2D
lattice of spin vortices). (d) Chiral soliton lattice (CSL), a magnetic superlattice formed in
a monoaxial chiral magnet. (e) Chiral magnet in which there is only a single type of helicity
such as left-handed or right-handed (single DM vector chiral helimagnet). For reference,
0
0
for spin glass and cluster glass systems are also shown. Adapted from [94]
/M1ω
M3ω
.
In (3.16), x is replaced with the magnetic response which represents the deviation from the
magnetization in the equilibrium state.[92] The first, second, and third terms are connected
to the domain wall inertia, damping, and pinning/anisotropy effects, respectively. In the
fourth term, η in front x3 , which is represented by M3ω , reflects the existence of multiple
spring constants depending on the amplitude of displacement. Figure 3.4 displays types of
dynamic responses, modeled with various values of parameters in Eq. (3.16). The nonlinear
responses may be categorized using factors such as the magnitudes of the the magnetic
loss and the nonlinear components of the ac magnetic response. One way to quantify the
0
0
nonlinearity in the magnetic response is the ratio M3ω
/M1ω
called the Klirr factor, which

represents the amount of strain in the periodic curve against Hac (t). Figure 3.4 displays a
hierarchy of Klirr factors in various noncollinear spin textures, where each type represents
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a unique type of magnetic domain that can be characterized distinctly. An increasing Klirr
factor reflects the robustness and rigidity of the spin configuration and attains a maximum
in the monoaxial chiral helimagnet with a single DM vector in a single magnetic domain
state of fixed chirality.[94]

3.4

Magnetocaloric effect

In thermodynamics, the state of a physical system may be altered in response to an applied
external field, resulting in energy exchange and work. The physical mechanism is described
in terms of a thermodynamic force, i.e. external field, which acts on its conjugate coordinate,
an internal parameter of the system. A familiar example, in which pressure and volume are
conjugate variables, is the adiabatic heating of a gas in response to a volume change. In magnetic materials, a magnetic field may induce a temperature change if applied adiabatically
or an entropy change if applied under isothermal conditions. This phenomena is termed the
magnetocaloric effect (MCE). [95] The entropy of a magnetic system can be separated into
a linear combination of contributions from the atomic magnetic moments, the crystal lattice

Figure 3.5: Entropy versus temperature diagram for two values of applied magnetic field.
Adapted from [96]
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and conduction electrons,

S(H, T ) = SM (H, T, p) + Sl (H, T, p) + Se (H, T, p),

(3.17)

respectively. [95] The last two terms are expressed as independent only if the electron-phonon
interaction is not taken into account, which becomes important in itinerant magnet systems.
Figure 3.5 shows the total entropy versus temperature schematic for a ferromagnet under two
different values of applied magnetic field, H1 < H2 .[96] In an isentropic process, C → B, the
aligning of magnetic moments as H is increased from H1 to H2 decreases the spin entropy.
As a result, the lattice entropy is increased, causing a change in temperature, (∆Tad ). On
the other hand, the MCE may be characterized by a decrease in entropy (∆Siso ), A → B,
as field is increased in an isothermal process.
To derive analytic expressions for the isothermal entropy change and subsequently, the
adiabatic temperature change, let us begin with a description of a thermodynamic system
under the influence of a general set of fields, xi , with conjugate displacements, Xi .[97, 98]
Starting with the differential form of the first law of thermodynamics, the change in internal
energy, U , is given as a function of entropy and displacement by

dU (S, Xi ) = T dS +

X

xi dXi ,

(3.18)

where temperature is the conjugate field of S. As the thermodynamic potential is a state
function, and thus its value is path independent, its differentials are exact. Thus,


∂U
∂S




= T,

Xi

∂U
∂Xi


= xi

(3.19)

S,Xj 6=i

and
∂ 2U
∂ 2U
=
∂xi ∂xj
∂xj ∂xi
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(3.20)

where the equations in (3.19) are termed caloric response functions.

Applying (3.20),

Maxwell relations can be derived:



∂T
∂Xi




=

S,Xj6=i

∂xi
∂S


.

(3.21)

Xi

The internal energy, U , of a magnetic material is represented as a function of its natural
variables entropy, S, volume, V , and magnetic field, H: U = U (S, V, H). [95] Thus the total
differential is expressed as
dU = T dS − pdV − µ0 M dH,

(3.22)

where p is the pressure and T is the absolute temperature. As we are interested in an
expression for the entropy, performing a Legendre transform to the Gibbs free energy, G,
which has natural variables of p, V, H, which is a convenient choice for systems under isobaric
conditions. The total differential is dG = −SdT + V dp − M dH. Thus,


∂G
∂T




= −S,
H,p

∂G
∂H


= −µ0 M

(3.23)

T,p

This yields the Maxwell relation:


∂S
∂H




= µ0

T,p

∂M
∂T


(3.24)
H,p

From this expression, we obtain an analytical form of the isothermal entropy change:

Z

Hf

∆Siso = µ0
Hi



∂M
∂T


dH
H

(3.25)
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The adiabatic temperature change can be calculated considering the differential form of the
entropy change

dS =

∂S
∂T




dT +

H,p

∂S
∂H




dH +
T,p

∂S
∂p


dp,

(3.26)

T,H

which under adiabatic (dS = 0) and isobaric (dp = 0) changes of magnetization reduces to


∂S
∂T




dT +
H,p

∂S
∂H


dH = 0.

(3.27)

T,p

Using the Maxwell relation above (3.24), and the well known expression for the heat
capacity Cx = T (∂S/∂T )x , the differential adiabatic temperature change is derived as
T
dT = −
CH,p



∂M
∂T



T
CH,p



dH,

(3.28)

H,p

and on integrating
Z

Hf

∆Tad = −µ0
Hi

∂M
∂T


dH.

(3.29)

H

Equations 3.25 and 3.29 are employed experimentally by numerical integration of magnetization data taken as a function of temperature and field. Throughout MCE literature, the
lattice and electronic parts are taken, as a first approximation, to depend on only temperature while any changes to the thermodynamic state of the material induced by magnetic field
at fixed temperature are associated to the magnetic subsystem. [95] Thus the assumption
∆Siso = ∆SM is typically utilized in discussions of the magnetic entropy change. We adopt
the conventional notation ∆SM in the following discussion.
While studies of the magnetocaloric effect in magnetic materials are heavily focused on
their application to refrigeration technology, the data may also be used to study magnetic
phase transitions, specifically, as the isothermal entropy change is used to study complex
magnetic phase transitions. Due to its direct relation to ∂M/∂T , ∆SM is inherently sensitive
to magnetic transitions and regions in which the magnetization changes rapidly. In the

46

conventional MCE, a paramagnetic to ferromagnetic transition will exhibit ∆SM < 0 and
Tad > 0 as the magnetic field acts to suppress thermal fluctuations of the spin system. On the
other hand, the inverse MCE results in ∆SM > 0 and Tad < 0. Such an increase in entropy
with applied magnetic field is typically observed in antiferromagnets as the magnetic field
disorders spins in the magnetic sublattice that is aligned in opposition to the field direction.
In general, a positive value of the magnetic entropy change is observed if the zero field
configuration is disordered with respect to the applied magnetic field. Thus, the inverse
MCE is not restricted to the antiferromagnetic system.
As the Maxwell relation (3.24) is strictly valid for continuous transitions, its use in calculating ∆SM across discontinuous transitions has been debated.[99, 100] However, by employing careful measurement protocols, ∆SM calculated from magnetization measurements can
still yield accurate values. Specifically, hysteresis effects at a first-order transition may be
avoided if a warming protocol is employed in which the magnetic state is ”reset” by warming well above TC between subsequent measurements. Additionally, outside of high purity
elemental compounds, [101] the temperature dependence of the magnetization always has a
finite width in real systems and is thus differentiable.[100] Measurements demonstrated in
this thesis are thus typically performed with fine measurements steps ranging from 0.1 – 0.5
K.
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Chapter 4
Critical Behavior3

4.1

Introduction

The chiral helimagnetic structures in noncentrosymmetric magnetic materials, which arise
from the competition between the antisymmetric Dzyaloshinskii-Moriya interaction and symmetric exchange, exhibit a range of variations in the nature of their magnetic ordering, such
as itinerant versus localized moments, critical behavior, and magnetocrystalline anisotropy.
The cubic B20 helimagnets, MnSi, FeGe, and Fe1−x Cox Si display itinerant magnetism, with
the latter two belonging to the 3D Heisenberg universality class. However, in the case of
MnSi, studies on the critical behavior have yielded exponents pointing to tricritical meanfield behavior. A compound which belongs to the same symmetry group, Cu2 SeO3 , however
exhibits both localized ferromagnetism and belongs to the 3D Heisenberg class. Due to
the weak anisotropy in these cubic systems, the degeneracy of the cubic directions may be
lifted by a magnetic field, fixing the propagation direction of the spin spiral along a single
axis. On the other hand, the hexagonal chiral helimagnet Cr1/3 NbS2 , exhibits strong uniaxial anisotropy. Thus the helimagnetic ground state is single domain with the spin spiral
directed along the c-axis.
Another important issue in the critical scaling analysis of chiral helimagnets using isothermal magnetization measurements is the treatment of the evolution of the field-polarized region out of the disordered state as a true paramagnetic to ferromagnetic phase transition.
3

Portions of these results have been previously published [E. M. Clements et al., Scientific Reports 7,
6545 (2017)], and has been reproduced under a Creative Commons BY License.
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Although care must be taken to ensure that the analysis takes place at a magnetic field
above the incommensurate to commensurate (IC-C) field-polarized (FP) transition, HC,2 ,
a question remains if the spin state is actually unperturbed from the competing chiral ordering. Studies of magnon dispersion in the field-polarized state in MnSi demonstrate that
the nonreciprocity of magnetic excitations, a signature of the chiral phases, attributed to
the Dzyaloshinskii-Moriya interaction, are not absent and even exist in the paramagnetic
phase. [102] Thus, a question remains as to the validity of the scaling analysis using magnetization measurements, specifically in the paramagnetic phase which may effect the initial
susceptibility exponent.
In this chapter an analysis of the critical properties of two chiral helimagnets will be
analyzed. First, the highly anisotropic monoaxial chiral helimagnetic system Cr1/3 NbS2
exhibiting localized spins will be presented. The field dependence and temperature range
effect on the exponents in the cubic chiral helimagnet MnSi will follow.

4.2

Critical exponents calculation

The most common approach used to experimentally calculate the critical exponents for a
ferromagnetic system uses bulk magnetization data, M (H, T ), and a magnetic equation of
state. In magnetic systems such as the chiral helimagnet, the order parameter may be
described within the continuum model as a slowly varying periodic spin density, and may
be multi-component, as in the B20 CHMs. According to theory,[61, 63] in Cr1/3 NbS2 , and
other CHMs, a metamagnetic transition at HC,2 drives the system from the chiral state to a
homogenous, field-polarized state. Thus, above the critical magnetic field, a thermally driven
transition from the paramagnetic to FFM state can be treated with a magnetic equation of
state with order parameter M . The critical exponents also may be calculated experimentally
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from magnetization measurements using the Arrott-Noakes equation of state, [48]

(H/M )1/γ = A + BM 1/β

(4.1)

with free parameters β and γ. Therefore, the correct exponents are those by which M (H, T )
is rescaled into a series of parallel lines in a plot of M 1/β vs. (H/M )1/γ , with the critical
isotherm passing through the origin at T = TC (hence  = 0). An iterative procedure using
the Kouvel-Fisher method generates values for TC , β, and γ, which are subsequently fitted
to (4.1). In this analysis, the scaling equations Eqs. 2.14 and 2.15 governing MS () and
χ−1
0 () are linearized in terms of T and re-written in the form
MS (T )[dMS (T )/dT ]−1 = (T − TC )/β

(4.2)

−1
−1
χ−1
= (T − TC )/γ.
0 [dχ0 /dT ]

(4.3)

and

−1
−1
Plots of MS (T )[dMS (T )/dT ]−1 vs. T and χ−1
vs. T result in straight lines with
0 [dχ0 /dT ]

slopes 1/β, and 1/γ respectively, which intercept the temperature axis at TC .

4.3

4.3.1

The monoaxial chiral helimagnet Cr1/3 NbS2

Magnetic Properties

Figure 4.1(a) shows the magnetization versus temperature for various applied magnetic fields
in the easy plane, H ⊥ c, measured with a zero-field-cooled protocol (ZFC). As observed in
previous studies, a sharp kink occurs at the onset of chiral ordering (inset), which broadens
and shifts toward lower temperatures with an increase in applied magnetic field. [103, 59, 104]
Similar behavior exists in the cubic chiral helimagnets where the inflection point marks the
onset of a fluctuation-disordered precursor region that precedes chiral magnetic ordering at
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Figure 4.1: Temperature and field dependence of dc magnetization for H ⊥ c. (a) M vs
T for H = 25 − 1100 Oe. The inset shows the kink point associated with the onset of
chiral ordering. (b) Zoomed view of M vs H from H = 0 − 2 kOe. Arrows indicate the
temperature dependence of the saturation field for the FFM state, HFFM (T ). (c) H/M vs
M 2 for H = 0 − 30 kOe. The line represents a quadratic fit to the isotherm at 130.75 K,
which defines TC . (d) Zoomed view of Arrott plot from H = 0 − 1 kOe. HFFM (T) occurs
at the minimum of the negative slope region. The region shifts to successively smaller field
ranges with increasing temperature.
the kink point. [105, 106, 107, 108, 109] At low applied fields, H = 50 – 225 Oe, the kink
occurs at a constant temperature, T = 132 K, which reveals the sharpness of the phase
boundary.
Magnetization versus magnetic field applied perpendicular to the c axis is shown in Figure
4.1(b) and demonstrates the metamagnetic behavior in the chiral state. Three distinct
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regions appear in M vs H below TC —the low field linear region, the sharp nonlinear increase
in M in the CSL state at intermediate H, and saturation at HFFM (T ), the critical field
corresponding to the FFM phase. [53, 58, 103] At T = 110 K, the measured saturation
field is 1 kOe. At higher temperatures, the field required for the onset of the FFM state
continuously drops to lower values, as indicated by the arrows in Figure 4.1(b). Such a falloff in critical field between the chiral and field-polarized phases is a common feature in chiral
helimagnets as increasing thermal energy destabilizes the much weaker DM interaction.
Figure 4.1(c) shows the (inverted) Arrott plot, H/M vs M 2 , for T = 110 – 140 K. The
upward curvature clearly indicates that the ferromagnetic interactions cannot be described as
mean field, i.e. β = 0.5 and γ = 1 in the Arrott-Noakes equation. A quadratic extrapolation
to zero field, performed for the field range H = 1 – 30 kOe, gives TC = 130.75 K. Figure
2.1(d) shows negative slopes in the Arrott isotherms below the saturation field, HFFM (T ),
for temperatures near TC . Negative slope behavior exists for isotherms measured from T =
110 – 132 K and is likely due the nature of the CSL. In this region, an applied magnetic
field induces jumps [65] in the soliton lattice period (ferromagnetic domains) causing a rapid
increase in M . As the magnetization in the CSL increases faster than the field, a negative
slope occurs in H/M vs M 2 . Thus, we stress that the negative slope behavior should not be
interpreted as satisfying the Banerjee criterion,[110] b < 0 in (2.12), which is commonly used
to identify a first-order transition within Landau phenomenology. In terms of the field-driven
transition, the change in period of the CSL with applied field is a continuous process.[10] The
CSL has also been noted to have irreversible behavior in M vs H that could be mistaken as a
first-order phenomenon, namely hysteresis upon cycling the field up and down.[53] However,
this is likely due to different energy barriers for the exit and entry of solitons as the field is
cycled through saturation magnetization.
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Figure 4.2: (a) Kouvel-Fisher plots from the reformulated spontaneous magnetization and
initial inverse susceptibility data. Linear fits yield β, γ, TC+ , and TC− . (b) Modified Arrott
plot with the obtained critical exponents, which fall into the 3D Heisenberg class. A linear
fit passing through the origin confirms TC = 130.75 K.
4.3.2

Critical Behavior

For fields exceeding HFFM (T ), the slopes of the Arrott plots are positive-only, consistent
with a second-order phase transition. To confirm the nature of the paramagnetic to FFM
phase transition and to verify the correct value of TC , critical exponents were calculated for
H = 1 – 30 kOe. The field range for the analysis is restricted to the FFM region of the phase
diagram, which ensures the validity of the magnetic equation of state.
−1
−1
Plots of MS (T )[dMS (T )/dT ]−1 vs. T and χ−1
vs. T result in straight lines
0 [dχ0 /dT ]

with slopes 1/β, and 1/γ respectively, which intercept the temperature axis at TC (Figure
4.2(a)). This procedure yields the critical exponents to β = 0.3460±0.040, γ = 1.344±0.002,
and TC = 130.78±0.044 K. These critical exponents are used to construct the modified Arrott
plot (Figure 4.2(b)). The line represents a linear fit to the isotherm at 130.75 K.
To test the validity of the calculated exponents, the critical isotherms are also rescaled
according to the renormalized magnetic equations of state, Eqs. (2.18) and (2.19). If the
correct values for the critical exponents and TC are used, the data should collapse onto
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universal curves above and below TC , signified by f± in equation (2.18). As shown in Figures
4.3(c) and (d), the data collapse well, indicating the validity of the above analysis. This
confirms the second-order picture of the PM-FM phase transition, as well as the correctness
of the exponents.

Figure 4.3: (a) Renormalized magnetization isotherms according to the equations of state
from Eqs. (2.18) and (b) (2.19) which confirm the scaling hypothesis.

Although strictly, scaling is defined to occur within a small fraction of TC , in practice
the validity of the Kouvel-Fisher analysis has been shown to extend to as high as 5 − 10% of
TC within the asymptotic critical region (ACR). The ACR can be determined by calculating
the effective exponents βef f = ∂[ln MS ()]/∂(ln ) and γef f = ∂[ln χ−1
0 ()]/∂(ln ).[111] The
results indicate that the ACR spans 125 K < TC < 140 K, i.e.  = 0.071 and  = 0.044,
respectively. For crystalline ferromagnets, the effective exponents would begin to monotonically decrease beyond the ACR.[112] Figure 4.4 show the calculated effective exponents for
the temperatures used in our analysis, which clearly lie within the ACR.

4.3.3

Discussion

The critical exponent values of Cr1/3 NbS2 (β = 0.3460 ± 0.040, γ = 1.344 ± 0.002) match
well with those of the 3D Heisenberg model (β = 0.365 ± 0.003, γ = 1.386 ± 0.004). The
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Figure 4.4: Effective exponents calculated for the region of analysis of the critical behavior.
Heisenberg-like ferromagnetism appears to be appropriate for the localized nature of the
Cr3+ moments (S = 3/2), which have been reported to have a moment that saturates at
∼ 3 µB /Cr. [53] The assumption that the critical behavior can be analyzed using bulk
magnetization data would in the strictest sense require the attainment of a conventional
ferromagnetic state through application of a magnetic field, as well as the assumption that
an extrapolation correctly predicts the values of MS and χ−1
0 at zero field. In a report by
Dyadkin et al., [113] 3D Heisenberg exponents were calculated for a reduced-symmetry P63
polytype of Cr1/3 NbS2 with disorder of Cr ions among three independent lattice positions,
which showed no signatures of chiral magnetism and only ferromagnetic ordering below TC
= 88 K for all field ranges. The lack of helical ordering suggests a breakdown of necessary
noncentrosymmetry in the Cr sublattice despite the chiral nature of the NbS2 layers. Thus
the calculated critical exponents, which describe a Heisenberg-like ferromagnetic subsystem,
are consistent with the system that lacks chiral ordering but preserves the symmetric exchange. Thus, saturating the system to the FFM state decouples the competing symmetric
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and DM interactions, and reveals the principal magnetic ordering to be that of short-range
interactions, a signature of the strong ferromagnetic exchange component of the system.

4.4

The cubic chiral helimagnet MnSi

(a)

(b)

Figure 4.5: Static magnetization data across the magnetic phase diagram of MnSi for
µ0 Hk[111]. (a) Magnetization versus temperature for select fields. Inset: The kink point defines the onset of helimagnetic ordering. (b) Intensity plot of the temperature and magnetic
field dependence of the differential susceptibility, dM/dH. The dashed line at T = 31.35 K
marks the kink point from (a), which is commonly defined as the Curie temperature.
Previous studies on the critical properties of magnetic phase transition in MnSi yielded
tricritical mean field exponents,[109] which appear to be in agreement with a suppression of
the fluctuation-disordered first-order transition to second-order with applied magnetic field.
These observations make MnSi unique compared to other chiral helimagnets, which fall into
the 3D Heisenberg universality class. As found in the previous section, the critical behavior in
the monoaxial helimagnetic Cr1/3 NbS2 also falls into the same universality class as the cubic
helimagnets FeGe, Cu2 SeO3 , and Fe1−x Cox Si. [105, 106, 114, 115] Potential discrepancies
in calculated exponents typically arise when the temperature range of the analysis is too
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wide. Strictly, the critical region in the vicinity of a continuous phase transition lies in the
range || = |T − TC |/TC = 0.01, although, in practice the ACR region may extend to higher
values of ||.[112] Additionally, in magnetic systems with complex competitive interactions,
the critical properties may vary strongly with magnetic field. Thus, for MnSi it becomes
essential to take care in choosing the temperature window of analysis and to investigate the
effects of magnetic field.
The following analysis is performed on M vs H data measured up to µ0 H = 9 T along
the [111] easy axis of magnetization in a temperature range T = 20 – 40 K. In the vicinity
|| = 0.003 of TC = 31.35 K, data were recorded with a temperature step ∆T = 0.1 K.
Additional data beyond || = 0.06 were recorded in steps of 0.5 K. The data were recorded
on a DynaCool PPMS with a temperature stability of ±0.006 K at T = 30 K. The critical
exponents are calculated using the iterative procedure described above, where uncertainties
were calculated using the differential method of error propagation.

4.4.1

Magnetic properties

The static magnetization properties in the vicinity of the ordered phase are reviewed in
Figure 4.5. The critical temperature in MnSi is typically identified by the kink point in M
vs T at the onset of chiral magnetic ordering for small applied magnetic field. For µ0 H = 2.5
mT [inset (a)], TC is identified at 31.35 K and is shown by the dashed line in (b). The point
of inflection of M vs T at temperatures above TC identifies the fluctuation disordered (FD)
precursor region of chiral fluctuations in the PM state which eventually induce a first-order
transition at TC .[116]
Figure 4.5(b) plots the differential susceptibility, dM/dH, calculated from M vs H data.
Anomalies in dM/dH vs H clearly identify the magnetic phase boundaries. The FD state
can be seen as a broad region of enhanced susceptibility in the PM state. A signature dip
in the susceptibility reveals the small A-phase pocket and confirms the SkL phase, which
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Figure 4.6: Arrott-Noakes plots using exponents of (a) the mean field model, (b) the tricritical mean field model and (c) the 3D Heisenberg model.
exists in a small window of temperature and magnetic field close to TC . Both the helical to
conical magnetic (CM) transition field and the size of the SkL phase pocket are smaller for
fields pointed along the h111i easy axes relative to the magnetically hard axes h100i. The
multidomain CHM ground state is gradually reoriented with magnetic field approaching the
CHM-CM phase boundary.[70] Near TC , the CM phase transforms into a hexagonal array
of 2D skyrmions with their vortex axes oriented along the magnetic field. The repeated 2D
topological units between layers extend as tubes along the direction of H. A transition of
the propagation direction necessarily occurs as the modulated state transforms from a CM
state, with wavevector Q oriented along H, to an SkL described in a hexagonal basis as a
superposition of conical wavevectors, which lie in the vortex plane. The field-polarized (FP)
phase transition reaches a critical magnetic field, HC,2 , of ∼ 0.58 T at 20 K.
The broad susceptibility maximum at fields above HC,2 heralds a regime common to the
cubic chiral helimagnets that is characterized by dynamic magnetic loss in the paramagnetic
phase as well as anomalies in ac magnetic response, ultrasonic attenuation, and heat capacity.
[94] How this regime may effect the critical properties is an open issue. In the following
analysis, the magnetic fields are restricted to regions above HC,2 .
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(a)

(c)

(b)

(d)

Figure 4.7: Normalized slope plots for different field intervals and critical values corresponding to (a) and (b) tricritical mean field, (c) mean field and (d) 3D Heisenberg. Critical
temperatures shift with increasing intervals of magnetic field marked by color-coded lines.
In (b) the temperature axis is expressed in terms of reduced temperature, .

4.4.2

Critical analysis

Figure 4.6 shows the (inverted) Arrott-Noakes plots of the magnetization data for exponent
values belonging to the mean field, tricritical mean field, and 3D Heisenberg models. The
upward positive curvature at high fields satisfies the Banerjee criterion for a second-order
transition. The red line marks the location of TC as defined from M vs T . The curves in
Figure 4.6(b) appear to be approaching linearity with the tricritical model, which suggests
that the actual exponents lie in a close regime.
The initial iterative calculation was attempted for all magnetic fields above 0.6 T, which
is greater than the critical field for the CM–FP transition at 20 K. Starting values were used
which coincide with a previous report on MnSi which yielded γ = 0.915 and β = 0.242 for a
temperature step of ∆T = 1 K (equivalent to || ∼ 1), and magnetic fields up to 7 T. In the
first attempt, temperature step size was restricted to 1 K to compare with previous reports.
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Best fits converge to tricritical mean field only with fields 0.1 T to 7 T, i.e. well into the
chiral phase, however, the requirement of parallel linear modified Arrott plots fails at lower
fields and higher temperatures. Systematically restricting the low field range, fits converge
to progressively smaller values of γ, dropping to γ ∼ 0.7 for a field range of 1 – 7 T and TC
drifts up to 35 K. Again, the Arrott-Noakes plots are not linear.
(a)

b = 0.255 ± 0.011
g = 0.661 ± 0.015

(b)

TC = 31.86 ±1.06 K

b = 0.255 ± 0.011
TC- = 31.87 ± 1.87 K

(c)

g = 0.661 ± 0.015
T + = 31.86 ± 1 K
C

(d)

Figure 4.8: Critical exponents results for µ0 H ranging between 0.9 and 1 T. (a) Arrott-Noakes
plot for the temperature range 29.8 – 34 K. (b) Rescaled magnetization versus magnetic field
showing magnetization data collapsing on to two separate branches above and below TC . (c)
Kouvel-Fisher plot from the extrapolated values in (a). (d) Variation in the critical exponents
values as temperatures are restricted to a range  about TC . As  increases, γ drifts toward
the mean-field value.

To account for possible field dependence, and to account for the ACR regime, the critical exponents were analyzed for 8 different field ranges ranging from 0.6 – 9 T. To begin,
the normalized slope method was performed to observe the deviation from linearity of the
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modified Arrott plot slopes with respect to one another. The slope S(T ) is defined by
S(T ) = dM 1/β /d(H/M )1/γ . The slope of each linear fit in the modified Arrott plot is divided by the slope of the isotherm at TC to yield the normalized slope NS = S(T )/S(TC ).
Figure 4.7 displays the normalized slopes for the different magnetic field ranges for three
different models. Comparing figures 4.7 (a), (c), and (d) the slopes are minimized over a
wider range for tricritical mean field exponents. However, the apparent critical temperature systematically increases for ranges at higher fields. Figure 4.7(b) shows the normalized
slope for tricritical mean field exponents as a function of reduced temperature, . A strong

b = 0.211 ± 0.016
g = 0.707 ± 0.020
TC = 36.59 ± 1.95 K

(a)

(b)

b = 0.211 ± 0.016
TC- = 36.63 ± 1.49 K

g = 0.707 ± 0.020
T + = 36.56 ± 3.6 K
C

(c)

(d)

Figure 4.9: Critical exponents results for µ0 H ranging from 3 to 5 T. (a) Arrott-Noakes
plot for the temperature range 29.8 – 38 K. (b) Rescaled magnetization versus magnetic
field showing magnetization data collapsing on to two separate branches above and below
TC . (c) Kouvel-Fisher plot from the extrapolated values in (a). (d) Variation in the critical
exponents values as temperatures are restricted to a range  about TC . As  increases, γ
remains significantly smaller than 1.
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Figure 4.10: Linear fits of lnM vs lnH at TC for different field ranges.
deviation in the paramagnetic phase occurs for magnetic field ranges below 1 T. Although
these fields are well above the critical field of HC,2 ∼ 0.32 T associated with the tricritical
point at TC , it appears that the high temperature behavior strongly affects the linearity of
the modified Arrott plots, specifically, via the susceptibility exponent, γ. For the lowest field
range, 0.6 to 0.7 T, the slopes below 23 K deviate significantly which indicates the field is
not sufficient to overcome the influence of the DM interaction on the defined ferromagnetic
order parameter.
The results of the critical analysis for two representative magnetic fields are shown in
Figures 4.8 and 4.9. During each analysis of respective field ranges, the temperature range
was systematically restricted to narrower values about TC . The calculation for H ranging
from 0.9 – 1 T is shown in Figure 4.8. In (a), the modified Arrott plot and corresponding
Kouvel-Fisher plot (c) is shown for the most restricted temperature range of analysis, i.e.
within  ∼ 0.1 (d). The fits yielded β = 0.255±0.011, γ = 0.661±0.015, and TC = 31.86±1.06
K. With increasing values of , the exponent governing MS , remains relatively constant,
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fitting into the expected value of β = 0.25 for the tricritical mean field model. However,
γ drifts from a value near 1 down to 0.66. This trend was also observed for magnetic field
ranges 0.6 - 0.7 T, 0.7 - 0.8 T, and 0.8 - 0.9 T. The rescaled magnetation curves form two
branches above and below TC , and display excellent scaling, which confirms the consistency
of the exponents.
For magnetic field ranges beyond 1 T the susceptibility exponent was generally suppressed
in value from 1 to a regime ranging from 0.6 to 0.8. The calculation for H ranging from
5 – 7 T is shown in Figure 4.9. In (a) and (c) the plots are shown for the most restricted
temperature range of analysis, i.e. within  ∼ 0.225. The fits yielded β = 0.211 ± 0.016,
γ = 0.707 ± 0.020, and TC = 36.59 ± 1.95 K. Changes in the temperature range of analysis
yield suppressed values of the susceptibility exponent for all temperatures studied. The
rescaled magnetization yielded excellent scaling onto separate branches for all field ranges
above and below TC .
According to the scaling equation (2.16), the field dependence of the critical isotherm is
governed by the exponent δ, which obeys the Widom scaling law δ = 1 + γ/β. The critical
isotherms for each of the eight field ranges of study were plotted on as ln M vs ln H and linear
fits performed to extract δ. The value of δ = 4.1062 for a representative set of exponents is
shown for reference. Besides the lowest field range, each linear fit generates values consistent
with δ near 4.1.

4.4.3

Discussion

The results of the ACR and magnetic field restricted analysis demonstrate that the critical
behavior of MnSi deviates from tricritical mean field behavior in the paramagnetic region.
Figure 4.11 plots the normalized slopes for the full temperature range of 20 – 38 K from
modified Arrott plots using exponents calculated with the smallest temperature intervals as
shown above. The parallel arrangement of the curves in the Arrott-Noakes plot is optimized
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over the tricritical mean field model. Within  = 0.1, the NS remains close to 1, especially
for fields above 1 T. In the ordered phase ( < 0), NS near 1 extends down to 20 K, for
all except the lowest field range. However, at high temperatures and low fields the curves
deviate significantly.
As the cubic chiral helimagnets belonging to P 21 3 generally fall into the 3D Heisenberg
description, it was questioned whether the tricritical mean field behavior exhibited by MnSi
was a result of the field range of analysis not sufficiently overcoming the DM interaction.
However, our results reveal that MnSi is not well-described by either model in the paramagnetic phase.
Our findings represent yet another surprising set of properties in MnSi, where earlier
studies of non-Fermi liquid behavior inspired the search for skyrmions in this material.[117]
Additionally, at high temperatures and magnetic field, i.e. near TC and above HC,2 , anomalous behavior in the paramagnetic phase in the cubic helimagnets has been observed in
various studies including ultrasonic attenuation,[118] out-of-phase ac susceptibility,[119] and
heat capacity.[120] A recent study of the nonlinear magnetic response discovered unique magnetization dynamics in this region of the phase diagram in MnSi. Namely, the PM phase
showed two different regimes where at high fields the PM phase had dynamic signatures of

Figure 4.11: Normalized slopes for the calculated exponents.
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unique domain formation, where it was attributed to spin fluctuations of a possible skyrmion
gas phase. Such chiral spin fluctuations would surely affect the paramagnetic susceptibility
and result in a deviation from an ideal model of a paramagnetic to ferromagnetic transition.
Indeed, it was demonstrated that the chiral helimagnet undergoes a fluctuation-induced first
order transition where an excess of critical fluctuations drives a suppression of the correlation length.[116] Although the mechanism was confirmed via SANS in zero-field, the study
highlighted that the phase transitions in modulated systems are strongly influenced by the
hierarchy of energy scales that govern the formation of their spin textures. A recent study revealed an electrical magnetochiral effect induced by chiral spin fluctuations in MnSi.[121] At
ambient pressure the associated anomalies in the second harmonic resistivity extended up to
the highest fields measured (3 T) and temperatures up to 60 K. Thus, the disagreement with
the calculated exponents with existing models of a PM to FM support the unconventional
behavior at high field in MnSi.

4.5

Summary

The critical exponents were analyzed using bulk magnetization data for two crystals belonging to the chiral helimagnets: the monoaxial chiral helimagnet Cr1/3 NbS2 and the itinerant
cubic helimagnet MnSi. Although, the chiral helimagnets tend to belong to the 3D Heisenberg universality class, studies of MnSi thus far point to tricritical mean field behavior,
despite having the same underlying magnetic interactions as the cubic helimagnets, specifically metallic FeGe and Fe1−x Cox Si. A critical exponents analyses was carried out for the
two CHMs in temperature regimes appropriate to the asymptotic critical region.
Critical exponents analysis of Cr1/3 NbS2 at magnetic fields above HC,2 shows that the
localized Cr3+ moments fall into the 3D Heisenberg universality class with exponents β =
0.3460 ± 0.040, γ = 1.344 ± 0.002, and confirms the second-order phase transition from the
FFM to PM state at TC = 130.78 ± 0.044 K. The results suggest that in the field-polarized
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state, the spins are sufficiently decoupled from the effects of the DM interaction and the
isotropic nature of the short-range ferromagnetic component is revealed.
The results of the critical exponents analysis in MnSi demonstrates that the PM-FP
transition is not well-described by existing models of a PM to FM transition. Specifically,
the exponent governing the paramagnetic susceptibility deviates significantly from a value of
1 above TC , dropping as low at 0.6 as the temperature and field range of analysis are systematically restricted. This behavior is likely related to spin fluctuations in the PM phase that
are not considered in the exponent models that are typically used to describe ferromagnetic
systems. As the analysis is based on bulk magnetization data, the order parameter of the
equation of state in our treatment is necessarily defined as the magnetization, i.e. polarization along the magnetic field. These observations raise more questions about the analyses
of the critical behaviors in other CHM systems. Wide ranges of analysis may average out
important features of the phase transition mechanisms.
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Chapter 5
Magnetic Phase Transitions in Cr1/3 NbS2 4

The previous chapter analyzed the magnetic properties of Cr1/3 NbS2 at magnetic fields
above the modulated chiral phase. The results revealed the continuous nature of the PM–
FFM transition and are consistent with a Heisenberg-like description of the spin system, in
line with other conventional CHMs. The following chapter aims to identify mechanisms of
the phase transitions and metamagnetic crossovers at intermediate and low magnetic fields.
Specifically, open questions about the stabilization of the spatially modulated states will be
addressed by exploiting the magnetocaloric effect to analyze the variation of the magnetic
entropy change as a function of temperature and magnetic field. These results are combined
with results from §4 used to construct a comprehensive H − T phase diagram.

5.1

Introduction

As described in §3, the magnetocaloric effect has been demonstrated to be an effective
method to probe field- and temperature-dependent magnetic phase transitions. Isothermal
magnetization versus applied magnetic field were measured with small steps for a range of
temperatures near TC . ∆SM is calculated according to the description in §3. The sign of
∆SM indicates the nature of the ordering of the magnetic state. In conventional MCE, application of a magnetic field causes a decrease in magnetic entropy due to field-induced ordering
of spins, which suppresses thermal fluctuations, hence ∆SM < 0. Conversely, application of
4

Portions of these results have been previously published [E. M. Clements et al., Scientific Reports 7,
6545 (2017)], and has been reproduced under a Creative Commons BY License.
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a magnetic field may result in ∆SM > 0. Antiferromagnetic materials are an archetypal example of this phenomenon as the application of an external field causes spins in antiparallel
sublattices to be rotated against their preferred direction. In general, a positive value of
∆SM indicates a magnetic field-induced disordering with respect to the zero-field magnetic
configuration or the magnetic ground state. The information related to spin ordering obtained from MCE allows the phase evolution of complex magnetic states to be mapped via
conventional measurements and can resolve details that have not been previously observed.

5.1.1

Temperature and Field Dependent Phase Boundaries

The magnetic entropy change surface plot [Figure 5.1(a)] depicts the general behavior of the
temperature and field dependence of the phase boundaries. Regions of positive and negative
∆SM are represented with warm and cool colors, respectively. This graph has similar behavior
to previously reported phase diagrams,[21, 53, 122, 65] namely the gradual decrease in critical
field, HFFM (T ), with increasing temperature. Such a variation in critical field suggests that
thermal fluctuations play an important role in the stability of the CSL[123], and is a common
feature of CHMs. To resolve the details of the entropy surface plot, ∆SM vs. T and ∆SM
vs. ∆H are analyzed separately in Figure 5.1(b) and 5.1(c), respectively.
Figure 5.1(b) shows the temperature dependence of ∆SM for ∆H = 100 − 1, 000 Oe,
spanning the chiral phase. In the paramagnetic region, finite values of ∆SM persist up to
140 K, well above TC , which suggests that ferromagnetic correlations may be present even
at higher temperature. The most prominent feature in ∆SM vs T is the field-independent,
global minimum at T ∼ 132.5 K, above the Curie temperature of 130.75 K determined in
the previous chapter. Given its relation to the derivative of the magnetization, ∂M/∂T , the
behavior of the magnetic entropy change at the global minimum indicates an order-disorder
transition [124] at T ∗ ∼ 132.5 ± 0.13 K. In the cubic chiral helimagnets, an inflection point
in M vs T marks the onset of a precursor region of increasing chiral correlations which
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Figure 5.1: Magnetic entropy change as a function of temperature and field. (a) H −T surface
plot of ∆SM . (b) ∆SM vs T for ∆H = 100 − 1000 Oe, which shows the behavior of the chiral
and PM phases. For clarity, ∆SM (T ) is shown in steps of ∆H = 100 Oe. A temperature
gap, ∆T , exists between TC and the order-disorder transition at T ∗ . (Inset) ∆SM vs T for
∆H = HC (TC ). (c) ∆SM vs ∆H for temperatures below and above T ∗ . (Inset) ∆SM at 115
K which shows the peak, HC,2 , above which ∆SM monotonically decreases with H, defined
as the IC–C transition. The local minimum at HC,1 defines the CHM–CSL crossover.
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precedes the transition to the chiral magnetic phase at TC . However according to theoretical
results, Cr1/3 NbS2 exhibits a stable chiral phase within this temperature gap region, ∆T ,
which indicates a phase transition at T ∗ . Evidence of this ordering in ∆T can be observed
by the variation in the location of ∆SM,max (T ) between each field change. The inset shows a
representative curve for ∆H = 425 Oe, where the positive peak in ∆SM occurs at T = TC . For
∆H < 425 Oe, ∆SM,max occurs at successively higher temperatures between TC < T < T ∗ .
HC (TC ) = 425 Oe is thus defined as the critical field below which the CSL exists above TC .
The metamagnetic crossovers and IC–C phase transition boundaries are clearest by examining the magnetic field dependence of ∆SM [Fig. 5.1(c)]. For temperatures ranging from
110 – 129.5 K, ∆SM in the low ∆H regime linearly decreases with applied field. This can
be seen in the inset of Fig. 5.1(c), which shows ∆SM vs ∆H for T = 115 K. Upon reaching
a local minimum, the entropy of the spin system begins to rise at a critical field HC,1 . ∆SM
reaches a maximum at HC,2 above which the entropy monotonically decreases with increasing field, characteristic of a ferromagnetic state. Figure 5.2(a) compares the critical fields
derived from ∆SM vs ∆H to points along M vs H. HC,2 clearly corresponds to HFFM , the
critical field for the IC–C phase transition to the FFM state.
Next, to understand the variation of ∆SM below HC,2 , it is necessary to consider the
balance of energies that lead to the stabilization of the CSL as well as the role of thermal
fluctuations on the modulated states. As underlined by Kishine and Ovchinnikov in [27], the
chiral helimagnetic ground state is forced to break chiral symmetry due to the underlying
crystalline chirality—The crystal lattice acts as a macroscopic protectorate to the chiral
helimagnetic state. When a magnetic field is applied perpendicular to the helical axis, the
field-induced tendency towards commensuration competes with the protected chirality and
the helical ground state crosses over into a chiral soliton lattice. In terms of the preferred
orientation of magnetic moments of the spiral structure in the zero-field spin configuration,
the magnetic field disorders the chiral state.
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Following this, it is expected that the spin entropy would increase with the application of
any finite magnetic field, as according to the theoretical description by Dzyaloshinskii, the
CSL evolves continuously out of the chiral helimagnetic phase as magnetic field is increased
from a nonzero value. Below HC,2 , however, the chiral phase is divided into two regions of
opposite sign of ∆SM . (Thus an apparent crossover exists in the modulated phase defined
by HC,1 .) Therefore a question remains as to why the entropy is negative for nonzero fields
below HC,1 .
Taking account of the Maxwell relation which demonstrates the equivalence between the
change in entropy as a function of magnetic field with the change in magnetization with
temperature, below HC,1 although an applied magnetic field increases the isothermal magnetization, through the increase of commensurate domain growth, as temperature is incerased
thermal fluctuations carry the system back to the preferred chiral phase. This can be understood in analogy with other positive entropy change systems, such as antiferromagnets,
where thermal fluctuations destabilize the preferred orientation or ground state allowing a
magnetic field to polarize spins in antiparallel sublattices along the field direction. This
phenomenon is observed in a macroscopic measurement as an increase of magnetization with
temperature.
We see that this crossover to positive entropy finally occurs at slightly higher fields, where
above HC,1 the field indeed disorders the protected chiral state. As the CSL period increases
and the commensurate domains grow with applied field, ∆SM continues to increase until
the IC-C phase transition at HC,2 . The boundaries defined by HC,2 and HC,1 are plotted in
Fig. 5.2(c). As temperature is increased closer to TC , HC,1 drops precipitously to zero for
∼ 129.75K < T < T ∗ and thermal fluctuations stabilize the topological state for all magnetic
field values.
The deviation of M vs H curves from linearity have been noted as the possible boundary between the linear CSL-1 and nonlinear CSL-2 states [64]. As discussed previously, the
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Figure 5.2: Arrott plot and (inset) M vs H at 115 K. The lower and upper field limits of the
negative slope region are defined as HArr,1 and HArr,2 , respectively. HArr,1 occurs at fields
where M vs H deviates from linearity and is compared to HC,1 . HArr,2 occurs at the FFM
transition. (b) H − T phase diagram defined by the characteristic fields.
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negative slope region of the H/M vs M 2 is attributed to the rapid increase in the magnetization that occurs as the period of the CSL grows with increasing magnetic field. Figure
5.2(b) shows an (inverted) Arrott isotherm at 117 K with the lower and upper magnetic field
boundaries of the negative slope region labelled by HArr,1 and HArr,2 , respectively. HArr,2
is found to correspond exactly with HC,2 (Fig 5.2(c). HArr,1 , however, deviates from HC,1 ,
with HArr,1 < HC,1 from 112 K until a crossover at ∼125.5 K. The locations of HArr,1 and
HC,1 are compared to M vs H, as shown in the inset of Fig. 5.2(b). For all temperatures
measured, HArr,1 was found to agree well with the deviation from linearity of the M vs H
curves. To confirm the location, linear fits were done for a range of field points for which
0.99990 ≤ R2 ≤ 1 and chi-squared ≤ 5.00 × 10−6 . Above 125.5 K, HC,1 descends toward
0 Oe and falls below HArr,1 . This reveals a region which displays both increasing magnetic
entropy and linearity of M vs H.
The characteristic fields are plotted in Fig. 5.2(c) and show the phase line for the IC–C
transition and the region marking the nonlinear crossover from CHM to CSL. HC,2 persists
past TC dropping to zero near T ∗ . The IC–C phase line in the temperature range TC − T ∗
is consistent with the theoretically reported phase diagram [21] in which in the chiral phase
is stable above TC . This also agrees well with the magnetoresistance results in ref. [122] in
which a sharp peak and broad shoulder correspond to two isothermal lines near TC in the
reported phase diagram.
The CHM-CSL crossover field identified from conventional magnetization measurements
as the peak in the differential susceptibility (dM /dH), Hpeak , lies within the CSL regime
defined by HC,1 and HC,2 Fig5.2(c). The narrow extent of the region between Hpeak and
HC,2 resembles the highly nonlinear CSL region obtained in the theoretical phase diagram
reported in ref. [21]. The maximum values of entropy change (dark red region in Fig. 5.1)
are observed in the highly nonlinear CSL regime between approximately 125 K and 131.5 K,
where crossing of energy levels leading to the increase in CSL period occurs rapidly, causing
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sharp increases in magnetization [125].

5.1.2

Universal Behavior

Figure 5.3: Rescaled ∆SM vs T curves for (a) ∆H = 25 − 425 Oe. The dispersion decreases
with ∆H indicating first-order behavior that is suppressed to second-order with increasing
field. (b) Universal curves for ∆SM calculated only for fields above 1kOe. Collapse indicates
second-order behavior.
The scaling of ∆SM vs T curves in the vicinity of a second-orderphase transition has been
theoretically grounded [126, 127] and experimentally confirmed [128, 129, 130] in a variety of
magnetic systems based on the power law dependence ∆SM ∝ H n , where n is an exponent
that follows the scaling law n = 1 + (β − 1)/(β + γ). Thus, equivalent points around the
transition temperature of ∆SM vs T curves measured up to different maximum applied fields
(∆H) should collapse onto the same point of the universal curve when properly rescaled.
The universal curve for magnetic entropy change can be constructed by normalizing ∆SM
peak
vs T curves by the maximum value of |∆SM
|, which occur at the transition temperature,

Tpeak [124]. The temperature axis is rescaled with respect to a reference temperature such
that ∆SM (Tr )/∆SM (Tpeak ) ≥ 0.5. However, two reference temperatures, Tr1 > Tpeak and
Tr2 < Tpeak , are typically chosen, as will be discussed below. The transition of interest is that
74

occuring at T ∗ ∼ 132.5 K. The references were chosen such that ∆SM (Tr1 )/∆SM (Tpeak ) =
∆SM (Tr2 )/∆SM (Tpeak ) = 0.75. The rescaled temperature axis is defined as

θ=




−(T − TC )/(Tr1 − TC ) T ≤ TC


(T − TC )/(Tr2 − TC )

(5.1)

T > TC

such that θ = −1 for T = Tr1 ).
Figure 5.3(a) shows the rescaled curve constructed in the region TC ≤ T ≤ T ∗ for ∆H
= 50 – 425 Oe. A second universal curve is constructed for applied fields in the FFM
region in Fig. 5.3(b). To remove contribution from the low field phase that may have firstorderbehavior, ∆SM vs T was recalculated by changing the limits of integration in (1) to
Hi = 1 kOe and Hf = 30 kOe. The data near the PM–FFM scale onto a universal curve
with a dispersion of only ∼ 5% for a reference of θ = −2. [130] The behavior in Fig. 5.3(b)
agrees with the second-order nature that was established previously via the renormalized
equations of state depicted in Fig. 4.3.
The rescaled ∆SM vs T curves in Fig. 5.3(a) do not collapse onto a universal curve and
show a much higher degree of dispersion (∼ 118%) below Tpeak . The failure of collapse of
∆SM vs T has been well-studied in a wide variety of compounds [130, 126, 131]. In certain
systems, the lack of scaling of the magnetic entropy change has been attributed an additional
magnetic phase which has increasing fluctuations near the magnetic ordering temperature
at Tpeak [126]. However, the use of 2 reference temperatures corrects the failure and collapse
can still be achieved if the transition is indeed second-order. However, if collapse continues
to fail, extra entropy from a coexisting magnetic phase can be ruled out and the dispersion
may signify a first-order transition [130, 126]. The dispersion in ∆SM /∆SM

peak (θ)

typically

exceeds 100% in magnetic systems with a first-order transition [130]. This effect has been
demonstrated in a wide variety of compounds and has even been successful in identifying
the weakly first-order transition in DyCo2 [130]. In Cr1/3 NbS2 , the IC–C second-order phase
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line is predicted to be terminated by a tricritical point at a critical magnetic field below
which a first-order transition occurs from PM–CSL. The large dispersion shown in Fig.
5.3(a) gradually reduces with higher applied magnetic fields. This may be a signature of the
suppression of the first-order character to second-order. The suppression of first- to secondorder with magnetic field has also been shown to occur in the cubic chiral helimagnets. The
present results within the ∆SM vs T scaling model are entirely consistent with the first-order
transition that has been theoretically predicted for Cr1/3 NbS2 [21].

5.2

Phase Diagram

Figure 5.4: Rescaled ∆SM vs T curves for H − T phase diagram from ∆SM (T, H) and
magnetization data. (a) ∆T is indicated by the shaded region between TC and T ∗ . The
hashed area between HC,2 and Hpeak defines the highly nonlinear CSL. (b) Zoomed view
of the phase diagram in the region ∆T where scaling of ∆SM vs T onto a universal curve
fails. The phase line for onset of the CSL is a steep boundary at 132 K, indicated by red
stars, where a first-order transition may exist. Irreversibility in this region can be seen by
comparing M vs T peaks measured with a ZFC protocol (black stars) and M vs T peaks
reformulated from M vs H: M H (T ) (red stars).
A comprehensive phase diagram is shown in Fig. 5.4(a) with phase lines and crossover
boundaries determined from ∆SM and H/M vs M 2 . The shading separates regions of relative
increase and decrease in ∆SM . The CSL regime is divided into two distinct regions of decreasing and increasing magnetic entropy separated by HC,1 (T), marked by the green squares. In
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the region of negative magnetic entropy change, the protected chirality-dominated state is
preferred against the magnetic field. In this regime, increasing temperature drive the system
back toward a purely chiral phase (regain 2π rotation that compensates the moments) despite
the competing magnetic field. Above HC,1 , the Zeeman term to favors an approach to the
ferromagnetic domain-dominated regime of CSL. The crossover field plummets to zero closer
to TC where thermal fluctuations stabilize the topologically nontrivial CSL. The hashed area
between the FFM phase line and the dM/dH peak indicates where the highly nonlinear CSL
may exist. Chiral ordering exists at applied fields below HC,2 in the temperature gap region,
∆T , between TC = 130.75 K and T ∗ = 132.5 K. At magnetic fields greater than HC (TC ) =
425 Oe, indicated by a hashed area in ∆T , chiral fluctuations are suppressed and PM-FM
transition occurs at TC .
Figure 5.4(b) shows the phase diagram in ∆T = TC − T ∗ . The light gray shaded region
indicates the regime characterized by non-universal behavior of the rescaled magnetic entropy
change. HC,2 is 425 Oe at TC and persists until 132 K at a value of 175 Oe. At this
temperature, the phase line separating CSL from PM drops off sharply and ∆SM vs T crosses
zero for fields below 225 Oe. The sharpness of this drop off has been observed previously and
was noted to resemble the sharpness of the MnSi first-order phase line [109, 65]. Evidence
of irreversibility in ∆T can be seen from the 0.5 K offset (well within the resolution of our
instrument) of the TC (H) lines determined from the kink points in M vs T curves collected
with a ZFC protocol (black stars) or reconstructed from M vs H data (red stars). The highly
nonlinear CSL bounded by HC,2 and Hpeak is indicated by the dark hashed region. Resolution
of the measurements does not allow the exact determination of the possible tricritical point,
however the convergence of HC,2 and Hpeak suggest that a crossover may occur in the vicinity
of 131.5 – 131.75 K.
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5.3

Summary

In summary, a comprehensive phase diagram was constructed for the chiral helimagnet
Cr1/3 NbS2 by analyzing three magnetic field regimes. Below 1 kOe, the coherent long-range
order of the CSL and CHM phase is set by the crystalline chirality. The magnetocaloric
effect was used to calculate the magnetic entropy change, ∆SM vs T , to map out the boundaries separating the CHM, CSL, and FFM regions of the phase diagram. An order-disorder
critical temperature was defined at T ∗ ∼ 132.5 K, where the chiral phase exists above the
Curie temperature, which agrees with the behavior shown theoretically in ref. [21]. Using
the condition to test universality of ∆SM vs T , we find that failure of collapse of the rescaled
∆SM vs T for fields ∆H = 25 – 425 Oe indicates that a first-order transition likely occurs
in the region ∆T = TC − T ∗ and is suppressed to second-order at higher applied magnetic
field.

78

Chapter 6
Ac Magnetic Response in Cr1/3 NbS2 5

6.1

Introduction

In the previous chapter, the phase boundaries were reported using the temperature and magnetic field dependence of the magnetic entropy change (∆SM (T, H)) and dc magnetization.
Our results demonstrated that the chiral magnetic phase is stable above the Curie temperature within a precursor region (TC − T ∗ ) analogous to the fluctuation-disordered regime
observed in the cubic CHMs. [132, 116] Although the first- and second-order behaviors were
demonstrated experimentally, the location of the tricritical point was not experimentally
resolved. The ac magnetic response reported in [65] identified a possible tricritical point
separating the linear and nonlinear regimes, however, the results require more refined detail
in this region. As relaxation times observed at the phase boundaries in chiral helimagnets
have been shown to decrease dramatically (over several orders of magnitude) at temperatures close to the phase transition [133], a wider frequency range may allow the refinement
of distinctly different magnetic regimes to locate the tricritical point as well as detect the
CSL behavior within the precursor region, TC − T ∗ .
The following study presents an analysis of the ac magnetic response as a function of
applied dc magnetic field, Mnω (H), which tracks the dynamic response across the spatially
modulated chiral phase into the FFM state. The measurement is taken across a logarithmic
frequency range, f = 11 − 10, 000 Hz, on a single crystal sample with TC = 130.75 K. [66]
5

Portions of these results have been previously published [E. M. Clements et al., Physical Review B 97,
214438 (2018)], and has been reproduced with permission of the publisher.
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We first present the field dependence of the linear ac magnetic response and follow with
an analysis of the higher harmonic components of the ac magnetic response to clarify how
the nonlinear response evolves as the chiral magnetic phase undergoes multiple field-induced
crossovers. The study of the relaxation behavior of the HNL CSL is also presented. The
temperature dependence, Mnω (T ), clarifies the nature of correlations above the magnetic
ordering temperature. Finally, the phase diagram is constructed and the tricritical point is
identified where the separation between the linear and highly nonlinear CSL regimes becomes
apparent.

6.2

6.2.1

Ac magnetic response: Field dependence

Linear response

Figs. 6.1(a) and (b) show the real and imaginary components of the linear magnetic response
0
00
as a function of applied dc magnetic field, M1ω
(H) and M1ω
(H), measured with f = 111
0
Hz for selected temperatures ranging between T = 129 − 133 K. While M1ω
is non-zero for
00
appears only at 0 Oe and in a field range between H = 250 − 570
all fields measured, M1ω
0
shows a giant response. In the context of the simple spin coherence
Oe, i.e. where M1ω

model described in §1, the following describes the behavior of the ac magnetic response as
the magnetic system continuously transforms from a spatially-modulated chiral phase to the
0
homogenous FFM state: At H = 0 Oe, M1ω
displays a maximum, which is accompanied
00
by a large M1ω
due the essentially infinite spin coherence of the CHM structure, which is

spatially uniform over the entire crystal. As magnetic field is increased in steps of 10 Oe,
0
00
M1ω
drops to a relatively constant value. M1ω
abruptly goes to zero and marks the crossover

into the linear CSL. In this regime, long-range spin coherence disappears, extending over a
broad field range from ∼ H = 30 − 250 Oe for T = 129 K. At a critical field, the spin system
0
00
crosses over into a HNL CSL in which both M1ω
and M1ω
show an exponential-like increase
0
that evolves into a broad peak with sharp anomalies. Above a critical magnetic field, M1ω
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Figure 6.1: Magnetic field dependence of the real and imaginary parts of the linear ac
magnetic response, M1ω (H, T ), measured with an ac magnetic field amplitude, h = 5 Oe.
(a) Real and (b) imaginary parts of M1ω measured as a function of magnetic field at fixed
temperatures in the range T = 129−133K. (c) Real and (d) imaginary parts of M1ω measured
for a frequency of f = 1111 Hz.
drops to a minimum and loss disappears marking the IC–C phase transition into the FFM
phase.
0
00
Figs. 6.1(c) and (d) show the H − T surface plots of M1ω
(H, T ) and M1ω
(H, T ) for

f = 1111 Hz. The double anomalies of the HNL CSL are apparent as dark red ridges. The
large linear response and accompanying magnetic loss of the HNL CSL extend past the Curie
temperature, TC = 130.75 K measured for this system, [66] into a region marked by strong
chiral correlations, in agreement with results in [66, 21, 68]. For temperatures above ∼ 131.5
0
K, the magnetic loss vanishes. Here, M1ω
remains as a single broad peak (see also Figs.
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6.1(a) and (b)) and extends to T0 ∼ 132.25 K, which marks the disappearance of the chiral
magnetic phase. This feature without magnetic loss emerges on the boundary between the
linear CSL and PM states. [65] The H − T surface plots mirror the phase diagram shown in
Fig. 2.8(b). Namely, the HNL CSL–FFM transition and linear CSL–PM transitions meet in
the region TC − T ∗ .
While the behavior of the domain dynamics elucidated the HNL CSL–FFM and linear
CSL–PM phase boundaries as a function of temperature in [65], the nature of the fielddependent crossover from the helicity-dominated linear regime of the chiral phase into the
highly coherent ferromagnetic domain-rich nonlinear regime of the CSL is still unclear. To
understand the evolution of the spatially-modulated chiral phase, the study begins with
a comparison of the static (differential) and dynamic susceptibilities. Fig. 6.2 compares
the differential susceptibility, dM/dH, shown by the black curve, and the ac susceptibility,
0
/h, shown by the green curve, for T = 129 K at the lowest frequency (longest timeM1ω

scale) measured in this study, f = 11 Hz. dM/dH, derived from dc magnetization versus
peak
magnetic field measurements, shows a single peak at a characteristic field, HdM/dH
. As

the susceptibility reaches its maximum, in a field regime where the coherent FM domains
dominate the magnetic structure, the dynamic susceptibility deviates from the behavior
peak
of dM/dH, splitting into two anomalies of lesser magnitude. The location of HdM/dH
lies
0
exactly at the position of the minimum between the two peaks in M1ω
/h. A closer inspection

indicates that the deviation between the dc and ac susceptibilities becomes prominent near
H = 250 Oe and coincides with the onset of non-zero magnetic loss, shown by the orange
curve. Clearly, the dynamic susceptibility at 11 Hz, which has a time window of ∼ 90 ms,
does not track the susceptibility measured in the static limit. The dynamic response is
instead suppressed in magnitude and is accompanied by an increase in magnetic loss.
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Figure 6.2: Comparison of the magnetic field dependence of the dc differential susceptibility,
0
dM/dH, the ac susceptibility, M1ω
/h = χ01ω , at f = 11 Hz (right axis), and ac magnetic
00
loss, M1ω
/h = χ001ω , at f = 11 and 111 Hz (left axis). The dashed lines mark the field
regime of the deviation between the dc and ac susceptibilities and the corresponding onset
peak
and destruction of ac magnetic loss. The maximum in dM/dHvsH, defined as HdM/dH
, is
dependent on measurement temperature and occurs at H ∼ 500 Oe at T = 129 K.

The discrepancy in the magnetic field dependence of the susceptibility has been observed
in many systems with long-wavelength magnetic structures, e.g. CHM and SkL phases.
[70, 134, 71] The difference in magnitude has been linked to (1) a slow field-driven process,
such as the reorientation of large helical domains, that may only be fully observed in the zero
frequency limit, and (2) phase coexistence and strong dissipation accompanying a first-order
transition. [134] As the field-driven crossover in Cr1/3 NbS2 is a continuous process, [10]
the dynamic behavior shown here is characteristic of long-wavelength magnetic structures
that relax on macroscopic time-scales. [135] Indeed, the suppression of the susceptibility is
enhanced with higher frequency and will be explored further in Sec. III. C. In the following
section, we will examine the variation of the nonlinear response in the field regime marked
by slowing dynamics to identify the onset of collective dynamics of a coherent macroscopic
spin state.
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6.2.2

Nonlinear response

The first five harmonics of the ac magnetic response as a function of magnetic field, Mnω
(H), at f = 111 Hz are compared in Figs. 6.3(a)-(f), where the black curves represent the
measurement at T = 129 K. The first column, Figs. 6.3(a)-(c), compares the large response
of the higher-order odd harmonic components, M3ω (H) and M5ω (H), to the magnetic loss
00
(H). In Figs. 6.3(e) and (f), the large responses of the even harmonic components, M2ω
M1ω

and M4ω , are displayed and show a complex modulation across the highly nonlinear regime.
0
As a reference between even and odd harmonics M1ω
is displayed in Fig. 6.3(d).

M2ω – M5ω capture the disappearance of spin uniformity which is predicted to occur as
the CHM structure crosses over into the CSL. At H = 0 Oe, the magnetic response of the
CHM structure displays a contribution from all higher harmonics, M2ω – M5ω , and abruptly
drops at small H. The minimum, which extends for a relatively wide field range, rapidly
rises at a characteristic field, HC,1 .
As shown by the black dashed lines through Figs. 6.3(a)-(c), M3ω and M5ω display
00
00
virtually the same field dependence as M1ω
(H): The onset of M1ω
is accompanied by a

rise in M3ω , and appearance of M5ω , and is followed by an exponential-like increase to
00
sharp double anomalies. Thus, the onset of slowing dynamics, indicated by M1ω
(Fig. 6.2),

corresponds to a prominent nonlinear response which, in the picture of magnetic domain
dynamics, is associated with the growth of the FM domain component of the CSL. The
third harmonic response as a function of field, M3ω (H), for f = 25 − 10, 000 Hz is shown in
Fig. 6.4 for T = 129 K. As frequency is varied, the regime of large M3ω remains rigid as a
function of magnetic field and shows no shift of the sharp double anomaly (Fig. 6.4). M3ω
0
00
(H) and M1ω
(H),
displays the characteristic dip in magnitude that was observed in M1ω
peak
which corresponds to peak in the static susceptibility, HdM/dH
.

While the highly nonlinear regime of the CSL was previously characterized [65] with
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Figure 6.3: Magnetic field dependence of the linear and nonlinear components of the ac
magnetic response for selected temperatures, Mnω (H, T ), at f = 111 Hz. The magnitude
of all harmonic components are highly dependent on frequency and hence do not display
00
maximum magnitude simultaneously. (a) The magnitude of the ac magnetic loss, M1ω
(H).
The large absolute magnitudes of (b) the third, M3ω , and (c) fifth, M5ω , harmonic response
0
show a remarkably similar field dependence to the ac magnetic loss term. (d) M1ω
. The even
harmonics (e) M2ω and (f) M4ω have sizeable contributions to the total magnetic response
00
and closely follow the inflection points of M1ω
.
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respect to the large M3ω , the large magnitude of the higher harmonics from M2ω to M5ω
reinforces that the time-dependent magnetization is highly distorted in response to the sinusoidal driving field. The relative magnitudes of the higher harmonics to M1ω further
demonstrate the high nonlinearity in the system. Specifically, the ratio of M3ω /M1ω , called
the Klirr factor, is used as a measure of the nonlinearity and was reported previously as
approximately 10% in this system. [65] The measurements reported herein demonstrate a
large Klirr factor of up to 15%. It is also worth noting that M5ω is in the range of 16% of
M3ω . Depending on the measurement frequency, the peak magnitude of M2ω is comparable
to M3ω , as seen in Fig. 6.3(e) where M2ω (H) measured at T = 130.75 K reaches a magnitude
of ∼ 1.3 (emu/mol). Consequently, the even order terms of (3.15) contribute a considerable
distortion to the time-dependent magnetization and, similarly to M3ω and M5ω , reflect the
collective response of the coherent FM domains of the HNL CSL.
The magnetic field dependence of the second harmonic magnetic response, M2ω (H), is
shown in Fig. 6.5(a) for T = 130.5 K. As observed in the odd order ac magnetic responses,

Figure 6.4: The third harmonic of the ac magnetic response as a function of magnetic field,
M3ω (H), for f = 25 − 10000 Hz measured at T = 129 K.
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M2ω displays a complex field dependence across the HNL CSL, which is further demonstrated
0
00
by the real and imaginary components (M2ω
and M2ω
) shown in the inset. Both the in-phase

and out- of-phase components contribute almost equally to the total M2ω , which signifies
significant energy loss associated with the changes in internal field. Due to the presence
of spontaneous magnetization in a system, there exists an asymmetry in the magnetization
with respect to the direction of the applied magnetic field in an ac measurement. [89, 90]
Furthermore, sharp anomalies in M2ω should accompany sudden changes in internal field.
[89, 90] The M2ω response is largest upon entering and exiting the highly nonlinear regime
as field increases, where on entry a sharp positive to negative sign change occurs and on
exit, small positive values sharply switch to negative moving into the FFM phase. The
00
0
across the highly nonlinear regime can be observed for all
and M2ω
sign changes in M2ω
0
(H, T ) surface
temperatures measured up to T ∼ 131.5 K, as can be seen in the M2ω

plot in Fig. 6.5(b). M2ω (H) displays sudden changes associated with the onset of the rich
ferromagnetic domain component of the HNL CSL. This may be associated with a precipitous
increase in ferromagnetic domain size which, based on static magnetization measurements,
thereafter rapidly increases with magnetic field. [64] To our knowledge the magnitude of
M2ω is usually not a significant contribution to the total measured ac magnetic response,
and therefore the results have not been formally displayed in previous studies of the nonlinear
response of chiral magnets. [65, 92]
The field dependence of M2ω – M5ω clearly portrays the evolution of the CSL from one
regime to another: the linear CSL, which displays a predominantly in-phase linear response
to an ac magnetic field, and the HNL CSL, which includes large nonlinear contributions and
large magnetic loss to the total response. The attenuation in magnitude of M1ω – M5ω at
peak
HdM/dH
is a signature of the excessive slowing of the dynamics across the highly nonlinear

CSL as the FM domains continuously grow with increasing H. [65] To further understand the
relaxation behavior across the highly nonlinear regime, we analyze the frequency dependence
in the following section.
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Figure 6.5: Magnetic field dependence of the second harmonic of the ac magnetic response
measured with f = 111 Hz. (a) M2ω (H) measured at 130.5 K. (Inset) Real and imaginary
0
components of M2ω (H). (b) Surface plot of M2ω
(H, T ).
6.3

Frequency dependence

0
00
The frequency dependence of M1ω
(H) and M1ω
(H) (Figs. 6.6(a) and (b)) further illustrates
0
the effect of a decreasing time window as the magnitude of M1ω
decreases with frequency.

To investigate the effect of frequency in more detail, a quantitative analysis of the frequency
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0
dependence of the linear susceptibility, χ01ω = M1ω
/h, is possible from the Cole-Cole mod-

ification [82] of the Debye model (3.12) which introduces the parameter a to account for
a distribution of relaxation times: α = 1 corresponds to an infinitely broad distribution
and α = 0 accounts for a single relaxation process. The Cole-Cole model assumes a distribution of relaxation times which is symmetric about τ0 = 1/(2πf0 ), the characteristic or
average relaxation time, on a logarithmic scale. Here, χ(0) and χ(∞) are the isothermal
and adiabatic susceptibilities, which correspond to spin-lattice and spin- spin interactions,
respectively. χ(ω) can be decomposed into in- and out-of-phase components and from fits of
(4) and (5) to the frequency dependence of the real and imaginary components of the linear
susceptibility, the above parameters can be extracted to analyze the change in the dynamics
as a magnetic phase evolves with temperature and magnetic field.
Figs. 6.6(c) and (d) plot the real and imaginary components of χ1ω , respectively, as a
peak
function of frequency at H = 490 Oe, which corresponds to HdM/dH
at T = 129 K. χ001ω

displays an asymmetry about its peak which corresponds to the characteristic frequency f0
or, equivalently, the average relaxation time, τ0 (Fig. 6.6(d)). Additionally, χ001ω approaches
an apparent non-zero value in the isothermal limit, χ(ω → 0). The solid lines in Fig. 6.6(c)
and (d) demonstrate how the model deviates from the measured χ01ω and χ001ω , where separate
fits were performed on either side of the peak at τ0 . To account for the low frequency behavior
of χ001ω , following a similar procedure reported in [119], an additional frequency-independent
term, χ000 , was added to the right hand side of (6.4).
Fig. 6.7(a) plots the evolution of τ0 with temperature for selected fields within the HNL
CSL regime. For each magnetic field, an acceleration of the dynamics is observed as the
characteristic time drops with an increase in temperature, varying from ∼ 10−3 − 10−5 s
approaching T = 131.5 K. However, as H is increased and the FM domain component of
the HNL CSL grows, a general slowing trend is observed between curves, most noticeably as
peak
magnetic field increases past HdM/dH
.
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Figure 6.6: Frequency dependence of the linear ac magnetic response at T = 129 K. (a) Real
0
00
and (b) imaginary parts of the linear ac magnetic response, M1ω
(H) and M1ω
(H), measured
0
/h = χ01ω
as a function of magnetic field. In- and out-of-phase linear susceptibility (c) M1ω
00
/h = χ01ω as a function of frequency for the magnetic field corresponding to the
and (d) M1ω
peak
0
00
(H) and M1ω
(H) at HdM/dH
marked by a blue asterisk in (b). The green line
dip in M1ω
represents a fit of (3.13) and (3.14) to the low-frequency side of the inflection point in χ01ω
and χ001ω , respectively, which correspond to τ0 = 1/(2πf0 ). The blue lines represent fits on
the high-temperature side of τ0 .
As demonstrated by the fits to χ01ω in Fig. 6.6(c), the asymmetry is less pronounced with
respect to the inflection point at τ0 . However, at the lowest frequencies, χ01ω deviates significantly from the expected sigmoidal dispersion. In this regime, the susceptibility displays
an almost linear increase in magnitude as frequency varies from 39 – 11 Hz. Thus, as the
measurement window approaches macroscopic time-scales, an additional dynamic process is
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captured by both the real and imaginary components of the susceptibility. Fig. 6.7(b) shows
the trend in the constant term χ000 , which gradually drops with temperature to a value close
to zero at T = 131.5 K. The drop in χ000 may indicate that the gradual loss of a competing
dynamic process which disappears above the tricritical point.

Figure 6.7: Dynamic parameters as a function of temperature. (a) τ0 , the characteristic
00
time, and (b) χ0 , frequency-independent term, extracted from fits of Eq. (3.14) to the lowfrequency side of χ001ω . The corresponding magnetic fields are marked by asterisks in Fig.
6.6(b).
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Anomalous relaxation phenomena with respect to the Cole-Cole model has been observed
in other magnetic systems with spatially-modulated structures such as the cubic chiral helimagnets and a cycloidal magnet, GaV4 S8 . [71, 119, 136] In each of these systems the
behavior of the deviation varies: The frequency dependence of χ00iω n Fe1−x Cox Si displays
a similar profile to the data presented in this study and is attributed to the coexistence of
multiple phases due to chemical doping. [136]. In [119], it was reported for Cu2 OSeO3 that
the behavior of χ001ω implied a symmetric distribution of relaxation times, yet a frequencyindependent component, χ000 , was added to the model for the full frequency range. In GaV4 S8 ,
separate fits of the Cole-Cole model to χ01ω and χ001ω failed to produce the same parameter set.
[71]. Unlike in Cr1/3 NbS2 , where the anomalous behavior is representative of the dynamics
of a pure magnetic phase, the behavior in these systems is observed on phase boundaries
between modulated phases. Nevertheless, the relaxation phenomena in each of these systems
are complicated by the slow dynamics of magnetic structures on large length-scales.
The acceleration of the dynamics with increasing temperature is also clear in the frequency dependence of the real and imaginary components of the third harmonic response,
0
00
M3ω
and M3ω
, Figs. 6.8(a)-(d). As previously discussed in Sec. III. B., the field range of
0
the large M3ω signal is relatively rigid as frequency is varied. However, the character of M3ω
0
00
starts
varies significantly with frequency across the HNL CSL. In Fig. 6.8(a), M3ω
and M3ω

off as a large negative value that gradually reduces in magnitude with increasing frequency.
0
0
For f ∼ 111 − 155 Hz, M3ω
exhibits a negative to positive crossover. Above 155 Hz, M3ω
0
increases to a positive peak. The gradual evolution of the sign change in M3ω
is typically

attributed to the ac measurement probing the response of spin interactions and other degrees of freedom at different time, and hence, spatial scales. [88, 86, 91]. The variation in
the characteristic frequency dependence described above is summarized in Figs. 6.8(b)-(d),
where the location of the inflection point of the negative (blue) to positive (red) crossover
0
in M3ω
(H, T ) shifts to higher temperatures with increasing frequency.
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Figure 6.8: The third harmonic of the ac magnetic response as a function of temperature and
magnetic field. (a) Frequency dependence of real component of M3ω (H) for f = 25 − 10000
00
0
Hz. (Inset) M3ω
. (b)-(d) Surface plots of the real part, M3ω
(H, T ) for various frequencies.
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The decrease in time-scale at progressively higher temperatures has been observed in
magnetic systems with long-wavelength structures and suggests the thermal activation of
relaxation processes. [133, 71] However, the behavior may not always be explained in terms
of a simple Arrhenius model, f0 = Aexp(−Ea /kB T ), which can lead to unphysically large
energy barriers. [119] Fig. 6.9 plots the extracted parameters as ln f0 vs 1/T . The inset
illustrates the acceleration of the dynamics as the peak in χ001ω vs f shifts to higher values of
f0 as temperature increases toward the phase transition at T ∼ 131.5 K. The behavior of spin
relaxation clearly falls outside of a simple thermal activation scheme in which a linear trend
in ln f0 vs 1/T would be expected. However, the data show a clear trend in the dynamic
response, which speeds up on approaching the tricritical point. The frequency regime used
in this work allows access to shorter time-scales than in previous studies, which may aid in
refining the destruction of the highly nonlinear regime to identify the tricritical point.

Figure 6.9: Temperature dependence of the characteristic frequency, f0 , corresponding to
00
the magnetic fields marked in Fig. 6.6(b). (Inset) M1ω
vs f for temperatures ranging from
00
T = 129−131.5 K. The peak in M1ω at f0 shifts to higher frequency as temperature increases,
as indicated by the black arrow, toward the tricritical point
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6.4

Ac magnetic response: Temperature dependence

To gain a comprehensive portrait of the phase diagram, we explore the behavior of the even
and odd higher harmonic responses with temperature across several magnetic field regimes.
As demonstrated in Sec. III C., the dynamic phenomena close to the phase transition
gradually approach shorter time-scales. Therefore, a particular emphasis is placed on measurements at the higher end of the frequency spectrum to clarify the phase evolution within
the precursor region, TC − T ∗ .
Fig. 6.10 shows the temperature dependence of M1ω – M5ω of the CHM phase at 0 Oe
and f = 10,000 Hz. The familiar sharp kink in M1ω corresponds to the phase transition
into the CHM phase from the PM state [59, 66, 104, 108] at T0 ∼ 132.25 K. The inflection
point, which is noted in other chiral helimagnets to mark a fluctuation-disordered precursor

Figure 6.10: Linear and nonlinear magnetic response of the unpolarized CHM state as a
function of temperature at H = 0 Oe and f = 10000 Hz. The kink point at T0 ∼ 132.25 K
marks the PM–CHM phase transition. Nonzero values of M2ω –M5ω appear at T ∗ = 133 K
and correspond to the inflection point in M1ω that marks that onset of chiral fluctuations in
the fluctuation-disordered precursor region.

95

region [132, 116], occurs at T ∗ = 133 K and is in close agreement with our M vs T results
reported in [66]. The inflection point at T ∗ coincides with the onset of strong M2ω and M3ω ,
which supports the predictions of chiral correlations in the precursor region and suggests an
increasing coherence of fluctuations as the phase transition is approached. In fact, a large
zero-field M3ω (T ) has been demonstrated to detect the effects of crystalline chirality on
magnetic correlations above the transition temperature. [25]
The temperature dependence of Mnω at fixed dc fields is presented in Figs. 6.11(a)(d). Figs. 6.11(a) and (b) show the temperature dependence of the real and imaginary
0
00
(T ) and M1ω
(T ), measured in this study
components of the linear magnetic response, M1ω

at f = 100 Hz and with dc field, Hdc = 50 − 1200 Oe. The two field-dependent anomalies
0
(T ) at high and low temperature, respectively, are consistent with results reported
in M1ω
0
at
by Tsuruta, et al. in [65]. Namely, for Hdc > 400 Oe, a shallow peak emerges in M1ω

high temperature, T = Tm (> TC ), that is not accompanied by loss. A similar feature has
been observed above TC in ac magnetic measurements of the cubic chiral helimagnets and
is associated with the transition from the paramagnetic into the field-polarized (FP) state.
[134, 132] It has already been demonstrated that strong ferromagnetic correlations exist
well above TC in Cr1/3 NbS2 [66] and in other CHMs. [116, 115] Thus, the transition at Tm
indicates the temperature regime in which the FM correlations become strongly interacting.
In this case, under an applied magnetic field, M2ω (T ) should be present. The second
harmonic magnetic response displayed in the inset supports this picture, where the peak in
0
M2ω (T ) coincides with the peak at Tm in M1ω
(T ) measured at 1200 Oe. Tm shifts to higher

temperature as magnetic field is increased and Zeeman energy stabilizes FM correlations at
higher temperature.
0
For Hdc ≥ 400 Oe, the low temperature peak in M1ω
(T ) is accompanied by a significant
00
response in M1ω
(T ) which, as established in [65], reflects the energy loss of the ferromagnetic
00
domains of the HNL CSL against the time-dependent field. Similar to the behavior of M1ω
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(H) reported in Sec. III A., the center of the broad peak exhibits a small dip in magnitude
peak
and coincides with the center of the highly nonlinear regime of the CSL at HdM/dH
. The

abrupt disappearance of magnetic loss as temperature is increased, occurs at phase the
0
(T )
boundary between the HNL CSL and FFM phase. The low temperature peak in M1ω

becomes suppressed at lower temperatures as the dynamic processes of the HNL CSL slow
significantly moving away from the tricritical temperature. Specifically, at Hdc = 800 Oe,
0
the M1ω
(T ) maximum is completely suppressed, yet the domain dynamics are still apparent
00
from the non- zero M1ω
(T ) down to T ∼ 115 K in Fig. 6.11(b). The same behavior is
0
(T ) measured at f = 1 Hz is
observed in [65], where it was noted that the anomaly in M1ω

temporarily enhanced and then suppressed at lower temperature. In the present study, the
0
(T ) for f = 100 Hz accesses time-scales that are faster by 2 orders of
measurement of M1ω

magnitude. Hence, the regime of maximum response occurs at temperatures closer to the

Figure 6.11: Temperature dependence of the ac magnetic response measured with an ac field
amplitude, h = 5 Oe. (a) Real and (b) imaginary parts of M1ω (T ) measured as a function of
temperature with fixed dc fields in the range Hdc = 50 − 1200 Oe and f = 111 Hz. Tm marks
the PM–FP transition, which shifts to higher temperature with increasing magnetic field.
The inset shows M2ω which demonstrates the onset of strong FM correlations at Tm . (c)
M2ω and (d) M3ω as a function of temperature for fixed dc fields in the range Hdc = 50 − 400
Oe and f = 10000 Hz.
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phase transition.
Figs. 6.11(c) and (d) demonstrate the temperature dependence of M2ω and M3ω for
low magnetic fields, H = 50, 200, 400 Oe, measured at f = 10,000 Hz. A double peak in
M2ω gradually develops with successively higher fields up to 400 Oe, where the anomaly is
accompanied by a large M3ω of the HNL CSL. The M2ω response at 50 Oe and 200 Oe which
lack a giant M3ω and a magnetic loss signature in Fig. 12(b) represents the PM–linear CSL
transition. Hence, the transition from PM–linear CSL displays a nontrivial change in internal
field with a similar character to the transition into the HNL CSL. The non-zero M2ω signal
indicates the presence of small field-polarized regions in an otherwise helicity-rich structure.
It is likely due to the gradual formation of short-range ferromagnetic regions with increasing
magnetic field, which agrees with the theoretical picture in which the spatial period of the
CSL continuously grows as H increases.

6.5

Phase diagram and tricritical point

In this section, a comprehensive phase diagram is constructed to summarize the features of
the field and temperature dependence of the crossovers and phase transitions in Cr1/3 NbS2 .
First, the details of the determination of the critical values are presented in Fig. 6.12. Fig.
6.12(a) directly compares the field dependence of the first derivatives of the linear and higher
0
order magnetic responses, dM1ω
/dH, dM3ω /dH, dM2ω /dH for the measurement at T = 129

K. The magnetic responses all display sharp changes in slope across the highly nonlinear
regime of the CSL. The collapse in the spin coherence of the CHM state with an increase of
magnetic field from H = 0 Oe is observed in all measurements, after which the change in slope
0
is minimal over a broad field range. Both dM1ω
/dH and dM3ω /dH display a gradual increase

near H = 300 Oe. This coincides with the apparent onset of the frequency dependence in
M1ω and M3ω as well as the deviation between the static and dynamic susceptibilities and
appearance of magnetic loss (Fig. 6.2). Above 400 Oe, rapid jumps in slope occur in M1ω ,
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Figure 6.12: Determination of the critical values of field and temperature. (a) First derivative
0
of M1ω
, M3ω , and M2ω as a function of magnetic field. HC,1 is defined where the onset of rapid
changes in slope in the linear and nonlinear magnetic response coincide. HC,1 represents the
crossover field for the onset of the HNL CSL. HC,2 defines the critical field for the FFM
transition. dM3ω /dH and dM2ω /dH are multiplied by a factor of 10. (b) Magntic field
dependence of M1ω (T ) for Hdc = 400 − 550 Oe measured for f = 10000 Hz. As magnetic
field decreases, the peak at Tm shifts to lower temperature and disappears at the tricritical
point. (Inset) Example of the Lorentzian peak fit used to determine an accurate value of
Tm . Standard error obtained from fits of each data set range betwen ±0.012 − 0.045 K.
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M3ω and M2ω , which we define as the crossover field, HC,1 . In the field regime above HC,1 ,
the CSL is characterized by the onset of an anomalous M3ω response which coincides with
extremely slow dynamics associated with the collective response of spatially coherent FM
domains. This behavior falls off at HC,2 , the critical field for the IC–C transition into the
FFM phase.
The determination of the critical temperature, Tm which separates the paramagnetic and
field-polarized state is shown in Fig. 6.12(b). As demonstrated in Fig. 6.11(a), Tm shifts to
0
(T ) for f = 10,000 Hz measured in
higher temperature with increasing magnetic field. M1ω

the vicinity of the tricritical point are displayed for fixed dc fields ranging from Hdc = 400
– 550 Oe. Unique Tm values were extracted from a peak fit of each curve, as demonstrated
in the inset. The disappearance of Tm indicates the location of the tricritical temperature,
below which the continuous transformation of the chiral helix into the ferromagnetic state
is achieved via a crossover into a highly nonlinear CSL.
0
0
00
Figs. 7.4(a)-(f) display the surface plots of M1ω
– M5ω
(H, T ) and M1ω
(H, T ) measured at

f = 10,000 Hz, for which the regime of maximum ac magnetic response runs from TC to TTCP .
Critical field and temperature values determined from anomalies in Mnω are superimposed.
0
demonstrates the extent of the chiral magnetic phase down to T0 , the
In Fig. 7.4(a), M1ω

zero-field critical temperature of the PM–CHM transition. The chiral phase extends past
the ferromagnetic Curie temperature calculated for this system [66] into a precursor region,
TC − T ∗ . In all plots of Mnω , a strong response is observed near H = 0 Oe, reinforcing
the conclusion of Tsuruta, et al. [65] that the CHM phase exists as a singularity in the
absence of applied magnetic field. The large response is present up to T ∗ = 133 K as defined
in Sec. IV., which may signify chiral correlations in a precursor regime analogous to the
fluctuation-disordered region observed in the cubic chiral helimagnets. [132, 116]
0
00
The critical fields, HC,2 , at which M1ω
and M1ω
fall off are marked by open black symbols

below TTCP and in red for T > TTCP . A simple power law fit to the IC–C phase line is
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given by HC,2 ∝ (T − T0 )0.258±0.031 with T0 = 132.3 ± 0.05 K (solid black line). HC,1 and
peak
HdM/dH
are tracked by dashed lines extrapolated to H = 0 Oe using a similar power law
0
to HC,2 . The PM–FP line is given by the location of Tm , determined from peak fits of M1ω
0
(T , Hdc ) (green squares) as demonstrated in Fig. 6.12(b). Tm values obtained from M1ω

(T, H) reformulated from field-dependent data (hollow pink squares) are in good agreement
with temperature-dependent data, which demonstrates negligible hysteresis across the fieldpolarized transition. The intersection of the PM–FP phase line with HC,2 at TTCP = 131.35
K defines the tricritical point that separates the HNL CSL–FFM and the linear CSL–PM
transitions.
Fig. 7.4(b) labels the magnetic phases and mirrors the schematic phase diagram presented
in Fig. 2.8(c) in Ch. 2. The temperature and field dependence of each harmonic, Figs.
7.4(b)-(f), illuminates the destruction of the HNL CSL above the tricritical temperature, as
the dynamic signatures of the periodic array of ferromagnetic domains disappear. Small M2ω
and M3ω values exist above TTCP at the PM-linear CSL transition. As already demonstrated
in the temperature dependence section, M2ω points to the change in internal field due to the
gradual formation of short-range FM regions as a precursor to the crossover into the HNL
CSL regime. In general, the presence of non-zero M3ω accompanying M1ω is expected at a
phase transition. [84] However, it lacks the large magnetic response due to the formation of
large FM domains which are spatially coherent over large length-scales. The phase diagram
calculated from dynamical measurements distinguishes the linear and HNL CSL regimes and
reinforces the existence of the tricritical point that has been theoretically predicted. [21, 68]
While the phase diagram based on the field dependence of Mnω presented here focuses
on a temperature regime close to the phase transition, the measurement window detects
the signature magnetic loss of the FM domains for temperatures down to at least T = 110
K, as demonstrated in Sec. IV. The dynamic behavior studied within the frequency range
f = 11 − 10, 000 Hz reinforces the results of Tsuruta, et al. [65], measured at frequencies
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as low as 0.1 Hz. In the present study, Tm shifts from T = 131.35 − 135 K over fields
H = 0.3 − 0.8HC,0 , where HC,0 refers to the critical field extrapolated to absolute zero. In
[65] the phase line also shifts with applied field, over a range of ∼ 5 K as dc magnetic field
varies from an estimated H ∼ 0.4 − 0.9HC,0 . The frequency range employed herein refines
details of the phase diagram at high temperatures, where the dynamics are significantly
accelerated.
The broad field range of the linear CSL regime (ranging between 0 < H < HC,1 = 410
Oe at T = 129 K) is testament to the competition between the symmetry-protected chirality
of the magnetic state and the external magnetic field which forces commensuration. This
implies that the Zeeman energy must reach a critical value before the system crosses over
into a ferromagnetic-domain dominated state, after which the growth of the commensurate
regions presumably becomes more rapid with increasing magnetic field. The consequences of
this competition are also seen in previous studies of the dc magnetization, which displays a
linear growth at low field followed by a rapid nonlinear increase before reaching saturation.
[65, 66, 53] Furthermore, as temperature is increased, the field regime becomes smaller as
thermal disorder destabilizes the competition. Fig. 7.4(c) displays a line at low field that
represents the deviation from linearity of the dc magnetization as a function of magnetic field
curves, which was suggested as a possible crossover boundary between the linear CSL and
HNL CSL in [65]. The measurements reported herein demonstrate that the system requires
higher applied magnetic fields to exhibit the large nonlinearity in the magnetic response.
The initial growth of the magnetic loss, as seen in Fig. 6.2, is quite slow and precedes the
onset of the enormous magnetic response by a relatively large field interval, ∆H ∼ 250 − 410
Oe. This behavior points to a gradual formation of commensurate regions, which agrees
with the theoretical picture of a modulated CSL that evolves continuously from a simple
chiral helix. At HC,1 , our measurement detects a rather sharp increase in the magnetic
response and magnetic loss [Fig. 6.12(a)] as the system crosses over into the HNL CSL.
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Figure 6.13: H − T phase diagram determined from the linear and nonlinear components of the ac magnetic response plotted
0
00
0
onto (a) M1ω
(H, T ), (b) M1ω
(H, T ), (c) - (f) Mnω
(H, T ) for (n = 2 − 5) at f = 10000 Hz, where Mnω (H, T ) refers to the
field dependence at fixed temperature. In (a), the critical temperatures are labeled: T ∗ = 133 K, T0 = 132.3 K, TTCP = 131.35
00
K (red dashed line), and TC = 130.75 K (black dashed line). Field-dependent anomalies, marked by open symbols, in M1ω
peak
(diamonds), M2ω (circles), and cpxm3(squares) locate the low field increase at HC,1 (blue), dip in magnitude at HdM/dH (blue),
and high-field destruction at HC,2 (black) of the magnetic loss and higher harmonics corresponding to the HNL CSL. Equivalent
temperature-dependent anomalies from Mnω (T, Hdc ) measurements are marked by closed symbols. The IC–C phase line is
0
given by the fall off of M1ω
(H) (stars). Above TTCP , the red symbols mark the lower and upper bounds of the anomaly across
the linear CSL–PM phase transition.The magnetic loss and nonlinear response abruptly fall off at TTCP = 131.35 K given by
the intersection of the PM–FP line defined by Tm (green/pink squares) and the IC–C phase line determined from the power law
fit of HC,2 (solid black line).

However, it is important to emphasize that the theoretical description of the field-induced
evolution from a simple spin helix into a modulated HNL CSL is a completely continuous
process. The dynamic magnetic response presented in this report sensitively detects changes
in the magnetic structure. [137] According to early neutron diffraction studies of the soliton
lattice by Izyumov and Laptev [138], the scattering amplitudes representing the first-order
(harmonically-modulated) component and the zero-order (ferromagnetic) component cross
at a magnetic field below the critical field for the IC–C transition (H < HC,2 ). At the crossing
point, the physics of the ferromagnetic domains may begin to dominate the dynamic response,
[137] leading to anomalously large magnetic loss and nonlinear ac magnetic response.

6.6

Summary

We investigated the magnetic field-driven crossovers of the incommensurate chiral magnetic
structures in the monoaxial helimagnet Cr1/3 NbS2 via the magnetic field and temperature
dependence of the ac magnetic response. As magnetic field is increased perpendicularly to the
chiral spin helix, the growth of the spatial period of the commensurate domains of the CSL
is initially slow. However, at a crossover field, HC,1 , the FM domain component dominates
the spin structure and marks the crossover into a highly nonlinear CSL. The anomalous ac
magnetic response observed above HC,1 sensitively detects this change in magnetic structure,
which coincides with the onset of extremely slow dynamics.
The deviation in the static and dynamic susceptibilities of the HNL CSL is characteristic
of a large magnetic structure that relaxes on macroscopic time-scales. An investigation of
the frequency dependence of the susceptibility demonstrates that the dynamic response in
the highly nonlinear regime of the CSL exhibits an asymmetric distribution of relaxation
times. The dispersion and loss in the linear ac susceptibility indicate the presence of a
competing dynamic process, which is gradually lost as the dynamics speed up with increasing
temperature.
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A thorough investigation of the M2ω component of the nonlinear response has been
presented for the first time. M2ω probes the changes in internal field in both the HNL CSL
and the linear CSL and exhibits signatures of spontaneous magnetization in both structures.
This suggests a gradual increase in the spatial period of commensurate regions throughout
the CSL, and agrees with the theoretical picture of simple chiral helix which continuously
transforms into a homogenous FFM phase via a CSL.
Each harmonic, M1ω – M5ω , illuminates the destruction of the HNL CSL above the
tricritical point. Based on the power law dependence of the IC–C phase line, HC,2 , and the
determination of the paramagnetic to field-polarized transition, Tm , the tricritical point at
TTCP = 131.35 K is experimentally resolved which separates the HNL CSL–FFM transition
and the linear CSL–PM transition.
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Chapter 7
Static and Dynamic Magnetic Properties in GaV4 S8

Recently, a Néel SkL has been uncovered in the bulk crystalline phase of the multiferroic
lacunar spinel GaV4 S8 . [73] The existence of skyrmions for achiral symmetry classes/point
groups were long ago predicted,[14] but until recently had only been observed in helimagnets
with P 21 3 symmetry, namely, the B20 magnets and Cu2 OSeO3 . GaV4 S8 differs from the
archetypal cubic bulk SkL hosts in an important way: its polar, achiral crystal structure
that leads to strong easy axis anisotropy. Consequently, the SkL phase nucleates out of a
modulated cycloid spin state with increasing magnetic field, and the vortex cores of the SkL
are confined along the easy axis of magnetization. At the high field limit of the Néel SkL
in GaV4 S8 , the state does not appear to reenter the cycloid state, but instead likely evolves
into a field polarized state. This again is a main difference with the cubic CHMs, as the
conical phase serves as a competitor to the imbedded SkL phase. As a result, the Néel SkL
is robust over a much wider temperature and magnetic field range than in the conventional
SkL hosts.
Due to the multiferroic nature of GaV4 S8 , the manipulation of skyrmions is possible
through both external magnetic and electric fields. [139] An understanding of the Néel SkL
phase may lend insight into relevant applications for magnetoelectric phenomena. GaV4 S8
provides the first experimental observation of bulk skyrmion ordering outside of the archetypal helical magnets and provides a new opportunity to explore the formation, stabilization,
and manipulation of topological magnetic structures. In what follows, a detailed analysis
is performed on the magnetic phase transitions, dynamic response, and complex relaxation
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mechanisms in a single crystal sample of GaV4 S8 .

7.1

Introduction

Due to its multidomain structure and strong easy axis anisotropy, the magnetic phase transitions are controlled by magnetic field component parallel to the direction of rhombohedral
distortion in each structural domain. Thus, if the magnetic field is applied along certain
cubic directions, such as H k [111] , the phase diagram reflects the change in magnetic
structure in different domains, i.e. Cyc* and SkL* phases occupying domains with easy axis
along [1̄11], [11̄1], [111̄], all 71◦ to H.
Several issues concerning the phase evolution and dynamic phenomena are explored as
follows. (1) As the time-scales of dynamic processes in this material increase rapidly (over
several orders of magnitude) with temperature, information is frequently lost in measurements confined to longer time windows. The frequency regime used in this work allows the
refinement of the dynamic response as the magnetic phases evolve from high temperature.
(2) An investigation of the dynamics across the phase boundaries between the magnetic
states, i.e. Cyc–SkL, SkL–FM, Cyc–FM is carried out. Our results demonstrate the existence of multiple relaxation processes at long and short time-scales on the phase boundaries.
(3) At low temperature, we investigate the transition between the zero-field spin Cyc and
the ferromagnetic ground state. In this regime, the higher harmonic components of the
ac magnetic response support the picture of a harmonically-modulated Cyc spin structure
which becomes distorted on approaching the ferromagnetic regime. (4) The phase evolution
is further explored across the magnetic phase diagram via magnetocaloric measurements.
These issues are addressed with the objective to isolate phenomena and identify relaxation
mechanisms complicated by the termination of the spatially-modulated magnetic states at
the structural domain boundaries.
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7.2

Static magnetization

Figure 7.1 shows a typical M vs H curve (H k [111]) with step-like anomalies which correspond to metamagnetic transitions between modulated states below the Curie temperature,
TC = 13 K. The data was measured under ascending and descending field conditions to
detect hysteresis that may point to irreversibility due to effects such as first-order behavior
or magnetic frustration. Field derivatives of the magnetization identify the critical fields
of the relatively broad magnetic transitions (Figure 7.1). Similar to that observed in other
SkL hosts, a local minimum in the susceptibility between broad double peaks identifies the
SkL phase pocket(s) (vertical arrows), however, the susceptibility in the Néel SkL phase
is larger than the bordering cycloidal state. This contrasts with behavior observed in the
B20 helimagnets, where the Bloch-type SkL is imbedded within the conical magnetic phase
appearing as a region of suppressed susceptibility relative to bordering conical state.[74] The
field dependent phase lines are plotted in Fig. 7.4. Two additional anomalies in dM/dH

Figure 7.1: Magnetization versus applied magnetic field at T = 12 K and corresponding
differential susceptibility, dM/dH for Hk[111]. Data is shown for the virgin, descending and
ascending curves indicated by black, red and blue arrows, respectively. The color bars along
the abscissa coincide with colored regions of the phase diagrams portrayed in Fig. 7.4
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Figure 7.2: Static differential susceptibility, dM/dH for Hk[110], the magnetically hard
direction for temperatures below TC = 13 K. Inset: Corresponding M vs H.
may be observed when the magnetic field is applied along [111] (Fig. 7.4) and correspond
to modulated states Cyc* and SkL* in the magnetic domains with easy axes parallel to the
[11-1], [1-11], and [-111] directions, viz. 71◦ from H. In Fig. 7.1 the second susceptibility
dip belongs to SkL*.
Figure 7.2 shows the log scale dM/dH and M vs H (inset) at select temperatures below
TC for H k [110], the magnetically hard direction. In this configuration, two magnetic
domains have easy axes 35◦ from H, and show metamagnetic transitions at apparently
higher magnetic fields (Fig. 7.4). The other two domain have easy axes perpendicular to
H, thus it is not certain how the phases evolve beyond their cycloid configuration. A recent
report suggests that the cycloid phase remains for magnetic fields larger than HSkL and no
evidence of SkL* phase has been observed.[75] Presumably, above an anisotropy field, the
magnetic state eventually transitions into ferromagnetic, or field-polarized state. Isothermal
susceptibility calculated up to fields as high as 3 T display anomalies ranging from H =
9500 – 3000 Oe for T = 3 – 12 K. This provides an estimation of the magnetic anisotropy
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field, HK , above which magnetic domains with easy axes perpendicular to the external field
become polarized along H. The values are plotted in the log scale phase diagram in the inset
of Fig. 7.4b and reveal a decreasing value of HK on approaching TC , consistent with behavior
expected for a FM state. According to the theory [14], the metamagnetic transitions from
modulated ground state into the topologically non-trivial SkL phase are treated as first-order.
Magnetic thermal and field hysteresis are commonly used static magnetization techniques to
identify behavior congruent with a discontinuous transition and metastability. In GaV4 S8 ,
the field hysteresis between the modulated phases (black and red regions in Fig 7.1) is almost
undetectable, though slightly more apparent at the SkL*–FM transition (green). This could
be due to a weak first-order nature of the transition. On the other hand, if the nature of
the transition is continuous, the observable disagreement between ascending and descending
curves may be due to effects such as magnetic frustration or a difference in energy scales
on nucleation of SkL cores on entry and exit. Thermal hysteresis was investigated via M
vs T measurements measured under ZFC, FCC, and FCW protocols to identify bifurcation

Figure 7.3: Thermal hysteresis of M vs T with Hk[111] for ZFC, FCC and FCW measurement
protocols.
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between warming and cooling. Figure 7.3 reveals thermal hysteresis in M vs T at H =
100 Oe at the Cyc–FM border, which indicates metastability across the transition from a
modulated to a homogenous spin state.
Figure 7.4 (a)-(c) displays the magnetic phase diagrams calculated from critical fields
(closed symbols) and temperatures (open symbols) determined from dM/dH and dM/dT ,
respectively. Like that observed in the chiral helimagnets, a kink in M vs T at TC identifies
the onset of the modulated phases from the paramagnetic state. For H k [100], all four
easy axes span 51◦ with H, thus the modulated phases are indistinguishable. The low field
behavior shown in the inset of Fig. 7.3 displays a splitting of the ZFC and FCW curves
expected for a FM state, in agreement with recent SANS results.[22] However, additional
anomalies in the magnetization have been observed at temperatures down to at least T =
2 K, as shown by the dashed line extrapolated to H = 0 Oe for H k [111]. Metastable
and short-range-ordered states have been proposed to exist in this regime, yet their nature
has not been clarified to date. In other modulated systems hosting SkL phases, metastable
states have been observed via thermal quenching, various cooling protocols, and electric field

Figure 7.4: Magnetic phase diagrams based on dc magnetization as a function of field (closed
symbols) and temperature (open symbols) for H along [111], [110] and [100]. Inset of (b):
log plot shows the estimated anisotropy field, HK . Inset of (c): polarization of V4 cluster
defines the magnetic easy axis.
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manipulation. [140] Furthermore, recent SANS experiments suggest that the conversion of
the cycloid phase to the low field FM phase may occur via a nonlinear spin texture as
the cycloidal pitch of the harmonically modulated cycloid diverges. An investigation of the
magnetic properties approaching the ground state will be addressed in a later section.

7.3

Dynamic magnetization

In long-wavelength modulated spin structures, important details about the magnetic phase
transitions and related phenomena can be lost in measurements restricted to the static (dc)
limit. The study of magnetization dynamics, on the other hand, leads to a much richer
understanding since, in these materials, the magnetic susceptibility includes contributions
from dynamic responses on multiple length-scales ranging from the length-scale of the magnetic superlattice down to the individual moments of magnetic domains. [135] Relaxation
times increase rapidly near thermal phase boundaries, suggesting that thermal fluctuations
play a role in the stabilization of the magnetic phases. [69] The dynamic processes observed
in these compounds display complicated behavior, such as the observation of coexisting relaxation mechanisms. In GaV4 S8 this behavior is further complicated by its multidomain
nature which affects the dynamic properties of an otherwise coherent macroscopic magnetic
structure of the Néel SkL. [74] This latter characteristic will be tested by a detailed look at
the frequency dependence and analysis of the nonlinear magnetic response.

7.3.1

ac susceptibility

The ac susceptibility and nonlinear magnetic response as a function of temperature using a
FCC protocol is measured over a frequency range f = 10 − 10, 000 Hz for magnetic fields
applied along the h111i, h110i, and h100i directions. Figure 7.5 reviews the temperaturedependent measurements of the real and imaginary components of the linear susceptibility
collected with the magnetic field applied along the [111] axis for a frequency, f = 1111 Hz.
112

(a)

(c)

(b)

(d)

Figure 7.5: Temperature and field dependence of the ac susceptibility. The real part, (a)
0
/h, and (b) the imagninary part, or ac loss, χ001ω . (c) and (d) Corresponding color
χ01ω = M1ω
maps.
The peaks in the susceptibility form natural boundaries across the phase diagram in the
surface plots, and magnetic phases are labeled accordingly. Large magnetic loss appears in
several important regions across phase boundaries. Dashed lines are determined from peaks
in χ01ω serve as guides to the eye. In particular, large susceptibility values are apparent at
the borders between the modulated states and the FM phase, with the largest loss as the
cycloidal phase transforms approaching the magnetic ground state. At the SkLI − SkLII
border, the domains with easy axis parallel to [111] transition into a FM state. At the
SkLII − FM border, the remaining three domain types all transition into FM, which results
in a large loss. Closer inspection reveals that the magnetic loss maxima all occur on the low
temperature side of the dispersion peak and show enhanced broadening. This may be related
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to the nucleation of short-range skyrmions as topological defects within the longer-ranged
Cyc and FM states [141, 133, 142, 74]. This phenomena may manifest as glassy relaxation
behavior in the dynamic magnetic response.
The loss profile bears some similarities to other SkL hosts, despite the stark contrast
between their phase diagrams. Most notably, on entering the modulated states from high
temperature, the existence of magnetic loss is difficult to observe within the standard resolution of susceptibility measurements, i.e. ∼ 10−7 , except for regions just below TC where
the upper and lower field boundaries of the SkL phase meet with other modulated states.
The stronger dissipation in these areas may attest to the present of a mixed phase with
stronger first-order character. Likely, the purely PM–SkL transition mechanisms include
relaxation processes on much faster timescales. Another important aspect is in regard to the
transition mechanism of the PM to modulated states; In the case of the B20 magnets, the
PM–SkL transition exhibits of a fluctuation-induced discontinuous transition following the
Brazovskii scenario, which is inherently weakly first-order.[116] Indeed, Cu2 OSeO3 , shows a
larger apparent loss in the dissipation and the PM to chiral order transition has been shown
to avoid criticality within the Wilson-Fisher scenario due to the increased strength of interaction between fluctuations of the order parameter. The mechanism of the evolution from
the PM–Néel SkL phase in GaV4 S8 has yet to be addressed in literature. The onset of longrange modulated order is preceded by an increase in susceptibility followed by an inflection
point and then cusp at TC , as can be seen in χ01ω . The domelike behavior, seen as the light
blue region in Figure 7.5, curves backwards on approaching the high field boundary of the
SkL phase. It extends over approximately 1 K in temperature, similar to Cu2 OSeO3 , yet is
dwarfed by the much larger extent of the SkL phase as compared to the cubic CHMs. The
behavior between the point of inflection and cusp at TC suggests the onset of chiral correlations competing with symmetric exchange fluctuations, however, whether the fluctuations
of the order parameter evade criticality remains an open issue.
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Figure 7.6: Temperature and frequency dependence of the real and imaginary components
of the linear susceptibility for several representative fields. Insets focus on longitudinal peak
shifts associated with glass-like behavior.

Relaxation mechanisms
Like in the conventional SkL hosts, the boundaries between modulated phases are accompanied by significant magnetic loss. Additionally, GaV4 S8 is unique in terms of bulk SkL
hosts in that the Cyc and SkL states border a homogenous FM phase. The loss phenomena
across the field dependent transitions are typically associated with (1) a mixed-phase state
due to discontinuous transitions between modulated states and (2) slow dynamics of long
wavelength Cyc and SkL structures which involve rearrangements over large magnetic volumes. Due to the multidomain structure in GaV4 S8 , additional loss mechanisms appear due
to disorder and frustration that arises at domain boundaries. This character shows up in the
frequency dependence of the susceptibility. Figure 7.6 shows the frequency dependence of
χ1ω vs T for magnetic fields H = 0, 350, 650 Oe along [110] and for f = 11 − 10000 Hz. The
longitudinal peak shift toward higher temperature with frequency is typically associated with
glassy behavior, but has been observed in bulk SkL hosts[135, 133, 136]. An accompanying
00

effect can be observed in χ1ω vs T , which displays relaxation-like behavior. These separate
phenomena will each be analyzed in turn in the following sections.
An examination of the frequency dependence begins with an analysis of the relaxation
phenomena at constant temperature within the Cole-Cole description. Figures 7.7(a) and
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(b) displays the frequency dependence of the real and imaginary parts of the susceptibility
at constant temperatures across the SkL–Cyc boundary at H = 350 Oe, where solid lines are
fits according to the Cole-Cole model. As temperature is decreased in steps of 0.25 K, the
dispersion and loss profiles shift rapidly across the frequency window, as the characteristic
time, τ0 , ranges from ∼ 0.1ms−1s within only a 1 K span of temperature. At low frequencies,
the χ01ω deviates from the sigmoidal dispersion of the fit. A similar effect is observed in the loss
component, however, the deviation is more subtle. Figure 7.7(c) and (d) displays fits to the
frequency dependent susceptibility across the SkL–FM boundary at H = 650 Oe. Similarly
to the dynamic response of the SkL–Cyc transition, the time scales rapidly decrease with
higher temperature.
The parameters τ0 and α are plotted in Fig. 7.8 as a function of temperature as extracted
from the real and imaginary parts. As temperature is increased from 11 – 12 K across the
SkL–Cyc boundary, τ0 decreases dramatically, over four orders of magnitude, from 1 s at 11
K to 0.1 ms at 12 K as the dynamics rapidly speed up approaching TC . The dependence of
α instead decreases with temperature across the SkL–Cyc boundary as the distribution of
relaxation times becomes more narrow on approaching TC . Across the SkL–FM boundary,
τ0 also decreases rapidly, however the distribution of relaxation times increases approaching
TC . The parameter set shows more agreement between real and imaginary components in
terms of relaxation time and α.
The apparent discrepancy between parameters extracted from real and imaginary parts of
the susceptibility within the Cole-Cole formalism appears to be a common feature in magnetic
systems with modulated spin textures [74, 119, 136, 54]. This is related to their coexisting
relaxation phenomena due to multiple relaxation processes occurring simultaneously and at
different time scales.[69] As described in §6, although the behavior of this deviation varies
between systems, their dynamic responses are all complicated by the large length-scales
and collective dynamics of their magnetic structures. Especially at the lowest frequencies,
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(a)

(b)

(c)

(d)

Figure 7.7: Real and imaginary components of χ1ω measured with ac amplitude h = 5 Oe
and dc field H across (a) and (b) the SkL–Cyc phase boundary and (c) and (d) the SkL–FM
phase boundary. Solid lines represent fits to the Cole-Cole model equations (3.12) and (3.13).
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(a)

(b)

Figure 7.8: Variation of Cole-Cole parameters (a) τ0 and (b) α as a function of T .
additional anomalies appear which cause the dispersion to deviate from the thermodynamic
Cole-Cole model.To date, the low frequency processes, i.e. f ≤ 104 Hz, are still unclear,
particularly the contribution from their accompanying topologically nontrivial spin textures.
However, attempts to identify the mechanisms are underway throughout literature. [143, 94,
65]
A rapid acceleration of the dynamics with increasing temperature is characteristic of
systems which host solitonic spin states, like the skyrmion and the chiral soliton lattice (§6).
It was demonstrated in a previous study, [74] on GaV4 S8 for magnetic field applied along
[111] that relaxation times of the Cyc–SkL and SkL–FM transitions increase dramatically
approaching TC . It was also pointed out that the dynamic mechanisms of governing the
phase transformations between the Cyc and SkL states should have similar character to
the conical to SkL transitions in helical magnets.[74] Namely, the nucleation of skyrmions
via emerging magnetic point defects, monopoles and antimonopoles which act as zippers
unwinding the spiral textures.[141] Such traveling defects must jump over energy barriers
due to pinning and lead to a finite magnetic loss.[133] Other defects accompanying gradual
stabilization of a lattice of skyrmions include edge dislocations and point defects, which
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would also contribute to the ac response.[142, 74] Thermal activation energies on the order
of 1000 K were associated with pinning of such defects over large spatial regions. The
SkL–FM transition, however, had not been studied as extensively as the SkL phase in the
B20 helimagnets only border the conical phase. The coexistence of skyrmions within the
ferromagnetic phase likely results in a glass-like state. The skyrmion glass state has been
observed experimentally in thin samples in MnSi [144] and its low energy dynamics have been
treated theoretically.[143] Slightly larger activation energies were calculated for the SkL–FM
transition.[74]

Glass-like dynamics
The frequency dependence of χ1ω vs T displays a longitudinal peak shift toward higher temperatures with increasing frequency across several phase transformations (Fig 7.6). Starting
from the zero field Cyc–FM transition (a), the peak shift behavior was observed at 50 Oe
steps up to H = 200 Oe. As H was increased across the remaining field range of the Cyc
phase, no longitudinal shift could be observed, as displayed for H = 350 Oe in (b). This is
in contrast to the Cyc–SkL peak at higher temperature in (b) which shows a peak shift with
frequency. At H = 650 Oe, the SkL–FM transition also displays weak glass-like behavior.
It is possible that the dynamic processes responsible for the Cyc–FM shift fall below the
observable window of the measurement system. The same lack of frequency dependence was
observed at temperatures below the Cyc–SkL–FM triple point (9.5 K, 320 Oe) in a previous
ac susceptibility study of GaV4 S8 .[74] At low temperatures, it was found that the relevant
time scales drastically slow down to the minutes scale according to measurements in [74].
However, within the measurement window of the current study, the frequency dependence is
apparent for the Cyc–FM transition for H ≤ 200 Oe at the lowest observable temperatures.
Enormous magnetic loss is also observed across the zero field transition. The difference between the frequency dependence of the Cyc–FM transition at low and elevated fields points
to a difference in their dynamic processes. In the following section, we gain further insight
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into the nature of the dynamic processes across each transition through an analysis of the
nonlinear magnetic response.

7.3.2

Nonlinear magnetic response

Recent polarized SANS measurements in magnetic fields H ≤ 200 Oe demonstrate that the
Cyc modulation vector (|q|) shows a strong variation with temperature.[22] The variation in
wavelength was compared to helical systems with strong axial anisotropy in which the increase in periodicity is accompanied by an increasing anharmonicity of the spin structure. In
Cr1/3 NbS2 , this anharmonicity is controlled by applied magnetic field. In the elemental rare
earths such as Ho and Dy, the variation can occur with temperature.[61] As demonstrated in
§6, the nonlinear magnetic response is a powerful tool to detect structural nonlinearities that
arise in the formation of unique types of domains [88] that accompany modulated structures.
The third harmonic magnetic response is measured as a function of temperature and

Figure 7.9: Temperature and field dependence of the third harmonic response, M3ω (H, T ),
and corresponding 3D intensity plot.
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Table 7.1: Klirr factor, K = M3ω /M1ω and Loss tangent, tan δ = M1ω
/M1ω

Regime

Hk[111]

[110]

[100]

Cyc–FM

K = 0.11
tan δ = 0.90
K = 7.3 × 10−3
tan δ = 0.11
K = 5.5 × 10−3
tan δ = 0.09

K = 0.05
tan δ = 0.86
K = 5.7 × 10−3
tan δ = 0.25
K = 3.0 × 10−3
tan δ = 0.5

K = 0.13
tan δ = 0.97
K = 4.9 × 10−3
tan δ = 0.086
K = 1.0 × 10−3
tan δ = 0.15

SkL–Cyc
SkL–FMI
a

a

For the SkLII –FM transition with Hk[111], K = 1.5 × 10−3 and tan δ = 0.26.

frequency for various magnetic fields. Figure 7.13 displays M3ω (T, H) for Hk[111] and
the corresponding 3D intensity plot. Magnetic phases are labeled along with phase lines
according to χ1ω vs T results in Figure 7.5. Significant values of M3ω accompany regions
of magnetic loss. The zero-field Cyc–FM peak exhibits enormous nonlinearity in the ac
magnetic response, and the maximum becomes strongly suppressed with increasing magnetic
field. The relative magnitudes of the linear and nonlinear response can be compared by
calculating the Klirr factor, as described in §6. Values of the Klirr factor for transition pairs
are shown in Table 7.1, where the first row displays values for the maximum ratio of the
Cyc–FM transition that occurs for H = 0 Oe at f = 11 Hz for all directions. The Klirr
factors in excess of 10% are comparable to that of the single DM vector monoaxial chiral
helimagnet, which has the highest observed value according to data published by Tsuruta,
et al. [94]. Interestingly, the Klirr factor for Hk[110] is approximately half of that observed
in the [111] and [100] directions as two of the four rhombohedral variants have easy axes that
are perpendicular to the applied magnetic field direction, with the other two at an angle of
35.3◦ with H. In comparing values for applied fields along [111] and [100], the latter exhibits
slightly a slightly elevated value as the h100i directions each span 54.7◦ with H while the
[1̄11], [11̄1] and [111̄] each span 70.53◦ with H.
The drop off in intensity with magnetic field is reminiscent of the behavior in the monoaxial chiral helimagnet in which the infinite spatial coherence of the zero-field spin spiral is
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initially destroyed by magnetic field. However, the M3ω peak decreases in a continuous fashion with magnetic field. Anharmonicity is not observed at the PM–Cyc transition nor at
temperatures close to TC despite SANS evidence that the wave vector continuously decreases
from 13 K. Instead, the onset of nonlinear response and magnetic loss for H = 0 Oe begins
near 9 K and peaks below 5 K, corresponding to the transition at Ts At T = 7 K, M3ω /M1ω
is nearly 2% for Hk[111] which corresponds to the change in slope of the temperature dependence of the cycloidal scattering vector in [22]. There, the scattering vector decreases
more rapidly and falls outside the detectable limit as temperature is lowered to 4.5 K. Thus,
our results suggest that a a precipitous growth in the Klirr factor accompanies a more rapid
increase in the cycloid wavelength. Presumably, the spatially modulated structure becomes
0
00
, is also
/M1ω
more nonlinear as the cycloid pitch diverges. The loss tangent, tan δ = M1ω

enormous, ranging from 86 − 97%. Based on the prescription developed by Mito, et al. to
categorize ac responses of unique magnetic domains,[92] the dynamics likely fall into the type
4 class categorized by M3ω /M1ω ≥ 0.05 and tan δ 6= 0, where tan δ > 0.5 is typical. Studies
of Cr1/3 NbS2 place the CSL–FM transition at type 4 and the PM–CHM transition as type
5.[65] As a large Klirr factor for frequencies at or below ∼ 10 Hz is typically associated with
the dynamic character of magnetic domain formation, the results herein support the notion
that a unique domain structure could emerge out of the Cyc state, and the topic deserves
further study.
Klirr factors on the order of 10−3 are observed across SkL–Cyc and SkL–FM boundaries.
This value is similar to that observed for the single domain SkL in the cubic chiral helimagnets, based on a recent study by Tsuruta, et al. on the nonlinear magnetic response in
MnSi.[94] Therein, the robustness of the spin structures were characterized and compared to
that of the CHM and CSL in Cr1/3 NbS2 . Due to the multidomain nature of the helimagnetic
ground state in the B20 compounds, the nonlinear response on the order of 10−3 at the
zero-field PM–CHM boundary is markedly smaller than that of Cr1/3 NbS2 , which possesses
a single axis DM vector and a Klirr factor of at least 10%. Thus, due to its multiple DM
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vector nature, the dynamic response is characterized by a weaker spatial rigidity. Furthermore, the spatial rigidity of the SkL was found to be much lower than that of the CSL,
yielding a Klirr factor on the order of 10−3 , similar to spin and cluster glass states. In MnSi,
the direction of the applied magnetic field dictates the propagation direction of the q vector,
causing a reorientation into a single helical domain across the CHM to conical magnetic
(CM) crossover boundary. Depending on the magnetic field direction, the skyrmion cores
may align along, e.g. h111i, h110i, h100i, in a single domain structure. In GaV4 S8 , skyrmion
cores are confined along the easy axis of magnetization, which is likely to provide a larger
spatial rigidity in comparison to the B20 family. However, in the multidomain configuration,
the apparent nonlinear response is on the order of 10−3 . Achieving a single domain SkL
state in GaV4 S8 could drive the Klirr ratio toward higher values than in SkL hosts with
weak anisotropy.

Metastability and thermal hysteresis
The possible short-range ordering and metastability is investigated with thermal hysteresis
measurements shown in Figure 7.10. The sample was rapidly cooled from 50 K down to 5.5
K, near the susceptibility peak of the Ts transition, and measured down to 2 K and back up
to 20 K. The expected hysteresis is observed at Ts . However, near 3 K, the susceptibility
begins to rise and thermal hysteresis is observed on measuring back up. This yields an
apparent double transition and a dip in susceptibility between the two peaks. Large M3ω
is observed with the same temperature dependence as the magnetic loss. The frequency
dependence of the Klirr factor and tan δ is shown for the descending data set in Figure 7.11,
which displays maximum values at the lowest frequencies, in accord with the description in
[92]. The Klirr and tan δ values of the second peak at lower temperatures are comparable to
the broad peak at Ts . At temperatures below 4.5 K, the SANS scattering vectors reported
in [22] fall below the detectable limit. Thus, microscopic evidence of the spin structure is
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still needed at low temperatures. In the following section, the low temperature states will
be explored further by analyzing the magnetocaloric properties.

Figure 7.10: Thermal hysteresis in zero field via rapid cooling of (a) χ01ω , (b) χ001ω and (c)M3ω .
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(a)

(b)

Figure 7.11: Temperature and frequency dependence of (a) the M3ω /M1ω and (b) χ001ω /χ01ω
for f = 11 − 10000 Hz.
7.4

Magnetocaloric effect

Figure 7.12 shows the H − T surface plot of the magnetic entropy change for magnetic field
applied along [111], [110], and [100]. The data were calculated from magnetization as a
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function of temperature in fixed dc fields using a FCC mode measured after the magnetic
phase was thermally reset with a warming protocol. A ridge of positive values of ∆SM are
observed along a line just below TC . As temperature is decreased across a narrow range,
∆SM crosses over to negative values, which extend down to Ts = 5 K. As the magnetic phase
transitions toward the expected FM ground state, the entropy increases and extends over a
relatively wide temperature and field range. At ∼ 5 K and ∼ 2.25 K, double positive ridges
display broad single peaks that extend over a relatively large field range. The spread of the
peaks and locations of their maxima vary in extent depending on the applied field direction,
as observed for the phase boundaries of the SkL and Cyc phases. In particular, the two low
field anomalies in ∆SM for magnetic field applied along the magnetically hard direction of
[110] appear to extend beyond field changes, µ0 ∆H > 0.2 mT. This direction also exhibits a
noticeably smaller magnitudes of positive ∆SM compared to the [111] and [100] directions.
As the modulated states vary with temperature and field, the overall entropy for a majority of the phase diagram is decreasing with magnetic fieldexcept for temperatures below
5 K and a narrow range just below TC . It has been suggested that thermal fluctuations stabilize all of the modulated phases and the strong easy axis anisotropy drives the system to
a ferromagnetic ground state. The conical phase displays the smallest change in entropy of
the modulated phases remaining close to zero for a majority of the phase extent. In general
entropy decreases as temperature is lowered and reaches a minimum at the phase boundaries between the modulated states and the FM phase. In these regions, the modulated
phases obliterate as the field polarized orientation of spins are favored, thereby decreasing
the magnetic entropy. The strong variation within phases is a signature of the broadness of
the transitions that can be observed in the susceptibilities; Although the distance between
susceptibility peaks is large, the low susceptibility dips are quite narrow due to the broadness of the transition peaks. Thus on decreasing temperature in constant magnetic fields,
the transition mechanisms leading to an increasing magnetization with lowering temperature
cause a negative entropy change in accordance with the Maxwell relation.
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Figure 7.12: H −T intensity plots of change in magnetic entropy calculated for Hk [111],[110]
and [100].
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Figure 7.13: H − T intensity plots of dS/dH calculated for Hk [111],[110] and [100].
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Figure 7.14: Isofield cuts of the dS/dH surface for three field directions scaled by their
respective direction cosines.
To see the local variations in the entropy, surface plots of dS/dH, which is equivalent to
dM/dT according to the Maxwell relation, and iso-field cuts are examined. Only across phase
boundaries does entropy increase but falls back to negative in the pure phase. Increasing
values of entropy are observed only across the high temperature boundaries between the Cyc
and PM phases and the Cyc-SkL phase transition. For µ0 H along [111], however, the PM
to SkL transition displays increasing entropy with field. The crossover to positive dS/dH is
suppressed for µ0 H along [110] and [100]. This effect can be seen in Figure 7.14 which shows
dS/dH as a function of effective field, scaled by their respective direction cosines, felt along
h111i oriented domains. Each curve shows agreement in the initial positive peak along the
Cyc boundary. An additional scaling by direction cosine for magnetic field applied along
[111] to align peaks from phase transitions in the other three rhombohedral variants merges
the positive dS/dH peak with the Cyc peaks in [110] and [100]. The positive peak is likely
due to the remaining cycloidal phases whose phase boundaries merge with the SkL boundary
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Figure 7.15: Comparison of isofield cuts of the dS/dH surface and dM/dH. (a) Hk[111]
and (b) Hk[100]. Color bars along the abscissa indicate corresponding colored regions of the
phase diagrams portrayed in Fig. 7.4.
and enhance the entropy contribution. Differences in the variation of ∆SM likely occur due
to a variation in the Cyc and FM background from other rhombohedral variants.
Figure 7.15 compares of isofield cuts of the dS/dH surface and dM/dH for (a) Hk[111]
and (b) Hk[100]. The color bars along the abscissa coincide with colored regions of the
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phase diagrams portrayed in Fig. 7.4. dS/dH increases from zero field and reaches a peak
at the inflection point of the broad dM/dH peak, the region of phase coexistence of the
Cyc and SkL phases. The bottom panel for Hk[100] shows a region of constant dS/dH
that coincides with the dM/dH minimum of the pure SkL phase. As the region of phase
coexistence between the SkL and FM phases is entered, the entropy falls off again. Around
µ0 H = 0.15 mT dS/dH rises slightly and remains a relatively constant negative value with
increasing field as the moments of all 4 structural domains further polarize along the field
direction.

7.5

Summary

The phase evolution of the Néel SkL host GaV4 S8 was analyzed using static magnetization,
linear and nonlinear dynamic magnetic response and magnetocaloric effect. Dc magnetization measurements revealed thermal hysteresis indicative of a first-order transition across
the low field Cyc-FM transition. The strong easy axis anisotropy with HK on the order of 10
kOe, was tracked as a function of temperature for the magnetically hard direction, Hk[110],
and displays the expected decrease with temperature. HK likely tracks the CycII to field
polarized FM transition.
Ac magnetization performed at a higher frequency window than previous studies refines
details of the high temperature phase boundaries. Detailed frequency dependence demonstrates that while the low frequency dynamics deviate from the canonical Cole-Cole model,
the major mechanism across the SkL phase boundaries can be described well by the thermodynamic theory. Dynamic signatures of magnetic frustration are observed across regions
of phase coexistence of the Cyc–SkL and SkL–FM transitions, as well as low field Cyc–
FM. However, at elevated magnetic field, the frequency dependent thermal peak shift of the
Cyc–FM transition falls outside of our measurement window. This behavior reveals separate
relaxation mechanisms at low and high field limits of the Cyc–FM transition.
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The nonlinear ac magnetic response illustrates that the zero-field spin cycloid displays
enormous anharmonicity in its dynamic response, comparable to the single domain helimagnet. M3ω reflects the distortion of the harmonically modulated spin cycloid across the
Cyc–FM transition, in agreement with recent SANS results. The Klirr factor characterizing
the nonlinear response of strongly pinned Néel SkL is comparable to recent results in MnSi
and is on the order of spin and cluster glass systems. However, the spatial rigidity and
robustness of the anisotropically pinned Néel SkL may not be fully reflected in the measured
Klirr factor, but is suppressed instead due to the multidomain magnetic structure of the
sample. Future studies on a single domain sample may shed light on these issues.
The magnetocaloric measurements reveal a line of positive entropy changes as a function of field for a narrow temperature range below TC = 13 K. The results are similar to the
magnetic entropy change study on FeGe which showed a line of positive entropy change associated with first order transitions expected in the Brazovskii scenario of fluctuation-induced
first-ordertransitions that occur in the B20 CHMs. The nature of the phase transition in
GaV4 S8 remains an open issue. Positive entropy changes are observed below the presumed
boundaries of the modulated phases, i.e. T ≤ 5 K. The positive entropy changes approaching the FM ground state coincide with large nonlinear responses and observed metastability
in the ac magnetic measurements. These signatures are likely associated with additional
reorganization mechanisms of the modulated Cyc during its phase transformation into the
FM ground state. The observations are consistent with the proposed distortion of the spin
structure into an intermediate anharmonic state as the cycloidal pitch diverges.
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Chapter 8
Conclusions and Outlook

8.1

Summary

In magnetic systems that lack a center of inversion symmetry, an antisymmetric exchange
term, called the Dzyaloshinskii-Moriya (DM) interaction, is allowed in the magnetic Hamiltonian. Their spin structures are stabilized by the competition between symmetric exchange
and the DM interaction. Thus, the application of an external magnetic field with respect
to certain high symmetry directions induces metamagnetic crossovers into modulated states
such as the chiral soliton lattice (CSL) and skyrmion lattice (SkL). In chiral crystals, helical
spin structures are forced to break chiral symmetry, they are protected by the underlying
crystalline chirality. However, a recent confirmation of a skyrmion lattice in the symmetry group R3m provides a new opportunity to experimentally study topologically protected
magnetic states arising in a polar multiferroic material.
The critical behavior of the CHMs Cr1/3 NbS2 and MnSi are analyzed via a Kouvel-Fisher
procedure and the Arrott-Noakes equation of state to extract the critical exponents. The
monoaxial CHM Cr1/3 NbS2 exhibits 3D Heisenberg exponents, which are consistent with the
localized nature the magnetic moments. This behavior is in line with the short range picture
of the interactions and the universal behavior observed in the skyrmion host CHMs studied
throughout literature, with the exception of MnSi. In this archetypal CHM, tricritical mean
field behavior has been reported previously in literature. A careful analysis of the critical
exponents of MnSi are carried out to systematically study the effect of magnetic field as
well as temperature range on its critical properties. The results reveal that MnSi is not
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appropriately described by typical models of a paramagnetic to ferromagnetic transition
even at high fields and a narrow temperature range about TC . This region of the phase
diagram marked by chiral fluctuations displays a strong suppression in γ, which dictates the
paramagnetic susceptibility, from a value of 1 to 0.6.
A detailed study of the magnetocaloric effect in Cr1/3 NbS2 reveals that the chiral soliton
lattice is separated into two regimes of increasing and decreasing entropy. A crossover field
defined as HC,1 separates a region in which the helicity dominated chiral phase remains
favorable against the disordering nature of the applied magnetic field as temperature is
increased. However, above HC,1 , increasing thermal fluctuations destabilize the chiral phase
and promotes the formation of field-polarized regions along the spiral spin chain. A crossover
into a ferromagnetic domain dominated HNL CSL follows. Close to TC , HC,1 drops to zero
and the formation of a CSL is favored for all magnetic fields below the IC-C phase transition.
The chiral phase extends beyond TC defined by the critical exponents analysis. The chiral
phase exists in a region, TC < T < T ∗ , where a first-order transition has been previously
predicted. An analysis of the universal behavior of ∆SM (T, H) experimentally demonstrates
the deviation from the universal curve as the chiral phases are approached from the PM
phase.
The magnetic field driven crossover of the helicity-dominated linear CSL to ferromagnetic domain-dominated HNL CSL was investigated further with ac magnetic response as a
function of magnetic field and temperature. The anomalous ac magnetic response observed
above HC,1 coincides with the onset of extremely slow dynamics, and sensitively detects the
nonlinear crossover from a harmonically-modulated magnetic structure to an anharmonic
CSL. A thorough investigation of the M2ω component of the nonlinear response probes the
changes in internal field of the CSL. Both the HNL CSL and the linear CSL exhibits signatures of changes in spontaneous magnetization. This behavior suggests a gradual increase
in the spatial period of commensurate regions throughout the CSL, and agrees with the
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theoretical picture of simple chiral helix which continuously transforms into a homogenous
FFM phase via a CSL.
An investigation of the frequency dependence of the susceptibility demonstrates that the
dynamic response in the highly nonlinear regime of the CSL exhibits an asymmetric distribution of relaxation times. The dispersion and loss in the linear ac susceptibility indicate
the presence of a competing dynamic process, which is gradually lost as the dynamics speed
up with increasing temperature. This fall off coincides with the destruction of the HNL CSL
above the tricritical point indicated by the disappearance of M1ω – M5ω . Based on the power
law dependence of the IC–C phase line, HC,2 , and the determination of the paramagnetic
to field-polarized transition, Tm, the tricritical point at TTCP = 131.35 K is experimentally
resolved which separates the HNL CSL–FFM transition and the linear CSL–PM transition.
In the Néel SkL host GaV4 S8 , the evolution of the magnetic phases was analyzed using
static magnetization, linear and nonlinear ac magnetic response and magnetocaloric effect.
Thermal hysteresis indicates a first-order transition that occurs across Cyc-FM transition.
The strong easy axis anisotropy with HK was tracked as a function of temperature via ac
susceptibility measured along the magnetically hard direction, Hk[110]. HK decreases with
temperature and likely tracks the CycII to field polarized FM transition.
Ac magnetization was performed at a higher frequency window than previously reported
studies and refines details of the phase boundaries close to TC . The frequency dependence of
the ac susceptibility demonstrates that while the low frequency dynamics deviate from the
canonical Cole-Cole model, the major mechanism across the SkL phase boundaries can be
described well by the thermodynamic theory. Dynamic signatures of magnetic frustration
are observed as a longitudinal shift of peaks that mark regions of phase coexistence of the
Cyc–SkL and SkL–FM transitions, as well as low field Cyc–FM. At elevated magnetic fields,
however, the peak shift of the Cyc–FM transition falls outside of the measurement window.
This behavior reveals separate relaxation mechanisms at low and high field limits of the Cyc–
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FM transition. the zero-field spin cycloid displays enormous anharmonicity in its nonlinear
ac magnetic response, which is comparable to the single domain helimagnet. M3ω reflects the
distortion of the harmonically modulated spin cycloid across the Cyc–FM transition. The
Klirr factor that characterizes the nonlinear response of the strongly pinned Néel SkL is on
the order of 10−3 , comparable to recent results in MnSi and spin and cluster glass systems.
The multidomain nature of the magnetic structure may suppress the measured Klirr factor
value as the spatial rigidity and robustness of the anisotropically pinned Néel SkL may not
be fully reflected.
The magnetocaloric measurements reveal a line of positive entropy changes as a function of field for a narrow temperature range below TC = 13 K. While the nature of the
phase transition in GaV4 S8 remains an open issue, the results are similar to the magnetic
entropy change study on FeGe which showed a line of positive entropy change associated
with first order transitions expected in the Brazovskii scenario of fluctuation-induced firstordertransitions that occur in the B20 CHMs. Positive entropy changes are observed below
the presumed boundaries of the modulated phases, i.e. T ≤ 5 K. The positive entropy
changes approaching the FM ground state coincide with large nonlinear responses and observed metastability in the ac magnetic measurements. It is proposed that these dynamic
signatures are related to additional reorganization mechanisms of the modulated Cyc during
its phase transformation into the FM ground state. The observations are consistent with
recent SANS results where it is proposed that the spin structure becomes distorted into an
intermediate anharmonic state as the cycloidal wavelength diverges.

8.2

Future outlook

The wealth of knowledge that has been gained thus far about topological states of matter is
only the beginning of a promising future. Our improved understanding of magnetic soliton
textures and advancement in technology to probe these states of matter promises to continue
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to bring to light new states that can be manipulated for technological benefit. The detailed
analyses of the critical behavior, phase evolution, and magnetization dynamics performed
in this dissertation serves as a foundation to further explore the stabilization these types of
spin structures.
Our results on the nonlinear dynamics in GaV4 S8 in light of the SANS results in [22]
motivates the further study of the low temperature evolution of the spin cycloid. Neutron
scattering experiments are required that are able to detect the higher order q due to soliton
lattice formation. The electric field control of the magnetic domain structure coupled with
other experiments, such as ac magnetization and SANS experiments are essential to clear
up ambiguities in existing data throughout literature and to study the intrinsic behaviors of
the modulated phases. Studies on the possibility of a reorientation in the cycloid structure
would be beneficial and has already been successful in MnSi.[70]
Recent neutron scattering studies on the scenario of chiral phase formation from the
disordered phase identified a fluctuation-induced first-order transition in MnSi that falls into
the Brazkovskii scenario.[116] The analysis was based purely on symmetry arguments and
implied a universal mechanism for the cubic CHM SkL hosts. An analysis of the critical
properties in Cu2 OSeO3 , which belongs to the same symmetry class as the B20 materials,
demonstrated that the system falls into the Wilson-Fischer scenario.[115] Further studies are
of fundamental importance in the DM magnets. Such a study would be beneficial on GaV4 S8
to address the hierarchy of energy scales and the mechanisms that drive the transition. In
Cr1/3 NbS2 , theoretical results distinguish nucleation vs instability transitions along the chiral
phase line, i.e. HC,2 , and identify a discontinuous transition from the PM phase into the
CSL.[68] Neutron studies are necessary to verify the mechanisms of these transitions.

137

Bibliography

[1] J. K. Jain, Physical review letters 63, 199 (1989).
[2] C. L. Kane and E. J. Mele, Physical review letters 95, 146802 (2005).
[3] L. Fu and C. L. Kane, Physical review letters 100, 096407 (2008).
[4] M. Sato, Y. Takahashi, and S. Fujimoto, Physical review letters 103, 020401 (2009).
[5] J. E. Deweese, M. A. Osheroff, and N. Osheroff, Biochemistry and Molecular Biology
Education 37, 2 (2009).
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[31] M. Heide, G. Bihlmayer, and S. Blügel, Physica B: Condensed Matter 404, 2678
(2009).
[32] T. Koretsune, T. Kikuchi, and R. Arita, Journal of the Physical Society of Japan 87,
041011 (2018).
[33] L. Sandratskii, Physical Review B 96, 024450 (2017).

139

[34] A. Leonov, arXiv preprint arXiv:1406.2177 (2014).
[35] A. Leonov, Twisted, localized, and modulated states described in the phenomenological
theory of chiral and nanoscale ferromagnets, PhD thesis, 2011.
[36] P. Bak and M. H. Jensen, Journal of Physics C: Solid State Physics 13, L881 (1980).
[37] N. Manton and P. Sutcliffe, Topological solitons (Cambridge University Press, 2004).
[38] Y. Nishikawa and K. Hukushima, Physical Review B 94, 064428 (2016).
[39] P. J. Ackerman and I. I. Smalyukh, Nature materials 16, 426 (2017).
[40] A. Bogdanov, JETP Letters 62, 247 (1995).
[41] D. McQuarrie, Statistical Mechanics (University Science Books, 2000).
[42] N. D. Goldenfeld,

Lectures on phase transitions and the renormalization group

(Addison-Wesley, 1992).
[43] S. Blundell, Magnetism in Condensed Matter (OUP Oxford, 2001).
[44] L. D. Landau, Ukr. J. Phys. 11, 19 (1937).
[45] K. Binder, Reports on progress in physics 50, 783 (1987).
[46] S. Brazovskii, Soviet Journal of Experimental and Theoretical Physics 41, 85 (1975).
[47] H. E. Stanley, Phase transitions and critical phenomena (Clarendon Press, Oxford,
1971).
[48] A. Arrott and J. E. Noakes, Physical Review Letters 19, 786 (1967).
[49] H. E. Stanley, Reviews of modern physics 71, S358 (1999).
[50] L. P. Kadanoff, Physics Physique Fizika 2, 263 (1966).
[51] L. P. Kadanoff et al., Reviews of Modern Physics 39, 395 (1967).
[52] K. G. Wilson and J. Kogut, Physics reports 12, 75 (1974).
140

[53] N. Ghimire et al., Physical Review B 87, 104403 (2013).
[54] E. Clements et al., Physical Review B 97, 214438 (2018).
[55] S. Parkin and R. Friend, Philosophical Magazine B 41, 65 (1980).
[56] B. Van Laar, H. Rietveld, and D. Ijdo, Journal of Solid State Chemistry 3, 154 (1971).
[57] M. Shinozaki, S. Hoshino, Y. Masaki, J.-i. Kishine, and Y. Kato, Journal of the
Physical Society of Japan 85, 074710 (2016).
[58] T. Moriya and T. Miyadai, Solid State Communications 42, 209 (1982).
[59] T. Miyadai et al., Journal of the Physical Society of Japan 52, 1394 (1983).
[60] M. Wilson, A. Butenko, A. Bogdanov, and T. Monchesky, Physical Review B 89,
094411 (2014).
[61] Y. A. Izyumov, Physics-Uspekhi 27, 845 (1984).
[62] Y. Togawa, Y. Kousaka, K. Inoue, and J.-i. Kishine, Journal of the Physical Society
of Japan 85, 112001 (2016).
[63] I. Dzyaloshinskii, Sov. Phys. JETP 19, 17 (1964).
[64] K. Tsuruta et al., Journal of the Physical Society of Japan 85, 013707 (2016).
[65] K. Tsuruta et al., Physical Review B 93, 104402 (2016).
[66] E. M. Clements et al., Scientific Reports 7 (2017).
[67] V. Laliena et al., Physical Review B 93, 134424 (2016).
[68] V. Laliena, J. Campo, and Y. Kousaka, Physical Review B 95, 224410 (2017).
[69] A. Bauer and C. Pfleiderer, Generic aspects of skyrmion lattices in chiral magnets, in
Topological Structures in Ferroic Materials, pp. 1–28, Springer, 2016.
[70] A. Bauer et al., Physical Review B 95, 024429 (2017).

141
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Appendix A: List of Abbreviations

ACR

asymptotic critical region

AFM

antiferromagnet

CHM

chiral helimagnet

CSL

chiral soliton lattice

CM

conical magnet

Cyc

cycloid

DM

Dzyaloshinskii-Moriya

FM

ferromagnet

FFM

forced-ferromagnet

FCC

field-cooled cooling

FCW

field-cooled warming

FP

field-polarized

HNL

highly nonlinear

IC-C

incommensurate to commensurate

MCE

magnetocaloric effect

NS

normalized slope

PM

paramagnet
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SANS

small-angle neutron scattering

SkL

skyrmion lattice

ZFC

zero field-cooled
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