We present a comparison between approximated methods for the construction of mock catalogs based on the halo-bias mapping technique. To this end, we use as reference a high resolution N-body simulation of 3840 3 dark matter particles on a 400h −1 Mpc cube box from the Multidark suite. In particular, we explore parametric versus nonparametric bias mapping approaches and compare them at reproducing the halo distribution in terms of the two and three point statistics down to ∼ 10 8 M h −1 halo masses. Our findings demonstrate that the parametric approach remains inaccurate even including complex deterministic and stochastic components. On the contrary, the non-parametric one is indistinguishable from the reference N-body calculation in the power-spectrum beyond k = 1 h Mpc −1 , and in the bispectrum for typical configurations relevant to baryon acoustic oscillation analysis. We conclude, that approaches which extract the full bias information from N-body simulations in a non-parametric fashion are ready for the analysis of the new generation of large scale structure surveys.
INTRODUCTION
With the starting-gun for some of the most impressive observational campaigns in large scale structure about to be shot (e.g. Euclid, Amendola et al. 2016, and DESI, Levi et al. 2013) , the quest for precise and accurate covariance matrices, aimed at assessing the uncertainties in the measurements of cosmological observables such as redshift space distortions (e.g. Kaiser 1987 ) and baryonic acoustic oscillations (e.g. Eisenstein & Hu 1998) has become a task of front line research (see e.g. Dodelson & Schneider 2013; Taylor et al. 2013; Paz & Sánchez 2015) . The construction of mpellejero@dipc.org † balaguera@iac.es ‡ fkitaura@iac.es large sets of catalogs based on N-body simulations has been adopted as the standard path to obtain robust estimates on the errors of cosmological observables. Such approach is nevertheless unpractical, given the considerable amount of time and/or memory requirements that a state-of-the-art N-body simulation requires to generate hundreds to thousands of realizations with the desired cosmological volumes and mass resolution. Several approaches have been suggested in the literature to speed-up the construction mock catalogs (e.g. Bond & Myers 1996; Scoccimarro & Sheth 2002; Monaco et al. 2002; Tassev et al. 2013; Koda et al. 2016; Izard et al. 2016; Feng et al. 2016; Berlind et al. 2003; Zehavi et al. 2005; Manera et al. 2013 Manera et al. , 2015 White et al. 2014; Avila et al. 2015; Chuang et al. 2015a; Angulo et al. 2014) . The idea in some of these approaches (such as PATCHY Kitaura et al. 2014 ) is to rely on the smooth large-scale dark matter field obtained from approximate gravity solvers, and populate it with halos (or galaxies) following some bias prescriptions, in what is known as the bias mapping technique. The precision of this type of approach in the resulting halo catalogs is only acceptable, according to scientific requirements of forthcoming surveys, until intermediate scales (k ∼ 0.2 − 0.3 h Mpc −1 in Fourier space), see e.g. Kitaura et al. 2016; Blot et al. 2019; Colavincenzo et al. 2018; Lippich et al. 2018 . Higher precision (∼ 1 − 2%) towards smaller scales beyond k = 1 h Mpc −1 (including the Nyquist frequency) has been only reached by the recently published Bias Assignment Method (BAM hereafter, Balaguera-Antolínez et al. 2019a,b) .
The goal of this paper is to assess whether bias mapping methods such as PATCHY and BAM, already successfully applied to mass-scales of the order of ∼ 10 12 M h −1 (see e.g. Vakili et al. 2017 and Balaguera-Antolínez et al. 2019b) , are still capable to capture the main features of halo bias when applied to a high resolution (low mass-scales) N-body simulation. The PATCHY method has been shown to reach high level of accuracy circumventing the limitations of the approximate gravity solvers (see e.g. Chuang et al. 2015b; Kitaura et al. 2015; Vakili et al. 2017) , being able to make large amount of precise mock galaxy catalogues (e.g. Kitaura et al. 2016) with very low memory and computational requirements, while BAM has been shown to replicate to percent precision summary statistics of halo catalogs (with approximately same computational time and memory requirements as PATCHY ). It is therefore timely to assess whether these methods can be still applied to the expected galaxy catalogs from Euclid or DESI, probing lower halo mass ranges, or if a change towards non-parametric approaches forecasts better results.
In order to perform this comparison, we use the Small MultiDark Planck simulation 1 (SMDPL hereafter), which belongs to the series of MultiDark simulations (Klypin et al. 2016) with Planck cosmology (Planck Collaboration XIII 2015) . The simulation consists in a set of 3840 3 particles dark matter particles in a comoving volume of V s = (400 h −1 Mpc) 3 . Dark matter halos and subhalos are identified with the Rockstar algorithm (Behroozi et al. 2013) , with a minimum tracer mass of ∼ 2 × 10 8 M h −1 at z = 0 (∼ 8.2 × 10 7 number of halos and subhalos). Although in what follows we use the complete sample of halos and subhalos as tracers of the dark matter field, we will refer to them generically as "halos" or "tracers". Note that this is the first time that both techniques are tested against a sample of halos and subhalos.
Both the PATCHY method and BAM are based on the concept of stochastic bias (e.g. Dekel & Lahav 1999) in order to generate a halo density field from an approximated dark matter density field (ADMF hereafter). This bias is expressed as a conditional probability distribution (CPD hereafter), accounting for the probability of obtaining a given number of halos conditional to local and non local properties of the ADMF. In PATCHY the CPD is characterized by a mean and a scatter around that mean, both expressed through a number of parameters describing a given model for the mean and stochasticity. In BAM instead, the CPD is directly mea-sured from the reference simulation in combination with the ADMF. For both methods, the ADMF is obtained by the evolution of downgraded initial conditions from the SMDPL simulations. In our current set-up, we performed this operation starting with a white noise embedded in a 3840 3 mesh into one of 160 3 grid cells. These downgraded initial conditions were thereafter evolved until redshift z = 0 using approximated gravity solvers such as FastPM (Feng et al. 2016) or the Augmented Lagrangian Perturbation Theory (ALPT) (Kitaura & Hess 2013) on an equally resolved mesh (160 3 ). While for the BAM approach the choice of gravity solver is not relevant, that is not the case for PATCHY , in which the signal of the power spectrum at intermediate scales can affect the performance of the method. We therefore adopt FastPM on a mesh of 160 3 cells to evolve the downgraded initial conditions up to redshift z = 0. Although not specifically shown in this study, a different resolution of 192 3 was used and similar results were achieved.
The outline of this paper is as follows. We describe the parametric bias prescription in § 2, and show the results of the fits of such prescription to the SMDPL simulation. We show the results from the non-parametric approach in § 3. We discuss possible signatures of non local bias in § 4 and end-up with conclusions and discussion.
PARAMETRIC BIAS PRESCRIPTION: PATCHY
In PATCHY (Kitaura et al. 2014) , the deterministic component (or mean of the CPD) relating the halo (ρ h ) and the dark matter (ρ m ) density fields is written in terms of the matter overdensity δ ≡ ρ/ρ − 1 as (see e.g. Neyrinck et al. 2014; Kitaura et al. 2014 )
In this expression δ th is an overdensity threshold, aimed at suppressing the formation of halos in under-dense regions. The threshold bias (e.g. Kaiser 1984; Bardeen et al. 1986; Sheth et al. 2001 ) is represented by a step function, θ δ m − δ th , and an exponential cutoff, exp − (1 + δ)/ρ . On the other hand, the term (1 + δ m ) α accounts for nonlinear behaviour. In Eq.
(1) we have introduced a second order non-local term proportional to s 2 = s i j s i j (see e.g. McDonald & Roy 2009; Desjacques et al. 2018; Abidi & Baldauf 2018) , where s i j ≡ ∂ i j Φ − δ K i j δ m /3 (δ K i j stands for the Kronecker delta) are the elements of the traceless tidal field tensor (see e.g. Hahn et al. 2007) , written in terms of the gravitational potential Φ obtained from the Poisson equation
The stochasticity around this deterministic bias is modelled by a negative binomial distribution (Kitaura et al. 2014; Vakili et al. 2017) , with expected number of halos in each cell (given by the deterministic bias component) λ h ≡ N h dV = f N 1 + δ h dV dV and an scatter characterized by a Poisson distribution with a parameter β allowing for deviations from the latter. Here, f N ≡N/ 1 + δ h V controls the halo number density (i.e. it is fixed by the number density of the reference catalog). Hence, the probability of having N h objects in a volume element with mean λ h is given by where Γ(β) is the Gamma function 2 . We further test the addition of an extra dependency over λ h by substituting β → β(λ h /N) γ , whereN is the mean number of halo in the volume. PATCHY uses Eq.
(2) to sample a halo density field (number counts) according the dark matter density (local) and the tidal field (non local), constrained to generate a sample with the mean number density of the reference simulation. From this sampled halo density field we can measure the summary statistics (i.e, one, two point statistics etc). We have constrained the set of parameters defining the bias models (Eqs. (1) and (2)), {δ th , α, ρ , , β, γ, c s 2 } following the procedures of Kitaura et al. (2015) and Vakili et al. (2017) , based on Markov-Chain likelihood analysis of the parameter space. We used the probability density function (PDF) and the power spectrum (up to k = 0.4h/Mpc) as observables, and assumed independent likelihoods with a Poisson variance for the PDF (σ 2 PDF = N n , where N n is the number of cells containing n dark matter halos), and a Gaussian variance for the power spectrum (σ 2
denotes the power spectrum measured from the reference simulation). We summarise the constraints on the bias parameters in Table 1 .
The resulting PDF and power spectrum are shown in top panel of Fig. 1 . The PDF is not well fitted by any of the cases under study. PATCHY without non-local terms is able to fit the SMDPL number of cells for those with small number of halos but fails when increasing the number of halos per cell. If the non-local term is included and we still force a correct fit for the P(k), the PDF is correctly fitted for (1) and (2) in PATCHY . These values are obtained from the Markov-Chain Monte Carlo analysis using as observables the PDF and the power spectrum. The threshold density is fully consistent with the value δ th ∼ −1.
cells with large number of halos but fails in the low number end. Focusing now on the P(k), the local model reaches an accuracy of ∼ 5% up to scales of ∼ 0.55 h Mpc −1 , while the non-local extension remains within the same accuracy up to scales of ∼ 0.65 h Mpc −1 . Note again that for this result we used the complete halo sample of M > 2 × 10 8 M h −1 (which roughly corresponds to a linear bias of ∼ 0.65).
Although not explicitly shown in Fig. 1 , the inclusion of the parameter γ contributes to a marginal improvement in accuracy of the PDF and P(k) when only accounting for local terms (thus its non-zero value of Table 1 ). Nonetheless, when accounting for the non-local term s 2 , the best-fit value of γ is consistent with zero (see Table 1 ). The value of changes sign when including non-local terms, changing the behaviour of the exponential cut-off. Furthermore, when including non-local terms, a larger β is favoured indicating closer resemblance with Poissonity. The value of δ th is consistent with −1 indicating that, for the current mass-limit, log (x, y) Figure 3 . Two-dimensional projection of the halo bias (normalized to its maximum value). In each plot, the solid lines encloses the region containing 68%, 95% and 99% of the total number of cells (160 3 ). In order to facilitate the comparison, the dotted contours in the second and third panel denotes those form the reference (first panel). For this plot the halo overdensity and the dark matter overdensity were computing using a CIC interpolation scheme.
the step function of Eq. (1) does not suppress the formation of halos in under-dense regions. Therefore, the full dark matter simulation is preferred over density cuts over it. In any case, we stress that neither the one-nor the two-point statistics are reproduced to the desired per-cent precision by the model with best-fit values, indicating that such approach cannot account for a realistic description of the halo-bias at such low mass scales.
The third panel of Fig. 1 shows the signal of the bispectrum obtained from sampling the ADMF with Eq. (1), using the best fit parameters. The estimates are biased with respect to the reference, regardless the presence of the nonlocal terms in the bias model. In order to provide an estimate of the error-bars for the bispectrum, we use the expression (see e.g. Fry et al. 1993; Scoccimarro et al. 1998; Scoccimarro 2000; Angulo et al. 2015 )
where s B = 6, 2, 1 for equilateral, isosceles and scalene configurations in Fourier space, V B ≈ 8π 2 k 1 k 2 k 3 ∆k and the fundamental mode is k f = 2π/L box . We include this variance to have a taste of how much is the PATCHY methodology biased in terms of the cosmic variance. Using this estimates for the variance, we quantify the difference between the bispectrum generated by PATCHY and the reference to ∼ 70% (∼ 10σ B ). δ m ) ) and for the full samples (top-row) and different cosmic-web types (second to fourth row). In all cases, the discrepancies between the reference and PATCHY are mildly evident on the low dark matter density bins. For high values of dark matter density, PATCHY displays a significant lack of cells with low values of halo overdensities, as can be visually inferred from Fig.2 . Knots (voids and filaments) are not found on low (high) density regions shown in this plot. Note that the bias from BAM and the reference are statistically indistinguishable.
We therefore conclude that the model of Eq. (1) cannot describe the higher order statistics of a halo sample with the mass resolution of the SMDPL.
In the next section, when mentioning statistical significance, we will be referring to this expression, though will not explicitly present the error bars in order to avoid clutter.
NON PARAMETRIC APPROACH: THE BIAS ASSIGNMENT METHOD
BAM (Balaguera-Antolínez et al. 2019a,b) is an example of a non-parametric approach to the mapping of halo bias (for other non parametric approaches based on machine learning techniques see also Mustafa et al. 2017; Mathuriya et al. 2018; He et al. 2018; McClintock et al. 2019 ). The method statistically maps the halo bias (i.e, the CPD) measured from the reference simulation and the ADMF (a FastPM generated density field in this case) into the latter, producing a halo sample with the PDF of the reference. This is preformed within an iterative process, in which the ADMF is convolved with a kernel computed from the ratio between the halo power spectrum of the reference simulation and the power spectrum of the halo field produced in the previous iteration. The BAM kernel is subject to a Metropolis-Hasting selection criteria, which guarantees that within each iteration the power spectrum of the new halo number counts approaches that of the reference. Indeed, after some iterations (for the current set-up, typically ∼ 10), the halo field produced by BAM is such that its power spectrum differs ∼ 1% with respect to that from the reference 3 . In BAM the halo-bias is measured as a function of a set of properties of the underlying ADMF such as the local density. We also use non-local contributions such as the cosmic web-type (i.e, knots, filaments, sheets and voids), classified using the eigenvalues of the tidal field (see e.g. Hahn et al. 2007 ). Another non-local quantity used in BAM is the mass of collapsing regions. These regions are defined as sets of friend-of-friends cells (classified as knots) (e.g. Zhao et al. 2015) . The bottom panels from Fig. 1 show summary statistics obtained from the non-parametric method. In the first and second column we show the PDF and power spectrum, which, as exposed before, display percent differences by construction (regardless whether non-local properties are also included). More relevant is the information shown in the third, where we display the reduced bispectrum measured at the configuration k 1 = 0.1 h Mpc −1 and k 2 = 0.2 h Mpc −1 . It is impressive how BAM reproduces (at the resolution of the SMDPL) the signal of the bispectrum of the reference, specially in the case in which non-local information is included in the iterative process. Given that the bispectrum is not calibrated within the procedure, such good agreement between the signals shown in Fig.1 can be regarded as a direct consequence of both the high signal-to-noise in the measurement of the CPD and the inclusion of relevant non-local dependencies such as the cosmic-web classification. Note that in this regard, Balaguera-Antolínez et al. (2019a) showed that the agreement seen in Fig. 1 was not present when lower mass resolutions or larger cosmological volumes are used as a reference (using the same non-local properties). We shall return to this result in § 4.
In Fig. 2 we show a slice through the halo density field as obtained from the reference and the two methods under comparison. On large scales the two methods provide a fair description of the halo number density field (as can be inferred from the measurements of power spectrum in Fig. 1 ). The evident differences are observed on small scales, where the PATCHY method tends to break structures such as filaments and sheets and mildly populate voids, all this at the expense of overpopulating high density regions (e.g. knots). In order to quantify this, in Fig. 3 we show the halo-bias in the form of contours of the joint probability distribution, P(x, y) with x ≡ log(1+δ m ) and y ≡ log(1+δ h ). This figure shows that, despite the overall good agreement among the methods, the CPD from the parametric approach shows deviations with respect to the reference, which give rise to the discrepancies observed in the summary statistics showed in Fig. 1 . In order further bring these differences to light, in Fig. 4 we show examples of conditional probability distribution P(y|x) in three different bins of DM density (or x) measured for the full samples (top panels) and in different cosmic web types (from the second to the fourth row). From the first row it is clear how PATCHY tends to populate cells Figure 5 . Reduced bispectrum Q(θ 12 ) measured as a function of the angle between wave-vectors θ 12 = k 1 · k 2 (with | k 1 | = 0.1 h Mpc −1 and | k 2 | = 0.2 h Mpc −1 ), for different halo mass-cuts at z = 0. Solid lines represents the measurements from the SMDPL simulation. Dotted and dashed lines correspond to the results from BAM, with and without cosmic web classification respectively. In all panels, the grey line represents the measurements from the reference in the lower mass cut. The grey line represents the bispectrum of the full sample.
(or regions) of high density (e.g. x = 2.1) with more halos, as compared to the reference. Approximately the same behavior appears when the CPD is measured in knots and filaments (second and third row, respectively), while similar behaviors are observed for the set of sheets and voids. In general, the improvement gained with BAM over the PATCHY method (at the full mass resolution) is evident, suggesting that a parametrisation of the halo-bias as introduced in § 2 cannot capture the full complexity of the clustering of dark matter haloes at this mass limit. Evidently, a path to close this gap would be that of increasing the dimensionality of the parameter space to be explored. One clear extension would be that of including higher order terms of the dark matter overdensity in Eq. (1). Nevertheless, we consider that given the performance of the non-parametric approach, in which we can capture almost all the physical information of the halo bias without any fitting parameter, makes it worth to put more efforts in pushing the latter towards better performances in view of the construction of mock catalogs for the forthcoming large-scale structure experiments. We are currently making efforts in that direction (F-S Kitaura et al., in preparation) and on the inclusion of velocities (Balaguera et al. in preparation).
A SIGNATURE OF NON-LOCAL BIAS?
In § 3 we showed that the non-parametric approach to halobias generates an accurate description of the three-point statistics at the mass resolution and volume of the SMDPL simulation. Furthermore, Fig. 1 demonstrated that the inclusion of non-local properties (viz., cosmic-web classification and the mass of collapsing regions) yields a reduced bispectrum which agrees within ∼ 3% (1σ B ) with that of the reference. Interestingly, this difference is increased to ∼ 5% (2 − 3σ B ) when only local information is implemented in the bias mapping. We argue that this represents an smoking-gun for the signatures of non-local halo-bias (see e.g Sheth et al. 2013) .
In view of coming missions such as Euclid or DESI, it is interesting to assess such signature for higher mass cuts, specially those characterizing the selection function of the aforementioned missions 4 . To that aim, we perform the same calibration procedures in BAM, using as a reference the sub-samples of the full SMDPL simulation selected by masscuts. Figure 5 shows the results, ranging from a sample with mass ∼ 4 × 10 8 M h −1 up to 1.2 × 10 12 M h −1 . BAM replicates the bispectrum of the reference with non-local information (dotted-lines) within ∼ 3 − 6% (or roughly within the error bars from Eq. (3)), up to masses of 2.5 × 10 10 M h −1 . If the non-local information is not included (dashed lines), the signal is correct within ∼ 6 − 12% (∼ 2 − 3σ B as in Fig. 1 ). At 10 11 M h −1 , a systematic bias in the estimates of the bispectrum appears, represented by a ∼ 8% (∼ 1 − 2σ B ) difference (with non-local dependencies) and ∼ 20% (∼ 3 − 4σ B , with only local dependencies). The discrepancy at higher masscuts increases although the non-local prediction is able to follow the three-point statistics amplitude of the reference. The reason for this can reside in either the low number count statistics at such high mass-cuts (passing from a Poisson signal-to-noise of ∼ 30 from the full sample to ∼ 1 for the highest mass-cut used in Fig. 5 ), or in the lack of other properties of the ADMF taken into account within the BAM procedure.
In order to verify whether the behavior captured in Fig. 5 have physical grounds or, on the contrary are due to a low signal-to-noise number counts, we have performed the following test. We have down-sampled the full SMDPL simulation to different mean number densities (associated to different mass-cuts within the same volume) and verified at which level the reduced bispectrum generated by BAM was still compatible with that of the reference. Note again that, in each case, BAM is calibrated to the down-sampled SMDPL and not the entire SMDPL as in the case of the mass cuts. The results, shown in Fig. 6 demonstrates that up to mean number densities associated to mass cuts of ∼ 10 11 M h −1 , BAM does a good job at reproducing the reference bispectrum using non-local information. At that mass-cut, we already discussed that, using only the local information, yields a systematic bias which amounts to ∼ 20%.
Thus, this tests concludes that the mean number density associated to this mass-cut marks a threshold up to which the use of non-local information in the measurement of the CPD can reproduce the bispectrum to < 1σ B precision. Translating this to Fig. 5 , we can theorize that the signal at the mass-cut 10 11 M h −1 is not dominated by the signal-to-noise and hence, the discrepancy (of the order of 1σ B ) between the product of BAM and the reference can be due to lack of physical dependencies, not accounted for in the measurements of the CPD. Including such dependencies is out of the scope of this paper, and will be addressed in a forthcoming publication (F-S. Kitaura et al., in preparation) . Note that Fig. 6 also indicates that we can trust both the local and non-local calibrations for number densities corresponding to masses lower than ∼ 6 × 10 9 M h −1 , and thus, the discrepancy of Fig. 1 between the BAM can be considered as a possible signature of non-locality.
CONCLUSIONS
In this paper we have compared the performance of two calibrated methods to construct mock catalogs of dark matter haloes. The methods PATCHY (Kitaura et al. 2014 ) and BAM (Balaguera-Antolínez et al. 2019b) represent examples of parametric and non-parametric approaches, respectively, to the idea of mapping the halo-bias onto a dark matter density field in order to reproduce the two-point statistics of a reference simulation. We have shown that a parametric approach, in which a mean halo-bias and the scatter around that mean is modeled with a set of parameters (including more complex versions of the widely used power-law bias), cannot account for the full complexity of the halo statistics at a mass scale of the resolution of the Small MultiDark simulation (∼ 2 × 10 8 M h −1 ), used as a reference. On the other hand, the non-parametric approach (BAM) generates a good description of the halo distribution up to three-point statis-tics, thus demonstrating to be properly tailored and suited to capture the main physical properties of the halo bias. As it is clear that larger parameter spaces can be argued in favor of a parametric approach (and perhaps new functional dependencies), we conclude that BAM has the potential to account for high order statistics in a transparent way, given that the physical content can be understood and no tuned parameters are requested. Furthermore, we have commented on the possibility of detecting non-local bias with BAM, when focused mass scales typical of experiments such as DESI. This will be addressed in a forthcoming publication (F-S Kitaura et al., in preparation) .
In summary, we conclude that although parametric approaches to halo-bias mapping are successful at reproducing halo statistics at halo masses of > 10 12 M h −1 (Vakili et al. 2017) , at lower mass scales (> 10 8 M h −1 ) these models of halo bias (including stochasticity) cannot generate the same precision in the summary statistics of the halo (and sub-halo) distribution. Instead, we have shown that nonparametric approaches (in particular BAM), have the potential to reproduce up to the three point statistics of a halo distribution at low mass scales, where non linear-clustering and non-local dependencies are likely to be dominant. We note however that provided that our reference sample is composed of halos and sub-halos, the parametric prescriptions are not expected to be accurate, as these were initially motivated for host-haloes. Nonetheless, foreseeing applications for forthcoming galaxy surveys probing emission line galaxies (ELGs), which populate both halos and sub-halos (see e.g. Orsi & Angulo 2018), we believe that it is important to show that our methodologies are able to reproduce the clustering of a sample including sub-structures. A clear assessment of the applicability of both methods in such context requires a reliable ELGs reference catalog. Our efforts are currently focused towards that direction.
