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Abstract
The recently developed effective field theory of fluctuations around thermal equilib-
rium is used to compute late-time correlation functions of conserved densities. Specializing
to systems with a single conservation law, we find that the diffusive pole is shifted in
the presence of non-linear hydrodynamic self-interactions, and that the density-density
Green’s function acquires a branch point half way to the diffusive pole, at frequency
ω = − i2Dk2. We discuss the relevance of diffusive fluctuations for strongly correlated
transport in condensed matter and cold atomic systems.
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La chaleur pénètre, comme la gravité, toutes les substances de l’univers, ses rayons occupent
toutes les parties de l’espace. (Fourier, 1822)
1 Introduction
Diffusion was invented by Fourier to describe the dynamics of heat [1]. Heat or energy
transport is ubiquitous and of relevance to essentially any physical system at nonzero
temperature. In modern parlance, diffusion is understood more generally as the universal
late-time hydrodynamic description of systems governed by a single conservation law,
barring spontaneously broken symmetries. The diffusion constant may itself depend on the
background value of the quantity that is being transported. Classically, this results in the
diffusion equation being augmented to a non-linear differential equation and can lead to
rich phenomena (see e.g. [2]), in analogy with turbulence in the Navier-Stokes equation. At
the quantum or statistical physics level, the consequence of these non-linearities is that the
effective theory of hydrodynamic fluctuations is interacting.
The traditional approach to address this class of problems is to couple the degrees of
freedom of interest to stochastic noise fields and solve perturbatively a non-linear Langevin
equation [3, 4]. This approach is also familiar in the context of the KPZ equation [5].
These methods have revealed striking effects in hydrodynamics such as long-time tails
[6, 4, 7, 8] and potentially large renormalizations of transport parameters [9, 10]. However,
where standard classical hydrodynamic stood on firm symmetry principles [11], the physical
principles governing stochastic hydrodynamics – in particular how ‘noise’ fields interact with
conserved densities – were less transparent. This was remedied recently by a decade-long
effort culminating in a first principles construction of the general effective field theory of
hydrodynamic fluctuations about a thermal equilibrium state [12, 13, 14, 15, 16], see [17]
for a recent review.
Another motivation for a systematic study of hydrodynamic fluctuations is thermalization.
The local thermalization (or equilibration) time τth is loosely defined as the time it takes
a system to reach local thermodynamic equilibrium. At times t > τth, hydrodynamics
governs the slower relaxation to global thermodynamic equilibrium. It is tempting to
identify the thermalization time with the exponential decay of non-hydrodynamic correlators
〈O(t)O〉 ∼ e−t/τth . Such correlators are however sensitive in general to hydrodynamic long-
time tails and therefore strictly do not decay exponentially [4, 7]. A better understanding
of long-time tails may therefore help provide a sharp definition of τth. See e.g. [18, 19] for
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recent alternative approaches to τth.
In the following we use the general formalism of Ref. [15] to uncover the universal structure
of late-time response functions for interacting systems with a single continuous symmetry,
focusing on time translation invariance (and therefore heat transport) for concreteness. We
find that the thermal dc conductivity and diffusion constant both receive independent non-
vanishing radiative corrections, even in the case of a single conserved density, and that the
correction is not sign definite. Both of these statements are different to the results obtained
from a traditional approach [10], for reasons we shall explain. Moreover, we compute the
one-loop retarded Green’s function GRεε(ω, k) at finite frequency and wavevector, revealing
its analytic structure. We conclude by discussing experimental signatures of hydrodynamic
fluctuations with applications to insulators, bad metals and cold atoms.
2 Formalism
Our objective is to understand the structure of energy density correlation functions in
non-integrable quantum systems at nonzero temperature
〈ε(t, x)ε(t′, x′) · · · 〉β ≡ Tr
(
ρβ ε(t, x)ε(t′, x′) · · ·
)
, (2.1)
where the thermal density matrix ρβ = e−βH/Tr e−βH . We will address this problem using
the effective hydrodynamic action formalism of Ref. [15]. Here we will be interested in the
case where energy is the only conserved quantity. A self-contained review of this special
case of the formalism is given in appendix A. The output of this method is an effective field
theory that provides a perturbative expansion for computing the correlators (2.1):
Z =
∫
DεDϕa e
i
∫
L[ε, ϕa] . (2.2)
Here ε is the energy density and ϕa is an auxiliary field (the a subscript is not an index). The
most general Lagrangian to cubic order in fields was constructed in Ref. [15]. In appendix
A we extend their construction to quartic interactions, which will play a role below. The
resulting Lagrangian to leading order in derivatives that is at most quartic in fields is given
by
L = iT 2κ(∇ϕa)2−ϕa
(
ε˙−D∇2ε
)
+∇2ϕa
[1
2λε
2 + 13λ
′ε3
]
+ icT 2(∇ϕa)2
[
λ˜ε+ λ˜′ε2
]
+ · · · ,
(2.3)
where T is the temperature, D the diffusivity, c the specific heat and κ = cD the thermal
conductivity. These are all ‘bare’ values that will be renormalized by the interactions in (2.3).
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The couplings λ, λ′, λ˜, λ˜′ themselves can be written as linear combinations of the following
derivatives of the transport parameters
T∂Tκ , T
2∂2Tκ , T∂TD , T
2∂2TD . (2.4)
Their explicit expressions are given in (A.21).
The traditional stochastic approach to hydrodynamic fluctuations with Gaussian noise
[3, 4, 5, 7] can be recovered from the general effective action (2.3) when the interactions
that are quadratic in auxiliary fields (i.e. the λ˜ and λ˜′ terms) are absent, by performing a
Legendre transform and introducing the noise field ξ = ∂L/∂ϕa [15]. However, when λ˜ or
λ˜′ is non-vanishing, the resulting theory will contain interactions of the form ξ2ε or ξ2ε2.
The noise correlations will therefore not be strictly Gaussian because they now depend on
energy fluctuations.1
In the remainder we will show precisely how the interactions in (2.3) lead to non-
analyticities in response functions and renormalize the transport parameters themselves
[6, 8, 9, 20]. Concretely, we are interested in the one-loop correction to the retarded Green’s
function, which is simply diffusive in the absence of interactions
GR,0εε (ω, k) =
iκTk2
ω + iDk2 . (2.5)
The diagrams contributing at one loop are shown in Fig. 1, and computed in appendix
B. These loops are all UV divergent and should be truncated at the hydrodynamic cutoff
kmax = 2pi/`th, which defines the thermalization length `th.
Figure 1: The one-loop diagrams contributing to Gεε. Solid lines denote the energy density
field ε and squiggly lines denote the auxiliary field ϕa.
1That these interactions should arise is already clear from the stochatistic approach, where the fluctuation
dissipation theorem imposes 〈ξ(x)ξ〉 = −2T 2κ(ε)∇2δ(x). These interactions only vanish if κ(ε) = const,
which is also apparent in (A.21).
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3 Results
The diagrams shown in Fig. 1 sum up to give the one loop retarded Green’s function
GRεε(ω, k) =
i (κ+ δκ(ω, k))Tk2
ω + iDk2 + Σ(ω, k) , (3.1)
where both δκ(ω, k) and Σ(ω, k) receive analytic and non-analytic contributions. Separating
these contributions as
δκ(ω, k) = δκ+ κ?(ω, k) , Σ(ω, k) = iδDk2 + Σ?(ω, k) , (3.2)
one finds that the analytic pieces have the form
δκ
κ
= fd
c `dth
λκ ,
δD
D
= fd
c `dth
λD , (3.3)
with fd = Vol(Bd) = 2, pi, 4pi3 for spatial dimensions d = 1, 2, 3, and where λκ, λD are
dimensionless effective couplings. Their explicit form will be given below. The non-analytic
parts of (3.2) have the form
κ?(ω, k) = fκ(ω, k)αd(ω, k) , Σ?(ω, k) = k2fΣ(ω, k)αd(ω, k) , (3.4)
where fκ, fΣ are analytic functions, shown below, that do not depend on dimension, and
the non-analyticity is
α1(ω, k) =
1
4
[
k2 − 2iω
D
]−1/2
, (d = 1) (3.5a)
α2(ω, k) = − 116pi log
[
k2 − 2iω
D
]
, (d = 2) (3.5b)
α3(ω, k) = − 132pi
[
k2 − 2iω
D
]1/2
. (d = 3) (3.5c)
The effect of these non-analyticities is suppressed by powers of momenta and frequency
appearing in fκ, fΣ, as we will see below.
The retarded Green’s function is analytic in the upper-half frequency plane, as required
by causality. The interactions have induced a branch point at ω = − i2Dk2. Moreover, the
diffusive pole is split into two poles with small real parts ω = −i(D + δD)k2 ±O(k2|k|d).2
The location of the branch point can be understood from simple kinematics, by putting both
internal legs on-shell (in either the retarded or advanced Green’s functions) as in Fig. 2. The
2Additional poles in (3.1) are outside the validity of the resummation. The non-analytic corrections to
diffusion are seen to be more important than the O(k4) higher derivative corrections to the diffusion equation
in d = 1 and also in d = 2, where the dispersion receives an additional imaginary part O(k4 log k).
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ω′ = iDk′2
ω + ω′ = −iD(k + k′)2
ω, k
ω′, k′
ω
− i2Dk2
−i(D + δD)k2
Figure 2: On-shell condition for the two internal legs (left), and analytic structure of the
retarded Green’s function GRεε(ω, k) at one loop (right). In imposing the on-shell condition,
it is important to consider two poles in opposite halves of the complex ω′ plane, otherwise
the loop contribution vanishes. The pole in the upper half plane arises from an advanced
Green’s function in the loop: GA =
(
GR
)∗
.
frequencies ω for which the on-shell condition is satisfied form a half-line in the complex
plane parametrized by the loop momentum k′, where the Green’s function has a branch cut.
The branch point is located at the smallest frequency ω (in magnitude) that can satisfy the
on-shell conditions:
ω? = −iDmin
k′
[
k2 + 2k · k′ + 2k′2
]
= − i2Dk
2 . (3.6)
In previous treatments, similar physics to what we have just described was found in the
coupled diffusion of two modes [8, 10]. Due to the absence of a systematic formalism for
hydrodynamic fluctuations at that time, those works did not account — among other things
— for interactions that are quadratic in the auxiliary field (in particular λ˜), nor the quartic
terms λ′ and λ˜′. While the systematic approach modifies the results for two coupled modes,
see appendix C, the most qualitative difference is seen for diffusion of a single conserved
density. We have found that renormalization of the diffusion constant and conductivity
occurs even in this case, controlled by the effective couplings in (3.3)
λκ =
c2T 2
D
λ˜′ , λD = −c
2T 2
2D2
[
λ(λ+ λ˜) + 2λ′D
]
, (3.7)
which are not sign-definite in general.
Furthermore, we have also found non-analytic corrections to the Green’s function even
with a single diffusing mode. These are not as strong as those arising with two modes, as we
now explain. The functions fκ, fΣ appearing in the non-analytic contributions (3.4) are
fκ(ω, k) =
cT 2
D2
k2λλ˜ , fΣ(ω, k) =
cT 2
D2
[
ωλ(λ+ λ˜) + iDk2λλ˜
]
. (3.8)
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While fΣ has both the O(ω) and O(k2) terms expected at this order in the derivative
expansion, fκ only has an O(k2) term. The subsequent suppression of fκ as k → 0 implies
that the optical conductivity does not receive non-analytic corrections, and is instead constant
in the hydrodynamic regime
Tκ(ω) ≡ lim
k→0
ω
k2
ImGRεε(ω, k) = T (κ+ δκ) . (3.9)
This result can be contrasted with the case of two interacting diffusive densities, wherein
the optical conductivity receives a non-analytic fluctuation correction [6, 8]. We revisit this
case in appendix C, where the analytic structure is discussed in the light of a systematic
inclusion of fluctuation effects. We find a non-analytic correction to the optical conductivity
of the form (we use σ to denote a generic conductivity)
δσ(ω, k) ∼ ω αd(ω, k) + · · · , (3.10)
where αd is as in (3.5) and · · · denote terms that are further k2 suppressed. In particular,
the correction in d = 2 is δσ(ω) ∼ ω logω.
4 Discussion and Applications
Strong renormalization of the transport parameters due to hydrodynamic fluctuations
occurs if the ratios in (3.3) are large. When the dimensionless couplings are order unity,
λκ ∼ λD ∼ 1,3 the strength of fluctuations is controlled by the specific heat per ‘thermal
volume’ c`dth. This quantity can be thought of as the number of degrees of freedom in the
smallest volume that can reach local thermodynamic equilibrium. When there are many
degrees of freedom in a thermal volume, fluctuation effects are small. One might further
expect that a sufficient number of degrees of freedom are necessary in order for a region
to locally thermalize, and hence c`dth & 1. Indeed, such a bound has been established
in the presence of operators with microscopic positivity properties, using the eigenstate
thermalization hypothesis [21, 22]. Thus hydrodynamic fluctuation corrections to thermal
transport parameters are expected to be at most comparable to the bare values.
If microscopic interactions are weak then `th ∼ `mfp, the (inelastic) quasiparticle mean
free path, will be large. Fluctuation corrections to transport are therefore small in weakly
interacting systems. In contrast, in strongly correlated systems `th can become very short
and fluctuations may be important. For example, at high temperatures in a lattice model,
3Using equations (3.7) and (A.21), this holds in any scaling regime where κ ∼ T a and c ∼ T b.
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with order one degrees of freedom per unit cell, the bound mentioned above is only saturated
when `th ∼ a, the lattice spacing. This roughly coincides with the ‘minimal’ mean free path
for thermal transport by well-defined phonons in insulators [23, 24]. In strongly correlated
regimes, however, the notion of a mean free path is likely not a useful concept. Recent
measurements of thermal diffusivity in cuprates [25, 26] and perovskites [27, 28, 29] suggest
(assuming that the microscopic sound speed is the relevant velocity) that a transport
lengthscale reaches and possibly surpasses the lattice spacing at high temperatures. The
specific heat in these materials is roughly ca2 ∼ 40 and ca3 ∼ 15, respectively. It may be
interesting to look for signatures of diffusive fluctuations in the thermal transport of these
systems.
Fluctuation effects can also become important for transport close to a thermal phase
transition. The thermalization length diverges as `th ∼ τ−ν as the reduced temperature
τ → 0, while the specific heat scales as c ∼ τ2−α. It follows that δD/D ∼ τα+dν−2 ∼ 1 if
hyperscaling is obeyed, so fluctuations are important in that case. Above the upper critical
dimension hyperscaling is violated and fluctuations are small. A more sophisticated discussion
must include fluctuations of the order parameter in the analysis [30].
Transport lengthscales approaching or exceeding the lattice spacing are also seen in ‘bad
metals’ [31, 32, 33]. All of our expressions above are easily adapted to describe the diffusion
of a single conserved U(1) charge, instead of heat.4 Particle-hole symmetry should be broken,
typically by a background charge density, otherwise many terms we have considered are
forced to be zero. The correction to the dc electrical conductivity σ, for example, is found to
be
δσ
σ
= fd
`dth
T
χµ2
λσ . (4.1)
Here χ is the charge susceptibility and µ the chemical potential. In the definition of the
couplings in (2.3) in terms of the thermodynamic derivatives (2.4), one replaces T → µ.
Condensed matter systems — including most bad metals — are typically at degenerate
temperatures T < EF , below the Fermi energy. At these temperatures χ ∼ kdF /EF and
µ ∼ EF . Here kF is the Fermi momentum. The contribution (4.1) of fluctuations to the
conductivity is therefore small, even when the thermalization length becomes of order
`th ∼ a ∼ 1/kF . This is the shortest length consistent with local thermalization [22]. In
contrast, at high temperatures where fermions are non-degenerate, χ ∼ 1/(Tad). If the total
charge is held fixed, then µ ∼ T . It follows that as the thermalization length becomes short,
4If thermoelectric effects are strong, one should instead work with coupled heat and charge diffusion, as in
appendix C.
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of order `th ∼ a, fluctuation corrections to the conductivity are order one. Diffusive transport
by strongly correlated but non-degenerate fermions has recently been probed in an ultracold
atom realization of the Hubbard model [35], and earlier in e.g. [34], as well as in numerics
[36, 37]. Indeed, `th is found to saturate around the lattice scale at high temperatures, and
so fluctuation effects may be important.
Finally, diffusion with a short thermalization length has also been seen in spin transport
in strongly interacting ultracold atoms in a trap [38]. The formulae we have developed can be
applied directly to longitudinal spin diffusion in a magnetic field (to break spin reversal sym-
metry) or to transverse spin diffusion without a magnetic field or spontaneous magnetization
(so that isotropy prevents mixing of the two transverse modes). At temperatures T . EF ,
with electrons on the verge of becoming non-degenerate, the thermalization length is found
to be `th ∼ 1/kF (there is no lattice scale in these experiments). Diffusive fluctuations may
therefore again be important for transport.
In summary, long wavelength fluctuations about diffusive dynamics may be relevant
in condensed matter and cold atom systems of widespread interest. We have seen that a
systematic derivation of these effects leads to different results than previous, more phe-
nomenological, approaches. For this reason, it will be important to revisit the computation
of fluctuations in relativistic hydrodynamics [9, 39], which includes a sound mode in addition
to transverse momentum diffusion. Fluctuations in relativistic hydrodynamics may have
direct consequences for the quark-gluon plasma.
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A Effective action formalism for hydrodynamic fluctuations
We are interested in the energy density correlation functions in an interacting non-integrable
quantum system at finite temperature
〈ε(t, x)ε(t′, x′) · · · 〉β ≡ Tr
(
ρβ ε(t, x)ε(t′, x′) · · ·
)
, (A.1)
where ρβ = e−βH/Tr e−βH . We assume that energy is the only conserved quantity.
We will address this problem using the effective hydrodynamic action formalism of
Ref. [15], which we review below. Effective field theories for dissipative hydrodynamics
have seen a fast development recently [40, 13, 14, 15] (see [17] for a recent review). The
resulting formalism makes transparent the physical principles that constrain the dynamics
of conserved densities and their interactions with microscopic excitations (or ‘noise’), and
offers a systematic perturbative expansion to study fluctuation corrections to hydrodynamic
correlators. It is more general than conventional stochastic approaches [4, 5] which it
reproduces in certain limits.
We review the path integral formulation for correlators of the form (A.1) in A.1, and
construct the effective action for energy density fluctuations in A.2 and A.3. This is a special
case of the more general formalism of Ref. [15] which we present here for completeness.
In appendix B we use this formalism to compute the one loop correction to the diffusive
Green’s function Gεε.
A.1 Generating functional on a closed time path
Correlation functions of the form (2.1) can be studied by coupling the conserved energy
current jµ to background gauge fields
Z[A1µ, A2µ, ] ≡ Tr
(
U [A1]ρβU [A2]†
)
, (A.2)
where U is the time evolution operator from t = −∞ to +∞. By taking derivatives with
respect to the appropriate sources A1, A2 one can compute the correlators in (2.1) with
various time orderings. In terms of the microscopic fields and action S[ψ], the trace in (A.2)
can be represented as a path integral on a closed time path5
Z[A1µ, A2µ] =
∫
Dψ1Dψ2 e
iS[ψ1,A1]−iS[ψ2,A2] , (A.3)
where S[ψ,A] = S[ψ] +
∫
dd+1xAµjµ and ψ1 (ψ2) denote the fields on the upper (lower)
leg of the path shown in Fig. 3 – they are identified at t = +∞ because of the trace. The
5Out of time order correlators can also be computed in this framework but the contour needs to have two
more switchbacks [41].
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t = −∞ t = +∞
ρβ ψ1 = ψ2
Figure 3: Closed time path.
generating functional satisfies several important properties which will be useful to constrain
the effective hydrodynamic action later:
Z[Aµ, Aµ] = 1 , (A.4a)
reflection: Z[A1µ, A2µ] = Z∗[A2µ, A1µ] , (A.4b)
gauge invariance: Z[A1µ, A2µ] = Z[A1µ + ∂µλ1, A2µ + ∂µλ2] , (A.4c)
KMS condition: Z[A1µ, A2µ] = Z[A1µ(−t, xPT ), A2µ(−t− iβ, xPT )] , (A.4d)
all of which follow directly from (A.2). In writing the last identity we have further assumed
invariance under PT symmetry.
A.2 Quadratic action
The generating function Z[A1µ, A2µ] is non-local in the background fields, because massless
hydrodynamic excitations have been integrated out. A central assumption of [15] is that they
can be integrated back in with the Stückelberg trick, i.e. that there exists a local effective
action I satisfying
Z[A1µ, A2µ] =
∫
Dϕ1Dϕ2 e
iI[B1µ,B2µ] , (A.5)
where Bµ = Aµ+∂µϕ. This expression automatically satisfies gauge invariance (A.4c). Notice
that unlike in the formulation in terms of microscopic fields (A.3), the emergent degrees
of freedom ϕ1,2 on both legs of the closed time path can interact [13]. We will construct
the effective action I[B1µ, B2µ] subject to the conditions (A.4). For simplicity, we will only
write expressions for the effective action in the absence of sources (Aµ = 0), in a gradient
expansion and perturbatively in fields. It will be convenient to introduce ‘classical’ and
‘auxiliary’ fields as
ϕr =
1
2(ϕ1 + ϕ2) , ϕa = ϕ1 − ϕ2 . (A.6)
We will see below that ϕ˙r is related to the energy density ε, and ϕa to the noise field
commonly used in KPZ-like equations. For this reason, it is convenient to adopt from the
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start a derivative counting scheme such that ϕ˙r ∼ ϕa. Moreover, because only ϕ˙r is physical,
one can choose to further impose upon I a time-independent local shift symmetry
ϕr → ϕr + λ(~x) . (A.7)
The physics of this symmetry will be discussed at the end of this section.
We start with the quadratic action I2 =
∫
dd+1xL2. The condition (A.4a) implies
Z[Aaµ = 0, Arµ] = 0, and hence any correlator involving only auxiliary fields must vanish
(since A1j1 +A2j2 = Aajr +Arja, correlators of ja are obtained from δ/δAr). In particular
〈ϕaϕa〉 = 0 requires that the quadratic action start at linear order in ϕa. The most general
isotropic action to leading order in derivatives is then6
βL2 = cϕ˙rϕ˙a + κϕ˙r∇2ϕa + iT κ˜(∇ϕa)2 + · · · , (A.8)
where all the coefficients c, κ, κ˜ are real and the factors of i are required by reflection
symmetry (A.4b). Our derivative expansion with ϕ˙r ∼ ϕa implies for example that ϕ˙2a
is subleading compared to the c term above. The shift symmetry (A.7) requires a time
derivative on the κ term. Finally, we need to impose the KMS symmetry (A.4d). This is
done in appendix A.4 and fixes
κ˜ = κ . (A.9)
The final quadratic action is therefore
L2 = iT 2κ(∇ϕa)2 − ϕa
(
ε˙− κ
c
∇2ε
)
, (A.10)
where we identified7 ε = cT ϕ˙r. Correlators of the physical density in this theory are obtained
by inverting the kinetic term, and give the symmetric Green’s function
Gεε(ω, k) = 〈εε〉β(ω, k) = 2κT
2k2
ω2 + (Dk2)2 , (A.11)
with diffusivity D = κ/c.
We now briefly comment on the shift symmetry (A.7). Lifting it would allow a term
more relevant than κ in the effective action (A.8)
κϕ˙r∇2ϕa → cv2sϕr∇2ϕa . (A.12)
6In two spatial dimensions one can also add a parity-breaking term κHijBai B˙rj which leads to a Hall
response. Since this term is a total derivative once the sources are removed (A → 0) it does not enter in
density correlators; we will therefore ignore such terms here. They do however enter in the transverse part of
current correlators, see e.g. the appendix of [42]. The same statement also applies to interactions, suggesting
that the Hall sector does not get renormalized at one loop to leading order in derivatives.
7Restoring the sources ϕ˙a → Aa0 + ϕ˙a, the density is given by j0r = δIδAa0 = cT ϕ˙r ≡ ε.
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Instead of diffusive Green’s functions, this system would exhibit a sound pole ω = ±vsk+ . . .,
as expected if the symmetry were spontaneously broken (in the case of an internal U(1)
symmetry, this would describe a superfluid). Since we assume time-translation symmetry
is preserved, we choose to impose the shift symmetry to the effective action. See [15] for
further discussions on this symmetry.
A.3 Interactions
The most general cubic action that satisfies the constraints discussed in the previous section
is given by
βL3 = iT κ˜1(∇ϕa)2ϕ˙r + 12κ1(∇
2ϕa)ϕ˙2r +
1
2c1ϕ˙aϕ˙
2
r + · · · , (A.13)
where κ˜1, κ1, c1 are real coefficients. The derivative counting scheme ϕ˙r ∼ ϕa and ∂t ∼ ∇2
implies for example that ϕ˙2aϕ˙r and any O(ϕ3a) term would be subleading compared to the c1
term. The interactions must also be at least linear in ϕa. Indeed, an interaction ∼ ϕ3r can
easily be seen to generate a non-zero correlator 〈ϕaϕa〉 6= 0 at one-loop (and 〈ϕaϕaϕa〉 6= 0
at tree-level), violating (A.4a).
The quartic action is similarly found to be
βL4 = 12 iT κ˜2(∇ϕa)
2ϕ˙2r −
1
12κ2(∇
2ϕa)ϕ˙3r +
1
6c2ϕ˙aϕ˙
3
r + . . . , (A.14)
where again O(ϕ3a) and O(ϕ4a) terms are suppressed in derivatives8. Since we are interested
in one-loop corrections to the propagator, we will not need higher order interactions. KMS
conditions are imposed in section A.4 and lead to
κ˜1 = κ1 , κ˜2 = κ2 . (A.15)
The couplings are related to derivatives of the parameters appearing in the quadratic
action with respect to temperature. This is seen as follows. Firstly, the energy density can
be identified by reintroducing the source ϕ˙a → Aa0 + ϕ˙a :
ε = j0r =
δI
δAa0
= cT ϕ˙r +
1
2c1T ϕ˙
2
r +
1
6c2T ϕ˙
3
r + · · ·
= cδT + 12c1
δT 2
T
+ 16c2
δT 3
T 2
+ · · · ,
(A.16)
where in the second line we identified the source for energy fluctuations ϕ˙r ≡ δT/T .9 Taking
the expectation value (where the normal ordering prescription implies e.g. 〈δT 2〉 = 〈δT 〉2)
8This suppression of higher order terms in the auxiliary field was found using a different approach in [43].
9In the case of charge conservation, the local chemical potential is naturally defined as µ(x) = B0(x) =
µ + ϕ˙r(x), where µ = A0 is the equilibrium chemical potential. This implies δµ(x) = ϕ˙r(x). For energy
conservation, µ is replaced by the reduced temperature, which sources energy density [?].
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we see that
cn = Tn
∂n+1ε
∂Tn+1
= Tn ∂
nc
∂Tn
. (A.17)
Similarly (note that the auxiliary fields do not have expectation values)
jir =
δI
δAai
=
[
κ+ κ1
δT
T
+ 12κ2
δT 2
T 2
+ . . .
]
∇T
T
, (A.18)
which implies
κn = Tn
∂nκ
∂Tn
. (A.19)
Therefore, making the change of variable (A.16) in the action leads to
Lint = ∇2ϕa
[1
2λε
2 + 13λ
′ε3
]
+ icT 2(∇ϕa)2
[
λ˜ε+ λ˜′ε2
]
+ · · · , (A.20)
where the four couplings are given by
λ = D1
cT
, λ˜ = κ1
c2T
, λ′ = −3c2D + 8c1D1 + cD24c3T 2 , λ˜
′ = κ2c− κ1c12c4T 2 , (A.21)
with Dn ≡ Tn∂nTD.
A.4 KMS condition
At the classical level, a sufficient condition for invariance under the KMS condition (A.4d) is
that I[B1µ, B2µ] in (A.5) be invariant, with B transforming in the same way as the background
A. One way to ensure that this condition holds beyond tree-level is to introduce ghost fields
[15]. It can be shown that any ghost loop contribution to bosonic correlation functions
vanishes [44] (see also [45]).10 For this reason ghost fields can be ignored for our purposes,
and we focus on the classical action.
Consider first the quadratic action. Only mixing terms B1B2 are affected since the two
fields will be evaluated at different times; these are
βLmix = −i2T κ˜B1iB2i + κB1iB˙2i , or βLmix = −i (2T κ˜− ωκ)Bω,k1 B−ω,−k2 (A.22)
in momentum space. If following (A.4d) time is translated by iβ in B2 before Fourier
transforming, we obtain
βLmix = −i (2T κ˜+ ωκ) e−βωBω,k1 B−ω,−k2 . (A.23)
Equating these two expressions leads to the constraint
κ˜ = κβω2 coth
βω
2 = κ+O(βω) , (A.24)
10The essential fact is that the propagator of the ghost fields is a retarded Green’s function whose poles
are therefore constrained to lie in the lower half of the complex plane.
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(the ω dependence of κ˜ are higher derivative corrections in the action κ˜ → κ˜ + κ˜′∂t + . . .
which we have already dropped). Setting κ = κ˜ therefore guarantees that the quadratic
action satisfies the KMS condition up to higher derivative terms.
These constraints can similarly be imposed on the cubic and quartic terms. The derivations
are however quite lengthy, so we refer the reader to Refs. [46, 15] and simply quote and
apply their results. For a cubic effective action of the form
I3[B1, B2] =
1
2G
µ1µ2µ3
rra Baµ1Baµ2Brµ3 +
1
2G
µ1µ2µ3
raa Baµ1Brµ2Brµ3 , (A.25)
the constraint is (in the limit ω  T )
βGrra = −
( 1
ω1
+ 1
ω2
)
G∗aar +
1
ω1
Gara +
1
ω2
Graa . (A.26)
Applying this to the cubic action with
Gµ1µ2µ3rra = 2T κ˜1δ
µ1
i δ
µ2
i δ
µ3
0 , (A.27a)
Gµ1µ2µ3raa = −κ1δµ1i (δµ20 δµ3i (−iω3) + δµ30 δµ2i (−iω2)) , (A.27b)
leads to κ1 = κ˜1. For a quartic action
I4[B1, B2] =
1
4G
µ1µ2µ3µ4
rraa Baµ1Baµ2Brµ3Brµ4 +
1
6G
µ1µ2µ3µ4
raaa Baµ1Brµ2Brµ3Brµ4 , (A.28)
the constraint is
− β2 (ω1ω2Grraa + ω3ω4G
∗
aarr) = ω1Graaa + ω2Garaa + ω3G∗aara + ω4G∗aaar . (A.29)
Applying this to the quartic action with
Gµ1µ2µ3µ4rraa = 2iT κ˜2δiµ1δ
i
µ2δ
0
µ3δ
0
µ4 , (A.30a)
Gµ1µ2µ3µ4raaa =
κ2
2 δ
i
µ1
(
δ0µ2δ
0
µ3δ
i
µ4(−iω4) + (4↔ 3) + (4↔ 2)
)
, (A.30b)
leads to κ2 = κ˜2. The coefficents c, c1, c2 are not constrained by the KMS condition.
B One-loop correction to diffusion
We write down the full action up to quartic order in fields for convenience
L = iT 2κ(∇ϕa)2−ϕa
(
ε˙−D∇2ε
)
+∇2ϕa
[1
2λε
2 + 13λ
′ε3
]
+ icT 2(∇ϕa)2
[
λ˜ε+ λ˜′ε2
]
+ · · · ,
(B.1)
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with couplings given by (A.21). The free propagators are
G0εε =
2κT 2k2
ω2 + (Dk2)2 , G
0
εϕa =
−1
ω + iDk2 , G
0
ϕaε =
1
ω − iDk2 , G
0
ϕaϕa = 0 ,
(B.2)
The one-loop renormalized Green’s function can be found by expanding the interaction and
performing Wick contractions
〈εε〉 = 〈εε〉0 + i〈εSintε〉0 − 12〈εS
2
intε〉0 + · · · . (B.3)
We will parametrize the corrections to the Green’s function as a self-energy Σ(ω, k) and
a numerator C(ω, k). This distinction corresponds to diagrams contributing to (B.3) that
resum and diagrams that do not, respectively. The numerator C(p) is given by the diagrams
(here and in the following p = (ω, k))
G0εϕa(p)(−C(p))G0ϕaε(p) =
+ + +
 + c.c
 (B.4)
which gives
C(ω, k) = 2κT 2k2 + 2cT 2λ˜′k2
∫
p′
Gεε(p′) +
1
2λ
2k4
∫
p′
Gεε(p′)Gεε(p+ p′)
+
[
2icT 2λλ˜k2
∫
p′
k · k′Gϕaε(p′)Gεε(p+ p′) + c.c.
]
.
(B.5)
Loops with all ω′ poles in the same half of the complex plane vanish. This is why terms such
as e.g.
∫
p′ Gϕaε(p′)Gϕaε(p+ p′) = 0 do not appear in the above expression.
The diagrams contributing to the self-energy Σ(p) are
G0εϕa(p)Σ(p)G
0
εε(p) ≡ + + , (B.6)
which gives
Σ(p) = −iλ′k2
∫
p′
Gεε(p′)− λ2k2
∫
p′
k′2Gϕaε(p′)Gεε(p+ p′)
+ icT 2λλ˜k2
∫
p′
k′ · (k + k′)Gϕaε(p′)Gεϕa(p+ p′) .
(B.7)
These diagrams get resummed, so that the full one-loop symmetric Green’s function is
Gεε(ω, k) =
C(ω, k)
ω2 +D2k4 + 2Dk2 Im Σ(ω, k) + 2ωRe Σ(ω, k) . (B.8)
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One can recover the retarded Green’s function from the symmetric Green’s function (B.8)
using Kramers-Kronig relations. Parametrizing the retarded Green’s function as
GRεε(ω, k) =
i (κ+ δκ(ω, k))Tk2
ω + iDk2 + Σ(ω, k) , (B.9)
δκ is related to C above as
C = 2T 2κk2
[
1 + Re δκ
κ
+ Dk
2
ω
Im δκ
κ
+ Re Σ
ω
]
. (B.10)
We will see that δκ has a significantly simpler form than C.
Computing the integrals in (B.6) with a sharp momentum cutoff11 Λ = 2pi/`th one finds
that the self-energy contains an analytic piece which is a correction to the diffusion constant
and a non-analytic piece
Σ = iδDk2 + Σ? . (B.11)
The correction to the diffusion constant is
δD
D
= fd
c `dth
λD , (B.12)
with fd = Vol(Bd) = 2, pi, 4pi3 for d = 1, 2, 3 and where λD is an effective dimensionless
coupling given by
λD = −c
2T 2
2D2
[
λ(λ+ λ˜) + 2λ′D
]
. (B.13)
Similar analytic contributions that are subleading in the cutoff have been dropped. The
non-analytic part is cutoff independent and given by
Σ?(ω, k) = αd(ω, k)
cT 2
D2
k2
[
ωλ(λ+ λ˜) + iDk2λλ˜
]
≡ αd(ω, k)k2fΣ(ω, k) , (B.14)
where we factored out the part that depends on dimensionality
α1(ω, k) =
1
4
[
k2 − 2iω
D
]−1/2
, (d = 1) (B.15a)
α2(ω, k) = − 116pi log
[
k2 − 2iω
D
]
, (d = 2) (B.15b)
α3(ω, k) = − 132pi
[
k2 − 2iω
D
]1/2
. (d = 3) (B.15c)
The correction to the numerator δκ(ω, k) can similarly be separated into an analytic part
that corrects the thermal conductivity and a non-analytic part
δκ(ω, k)
κ
= fd
c `dth
λκ +
1
κ
αd(ω, k)fκ(k) , with λκ =
c2T 2λ˜′
D
, fκ(k) =
cT 2
D2
k2λλ˜ , (B.16)
where αd(ω, k) is still given by (B.15) and with fd = Vol(Bd) = 2, pi, 4pi3 for d = 1, 2, 3.
11At this order in derivatives, all integrals over frequencies ω′ are UV finite. Including higher order terms
in derivatives however can lead to divergences that must be regulated consistently with the analytic structure
of retarded and advanced correlators [44].
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C Two diffusive charges
This formalism can be straightforwardly generalized to account for more conservation laws.
In this section we outline new features that arise in the case of multiple conserved scalar
densities nI , I = 1, 2, . . . , N . The quadratic and cubic action are
L2 = iTσIJ∇ϕIa∇ϕJa − ϕI
(
n˙J −DJK∇2nK
)
, (C.1a)
L3 = −λIJK∇ϕIanJ∇nK + λ˜IJK∇ϕIa∇ϕJanK . (C.1b)
The qualitative difference with the single charge case is that now λIJK can contain a piece
that is anti-symmetric under J ↔ K, so that this term can no longer be expressed as
∼ ∇2ϕan2 by integrating by parts [8, 10]. As a consequence, some of the factors of external
momentum k in (B.5) are replaced by the loop momentum k′, and the final expression is
less k2 suppressed. Specifically, this happens with the third diagram in (B.5). One can easily
check that no such enhancement occurs in the diagrams contributing to the self-energy (B.7).
As a result, only the conductivity has an enhanced k2 → 0 contribution compared to the
single charge case (B.16). It is proportional to (λI[JK])2 and has the form
δσ(ω, k) ∼ ω αmixd (ω, k) + · · · , (C.2)
where · · · denote contributions that are further k2 suppressed (as in the single charge case),
and
αmix1 (ω, k) =
[
k2 − 2iω
Dmix
]−1/2
, (d = 1) (C.3a)
αmix2 (ω, k) = log
[
k2 − 2iω
Dmix
]
, (d = 2) (C.3b)
αmix3 (ω, k) =
[
k2 − 2iω
Dmix
]1/2
. (d = 3) (C.3c)
The branch point in this contribution occurs at ω? = − i2Dmixk2, with Dmix = 2(D−11 +
D−12 )−1, which can be understood as follows: the anti-symmetry of λI[JK] requires two
different propagators in the loop. Putting both legs on shell, as in Fig. 4, gives
ω? = −imin
k′
[
D1k
′2 +D2(k2 + 2k · k′ + k′2)
]
= −i D1D2
D1 +D2
k2 . (C.4)
Here we have specialized to the case of N = 2 interacting diffusive charges, and D1, D2 are
the eigenvalues of DIJ . The Green’s function also contains branch points at ω? = − i2D1k2
and − i2D2k2 in analogy with the single charge case, see Fig. 4.
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ω′ = iD1k′2
ω + ω′ = −iD2(k + k′)2
ω, k
ω′, k′
ω
− i2Dmixk2
−iD1k2
−iD2k2
Figure 4: On-shell condition when two different diffusive poles are picked up in the loop
(left), and analytic structure of GRnn(ω, k) in the presence of two coupled diffusive charges.
The branch cuts have been rotated for clarity, and the splitting of the diffusive poles (see
Fig. 2) is not shown.
Taking k → 0 in (C.2), one finds that in the presence of mixing between two diffusive
charges, the optical conductivity receives a correction δσ(ω) ∼ |ω|d/2 for d = 1 and d = 3,
and σ(ω) = ω logω for d = 2.
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