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Chapter l 
Introduction 
1.1 The Gulf of Trieste 
The Gulf of Trieste is a shallow-water inlet, with a mean depth of 17m (maximum 
25 m) and an area of about 20 km x 25 km, located in the northernmost area of 
the Adria tic Sea (Fig. 1.1a and b). 
It is surrounded by the steep coasts ( cliffs) of the Istrian peninsula along the south-
eastern side, the Karst hills along the eastern side and by the low shores belonging 
to the alluvial planes of the Tagliamento and Isonzo rivers on the north-western side. 
The seabed is quite steep in the eastern part of the basin, while along the sandy 
coasts of the Friulian shores the isobaths are parallel to the coast. Even though its 
position is marginai, the Gulf of Trieste plays an important role in the dynamics of 
the whole Adriatic Sea: as a matter of fact, the severe winter cooling can lead to 
the formation of the dense water ( B ~ 7 °C, S ~ 38 psu, 'Y ~ 30 kg/m3 , 2)St"~vi,; a.,.d CM'k.\l~\ l, A,) 
The Gulf is characterized by an intense seasonal variability: as an example Fig. 1.1c 
shows a climatologica! annual evolution of the temperature profile, from 5 to 25 
meters, with an isothermal water column in winter, and a strong stratification in 
July and August. The data are from the MODB-MED6 gridded data set (Brankart 
and Pinardi (2001)) and the present plot shows the values relative to the grid-
point closer to the Gulf: 13.375°E, 45.5°N. The annual thermal wave propagates 
in depth with a progressive phase-lag and an amplitude attenuation (Fig. 1.2): the 
temperature is practically constant between December and March, while the highest 
surface temperatures (about 24 °C) are observed between July and August, and at 
20m the maximum value is around 19 °C, in September. 
The destabilizing effect of the Bora wind is particularly evident during summer, 
l 
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when the strong stratification can be broken by the energy loss due to the wind 
action. The water surface cooling during this season (up to 4 °C, Stravisi (2003)) is 
mainly due to upwelling of the deep water and to the vertical mixing produced by the 
wind. During winter such forcings do not produce sensible temperature variations. 
1.2 Mixing processes in the Gulf of Trieste 
Mixing processes occurring in the Gulf of Thieste are due to a combination of different 
factors that affect the buoyancy content: 
• Freshwater input (Isonzo river, intense an d localized rains); 
• Wind stress (Bora); 
• Tidal motion and inertial currents; 
• Heat fiuxes coming from the free surface. 
Obviously, it is very difficult to take into account all the forcing terms present 
in the dynamics of the Gulf of Thieste. As an example, seven different tidal compo-
nents are measured, the local topography can cause the rising of secondary; internai 
motions, the Isonzo river supplies a jet stream of fresh water that eventually mixes 
with the sea water, the effect of wind stress is responsible for additional mixing from 
the top, local and intense rains cause the reduction of the water temperature and 
salinity and so o n. However, in certain criticai conditions rain is no t present for a 
long period, the contribution of fresh water from the river is not relevant and wind 
is practically absent. We are specifically interested in the evaluation of horizontal 
and vertical mixing in such criticai conditions, typically occurring during summer: 
absence of wind, moderate to strong heating of the free surface and consequent pos-
itive heat fiux coming from the top, turbulent forcing given by the typical currents 
present in the northern Adriatic. The above mentioned conditions typically occur in 
summer-time and, as for example during summer 2003, they can persist along days 
or weeks. In this case three main effects are to be considered: 
• tides that give rise to a boundary layer that extends from the bottom up 
along the water column. The tides, mostly driven by Adriatic sea long waves, 
within the Gulf have the typical character of an oscillating fiow with zero 
mean velocity along a complete period of oscillation. The typical trajectory of 
a drifter released within the Gulf could be assimilated to an elliptic one; 
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a) 
Figure 1.1: a) the Mediterranean Sea; b) the North Adriatic Sea and the Gulf of 
Trieste; c) climatological monthly temperature, from MODB-MED6 data set. 
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Figure 1.2: Evolution of temperature in the Gulf at different depths. 
• a bottom Ekman layer that develops due to the combination between the effect 
of Earth rotation and the inertial velocity of the tides; 
• positive heat fiux supplied at the free surface that increases the buoyancy 
content in the upper layers. 
The present dissertation is part of a research project which is organized along 
three phases: in the first we study the pure oscillating fiow case, in the second we 
consider the additional effect of the rotation and in the third the effect of stable 
stratification is further investigated. 
Here we analyze the forcing terms that, give rise to turbulent mixing in the 
homogeneous water column, namely tide and rotational effect . It is worth noting 
that such conditions correspond to a typical winter situation, characterized by a 
constant temperature profile (neutrally stratified fiow) . The role played by the 
vertical stratification actually represents a work-in-progress and will be faced in the 
course of the research project . 
1.3 The tidal effect 
In the Gulf of Trieste the resulting tidal motion is the composition of seven distinct 
harmonic components (Stravisi (1983) , see Table 1.1) . 
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component M2 82 N2 K2 K1 01 P1 
period (hrs) 12.4206 12.0000 12.6583 11.9672 23.9345 25.8193 24.0659 
amplitude (cm) 26.7 16.0 4.5 4.3 18.2 5.4 6.0 
Table 1.1: Tidal harmonic constant for the Gulf of Trieste. 
In order to simplify the problem, stili considering the fundamental process, we 
consider only the M2 semi-diurnal component (frequency !M2 = 2.23 x 10-5 s-1) 
that is responsible for the maximum excursion of the free surface level. 
Tidal currents in the Gulf ofTrieste have a mean velocity of0.03-0.10 m/s (stronger 
along the NW coast and the open boundary; Malacic (1991)), most significant during 
calm weather (Stravisi (1987)). The tidally-induced residual current results very 
poor, because of the bottom .topography. For our purposes we choose as a reference 
value a maximum velocity during a period of oscillation of U0 = 0.05 m/s. The main 
direction of the tidal current can be considered perpendicular to the eastern coast if 
we are far from the coast, while very dose to the coast the current is directed along-
shore. In shallow-water environments the circulation near the coast often depends 
on local features (bathymetry, temperature gradients, wind), and secondary currents 
can be induced due to differences with respect to open-sea. Since we are interested 
in simulating an archetype of a shallow-water environment, we prefer to consider 
our experiment as located far from the coast, thus the reference frame results in our 
case aligned with the x-axis directed from SW to NE (Fig. 1.3), rotated of an angle 
ry = 45° with respect to the North. 
The large-scale Reynolds number is related to the estimateci maximum bulk ve-
locity Uo (hereafter with the term bulk we denote a quantity averaged in space, along 
a cross-sectional area, at a given time instant, whereas the term maximum refers to 
the maximum value that the bulk quantity gets along the period of oscillation), the 
height of the water column h, and the viscosity of the water v = 1.15 x 10-6 m2 /s. 
In-situ measurements of the vertical distribution of relevant quantities are available 
at known locations in the Gulf; as an example the vertical distribution of density 
anomaly is accessible from the MAMBO buoy (Istituto Nazionale di Oceanografia e 
di Geofisica Sperimentale - OGS), located at 45°41.54' N, 13°42.30' E, 500 meters 
far from the coastline, where the water depth is h= 16 meters. Since we are going to 
use the density profiles derived by MAMBO measurements, hereafter we considera 
water depth equal to 16 meters. With the values of the maximum tidal velocity U0 , 
the depth h and the kinematic viscosity above reported, an outer Reynolds number 
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Figure 1.3: Reference frame of the problern; the z-axis is normal to the paper, 
pointing. towarci the reacier. 
Reh = 0.7 x 106 is calculateci. However, since the fiow we are going to stuciy is an 
oscillating fiow, we shoulci refer to this case for a pro per evaluation of the governing 
parameters. 
The ticial fiow is ciriven by an harmonic mean pressure graciient aligneci with the 
x-ciirection: 
d P 
dx (t) = -UoWM2Cos(WM2t) 
with Uo the maximum inertial velocity inciuceci by the pressure graciient anci WM2 = 
27rfM2 = 1.4 x 10-4 raci/s the angular frequency of oscillation. The time-ciepencient · 
pressure gradient ciefineci above results into the following oscillating bulk velocity: 
U(t) = Uosin(wM2t) (1.1) 
with the estimateci amplitucie of the motion a = Uo /w M2 = 35 7 m. In other worcis, 
a cirifter ciriven by the M2 ticie, in a perioci of oscillation, follows an harmonic path 
whose amplitucie is about 700 m long. The inertial Reynolcis number associateci to 
the oscillating fiow is ReM2 = aU0 jv = 15 x 106 anci ciepencis on the amplitucie of 
the motion a rather than on the vertical depth h. Another important parameter of 
oscillating fiows is the Keulegan-Carpenter number KC, which is the ratio between 
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the oscillation period TM2 = 11 fM2 and the inertial time scale hiUo and reads 
KC = UoTM2Ih = 21ralh = 140. 
In oscillating fiows, a Reynolds number based on the thickness of the laminar 
Stokes boundary layer is commonly defined. For our problem, the laminar Stokes 
BL has a thickness fls,M2 = y'2v lwM2 ~ 0.13 m, that gives Re0 = fls,M2Uolv ~ 
5600. It has been recognized (Jensen et al. (1989)) that a well developed turbulent 
oscillating fiow occurs for Re0 > 1400, that is about four times smaller than that 
estimated for the Gulf of Trieste under M2 forcing ( for a more complete discussion 
on the oscillating boundary layer the reader is referred to section 4.2). In the paper 
by Jensen et al. (1989) measurements of mean velocity, shear stress and turbulent 
intensities are reported at significant inertial Reynolds numbers. As an example, at 
an inertial Reynolds number as large as Re = aUolv = 6 x 106 (i.e. Re0 ~ 3500), 
active turbulence is clearly observed up to a non-dimensionai distance from the 
bottom as large as Zt = zia rv 0.045 (see Fig.12 and 13 of Jensen et al. (1989)). 
On the other hand, since the actual, M2 Reynolds number is 2.5 times larger than 
that discussed in the Figures of Jensen et al. (1989), a reduction of the vertical 
extent of the turbulent BL has to be expected. From Fig.24 of the paper, a value 
of Re = 6 x 106 corresponds to a turbulent boundary layer fJ l a rv 0.015. For 
the Reynolds number Re M2 treated in our case, the same quantity is estimated 
to be about 0.013. Assuming a linear proportionality between the non-dimensionai 
turbulent boundary layer fJ l a and the layer characterized by active turbulence1 ( from 
the bottom up to zt) we can roughly evaluate a value of Zt rv 0.039 for our case, which 
means that considering only the tidal forcing, active turbulence could be present in 
the Gulf of Trieste up to about 14 meters from the bottom, comparable with the 
depth of the water column. 
Finally, based on Fig.11 of Jensen et al. (1989), that shows the friction coefficient: 
f w = 2 7 w 
2 
= f (Re) = f ( aUo ) 
p U0 v 
(1.2) 
we found that the extrapolated curve in the range of our interest gives !w = 2.5x 10-3 
at ReM2 = 15 x 106 , thus obtaining a friction velocity u,. = yfi;;;rp = l. 77 x 10-3 
mis and a wall unit z* =viu,. = 6.5 x 10-4 m. The friction Reynolds number in 
the real fiow is estimated as Re,. = u,.hlv = 24600. The actual value of the friction 
1 In steady wall turbulence the turbulent boundary layer is commonly defined as the distance 
between the wall and the height z = o where the mean vertical shear vanishes. In oscillating 
flows non-zero vertical gradients can be found also above o and therefore active turbulence can be 
observed also above such point 
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Reynolds number is well beyond the present ability of simulation techniques like 
direct simulation (DNS) or "resolved" large eddy simulation (LES). On the other 
hand, the main advantage related to the use of such techniques with respect to 
standard Reynolds-A veraged N avier-Stokes (RANS) simulations is t ha t a detailed 
analysis of the turbulent flow field can be performed, and the results are basically 
irtdependent on the choice of empirica! constants to be artificially tuned in the 
turbulent models. 
1.4 The rotational effect 
The Coriolis parameter at mid-latitudes is about f = 20.sin~ ~ 10-4 rad/s, where 
n= 7.272 x 10-5 rad/s is the magnitude of the angular velocity of the Earth, and 
cf; = 45° is the latitude. This value corresponds to a period TJ = 21r / f ~ 17.4 
hours. Such forcing gives rise to a bottom Ekman layer that interacts with the os-
cillating boundary layer. Note that in absence of wind stress a t the free surface the 
upper Ekman layer does not develop and the bottom Ekman layer is only driven 
by the inertial velocity U(t) related to the M2 tide, which here assumes the role of 
a "geostrophic flow". The analytical solution of the steady Ekman layer (Tritton 
(1988)) gives the thickness ofthis layer to be 8E = J2vv/f where Vv is the vertical 
eddy viscosity. In case of constant geostrophic flow and with a neutral stratification 
we can hypothesize a typical value of vv rv 10-3 m2 fs, and therefore an Ekman layer 
as thick as about 3.7 meters is expected to develop. However, such evaluation is 
actually quite far from the real situation, being the eddy viscosity, by definition, 
a property of the flow. It depends on different factors (stratification, non-uniform 
forcing currents among the others) an d between the surface and the sea-bottom i t 
can differ as much as four orders of magnitude. This aspect represents incidentally 
a very good reason to stimulate the research and the use of non- a priori methods 
to estimate the eddy viscosity and the related Reynolds stresses. 
As already pointed out, the onset of the Ekman layer requires an external velocity 
that gives a geostrophic balance between the Coriolis force and the forcing pressure 
gradient: fU= -1/ p 8pf8y. On the other hand, the external velocity is in our case 
supplied by the tidal current U(t), and therefore we expect an Ekman layer evolving 
in t ime consistently with that ti de. In particular, since the inertial velocity field 
oscillates with zero mean value, the Ekman layer is expected to evolve in time and 
to invert the sense of rotation of the Ekman spirai according to the instantaneous 
direction of the ti de. So far, this kind of flow has not been investigated. 
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The ratio between the Coriolis parameter and the tidal angular velo city, f /w M2 ~ 
0.7, is 0(1), following that the inertial time-scale of the tide is comparable with 
the Ekman layer one. We could therefore expect the development of an unsteady 
turbulent Ekman layer, whose fluid dynamics characteristics are not known. If we 
define a Rossby number as the ratio between the frequency of the M2 tide and the 
Coriolis frequency, Ro = WM2/ j, in the case under investigation we have Ro = 1.36. 
Finally, from Figure 1.3 we see that the horizontal component nH of the angular 
velocity of rotation n is parallel to the South-North axis, while the vertical compo-
nent nv is normal to the xy piane. The horizontal component can be decomposed 
in the x- y frame: nH= (nx, ny) each rotated by 45° with respect to nH. In the 
frame chosen in the present dissertation, the angular velocity has thus the following 
components: 
!l= (nx, Dy, Dz) = D(l/2, 1/2, 1/.f2) = j(1/2vf2, 1/2.f2, 1/2). 
1.5 The role of stratification 
The third relevant forcing acting on the flow is the effect of vertical stratification. 
The scope of the research is to consider two different cases: the winter case, where 
the water column has a homogeneous vertical distribution of temperature; the sum-
mer case, characterized by stable stratification, in that the water density increases 
with the depth. Under the latter conditions suppression of vertical mixing of mass 
and momentum is expected. As previously stated, the present dissertation concerns 
with the winter case. 
Previous numerica! and laboratory investigations have shown that under strong sta-
ble stratification a potential barrier is observed, characterized by completely sup-
pressed vertical mixing an d the prese n ce of internai waves ( see for example Komori et 
al. (1983); Armenio and Sarkar (2002)). One ofthe aims ofthe research project is to 
understand the fate of vertical mixing in the oscillating and rotating fiow field under 
the presence of strong stratification. While the winter case is here investigated con-
sidering the absence of vertical stratification and thus studying the above discussed 
oscillating-rotating boundary layer, the summer case needs a special treatment: the 
effect of stratification has to be introduced in the governing equations. 
Figure 1.4 shows the vertical distribution of the density anomaly (Ptot - 1000 
kg/m3 with Ptot = Po +p the total density of the water composed of a background 
density Po and a perturbation density p) obtained by the measurements of MAMBO 
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Figure 1.4: Vertical distribution of in situ density anomaly and of the Brunt-
VaisaHi frequency calculated using data measured by the meteo-oceanographic buoy 
MAMBO (CTD measures obtained by auto-profiling IDRONAUT system mounted 
onto the buoy). The distributions are fora typical summer period (half June 2000). 
The top is the free surface and z = O is the sea bottom. 
in a typical summer condition. It clearly appears that the water column is strongly 
stratified. Figure 1.4 also shows the values of the Brunt-Vaisala frequency N = 
/il calculated using the measured values. We observe the presence of a well 
mixed layer in the upper region, a strong thermocline approximatively located at 
half the water depth and a layer with smaller density gradient located a t the bottom 
layer. A value Nb = 0.0469 s-1 of the bulk Brunt-Vaisala frequency defined as 
Nb = ~ has been calculated starting by the data of Fig. 1.4. This value would 
correspond to a linear density profile with extreme values (a t the bottom an d at 
the top) equal to those measured at the location of MAMBO. By the knowledge of 
the density profile and of the Brunt-Vaisala frequency, we can evaluate a bulk value 
of the Richardson number Ri = N~ fw'tt2 = 1.12 x 105 . Finally, field observations 
(OGS) show the presence of internai waves, whose length is arder 10 meters in the 
above described summer conditions. 
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1.6 Governing parameters 
The non-dimensionai parameters that govern the physical phenomenon under inves-
tigation are: 
• The Reynolds number Re = ~ or, equivalently, the Reynolds number for the 
Stokes boundary layer Re = 6s;;'o, 
• The Keulegan-Carpenter number K C = UoiM2 = 2~a, 
• The Rossby number Ro = w{2 , 
• The Richardson number Ri 
defined as Nb = 0P. 
N2 + with the bulk Brunt-Vaisa1a frequency 
WM2 
V {)Oh: 
The actual values of the above parameters for the Gulf of Trieste, under the forcing 
conditions herein considered are summarized in Table 1.2. 
Re Ro Ri 
5600 140 L36 1.12 x 105 
Table 1.2: Non-dimensionai parameters for the case of oscillating-rotating stratified 
flow for the Gulf of Trieste. 
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Chapter 2 
The problem formulation 
2.1 Governing equations 
The equations governing the rotating, oscillating boundary layer with vertical strat-
ification are the Boussinesq form of the incompressible N avier-Stokes equations to-
gether with the equation of transport of density ( the Boussinesq approximation is 
widely described in the following of the present chapter). The equations read as 
follows: 
V'. u* = o (2.1) 
8u* * * l* 2* F p. F (2.2) -+u ·V'u = --V'p + v\7 u + 1 + 2 + 3 
8t* P o 
a * 
lJ \72 * _p_ +V'. (p*u*) - p (2.3) 
8t* Pr 
In the above equations, the symbol "*" indicates dimensionai quantities. The frame 
of reference has xi or x in the direction of the major axis of the M2 tide, x2 or y in 
the horizontal, cross-stream direction and x3 or z vertical upward ( see also sections 
1.3, 1.4 and Fig. 1.3). The velocity field is u* = (u*,v*,w*), p* is the pressure and 
p* is the perturbation density (see section 1.5). The forcings Fi are: 
• F1 = - io Ilo il = ddy due t o the ti dal current; 
• F2 = 20 x (U- u*) due to the Earth rotation; 
• F3 = - ~: goi3 due to the stratification. 
The velocity U represents the tidal current: U = (U(t), O, O) where U(t) is expressed 
in Eq. 1.1. Pr is the Prandtl number, that in case of thermally stratified water 
13 
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can be assumed equal to 5. A non-dimensionai form of the governing equations 
can be derived by using the amplitude of motion a = Uo/wM2 as the length-scale, 
Uo as the velocity-scale, a/Uo = 1/wM2 as the time-scale and 5p = Pbot - Ptop as 
the density-scale, where Pbot and Ptop are the extreme values of density associateci 
to the bulk Brunt-Vaisala frequency defined in section 1.5. The pressure is made 
non-dimensionai with 5 pU6. The non-dimensionai form of the governing equations 
is written in the chapters devoted to the two cases investigated, namely the pure 
oscillating flow (chapter 4) and the rotating-oscillating flow (chapter 5). 
2.2 Mathematical model 
Large Eddy Simulation (LES) represents nowadays one of the more promising nu-
merica! techniques used for the study of turbulent flows ( Sagaut ( 1998)). The name 
is self-explanatory: the large scales of turbulence are directly resolved whereas the 
small-scale processes are described by a statistica! model, namely a subgrid-scale 
model. This separation between different scales is not associateci with a statistica! 
averaging operation ( as is for example in the Reynolds-A veraged numerical simula-
tion), but it is mathematically formalized by means of a frequency low-pass filter, 
as discussed later. The filtering of the N avier-Stokes equations represents the math-
ematical basis of large eddy simulation. 
The small-scale model can be obtained using di:fferent degrees of complexity. The 
parameterizations are usually based on the definition of the eddy viscosity, derived 
both from linear and non-linear models. Smagorinsky (1963) first adopted an eddy 
viscosity model in the study of atmospheric circulation. During the first half of 70s 
Deardo:ff developed a closure model, not so much di:fferent from those used today, 
in the study of a turbulent channel. Then, the increasing interest of the scien-
tific community on the direct numerica! resolution of the Navier-Stokes equations 
(DNS), due to the huge progresses of the available computational power, determined 
a slowing down of the small-scale parameterization. Since in DNS all the turbulence 
scales are resolved, from the Kolmogorov to the larger ones, it is evident how the 
applications of this technique are limited to low Reynolds numbers. Considering 
that the computational domain must be larger than the large scale L and the grid 
size must be of arder 'l} ( the Kolmogorov length scale1), the number of grid points 
1The Kolmogorov scale comes from a dimensionai analysis, and is related to the quantities 
characterizing the smaller scales of turbulence, as the viscosity v and the kinetic energy dissipation 
rate e: ( which depends on the larger-scales velo city U an d length L: e: "' U3 /L). The hypothesis 
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required is proportional t o the ratio L/ TJ rv Re3 l 4 , w h ere Re is related t o large-scale 
quantities (namely U and L). Therefore in a three-dimensional DNS the number 
of points scales like Re914 . Since also the ratio between the integrai and the Kol-
mogorov time-scale is proportional to Re314 , the computational cost to perform a 
three-dimensional time-dependent numerica! algorithm will depend o n Re3 . 
The recent applications of LES in different fields as geophysics and engineering 
has increased the knowledge related to near-wall fl.ows, free surface, rotating fl.ows 
and chemical reactions infiuence. The studies of such fl.ows have also evidenced the 
important role played by the subgrid models in describing the energy transfer from 
the small scales, characterized by a three-dimensional behavior, to the larger ones, 
with two-dimensional features, that is a fundamental aspect in the definition of the 
energetic features of the large scales (back scatter). 
As previously hinted a t, the most common technique adopted t o separate the large 
scales from the turbulence small scales is a filtering operation. A direct consequence 
of filtering the N avier-Stokes equations is the presence of second-order terms de-
termining the energetic contribute associated to the small scales. These terms are 
usually defined as subgrid-scales (SGS) Reynolds stresses, and have to be suitably 
modeled. If the contribute of the SGS terms results small when compared with 
the totality of the Reynolds stresses, the adopted LES is little sensible with respect 
to the model employed. On the contrary, complex geometries or fiows character-
ized by large Reynolds numbers produce large SGS terms that need an accurate 
parameterization. It is a matter of fact that the application and the development 
of subgrid-scale models can show remarkable differences among them, both for the 
provided accuracy level, and for the requested computational cost. The motivation 
of such different models arises from the diversity of demands coming from the appli-
cation sectors: the development and the utilization of different models has always 
to be related to the ultimate goal of the researcher. 
For what concerns with the present work, over the last decade LES has been 
proved to be able to simulate accurately equilibrium as well as non-equilibrium tur-
bulent fl.ows (Sarghini et al. (1999); Wu and Squires (1997); Henn and Sykes (1999); 
Falcomer and Armenio (2002)). Moreover LES, used in conjunction with dynamic 
is that at the smaller scales the viscous effects are comparable to the inertial ones, that means 
Rek = Vklk/v = l and therefore the spatial, velocity and temporal scales are defined as: 
( 
3) 1/4 1/2 
lk =T]= : , Vk = (vé) 114 , Tk = (~) 
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models, has also been demonstrated to simulate correctly fiow fields characterized by 
sharp transiti o n to turbulence and local re-laminarization ( see for example Germano 
et al. (1991); Armenia and Sarkar (2002, 2004)). As far as unsteady turbulent fiows 
subjected to periodic forcing are concerned, LES has been successfully employed by 
Scotti and Piomelli (2001) to study the pulsating fiow in a channel, which is different 
from the pure oscillating case due to the presence of a mean, steady current over 
which the oscillatory part of the fiow field is superimposed. The authors ha ve shown 
that LES used in conjunction with a dynamic eddy viscosity subgrid-scale model is 
suitable for the investigation of unsteady periodic turbulent fiows. 
2.3 LES fundamentals 
Turbulence can be interpreted as a superposition of eddy structures at different 
scales: large-scale eddies and small-scale eddies. The large-scale eddies, responsible 
for most of the turbulent kinetic energy, are not affected by viscosity. However, they 
determine the rate of energy dissipation which occurs at the smallest scales. The 
energy is transferred from larger to smaller eddies, until the smallest scales, where 
molecular viscosity rules the transformation of energy into heat. 
About the concept of energy cascade Richardson (1922) wrote: 
Big whirls have little whirls 
Which feed. o n their velocity, 
And little whirls have lesser whirls, 
And so on to viscosity. 
These structures have various characteristics, not only in dimensions, but also in 
relation to their processes of generation and interaction with the fiuid. In particular: 
• The large-eddy structures interact with the mean fiow, the smaller structures 
are generateci from the larger ones by means of non-linear effects. 
• Most of the mass, momentum and energy transport is due to the large-scale 
eddy structures, the smaller ones smooth the fiuctuations of such quantities, 
but do not infiuence their mean properties. 
• The large-eddy structures strongly depend on the nature and the geometry of 
the mean fiow, whereas the small eddies have a more universal character. 
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• Because of their dependence o n the mean flow, the large-eddy structures are 
generally anisotropie, whereas the smaller ones tend to be isotropic. 
• The temporal scale of the big ed dies is the same as the mean flow, the small 
eddies are created and dissipateci in much shorter times. 
The different behavior between small and large eddies is the physical foundation 
on which LES is built. With such technique, while the evolution of the large-scale 
structures is explicitly determined through the solutions of the filtered Navier-Stokes 
equations, the smaller eddies are modeled by means of a suitable subgrid model. It 
follows that the governing equations are discretized within a grid whose single celi 
dimension must be larger than the Kolmogorov spatial scale (unlike what occurs in 
DNS) and smaller than the size of the structure whose evolution we want to study. 
2.4 Filtering of the Navier-Stokes equations 
As described before, LES provides the definition of the energy transport charac-
terizing the large scales of turbulence and the modeling of the small-scale energy 
contents. The separation between large and small scales is obtained by means of a 
filtering operation, mathematically represented in one-dimensional physical space as 
a convolution product: 
f(x) = j f(x')G(x,x')dx' (2.4) 
where f is the evaluated variable and G is the filter operator extended over the 
whole computational domain. The real solution is the sum of the two contributes: 
f = 1 + !' (2.5) 
where f is the filtered (or resolved) quantity and f' is the subgrid-scale part. 
Among the different filter functions used to perform the spatial scale separation 
we can mention (il is the filter's width, that is the cutoff length): 
l. Sharp Fourier Cutoff filter, defined in the wavenumber space: 
G(k) = { 1 if k ~ Jr_/il 
O otherw1se 
(2.6) 
2. Gaussian filter, defined in the real space: 
{6 ( 6x2) G(x) = V ~exp - Ll2 (2.7) 
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3. Top-hat filter, defined in the real space:. 
G(x) = { 1/ b. if lxi ~. b./2 
O otherw1se 
(2.8) 
Usually the spectral codes adopt either the Fourier cutoff filter and the Gaussian 
one, whereas the finite differences codes (as that used in the present work) adopt 
either"the Gaussian and the top-hat filters. 
By the application of such low-pass filtering operation to the Navier-Stokes and 
continuity equations in their incompressible form, we obtain the following filtered 
formulation: 
Oui 
a xi 
8u· &fi;u-
_t +-Z_J = 
at axj 
o (2.9) 
(2.10) 
where the over-bar identifies the filtered variables. The equations (2.9) and (2.10) 
rule the evolution of the large scales. The effect of the small scales is described by 
the subgrid term, the SGS stresses: 
(2.11) 
which have to be modeled. 
The choice ofthe filter width b. is the result of a compromise which faces two different 
requirements: as smaller is the filter width, as higher is the precision obtained in 
the description of the motion, otherwise, as little it becomes as the computational 
costs of the simulation increase. As the Reynolds number gets larger, the turbulent 
energy spectrum shows a wider and wider region which separates the larger scales 
related with energy production from the smallest dissipative scales. Within such 
region, called inertial sub-range, the turbulent kinetic energy is neither produced 
nor dissipateci. The eddy structures characterized by lower wavenumber behave as 
the larger eddies, while those characterized by higher wavenumber as the smallest 
ones. The natural choice for the filter width is then carried out in arder to separate 
the two different classes of eddies. It is therefore suitable to select .6. so that the 
associateci wavenumber 21r /b. belongs to the sub-inertial range. 
2.5. SUBGRID REYNOLDS STRESSES 19 
2.5 Subgrid Reynolds stresses 
Most subgrid scale models are based on the eddy viscosity definition, considered as 
a factor relating the anisotropie part of the SGS stresses Tlj = Tij - [JijTkk/3 to the 
resolved stress tensor Sij: 
(2.12) 
The dimensionai analysis of (2.12) shows that the eddy viscosity vr can be defined 
as the product of a velocity scale q898 (usually equal to the square-root of the trace 
of the SGS tensor Tkk) and a length scale l. Since the most active of the unresolved 
scales are those closest to the cutoff, the naturallength scale in LES modeling is the 
filter width ~' which represents the size of the smallest structures in the flow and 
is proportional to the grid size. The main effects of the SGS model on the resolved 
scales can be better defined considering the transport equation for q2 = UiUi, twice 
the total resolved kinetic energy (mean and fluctuating): 
The resolved scales exchange energy among them and with the subgrid ones following 
different ways: as usual, advection and diffusion do not create or destroy energy 
but only redistribute it, while the subgrid dissipation term Esas = TijSij (which 
appears as a production term in the transport equation for of the SGS turbulent 
kinetic energy q;
98
) represents the energy transferred from the resolved scales to the 
smallest not resolved. If this term results negative, the small scales remove energy 
from the resolved ones ( forward scatter); if positive, there is an energy injection 
(back scatter) and the energy flow is reversed. The back scatter events, particularly 
present in cases of turbulence characterized by a three-dimensional behavior, can be 
present also in localized form and thus cannot be represented by a classical model 
completely based on the eddy viscosity, which is not able to define a local and 
instantaneous transfer of the turbulent energy from large to small scales. 
2.5.1 The Smagorinsky· model 
The parameterization of the small-scale effects on the resolved scales can be obtained 
by the definition of the eddy viscosity with the model first proposed by Smagorinsky 
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(1963) and then developed by Lilly (1966). This model assumes that the small 
scales of motion have shorter time scales than the large ones, and thus they recover 
equilibrium nearly instantaneously, more rapidly than the large scales. According to 
this hypothesis, the production term in the transport equation for the SGS turbulent 
kinetic energy Esas and the viscous dissipation Ev of the same energy are balanced. If 
Ev r-..J q~98 /l and vr r-..J q898l then the equilibrium assumption implies that q898 r-..J liSI, 
where l SI = J 2Sij sij. Being the length scale proportional to the width filter' 
l = C8 !::::.. ( C8 is the Smagorinsky constant), the eddy viscosity reads: 
(2.14) 
In case of homogeneous and isotropic turbulence together with the assumption of an 
inertial subrange spectrum E(k) r-..J k-513 , Lilly (1967) determines Cs ~ 0.17. This 
constant is far from being universal, and during the last decades has been object of 
continuous researches that have assigned different values for different investigated 
problems. 
The comparison of the results obtained by the applìcation of this model with the 
experiments and DNS simulations has shown how the Smagorinsky model defi.nes 
globally well the energy transfer from large to small scales but fails the definition of 
the local stress. This model, conceived for the resolution of atmospheric problems, 
has been then used for the investigation of wall flows, but in the form before described 
has resulted ineffective. The eddy viscosity as defined in (2.14) does not vanish dose 
to the wall but assumes high values because of the increasing of the strain-rate tensor 
Sij. For this reason Moin et al. (1978) studied a turbulent channel with a resolution 
typical of a wall flow. In order to force the model to vanish a t the wall and to 
consider also the dimensionai decreasing of the eddy structures present at the wall, 
the authors treated the scale length l in the Smagorinsky model as a mixing length 
l = K,Yw (w h ere Yw is defined as the shortest distance from the wall an d K, is the 
Von Karman constant). The applications of such revised model furnished excellent 
results in terms of mean flow, Reynolds stresses, turbulent quantities of interest, and 
the higher order statistics showing a full agreement with observations. However, the 
model is much less efficient in the definition of the close-wall eddy structures, which 
result too spaced. Mason and Callen (1986) studied the influence of the numerica! 
resolution on the Smagorinsky constant Cs with different simulations for a turbulent 
channel flow. This work provided a value C8 = 0.2 showing how the accuracy of the 
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results depends on the discretization adopted. However, it has to be mentioned that 
the authors ha ve imposed a wall la w, avoiding in this manner the full resolution of 
the wall-layer. 
The Smagorinsky model has also been used for transition fiows, showing substantial 
limits for being not able to simulate the back scatter phenomenon, a characterizing 
feature of this fl.ow. The described model has therefore shown limits in the applica-
tions of studies about fiows not in equilibrium or in transition, complex geometries 
with phenomena of separation and reattachment or everywhere the non-equilibrium 
effects become important. For this reason during the last years other models have 
been developed, demonstrating their ability to provide suitable results also in pres-
ence of complex fiows. 
2.5.2 Mixed models based on the Smagorinsky model and the 
similarity of the scales 
Eddy viscosity models are able to adequately represent the global dissipation of the 
small scales, but they cannot reproduce in detail the stresses and the local energy 
exchanges, and in particular the correlation existing between the large and the small 
motion scales. Scale-similar models overcome this limit, accurately reproducing such 
correlation. The assumption adopted by these models is that the mostly active 
subgrid scales are those closer to the cutoff, and the scales they mainly interact with 
are those just above the cutoff. Bardina et al. (1980) first related the Smagorinsky 
model with a model based on the fact that the stronger interaction between the 
resolved scales and the modeled ones occurs between the smallest resolved scales 
and the larger modeled ones. The "largest subgrid scales" are thus obtained through 
the filtering of the SGS velo city u~, which defines the difference between the filtered 
velocities and those "doubly" filtered: u~ = ui - Ui. Such an assumption provides 
the following model form: 
(2.15) 
where the last term is exactly the Smagorinsky model and the first is based on the 
scale similarity. The model results Galilean-invariant if CB = l. The goal of the 
scale-similar term is to make up for the problems due to the back scatter, providing 
the energy transfer from the smallest resolved scales to the larger ones. In this way 
the model assumes an anisotropie form which means a more accurate definition of 
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the subgrid stresses in comparison with what obtained by the eddy viscosity models. 
However, both the terms of the mixed model are important: a model constituted 
only by the scale-similar term underestimates the dissipation, and produces a less 
realistic energy accumulation in correspondence of the maximum frequency resolved 
(Shao et al. (1999)). 
2.5.3 Dynamic model for the determination of the eddy viscosity 
Germano et al. (1991) developed a subgrid model that has recently demonstrated 
an excellent efficiency in many different flow situations. The novelty of this model 
is that the eddy viscosity coefficient is calculated dynamically and not imposed a 
priori, and depends on the small-scale resolved energetic content. The present model 
adopts _two different filters: the grid filter G with a width ~' and a test filter G whose 
- - ...----...-. .................. 
width ~ > ~. The resolved turbulent stresses Lij = Ui Uj - ui Uj representing the 
small-scale contribute to the Reynolds stresses, can be calculated from the large-
scale velocity. They are related to the subgrid stresses Tij through the so-called 
Germano's identity (Germano (1992)): 
(2.16) 
where Tij = ;;;:ùj - ~ i7j is the "subtest" term, associated to the filter G, obtained 
by filtering the Navier-Stokes equations already filtered with G. Substituting the 
same model both for Tij and for Tij (for example the Smagorinsky model, where Cs 
is substituted with a coefficient C to be determined) in (2.16) we obtain: 
.Cfj = - 2C Mij (2.17) 
w h ere .Cfj = Lij - Oij Lkk /3 represents the anisotropie p art of Lij, an d 
(2.18) 
In order to determine the constant C from the system of equations represented by 
(2.17) Lilly (1992) proposed a contraction of these with Sij obtaining: 
(2.19) 
To avoid numerica! problems due to a possible vanishing of the denominator, the 
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model establishes a suitable averaging process both spatial and temporal. The value 
of the constant C so obtained has fO be substituted in the model equation: 
l 
(2.20) 
: 
The model so derived is therefore i dynamic because the subgrid stresses vanish in 
case of a laminar flow and in pres~nce of walls with a no-slip condition. Moreover, 
the model can simulate the energyl transfer from the small scales to the large ones, 
one of the main limits of the forrJer models. This parameterization has provided 
l 
excellent results both in condition~ of transition and of fully-developed turbulence, 
providing much more accurate resJits than those previously described. 
l 
l 
2.5.4 Dynamic-mixed modkls 
l 
l 
The dynamic-mixed models are b~sed on what presented in the previous sections. 
l 
A subgrid-scale model characterized by an eddy viscosity part and a scale-similar 
l 
part is adopted in the present work: it uses the dynamic Lagrangian mixed model 
l 
proposed by Wu and Squires (199;7) and tested by Sarghini et al. (1999). In the 
i 
Cartesian framework Tij are descri~ed as: 
! 
l 
Tij = ( ui u~ - ui Uj) - 2C D. 2 IBI Sij (2.21) 
where the first term is based on th~ scale similarity (Bardina et al. (1980)) and the 
second is the Smagorinsky term (Smagorinsky (1963)). In equation 2.21 D.= 2J-1/ 3 
( J is the Jacobian of the transfonnation from the Cartesian to the generalized co-
ordinates, see below), Sij is the r~solved strain rate tensor, IBI = J2sij Sij is its 
magnitude and C is the model c~efficient. In particular we use the generalized 
l 
coordinate formulation developed by Armenia and Piomelli (2000), which will be 
described in the last section of thei present chapter. As shown previously, the est i-
l 
mation of Cis made by means of t!he Germano's identity and a contraction: 
l 
l 
C= -~i< LijMij- NijMij > (2.22) 
2! < MmnMmn > 
with 
(2.23) 
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an d 
(2.24) 
where < · > represents a suitable geometric-temporal averaging operation necessary 
to avoid the occurrence that the denominator of (2.22) is zero. In an eddy viscosity 
model the second term in the numerator of 2.22 would not be present. 
2.6 The Boussinesq approximation 
Temperature variations cause variations in the fluid properties, for example in den-
sity and viscosity. Since it is very complicateci to take in account all the effects 
due to such variations, the governing equations are commonly written using the 
Boussinesq approximation, where only density variations originating gravitational 
force (buoyancy terms) are taken into account. Density can thus be written as the 
sum of a reference value Po and the variations fJp: p= po +op. 
The continuity equation reduces to the zero-divergence form: 
\7. u =o. (2.25) 
The above formula does not imply that the density has to be considered constant 
along the direction of motion, but simply that p-1 (D p/ Dt) is small compared to 
the velocity gradients expressed in the divergence term2 . 
In the momentum equation, 
(2.26) 
the term pDuj Dt is replaced by p0Duj Dt because the density variations coupled 
2Suppose that density variations ~p are due to temperature variations ~T throughout a simple 
relation: §.e= -a~T, where a:::::: 5 ·10-4K- 1 is the thermal expansion coeffi.cient. To demonstrate 
p 
that (l l p)( D p l D t) is smaller than the velo city gradients in the complete continuity equation, as-
sume that the flow has a length scale L, a velocity scale U and a temperature scale D..T rv 10°0. A 
scale analysis shows that: 
(llp)(DpiDt) "" (llp)u(8pl8x) ,..., (Uip)(~piL) ""~P rv aD..T <<l 
V'· u 8ul8x UIL p 
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with inertial terms are neglected. However, the effect of gravity has t o be included 
into a body force term: F = pg. Since the gravity can be expressed in potential 
form g = -\7 q., we ha ve: 
F = -(po + 8p)\7<I> = -\7(poq.) + g8p (2.27) 
and introducing a pressure P= p+ poq., the Navier-Stokes equation reads: 
Du 2 Po Dt =-\lP+ J-t\7 u + g8p. (2.28) 
For 8p =O we obtain the Navier-Stokes equation without a body force and with P 
instead of p: this mean that the gravitational force is irrelevant in a homogeneous 
fluid. If actual pressure is required, the equation has to be corrected for the hydro-
static pressure p - P. 
In the most interesting cases where temperature variations are present, 8p =/:- O. 
Because of the presence of the gravity acceleration, the last term of 2.28 can pro-
duce very significant effects, even when 8pf po << l. This means that all accelerations 
present in the flow result small when compared with the gravity one: IDu/ Dtl ~ lgl. 
In all the other terms density can be considered constant. 
As previously mentioned, ifthe dependence p= p(T) is linear, 8p = -apo!:lT, where 
a is the coefficient of expansion of the flui d, the "Boussinesq dynamical equation" 
derived from 2.28 is: 
Du l 2 -=--\lp+ v\7 u- ga!:lT. 
Dt p 
(2.29) 
where the term -ga!:lT is known as the buoyancy force (note that po and P are 
now written again as p and p). 
An equation for the temperature has to be formulateci: for. the Boussinesq ap-
proximation, the heat capacity per unit volume of the fluid, pCp, can be supposed 
constant, and pCpDT / Dt is therefore equal to the rate of heating per unit volume 
of a fluid particle (fora extensive discussion about the choice of the specific heat at 
constant pressure, see Tritton (1988)). Such heating arises from heat transfer from 
the closest particles by thermal conduction (heat flux, H= -k\7T, where k is the 
thermal conductivity of the fluid) and sometimes by internai heat generation (rate 
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of internai heat generation per uni t volume, J). The corresponding terms in the 
thermal equation hold like respectively the viscous term and the body force in 2.29. 
Therefore the equation for temperature has the following formulation: 
pCpDTjDt = -\7 ·H+ J. (2.30) 
If k is considered constant, we can rewrite 2.30: 
8T 2 J - + u · VT = -K,\7 T+ -
8t pCp 
(2.31) 
where"" = k/ pCp is the thermal diffusivity and the terms on the RHS are conduction 
and heat generation, while u · VT represents the transport of heat by the motion 
(advection). 
Equations 2.25, 2.29 and 2.31 are the basis to describe phenomena in the Boussinesq 
approximation. Boundary conditions for the temperature field are required in 2.31: 
usually the fl.uid must have the same temperature of the boundary wall for which it 
is specified. 
The density equation is straightforward from the linear dependence between density 
variations and temperature variations (fJp = -ap0D..T): 
8p 2 
-+u·Vp=k\7 p 
8t 
(2.32) 
where k is the diffusivity coefficient ( the term relative to an internai "density gen-
eration" is not present). 
2. 7 Nurnerical irnplernentation 
The physical domains of the fl.ows of interest are often described by relatively com-
plex geometries. In order to transform such complex physical domains into compu-
tational domains that can be more easily dealt with, the governing equations can 
be written in curvilinear form. The finite difference method is then used for the nu-
merica! resolution. The resolution of the LES equations in curvilinear coordinates 
is not straightforward, as demonstrated by Jordan (1996, 1999). The author shows 
the effectiveness of the method implementing the filtering of the equations before 
the transformation in curvilinear form. In the present work such method is used for 
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the numerical discretization of the equations. 
The LES technique we adopt in the present work resolves the equations of motion 
by means of a second-order finite difference scheme which implements a mixed-
dynamic subgrid model providing the coupling between the Smagorinsky model and 
a scale-similar model to parameterize the subgrid stresses. As previously stated, 
the curvilinear formulation of the dynamic-mixed model of Armenio and Piomelli 
( 2000) is used h ere. The Boussinesq hypothesis is assumed for the investiga t io n of 
the stratified flow (third part of the research project), and the governing equations 
are written in curvilinear form. The governing equations are: 
(2.33) 
(2.34) 
where ~f represent the curvilinear coordinates transformed in the computational 
space relative to the k direction, ~f = a~k ;axi, J-1 is the Jacobian of the transfor-
mation, Qkl = ~f ~1 describes the contravariant metric tensor, Ui are the Cartesian 
components of the velocity field and Uk = J-1~fui are the contravariant flux across 
the ~k = constant plane. Re= ur8/v is the reference Reynolds number evaluated 
with suitable spatial and temporal scales. The subgrid term CJf is defined through 
the stress tensor, which in the computational space assumes the following form: 
(2.35) 
The term Fi represents a body force: in the first part of the present dissertation it 
appears as an oscillating gradient pressure, in the second part the rotational effect 
is ad d ed and the Coriolis force appears. In the third part ( not present here) the 
buoyancy term - Ri (p - Pb) 8i3 will account for a vertical stratification ( the non-
dimensionai form of such term contains the reference Richardson number Ri 
!.lp g8/ pou~), together with the density equation: 
(2.36) 
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The density equation (2.36) has the diffusive term n1ultiplied by the molecular dif-
fusivity k = v/ Pr. The subgrid term in (2.36) is rnodeled by means of a viscous 
diffusion model widely and successfully tested (Le Ribault et al. (2001)) whose form 
is: 
-- 8p 
ÀJ = -Cp~21SI-a . 
x· J 
The constant Cp, as in the momentum equation, is dynamically evaluated: 
(2.37) 
(2.38) 
~2;::::::.- -2-- - ................ 
where Mi = ~ ISI8pf8xi - ~ ISI8pf8xi and Li = p Ui -p Ui. Both these term 
have to be written in curvilinear form. 
2. 7.1 Resolution technique 
The above equations are integrated using the semi-implicit, finite difference tech-
nique in the fractional step form, as described in Zang et al. ( 1994). The spatial 
derivatives are evaluated by a second-order scheme referred to the cell center. Time 
integratian is pravided with twa different methods: the Adam-Bashfort scheme is 
adopted for the canvective and the aff-diaganal diffusive terms, and the Crank-
Nicolsan scheme implicitly treats the diaganal diffusive terms. The Poissan equation 
for pressure field is solved by means af a multigrid technique. Overall, the algarithm 
is second-order accurate, bath in time and in space. The code in curvilinear form was 
developed by Armenia and Piomelli (2000). The algarithm, together with the SGS 
madel, has been used for the analysis of a wide variety of steady nan-equilibrium 
turbulent flows (see for example Armenia and Piomelli (2000); Falcomer and Ar-
menia ( 2002)) an d steady flows characterized by lacal re-laminarization an d sharp 
re-transition to turbulence (Armenia and Sarkar (2002, 2004)). Far this reason in 
the present work tests far the verificatian of the SGS madel, widely discussed in the 
aforesaid papers, are not reported. 
Chapter 3 
Code parallelization 
The heavy computational efforts needed to accurately simulate flows characterized 
by high Reynolds numbers, as in our case, require the implementation of parallel 
solvers to deal with the numerica! problem. The availability to use the IBM-SP4 
supercomputer owned by CINECA (made possible by an agreement between OGS 
and CINECA) constitutes a valid method to substantially reduce the computational 
cost. 
3.1 Parallel Architectures 
The architecture of parallel computers can be described in terms of two aspects: 
whether the memory is physically centralized or distributed, and whether or not the 
address space is shared. 
SMP (Symmetric Multiprocessor) architecture uses shared system resources such 
as memory and I/0 subsystem that can be equally accessed from all the processors. 
Each processar has its own cache which may have several levels, and there is a 
mechanism which maintains coherency of data held in cache. A bus or a crossbar 
switch provides the connection between the processors ( caches) and the memory. 
A single operating system controls the SMP machine and schedules processes and 
threads on processors in order to maintain the load balanced. 
MPP (Massively Parallel Processors) architecture is organized as nodes con-
nected by a high-speed network. Each node has its own processar, memory and 
I/0 subsystem, thus the ma.chine's memory results distributed. The operating sys-
tem runs on each node, and each node can be considered as a single workstation. 
Though they are "massively parallel", the number of nodes is not necessarily large. 
29 
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The evolution of MPP is a cluster of SMP nodes, where each node is formally a 
SMP machine. 
NUMA (Non-Uniform Memory Access) architectures have a hardware structure 
similar to MPP, but they supply a shared address space to applications using a hard-
ware/software directory-based protocol that maintains cache coherency. As SMP 
machines, a single OS controls the whole system. The name "non-uniform memory 
access" comes from the fact that the memory latency varies according to whether 
the users access local memory directly or remote memory through the interconnect. 
3.2 The IBM SP Power4 (pSeries 690 Model 381) 
The architecture of IBM-SP4, the supercomputer used for the numerica! simulations 
carried out in the present dissertation, is a cluster of SMP nodes. It is formally of 
the distributed-memory kind1 but each node can be considered as a distinct shared-
memory SMP entity. 512 processors Power4 with 1.3 GHz dock are distributed in 
16 nodes with 32 unities each, sharing a centrai memory of 64 Gbyte ( except the 
so-called "fat node" of 128 Gbyte). The system can reach a peak performance of2.7 
Tflopjs, more than l Tbyte of RAM and about lO Tbyte of on-line mass storage. 
The physical no d es are partitioned (partitions can be seen as virtual nodes) in 
order to improve parallel performance: each partition is connected with 2 interfaces 
to a dual piane switch. Because of that the usérs have access to: 
• 32 partitions with 8 processors and 16 Gbyte of RAM each; 
• 14 partitions with 16 processors and 32 Gbyte of RAM each; 
• 2 partitions with 16 processors and 64 Gbyte of RAM each. 
The operating system is UNIX.;.AIX 5.1. 
The Power4 processar has a RISC super-scalar 64bit architecture, with 8 inde-
pendent functional units, it can load up to 8 operations per cycle and can complete 
up to 5. Since each of the two floating point units are able to connect an ad-
dition and a multiplication, the processar has a theoretical peak performance of 
5.2 Gflopjs. Each processar has a first-level cache 1 1 for data and another for 
instructions (bot h of 32 Kbyte). Two processors together consti tute the Power4 
chip: they share a unified second-level cache 1 2 (both instructions and data, 1.41 
Mbyte) which has always a coherent copy of the data in 11: if data are modified 
in 11 , those are updated in 1 2 . The fundamental unit of the SP4 system is the 
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Multi-Chip Module (MCM) which includes 4 chips Power4: the 8 processors of the 
same MCM share a third-level cache 13 , unified both for instructions and data (128 
Mbyte). Every chip shares the 32 Mbyte cache 1 3 with the others processors of the 
MCM. For more informations about the Power4 processar, please refer to Erbacei 
(2002), Tendler et al. (2002) and to the pages hosted by the official IBM web site 
( www-1.ibm.com/ servers / eserver /p seri es /hardware/ whitepapers / power4. html). 
3.3 Parallel implementation 
In the first phase of the work the originai sequential version of the code, written in 
Fortran77 (more than 12,000 lines), has been re-structured. The serial version has 
been initially analyzed by means of a profiling technique, in order to identify the 
most time-consuming parts of the code. These are resulted to be the pressure field 
solver (multigrid) and the SGS model solver. The subroutine multi dedicated to 
the multigrid and the subroutine turbo, which solves the subgrid scales, take each 
about 1/3 of the total CPU time needed to integrate a single time step, whereas 
the remaining 1/3 is accounted for the functions solving the velocity and density 
equations. In order to make available the DNS version of the code, the multigrid 
together with the rest of the main program were parallelized in the first phase of 
the work. Then, after validating the DNS parallel version, the rearrangement of the 
serial version of the SGS model and its parallelization were performed in the second 
phase. A particular difficulty was met with the parallelization of a tridiagonal matrix 
solver which is included in the algorithms solving the velocity and density equations. 
All the details are described in the next sections. 
3.3.1 MPI approach 
The parallel-programming paradigm adopted is the Message Passing Interface stan-
dard (MPI; www.mpi-forum.org). MPI is a library of subroutines which allows the 
exchange of data among the local memories of each entity. Each process ( read also 
processar) carri es out the computations o n the local variables, and the data sharing 
occurs through the Message Passing, namely by sending and receiving data among 
the physically separated processors. MPI adopts standard compilers (mpxlf90 in our 
case), an d although the approach could initially seem more complex, i t represents 
the most natural way to allow the communication among the different components 
of a parallel system. Moreover, its portability qualities make simple an implementa-
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PO q PO P1 P2 P3 
Figure 3.1: One-dimensional parallel implementation. 
tion also in shared memory architectures, whereas the Data Parallel paradigms (e.g. 
OpenMP), designed for shared memory and which can be initially seen as easier, 
have remarkable difficulties when run in distributed memory environments. 
The parallelization is achieved by one-dimensional domain decomposition, for 
which MPI is particularly suited. In principle, the structure of the main program 
does not change, and the computations of the algorithms constituting the code 
source are split among the processes through the grid decomposition with respect 
to one of the coordinates into sub-domains (Fig. 3.1). 
The loops involving the parallel coordinate are therefore divided among the pro-
cessors and the calculations are faced independently, thus reducing the computa-
tional time. N evertheless, when derivati ves ha ve to be computed, each processar 
needs data from its left-hand an d right-hand neighbors, thus involving MPI commu-
nication calls among the processors. The code here used contains a large number of 
derivatives along each of the three coordinates, and there is not a particular direc-
tion where less communication can be expected. However, the fìows simulated with 
the present code are normally characterized by a pressure gradient parallel to the 
x direction, and can be forced by a vertical stratification in the z direction. In our 
case, the horizontal directions are considered period'ic, and this suggests that the 
fìow motion can be separated into slices parallel to the xz planes, therefore choosing 
the transverse (y) direction as the parallel coordinate ( the number of the grid points 
in this direction, Ny, has to be a multiple ofthe number ofprocessors). The "ghost 
cells" necessary for derivatives, exchanged among the processors during and at the 
end of each time iteration, are thus structured along vertical planes xz. The output 
:fields are finally gathered by a single processar ( usually PO) and written in memory. 
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The portions of the code where we have mainly used MPI calls are identified in 
the SGS model subroutine, in the multigrid subroutine and in the resolution of a 
tridiagonal system solving the velocity and density equations. 
3.3.2 The SGS model 
Due to insufficient memory available in the system where the code was originally 
designed to run and the high number of matrices needed for the computation of the 
different filterings over the velocity field ( defined in the SGS model), the algorithms 
were initially computed separately on each of the Nz planes, in a highly burden-
some loop over the. vertical dimension. This meant that to sol ve the plane-averaged 
eddy viscosity, the first version of the code had to carry out for each plane Zj the 
algorithms in the planes Zj-1 and Zj+l· This way the code was suitable for vectorial 
computer like Cray J90. On the other hand, with the characteristics of SP4, this 
procedure does not make sense. 
We have initially re-written this part of the code, making explicit all the sub-
functions performing the calculation of the strain-rate tensor Sij, of its module 
and the periodic boundary conditions over each variable. Then we have changed the 
filtering sequence from x - y - z to x - z -:- y to maximize the exploitation of the 
domain decomposition, and eliminateci the unnecessary computations performed in 
the originalloop. This modification has substantially reduced by one half the com-
putational time of this subroutine in the new serial version. The parallel version has 
been written basing on the new serial version. 
3.3.3 The multigrid 
In the resolution of the Poisson equation the domain decomposition has been ex-
tended to all the levels of the multigrid: we had to come to an arrangement betw:een 
the number of levels of the multigrid and the number of processors used. The paral-
lelization scheme implemented has an intrinsic limit: with a Nx x Ny x Nz grid and 
m multigrid levels (m :::; 4), the maximum number of processors is Ny/2m. Nev-
ertheless, as the number of levels increases, the grid coarsens and the sub-domains 
become smaller, raising the overhead because of the communication. In generai, 
as the number of processors increases, as the sub-domains contain lesser and lesser 
points: this means that the ratio between the number of ghost points exchanged 
and the total number of grid points of a sub-domains gets larger. Therefore, the 
communication time between a processar and its neighbors cannot decrease with 
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the same velocity of the time needed for cornputing the algorithms on the processar 
itself. 
3.3.4 The tridiagonal system 
We have implemented a MPI collective call in order to transpose each horizontal 
plane xy of a three-dimensional matrix in the resolution of the tridiagonal sys-
tem solving the final step of the algorithm dealing with the density and velocity 
equations. This choice was dictated by the fact that a direct parallelization of the 
algorithm along the y direction would have been excessively burdensome in terms of 
communication, while a transposition of the matrix, followed by the resolution of the 
tridiagonal system parallelized on the other direction, and the back transposition 
has resulted more efficient. Such procedure is actually not fully optimized, due to 
the collective communication calls involved (MPI_ALLTOALL). An improved technique 
will be adopted in the next version of the parallel code. 
After having defined the local sub-matrices, the parallel transposition performs the 
following steps: 
l. local transposition of each sub-matrix; 
2. vector allocation of the sub-matrix elements; 
3. vectors swapped with MPI_ALLTOALL among processors; 
4. vector deallocation; 
5. parallel resolution of the transposed system; 
6. local back-transposition; 
7. vector allocation of the sub-matrix elements; 
8. vectors back-swapped with MPI_ALLTOALL among processors; 
9. final vector deallocation and rebuilding of the originallocal sub-matrices. 
This strategy implies that also Nx to be proportional to the number of processors 
used. 
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3.4 Validation of the parallel code 
The DNS parallei version of the code (without the SGS modei subroutine) has been 
vaiidated for a rotating Couette fiow in a toroidai 48 x 48 x 48 computationai domain 
stretched near the walls (see detaiis in Fig. 3.2a). The boundary conditions at the 
walls on the tangentiai veiocity are: Ut(r = Rl) = O and ut(r = R2) = l, whiie 
those aiong the axiai and the tangentiai directions are periodic. 
The fiow has reached the equiiibrium after 10000 iterations, and the CPU time of 
the parallei version is about 1/3 with respect to the seriai one, in a configuration with 
4 processors. In Fig. 3.3 we show the radiai profiies of the two veiocity components 
u and v, density p, and pressure p for the seriai code and for the parallei one. As 
expected, the fieids are identica!. 
The anaiyticai soiution of the rotating Couette fiow is the follow (Tritton (1988) ): 
Ut(r) 
d p 
dr 
B 
Ar+-
r 
u2 t -p-
r 
(3.1) 
(3.2) 
where Ut(r) is the tangentiai veiocity andp(r) the pressure with respect to the radiai 
coordinate r. 
In our case A= 2/3 and B = -2/3 thus the pressure fieid reads as: 
2 2 l p(r) = -p(r --- 4ln r). 
9 r 2 
(3.3) 
In Fig. 3.4 the analytical profiles of tangential velocity and pressure together with 
the resuits from the seriai and the parallei simuiations are shown: their agreement 
is aimost perfect. 
In order to demonstrate that the parallei version of the code correctiy performs 
all the metric terms (being written in curvilinear coordinates) we ha ve simuiated 
the same fiow o n a grid siightly deformed in the streamwise direction (Fig. 3.2b). 
In Fig. 3.5 we show tangentiai veiocity and pressure fieids of the three cases: serial, 
parallei, parallei in curved grid. Again there are no appreciabie differences among 
the results. 
These tests demonstrate the feasibility of the DNS parallei code. In particuiar, 
they have been useful to prove the correct parallelization of the most expensive 
subroutine of the code, the pressure field resolution. 
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x a) 
x b) 
Figure 3.2: Rotating Couette fiow (DNS), a) normal toroidal grid; b) deformed 
toroidal grid. 
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Figure 3.3: Rotating Couette flow (DNS), results from serial and parallel versions 
of the code: a) streamwise velocity, b) spanwise velocity, c) density, d) pressure. 
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Figure 3.4: Rotating Couette flow (DNS), analytical profiles and comparison with 
serial and parallel versions of the code: a) tangential velocity, b) pressure. 
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Figure 3.5: Rotating Couette flow (DNS): a) velocity field, serial version; b) pressure 
field, serial version; c) velocity field, parallel version with 4 processors; d) pressure 
field, parallel version with 4 processors; e) velocity field, parallel version with 4 
processors over the deformed grid; f) pressure field, parallel version with 4 processors 
over the deformed grid. 
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3.5 Scalability and Speed-up 
The DNS version of the code presents rather good performances: in Fig. 3.6a the 
mean CPU-time for single iteration is plotted. The measured times with respect 
to the serial version appear even lower than the expected theoretical values: this is 
due to the extremely low-performing serial code. In order to have a more correct 
estimation of the scalability of the parallel code, we have plotted the measures 
with respect to the value of the mean CPU-time for 2 processors. As expected, 
the measured times appear meaningful, and, except for the 12 and 16 processors 
configurations, they are definitely good. In Fig. 3.6b the speed-ups are shown: 
as in the previous case, those calculated with respect to the serial CPU-time are 
higher than the theoretical function. Expressing the speed-up with respect to the 
2 processors CPU-time it appears a rather good behavior, except for the last two 
configurations. 
The LES version of the code works well and the speed-up is rather satisfactory, with 
the reduction of the mean CPU-time for iteration by one sixth on 8 processors on 
a 64 x 128 x 64 grid (Fig. 3. 7) which appears fully in line with our initial purposes. 
The parallelization of the pressure field resolution gives really good results, while, 
due to the collective communications implemented, the scalability and the speed-up 
of the velocity and density equations are quite low. 
Figure 3.6: Scalability and speed-up with 2, 4, 6, 8 and 16 processors on a 96 x 96 x 96 
toroidal grid: a) measured (*) and theoretical cpu-time in seconds with respect the 
serial code ( circle) and with respect the parallel code run o n 2 processors ( square) ; b) 
measured (*) and theoretical speed-up ( circle) with respect the serial code, measured 
( +) an d theoretical speed-up ( diamonds) with respect the parallel code run o n 2 
processors. 
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grid. Measured (*) and theoretical (circle) cpu-time in seconds; measured (*) and 
theoretical speed-up (square) for: a) iteration; b) SGS model; c) velocity and density 
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Chapter 4 
The purely oscillating flow 
The boundary layer induced by tidal oscillations above the sea-bottom is an example 
of an oscillating boundary layer, also known as Stokes boundary layer. The study of 
such kind of flows represents nowadays an intriguing challenge in the frame of the 
full comprehension of unsteadily driven turbulent flows. Despite the wide relevance 
of unsteady turbulent boundary layers in many disciplines ( coastal and offshore engi-
neering, bio-fluid dynamics, geophysical flows, just to cite some applications), most 
of the research has concerned steady flows, leaving obscure many characteristics of 
wall turbulence in unsteady flows. 
To the best of our knowledge, so far, no numerica! simulations of the Stokes-
boundary layer in the turbulent regime have been carried out using DNS or LES 
techniques. It has to be remarked that in the case of the Stokes boundary layer the 
use of LES can allow for exploring a range of values of Reynolds number of practical 
relevance (in the turbulent regime) that, otherwise, cannot be dealt with by the use 
of DNS. 
4.1 Scaling of the problem 
As mentioned in section 1.3, the computational efforts in investigating the real tidal 
flow are too large and burdensome to be managed by the present numerica! tech-
niques. However, we can try to simulate a small-scale laboratory experiment. In 
particular, we carry out the experiment a t a Reynolds number as small as o ne order 
of magnitude less t han t ha t of the real flow, holding the values of the other non-
dimensionai parameters (in this case KC). The reduction of the Reynolds number 
at a value for which a well developed turbulent flow is observed ensures that the 
41 
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physics of the processes under investigations can be properly reproduced. 
A preliminary analysis of the computational efforts required by the simulations to-
gether with the analysis of the experimental results of Jensen et al. (1989) has 
suggested to use a value of the Reynolds number as large as Re= 1.6 x 106 that is 
indeed one of the cases investigated experimentally (test 8). This value of the in-
ertial Reynolds number corresponds to a Stokes Reynolds number as large as 1790: 
according to Sarpkaya (1993) at this number turbulence is present in most of the 
cycle. For such Reynolds number, the analysis of Fig.11a of Jensen et al. (1989) 
gives a friction coefficient fw rv 4 x 10-3 . 
The choice of the computational parameters is somewhat arbitrary, provided that 
the proper values of the non-dimensionai numbers to be simulated are obtained. In 
particular we consider h= l m and U0 =l mjs. With these values, the amplitude 
of motion is a= KC /27r = 22.3 m, the angular velocity is w= 0.0449 rad/s and the 
kinematic viscosity is v= 1.6 : 106 m
2 fs. 
4.2 The flow regimes of the oscillating boundary layer 
In the Stokes boundary layer, a zero-mean, harmonic velocity field drives the f:low, 
and, as previously stated in 1.3, the Reynolds number 
is commonly defined by means of the maximum amplitude of the outer velocity U0 
and the Stokes-layer thickness 8s = ~' where, as usual, v is the kinematic 
viscosity of the f:luid and w the angular frequency of the oscillations. 
Previous experimental investigations (Hino et al. (1976), Hino et al. (1983), 
Jensen et al. (1989), Akhavan et al. (199la), Sarpkaya (1993)) have shown that os-
cillating boundary layers present four different f:low regimes, depending on the value 
of Re5: the laminar regime, the disturbed laminar regime, the intermittent turbu-
lent regime and the fully developed turbulent regime. In other words, as pointed 
out by Jensen et al. (1989) (henceforth referred to as JSF89), every single phase of 
the cycle experiences the different f:low regimes with increasing Re5. A t small values 
of Re5 turbulence first appears at the beginning of the decelerating phase, associ-
ateci with the presence of explosive near-wall bursts (Hino et al. (1983)); as Re5 
increases turbulence involves earlier an d earlier phases of the cycle. In particular, 
as discussed in Vittori and Verzicco (1998}, the laminar regime (L) holds for Re8 
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smaller than around 100; for Re8 roughly between 100 and 500-550 (Akhavan et al. 
(1991b)) there is the disturbed laminar regime (DL), which rules the transition from 
the laminar to the intermittent turbulent regime (IT). The DL regime is character-
ized by small-amplitude perturbations, which eventually create turbulence bursts 
during the decelerating phases of the cycle. As Re8 becomes larger than 550, the 
two-dimensional pattern typical of the disturbed laminar regime becomes a three-
dimensional one (Akhavan et al. (1991b), Vittori and Verzicco (1998)) and the flow 
moves to the IT regime. Turbulence is present everywhere during the cycle only in 
the fully developed turbulent regime (T): according to the experimental analysis by 
Hino et al. (1983) such regime exists for Re8 > 800. Moreover, the experiments of 
JSF89 show that turbulence is present throughout the cycle at Re8 "' 3500, although 
Sarpkaya (1993) reports that at Re8 "' 1800 turbulence is already present in most 
of the cycle of oscillation. 
Due to the burdensome computational effort needed to accurately simulate the 
fully developed turbulent regime, recent studies of the oscillating boundary layers 
have investigated by means of direct numerica! simulations (DNS) the DL and the IT 
regimes (Spalart and Baldwin (1987), Akhavan et al. (1991b), Vittori and Verzicco 
(1998), Costamagna et al. (2003)). Although some computations at Re8 as large as 
1120 have been attempted, reliable DNS simulations have been carried out up to 
Re8 "' 800 (IT regime), aimed a t understanding the mechanism triggering transition 
to turbulence and the evolution along the cycle of the near-wall turbulence structures 
(for details see Vittori and Verzicco (1998), Costamagna et al. (2003)). Numerica! 
simulations of the Stokes-boundary layer in the more relevant turbulent regime have 
not been carried out as yet, due to prohibitive computational efforts as also observed 
by Costamagna et al. ( 2003). 
4.3 The problem formulation 
We investigate an oscillatory flow driven by an harmonic mean pressure gradient 
aligned with the x-direction (see Fig. 1.3): 
with dPd/ dxd a mean, inertial, time-varying, dimensionai pressure gradient, Uo the 
maximum inertial velocity induced by the pressure gradient, w the angular frequency 
of oscillation and t d the dimensionai time. As previously stated, the pressure gradient 
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defined above resuits into the following oscillating inertiai veiocity: 
The turbuient regime has been investigated with detaiis by means of experiments 
by JSF89. In particuiar the authors have observed that a fully deveioped turbuient 
regime appears for vaiues of Re= aU0 jv Iarger than l. O x 106 . Within this regime 
JSF89 have investigated vaiues of Reynoids number ranging between 1.6 x 106 and 
6 x 106 . Since 
Re= Re~ 
2 
i t follows that the following range of vaiues has been studied in the turbulent regime: 
l 790 < Re8 < 3464. 
As stated in 4.1 we are interested to reproduce test 8 of JSF89, which refers to 
Re = 1.6 x 106 corresponding to Re8 = 1790. 
4.3.1 The mathematical model 
The equations governing the present flow are written in dimensionai form in section 
2.1: in the present case rotation (F2 ) and stratification (F3) are not considered. The 
filtered, non-dimensionai equations governing the oscillating boundary Iayer driven 
by an harmonic pressure gradient read as: 
aui 
a xi 
8u· 8u·u· _t+_J_t = 
at axj 
o, (4.1) 
(4.2) 
In Eqs. 4.1 and 4.2, < :- > denotes the filtering operation. As stated in section 
2.1, the coordinate Xi (hereafter x1, x2 , x 3 or x, y, z are used interchangeabiy for 
the streamwise, spanwise and wall-normal directions) is made non-dimensionai with 
the amplitude of motion a= U0 jw, t is the time coordinate made non-dimensionai 
with l/w, iii is the i-component of the filtered velocity field (u1, u2, u3 or u, v, w 
are used for the streamwise, spanwise an d wall-normai veiocity components), made 
non-dimensionai with U0 , p is the filtered pressure fieid made non-dimensionai with 
poUo2 , with Po the fluid density. 
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The term Tij represents the subgrid-scale stresses that, how already explained, 
are parameterized by means of a dynamic-mixed model composed by an anisotropie 
scale-similar part (Bardina et al. (1980)) and an eddy viscosity part (Smagorin-
sky ( 1963)). The numerica! model implemented in the curvilinear formulation is 
described in chapter 2. 
4.3.2 The boundary and initial conditions 
A no-slip boundary condition is enforced at the bottom wall, a free-slip condition 
is employed at the top boundary, while, since turbulence is homogeneous in the 
streamwise and spanwise directions, periodic boundary conditions are here used. 
To create an initial condition we first started a simulation using a steady, driving 
pressure gradient with non-dimensionai amplitude equal to -1 and, once a turbu-
lent field has developed, we removed the mean velocity field holding the fluctuating 
three-dimensional components and started the oscillatory motion. The use of such 
initialization technique has saved a large amount of CPU time, if compared to the 
case of a simulation starting from a fluid at rest. The statistics have been accu-
mulateci averaging over the xy planes of homogeneity, and in phase over half cycle 
taking advantage of the fact that the flow field repeats with the sign of the mean 
streamwise velocity inverted every half cycle. The data of the first cycle of oscillation 
have not been used for the evaluation of the statistics, since they could be affected by 
the initial conditions. We have accumulateci the statistics aver 14 complete cycles, 
thus using 28 half cycles for each phase of the oscillation. 
4.3.3 Computational requirements 
In the recent years, large eddy simulation has been widely used for the study of 
physics of turbulence in flows at larger Reynolds number than DNS. However, it is 
well established that a limitation of LES is in its application to the investigation of 
wall-bounded high-Reynolds-number turbulence. Indeed, the boundary layer that 
develops over a piane wall, is well recognized to be composed by two regions, namely 
an inner, near-wall region where the effect of the viscosity is relevant and an outer 
one, where turbulence is not directly affected by viscosity. The inner region is char-
acterized by the presence of quasi-streamwise vortices that govern the evolution and 
the magnitude of the wall shear stress. The dimension of such near-wall structures, 
when scaled with the inner length-scale z* = v l u 7 with u 7 = J T w l Po an d T w the 
wall shear stress, is independent o n the Reynolds number. It has been well estab-
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lished that the main requirement for an accurate LES (in the thesis referred to as 
resolved LES) is that such near-wall vortices be solved properly, that requires the 
maximum grid spacing in the streamwise and spanwise directions to be respectively 
~x+ = ~x d/ z* ~ 70, ~y+ = ~Yd/ z* ~ 20 (for an exhaustive discussion the reader 
is referred to Piomelli and Balaras (2002)). In the analysis of steady turbulent flows, 
and, as will be shown later, in the present problem as well, a large. eddy simulation 
that misses such requirement is not able to resolve the near-wall, large-scale struc-
tures and consequently tends to underestimate the wall shear stress. On the other 
hand, the computational requirements for a DNS are even more stringent, indeed, 
in this case a grid spacing ~x+ ~ 15, ~y+ ~ 5 has to be used in the planes of ho-
mogeneity. This results in a computational effort more than one order of magnitude 
larger than that required by an equivalent LES. However, this is a very optimistic 
estimation, since, considering that the above-mentioned requirement results in a re-
duction of the time-step of the simulation and that a DNS requires an increase of 
the number of grid points in the vertical direction too, overall one can reasonably 
expect that the computational cost of a DNS is a couple of orders of magnitude 
larger than that of aLES, even in wall-bounded turbulence. 
For what concerns the dimensions of the computational box, a choice for the 
horizontal extensions Lx and Ly must be done. Because of the periodicity in the 
horizontal directions, Lx and Ly must be large enough to contain the large-scale 
energy-carrying turbulent structures. In particular, it is well established that a 
domain is large enough when the two-point correlation function of the velocity and 
pressure fields decay completely within half length of the domain ( see Moin and 
Mahesh (1998)). In a very recent paper, Costamagna et al. (2003) have simulated 
via direct simulation the oscillating boundary layer at the border between the IT 
and the T regimes (Re0 = 800), finding that a domain as large as Lx ~ 505s 
and Ly ~ 255s is enough for the correlation functions to decay in less than half 
length in both directions. The Reynolds number of our simulation (Re0 = 1790) 
is twice that of the direct simulations of Costamagna et al. (2003), therefore, since 
the physical dimensions of the turbulent near-wall structures decrease in size with 
increasing Reynolds number, we can argue that Lx~ 505s and Ly ~ 255s is a good 
choice too. However, as i t will be shown in the following, the horizontal extent of 
the computational domain is large enough to allow for the correct evolution of the 
largest scales of turbulence. 
In the oscillatory flow problem, the wall shear stress varies in time along the 
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CG 50,25,40 64 x 32 x 256 62, 62, 2, 22 
FG 50,25,40 64 x 64 x 256 62, 31, 2, 22 
fw 
0.0032 
0.0042 
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Table 4.1: Computational parameters for the coarse grid ( CG) and for the fine grid 
(FG) cases, together with the friction coefficients obtained from the simulations, 
fw = 2Tw,max/PUG. 
cycle, and the maximum is reached around the end of the acceleration phase. If 
we use the maximum value of the wall shear stress as measured in test 8 of JSF89, 
the wall unit z* can be easily calculated and a proper choice of the computational 
domain in the horizontal piane can be done. 
Two grid resolutions have been considered in the horizontal piane, respectively a 
coarse one and a fine one, both characterized by having uniform grid spacing. The 
wall-normal (vertical) dimension of the domain has been chosen equal to Lz = 
408s, and unlike the horizontal planes, the cells are clustered in the wall region. In 
particular, in both simulations, about 30 cells have been placed within 8s and the 
first velocity point off the bottom wall is located at z+ .= l. The channel height in 
wall units is h+ =h/ z* = 3210 (where u7 is as usual the friction velocity, which can 
also be directly evaluated by the friction coefficient, fw = 2 u;.;u'g) and the thickness 
of the Stokes BL is 8% = 80. The details of the computational parameters are in 
Table 4.1, which shows that the two grids differ from each other for the resolution in 
the spanwise direction only. As it will be shown in the next section, this difference 
has. a dramatic effect o n the accuracy of the results. 
4.4 Results and discussion 
Figure 4.1 shows, for 3 complete cycles of the FG simulation, the free-stream stream-
wise velocity U(t) as recorded at the free-surface, the outer pressure gradient II(t), 
the temporal evolution of the wall shear stress T w an d the resolved, turbulent kinetic 
energy defined as: 
E = ~ j ( u"2 + v"2 + w"2 ) dV: 
where V = LxLyLz is the volume of the computational box. Note that hereafter 
the symbol" denotes fluctuating resolved quantities, whereas with 1 we indicate the 
total fluctuating quantity, namely resolved + SGS contribution. 
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Figure 4.1: Evolution along 3 periods of simulation of relevant bulk quantities: a) 
free-surface streamwise velo city; b) driving pressure gradient; c) wall shear stress; 
d) specific turbulent kinetic energy. 
Figure 4.1 shows that during the phase of acceleration the wall shear stress increases, 
it reaches the maximum value a bit earlier than the outer velocity, and later on de-
creases along the phases of deceleration. The evolution of the turbulent resolved 
kinetic energy is shifted back along the phases compared to that of the wall stress. 
In particular E starts to increase aro un d 30°, peaks slightly after 90° an d later o n 
decays. Such behavior has been detected in the IT regime as well Costamagna et 
al. (2003). The increase of the resolved energy is due to the acceleration in the flow 
field associated to the decrease of the favorable pressure gradient; turbulence is stili 
sustained when the outer velocity reaches its maximum (Uo) and the corresponding 
outer pressure gradient becomes zero, and, later on, the whole energy accumulated 
during the first phase is used to maintain the level of turbulence during the decel-
eration phases, when it decreases due to the increasing adverse pressure gradient. 
Such behavior agrees with experimental observations (Hino et al. (1976), Hino et al. 
(1983), JSF89, Akhavan et al. (1991a), Sarpkaya (1993)) . It is worth noting that 
even though the resolved turbulent kinetic energy is never zero, in the first phases of 
each half cycle turbulence tends to switch off, thus confirming both the observations 
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Figure 4.2: Non-dimensionai mean wall shear stress phase-averaged over the 14 
cycles: coarse grid (dashed line), fine grid (solid line), experimental data of JSF89 
(dots). 
of JSF89, w ho noticed the beginning of the acceleration phase to be in a transitional 
regime, either those of Sarpkaya (1993) who addressed how even at Rea ""' 1800 
there are stili some phases where the turbulence is not completely well developed. 
Figure 4.2 shows the numerica! and the experimental phase-averaged values of 
the wall shear stress. The coarse grid is not able to correctly evaluate the wall 
shear stress, due to the fact that the streaks are not properly resolved along the 
spanwise direction. On the other hand, the streaks are definitely well resolved by 
the fine grid, that indeed is able to give a good prediction of the wall shear stress. 
In particular the agreement between the wall shear stress obtained with the fine 
grid and that measured by JSF89 appears very satisfactory. The little discrepancy 
observable at the end of the deceleration phase seems to be a common feature of 
the numerica! simulations of the Stokes boundary layers (e. g. Costamagna et al. 
(2003) and Guizien et al. (2003)), and can be probably ascribed to the presence of a 
steady streaming in the experimental tests, as also reported in Sumer et al. (1993) 
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and Freds!Z)e et al. (1993). 
The evolution along the acceleration phase of the wall shear stress exhibits a typical 
two-slope behavior: the first part (up to about 40°) is characterized by a somewhat 
sinusoidal behavior and it is relative to the part of the cycle where E is around 
its own minimum (see Fig. 4.1) and turbulence is not well developed; the second 
part is characterized by a rapid increase of the wall stress that corresponds to the 
transition to turbulence and the increase of E of Fig. 4.1. This behavior, that is 
consistent with the experimental data of JSF89, is well reproduced by our fine-grid 
computation. After that the maximum value has been reached at about 80° the 
wall stress decays along the phase of deceleration. Again the fine-grid simulation 
predicts very well the behavior above discussed. The evolution of the wall stress an d 
of the outer velo city are not in phase between each other, in particular the fine-grid 
simulation gives a phase delay of the velocity field with respect to the wall stress 
to be about 10°, consistent with the experiments of JSF89, whereas a somewhat 
smaller value (around 5°) is obtained with the coarse grid. The friction coefficient 
obtained with the FG is very close to that obtained in the experiments of JSF89 
(fw = 0.0044) whereas the CG computation underestimates the friction coefficient 
by about 27% ( see Table 4.1). 
A further confirm of the good quality of the fine-grid simulation herein presented 
comes from the boundary layer thickness, defined as the distance from the wall where 
the mean shear is zero at 90°: our data give a value of 8/ a ~ 0.015 which is in fair 
good agreement with that shown in Fig. 24 of JSF89. 
The mean vertical profiles of the non-dimensionai streamwise velocity are plotted 
every 15° in Fig. 4.3, from 0° to 180°, for the fine grid, and for some phases for the 
coarse grid. The comparison with the experimental values is good especially for the 
fine grid, in particular during the first phases of the acceleration, from 15° to 45°. It 
is remarkable to note that in the near-wall region the velocity profiles obtained with 
the numerica! simulations are always slightly larger than the measured ones. Such a 
small difference has to be attributed to the above mentioned secondary circulation 
existing in the experimental channel, as stated in Sumer et al. (1993) and Freds!Z)e 
et al. (1993). The recirculation is associateci with a near-bed streaming of the arder 
of l% of the maximum velocity of the motion, and, as addressed by the authors, 
it is originated by the presence of the contraction sections at the two ends of the 
test tunnel. In a horizontally infinite domain, as that simulated in the present work, 
such secondary circulation is obviously absent. 
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Figure 4.3: Non-dimensionai mean streamwise veiocity (u)/Uo up to Zd = 298s (top) 
and near the wall (bottom): a) 0° fine grid ( dashed-dotted Iine) and coarse grid ( +), 
15° ( dotted Iine), 30° ( dashed Iine), 45° fine grid (soli d Iine) an d coarse grid ( +); b) 
60° ( dotted line), 75° ( dashed Iine), 90° fine grid ( soiid line) an d coarse grid ( +); c) 
105° ( dotted line), 120° ( dashed line), 135° fine grid (so Ii d line) and coarse grid ( +); 
d) 150° (dotted Iine), 165° (dashed line), 180° fine grid (solid Iine) and coarse grid 
( + ). Dots are the experimentai data of JSF89. 
4.4.1 The turbulent statistics 
Figure 4.4 shows the verticai profiies of the non-dimensionai Reynoids stresses ( u' w') 
piotted every 15°. As previousiy stated, the coarse grid simuiation is not abie to 
resoive the near-wall streaks that, as well estabiished, are responsibie for the devei-
opment of the cross-correiation (or, equivaiently, the Reynoids shear stress) (u'w'). 
As a consequence it is strongly underestimated by the coarse-grid simuiation espe-
cially a t 45°, when the near-wall turbulent shear stress strongly increases up to four 
times than that observabie at 30°. 
The generai under-estimation of the Reynoids shear stress in the wall region ob-
tained with the CG is key to expiain the Iow vaiues of the wall stress shown in 
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Figure 4.4: N an-dimensionai mean Reynoids shear stress ( u' w') fU{; from 15° to 
180° for the fine grid (soli d line) an d the coarse grid ( dashed Iine). Dots are the 
experimentai data of JSF89. 
Fig. 4.2. As regards the results of the FG, the agreement between numericai and 
experimentai data is very good, except for the Iast three phases characterized by a 
strong decrease of turbuience. 
The presence of the Reynolds shear stress is a: signature of turbulent activity in wall-
bounded turbulence. The analysis of Fig. 4.4 shows that such activity is particularly 
evident in the near-wall region and during the centrai phases of the cycle, from 45° 
to 135°, when non-zero values of (u'w') extend along almost half-channel. On the 
other hand, during the initial and the final parts of the cycle, the Reynolds shear 
stress tends to be vanishingly small. 
In Fig. 4.5 and 4.6 we show the comparison between computed and measured 
rms ( also referred to as turbulence intensities) of the streamwise and vertical velocity 
components respectiveiy. As regards Urms our results are in good agreement with 
the experimental ones especially from 30° to 105° where well-developed turbulence is 
observed. No appreciable differences between the results of FG and CG are detected 
for such quantity. As regards the vertical turbulence intensity Wrms, a generai go od 
agreement between FG results and experimental data is observable in the near-wall 
regio n from 60° to 120°. O n the other han d large differences are observable in the 
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Figure 4.5: Non-dimensionai streamwise turbulence intensity Urms/Uo from 15° to 
180° for the fine grid (soli d line) and the coarse grid ( dashed line) . Dots are the 
experimental data of JSF89. 
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Figure 4.6: Non-dimensionai vertical turbulence intensity Wrms/Uo from 15° to 180° 
for the fine grid (soli d line) and the coarse grid ( dashed line). Dots are the experi-
mental data of JSF89. 
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Figure 4.7: Non-dimensionai cross-stream turbulence intensity Vrms/Uo from 15° to 
180° for the FG simulation. 
outer region: a possible reason may be the different boundary conditions at the top of 
the channel in the experimental set-up with respect to those of our computations. It 
is noteworthy that the vertical turbulent intensity predicted with the CG simulation 
is qualitatively wrong a t 45°, w h ere a rapid increase of the turbulence level associateci 
to a corresponding increase of the wall shear stress is detected. 
Finally, Fig. 4. 7 shows the vertical distribution of the cross-stream velocity fluc-
tuations Vrms· Similar to a canonica! steady boundary layer, this quantity rapidly 
increases in the near-wall region, reaches its maximum where the streamwise fluctu-
ations are large and, in the far field it slowly decays. For this quantity experimental 
data are not available, since in the experiments of JSF89 two-dimensional measure-
ments of the velocity field have been carried out. 
The eddy viscosity VT = -(u'w')/d(u)jdz normalized with the molecular one v 
is shown in Fig. 4.8. For all the phases VT/v grows with z+3 at the wall (not shown 
here), as in a canonica! boundary layer. 
A common feature at all the phases is the presence of a distance from the wall at 
which the velocity profiles have a maximum, corresponding to d(u)jdz = O and 
thus to a singularity in the vertical distribution of the eddy viscosity. Figure 4.8 
shows that the vertical location of the singularity monotonically increases going 
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Figure 408: Non-dimensionai eddy viscosity vrfv: a) 15° (•), 30° (D), 45° (+);b) 
60° (•), 75° (D), 90° (+);c) 105° (•), 120° (D), 135° (+);d) 150° (•), 165° (D), 
180° (+)o 
on along the half cycleo It is interesting to observe that the eddy viscosity behaves 
differently in the two regions above discussedo In the near-wall region, located below 
the singularity point, along the initial parts of the half cycle (from 0° to 45°) the 
eddy viscosity is very small and rapidly increases from 0(1) to 0(10)0 As far as 
the phase increases, the eddy viscosity in the near-wall region reaches values arder 
102 up to the final stages of the half cycleo Conversely, the outer region (above the 
singularity point) is characterized by having a nearly constant eddy viscosity 0(102) 
along the whole half cycleo In particular we observe the presence of relevant eddy 
viscosity up to zd/8s "'25, well above the singularity point, that, according to the 
canonica! definitions of boundary layer theory, would characterize the thickness of 
the oscillating boundary layero 
As well known, a logarithmic vertical distribution of the mean streamwise veloc-
ity characterizes a steady boundary layero The presence of the log-layer u+(z+) = 
(1/f\;) log(z+) +A (where t\; is the Von Karman constant) has also been detected in 
the experiments of JSF89 far the Stokes boundary layero In particular, the authors 
ha ve observed t ha t: o o o the higher Re, the earlier the logarithmic layer com es into 
existenceo At Re = 6 x 106 they have observed the existence of a log-layer with 
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Figure 4.9: Mean streamwise velocity profiles in semi-log plot. Solid line, log-law 
with "' = 0.41 and A = 7. 
"' = 0.4 and A = 5, values nearly equal to those of a canonica! steady boundary 
layer, to span the half cycle from about 15° to about 150°. 
Our results are consistent with those of the experimental investigations. Since the 
Reynolds number of our simulation is smaller than that of JSF89, a log-layer is ob-
served to span from about 60° to about 150° (Fig. 4.9). Thus, as also observed in 
low-Reynolds number investigations of the Stokes boundary layer, the development 
of a fully turbulent boundary layer occurs earlier in the cycle with the increase of 
the Reynolds number. On the other hand, the last phase at which a log-layer is 
observed in our case is nearly equal to that of JSF89 at a Reynolds number as large 
as four times our value. It can be argued that, once turbulence is well developed, 
the last phase at which it is stili sustained is nearly independent on the Reynolds 
number. The Von Karman constant found in our case differs from the theoretical 
value of "' = 0.41 by no more than 12% along the phases, whereas the intercepta 
A looks more sensitive to the phase position along the half cycle. In particular it 
appears to range from A ~ 7 for 60° < wt < 105° to A ~ 5 for 120° ~ wt ~ 150, 
probably due to a Reynolds number effect. 
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The concept of mixing length is closely related to the existence of the log-layer. 
In our case, we ha ve evaluated the mixing length lr = vr / K,U7 for those phases 
where the log-layer clearly appears, namely from 60° to 150°. In the estimation of 
lr, we have kept constant fi, = 0.41, while vr is the mean value of the eddy viscosity 
in the core of the log-layer (where the eddy viscosity expressed as a function of 
wall-units reaches a plateau on a semi-log p lo t), and u7 is the mean friction velocity 
at the corresponding phase along the half cycle. The mixing length, expressed in 
wall units, increases from a value of about 120 at 60° up to the maximum of 212 
at 120°, then decreasing to around 190 at 150°. Since the mixing-length is a rough 
measure of the extension of the largest eddies present in the fiow field, we observe 
that, once the log-layer has established in the half cycle, the vertical scale of these 
eddied increases up to a maximum value which is about 1/15 of the entire channel 
height and about twice the thickness of the laminar Stokes boundary layer. 
4.4.2 The turbulence structure 
A signature of turbulent activity in a fiow is the presence of kinetic energy of 
the fluctuating velocity field, distributed along a wide range of wave-lengths. Fig-
ures 4.10, 4.11, 4.12 show respectively the spectra of resolved streamwise, spanwise 
and vertical kinetic energy along the streamwise direction, at Zd = fls. 
In the initial phases of the acceleration part of the half cycle ( around 15°), 
Fig. 4.10a shows that the level of the turbulent kinetic energy appears to be small. 
Interestingly, at this phase the spectrum of the spanwise kinetic energy E22/U6 
(Fig. 4.11a) has the same order of magnitude of E 11 /U6, whereas the spectrum of 
vertical kinetic energy E33 jUJ is about one order of magnitude smaller than that of 
the other two components (Fig. 4.12a). In other words, as will be also shown later, 
at this phase turbulence is much more energetic in the horizontal planes rather than 
in the vertical direction. As the phase of motion increases (Fig. 4.10a, 4.12a, 4.11a) 
the overall level of energy increases in the streamwise as well in the vertical direc-
tion along the whole range of wavenumbers, thus indicating that the rapid growth 
of turbulence occurs through interaction between streamwise and vertical motion. 
When the phase ranges between 45° and 105° (Fig. 4.10a,b,c; 4.12a,b,c; 4.11a,b,c) 
the energy spectrum is nearly unchanged, and the presence of the inertial subrange, 
having a canonica! slope k-513 , can be detected in the plots. Incidentally we observe 
that the cut-off in our LES is performed within the inertial subrange, as expected 
for the dynamic model to work properly. During the late phases of the deceler-
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Figure 4.10: Spectra of non-dimensionai resolved streamwise kinetic energy En/UJ 
along the streamwise direction, at zd = 88 : a) 15° (dotted line), 30° (dashed line), 
45°(solid line); b) 60° (dotted line), 75° (dashed line), 90° (solid line); c) 105° (dotted 
line), 120° (dashed line), 135° (solid line) ; d) 150° (dotted line) , 165° (dashed line), 
180° (solid line). The straight line is the k-513 law. 
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Figure 4.11: Spectra of non-dimensionai resolved spanwise kinetic energy E22/U'd 
along the streamwise direction, at zd = 88 : a) 15° (dotted line), 30° (dashed line), 
45° ( solid line); b) 60° ( dotted line), 75° ( dashed line), 90° (soli d line); c) 105° ( dotted 
line), 120° (dashed line), 135° (solid line) ; d) 150° (dotted line), 165° (dashed line), 
180° (solid line). The straight line is the k-513 law. 
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Figure 4.12: Spectra of non-dimensionai resolved vertical kinetic energy E33/U6 
along the streamwise direction, at Zd = bs: a) 15° (dotted line), 30° (dashed line), 
45°(solÙlline); b) 60° (dotted line), 75° (dashed line), 90° (solid line); c) 105° (dotted 
line), 120° (dashed line), 135° (solid line) ; d) 150° (dotted line), 165° (dashed line), 
180° (solid line). The straight line is the k-5/ 3 law. 
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Figure 4.13: Vertical profiles of production rate (solid line) and dissipation rate 
( dashed line) of the resolved turbulent kinetic energy from 15° to 180°. 
ation part of the half cycle the turbulent resolved energies decrease at all scales 
(Fig. 4.10d; 4.12d; 4.11d), but, similarly to the behavior observed at 15°, the verti-
cal kinetic energy decays much more rapidly than the other components. At these 
phases the presence of the inertial subrange is no longer detected. 
In arder to get a picture ofthe mechanism by which turbulent energy is generated 
and dissipated along the oscillation, in Fig. 4.13 we show the evolution of the mean 
production and dissipation rates of the resolved turbulent kinetic energy throughout 
the half cycle: 
PK = -(u"w") d(u) - (713) d(u)' (4.3) dz dz 
l au~' au~' 
(4.4) EK = R(ff-71-) + (TijSij) 
e Xj Xj 
Figure 4.13 shows that both production and dissipation of turbulent kinetic energy 
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Figure 4.14: Vertically integrated production rate of K from 15° to 180°. 
switch on at 45° and, from 45° to 120° their vertical distribution resembles that of 
a canonical steady boundary layer. On the other han d, going along the half cycle, 
both terms strongly decrease up to a complete suppression observable from 165° 
t o the end of the half cycle. The maxima of pro d uction rate are very dose to the 
wall, located approximately at 0.175s between 60° and 120° that, in wall units, 
~orresponds to z+ ~ 12 - 15, thus within the buffer layer. 
The evolution along half cycle of the vertically integrated production rate of 
the resolved turbulent kinetic energy (Fig. 4.14) clearly shows that this quantity 
sharply increases at 45° (with a value as large as four times that at 30°), reaches 
the maximum at about 90° and, later on, gradually decreases along the deceleration 
stages of the half cycle. 
4.4.3 Turbulent coherent structures 
The presence of coherent structures in a turbulent flow has been recognized to be 
responsible for mixing of mass and momentum as well as for the generation of 
the Reynolds stresses. Most of experimental and numerical studies aimed at the 
identification and interpretation of the coherent structures have dealt with steady 
wall-bounded flows (for a review see Robinson (1991)). Recently, the evolution of 
turbulent coherent structures in a Stokes boundary layer has been investigated by 
Sarpkaya (1993) and by Costamagna et al. (2003) in the IT regime. 
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Figure 4.15: Contour plots of the fluctuating streamwise velocity u" with respect to 
the plane-averaged throughout a cycle at Zd = 08 • Regions with negative values are 
depicted in scales of gray. 
In particular, in the experimental study of Sarpkaya (1993) it has been found that 
at Re8 ~ 400 irregularly spaced low-speed streaks are observable between the final 
decelerating phases and the early accelerating ones, where they completely disap-
pear. At Re8 ~ 420-460, these streaks begin to interact with each other, giving rise 
to quasi-coherent structures. At these values of Re8 vortical structures eventually 
start to emerge. They increase in number and tend to merge in a single streak, 
which after being became sinuous, breaks into shorter segments which during the 
deceleration grow in amplitude giving rise to heart-shaped small structures. 
The numerical investigation of Costamagna et al. (2003) of the same flow as that 
studied by Sarpkaya (1993) but at a value of Re8 as large as 800 shows that the gener-
ation of longitudinal equi-spaced streaks appears around the end of the acceleration 
phase of the cycle and that their break-up always occurs during the deceleration 
phase of the cycle. 
Our results are in partial agreement with the finding of the previous authors. 
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Figure 4.16: Contour plots of the fluctuating streamwise velocity u" with respect 
to the plane-averaged throughout a cycle at zd =56's. Regions with negative values 
are depicted in scales of gray. 
Figure 4.17: Contour plots of the fluctuating streamwise velocity u" with respect to 
the plane-averaged throughout a cycle at zd = 108s. Regions with negative values 
are depicted in scales of gray. 
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Figure 4.18: Contour plots of the fl.uctuating streamwise velocity u" with respect to 
the plane-averaged throughout a cycle at zd = 1565 • Regions with negative values 
are depicted in scales of gray. 
Figure 4.19: Contour plots of the fl.uctuating streamwise velocity u" with respect to 
the plane-averaged throughout a cycle at zd = 2085 • Regions with negative values 
are depicted in scales of gray. 
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Figure 4.20: Contour plots of the fluctuating streamwise velocity u" with respect to 
the plane-averaged throughout a cycle at zd = 2588 • Regions with negative values 
are depicted in scales of gray. 
Figure 4.15 shows the contour plot of the streamwise resolved velocity fluctuations 
u" over a piane at zd = 8s along a. half cycle. Consistently with the above mentioned 
investigations, narrow longitudinal streaks initially appear in the flow field ( at 15° in 
the present case), an d look well developed an d equi-spaced along the y-direction a t 
30°. Later on (at 45°) they rapidly coalesce into single more energetic structures and 
finally they break into small structures. The presence of a large population of such 
small structures is evident from 60° (late acceleration part) to 135° ( deceleration 
part) . Later on, from the phase angle 150° to the end of the deceleration part, the 
observed structures tend to decay in intensity and at the same time to loose their 
own elongated shape (up to 180°). 
In order to have a complete picture of the vertical development of the structures, 
we show in Fig. 4.16, 4.17, 4.18, 4.19 and 4.20 the fluctuations u" over five different 
planes, respectively at Zd = 5, 10, 15, 20, 2588 • Distinct streaks are very difficult to 
detect at these planes: at zd = 588 the intensity of the structures evolves similarly 
to what described for zd = 8s (Fig. 4.16) with a stronger energetic feature at the 
centrai phases of the half cycle. At Zd = 1088 the accelerating stages appear rather 
weaker than the decelerating ones, and some structures similar to the heart-shaped 
ones shown by Sarpkaya (1993) (although at Reynolds number as large as one fourth 
of that one simulated in this work) are visible at 135° and 150°. Going farther from 
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the wall, the intensity rapidly decreases, and at zd = 2588 the field results uniform, 
with very low values of u". Turbulent structures are thus concentrateci in the very 
near-walllayer, as already described in 4.4.1. 
The qualitative comparison of the present results obtained in the turbulent 
regime (Re0 = 1790), with those of Sarpkaya (1993) at Re0 rv 420- 460 and of 
Costamagna et al. (2003) at Re0 = 800 relatively to the intermittent turbulent 
regime, shows that the genesis and evolution of the near-wall streaks is nearly in- . 
dependent on the flow regime: the presence of elongated equi-spaced streaks, their 
coalescence and their successive destruction into a large population of smaller ener-
getic structures seems to be a common feature of the three investigation and thus 
of either the IT and the T regimes. On the other hand, the phases in the half cycle 
along which the streaks develop, evolve a.nd eventually break into small structures, 
are strongly dependent o n the value of the Reynolds number. The analysis of our re-
sults against those of Sarpkaya (1993) and Costamagna et al. (2003), suggests that 
the formation of the elongated equi-spaced streaks is shifted back along the half 
cycle toward the phases of acceleration and that the break-up of these structures 
does not occur necessarily along the deceleration phases. Indeed, we observe this 
break-up to occur approximately at a phase angle between 45° and 60°, well before 
the beginning of the deceleration phases. 
As argued by Sarpkaya (1993), according to Lam and Banerjee (1992) there exists 
a criticai value ofthe shear Reynolds number Re~rit = u7 8s/v = (v'2Re0 ) 112 ranging 
from 20 to 28 below which the wall-layer streaks disappear. An average value of 
Re~it ~ 24 gives Re0 ~ 400, which corresponds to the threshold at which the streaks 
appear and disappear periodically in Sarpkaya's experiments. Our Re0 = 1790 yields 
Re* ~ 50, which is larger than the criticai value expressed by Lam and Banerjee 
(1992). However, if we apply the Re~rit criterion of Lam and Banerjee (1992) using 
the local friction velocity evaluated at each phase during the oscillation, we observe 
that only in the range 150° - 180° values of Re* order 30 (near the threshold given 
by Lam and Banerjee (1992)) are recorded, whereas, in the remaining parts of the 
half cycles values of Re* ranging from 40 to 80 are calculated. On the other hand, 
as observed in Fig. 4.15, the presence of well-evidenGed elongated structures can be 
detected from about 15° up to 150°, in the range of phase angles at which Re* is 
well above the criticai value. This suggests that, though Sarpkaya (1993) addressed 
as fortuitous the agreement of his results with the aforesaid criterion of Lam and 
Banerjee (1992), our results are of support to his intuition. Indeed, we observe that 
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such criterion may be holding in the case of oscillating boundary layer, provided 
that the shear Reynolds number be calculated at each phase using the local-in-time 
friction velocity. 
Similarly to the steady bounciary layer, in the Stokes BL as well, the presence 
of the near-wall streaks has been associateci to the presence of relevant fluctuating 
vorticity. A very effective way to visualize the vortical structures in the turbulent 
fielci has been recognizeci to be the Q-criterion (Dubief anci Delcayre (2000)). As 
known, Q is the seconci invariant of the velocity gradient tensor Vu anci is defined 
as: 
l - - - - l 8ui 8uj 
Q= 2(nij nij- sij sij) = - 2 axj axi, (4.5) 
where nij and Sij are respectively the antisymmetric anci the symmetric components 
of the resolved velo city gradient tensor. By definition, Q represents the balance 
between the rotation rate n2 and the strain rate S2 , thus positive values of Q 
identify regions where the rotation dominates the shear. The condition Q > O 
has been founci to be effective in the icientification of regions characterized by the 
presence of coherent vorticity (Hunt et al. (1988) ). 
Figure 4.21 shows the evolution of the isosurfaces Q/Qo = 0.075 (with Qo = U6 ja2) 
from 45° to 150°, obtained using the same instantaneous field ofFig. 4.15. Rotational 
motion appears to cievelop at 45°, along elongateci vortical structures that appear 
to be well correlateci with the streaks of Fig. 4.15 at the same phase. The vortical 
structures visualizeci by Q appear to increase in number anci, at the same time, to 
decrease in size, still remaining orienteci along the streamwise direction anci inclineci 
upward, along the half cycle. 
Interestingly, once the break up of the the initial long streaks has occurreci 
(arounci 60°), a large population of elongateci short vortical structures is present 
in the flow fielci and their number and intensity gradually ciecreases along the ciecel-
eration phases of the half cycle. 
The visual analysis suggests that the low-speeci streaks of Fig. 4.15 are well cor-
relateci with the vortical structures icientifieci in Fig. 4.21. To demonstrate more 
concretely this feature, in Fig. 4.22 the scatter plot of the local value of Q against 
the local fluctuating velocity u" is shown along the half cycle. As the phase increases 
we observe that the clouci ofpoints tends to move upwarci (toward the region Q> O) 
anci to spreaci towarci the regions of large fluctuations. This behavior inciicates that, 
as the phase increases from 45° to 90°, the fluctuating velocity field is more anci 
more related to the presence of vortical motion. This correlation tends to decreases 
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Figure 4.21: Isosurfaces of Q in the wall-region from 45° to 150°. The value Q/Qo = 
0.075 is visualized. 
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Figure 4.22: Scatter plot of Q as a function of u" at za = 8s along the half cycle. 
during the deceleration phases of the half cycle, and, specifically, the distribution 
of the points appears roughly symmetric with respect to the axis Q = O at 150°. 
Figure 4.22 also shows that the distribution of points is nearly symmetric with re-
spect to the axis u" = O thus showing that vortical motion is well correlated with 
the presence of either low-speed and high-speed streaks. 
The above analysis has shown that at the late stages of the deceleration part 
of the half cycle up to the early stages of the acceleration, turbulence appears to 
be less energetic, and the shape of the coherent structures to be different from 
those developing along the rest of the half cycle. One question of interest is to 
understand whether the shape of turbulence (intended as the shape of the structures 
that are prevalent in the flow field) changes along the half cycle. An effective tool for 
understanding such features is the Lumley's map (Lumley (1978)) of the invariants 
of the anisotropy tensor: 
with 8ij the Kronecker symbol. 
(u~uj) 1 
b··- ----8 .. 
tJ- 2K 3 tJ 
The square root of the second invariant (n;/2) ·quantifies the amount of anisotropy 
in the flow field , while the cubie root of the third invariant (III; /3 ) gives the shape 
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Figure 4.23: Anisotropy of the Reynolds stresses along half cycle shown using the 
Lumley invariant map: O < zd/8s < l (crosses) ; l < zd/8s < 5 (light dots); 
5 < zd/8s < 25 (black dots). The horizontal axis is III:/3 , the vertical axis is IIi/2 . 
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of anisotropy. Lumley (1978) has demonstrated that any turbulent state cannot lie 
out of the triangle of Fig. 4.23. The point (0, O) represents isotropic turbulence, 
the lines originating from (0, O) represent axis-symmetric turbulence ( cigar-like on 
the right an d pancake-like o n the left), w hereas the line o n the top of the triangle 
represents two-component turbulence. 
Figure 4.23 shows the vertical distribution of the turbulent states along half 
cycle. At the early stage of acceleration the near wall region is characterized by 
two-components turbulence that gradually goes toward a shape characterized by 
one component (streamwise) larger than the other two, stili far from the canonica! 
BL behavior (for comparison see Fig.11.1 of Pope (2000)). On the other hand the 
behavior of the far field shows that, as far as the distance from the wall increases, 
turbulence moves along the cigar-like behavior in direction of one-dimensional tur-
bulence, that means that basically two of the three components of turbulence tend to 
be vanishingly small. This behavior is stili present at 30° although less accentuated 
than in the previous case. From 45° to 135° the distribution of points resembles 
that of a boundary layer and the points representative of the log-layer Qust below 
the knee) are well visible in the plots. In these cases we also observe that in the 
far field, similarly to the canonica! steady wall-turbulence, there is a trend toward 
isotropization, in that the structures tend to be thicker and less elongated. At 150° 
a behavior similar to that observed at 15° is recovered, in that the near-wall fea-
tures tend to change little, whereas, in the far field, turbulence tends to decay more 
rapidly in the cross-stream direction than in the streamwise, and a return toward 
the one-component state is detected. Finally, the late deceleration is characterized 
by a near-wall behavior that dramatically wanders off that of the earlier cases. In 
particular, near-wall turbulence moves toward two-component and pancake-like tur-
bulence, thus indicating that the vertical component tends to decay very rapidly ( as 
also observable in Fig. 4.12), whereas, in the far-field, the cigar-like behavior that 
evolves toward the one-component turbulence is stili detected. 
The auto-correlation functions of the velo city field supply information on the av-
erage length over which the velocity field remains correlated with itself, and thus on 
the extension ( on average) of the structures. Figure 4.24 shows the auto-correlation 
functions evaluated at zd = bs. At the early phases of the acceleration part of the 
half cycle, large correlation lengths appear in the horizontal velocity components, 
in that the length scales over which the streamwise and spanwise fluctuations are 
present are larger than those at which the vertical fluctuations are observed. As the 
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Figure 4.24: Two-point spatial normalized autocorrelation functions along the 
streamwise direction (at zd = 8s), from 15° to 180°: R(u', u') (solid line), R(v', v') 
( dotted line) an d R( w', w') ( dashed line). The autocorrelation function is averaged 
in the spanwise direction and spans half the computational domain. 
phase increases, the correlation length of the streamwise fluctuating field appears 
much larger than those of the remaining components, as in steady wall-bounded 
turbulence, thus informing on the cigar-like shape of turbulence, and finally, at the 
late deceleration phases of the half cycle, the correlation length of the vertical mo-
tion decays more rapidly than those of the horizontal motion, and the structure of 
turbulence moves toward the pancake-like shape. 
Finally, Fig. 4.24 also shows t ha t the auto-correlation functions evaluated a t zd = 8s, 
tend to decay within less than half of the computational domain, thus demonstrat-
ing that the computational box is large enough to correctly reproduce the relevant 
scales of turbulence (see Moin and Mahesh (1998)). 
4.5 Performance of the SGS model 
As previously stated in section 4.3 and widely described in 2.5.4, the subgrid-scale 
(SGS) stresses Tij are modeled by means of a mixed dynamic model composed by 
an anisotropie scale-similar ( ss) part and an eddy viscosity ( ev) part. Such model 
has been proved by many authors to be able to correctly simulate equilibrium as 
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Figure 4.25: Vertical profiles at 90° of: a) Reynolds shear stress: total ( (u'w'), solid 
line); resolved ( ( u" w"), dashed-dotted line); scale-similar part ( T13,ss, dashed line); 
eddy viscosity part ( Tl3,ev, dotted line). b) Dissipation rate of resolved kinetic energy 
made non-dimensionai with u;.;v: total (solid line); resolved (dash-dotted line); ss 
component ( dashed line); ev component ( dotted line). c) Eddy viscosity to molecular 
viscosity ratio: total (soli d line); resolved ( dash-dotted line); ss component ( dashed 
line), ev component ( dotted line). 
well as non-equilibrium flows. Specifically it works properly due to the presence of 
a scale similarity part able to take into account for the rapid-variable component of 
turbulence that depends explicitly on the mean shear, whereas the eddy viscosity 
part reproduces the slow-variation component of turbulence independent on the 
mean velocity gradient (for details the readeris referred to Shao et al. (1999)). 
Here we briefly show how the two parts of the model behave in the flow under 
consideration. 
In Fig. 4.25 the vertical profiles of the Reynolds shear stress, the dissipation rate 
and eddy viscosity at 90° (when turbulence is at its climax) are shown. As expected 
the ss part, that takes into account for the unresolved, more energetic, scales of 
turbulence contributes at a larger extent to the Reynolds shear stress more than 
the ev part (Fig. 4.25a). In particular T13,ss contributes by about the 25% to the 
composition of the total shear stress ( u' w'). A similar behavior is observable for 
the dissipation rate (Fig. 4.25b). Specifically, most of the SGS dissipation rate of 
turbulent kinetic energy comes from the ss part of the model, consistently with the 
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Figure 4.26: Mean values throughout the cycle: a): Reynolds stress at zd ~ 0.58s: 
total (u'w') (•), (u'w')- (u')(w') (•), (u'w')ss (À), (u'w')ev ('f); b) dimensionless 
dissipation at zd ~ 0.158s: total ( • ), ss component (À), ev component ('f); c) nor-
malized turbulent viscosity at zd ~ 28s: total ( • ), ss component (À), ev component 
('f). 
results obtained in steady wall-bounded turbulence by Armenia and Piomelli (2000). 
As a results that the ss part of the SGS Reynolds shear stress is much larger than 
the ev one, the subgrid scale eddy viscosity associateci to the ss part of the model 
is about one arder of magnitude larger than that associateci to the ev part of the 
model (Fig. 4.25c). The sum of the two SGS contributions is about one arder of 
magnitude smaller that the resolved one, thus showing that, as usual in resolved 
LES, most of the energetic scales of turbulence are solved directly. 
The distributions of the main SGS quantities along the vertical direction in the 
phases at which turbulence is fully developed are similar to those obtained in steady 
wall-bounded turbulence, thus showing that no particular needs are required to the 
dynamic mixed SGS model for the simulation of unsteady oscillating fiows when 
turbulence is fully developed. 
A more stringent test of the models is in checking its own ability in adapting to 
the locallevel of turbulence, in the phases of the cycle where the inertial subrange 
is not observable and turbulence is prone to decay. 
In arder to check these characteristics we analyze the evolution of the above discussed 
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quantities along the half cycle at a significant distance from the wall. Figure 4.26 
shows that the dynamic model contributes to the composition of the Reynolds shear 
stress, the dissipation rate and the eddy viscosity consistently along the half cycle. 
During. the final phases of the deceleration p art an d the. initial phases of the accel-
eration, consistently with the fact that turbulence activity is very small, the SGS 
Reynolds shear stress, dissipation rate and eddy viscosity are vanishingly small. As 
turbulence activity grows up, for example from 45° onwards, the subgrid scales pro-
portionally contribute to the development of the above discussed quantities, thus 
showing that the dynamic model adjusts properly to the actuallevel of turbulence 
and therefore reacts to supply the contribution to turbulence coming from the small 
scales. 
The results shown in this section clearly demonstrate the good performance of 
the SGS model adopted, and incidentally confirm what stated by Scotti and Piomelli 
(2001) concerning the suitability of LES in the study of unsteady turbulent flows. 
Chapter 5 
The rotating oscillating flow 
The second phase of the present dissertation is formally based on a change of the 
reference frame. The turbulent oscillating f:low studied in the previous chapter is 
now recast in a rotational frame in order to describe the effects due to the Earth 
rotation. This aspect is of fundamental importance when geophysical flows have to 
be investigated. 
It is noteworthy that we are presently more interested in the effects due to the 
prese n ce of a rotation axis w hich is perpendicular t o the p lane of the mean shear, 
rather than in those due to the variation of the rotation rate, which in our case is 
quite low. 
As clearly summarized by Piomelli and Liu (1995), an important effect of sys-
tem rotation is the inhibition of the turbulent energy transfer from large to small 
scales, thus leading to a reduced turbulence dissipation and a decreased decay rate 
of turbulence energy. For what concern turbulent channel f:low, system rotation can 
have both a stabilizing and a destabilizing inf:luence, thus respectively enhancing or 
reducing turbulence activity. 
So far, the presence of an oscillating forcing in a rotating f:low has no t been 
investigated. 
5.1 Stability parameters in rotating shear fiows 
It is well known that in nearly parallel f:lows the presence of a mean velocity shear 
normal to the axis of rotation may have either a stabilizing or a destabilizing effect, 
depending on whether the angular velocity and mean shear vorticity (i.e. the vor-
ticity associated to the mean shear) have the same or opposite signs (see among the 
77 
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others Hopfinger and Linden (1990), Kristoffersen and Andersson (1993)). The sign 
and the value of parameter S, defined as the ratio between the background vorticity 
and the mean shear vorticity, rule the importance of rotation in shear flows. In 
particular, the background vorticity and the shear vorticity are parallel if S > O, 
and anti-parallel otherwise. 
For the case that concerns our interest, consider an approximately unidirectional 
shear flow with mean velocity U = U(z), directed in the x-direction in a frame 
characterized by an angular velocity n about the y axis. The parameter S reads as: 
where ( = dU /dz is the mean shear vorticity. As pointed out by Kristoffersen and 
Andersson (1993), such vorticity ratio is a form of gradient rotation number, or an 
inverse Rossby number. Following the intuition of Bradshaw (1969), who drove a 
formal algebraic analogy between the Richardson number and the parameters ruling 
the effect of rotation (or streamline curvature) on a turbulent flow, Tritton (1992) 
suggested to call B = S ( S + l) ( the equivalent gradient 'Richardson number' defined 
by Bradshaw, who first recognized its importance) the Bradshaw number. Since the 
Richardson number is negative for destabilized flow, then the effect of rotati o n is 
therefore destabilizing when B < O, that is when -l < S < O, and the maximum 
destabilization occurs for B = -1/4, that means S = -1/2. Both S <-l and S >O 
are associateci with stabilized flow. It is noteworthy to stress that in turbulent shear 
flows 'stabilized' relates with decrease of turbulence intensity, and 'destabilized' 
relates with increase of turbulence intensity (Kristoffersen and Andersson (1993)). 
5.2 The turbulent neutral Ekman layer 
The role played by B in rotating flows was formally demonstrated by the experi-
mental work of Johnston et al. (1972) by recasting the transport equations for the 
Reynolds stress tensor components, showing as the rotation may redistribute the 
energy among the components of the turbulent kinetic energy. The demonstration 
was reported by Coleman et al. (1990) (henceforth referred to as CFS90) in their 
numerica! study of the turbulent Ekman layer, a statistically stationary archetype of 
the neutral planetary boundary layer (PBL). The latter paper represents the main 
reference in the present phase of the thesis, describing formally what we are actually 
interested in, even if in our case the point of view is directed not above but under 
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the sea surface, with the tidal current constituting the geostrophic wind. 
The authors emphasized on the source term 2nH( (w2)- (u2)) (where nH is the hor-
izontal component of the Earth rotation, considered positive when paraliel to the 
mean shear vorticity, and w and u are respectively thè vertical and the streamwise 
components of the fluctuating velo city) produced by the Coriolis force associated 
with nH in the dynamic equation for the shear Reynolds stress -(uw). As the 
streamwise rms values are significantly larger than the vertical ones throughout the 
Ekman layer, a positive nH implies a reduction, and a negative nH means an in-
crease of the turbulence activity, as known related with -(uw). The role played by 
n in the stability parameter B is therefore here expressed by nH, and the mean 
shear vorticity d eri ves properly from the mean vertical gradient U = U ( z). Since 
the osciliating flow changes periodicaliy sign throughout the whole cycle, the as-
sociated vorticity wili be paraliel or anti-paraliel to the background vorticity nH, 
thus we expect that the flow wili assume periodicaliy stabilizing and destabilizing 
characteristics. 
Due to the substantial influence played by the horizontal component nH in turbu-
lence activity, CFS90 conclude that the 'f-plane' approximation cannot be adopted 
for numerica! simulations of the Ekman layer. Similar conclusions were also previ-
ously drawn by Etling and Wippermann (1975) and Leibovich and Lele (1985): the 
horizontal component of rotation is responsible to the reduction of the minimum 
Reynolds number relative to the first grow of disturbances and to the wideness of 
the unstable wavenumber band, in comparison with the case considering only the 
vertical component. 
5.3 The problem formulation 
The flow here investigated is stili driven by an harmonic mean pressure gradient 
aligned with the x-direction: 
dPd 
-d (td) = -Uowcos(wtd) 
X d 
with dPd/ dxd a mean, inertial, time-varying, dimensionai pressure gradient, U0 the 
maximum inertial velocity induced by the pressure gradient, w the angular frequency 
of osciliation and td the dimensionai time. The pressure gradient defined above stili 
results into the osciliating inertial velocity U(td) = Uosin(wtd)· 
The main difference from the pure osciliating case is the presence of the Coriolis 
force which introduces a transverse pressure gradient in the cross-stream component 
l 
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of the momentum equation, thus originating an oscillation also in the cross-stream 
velocity component. 
The parameters describing the turpulent Ekman layer are the Rossby number, 
which can be expressed as the ratio b~tween the inertial and the rotational angular 
l 
velocities, and a Reynolds number dependent on the intensity of the geostrophic 
fiow (CFS90), which in our case is represented by the tidal forcing. 
The Rossby number plays the same role as the Keulegan-Carpenter number defined 
in the first chapter: it depends on thy real (not-scaled) oceanographic values and 
must be kept constant in the scaling procedure. It can be expressed as the ratio 
between the angular velocity associat~d to the ti dal flow w M2 and t ha t associateci 
to the Coriolis force, namely the Cortiolis parameter frs = 2f!sinc/>, where n = 
l 
7.272 x 10-5 rad/s is the angular velocity of the Earth and 4> = 45° is the latitude of 
the Gulf ofTrieste (see also 1.4). The Rossby number is thus: Ro = WM2/ frs = 1.36. 
After the scaling procedure described ~n section 4.1, the angular velocity associateci 
to the oscillating forcing becomes w= p.0449 rad/s and therefore the scaled Coriolis 
parameter reads as f =w/ Ro = 0.0331radjs. 
Following CFS90, the Reynolds numb~r is defined as 
: G 
Rei=--, /[0 
where G = U0 =l m/s (in CFS90 G is;defined as the geostrophic wind speed, but in 
our case i t corresponds to the tidal cu~rent), v is the kinematic viscosity defined in 
l 
4.1 and f is the Coriolis parameter. With such values we obtain Re= 2086, which 
l 
is four times larger than the higher R~ynolds number investigated by CFS90. 
Previous numerica! studies (DNS by Ktlstoffersen and Andersson (1993) and LES by 
l 
Tafti and Vanka (1991)) investigated turbulent channel flow at low Reynolds num-
bers an d a t different rotation rates, being particular ly interested in relaminarization 
effects and in rotational-induced structures. As previously stated, our interest is in-
stead more focused on the influence of rotation in a fully-developed turbulent flow. 
Following the seminai paper of Johnston et al. (1972), we can evaluate a maximum 
rotational parameter RoQ = 0.02, based on the Coriolis parameter f and on the 
maximum bulk velocity Um along the cycle. For such value of RoQ, the flow is 
in the turbulent regime for Reynolds number ReQ (based on the bulk velo city too) 
higher than 2000 and no relaminarization occurs (see Fig.10 ofthe paper). However, 
as widely described in the previous chapter, being oscillatory the flow can experience 
a transitional regime in the very first phases of the acceleration stage. Therefore, 
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we expect some transitional effect during such phases also in the rotational frame. 
Both CFS90 and Kristoffersen and Andersson (1993) stated that for weak rotation 
(Ro rv 10-2 , as in our case) the turbulent statistics across the channel result quite 
similar to those relative to the non-rotating case. In particular, CFS90 addressed 
that the turbulent neutral Ekman layer resembles the turbulent two-dimensional 
boundary layer much more t han the quasi-laminar Ekman layer, characterized by 
smooth secondary circulations and longitudinal rolls. 
5.3.1 The mathematical model 
The equations governing the present flow are written in dimensionai form in section 
2.1: in the present case the effect of stratification (F3 ) is not considered. The filtered, 
non-dimensionai equations governing the rotating oscillating boundary layer driven 
by an harmonic pressure gradient read as: 
aui 
a xi 
8ii· 8ii·ii· _z +-J_z = 
at 8xj 
o, 
a;p 1 a aui --+ --·-+ cos(t)8il 
8xi Re 8xi 8xi 
8T:· + 2ni x (U(t)8il - ui) -
8 
ZJ. 
x· J 
(5.1) 
(5.2) 
As previously stated, in eqs. 5.1 and 5.2, < :- > denotes the filtering operation. The 
equation are made non-dimensionai with the identica! procedure described in the 
previous chapter. The Coriolis term in the RHS contains the three components 
of the Earth angular velocity. The term Tij represents the subgrid-scale stresses 
that, how already explained, are parameterized by means of a dynamic-mixed model 
composed by an anisotropie scale-similar part (Bardina et al. (1980)) and an eddy 
viscosity part ( Smagorinsky ( 1963)). 
The numerica! model implemented in the curvilinear formulation is described in 
chapter 2. 
It is interesting t o exploit each component of the Coriolis term present in 5.2 ( the 
vector n was defined in section 1.4): 
-fcw+Jv, 
fcw + f(U- u), 
Cz = -!cv - fc(U- u) 
(5.3) 
(5.4) 
(5.5) 
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where U is the usual inertial velocity U(t) associateci to the forcing pressure gradient. 
5.3.2 The boundary and initial conditions 
As in the pure oscillating case, a no-slip boundary condition is imposed at the 
bottom wall, a free-slip condition is adopted at the top boundary, and due to the 
homogeneous character of turbulence in the streamwise and spanwise directions, 
periodic boundary conditions are employed. 
The initial condition is represented by a turbulent state relative to a 0°-phase 
of the pure oscillating case, interpolated onto the new computational box ( see next 
section). The data of the first two cycles of oscillation have not been used for the 
evaluation of the statistics, since they are affected by an initial transient due to the 
introduction of the rotation in the pure oscillating field. So far, we have accumulateci 
the statistics over 7 complete cycles for each phase of the oscillation. 
The statistics have been accumulateci averaging over the xy planes of homogeneity, 
and in phase over the whole cycle. Because of the stabilizing/ destabilizing character 
of the rotating flow, we can no longer take advantage of the half-cycle symmetry as 
in the pure oscillating simulation. 
5.3.3 Computational requirements 
The computational domain for the present simulation has been doubled in the cross-
stream direction with respect to that used for the pure oscillating flow. The grid 
points in the cross-stream side ofthe box are now 128 and the extension is Ly ~ 506s. 
This conservative choice comes from the consideration that in a rotating flow, due 
to the spanwise mean velocity field, the turbulent structures can be aligned with 
the spanwise direction, and therefore the domain used for the pure oscillating flow 
could not properly simulate their effects over the flow. The streamwise and vertical 
dimensions remain the same as for the oscillating flow (see Table 4.1). For all the 
details of the computational parameters please referto section 4.3.3. 
5.4 The laminar case: the Stokes-Ekman layer 
Equation 5.6 governs the Stokes boundary layer ( oscillating at frequency w) in a 
rotating frame (Fig. 5.4). The oscillating driving force is parallel to the x-direction 
and the flow rotates around the z-axis. The wall is represented by the plane z = O. 
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Figure 5.1: Reference frame of the problem. 
Such flow is the archetype of a bottom Ekman layer where the geostrophic flow is not 
uniform but oscillates intime along the x-direction. To the best of our knowledge, 
the analytical solution of the simplified laminar, two-dimensional problem, stilllacks: 
in this section we briefly describe the governing equations. In this case, the flow is 
assumed to be two-dimensional, Ui = f ( z), an d the convective terms are thus zero. 
We also assume that the viscous diffusion acts only in the direction normal to the 
wall: 
(5.7) 
The coordinates, velocity and rotation components are: Xi= (x, y, z), ui = (u, v, O) 
and 20i = (0, O, 20) = (0, O, f). The driving pressure gradient (related to the 
oscillating forcing U(t) = Uosin(wt)oil) and the Coriolis force are: 
d P 
dxi 
20i x (U(t) - Ui) 
dU 
= -dt = -wUocos(wt)oil 
(jv, j(U(t) - u), O) 
The equations to be solved are therefore: 
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au ~u 
at wUocos(wt) +v az2 + fv 
av 82v 
Bt v az2 + fUosin(wt) -fu 
with the following boundary conditions: 
• Ui = O at z = O, 
• ui = U(t) = (Uosin(wt), O) at z ~ oo, 
• periodi c conditions along. the horizontal si d es. 
Lacking the analytical solution, we ha ve simulated the laminar Stokes-Ekman 
layer (Re= 25 as defined in 5.3) within a 323 grid adopting the same Rossby num-
ber of the turbulent case. In Fig. 5.2 we show the mean velocity profiles only for the 
phases of the first half-period (from 0° to 180°) because of the symmetry observed 
between the two half-periods. The asymmetry between the two half-periods, due to 
the role played by the component of the background vorticity parallel or anti-parallel 
to the fiow mean vorticity, is indeed a turbulent effect which arises from the source 
term in the dynamic equation of the Reynolds stress (see 5.2), which is obviously 
absent in the laminar fiow. 
The rotation infiuences the streamwise velocity profiles which appear closer to the 
wall with respect t o the Stokes fiow. The spanwise velocity profiles oscillate through-
out the cycle but with a phase-lag of 1r /2 with respect to the streamwise profiles. The 
maximum amplitude is indeed reached at the beginning of the accelerating phase, 
at Zd ~ bE, but it is about one half of the theoretical Ekman solution (see Tritton 
(1988)). 
Further considerations about the laminar Stokes-Ekman layer are beyond the ·scope 
of the present dissertation and will be studied in the next course of the research 
project. 
5.5 Results and discussion 
Figure 5.3 shows results obtained from the rotating-oscillating fiow, in comparison 
with the same quantities previously computed for the Stokes BL. In particular, we 
plot temporal evolutions of the streamwise and the spanwise velocities, U(t) and 
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Figure 5.2: Non-dimensionai mean streamwise veiocity for the Stokes-Ekman Iayer 
(top, Iines), for the Stokes Iayer (top, symbois) an d spanwise veiocity for the Stokes-
Ekman Iayer (bottom}: a) 0° (dashed-dotted line, square), 15° (dotted line, pius), 
30° (dashed Iine, cross), 45° (soiid Iine, circle); b) 60° (dotted Iine, pius), 75° (dashed 
line, cross), 90° (so Ii d line, circle); c) 105° ( dotted Iine, pius), 120° ( dashed Iine, 
cross), 135° (soiid Iine, circle); d) 150° (dotted Iine, pius), 165° (dashed line, cross), 
180° (solid line, circle). The verticai axis is made non-dimensionai with the Ekman 
Iayer bE= yl20l. 
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Figure 5.3: Evolution along the first five periods of simulation of relevant bulk 
quantities (solid line) and comparison with the turbulent Stokes BL (dotted line): 
a) free-surface streamwise velocity; b) free-surface spanwise velocity; c) wall shear 
stress; d) specific turbulent kinetic energy. 
V(T), as recorded at the free-surface (V(t) is obviously zero in the pure oscillating 
fl.ow), the wall shear stress Tw and the resolved, turbulent kinetic energy already 
defined in 4.4. The period associateci to the rotation is estimateci to be 27r / f ~ 190 
s, therefore the effects on the fl.ow due to the rotation affect the first two periods, 
which are not considered in the post-processing. 
Due to the additional Coriolis terms in the equations, the streamwise velocity 
(Fig. 5.3a) appears slightly higher than that ofthe pure oscillating case in correspon-
dence of the larger fl.uctuations of the spanwise component, occurring in particular 
during the first half of each period. Such increase can be explained if we consider a 
feedback mechanism between the horizontal components of the velocity, which de-
velops consequently to the introduction of rotation in the system. The initial, very 
small values of the cross-stream velocity induced by the rotation grow as long as the 
simulation goes further (up to reach a stationary situation) and increase the Coriolis 
term present in the momentum equation (Eq. 5.3), and therefore the streamwise 
velocity, which afterward infl.uences the cross-stream component (Fig. 5.3b; the ver-
tical velocity is arder 10-6 and can be neglect in the Coriolis terms) . As observed 
in the laminar fl.ow, the free-surface cross-stream component has a phase-lag with 
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respect to the streamwise one, and the magnitude is about one order smaller: this 
means that a Lagrangian particle buoying over the surface will experience an elliptic 
path whose minor axis is about one tenth of the major one. 
The wall shear stress (Fig. 5.3c) appears to be about 5% smaller than that of the 
pure oscillating case, and its maximum value is about 0.002 N /m2 which gives a 
friction velocity u7 ~ 0.045 m/s and a friction coefficient fw ~ 0.004, very dose 
to the oscillating case. Such similarity can be explained by the fact that, as well 
known, the work due to the Coriolis force on the flow is zero, and no additional vis-
cous stresses are produced by a constant rotation (Thitton (1988) ): the whole body 
of fiuid is rotating with the imposed angular velocity, moving as if it were a rigid 
body. The value of u7 is in good agreement ofwhat expected by the extrapolation at 
higher Reynolds number described by CFS90 following Spalart (1989) (see Fig.22a 
of their paper) for a value of Re = 2086. 
The temporal evolution of the turbulent kinetic energy resembles that recorded in 
the pure oscillating~ case, characterized by phases where turbulence tends to switch 
off. However for this fiow such quasi-transitional behavior occurs only once during a 
whole cycle, the second relative minimum being of the same intensity of the maxima 
related to the previous case. Due to the non-zero cross-stream velocity, the energetic 
peaks are more than one third stronger than the oscillating case. 
5.5.1 Mean velocity fields 
The mean vertical profiles of the streamwise velocity made non-dimensionai with 
Uo (Fig. 5.4) are plotted every 15° only for half cycle. The rotation slightly affects 
the second half of the cycle (from 195° to 360°), corresponding to tidal current 
fiowing from NE to SW, going out from the Gulf: the relative mean profiles are 
or der l% larger t han those of the first half, in particular for Zd > 208 s an d phases 
between 150° and 180°. The profiles differ from those of the pure oscillating case in 
the centrai phases, between 75° and 150° (Fig. 5.4b,c,d). The differences are more 
evident in the layer between Zd ~ 28s and zd ~ 308s and are due to the presence 
of the cross-stream velocity. It is noteworthy that the bulge which characterizes 
both the laminar (Thitton (1988)) and the turbulent Ekman layer (CFS90), and 
also the pure oscillating case, is here practically absent. This aspect seems to be a 
feature due to the combined effect of oscillation.and rotation and is observed also in 
the laminar case (Fig. 5.2), and could be ascribed to an additional increase of the 
Reynolds stresses with respect to the molecular ones. 
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Figure 5.4: Non-dimensionai mean streamwise velocity (u) /Uo up to the surface 
(top) an d near the wall (botto m) for the rotating-oscillating fiow ( thick liri es) an d 
for the pure oscillating fiow (thin lines): a) 15° (dotted line), 30° (dashed line) , 45° 
(solid line); b) 60° (dotted line), 75° (dashed line), 90° (solid line); c) 105° (dotted 
line), 120° (dashed line), 135° (solid line); d) 150° (dotted line), 165° (dashed line) , 
180° (soli d line) . 
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Figure 5.5: Non-dimensionai mean streamwise velo city (v) /Uo up to the surface (top) 
and near the wall (bottom): a) 15° (dotted line), 30° (dashed-dotted-dotted line), 45° 
( dashed-dotted line) , 60° ( dashed-dashed-dotted line), 75° ( dashed line), 90° (soli d 
line); b) 105° (dotted line), 120° (dashed-dotted-dotted line), 135° (dashed-dotted 
line), 150° (dashed-dashed-dotted line), 165° (dashed line), 180° (solid line); c) 195° 
(dotted line), 210° (dashed-dotted-dotted line), 225° (dashed-dotted line) , 240° 
(dashed-dashed-dotted line), 255° (dashed line), 270° (solid line); d) 285° (dotted 
line), 300° ( dashed-dotted-dotted line), 315° ( dashed-dotted line), 330° ( dashed-
dashed-dotted line), 345° ( dashed line), 360° (soli d line). 
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Figure 5. 7: Elliptic paths: mean spanwise vs mean streamwise velocity a t different 
planes : a) zd = 405s; b) zd = 305s; c) zd = 205s; d) zd = 105s; e) zd = Ms; f) 
Zd = 25s; g) Zd = bs . The axis ratio is l : 5. 
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The mean vertical profiles of the cross-stream velocity (Fig. 5.5), also made non-
dimensionai with Uo, significantly differ during the two parts of the cycle, both near 
the wall and the surface .. Similarly to what observed for the laminar case, the profiles 
evolve throughout the cyde with the maxima going away and approaching the wall 
during each phase ofthe whole cycle. The associated near-walllayer, evaluated as the 
distance from the maximum of (v) /Uo t o the wall, is very thin an d dose to the wall 
a t 90° (end of the first accelerating phase, Fig. 5.5a) and increases up to zd ~ 148s 
between 270° (Fig. 5.5c) an d 285° (Fig. 5.5d, end of the second accelerating phase), 
then it is again very dose to the wall. The absolute maximum value reads about 
-0.13 at 30° and about 0.14 at 210°, both at Zd ~ 38s, which is of the same order 
of that evaluated by CFS90. 
Due to the oscillation, the turbulent depth 8r defined by CFS90 as the ratio between 
the friction velo city and the Coriolis parameter, evo l ves in our case throughout 
the cycle, being on average maximum at 75° (and 255°) and zero at 160° (and 
340°). The maximum value is 8r = u7 / f = 548s, which due to the choice of the 
computational domain, is more than o ne third larger than Lz ( the Ekman layer 
depth is defined as 8E = .J2VT1 = ..fRo 8s = 0.029 m, where Ro is the Rossby 
number evaluated in 5.3). CFS90 estimated from their computations an Ekman 
layer height (defined where (v) =O) of about 0.78r, fora Reynolds number of 400: 
in our case it correspond to Zd ~ 388s, where (v) /Uo = 0.07: this explains the 
presence of an elliptic trajectory at the surface, which, on the other hand, is also 
observed in the full-scale case. 
We show in Fig. 5.6, for seven different planes, the evolution of (v) /Uo and the 
relative fit with a cosinusoidal function. Higher amplitudes occur, as appears dear in 
Fig. 5.5, between zd = 28s and zd = 68s, and the phase-lag decreases going further 
from the wall. 
The axes of the corresponding elliptic paths (Fig. 5. 7) rotate dockwise moving from 
the surface down to Zd = l 08 s, maintain constant a t Zd = 68 s an d then reverse the 
sense of rotation down to the wall. The minor axis is larger at Zd = 28s, as also seen 
in Fig. 5.5. 
Figure 5.8 shows hodographs for ali the phases: due to the combined effect of 
oscillation and rotation, and the depth-dependent phase-lag between the horizontal 
velo city components, the "Ekman spirai" cannot be detected in the present fiow. 
The behavior of the two horizontal velo city components can be roughly evaluated 
by considering the Coriolis force's components in the momentum equations (Eqs. 
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Figure 5.8: Hodograph: a) 15° (dotted line), 30° (dashed-dotted-dotted line), 45° 
( dashed-dotted line) , 60° ( dashed-dashed-dotted line), 75° ( dashed line), 90° ( solid 
line); b) 105° (dotted line), 120° (dashed-dotted-dotted line), 135° (dashed-dotted 
line) , 150° (dashed-dashed-dotted line), 165° (dashed line), 180° (solid line); c) 195° 
(dotted line), 210° (dashed-dotted-dotted line) , 225° (dashed-dotted line) , 240° 
( dashed-dashed-dotted line) , 255° ( dashed line), 270° ( solid line); d) 285° ( dotted 
line), 300° ( dashed-dotted-dotted line) , 315° ( dashed-dotted line), 330° ( dashed-
dashed-dotted line) , 345° ( dashed line) , 360° (soli d line) . 
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5.3, 5.4, 5.5) as additional pressure gradients. As known, the streamwise pressure 
gradient related to the inertial tidai forcing gives rise to a spanwise component which 
gradually increases until a stationary situation is reached, as seen in Fig. 5.3. Since 
the verticai veiocity can be neglected, we can consider a spanwise pressure gradient 
-IIy ~ f(U- u) and an associated inertial, oscillating spanwise velocity: 
V (t) = -l IIydt ""f l Uosin(wt) -ii dt = - f~o cos(wt) - f l Udt. 
Since u can be written as the sum of U(t) = Uosin(wt) and a function g(z, t) de-
pending o n depth an d t ime, w hich represents the combined effect of the wall an d the 
oscillation (rotation has a Iittle infiuence on the streamwise veiocity, see Fig 5.4), 
and oscillates with a phase depending on depth, we obtain that: 
V(t) ""f l g(z, t)dt. 
Assuming that g(z, t) is a sinusoidai-Iike function oscillating with the frequency w (as 
is observabie from Fig. 5.6), then the integrai is stilla sinusoidai-Iike function, and 
V(t) has oniy some phase-Iag with respect to g(z, t) and an amplitude proportionai 
to f jw. 
5.5.2 The turbulent statistics 
Rotation induces a non-zero cross-stream veiocity, thus the Reynoids shear stresses 
depending o n v', nameiy 712 = ( u' v') and 723 = (v'w'), are no Ionger negligibie 
with respect . to 713 = ( u' w'), as occurs in the pure oscillating fiow ( see Fig. 5.10 
and 5.11). Moreover, non-zero vaiues of all the components of the Reynoids shear 
stress impiy mutuai dependence of the three components of the veiocity fiuctuation, 
and therefore a high degree of anisotropie turbuience. 
Figure 5.9 shows the verticai profiles of the non-dimensionai Reynoids shear stress 
( u' w') plotted every 15° throughout the w ho le cycle, from the wall to the surface. 
The temporai evolution is very simiiar to that relative to the pure oscillating case: 
the beginning of the turbuience activity is observable during the acceierating phases 
of the two half periods, respectively a t 45° and at 225°. Turbulence appears well 
sustained during the centrai phases .(from 60° to 135° and from 240° to 315°) and 
near the wall, with intensity slightly smaller than the previous case at za < 4 -108s 
in particular during the first haif-period, and larger at higher heights. A remarkabie 
difference from the pure oscillating fiow is the absence of the sign change of ( u' w') in 
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Figure 5.9: Non-dimensionai mean Reynolds shear stress (u'w') fU{; for the rotating-
oscillating fiow from 15° to 180° (solid line), from 195° to 360° (dashed line) and for 
the pure oscillating fiow ( dotted line). 
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Figure 5.10: Non-dimensionai mean Reynolds shear stress (u1v1) jUf; for the rotating-
oscillating flow from 15° to 180° (solid line), from 195° to 360° (dashed line) and for 
the pure oscillating fl.ow ( dotted line). 
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Figure 5.11: Non-dimensiona! mean Reynolds shear stress (v'w') jU~ for the rotating-
oscillating flow from 15° to 180° (solid line), from 195° to 360° (dashed line) and for 
the pure oscillating flow ( dotted line). 
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Figure 5.12: Bradshaw number B for three cycles of simulation (period is 140 s): 
shading represents positive values of B. 
many phases of the cycle (from 75° to 165° during the first half-period and from 225° 
to 345° during the second). This is associated to the behavior of the mean vertical 
shear d(u)jdz (see Fig. 5.4) which holds its sign during most ofthe cycle, and, as a 
consequence, the absence of the bulge in the mean streamwise velo city profile. U nlike 
the oscillating fiow, non-zero values of 7 13 are present in the outer layer, at zd > 205s, 
and stronger intensities characterize the second half-period, corresponding to tidal 
current moving from NEto SW. From 255° to 315° 7 13 is on average as high as 34% 
than 7 13 from 75° to 135°, and the difference increases up to 93% at the phase 345° 
with respect to 165°. The stabilizing/ destabilizing effect of rotation on turbulence 
activity, as described in 5.1, is therefore here observable. In particular, we recognize 
the eastjwest enhancementjreduction trend stated by CFS90: when the tidal forcing 
fiows from SW to NE (from NE to SW), corresponding to the first (second) half-
period, it produces a mean vorticity ( which is parallel (anti-parallel) with nH and 
thus stabilizes ( destabilizes) the turbulent activity. 
In arder to have a further confirm of the agreement of our results with theory, we 
plot in Figure 5.12 the value of the Bradshaw number B as defined in 5.1: the sign 
of B is positive (negative) for stable (unstable) conditions corresponding to tidal 
forcing current coming from SW (NE). 
The fiuctuations of the horizontal velocity components (Fig. 5.10) appear strongly 
correlated only near the wall, for zd < Ms, exactly where the mean cross-stream 
velocity reach the higher amplitudes. The correlation is also stronger in the second 
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half-period of osCillation, between 30° and 75°, when turbulence is at its beginning, 
and the maximum value at 45° is comparable with the maximum of 7 13 at 90/270°. 
Negative, higher values of 712 characterize the accelerating phases, while the decel-
erating ones (from 105/285° to 165/345°) experience positive and lower values. 
The cross-stream and the vertical fluctuations are mutually dependent (Fig. 5.11) 
along all the water column and throughout the whole cycle of oscillation, and the 
intensi ti es of 723 are around o ne third of the highest relative to 7 13 . In particular the 
height which corresponds to the reverse point (where the sign of 723 changes) of the 
first half-period coincides with that of the second half-period for all the phases. The 
reverse point evolves during the phases, going away from the wall up to Zd ~ 22-268s 
between 135/315° and 150/330°, when another reverse point develops very dose to 
the wall. An asymmetry between the two half-periods, already observed for 713, 
can be observed in the outer layer, near the surface: in this case the turbulence 
activity involving v and w is stronger with forcing coming from SW during the first 
accelerating phases, near the surface, while in the last decelerating phases the usual 
"east enhancement" is observable in the lower half of the column. 
A complementary analysis of the three components of the Reynolds stress sug-
gests that turbulence always exists throughout the cycle. Although 7 13 is significant 
(larger than 0.001u;) from 45/225° to 120/300°, 7 12 is stronger near the wall be-
tween 30/195° and 60/240° and 723 has values order 0;0005U; in the outer layer 
from 150/330° to 45/225°, but is always non-zero during the cycle, in particular far 
from the wall. The structure of turbulence, whose detailed study is far from the 
present dissertation and will be faced in the course of the research project, is thus 
completely three-dimensional, with a well established anisotropie behavior. 
The horizontal and vertical mixing is therefore enhanced by the rotation, and 
especially when tidal current flows from NE going far from the shore. Differently 
from what observed in the pure oscillating case, turbulence activity spans over the 
three directions, with stronger intensity along the horizontal planes near the wall 
during the first accelerating phases, and affecting layers closer to the surface during 
the centrai phases of each half-period. 
Figure 5.13 shows the streamwise turbulence intensity during all the cycle. The 
computed rms for the present flow are very similar to those of the previous simu-
lation, thus meaning that rotation does not affect them, except very marginally in 
the outer layer. 
Rotation influences much more cross-stream and vertical turbulence intensities. The 
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Figure 5.13: Non-dimensionai streamwise turbuience intensity Urms/Uo for the 
rotating-oscillating fl.ow from 15° to 180° (soiid Iine), from 195° to 360° (dashed 
line) and for the pure oscillating fiow ( dotted Iine) . 
Figure 5.14: Non-dimensionai cross-stream turbuience intensity Vrms/Uo for the 
rotating-oscillating fiow from 15° to 180° (so~id Iine), from 195° to 360° (dashed 
Iine) and for the pure oscillating fl.ow ( dotted Iine). 
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Figure 5.15: Non-dimensionai vertical turbulence intensity Wrms/Uo for the rotating-
oscillating flow from 15° to 180° (solid line), from 195° to 360° (dashed line) and for 
the pure oscillating flow ( dotted line). 
temporal evolution of Vrms (Fig. 5.14) is not so different from the pure oscillating 
case, with maximum intensities observed near the wall during the centrai phases of 
each half-period. If compared with the oscillating case, such intensities are remark-
ably higher, especially from zd > 108s. Stable conditions, corresponding to tidal 
current coming from SW, increase cross-stream turbulence intensity especially near 
the surface and during the accelerating phases, while unstable conditions affect tur-
bulence, although in minor part, in particular in the late decelerating phases. Also 
near-wall vertical turbulence intensity evolves quite similarly than the previous case 
(Fig. 5.15), with a rapi d increase of the turbulence level detected a t 45°. In the outer 
layer and near the top of the computational domain, tidal forcing from SW affects 
the vertical fluctuations in particular during the accelerating phases, producing in-
tensities larger than the pure oscillating case. Computed Wrms then slowly decrease 
in the late decelerating phases, and when tidal current reverses the direction, they 
have values comparable with the oscillating case. 
Near-surface behavior, characterized by small but non-zero horizontal fiuctua-
tions, agree with what stated by CFS90 for their turbulent Ekman layer (providing 
that the boundary conditions are different and the vertical component is zero at 
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surface in our case). They address to a streamwise-spanwise reversal which in our 
simulation is observable near the surface, during the centrai phases of the unstable 
half-period, when spanwise fluctuations result larger than their streamwise counter-
parts. 
A comparative analysis of the three turbulence components indicates that al-
though the streamwise component is only slightly affected by the rotation, the 
vertical and the cross-stream components result to be considerably influenced, in 
particular far from the wall. A simple consideration about the increase of the tur-
bulent level can be drawn by evaluating the sum of the squares of the rms (t ha t 
is twice the turbulent kinetic energy) at the surface at 90°. In the pure oscil-
lating case the streamwise component plays the dominant role, with a magnitude 
(made non-dimensionai with U6) order 0.0005, in the present rotating-oscillating 
flow, streamwise velocity increases up to 0.0010 and the cross-stream component 
has a contribute of 0.0015, therefore, considering all the components, five times 
larger than the previous case. 
Chapter 6 
Concluding remarks 
The present dissertation is part of a research project aimed at the investigation 
of the characteristics of the turbulent mixing in the Gulf of Trieste under criticai 
conditions, when the forcings acting on the water column are: the tidal current, the 
effect of the Earth rotation and the presence of a vertical stratification due to heat 
fluxes supplied at the free surface. Criticai conditions can occur both in winter, 
when only tidal current and rotation influence the flow, and in summer, when also 
the effect of stratification plays a very important role. The former case is the object 
of the thesis. 
Since the Reynolds number of the oceanographic system is too high to be studied 
by means of the present numerica! techniques, we have scaled the problem reducing 
the effective Re by one arder of magnitude, stili considering the flow in a turbulent 
regime and keeping constant the physical parameters characterizing the actual flow, 
namely the Keulegan-Carpenter and the Rossby numbers. The filtered governing 
equations describing the oscillating, rotating turbulent flow are solved by means 
of large eddy simulation, modeling the subgrid-scale stresses through a dynamic 
mixed model. Due to the burdensome computational efforts required for such study, 
the code adopted was implemented in a parallel framework. The characteristics 
of turbulence along the mean period of the tidal oscillation without and with the 
rotation are now discussed. 
The purely oscillating flow in the turbulent regime (Re5 = 1790) is investigated 
analyzing the statistics accumulateci over 28 half cycles of simulation, and compar-
ing the results with the experimental data of JSF89. Two computational grids with 
different spanwise resolution have been used: the coarse one has been shown not to 
be able to correctly reproduce the evolution of turbulence along the cycle of oscil-
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lation, underpredicting the intensity of the near-wall turbulence and consequently 
the mean wall shear stress; the fine grid has supplied a good estimation of the wall 
shear stress as well as of the turbulent intensities. In particular, the vertical profiles 
of the mean streamwise velocity and of the second order statistics give a satisfactory 
agreement with the experimental data especially during the centrai phases of the 
half cycle. 
The fine-grid computation has correctly simulated the evolution of turbulence along 
the alternation of acceleration and deceleration phases during the tidal oscillation. 
Specifically, a rapid increase of tur bulent kinetic energy is observed aro un d 30°-45°, 
associated to the sudden increase of the production rate of K. Fully developed tur-
bulence actively sustains mixing between 60° and 150° along almost one third of the 
water column, when the mean velocity profile appears characterized by the presence 
of a log-layer, similar to that encountered in a canonica! steady boundary layer. 
The extension of the largest eddies present in the flow during these phases, roughly 
estimated by the evaluation of the mixing length, reaches up to 1/15 of the water 
column. Turbulence activity decays at the end of the deceleration phases, between 
150° and 180°. 
The analysis of the energy spectra, of the coherent structures, of the ma p of anisotropy 
of the Reynolds stresses and of the auto-correlation functions of the velocity field 
has shown the presence of two different regions in the flow field, namely a near-wall 
region (zd < 588 ) and an outer one (zd > 588 ). In the near-wall region elongated 
streaks nearly equi-spaced along the spanwise direction are generated at around 
15° - 30°, later on they coalesce and successively break down into smaller struc-
tures. This dynamics appears similar to that observed in the IT regime by other 
authors, apart the fact that the phase at which the elongated streaks are formed 
and successively break down, is now shifted back well before the beginning of the 
deceleration part. We believe this can be attributed to a Reynolds number effect. 
In the near-wall region, the decay of turbulence experienced from 150° to 30° does 
not lead to an isotropization, rather, sin ce the vertical kinetic energy decays much 
faster than the horizontal components, we observe the generation of pancake-like 
turbulence, which contributes to confine the region of stronger mixing near the wall. 
The outer region behaves similar to the near-wall one as regards the switch on and 
the decay of turbulence along the accelerating/ decelerating phases of the cycle. To-
gether with the observed lower level of turbulence, a main difference occurs in the 
shape of anisotropy: from 45° to 135° the outer region resembles that of a canonica! 
105 
boundary layer, since turbulence tends toward isotropy going far from the wall. O n 
the other hand, from 135° to 30° the opposite is true, in that the vertical and the 
spanwise components of turbulence tend to decay much faster than the streamwise 
one, thus going toward the one-component turbulence. 
The rotation of the reference frame breaks the symmetry between the two half 
cycles of the oscillation period: a first consequence is that the statistics have to be 
evaluated on the whole period. As known, the Coriolis force gives rise to a cross-
stream pressure gradient, and therefore to a non-zero mean cross-stream velocity. 
The mean profile of the spanwise velocity oscillates during the cycle with a phase 
variable with the depth, and an amplitude one order of magnitude smaller than that 
of the streamwise component. As a result, narrow elliptic paths characterize the 
water column, with the axes decreasing in amplitude and rotating from the surface 
to the bottom. Because of the combined effect of oscillation and rotation, and the 
· phase-lag between the two horizontal velocity components, the "Ekman spirai" does 
not develop. 
Rotation has a twofold effect on mixing: when tidal current is directed from SW to 
NE, that is i t enters the Gulf, turbulence tends t o be stabilized, when ti dal current is 
instead directed from NE t o SW, turbulence tends to be destabilized and to increase 
mixing. The turbulence activity increases with respect to the pure oscillating case 
in particular in the outer layer and during the decelerating phases of the cycle ( from 
90° to 165° and from 270° to 360°), contributing to strengthen mixing along more 
than one half of the water column. In particular turbulence affects the three spatial 
directions, with stronger intensity observed along the horizontal planes near the wall 
during the first accelerating phases, and involving layers closer to the surface during 
the centrai phases of each half-period. Non-zero correlations between horizontal ve-
locity fiuctuations ( 712) and between cross-stream and vertical components ( 723 ) can 
be detected. Together with an increase of the vertical and cross-stream turbulence 
intensities ( evaluated by means of the rms fields) with respect to the pure oscillating 
fiow, our results provi de to describe a highly anisotropie character of turbulence. 
To the best of our knowledge, a numerica! study of the turbulent oscillating-rotating 
fiow has never been done. However, our results agree with theory for what concerns 
the stabilizing/ destabilizing effect of the rotation. In particular, the evolution of the 
Bradshaw number throughout the cycle is correctly reproduced, together with the 
enhancement trend of turbulence observed with inertial forcing coming from eastern 
quarters of the compass, as also addressed by CFS90. Further analyses about the 
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flow are the subject of a next paper. 
Mixing processes in the Gulf of 'lrieste under criticai conditions during the winter 
season, when the water column results to be completely homogeneous and the only 
forcing mechanism is driven by the M2 component of the tidal current, are thus 
characterized by an intense turbulent activity during the centrai phases of both 
the half-periods of oscillation, along more than half the water column. Levels of 
turbulence peculiar of the second half-peri od (ti dal current flowing from NE to 
SW) appear remarkably stronger than those of the first, and the vertical extension 
where turbulent activity can be observed results increased. Since the evolution of 
the free surface level during the semi-diurnal oscillation can be approximated to 
h(t) = -Acos(wt +cf;) (where cf;~ 1.25n is an harmonic constant for the Gulf, see 
Stravisi (1983)), we obtain that the most turbulent activity occurs about n/4 before, 
respectively, the low an d the high t id e. The role played by rotation is of fundamental 
importance in the enhancement of horizontal and vertical mixing throughout the 
whole tidal cycle of oscillation. Unlike the pure oscillating case, the three fluctuating 
components are mutually correlated, and turbulent intensities contribute to intensify 
mixing also near the surface. 
From the numerica! point of view, the present disserta t io n has thus shown t ha t a 
resolved LES, according to the criteria well established for the simulation of steady 
wall-bounded turbulent flow, gives accurate results in the case of unsteady bound-
ary layers. Moreover, the dynamic mixed model adopted appears t o be a robust 
tool for simulating both the Stokes boundary layer, sin ce i t is ab le to adjust to the 
local and instantaneous characteristics of the flow field, and its rotating counterpart. 
Future studies will investigate the important contribute of the vertical stratifi-
cation typical of the summer period. After the completion of the third phase of the 
project, coupling with biology will be included in the code, in order to analyze phe-
nomena of dispersion of particulate (i.e. organic matter) in an oscillating, rotating, 
. stratified turbulent boundary layer. 
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