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a b s t r a c t
Flood disasters have significant impacts on the development of communities globally. This study de-
scribes a public cloud-based flood cyber-infrastructure (CyberFlood) that collects, organizes, visualizes,
and manages several global flood databases for authorities and the public in real-time, providing
location-based eventful visualization as well as statistical analysis and graphing capabilities. In order to
expand and update the existing flood inventory, a crowdsourcing data collection methodology is
employed for the public with smartphones or Internet to report new flood events, which is also intended
to engage citizen-scientists so that they may become motivated and educated about the latest de-
velopments in satellite remote sensing and hydrologic modeling technologies. Our shared vision is to
better serve the global water community with comprehensive flood information, aided by the state-of-
the-art cloud computing and crowd-sourcing technology. The CyberFlood presents an opportunity to
eventually modernize the existing paradigm used to collect, manage, analyze, and visualize water-related
disasters.
 2014 Elsevier Ltd. All rights reserved.
1. Introduction
Flooding is one of the most dangerous natural disasters globally,
frequently causing tremendous loss of life and economic damages.
According to the International Federation of Red Cross (IFRC) and
Red Crescent Societies (RCS), almost half of the natural disasters
that happened between 2002 and 2011 were floods. During this
period, natural disasters caused approximately 1.1 million fatalities
worldwide, affected approximately 2.7 billion people, and led to
economic losses totaling approximately $1.4 trillion USD. Of these
damages, approximately 57,000 (5%) of the fatalities, 1.2 billion
(44%) of the affected, and $278 billion USD (20%) of the economic
damages were attributed to floods alone (Zetter, 2012).
The significant global impact of recurring flooding events leads
to an increased demand to have comprehensive flood databases for
flood hazard studies. There are several existing flood databases,
such as the International Disaster Database (EM-DAT), ReliefWeb
(launched by the United Nations Office for the Coordination of
Humanitarian Affairs (OCHA)), the International Flood Network
(IFNET) and the Global Active Archive of Large Flood Events
(created by the Dartmouth Flood Observatory (DFO)). However,
there is often a lack of specific geospatial characteristics of the
flooding impacts or a failure to enlist all flood events due to variable
entry criteria. Moreover, these data warehouses lack interactive
information sharing with the communities affected by the flood
events. Therefore, a methodology developed by Adhikari et al.
(2010) utilized valuable flood event information from the afore-
mentioned sources, specifically the DFO, and synthesized these
data with media reports and remote sensing imagery in order to
provide a record of flooding events from 1998 to 2008. The digitized
Global Flood Inventory (GFI) gathers and organizes detailed infor-
mation of flood events from reliable data sources, defines and
standardizes categorical terms as entry criteria for flood events (e.g.
severity and cause), and cross-checks and quality controls flood
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event information (e.g. location) to eliminate redundant listings.
These characteristics make GFI an appropriate starting point to
develop a unified, global flood cyber-infrastructure. However, one
limitation of this database is that GFI only contains flood events
through 2008. Although it is possible that flood events after 2008
can be collected manually, as was done in Adhikari et al. (2010), it
can be incomplete and inefficient since this process only involves a
limited number of resources and people. Recently, technological
advances in social media have tremendously improved data gath-
ering and dissemination, especially with the development of
world-wide web technologies. Built on the platform of social me-
dia, crowdsourcing has become a versatile act of collecting infor-
mation from the public.
Crowdsourcing is a term that generally refers to methods of data
creation, where large groups of potential individuals generate
content as a solution of a certain problem for the crowdsourcing
initiator (Estellés-Arolas and González-Ladrón-de-Guevara, 2012;
Hudson-Smith et al., 2009). In theory, crowdsourcing is based on
two assumptions described by Goodchild and Glennon (2010). First,
“a group can solve a problem more effectively than an expert,
despite the group’s lack of relevant expertise”, and second, “infor-
mation obtained from a crowd of many observers is likely to be
closer to the truth than information obtained from one observer.”
Based on the definition and assumption of crowdsourcing, it has
the ability to collect a considerable amount of information from its
randomly distributed participants. The nature of crowdsourcing
accommodates data collection in numerous forms, including
questionnaires, phone calls, text messages, emails, web surveys and
other paper-based, mobile phone-based, and web-based methods.
Moreover, crowdsourcing can be embedded with location-based
information by using GPS-enabled devices, IP (internet protocol)
addresses, or participants’ awareness of their current locations.
Crowdsourcing offers new opportunities to expand the information
available to impacted communities and provide a “two-way” street
for the same affected populations to communicate with the global
community.
The data collected from crowdsourcing will be used in a cloud
computing framework for information sharing that includes data
processing and visualization. Gong et al. (2010) adopted cloud
computing technology in geoprocessing functions to provide elastic
geoprocessing capabilities and data services in a distributed envi-
ronment. Behzad et al. (2011) used cloud computing in addition to a
cyber-infrastructure-based geographic information system to
facilitate a large number of concurrent groundwater ensemble runs
by improving computational efficiency. Huang et al. (2012) inte-
grated cloud computing in dust storm forecasting to support scal-
able computing resources management, high resolution
forecasting, and massive concurrent computing. As defined by the
National Institute of Standards and Technology (NIST), cloud
computing is a model for supporting elastic network access to a
shared pool of configurable computing resources (Mell and Grance,
2011). The nature of cloud computing assures that it can (a) reduce
the time and cost during implementation, operation, and mainte-
nance of the global flood cyber-infrastructure, (b) provide an
interface for collaboration at both global and local scales, and (c)
conveniently share data in a secure environment. These advantages
make cloud computing an attractive technique in the global flood
cyber-infrastructure that can maximize the efficiency and data
safety during collaboration, while minimizing time and expense
spent on the system.
Several studies have already used cloud-based services with
water-related management and monitoring. The study of Sun
(2013) presented a collaborative decision-making water manage-
ment system using a cloud service provided by Google Fusion Table.
The author describes the migration of the management system
from a traditional client-server-based architecture to a cloud-based
web system, revealing the potential to fundamentally change a
water management system from its design to the operation.
Another example is the Namibia flood SensorWeb infrastructure,
which was created for rapid acquisition and distribution of data
products for decision-support systems to monitor floods (Kussul
et al., 2012). The decision-support system utilizes the Matsu
Cloud to store and pre-process data through hydrological models,
eliminating the latency when clients select specific data.
This study proposes a cloud-computing service provided by
Google to establish the global flood cyber-infrastructure, to share
the GFI, to provide statistical and graphical visualizations of the
data, and to expand the breadth and content of the GFI by collecting
new flood data using crowdsourcing technology (i.e. CyberFlood).
The next section focuses on the architecture of the cloud computing
system designed for global flood monitoring, analysis, and report-
ing. Section 3 demonstrates the system’s functionality, and a
summary is provided in section 4.
2. Cyber-infrastructure design for flood monitoring
The global flood cyber-infrastructure consists of four compo-
nents: the GFI data source, cloud service, web server, and client
interface (Fig. 1). The GFI is pre-processed before being imported
into the cyber-infrastructure, as explained later in this section. The
cloud service, which significantly improves the performance and
decreases the burden on the web server, handles all data queries,
data visualization, and data analysis. The web server simply deals
with sending requests and responses between clients and the
cloud. The client interface is mainly built with hypertext markup
language (HTML) and JavaScript. Since all the data are processed
before being imported into this cyber-infrastructure, the client side
only sends operational requests from users and renders responses
from the cloud service.
As previously mentioned, GFI standardizes categorical terms as
entry criteria for flood events. In other words, every data column in
GFI is carefully designed so that each entry strictly follows the
criteria of the corresponding data column (Fig. 2a). GFI was pre-
processed before being successfully imported into a Google
Fusion Table. Python code, which is a cross-platform, extensible,
and scalable programming language (Sanner, 1999), was written to
Fig. 1. The global flood community cyber-infrastructure framework.
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do the data conversion. The purpose is to maintain data consis-
tency, making the converted data readily readable and reducing the
data conversion load on the client side. In this process, cells
containing 9999, which represent no value in GFI, are removed
because they are not consistent with empty cells that also represent
no value. Data columns of flood severity, cause, country, and
continent are filled with numbers to indicate certain meanings in
GFI. A look-up table was used to convert the numerical codes into
text. For example, “1” means “heavy rain” in the column pertaining
to flood causes, whereas it means “Africa” in the column pertaining
to continents (Fig. 2a and b). In other words, if the GFI with
numbers are imported into the Fusion Table and used directly by
the cyber-infrastructure, the numbers have to be converted to the
corresponding texts each time during the refresh on the client side.
As a result, text is assigned to severity, cause, country, and conti-
nent during this process. Location, the most important information
for map visualization in this cyber-infrastructure, is described in
two columns representing latitude and longitude in GFI. However,
if one flood event involves more than one location, then there will
be multiple data records, and only the first data record has shared
information such as event ID and date. To improve this data
structure and for better visualization, multiple data records rep-
resenting the same flood event are combined into a single record,
while location is presented as MultiGeometry using Keyhole
Markup Language (KML) (Wilson, 2008).
An example of a flooding event in New Hampshire in October
2005 is illustrated in Fig. 3. Fig. 3a shows the event as stored in the
original GFI covering events from 1998 to 2008. Five locations were
associatedwith this event. Cells are left blank if they share the same
record as in the first row. Fig. 3b shows the same flooding event as
in Fig. 3a but converted into a Google Fusion Table. This table also
includes all five locations that are now represented in the geometry
column with KML. Fig. 3c illustrates the visualization of this event,
showing the severity as well as the specific locations impacted.
Additional layers such as rivers, roads, and topography can also be
included during this step to ascertain the spatial extent of
inundation.
The processed GFI, now converted to a Google Fusion
Table (Fig. 2b) belongs to a “Software as a Service” (Yang et al., 2011)
type of cloud-based service for data management and integration
(Gonzalez et al., 2010). Google Fusion Table was created to manage
and collaborate with tabular datasets in which geospatial fields can
be included to provide location information. These geospatial fields
can be in the form of latitude and longitude in two separate col-
umns, latitude and longitude pairs in one column, or KML strings in
one column. Fusion Table accepts many different tabular formats of
files as its data source. Any text-delimited files such as comma-
separated values (CSV) files, KML files, and spreadsheets can be
imported directly into a Fusion Table. Since Google Fusion Table is a
part of Google Drive, users can simply select an existing spread-
sheet from their Google Drive and import it into a Fusion Table.
Cloud computing is embedded to provide rapid responses to re-
quests from users for data querying, summary, and visualization.
Moreover, data security and sharing is already implemented in
Google Fusion Table.
The steps required to import data into a Google Fusion Table are
straightforward. First, the data must be in one of the supported
formats (tabular or text-delimited data such as CSV files, excel
spreadsheets, and other similar types.). A wizard then provides
easy-to-follow instructions describing how to upload the data.
Fusion Table looks like a common table in a spreadsheet, whereas it
supports structured query language (SQL) to operate the table.
Keywords, such as “SELECT”, “INSERT”, “DELETE” and “UPDATE”,
can be used to manipulate Fusion Table, which is similar to how a
table is handled in a database. Fusion Table provides application
programming interface (API) to programmatically perform SQL-
based, table-related tasks through using hypertext transfer proto-
col (HTTP) requests (Google, 2013). By combining with other
Google-provided APIs, the capability of Fusion Table can be
extended to not only manipulate the data in the table, but also to
visualize the data through thematic mapping and analytic charts.
Fusion Table, which plays an important role in this global flood
cyber-infrastructure, provides data storage, data sharing, and fast
data access. However, since the infrastructure is functioning from
Fig. 2. Comparison of data tables a) global flood inventory and b) Google fusion table.
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the backend, users cannot benefit from this service unless a tradi-
tional server and client components are included for interaction.
Since all the computing loads are on the cloud, the web server only
serves as a “middleware” dealing with requests and responses
between the cloud and clients. The web server also protects the
Fusion Table on the cloud from being accidentally modified by cli-
ents. Google provides two kinds of API keys for programmers to
develop applications. One of the keys is a string, which grants
permission to applications to select items from the Fusion Table.
The other key is a special file which should be stored securely with
the application on the web server. This type of key grants permis-
sion to the application from the specific web server to insert, up-
date, or delete items from the Fusion Table. The client side is
programmed with HTML and JavaScript, along with several APIs
from Google, to send requests through the server to the cloud,
receiving responses for location-based and analytic visualization.
3. Demonstration
The global flood cyber-infrastructure is currently running at
http://eos.ou.edu/flood/ (Fig. 4). An Apache web server is deployed
to host the frontendweb interface. Google Map has been integrated
to map the locations of flood events after querying the Fusion
Table using the Google Map API. All the points representing
locations of flood events are color coded by severity or fatalities
associated to the flood event. Severity is classified into classes 1, 2,
and 3, with “Class 1” being least severe and “Class 3” the most
severe. Fatalities are categorized into four classes based on the
value. Users are allowed to select a range of years and causes of
flood events from the provided controls. Each selection will lead to
a new query from the Fusion Table, which means that the desired
data will be plotted on the map and can include event details that
have just been uploaded in real-time. In addition to visualization of
the data using information stored in the Fusion Table, a Google
Chart API is utilized to create analytic charts for statistical analysis
of the flood events (Fig. 5). Variables such as the year, month,
severity, cause, continent, and country, can be analyzed in a chart
and a table. Variables can be summarized by the count of the var-
iables, sum of fatalities, or average of fatalities. For instance, Fig. 5
demonstrates the summary of flood events by year and severity.
Flood events with Class 1 severity are in a blue color (in web
version) on the chart, with about 270 of the flood events in 2003
occurring with such a severity class.
In order to expand and update the existing GFI, now stored as a
Fusion Table, crowdsourcing from public entries is implemented in
this cyber-infrastructure by providing a flood events observation
report form (Fig. 6). Most of the fields are the same as the existing
GFI. However, photo URL and source URL fields are appended to the
Fig. 3. Flood event over Northeast U.S. in New Hampshire of October 2005 a) global flood inventory, b) Google fusion table attributes, and c) Google map view.
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Fusion Table to store additional details about the submitted flood
event. This means that users are able to upload one photo per
submission and provide a URL of the web source as a proof or
supplemental information of that flood event. The current date will
be retrieved from the users’ operating system by default to submit
present flood events. Users can also select any date between 1998
to present if past events are reported. Since reported events will be
displayed on the map in real-time immediately following submis-
sion, location is a required field in the report form. Location will be
automatically retrieved if a location service is allowed by the cli-
ent’s browser or the uploaded photo is geo-tagged. This report form
is submitted directly into the Fusion Table through the server, and
this process is protected by Google Account Authentication and
Authorization Mechanism to secure data on the Fusion Table. A
two-way quality control approach of data from crowdsourcing is
implemented. First, when a user submits a report of flood events,
the system will automatically check if each field is correctly
formatted. For example, fields of latitude and longitude can only be
numeric values. Fields of day, month, and year are restricted to
certain numbers which can only be selected by users. Instructions
have also been created for first-time users and they can learn what
each field means and how to retrieve current location to help them
submit correct information. Secondly, after submission, the data
will be manually checked with different sources, including news
reports, flood reports from other major disaster data sources, and
satellite imagery. Checking data sequentially is not an efficient way
of quality control. However, it is effective in this case since the
number of data received so far is limited. Newly submitted events
following post-processing will be assigned IDs according to the
number of milliseconds from 1970/01/01 to the time of the sub-
mission. For example, a flood event reported at 12/18/2013
23:35:15.199 will be assigned an ID of 1387431315199. Sequential
IDs will be assigned to newly submitted data after quality control is
complete. If crowdsourced data submissions increase in frequency
in the future, automated data quality control procedures will be
developed to check the spatial and temporal consistencywith other
flood reports. Other automated procedures can cross-check the
reports with global flood forecasts available from http://eos.ou.edu/
Global_Flood.html. A crowdsourcing way to control the quality of
crowdsourced flood events reports are under consideration. A
mechanism could be established to grant permission to qualified
users and students who have expertise in flood monitoring and
validation to check the data quality in the Fusion Table.
4. Discussion
4.1. Advantage
Although CyberFlood does not directly solve flooding problems,
this work is expected to be able to help advance flood-related
Fig. 4. The map visualization of global flood cyber-infrastructure. The top and bottom maps are color coded by severity and fatalities respectively.
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research areas such as hydrologic model evaluation, flood risk
management, and flood awareness. Both the public and research
community can use the resources provided by this cyber-
infrastructure to analyze retrospective flood events and submit
their witness accounts of previously unreported flood events.
Therefore, this approach is useful for flood monitoring and vali-
dation research. The long-term database could also help generate
flood climatology of occurrences and damage and therefore could
potentially lead to better flood risk management for zoning and
other flood-related decision-making purposes. Public engagement
using crowdsourcing and cloud-based techniques could potentially
raise flood awareness around the globe and provoke citizen-
scientists to consider careers in the natural sciences, engineering,
and mathematics.
CyberFlood has been created to be used by anyonewith internet
access. In order to access the flood resources, a web-based interface
is provided and is becoming accessible through iOS apps for mobile
users. As CyberFlood becomes more accessible through these apps,
more people will use it to view retrospective flood events, monitor
current flood events, and contribute to the flood community by
submitting their reports of flood events. CyberFlood has been
created to adapt the idea of Volunteered Geographic Information
(VGI), which is described as tools to create, assemble, and
disseminate geographic information provided voluntarily by in-
dividuals (Goodchild, 2007), for compiling flood events by
involving map-based visualization and utilizing human sensors to
collect useful data globally.
Compared with the traditional server-client structure, the cloud
computing service provided by Google Fusion Table enhances the
performance of the global flood cyber-infrastructure in terms of the
speed during data query and data visualization. By providing a
Fusion Table API, the complexity of the global flood cyber-
infrastructure is significantly reduced. This benefits both pro-
grammers and clients since they are able to focus more on the
actual functions they need to implement and use, not on the lo-
gistics with the cloud itself. Rather than using the traditional
server-client based structure, this simplified cloud-based frame-
workmakes it easier to develop scalable applications. Furthermore,
taking into consideration of data sharing and collaboration, Fusion
Table provides a comprehensive solution to keep data secure while
making seamless communications between collaborators and
Google servers for data updates, queries, and visualization.
Fig. 5. The statistical chart and table of global flood cyber-infrastructure.
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4.2. Performance experiment
An experiment was developed to compare the speed of reading
data and geographically displaying data using Google Maps API
with a Google FusionTable and aMySQL database respectively, both
of which contain the same dataset. Google Maps API provides two
ways to display markers on Google Map. The traditional way is by
using google.maps.Marker class. The more efficient way is to utilize
google.maps.FusionTablesLayer class which can only be employed
by data from the Google Fusion Table. As a result, the data in the
Google Fusion Table is visualized by google.maps.FusionTablesLayer
class while the data in the MySQL database is visualized by goo-
gle.maps.Marker class in this experiment. The query speed of both
Google Fusion Table and MySQL database are rapid, taking a few
milliseconds. However, the speed advantage becomes predominant
when using data from the Google Fusion Table with
google.maps.FusionTablesLayer class. Table 1 demonstrates the re-
sults of this performance experiment. The first 1000, 5000, 10,000,
50,000, and 100,000 records are retrieved from the dataset. The
average time of reading and displaying different size of data is
calculated from 5 consecutive measurements. When data records
increase from 1000 to 100,000, the average elapsed time for using
the Google Fusion Table with google.maps.FusionTablesLayer class
is always low (less than 10 ms) while the average elapsed time for
using the MySQL database with google.maps.Marker class is much
higher (more than 1000 ms) and increases significantly to more
than 3000 ms when displaying 100,000 records.
4.3. Limitation and scalability
Fusion Table has some limitations on storage and usage. Each
user can import data files no more than 100 MB into each Fusion
Fig. 6. The flood events observation report form.
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Table, and each Google cloud account can contain data no more
than 250 MB. The Google Fusion Table is an experimental product,
which does not have a payment option for increasing the storage
space. However, the data inside the Google Fusion Table is text-
based which takes up very little space. When data are inserted
into the Google Fusion Table, efforts have been made with addi-
tional code/scripts to save space by normalizing each field and
trimming unnecessary spaces. Currently, there are 2730 records in
the Fusion Table, which takes up 657 KB out of 250 MB. This means
approximately 1million similar data records can be storedwith just
this one Google cloud account. Furthermore, photo submissions are
uploaded to a separate server with terabyte-level shared storage
space and only the URLs linked to the photos are stored in Fusion
Table.
The situation when the dataset grows beyond the limit of
approximately 1 million records has also been taken into consid-
eration. One solution is to have the data stored in multiple Fusion
Tables of multiple Google accounts and perform a cross-table query.
Another way is to use other cloud-based services, such as Google
Cloud SQL and BigQuery, Amazon EC2, andWindows Azure. Google
services will be our first choice because it is usually straightforward
to develop applications with other Google products, such as Google
Maps/Earth and Google Chart.
When inserting a data record into the Fusion Table, the record
should be less than 1 MB, and a maximum of 25,000 requests per
day can be sent to one Google account with free Fusion Table API
access. However, the number of maximum requests per day can be
increased by request through Google.
As a result, there is a trade-off between using Fusion
Table resources directly and consuming a small portion of the re-
sources from clients. In order to reduce the times in querying the
Fusion Table, data from the prior queries are stored on the client
side in the global flood cyber-infrastructure. If the next operation
from the client side returns the same result as the previous oper-
ation, no request will be sent to the Fusion Table. It will use the
stored data instead.
4.4. Data sharing
Although Google Fusion Table API does not provide a way to
download raw data programmatically, as a shared cyber-
infrastructure, the data in the Fusion Table of CyberFlood is free
to download. A link can be provided to the actual Fusion Table from
where users can view raw data and download them as a CSV or KML
file. After the raw data have been made accessible, it is possible for
users to adapt the raw data to visualize flood events in their own
way and gain more discovery.
4.5. Sustainability
In order to involve people, some poster presentations about
CyberFlood have been given at several conferences. Meanwhile, iOS
apps for iPad and iPhone are under development, providing func-
tions for people to viewmap and chart visualization of flood events
and submit their witness accounts of flood events. Plans are made
to advertise the CyberFlood through non-traditional media, such as
social media Facebook and Twitter. We have also developed the
mPING (Meteorological Phenomena Identification Near the
Ground: http://www.nssl.noaa.gov/projects/ping/) app which in-
cludes flood entries (4 levels of severity) and uses crowdsourcing
technique to obtain data. Given that the mPING has more than
200,000 active users today, this appwill also be utilized to advertise
our CyberFlood system.
Since only limited entries from crowdsourcing during the
2009e2013 period are obtained, locally recruited students are
compiling flood events from multiple sources for that period with
manual quality control. Data for these years will be available in
CyberFlood.
5. Conclusion
The global flood disaster community cyber-infrastructure
(CyberFlood), with cloud computing service integration and
crowdsourcing data collection, provides on-demand, location-
based visualization, as well as statistical analysis and graphing
functions. It involves citizen-scientist participation, allowing the
public to submit their personal accounts of flood events to help the
flood disaster community to archive comprehensive information of
flood events, analyze past flood events, and get prepared for future
flood events. This cyber-infrastructure presents an opportunity to
eventually modernize the existing methods the flood disaster
community utilizes to collect, manage, visualize, and analyze data
with flood events.
In the future, data describing the flood reports in this cyber-
infrastructure will be linked to real-time and archived satellite-
based flood inundation areas, observed stream flow, simulated
surface runoff from a global distributed hydrologic modeling sys-
tem, and precipitation products. These datasets will be beneficial
both as method to validate the crowdsourced flood events and to
help educate, motivate, and engage citizen-scientists about the
latest advances in satellite remote-sensing and hydrologic
modeling technologies. Given the elasticity of a cloud-based
infrastructure, this cyber-infrastructure for global floods can be
applied to other natural hazards, such as droughts and landslides,
at both global and regional scales.
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