ABSTRACT. Property A was introduced by Yu as a non-equivariant analogue of amenability. Nigel Higson posed the question of whether there is a homological characterisation of property A. In this paper we answer Higson's question affirmatively by constructing analogues of group cohomology and bounded cohomology, for a metric space X, and show that property A is equivalent to vanishing cohomology. Using these cohomology theories we also give a characterisation of property A in terms of the existence of an asymptotically invariant mean on the space.
A locally compact group G is said to be amenable if and only if it has an invariant mean [8] , that is, there exists µ ∈ ℓ ∞ (G) * such that µ(1) = 1 and gµ = µ for all g ∈ G.
For a countable discrete group this is equivalent to the Reiter condition [7] :
For each g ∈ G and each n ∈ N there is an element f n (g) ∈ Prob(G) of finite support with (1) hf n (g) = f n (hg), and (2) for all g 0 , g 1 , f n (g 1 ) − f n (g 0 ) ℓ 1 →0 as n → ∞.
Ringrose and Johnson proved the following characterisation of amenability for a locally compact group, in terms of bounded cohomology. Moreover amenability is characterised by the vanishing of a specific class in H 1 b (G, (ℓ ∞ /C) * ), namely the Johnson class J(g 0 , g 1 ) = δ g 1 − δ g 0 . Here δ g denotes the Dirac delta function supported at g in ℓ 1 (G) which is included in ℓ 1 (G) * * ∼ = (ℓ ∞ /C) * in the usual way. In [2] we observed that in fact this characterisation also applies in classical (unbounded) group cohomology H 1 (G, (ℓ ∞ /C) * ).
Theorem. A group G is amenable if and only if
Nigel Higson posed the question of whether there is a corresponding result for metric spaces and property A. Property A was introduced by Yu [9] , as a non-equivariant analogue of amenability. The group action in the definition of amenability is replaced by a controlled support condition.
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In this paper we answer Higson's question affirmatively by constructing analogues of group cohomology, bounded cohomology and the Johnson class, for a metric space X. These cohomologies have coefficients in a geometric module over X.
We use the following definition of property A. This is equivalent to Yu's original definition for spaces of bounded geometry [4] .
Definition 1.
A metric space X is said to have property A if for each x ∈ X and each n ∈ N there is an element f n (x) ∈ Prob(X) and a sequence S n such that Supp(f n (x)) ⊆ B Sn (x) and for any R ≥ 0 f n (x 1 ) − f n (x 0 ) ℓ 1 →0 as n → ∞, uniformly on the set {(x 0 , x 1 ) | d(x 0 , x 1 ) ≤ R}.
Note: This is an analogue of the Reiter condition for amenability. In Reiter's condition, uniform convergence, and the controlled support condition, follow from the pointwise convergence and finite support by equivariance. We view the convergence condition as asymptotic invariance in x of the sequence f n (x).
Let X be a metric space. An X-module is a triple V = (V, · , Supp) where the pair (V, · ) is a Banach space, and Supp is a function from V to the power set of X satisfying the following axioms:
• Supp(v) = ∅ if v = 0,
• Supp(v + w) ⊆ Supp(v) ∪ Supp(w) for every v, w ∈ V,
• Supp(λv) = Supp(v) for every v ∈ V and every λ = 0.
• if v n is a sequence converging to v then Supp(v) ⊆ n Supp(v n ).
Example 2. Let V = ℓ 1 (X) equipped with the ℓ 1 -norm and for f ∈ ℓ 1 (X) let Supp(f) = {x ∈ X | f(x) = 0}.
Note that if (W, · ) is a closed subspace of (V, · ) then any function Supp : V → 2 X satisfying conditions 1-3 above restricts to a function Supp| W so that (W, · , Supp| W ) is an X-module. We will consider the special case of the subspace ℓ 1 0 (X) of ℓ 1 (X) consisting of functions f such that x∈X f(x) = 0, by analogy with the characterisation of amenability in terms of the vanishing of
J.
If X is equipped with a G action for some group G, then we may also consider the notion of a G-equivariant X module. This is an X-module (V, · , Supp) equipped with an isometric action of G such that gSupp(v) = Supp(gv) for every g ∈ G and every v ∈ V.
We will construct two cohomology theories H * QA (X, V), H * WA (X, V). Both of these are analogues of bounded cohomology and they share many properties. The former has the virtue that it is straightforward to construct explicit cocycles, while the latter is more theoretical. For the X-module ℓ 1 0 (X), the cohomology groups both contain a Johnson class, and vanishing of this in either characterises property A, and moreover guarantees the vanishing of H q QA (X, V), H q WA (X, V) for all q ≥ 1 and all X-modules V, Theorem 16 and Theorem 20.
Vanishing of the Johnson class in H 1
QA (X, ℓ 1 0 (X)) yields an asymptotically invariant Reiter sequence as in the above definition of property A, while its vanishing in H 1 WA (X, ℓ 1 0 (X)) yields a new characterisation of property A in terms of the existence of an asymptotically invariant mean on the space X. As in the case of bounded cohomology and amenability, the vanishing theorem follows from an averaging argument, which utilises this asymptotically invariant mean.
A key step in the construction of H * QA (X, V), H * WA (X, V), is to construct two corresponding analogues of classical group cohomology H * Q (X, V), H * W (X, V). As in the case of a group, there are forgetful maps
, and the vanishing of the images of the Johnson classes again characterises property A, Theorem 10.
As in [2] , the equivalence of property A and vanishing of the Johnson elements in H * Q (X, V), H * W (X, V), is exhibited using a long exact sequence in cohomology, arising from a short exact sequence of coefficients:
In each case, the Johnson class appears naturally as the image of the constant function 1 under the connecting map in the long exact sequence. The asymptotically invariant mean is a 0-cocycle for H * W (X, ℓ 1 (X)), which is in the image of the forgetful map from H * WA (X, ℓ 1 (X)). There are also equivariant version of our cohomologies, when X is a G-space, and V a Banach G-module, for some group G. For convenience of exposition, we will assume throughout that we have such a G-action, allowing the possibility that G = {e} as the non-equivariant case described above. In the case that X = G is a countable discrete group with a proper left-invariant metric, equipped with the usual left-action, the cohomologies detect amenability.
The results in this paper are related in spirit to, but independent from the more recent results appearing in [3] . In their paper Douglas and Nowak prove that exactness of a finitely generated group G (which by [6] is equivalent to property A) implies vanishing of the bounded cohomology H q b (G, V), for so-called Hopf G-modules of continuous linear operators with values in ℓ ∞ (G). They also give a characterisation of exactness in terms of the existence of an invariant conditional expectation on the group.
THE COCHAIN COMPLEX
Let X be a metric space, G be a group acting by isometries on X and V = (V, · V , Supp) be a G-equivariant X module. Associated to this data we will construct a bicomplex E p,q (X, V). This bicomplex also depends on the group G, however for concision we will generally omit G from our notation.
This bicomplex is in some sense too small to detect property A, and we will construct two 'completions' of the bicomplex to rectify this, yielding two cohomology theories H p Q (X, V) and H p W (X, V).
There are two principal cases of interest. When G is trivial, we obtain non-equivariant cohomologies detecting property A. When X = G is a group acting on itself by left multiplication and equipped with a proper left invariant metric, the cohomologies detect amenability for G.
For x ∈ X p+1 , y ∈ X q+1 , we make the standard convention that coordinates of x, y are written x 0 , . . . , x p and y 0 , . . . , y q .
For a positive real number R let ∆ p+1 R denote the set {x ∈ X p+1 | d(x i , x j ) ≤ R, ∀i, j}, and let ∆ p+1,q+1 R denote the set
Identifying X p+1 ×X q+1 with X p+q+2 in the obvious way, ∆ p+1,q+1 R can be identified with ∆ p+q+2 R .
Given a function φ : X p+1 × X q+1 → V we set
We say that a function φ is of controlled supports if for every R > 0 there exists S > 0 such that whenever (x, y) ∈ ∆ p+1,q+1 R then Supp(φ(x, y)) is contained in B S (x i ) and B S (y j ) for all i, j.
The action of G on X extends to give diagonal actions on X p+1 and X q+1 , and a function φ as above is said to be equivariant if for every g ∈ G g(φ(x, y)) = φ(gx, gy).
We define
We equip the space E p,q (X, V) with the topology arising from the semi-norms · R . It seems natural to allow R to range over all positive values, however we note that the topology this gives rise to is the same as the topology arising from the countable family of seminorms · R for R ∈ N.
The usual boundary map ∂ : X m+1 → X m induces a pair of anti-commuting coboundary maps which yields a bicomplex
In Proposition 2 we will show that the rows of our bicomplex are acyclic, and for this reason it makes sense to consider an augmentation of the rows making them exact at q = 0. We note that the definition of E p,q and the maps D : E p,q → E p+1,q , d : E p,q → E p,q+1 make sense not just for positive p, q but also when one of p or q is −1. We will be interested in E p,−1 (X, V) which we will identify as the augmentation of row p. The augmentation map is the differential
Elements of E p,−1 (X, V) are maps φ : X p+1 × X 0 → V; for convenience of notation, we will suppress the X 0 factor, and write φ(x) for φ(x, ()). We note that the differential d :
. Suppressing the empty vector we see that dφ(x, (y)) = φ(x), i.e. d is the inclusion of E p,−1 (X, V) into E p,0 (X, V) as functions which are constant in the y variable. Proof. The fact that D and d are anti-commuting differentials on the larger space of all equivariant functions from X p+1 × X q+1 to V is standard. We must show that D, d preserve finiteness of the semi-norms, and controlled supports. We note that Dφ R ≤ (p + 2) φ R by the triangle inequality, and a corresponding estimate holds for dφ R . Hence D, d are continuous, and the semi-norms are finite as required.
For φ of controlled supports we now show that Dφ is of controlled supports. Given R > 0, take (x, y) ∈ ∆ p+2,q+1 R
. Since φ is of controlled supports, there exists S such that Supp(φ((x 0 , . . . , x i , . . . , x p+1 ), y)) is contained in B S (x i ′ ) and B S (y j ) for all i ′ = i, and for all j. Since for any i ′ = i we have d(x i , x i ′ ) ≤ R we deduce that Supp(φ((x 0 , . . . , x i , . . . , x p+1 ), y)) lies in B S+R (x i ′ ) for all i ′ . By the axioms for Supp the support of Dφ is contained in B S+R (x i ′ ) and B S (y j ) for all i ′ and all j, since this holds for the summands.
The argument for dφ is identical, exchanging the roles of x, y. We will now demonstrate exactness of the rows. This allows the cohomology of the totalisation to be computed in terms of the left-hand column. We have (ds + sd)φ = φ for φ ∈ E p,q with p ≥ 0, and sdφ = φ for φ in E p,−1
Proof. The fact that s defines a splitting on the larger space of all equivariant functions from X p+1 × X q+1 to V is standard homological algebra. We must verify that s is continuous, from which it immediately follows that sφ has bounded R-norms, and that if φ is of controlled supports then so is sφ.
Continuity is straightforward. For each R ≥ 0 we have sφ R ≤ φ R ; this is immediate from the observation that if
It remains to verify that sφ is of controlled supports. Given R > 0, since φ is of controlled supports we know there exists S such that if (x, y) ∈ ∆ p++1,q+1 R then Supp(φ(x, y)) is contained in B S (x i ) and B S (y j ) for all i, j. If ((x 0 , . . . , x p ), (y 0 , . . . , y q−1 )) ∈ ∆ p+1,q R then we have ((x 0 , . . . , x p ), (x 0 , y 0 , . . . , y q−1 )) ∈ ∆ p+1,q+1 R , hence Supp(sφ((x 0 , . . . , x p ), (y 0 , . . . , y q−1 ))) is also contained in B S (x i ) and B S (y j ) for all i, j.
This completes the proof.
We remark that the corresponding statement is false for the vertical differential D, since for φ ∈ E p,q (X, V), the function ((x 0 , . . . , x p−1 ), (y 0 , . . . , y q )) → φ((y 0 , x 0 , . . . , x p−1 ), (y 0 , . . . , y q ) is only guaranteed to be bounded on sets of the form ((x 0 , . . . , x p−1 ), (y 0 , . . . , y q )) | d(u, v) ≤ R for all u, v ∈ {x 0 , . . . , x p−1 , y 0 } , and not on ∆ p R × X q+1 . Hence the vertical 'splitting' would not map E p,q into E p−1,q .
Corollary 3.
The cohomology H * E (X, V) is isomorphic to the cohomology of the cochain complex (E * ,−1 , D).
Proof. This follows from the exactness of the augmented rows of the bicomplex. Each cocycle in E p,q (X, V) is cohomologous to a cocycle in E p+q,0 (X, V), whence H * E (X, V) is isomorphic to the cohomology of the complex ker(d : E p,0 → E p,1 ) with the differential D. The augmentation map d : E p,−1 → E p,0 yields an isomorphism from (E p,−1 , D) to the kernel ker(d : E p,0 → E p,1 ), and as D, d anti-commute, the differential D on the kernels is identified with the differential −D on E p,−1 . We note however that the change of sign does not affect the cohomology, so H * E (X, V) is isomorphic to the cohomology of (E * ,−1 , D) as claimed.
The cohomology H E (X, V) is not sufficiently subtle to detect property A. In the following section we will introduce two completion procedures which we will apply to the bicomplex E, obtaining more refined cohomologies.
GENERALISED COMPLETIONS
Let E be a vector space equipped with a countable family of seminorms · i which separates points. We will call such a space a pre-Fréchet space. We have in mind that E = E p,q (X, V), for some p, q, X, G and V. If E is not complete then one constructs the classical completion of E as follows. Let E cs denote the space of Cauchy sequences in E (i.e. sequences which are Cauchy with respect to each seminorm), and let E 0 denote the space of sequences in E which converge to 0. Then the completion of E is precisely the quotient space E cs /E 0 . As the topology of E is given by a countable family of seminorms, this completion is a Fréchet space.
In this section we will define two generalised completions which are somewhat larger than the classical one, and we will demonstrate various properties of the completions, and relations between the two.
The first completion is motivated by the classical case.
Definition 3.
The quotient completion of E, denoted E Q is the quotient space E/E 0 where E denotes the space of bounded sequences in E and E 0 denotes the space of sequences in E which converge to 0.
The second completion comes from functional analysis.
Definition 4. The weak-* completion of E, denoted E W is the double dual of E.
The space E is not assumed to be complete, however this does not matter as the dual of E is the same as the dual of it's completion E = E cs /E 0 . Indeed we note that both E Q and E W contain E, and indeed E Q , E W are respectively isomorphic to the quotient and weak-* completions of E.
Since the space E need not be a normed space, we recall some basic theory of duals of Fréchet spaces. For simplicity we assume that the seminorms on E are monotonic, i.e. · i ≤ · j for i < j, this being easy to arrange.
For α ∈ E * , we can define α i = sup{| α, φ | | φ i ≤ 1}. We note that α i takes values in [0, ∞], and · i ≥ · j for i < j. The condition that α is continuous is the condition that α i is finite for some i. For any sequence r 1 , r 2 , . . . the set {α ∈ E * | α i < r i for some i} is a neighbourhood of 0, and every neighbourhood of 0 contains such a set. Hence these sets determine the topology on E * .
Having equipped E * with this topology, we can then form the space E * * of continuous linear functionals on E * . A linear functional η on E * is continuous if for all i, we have
The space E W = E * * will be equipped with the weak-* topology. It follows by the Banach-Alaoglu theorem that all bounded subsets of E W are relatively compact. In the language of Bourbaki, if A ⊆ E W is bounded, i.e. there exists a sequence r i such that η i ≤ r i for all i, then A is contained in the polar of {α ∈ E * | ∃i, α i ≤ 1/r i }, which is compact.
Remark. From an abstract perspective, the weak-* completion is a natural way to enlarge E.
On the other hand, from the point of view of explicitly constructing elements of the space, the quotient completion is more tractable. 
Definition 5. We say that a short exact sequence
0 → E i − → E ′ π − → E ′′ → 0
Proposition 4. Let E, E ′ be pre-Fréchet spaces. Then a continuous map
Moreover this process respects compositions, and takes short topologically exact sequences to short exact sequences.
Proof. For the quotient completion, continuity of the map T : E → E ′ guarantees that applying T to each term of a bounded sequence φ n in E we obtain a bounded sequence Tφ n in E ′ . If φ n → 0 then Tφ n → 0 by continuity, hence we obtain a map T Q :
It is clear that this respects compositions.
Since i is open and injective, iφ n → 0 implies φ n → 0. Hence [(φ n )] = 0 and we have shown that i Q is injective.
The map π induces a map E ′ /iE → E ′′ which is an isomorphism of pre-Fréchet spaces, hence the class of φ ′ n tends to 0 in the quotient E ′ /iE. That is, there exists a sequence ψ ′ n in the iE such that
Finally, for surjectivity of π Q we note that if [(φ ′′ n )] ∈ E ′′ Q then there exists φ ′ n such that φ ′′ n = πφ ′ n . By openness of π, the sequence φ ′ n can be chosen to be bounded. In the case of the weak-* completion, the maps T W , i W , π W are simply the double duals of T, i, π. The fact that this respects composition is then standard. The hypothesis that i, π are open ensures that the corresponding sequence of classical completions is exact, whence exactness of the double duals is standard functional analysis.
We now give a connection between the two completions.
Proposition 5. Let ω be a non-principal ultrafilter on N. Then for any pre-Fréchet space E there is a linear map
Proof. We view an element φ of E as a map φ : N → E ⊆ E W with bounded range. Hence the closure of the range is compact in the weak-* topology on E W by the Banach-Alaoglu theorem. By the universal property of the Stone-Čech compactification it follows that φ extends to a map φ : βN → E W , which is continuous with respect to the weak-* topology on E W . We define e ω (φ) = φ(ω).
Continuity of φ guarantees that for each α ∈ E * , we have φ(·), α a continuous function on βN. This is the extension to βN of the bounded function n → α, φ n , hence evaluating at ω we have
The fact that e ω • T Q = T W • e ω is now easily verified as
for all α ∈ E * . The final assertion is simply the observation that the extension to βN of a constant sequence is again constant.
We are now in a position to define our cohomology theories.
, and let E p,q W (X, V) denote the weak-* completion of E p,q (X, V). As (D, d) are continuous anti-commuting differentials, the extensions of these to the completions (which we will also denote by D, d) are again anti-commuting differentials, hence taking p, q ≥ 0 we have bicomplexes (E p,q
Let H * Q (X, V) denote the cohomology of the totalisation of the bicomplex E p,q Q (X, V), p, q ≥ 0, and let H * W (X, V) denote the cohomology of the totalisation of the bicomplex E p,q(X,V) W , p, q ≥ 0.
Since the splitting s is continuous it also extends to the completions and we deduce that the augmented rows of the completed bicomplexes are exact. This gives rise to the following.
Corollary 6.
The cohomologies H * Q (X, V), H * W (X, V) are isomorphic respectively to the cohomologies of the cochain complexes (E * ,−1
The argument is identical to Corollary 3 We note that the extension of s to the completions ensures taking the kernel of d : E p,0 → E p,1 and then completing (in either way), yields the same result as first completing and then taking the kernel; one obtains the completion of E p,−1 . The corresponding statement for D would be false. The kernel of D : E 0,q Q → E 1,q Q will typically be much larger than the completion of the kernel of D : E 0,q → E 1,q , and similarly for E W . These vertical kernels are of great interest and we will study them in Section 5.
We now make a connection between the three cohomology theories H E , H Q , H W . Proof. The existence of the maps at the level of cohomology follows from the fact that D, d commute with the inclusion maps and e ω . The diagram commutes at the level of cochains by Proposition 5. It is then immediate that ker I Q ⊆ ker I W . It remains to prove that if φ is a cocycle in E p,q (X, V) with I W φ a coboundary, then I Q φ is also a coboundary.
Theorem 7. The inclusions of
E p,q (X, V) in E p,q Q (X, V) and E p,q W (X, V) and the map e ω : E p,q Q (X, V) → E p,q W (X, V) induce
maps at the level of cohomology:
By exactness of the rows, every cocycle in E p,q (X, V) is cohomologous to an element of E p+q,0 (X, V), hence without loss of generality we may assume that q = 0. Moreover any cocycle in E p,0 (X, V) is dφ for some φ in E p,−1 (X, V), and the images of dφ under I Q , I W will be coboundaries if and only if I Q φ, I W φ are a coboundaries in the completions of the complex (E p,−1 (X, V), D).
Suppose that I W φ is a coboundary, that is viewing φ as an element of the double dual E p,−1 W , there exists ψ in E p−1,−1 W such that Dψ = φ. We now appeal to density of E p−1,−1 in E p−1,−1 W to deduce that there is a net θ λ in E p−1,−1 converging to ψ in the weak-* topology. By continuity of D we have that Dθ λ → Dψ = φ. As Dθ λ and φ lie in E p,−1 , we have that this convergence is in the weak topology on E p,−1 . On any locally convex topological vector space, a convex set is closed in the locally convex topology if and only if it is closed in the associated weak topology. Hence (as the locally convex topology of E p,−1 is metrizable) there is a sequence θ n of convex combinations of the net θ λ such that Dθ n converges to φ in the R-semi-norm topology on
Hence I Q φ is also a coboundary, as required.
MORPHISMS, CHANGE OF COEFFICIENTS AND THE LONG EXACT SEQUENCE IN

COHOMOLOGY
Now we consider the effect on cohomology of varying the coefficient module. Let X be a metric space, G be a group acting by isometries on X and let
When the group action is clear from the context, in particular when G is trivial, we will simply refer to this as an X-morphism.
An X-morphism Ψ is said to be a monomorphism if it is injective and if there exists
An X-morphism Ψ is said to be an epimorphism if it is surjective and there exists M ≥ 0 such that for all R ≥ 0 there exists
An X-morphism Ψ is said to be an isomorphism if it is both an epimorphism and a monomorphism.
Note that a surjective monomorphism is automatically an epimorphism and therefore an isomorphism.
In this section we will use the usual convention that the term morphism refers to an X-morphism when both the space X and the group G are clear from the context.
We note that the concept of a monomorphism is constructed to ensure that U may be viewed in some sense as a sub-module of V, while the concept of an epimorphism is designed to provide controlled splittings, providing, respectively, some notion of injectivity and surjectivity for supports.
Given a space X, and a group G acting by isometries on X, a short exact sequence of X-modules is a short exact sequence of Banach spaces
each with the structure of a G-equivariant X-module and where ι is a monomorphism of X-modules and π is an epimorphism. Lemma 8. An X-morphism Ψ : U → V induces a continuous linear map Ψ * : E p,q (X, U) → E p,q (X, V) commuting with both differentials. This extends to give maps on both completed bicomplexes.
A short exact sequence of X-modules induces a short exact sequence of bicomplexes for E, E Q and E W . Hence, by the snake lemma, we obtain long exact sequences in cohomology for H * E (X, −),H * Q (X, −) and H * W (X, −).
Proof. Given an element φ ∈ E p,q (X, U), we need to check that
Equivariance of Ψ * (φ) follows from equivariance of Ψ and φ.
Note that for any R ≥ 0, the R-norm Ψ • φ R in V is at most Ψ times the R-norm of φ in U, hence the map is continuous.
As φ has controlled supports in U, for any R > 0 there exists
where S ′ is the constant given in the definition of a morphism. Hence ψ • φ is an element of E p,q (X, V). Combining this with continuity we deduce that Ψ • φ lies in E p,q (X, V).
The fact that Ψ commutes with the differentials is immediate from linearity of Ψ and the definitions of D, d. As the maps Ψ * is continuous, it induces maps on both completions. Now suppose we are given a short exact sequence of X-modules
We will show that the sequence
is topologically exact, i.e. it is exact and the maps are open.
Injectivity and openness of ι * follows directly from the corresponding properties of ι; as ι has closed range, it is open by the open mapping theorem.
Exactness at the middle term follows from the observation that if π * (φ) = 0 then φ = ι • φ ′ for some function φ ′ : X p+1 × X q+1 → U, where φ ′ is uniquely defined by injectivity of ι. We need to verify that φ ′ is an element of E p,q (X, U). Openness of ι yields the required norm estimates, whereas the support condition is satisfied because ι is a monomorphism, hence Supp
Surjectivity of π * follows from the definition of an epimorphism: Given φ : X p+1 × X q+1 → W which is an element of E p,q (X, W), for each R > 0 there exists S > 0 such that (x, y) ∈ ∆ R ≤ R implies that Supp W (φ(x, y) ⊆ B S (x i ), B S (y j ) for all i, j. Since π is an epimorphism, there exists M, T > 0 such that for each (x, y) there exists an element of V, which we denote φ ′ (x, y) such that φ ′ (x, y) V ≤ M φ(x, y) W and Supp V (φ ′ (x, y)) ⊆ B T (x i ), B T (y j ) for each i, j, so φ ′ is of controlled supports and has finite R-norms as required. These estimates for the R-norms also ensure that π * is open.
Hence by Proposition 4 we obtain short exact sequences for both the E Q and E W bicomplexes. It is now immediate from the snake lemma that we obtain long exact sequences in cohomology:
As an example we consider the following short exact sequence of X-modules, where we are taking the group G to be trivial:
The function spaces are equipped with their usual support functions Supp(f) = {x ∈ X | f(x) = 0} and C is equipped with the trivial support function Supp(λ) = ∅ for all λ ∈ C. The map ι is the standard "forgetful" inclusion of ℓ 1 0 (X) into ℓ 1 (X) and is easily seen to be a monomorphism. The map π is the evaluation of the ℓ 1 sum and this is an epimorphism. To see this we argue as follows: since the support of any λ ∈ C is empty it lies within R of any point x ∈ X. We choose the scaled Dirac delta function λδ x ∈ ℓ 1 (X) which clearly maps to λ, has norm |λ| and Supp(λδ x ) = {x}, so putting M = 1 and S = 0 satisfies the conditions. It follows that we obtain a long exact sequence of cohomology:
A COHOMOLOGICAL CHARACTERISATION OF PROPERTY A
As an application of the long exact sequence we give our first cohomological characterisation of Yu's property A.
Let X be a metric space, and let G be the trivial group. Recall we have a short exact sequence
where C is a given the support function where Supp(λ) is empty for all λ in C, and ℓ 1 0 (X), ℓ 1 (X) are given the usual support functions. Let 1 ∈ E 0,−1 (X, C) denote the constant function 1 on X. Proof. Given a sequence of functions f n (x) as in the definition of property A, we note that φ = f has the required properties: The fact that f n x is a probability measure ensures that πφ n (x) = 1 for all x, n, that is π * φ = I Q 1. The other hypotheses of Definition 1 are precisely the assertions that φ is of controlled supports, and
Conversely, given an element φ ∈ E −1 Q (X, ℓ 1 X) such that Dφ = 0 and π * φ = I Q 1, represented by a sequence φ n , we set f n (x)(z) =
. Since πφ n (x) = 1 for all x, n we have
As an element of ℓ 1 (X), f n (x) has the same supports as φ n (x), in particular f is of controlled supports. The verification that f n (x 1 ) − f n (x 0 ) ℓ 1 tends to 0 uniformly on {(x 0 , x 1 ) | d(x 0 , x 1 ) ≤ R} follows from the fact that Dφ = 0 and the estimate 
we have classes
. We make the following definition.
Definition 7. An asymptotically invariant mean for X is an element µ in
Let δ denote the map X → ℓ 1 (X), x → δ x . We note that as π * (δ) = 1, by exactness we have π * (µ) = 1 W if and only if δ − µ lies in the image of E 0,−1 W (X, ℓ 1 0 (X)). We now characterise property A as follows:
Theorem 10. Let X be a discrete metric space. Then the following are equivalent:
(1) X has property A. Conditions (2) and (3) are equivalent by exactness of the long exact sequence in cohomology, while (3) is equivalent to (4) by Theorem 7. Conditions (4), (5) are equivalent by a further application of the long exact sequence (this time for the weak-* completion). Finally the equivalence of (5) and (6) is immediate from the definition of asymptotically invariant mean.
To place this in context we consider the equivariant analog for a group. Let G be a countable group equipped with a left invariant proper metric. Again we have two long exact sequences in cohomology:
Theorem 11. The following are equivalent:
(1) G is amenable.
Proof.
we see that there exists a sequence of equivariant functions φ n : G → ℓ 1 (G) which represents a cocycle and for which 1 = h φ n (g)(h) ≤ h |φ n (g)(h)| = φ n (g) ℓ 1 for every g ∈ X and every n ∈ N. Set f n g = |φ n (g)|/ φ n (g) ℓ 1 to obtain an equivariant element of Prob(G).
For a given g, n Supp(f n g ) = Supp(|φ n (g)|/ φ n (g)) = Supp(φ n (g). Since φ n is of controlled supports given any R > 0 there exists S > 0 such that Supp(φ n (g)) ⊆ B S (g). Hence Supp(f n g ) ⊆ B S (g) as required.
Since φ n represents a cocycle, Dφ n ((g 0 , g 1 )) ℓ 1 converges to zero uniformly on the set {(g 0 , g 1 (2) implies (1). The converse is easy.
Conditions (2) and (3) are equivalent by exactness of the long exact sequence in cohomology, while (3) is equivalent to (4) by Theorem 7.
This result should be compared with the statement and proof of Theorem ?? parts (1), (2), (3) which invoked the long exact sequence:
induced by the short exact sequence
We therefore consider the cohomology groups H 0
, where ∼ denotes Q or W, as asymptotic analogs of the groups H 0 (G, ℓ ∞ G * ), H 0 (G, C), H 1 (G, (ℓ ∞ G/C) * ) respectively.
THE ASYMPTOTICALLY INVARIANT COMPLEX
We pause for a moment to recall the classical definition of bounded cohomology for a group. One first takes the homogeneous bar resolution wherein the k-dimensional cochains consist of all bounded functions from G k+1 to C This cochain complex is exact so has trivial cohomology. This is exhibited by taking a basepoint splitting which is induced by the map G k → G k+1 given by inserting the basepoint as an additional (first) co-ordinate. Now one takes the G-invariant part of this complex, where G acts diagonally and C is equipped with the trivial action of G. Since the splitting is not equivariant the corresponding cochain complex is not necessarily exact. When the group G is amenable one can average the splitting over orbits using the invariant mean, and this produces an equivariant splitting which therefore kills all the cohomology in dimensions greater than or equal to 1.
In this section we will carry out an analogous process for property A and a metric space. Replacing the classical (split) cochain complex by the first row of the E Q bicomplex, (E 0,q Q , d), (which is acyclic since (E 0,q , d) is acyclic by Proposition 2) we then take the kernels under the vertical differential D to produce a new cochain complex, which we will call the asymptotically invariant subcomplex of E Q . The splitting s of the horizontal differential d does not restrict to this cochain complex leaving room for interesting cohomology. This is the analogue of taking the invariant parts in group cohomology. Similarly (E 0,q W , d) is acyclic, but taking the kernels under the vertical differential D we obtain the asymptotically invariant subcomplex of E W . We will then show that if the space X has property A, one can asymptotically average the splitting to obtain a splitting of the asymptotically invariant complexes. Hence we deduce (analogously to the case of bounded cohomology) that if X has property A then the cohomologies of both asymptotically invariant complexes vanish in all dimensions greater than 0. For notational convenience when considering elements of E 0,q we will write φ(x, (y 0 , . . . , y q )), suppressing the parentheses around the single x variable.
Definition 8. We say that an element
The term asymptotically invariant is motivated by the case of E 0,q Q . An element of E 0,q Q is asymptotically invariant if it is represented by a sequence φ n : X × X q+1 → V which is asymptotically invariant in the x variable the following sense. For all R > 0 the difference φ n (x 1 , y) − φ n (x 0 , y) tends to zero uniformly on { ((x 0 , x 1 
We remark that it is essential that we first complete the complex E and then take the kernels of D, not the other way around. If we were to take the kernel of D : E 0,q → E 1,q we would get functions φ(x, (y 0 , . . . , y q )) which are constant in the x variable, that is, we have invariant rather than asymptotically invariant elements. The kernel of D : E 0,q Q → E 1,q Q will typically be much larger than the completion of these constant functions, and similarly for E W .
We now make the following elementary observation.
Proof. This is immediate from anti-commutativity of the differentials D, d.
Recall that there is a splitting s : E 0,q → E 0,q−1 extending to both generalised completions. Note however that s does not necessarily map either asymptotically invariant complex into itself, as illustrated by the following simple example. Example 9. Let X be the integers equipped with the subspace metric from the reals, and let V be the X-module ℓ 1 Z. For elements x, y 0 , y 1 ∈ Z set φ(x, (y 0 , y 1 )) = δ y 1 − δ y 0 , where δ y denotes the Dirac function with support {y}. Clearly φ ∈ E 0,1 , and since φ is independent of x, Dφ = 0, so I Q φ lies in E 1 QA , and I W φ lies in E 1 WA . However Dsφ((x 0 , x 1 ), (y 0 )) = sφ(x 1 , (y 0 )) − sφ(x 0 , (y 0 )) = (δ y 0 − δ x 1 ) − (δ y 0 − δ x 0 ) = δ x 0 − δ x 1 which has ℓ 1 -norm equal to 2 for all x 0 = x 1 . Hence DsI Q φ = I Q Dsφ = 0 and DsI W φ = I W Dsφ = 0, so neither sI Q φ nor sI W φ is asymptotically invariant. Definition 10. Let H * QA (X, V) denote the cohomology of the complex E * QA (X, V) and let H * WA (X, V) denote the cohomology of the complex E * WA (X, V)
We will refer to the inclusions of E
as augmentation maps. By analogy with the horizontal case, we will denote these by D.
Lemma 13. The augmentation maps induce maps on cohomology
, which are isomorphisms for q = 0, and are injective for q = 1.
Proof. Let φ be a cocycle in E q QA (X, V). Then Dφ = 0 since φ ∈ E q QA (X, V), and dφ = 0 since φ is a cocycle. Hence including E q QA (X, V) into E 0,q Q (X, V), the element φ is a cocycle in the totalisation of the bicomplex, yielding a map H q QA (X, V) → H q Q (X, V). In degree 0 every cocycle is non-trivial, and the condition that φ is a cocycle is that Dφ = 0 and dφ = 0 in both theories, whence the map is an isomorphism. In degree 1, if φ ∈ E 0,1 (X, V) is a coboundary in the totalisation of the bicomplex then there is an element ψ of E 0,0
. That is Dψ = 0, so ψ is an element of E 0 QA (X, V), and dψ = φ. Hence φ is also a coboundary in E 1 QA (X, V). Hence the inclusion of
gives an injection of cohomology.
The proof for E W is identical. Now we restrict to the case where G is trivial, and V is ℓ 1 0 (X), equipped with the ℓ 1 norm and the usual support function. Consider the Johnson elements J 0,1 (x, (y 0 , y 1 )) = δ y 1 − δ y 0 in E 0,1 (X, V) and J 1,0 ((x 0 , x 1 ), (y)) = δ x 1 − δ x 0 in E 1,0 (X, V). Since DJ 0,1 = 0 and dJ 0,1 = 0 we deduce that I Q J 0,1 , I W J 0,1 give classes in H 1 QA ((X, V)) and H 1 QA ((X, V)), which we will denote [J 
, and the augmentation map for H W takes the class
Hence the following are equivalent: (1) X has property A.
Proof. 
W (X, ℓ 1 0 (X)). Let φ(x, (y)) = δ y − δ x . We note that this lies in E 0,0 (X, ℓ 1 0 (X)). Computing the coboundaries we have Dφ((x 0 , x 1 ), (y)) = −δ x 1 +δ x 0 = −J 1,0 ((x 0 , x 1 ), (y)), while dφ(x, (y 0 , y 1 )) = δ y 1 −δ y 0 = J 0,1 (x, (y 0 , y 1 )). 
VANISHING THEOREMS
We have seen that the map s does not split the coboundary map d in the complexes E * QA , E * WA , however if X has property A then we can use the probability functions given by the definition to asymptotically average the sφ. Having done so we will obtain an actual splitting for the cochain complex, demonstrating the vanishing of the cohomology.
We will make use of the following convolution operator.
We make the following estimate:
We remark that as θ lies in the bottom row of the bicomplex, its R-norm does not in fact depend on R, hence we suppress it from the notation.
This estimate shows that for each f the map θ → f * θ is continuous, and for each θ the map f → f * θ is continuous.
We note that D(f * φ)(x, y) =
exchanging the order of summation.
Similarly d(f * φ)(x, y) = (f * dφ)(x, y).
The convolution extends in an obvious way to the quotient completion. For f ∈ E q,−1
We note that if either of the sequences f n , φ n tends to 0 as n → ∞, then (f * φ) n tends to 0, by the above norm estimate. Hence the convolution is a well defined map
Q (X, V), i.e. as an element of E p,q Q (X, V), the convolution f * φ does not depend on the choice of sequences representing f, φ.
Since the convolution is defined term-by-term in n, the identities D(f * φ) = (Df) * φ and d(f * φ) = f * dφ carry over to the quotient completion.
We recall that by Lemma 9, property A is equivalent to the existence of an element f of E Q 0, −1(X, ℓ 1 (X)) with Df = 0 and π * (f) = I Q 1. The idea of the proof of the following theorem is that convolving with f allows us to average the splitting sφ, to get an asymptotically invariant element. Proof. Let φ ∈ E q QA (X, V) with q ≥ 1. The element φ is represented by a sequence φ n in E q (X, V) and sφ is represented by the sequence sφ n (x, (y 0 , . . . , y q−1 )) = φ n (x, (x, y 0 , . . . , y q−1 )).
Since Dφ = 0, the sequence Dφ n tends to zero, that is for all R > 0, Dφ n R → 0 as n → ∞. By a diagonal argument, if S n is a sequence tending to infinity sufficiently slowly, then Dφ n Sn → 0 as n → ∞. We choose a sequence S n with this property.
Take an element f in E 0,−1 Q (X, ℓ 1 (X)) with Df = 0 and π * (f) = I Q 1, and let f n be a sequence representing f. For simplicity we assume that π(f n (x)) = 1 for all x, n; if f ′ n is a sequence representing f, then f ′ n (x) + (1 − π(f n (x)))δ x also represents f, and has sum 1 as required. By repeating the terms of the sequence f n we can arrange that Supp(f n (x)) ⊆ B Sn (x) for all x, n. Note that our choice of f therefore depends on S n and hence on φ.
As a remark in passing, we note that taking such a 'supersequence' of f n corresponds in some sense to taking a subsequence of φ n . If we were working in the classical completion E cs /E 0 , then the subsequence would represent the same element of E cs /E 0 , however for E Q this need not be true.
For each q ′ we now define s f :
We first note that for any ψ we have s f ψ asymptotically invariant. This follows from asymptotic invariance of f, since Ds f φ = D(f * sφ) = (Df) * sφ = 0. Hence in fact we have a map
QA (X, V) which restricts to the asymptotically invariant complex.
We claim that for our given φ we have (ds f + s f d)φ = φ. We have ds f φ = d(f * sφ) = f * dsφ, while s f dφ = f * sdφ by definition. Hence (ds f + s f d)φ = f * (ds + sd)φ = f * φ since ds + sd = 1. It thus remains to show that f * φ = φ. Notice that since z∈X f n (x)(z) = 1 we have φ n (x, y) = z∈X f n (x)(z)φ n (x, y), so we have n ((x, z), y) .
Taking norms we have f n * φ n − φ n ≤ f n Dφ n Sn , since if d(x, z) > S n then f n (x)(z) vanishes. We know that Dφ n Sn → 0 as n → ∞, hence we conclude that f * φ − φ = 0 in E q QA (X, V).
We have shown that for every element φ ∈ E q QA (X, V) with q ≥ 1, we can construct maps s f :
(We remark that the choice of f, and hence the map s f depends on the element φ in question.) It follows that if φ is a cocycle then φ = (ds f +s f d)φ = ds f φ, so every cocycle is a coboundary. Thus we deduce that H q QA (X, V) = 0 for q ≥ 1.
Combining this with Theorem 14 we obtain the following.
Theorem 16. Let X be a discrete metric space. Then the following are equivalent:
We will now prove a corresponding result for the weak-* completion. The role of f in the above argument will be replaced by an asymptotically invariant mean µ in E 0,−1 W (X, ℓ 1 (X)). We begin by extending the convolutions to the weak-* completions. First we define f * φ for f ∈ E p,−1 (X, ℓ 1 (X)) and φ ∈ E 0,q W (X, V). This is defined via its pairing with an element α of E p,q (X, V) * :
In other words the operator φ → f * φ on E 0,q W (X, V) is the double dual of the operator θ → f * θ on E 0,q (X, V).
We have | α f , θ | ≤ α R f * θ R ≤ α R f R θ for some R (depending on α). Hence for each α there exists R such that | f * φ, α | ≤ φ R α R f R so f * φ is a continuous linear functional.
We now want to further extend the convolution to define η * φ in E p,q
The definition is motivated by the requirement that (I W f) * φ = f * φ. Hence for α in E p,q (X, V) * we will require
The above inequalities ensure that σ φ,α is a continuous linear functional.
We observe that f * φ is determined by the property that f * φ, α = σ φ,α , f = I W f, σ φ,α . We use this to give the general definition: For η ∈ E p,−1
Proof. The elements D(η * φ), d(η * φ) are defined by their pairings with respectively α in E p+1,q (X, V) * and β in E p,q+1 (X, V) * . These are given by pairing η with respectively σ φ,D * α and σ φ,d * β .
Since for f ∈ E p,−1 (X, ℓ 1 (X)) we have σ φ,D * α , f = φ, (D * α) f and σ φ,d * β , f = φ, (d * β) f , we must determine (D * α) f and (d * β) f . Pairing these with an element θ in E 0,q (X, V) we have Proof. The statement that η * φ = 0, amounts to the assertion that η, σ φ,α = 0 for all α in E 0,q (X, V) * . Since the image of I W is dense in E 0,−1 W (X, ℓ 1 0 (X)) in the weak-* topology, it suffices to show that σ φ,α , f = 0 for all f ∈ E 0,−1 (X, ℓ 1 0 (X)). We note that σ φ,α , f = f * φ, α = φ, α f .
We will show that α f is a 'boundary,' that is α f is in the range of D * . As Dφ = 0 it will follow that the pairing is trivial.
We define a boundary map ∂ : ℓ 1 (X × X) → ℓ 1 0 (X) by (∂H)(z 0 ) = z∈X H(z 1 , z 0 ) − H(z 0 , z 1 ).
Equivalently, we can write ∂F = z 0 ,z 1 ∈X H(z 0 , z 1 )(δ z 1 − δ z 0 ).
We note that ∂ is surjective: For h ∈ ℓ 1 0 (X) and x in X, let H(z 0 , z 1 ) = h(z 1 ) if z 0 = x, z 1 = x and let H(z 0 , z 1 ) = 0 otherwise. Then ∂H = h. We note that H ≤ h , and Supp(H) ⊆ {x} × Supp(h). For each x, let F(x) be the lift of f(x) constructed in this way, so that F(x) ≤ f(x) for all x, and as f is of controlled supports there exists R such that if F(x)(z 0 , z 1 ) = 0 then z 0 , z 1 ∈ B R (x).
Writing (∂F)(x) = ∂(F(x)), for θ ∈ E 0,q (X, V), we have α f , θ = α, f * θ = α, (∂F) * θ . hence T F is continuous.
We conclude that α f , θ = α, (∂F) * θ = α, T F Dθ = D * T * F α, θ for all θ, hence α f = D * T * F α, so that φ, α f = φ, D * T * F α = Dφ, T * F α = 0. This completes the proof.
We now prove the vanishing theorem. WA (X, V). We must now verify that s µ is a splitting. By Lemma 17, and using the fact that ds + sd = 1 we have (ds µ + s µ d)φ = d(µ * sφ) + µ * sdφ = µ * dsφ + µ * sdφ = µ * φ.
It thus remains to show that µ * φ = φ. Let δ denote the map X → ℓ 1 (x), x → δ x . We have π * (I W δ) = 1 = π * (µ), so for η = δ − µ we have π * (η) = 0. Hence η is in the image of E 0,−1 W (X, ℓ 1 0 (X)). As Dφ = 0, it follows from Lemma 18 that η * φ = 0. Thus µ * φ = (I W δ) * φ = δ * φ. It is easy to see that convolution with δ yields the identity map on E 0,q (X, V), hence its double dual is again the identity map. Thus µ * φ = δ * φ = φ as required.
Combining this with Theorem 14 we obtain the following. 
