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CHAPTER 1
INTRODUCTION
The study of soils, and in general of granular materials, has attracted the attention of civil
engineers who have to deal with settlements of buildings, earth pressure against retaining walls,
stability of slopes and embankments etc. Recently, the number of physicist interested in the
subject has increased dramatically. Granular materials are considered a new state of matter
with its own properties that differentiated it from the liquid, gaseous and solid states. It is
a typical example of what is called a complex system: the collective macroscopic behavior of
the system cannot be easily predicted from the microscopic non-linear interactions between its
constitutive elements. Moreover continuous approaches that have been used by engineers are
limited since granular ensembles are by nature discrete systems. A novel trend that is becoming
popular is to study the soils as statistical ensembles rather than continuous bodies.
There are two paradigms to describe granular soils. In the macromechanical paradigm,
proper of geotechnical engineers, the soil is described by constitutive equations, i.e. by ten-
sorial relationships connecting stress and strain, which, together with the tensorial differential
equations of movement, define the system dynamics. There are many different models for these
constitutive equations (hypoplastic, viscoelastic, etc.), and each model is especially adequate for
the model of a specific kind of soil. The parameters that characterize the soil in each model
are obtained from simple laboratory tests. These equations, when numerically solved by finite
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differences or finite element methods, are successful to predict the macroscopic evolution of the
soil. Nevertheless, and despite of the great developments of the last four decades, there are a
large set of phenomena that cannot be properly modeled by this kind of models. Examples are
the localization of strain under shear stress and the unbounded incremental accumulation of
strain under cyclic loads (ratcheting). The macroscopic constitutive equations that intend to
describe these phenomena are full of new parameters that are hard to measure and to explain
from a physical basis, and the problem remains open.
The micromechanical paradigm, proper of physicists, looks at the soil as a set of discrete
grains that interact with each other by elastic, viscous and frictional non-linear forces. The
parameters here are the ones characterizing these forces: Young modulus, static and dynamic
Coulomb friction coefficients, restitutive coefficients, etc. These forces, together with the grain
shapes and sizes, describe the soil from the microscopic point of view, but they are non-linear
and dissipative, and there is very hard to find an analytical prediction of the collective behavior.
Although these microscopic interactions are responsible, at the end, of the macroscopic behavior,
nobody knows how to relate them with the macromechanical constitutive equations, and this
problem has become the holy grail of the soil mechanics.
From the physicist’s point of view, much of the research has been done by using computer
simulations, both 2D and 3D, in the so-called Discrete Element Method (DEM). The granular
system is modeled as a set of discrete elements (discs, spheres, polygons, etc.), and the forces
between them are computed from the positions and velocities of all grains at each time step,
either by assuming that the grain models overlaps (Molecular Dynamics) or by solving the set of
equilibrium equations and momentum and energy balances for all grains (Contact Dynamics).
Next, the Newton and Euler laws of motion (for translations and rotations, respectively) are
numerically integrated to obtain the positions and velocities at the next time step. Nowadays
computers allow for tracking the positions and velocities of thousands - and even millions -
of grains and the forces among them with such a precision that cannot be obtained from the
experiments. Next, microscopic interactions can be added one by one and tested in order to see
if they reproduce the macromechanical behavior one is interested in; if this reproduction is ended
with success, one has captured the essence of the phenomenon. So, micromechanical simulations
are not intended to replace the macroscopic models of geothecnics, but to establish the physical
grounds of the macroscopic phenomena and, in consequence, to reveal basic ideas that can be
used for the development of more powerful macromechanical models. This is the main goal of
the DEM method, and the development of more realistic and easy-computed discrete elements
3is a fundamental part of the process to reach such goal.
A great part of the micromechanical studies on soils has been done with two-dimensional
models. They are easier to programming, less computer demanding, and able to maintain some
of the fundamental aspects of many phenomena of interest. Two main discrete elements are
used for 2D simulations: disks [1, 2, 3] and Voronoi polygons [4, 5, 6, 7, 8].Disks are much
simpler to represent, and their interaction laws are much easier to compute, too, but they are
not completely realistic in their interactions and some features are often added to reproduce
granular behavior. They are also more suitable for statistical studies, like for instance the
remarkable work of F. Radjai on disks [9], where a model for the distribution of normal forces
between grains was proposed. In contrast, Voronoi polygons are harder to describe, some of
their interactions do not allow for an exact computation of the elastic potential energy and their
magnitudes are not continuous functions of the relative positions, making the code instable; but
they account for the irregular shape of real grains and achieve a more realistic behavior with less
particles than discs. With Voronoi polygons, Alonso [10] reported the appearance of the well
known phenomenon of ratcheting, first found in experiments, and other researchers have been
able to reproduce breaking and fractures, but their complex shape has avoided, for instance,
to test the McNamara’s suggestion [11] that this ratcheting is just an error in the widely used
Cundall-Strack model [1] for friction. Summarizing, neither disks nor polygons contains all
desired features for a discrete element method.
Despite of the power of two-dimensional models, there are phenomena that ask for a three-
dimensional approach. In fact, Poisson’s ratios change a lot from 2-D to 3-D, and the percolation
of chain forces is completely different. Moreover, both numerical and laboratory tests suggest
that there are some significant differences regarding macroscopic friction and wing crack ex-
tensions between the 2-D and the 3-D cases [12, 13]. Nevertheless, it is more difficult to deal
with finite particle rotations in 3-D, increasing computer requirements, and the evolution of
three-dimensional discrete elements has been much slower than in 2-D. Of course, the first 3-D
simulations used spheres as discrete elements [14], and much of the present studies are still done
with them [15], but many hopes are set in the use of polyhedra. An example of these models
is the package LMGC90, developed by Dubois and Jean [16], which uses digitalized images of
real grains and contact dynamics to compute the forces. The main problems here are again
the difficulty to define elastic forces between polyhedra with no discontinuities and allowing for
an exact computation of the elastic energy. In a recent work, Pournin and Liebling [17] have
introduced a new discrete element, called spheropolyhedra that bases on the Minkowski opera-
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tions of erosion and dilation employed in graphics processing. The idea is to obtain rounded
particles, with interactions that can account for the elastic energy at the contacts. The contact
law, however, is unnecessarily complex, and is only suitable for convex shapes. Thus, very few
results have been obtained so far to validate its utility, and only three different shapes have
been modeled (see Fig. 5.5). Later on, Alonso [18] developed a new kind of discrete elements,
called spheropolygons, with interactions between vertex and sides that are continuous on the
relative moves of the grains and analytically defined, with the additional advantage that they
allow for an exact computation of the elastic energy. Since the interaction is multicontact among
grains, non-convex shapes can be modeled. Nevertheless, they have still not been generated with
random shapes, a relevant feature for the simulation of soils.
The objective of the present thesis are, first, to combine the spheropolygons of Alonso with
the Voronoi construction in order to create discrete elements that can be used to simulate soils
and, second, to extend these ideas to the construction of three-dimensional spheropolyhedra
with a simple definition of the elastic forces. After construction, both 2D and 3D models should
be checked against the classical conservation laws of physics. Afterwards we test them in the
study of soil phenomena like hysteresis, ratcheting and the evolution of full-saturated shear
bands, that is where the exact account of the elastic energy is of relevance. This will give to
the micromechanical community a set of new and validated tools to investigate the complex
behavior of granular soils in studies were shape and energy play a major role.
The scope of the thesis is summarized as follows: In chapter 2 we explain in more detail the
scope and goals of the present thesis. It is followed by chapter 4 reviewing the foundations of
the DEM method that all implementations share. Some important mechanical behaviors of soils
are explained in chapter 3 by introducing useful validation examples. Then, the state of the art
is explained in detail in chapter 5. Before starting with spheropolgons and spheropolyhedra,
chapter 6 uses the simple geometries of disks and spheres to address three interesting problems:
The effect of an obstacle to speed up the flow in the bottleneck of an hourglass, the numerical
nature of the reported ratcheting in DEM simulations (mentioned above), and the study of the
distribution of elastic forces in a sample of monodisperse spheres under isotropic compression.
These problems will prove that although the disk and sphere geometry is limited, they are still
useful modeling tools.
Next, the issue of spheropolygons is fully addressed. Chapter 7 explains how to construct
Minkowski spheropolygons from Voronoi constructions. We start with a precise and detailed
5description of the implementation procedure and then we go further by testing for both efficiency
and conservation laws with simple simulation setups. Afterwards, these constructions are em-
ployed in chapter 8 to simulate the biaxial test of soils under both monotonic and cyclic loadings.
First, the setting of the critical state and the orientation of the shear bands are investigated.
Next, we explore some phenomena where a proper account of the elastic energy is relevant: the
appearance of hysteresis loops and ratcheting. Then, chapter 9 faces the simulation of a fully-
saturated shear band by coupling our DEM code with a simple thermodynamical model for the
intergranular water. The goal is to investigate the vaporization hypothesis of Habib [19] for the
triggering of a landslide. This last example illustrates the power of the new discrete element
method and opens new interesting research lines.
Thereafter, we extend the model to three-dimensions. Chapter 10 describes how to build
spheropolytopes. The implementation features are very similar to its 2D counterpart, but the
differences are explained in detail. Chapter 12 performs some simulations with samples of iden-
tical spheropolytopes that illustrates the many application possibilities of this element method:
The collision between jets of Tetrahedra, which test for energy, linear and angular momentum
conservation, the hooper flow of non-convex particles, and the emergence of macroscopic friction
from the microscopic interaction between two rough surfaces. Finally, chapter 13 addresses the
simulation of a soil of Minkowski-Voronoi spheropolyhedra undergoing the true triaxial test.
We look first for the critical state and compare with the same simulation for spheres, and the
role of particle shape on the macroscopic friction and dilatancy angles. The chapter ends by
comparing linear elastic forces against a full implementation of the Hertz [20] and Puttock [21]
forces among spheres and cylinders. Nature of soil is studied with the simulation of a True
Triaxial Test comparing the macroscopic response of different geometries and different contact
laws. Finally, chapter 13 summarizes the main conclusions and gives some final discussions and
projections of the present work.
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CHAPTER 2
THE RESEARCH PROBLEM
As was mentioned in the last chapter, the use of Voronoi polygons has been a very successful
DEM model for the two-dimensional simulation of granular media and soils. The force for these
discrete elements depends on the overlapping area between polygons. This produces two main
problems.
The first one deals with the efficiency and stability of the method. Two polygons of N sides
will require an algorithm of order O(N2) to compute the overlapping area, because we have to
check every side of each polygon to see if there is an overlap and how big it is. The computer
first check for possible intersections between sides and, if an intersection is found, proceed two
integrate the enclosed area. Obviously, the more complex the polygon, the more CPU time is
required to compute the area. The second problem deals with the calculus of the elastic energy.
Unfortunately, a force proportional to an area, but not to a distance, cannot be derived from a
potential, and the elastic energy cannot be obtained.
The spheropolygons developed by Alonso [18] solves these problems by defining the force
between two spheropolygons as a function of distances among them, and therefore, a potential
can be easily found. Hence we propose to use this method to investigate soils, especially where
computing the elastic energy can be of fundamental relevance for the phenomenon of interest.
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The work of Alonso on spheropolygons has not included yet a Voronoi construction for general
shapes. Given that such Voronoi construction is a well established method in DEM simulation
of soils and geomechanics, our first goal is to combine these two concepts to create Voronoi
spheropolygons and reproduce simulations done with the Voronoi method: the incremental
response on biaxial tests and the ratcheting under cyclic loads. Moreover, computing the elastic
potential energy allows us to check for energy balance in more complex problems, like the
hysteresis area under cyclic loads or the heating of a shear band by effect of the dynamic friction
between grains. Basically, with this potential energy one hand we can compute the dissipation
by cycle, in the first problem, or the proper energy balance, in the second one. This completes
the first part of the project.
The second part of this project deals with the extension of these discrete elements to 3-D.
Actually, the development of three-dimensional polyhedra with a simple description of forces is
a main need for the molecular dynamics simulation of granular media, because Voronoi polygons
are very difficult to generalize to three dimensions. Computing the overlapping volume of two
polyhedra is an extremely complex task, and the solution will inherit both problems mentioned
above. In addition, the implementation of spheropolyhedra by Pourning [22] has an overcompli-
cated contact law that limits its application to soil micromechanics. In contrast, the definition
of elastic forces by Alonso is much simpler, and the basic concepts can be easily extend to 3-D,
given rise to a broad spectrum of future applications.
Spheropolyhedra offer a lot of other applications. Simulation of soil grains with realistic
shape is just one of them. It can simulate drugs pills, molecules, effects of non convex shapes
like friction, toys like tops, etc. Industries dealing with soils, mining, video games and more will
benefit from this method.
This is, summarizing, the main scope of the present Phd thesis. We hope it will extend
the micromechanical study of soils with a new set of discrete elements that will contribute to
develop a broad horizon of possibilities in the simulation of soils.
CHAPTER 3
A BRIEF INTRODUCTION TO SOIL MECHANICS
Soils are the main subject of study of civil engineers who have to deal with settlements of build-
ings, earth pressure against retaining walls, stability of slopes and embankments, etc. These
geotechnical engineers describe the soil as a continuous media and characterize them by means
of tensorial constitutive equations, intending to summarize the main phenomenological aspects
that are consequence of the discrete nature of the soil. The parameters of these macromechan-
ical models are obtained from elementary essays in the laboratory, which are also used to the
systematic study of the very interesting phenomena.
Hereby we summarize some of the basic theoretical models for soil mechanics, describe some
of the elementary tests employed to characterize soils that will be simulated in the project, and
explain some of the phenomenological behaviors that are challenging for continuous models:
hysteresis, ratcheting and the evolution of full-saturated shear bands.
9
10 CHAPTER 3. A BRIEF INTRODUCTION TO SOIL MECHANICS
3.1 Constitutive Models and Failure Criteria
A constitutive model is basically a relationship between the measured strain  and the stress σ
applied on a continuous body,
 = f(σ, κ) , (3.1)
with κ a set of parameters describing the material. The easiest model is of course linear elasticity,
but most aspects of soil behavior cannot be explained by linear responses, as will be evident
below. Many different models have been proposed in the last four decades, but, as Kolymbas
pointed out [23], they are very hard to reproduce and even to understand by other researchers,
and many of the parameters defined by these models are hard to measure or to relate with
physical concepts. Hereby we introduce two of them: the elasto-plastic theory of Drucker and
Prager and the hypoplastic theory of Gudehus.
3.1.1 The Mohr-Coulomb Criterion
The initial response of a soil to an applied stress is linear elasticity. This only happens if the
stress is not high enough to fail the soil.
The Mohr-Coulumb failure criterion[24] considers this elastic regime as the only possible
state until the failure is reached,
σt = c+ σnµ , (3.2)
and relates the normal σn and deviatoric stress σt in terms of the friction coefficient µ and the
cohesion coefficient c.
3.1. CONSTITUTIVE MODELS AND FAILURE CRITERIA 11
Figure 3.1: A sample is subjected to principal stress and a failure is obtaining with and angle θ
from the horizontal (left). The failure condition of Eq.3.2 is represented by a cone in the stress
space (right)
Fig3.1 illustrates the basic idea behind this criterion in 2D. The space of possible normal to
tangential stresses on all possible orientation planes draws a circle: the Mohr circle, subtended
between the values of the principal stresses. This circle has center at p=(σ1 + σ2)/2 and radius
q=(σ1 − σ2)/2. The Coulomb criterion establishes a straight line, with slope µ, for the space
of normal to tangential stresses at failure. Thus, if the stresses increase and the Mohr circle
grows to touch the Coulomb line, there is a plane where the tangential stress will reach the
maximal value given by the Coulomb criterion and, therefore, the material fails. The angle β of
the intersection point is related to the angle θ of the failure plane by 2θ=pi−β. So, this criterion
gives us information about the occurrence and orientation of the failure.
3.1.2 Elasto-plastic theory
When a granular sample undergoes a confining pressure and therefore an axial stress is applied,
it displays the typical stress-strain relationship shown in figure3.2. A continuous decrease of
the stiffness (i.e. the slope of the stress-strain curve) is observed during loading. If the sample
is unloaded, an abrupt increase in the stiffness is observed, leaving an irreversible deformation.
Despite of that, one can approximate that the deformation is almost linear and reversible if the
stress changes inside some region around σA, which is called the yield point.
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Figure 3.2: a) Evolution of the elastic regime b) stress space
The Mohr-Coulomb criterion assumes a large elastic domain, and states that the plastic
deformation occurs only at failure. However, experiments like the described above have shown
that a plastic deformation develops before failure [25]. Let us suppose that the sample is loaded
until a stress σA is reached (Fig. 3.2), and unloaded afterwards. If the sample is reloaded,
it is able to recover the same point σA it had before unloading (an elastic response). If one
increases the load further, it undergoes a new plastic deformation until, let us say, a new point
σB. Unloading and reloading from this point demonstrate a new elastic response.
The elasto-plastic theory developed by Drucker and Prager [26] considers that the plastic
deformation expands the zone where the response is elastic. In the elasto-plastic contest, the
experimental result above is interpreted by supposing that the elastic regime is expanded to a
new stress region below the new yield point σB (see figure 3.2 part b). The basic equation for
this model is an expression for the incremental strain d as a superposition of an elastic de an
a plastic dp one,
d = de + dp . (3.3)
The elastic term is proportional to the stress,
de = D−1(σ)dσ , (3.4)
but the tensor D is a function of the stress σ itself. The plastic term is more complex and
3.1. CONSTITUTIVE MODELS AND FAILURE CRITERIA 13
depends on the shape of the elastic region (see Fig. 3.2 part b). This region is enclosed by a
surface, called the yield surface. Defining a vector perpendicular to this surface φˆ and a vector
in the direction of the flow of mass in a particular point in space ψˆ, the plastic portion of the
incremental strain is given by
dp =
1
h
〈φˆ · dσ〉ψˆ , (3.5)
where 〈x〉=0, if x < 0, and equals x, otherwise; and h is called the plastic modulus. So, inside
the yield surface, where ˆphi is zero, there is no plastic deformation; it only exists if the stress
lies outside that surface.
The elasto-plastic theory has proved to work well for incremental monotonic loads, but there
is evidence of incomplete predictions for more complex loading histories [27].
3.1.3 Hypoplastic theory
This theory, recently formulated by Kolymbas [28] and Gudehus [29], proposes a different ap-
proach. Instead of dividing into elastic and plastic responses, it divides the incremental stress
into two terms: the first one is proportional to the incremental strain and the second one is
proportional to the absolute value of the incremental strain. This entails that the system draws
a different path on the stress-strain diagram under expansion as under compression. The general
constitutive relationship reads
dσ = L(σ, e)d+ Nˆ(σ, e)|d|, (3.6)
with L a second order tensor and Nˆ a vector, both functions of the stress state σ and the
void ratio e. This is a non-linear relationship, and hence the incremental stress obtained for
two successive incremental stresses dσ1 and dσ2 is different from the one obtained for a single
combined incremental stress dσ1+dσ2, which means that the superposition principle is no longer
valid.
Eq. 3.6 expands in detail as
0
σ = fbfe
1
tr(σˆ2)
{
F 2D+ a2tr(σˆD)σˆ + fdaF [σˆ + σˆ
∗] ‖ D ‖} , (3.7)
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where D is the strain rate, and
0
σ is the objective stress rate and a is a scalar function of the
critical angle φc=tan
−1µ, given by
a =
√
3(3− sinφc)
2
√
2 sinφc
. (3.8)
Here, σˆ and σˆ∗ are the normalized and deviatoric stress rate,
σˆ =
σ
trσ
, σˆ∗ = σˆ − 1
3
I , (3.9)
with I the unitary tensor. The scalar factors fd, fe and fb includes the effects of pressure on the
mean density on the granular skeleton. They are given by
fe =
(ec
e
)β
, (3.10)
fd =
(
e− ed
ec − ed
)α
(3.11)
fb =
hs
η
(
1 + ei
ei
)(
ei0
ec0
)β (
− trσ
hs
)1−η (
3 + a2 −
√
3a
(
ei0 − ed0
ec0 − ed0
)α)−1
. (3.12)
All these terms are computed from eight macroscopic parameters characterizing the soil, which
are measured on elementary triaxial or oedometric tests (see Table 3.1).
Parameter Meaning Range
φc Friction angle at the critical state 28
0 - 40 0
ed0 Void ratio at the densest statep→ 0 0.3 - 1.0
ec0 Void ratio at the critical state with p→ 0 0.6 - 1.7
ei0 Void ratio at the loosest state p→ 0 0.7 - 2.0
hs Granular hardness 50 - 50000 MPa
η Exponent of the compression law 0.3 - 0.6
α Piknotropic exponent 0.05 - 0.3
β Barotropic exponent 1.0 - 2.0
Table 3.1: Hypoplastic parameters.
Despite this constitutive model has just eight parameters, it is an example of how complicated
a constitutive equation can be. Nevertheless, this model (and its viscohypoplastic extension)
has proven to capture with astonishing precision a whole set of experimental phenomena in soils.
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3.1.4 Elementary Essays
Some of the basic behaviors and constitutive parameters that characterize the soil can be mea-
sured experimentally by means of the so-called true triaxial stress apparatus [30]. Fig. 3.3 shows
the sketch of this experimental setup. The stress can be changed in time in different ways, called
stress paths; a particular and common stress path is to maintain a constant value for the lateral
stress and a constant axial strain rate.
Figure 3.3: A sketch of the true triaxial test apparatus. A soil or rock is enclosed by a rectangular
box with moving walls. Three different stresses are applied to the walls. In A the axial stress
compresses the sample; in B the axial stress expands it.
The true triaxial test allows extracting the soil behavior under loading. Some typical results
are shown in Fig. 3.4
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Figure 3.4: Some common behaviors encountered in the true triaxial test setup. The figure plots
the deviatoric stress (left) and the volumetric strain (right) as a function of the axial strain a
for both dense (dashed) and loose (solid) samples.
Different behaviors are obtained if the sample is dense or loose when the test starts. In the
loose case the sample can be compressed further, and hence the volumetric strain is negative.
But in a dense packing the soil is strengthened and it is difficult to decrease its volume any
further; so, after some deformation, the sample begins to expand. Also the evolution of the
deviatoric stress is different for the dense and loose cases. For the first case, the deviatoric stress
increases until a failure peak is reached, to decrease afterwards towards a constant value. For the
second case, it increases monotonically until reaching the same constant value of the previous
case. This asymptotic state corresponds to the so-called critical state, which also characterizes
for a constant volumetric strain.
3.2 Some Challenging Soil Behaviors
Despite of the great advance and prediction power of the geotechnical constitutive models, there
are many phenomena that remain without a clear understanding. Hereby we enumerate some
of them.
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3.2.1 Hysteresis
As we mentioned above, if the soil is compressed and decompressed thereafter, it takes different
strain paths. As a consequence, the soil shows hysteresis under cyclic loads [31] (see Fig. 3.5).
Figure 3.5: Hysteresis cycle shown on a triaxial test at the first stage of cycling loading in the
axial direction. The elastic range (approximately in the range of 0.005% of the axial 1 and the
deviatoric γ = 1 − 3 ) strains are also shown. The backbone curve is the soil response of Fig.
3.2 a). The maximum values for the axial strain max1 and stress σ
max
1 and the deviatoric strain
γmax and stress τmax are used to determine the values of the Young E and shear G modulus for
the material (taken from [31])
.
The area enclosed by the hysteresis curve is proportional to the energy dissipated by in-
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ternal friction among grains or plastic deformation inside the grains. It is very interesting for
geotechnical engineers to find how these area changes with the oscillating amplitude in strain,
but this study cannot be accomplished by using Voronoi polygons because of the impossibility
to compute the elastic energy for this discrete element method.
3.2.2 Ratcheting
If the amplitude of the loading cycle is low enough, the soil will recover its original dimensions.
However, if the amplitude is higher, there is a constant and unbounded accumulation of strain
with every cycle: this is the effect known as ratcheting. By each cycle, the soil accumulates more
and more deformation (see Fig. 3.6), and it never returns to its original state (an elasto-plastic
response). This behavior was reproduced in DEM simulations by Alonso [32], by using Voronoi
polygons.
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Figure 3.6: Ratcheting in a biaxial test simulation by Voronoi polygons. (a) Shear stress versus
shear strain in the first 40 cycles. (b) permanent (plastic) strain γN after N cycles versus the
number of cycles. (c) stress against the volume fraction in the first 40 cycles. (d) volume fraction
ΦN after N cycles versus number of cycles. Results taken from [32]
3.2.3 The time evolution of a fully-saturated shear band
The interaction with water as consider in mainstream soil engineering is modeled, basically, by
the well known Terzaghi criterion,
σeffect = σn − p , (3.13)
where σeffect is the so called effective stress, σn is the normal stress on a surface and p is the pore
pressure. In a fully saturated soil, the pore pressure is the same as the water pressure. This
20 CHAPTER 3. A BRIEF INTRODUCTION TO SOIL MECHANICS
effective stress replaces the normal stress in Eq.3.2. If the pore pressure increases, there is a large
probability that a failure will take place. One can visualize this effect by considering some grains
enclosing a portion of water. The grains have constant normal contact forces among them, but
the internal water tends to separate them by hydrostatic pressure, reducing this normal force
and hence the Coulomb friction in those contacts.
This is the fundamental principle of liquefaction. Due to cyclic loading, the water migrates
from one region to another, since it is incompressible. Hence, the water pressure is increased
in some regions and the soil is no longer capable to sustain the shear stress there, and a failure
occurs. But water can also increase its pressure if heated by an external body. Vardoulakis has
extended this idea for the description of catastrophic landslides [33]. According to his hypothesis,
the dissipative forces among grains in a fully-saturated shear band under shear stress can heat
the water, increasing water pressure. If the pore pressure is high enough, the shear band is not
longer able to sustain the shearing load and a catastrophic landslide happens.
In order to illustrate this hypothesis, let us review an improvement of the Vardoulakis model,
introduced by Goren and Aharanov in 2007 [34], that gives us a theoretical model to compare
our future results with. The model has a simple geometry, shown in Fig. 3.7.
Figure 3.7: Basic geometry for the Goren model of catastrophic landslides. The sliding block
is assumed to be a semicircle. Most of the material is rigid, but there is a thin shear band of
thickness d that contains both grains and water. The permeability profile is the dependence of
the permeability function with the position inside the sliding block. The slope has an angle δ
With this geometry, they propose the following coupled system of equations for the pore
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pressure p and the temperature of the intergranular water T :
dp
dt
=
∂
∂z
(
k
ηSσ
∂p
∂z
)
+ Λ
dT
dt
, (3.14)
where k is the soil permeability, η is the water viscosity, Sσ is the unconstrained specific storage
and Λ is the thermal pressurization coefficient [35]. The first term on the right is just the Darcy’s
law diffusion of pressure; the second term is the dependence of pressure with water temperature.
A similar equation gives us the evolution of water in time:
ρc
dT
dt
= −ρfcfq∂T
∂z
+
∂
∂z
kT
∂T
∂z
+ τ(p)
∂v
∂z
, (3.15)
where ρ=(1−n)ρs+nρf and c=(1−n)cs+ncf are the density and specific heat of the solid-fluid
mixture [35], with subscripts s and f representing the solid and fluid parts, respectively; kT is
the thermal conductivity and the law τ(p) is the relationship between the shear stress and the
pore pressure. For this analysis, the last one is just the Mohr Coulomb criterion 3.2 plus the
Terzaghi 3.13 effective stress.
Finally, in order to close the system of equations they introduce an equation for the velocity
profile,
dv
dt
= g sin δ − µ
[
g cos δ
(
1− ρf
ρ
)
− p
ρD
]
, (3.16)
which is just the Newton’s second law including the acceleration of gravity g and the friction
coefficient µ. The boundary conditions are impermeable (∂p/∂z=0) at z=0 and drained (p=0) at
z=d, for the pressure, and no heat conductivity at the base (∂T/∂z=0) and ambient temperature
at the top, for the temperature.
Some results of the model are shown in Fig. 3.8. The velocity of the sliding block increases
at the start, but then it decreases due to friction. Both temperature and pressure increase due
to the heating by internal friction.
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Figure 3.8: Results obtained by the Goren Aharanov PDE system. The results are for different
radius of the sliding block, as shown in Fig. 3.7
.
These are the analytical predictions our DEM simulation will be compared with, in this
particular problem.
In this way, we have briefly reviewed some of the theoretical models and phenomena we will
use to compare our DEM simulations. Next, let us introduce the DEM method, which is the
main subject of our work.
CHAPTER 4
FUNDAMENTALS OF THE DEM METHOD AND STATE OF THE
ART
4.1 Complex systems modeled by DEM
The DEM method was developed to model complex systems that are impossible to describe
with a continuous approach. An example is the solar system, which (although very complex)
cannot be modeled as a continuous fluid. We have to take into account each one of the planets,
asteroids, planetoids, etc, and the gravitational forces among them.
Let us consider an example that gives insight into the DEM method, that is an ideal gas
consisting of colliding spheres with no further interactions that the possible collisions among
them. (Fig. 4.1).
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Figure 4.1: Ideas gas simulated by the DEM method.
The simplest algorithm for this simulation is summarized by the following few steps:
• Compute the forces between each pair of particles in contact.
• Integrate Newton’s second law to find the new positions and velocities for each particle.
• Redo for each time step.
Although the program works with microscopic variables, some macroscopic quantities can
be obtained. For instance, we can define the instantaneous temperature T of N particles from
the equipartition theorem,
T =
1
kN
√√√√ N∑
n=1
(Vn − V )2 , (4.1)
with k the Boltzmann constant and V the average speed. Similarly, the total force of a stream
of particles colliding with a wall can be translated into the gas pressure. With DEM one can
establish what really happens at the microscopical level and which phenomena are relevant in
such scale, with the hope that these studies can contribute to the definition of new constitutive
models, more related with the microscopical world.
This simple example also illustrates the main drawbacks of the mainstream DEM. The CPU
time to compute the forces grows like N2 as more particles are considered (if no optimization
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scheme is adopted), and determining a contact law is very difficult for geometries beyond the
simple spherical particle.
There are two main schemes to compute the forces between elements: The molecular dy-
namics method (MD) and the contact dynamics method (CD). In the MD method, the particles
are assumed to be soft, in the sense that the elements modeling them can enter into the space
occupied by another particle. Actually, the real particles do not overlap (they deform), but their
centers approach in the same amount as they do (see Fig 4.2). The forces are computed as a
function of the overlapping. In CD the particles are not assumed to be soft but infinitely rigid.
There is no overlapping or deformation whatsoever. The forces are computed from the equilib-
rium conditions for all particles, if they are at rest, or from energy and momentum balances, if
they are moving (event driven).
Figure 4.2: In the MD method (left) the force is a function of the overlapping length d, rep-
resenting a deformation of the grains due to contact. In the CD method (right) the particles
are completely rigid, there is no overlapping and the force is computed from equilibrium and
balance equations.
Each method has strengths and weaknesses.
1. The time steps in CD are much larger than in MD (an obvious strength for CD).
2. CD models are much simpler than MD models. This is an advantage when one is interested
on the statistical properties of the system.
3. The stiffness of the particles in CD is taken as infinite. This feature eliminates the prop-
agation of sonic waves through the material and difficulties the study of strain-stress
relationships on the sample.
4. In each time step in CD a matrix equation must be solved for the unknown forces. This
considerably increases the complexity of the method [36].
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5. The contact forces at CD are unknowns that must be found at each time step. However,
the number of equations is not equal to the number of unknowns and hence there is
indeterminacy in the forces. [37].
Both the MD and the CD approaches have the same goal: to obtain the force at every time
step. Once the total force on each particle is known, Newton’s second law shall be integrated in
order to obtain the position of all particles in time.
4.2 Integration schemes
4.2.1 Translational coordinates
One algorithm that has good precision and is easy to implement is the Verlet algorithm [38].
In this scheme the position at the next time step is computed from Taylor expansions around
times t+∆t and t−∆t. The integration formula is
~r(t+ δt) = 2~r(t)− ~r(t− δt) + δt2 ~F/m+O(δt4) (4.2)
The error in the position at each time step is fourth order on ∆t (third order on the whole
simulation), which is a great approximation. The velocity can also be found easily:
~v(t) = (~r(t+ δt)− ~r(t− δt))/2δt+O(δt2) (4.3)
The is of second order in the time step. This is our algorithm of choice for the remaining of the
manuscript.
4.2.2 Rotational coordinates
The rotational coordinates can be integrated by the same Verlet algorithm if the problem is
restricted to two dimensions and the total torque τ on each particle is known. The equation to
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be integrated is the rigid body rotation equation,
d2θ
dt2
= τ/I, (4.4)
where θ is the angular displacement and I is the moment of inertia (a scalar in 2D).
The problem to integrate the rigid solid equation in 3D is far more complex, but it has been
already solved by the quaternion formalism [39]. This algorithm for angular movement has its
foundation in the quaternion representation of rotations. A quaternion is a vector from the
space R4 and is usually written as q = q0 + q1i + q2j + q3k. The unit vectors i, j and k have
the following product properties:
i2 = j2 = k2 = ijk = −1
ij = −ji = k
jk = −kj = i
ki = −ik = j . (4.5)
It is known [40] that each unitary quaternion (i.e |q| = 1) represents a rotation in R3, where the
scalar part q0 is associated with the angle of rotation β (β = 2arccos(q0)) and the vector part,
q1i + q2j + q3k, represents the axis orientation of such rotation. Hence, the angular movement
of the body can be understood as the change in time of this quaternion. The time evolution of
q is related to the angular velocity ~ωb in the reference frame attached to the body by
q˙ =
1
2
Q(q)ω , (4.6)
with Q(q) a matrix of the form
Q(q) =


q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0

 ,
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The total torque ~T on the particle changes ~ω according to the Euler’s equations,
Ixxω˙bx + (Izz − Iyy)ωyωz = T bx,
Iyyω˙by + (Ixx − Izz)ωxωz = T by ,
Izzω˙bz + (Iyy − Ixx)ωyωx = T bz ,
where Iii is the principal component of the inertia tensor in the i− th direction.
We choose to integrate Eqs. 4.6 and 4.7 by using the Leap Frog algorithm [40],
q(t+ δt) = q(t) + δtq˙(t+
δt
2
) +O(δt3) (4.7)
Hence the quaternion derivative computed at the time-step middle point is required. Eq. 4.6
indicates that q(t+∆t/2) and ~ω(t+∆t/2) are needed. The former one can easily be computed
as
q(t+
δt
2
) = q(t) + q˙(t)
δt
2
, (4.8)
which together with Eq. 4.6 allows to compute q˙(t+∆t/2). The later one can be computed as
~ω(t+
δt
2
) = ~ω(t− δt
2
) + ~˙ω(t) . (4.9)
In order to decrease the effect of numerical noise, the new quaternion obtained at each time step
should be renormalized to ensure that it properly represents a rotation.
CHAPTER 5
2D AND 3D DISCRETE ELEMENTS
5.1 Two-dimensional models: Disks and Polygons
There are two main branches for simulating particles in 2D: disks and polygons. Disks are much
simpler to represent, and their interaction laws are much easier to compute, too, but they are not
completely realistic in their interactions and some features are often added to reproduce granular
behavior. In contrast, polygons are harder to draw, and their interactions include instabilities
and ambiguities that make the code instable; but they achieve a more realistic behavior with
fewer particles than discs.
Considerable work has been done with simulations based on disks. The forces between
discs are well known [2] and, in general, their results agree with reality in experiments not
dealing with particle shape. It is also still part of the current state of research to use disks in
2D simulations for simple systems, even with granular dynamics simulations. For example A.
Tordesillas from the University of Melbourne still works with disks elements, and uses them to
formulate macroscopical models [3] (see Fig. 5.1).
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Figure 5.1: Force chains obtained by the disk element simulations[3]
Nowadays, most of the simulations of granular media by disks are driven by a new simulation
technique, known as Contact dynamics [41]. In this technique, disks are hard (they do not
interpenetrate to each other), and contact forces are not computed from the interpenetration
between grains but from equilibrium conditions for all grains involved. These conditions and
the moves between collisions are much easier to compute for disks or spheres than for polygons,
and that is the reason why contact dynamics simulations of disks and spheres are broadly used
today [42, 43, 44, 45]. In addition, ellipses [46] and cones [47] have also been used for the
simulation of soils.
Polygons have also been widely used for the simulation of granular media since its inclusion
in 1995 by Tillemans and Herrmann [4]. Next, F. Kun and H.J. Herrmann in 1996 [5] used
the DEM method to study the fragmentation in colliding disks 5.2), showing that fragmentation
represents indeed a phase transition [48]. These results were received with great enthusiasm [7],
and they were the basis of many developments, like the fracture of eggs [49], fractures due to
loading and shearing [50], and the hydraulic fracture of oil wells [8].
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Figure 5.2: Study of the fragmentation of two disks (left) by the DEM method. Here, polygons
are joined by beams, that brake when a strain threshold is reached. A statistic of the mass of
the remaining fragments can be obtained in order to study the energy liberated by the collision
(right). (reproduced from [5]).
Following this trend, the work done by Dr Fernando Alonso Marroquin is worthy of remark.
In his doctoral thesis [51], he used polygonal packing to simulate the elastic and plastic responses
of granular soils and compared them with macroscopical models. His simulations of biaxial
tests are in good agreement with the classical Mohr Coulomb failure criterion (Fig 5.3) [6] and
resembles well the elements of the elastoplastic theory [52]. Moreover, his simulations show for
the first time the phenomenon of ratcheting, i. e. the constant increment in strain under cyclic
loads [32, 10]. It is remarkable that these results were obtained with very few particles (around
400), in contrast with similar simulations with discs. This show the power and versatility of the
polygonal approach.
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Figure 5.3: Experimental setup of Dr Alonso simulation (left): A packing of Voronoi polygons
is compressed by walls simulating a biaxial test. Results obtained by this setup (right) show the
failure of the material in good agreement with the Mohr coulomb criterion [6, 53]
Simulations with polygons, however, are not free of problems. Usually, the elastic contact
force between grains is made depending on the overlapping area (see Fig. 5.4), and this is cause
of numerical instabilities. For example Pen˜a et. al. [54] uses a model proportional to a distance
δ that is defined by this area A and the length of the contact line s:
δ = A/s. (5.1)
To solve the area dependence, Poeschel proposes a force proportional no to the derived distance
δ but to the contact line length s instead (see [55]). However in any case the elastic energy
cannot be easily computed for each conformational state since it depends on the overlapping
area, and of course its extension to 3D is not clear.
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Figure 5.4: The typical force between two polygonal particles depends on the overlapping area
(gray) and goes in the direction of the normal vector nˆ in the figure. This also defines the
tangential direction tˆ for the frictional forces. The contact line s joins the two intersection
points and is parallel to t
5.2 Three-dimensional models: Spheres and Polyhedra
Due to its simplicity, much of the early work in DEM was based on 2-D. However it can be shown
that in some cases modeling in 3-D is necessary. Poisson’s ratios change significantly from 2-D
to 3-D, and the percolation of chain forces is completely different. Moreover, both numerical
and laboratory tests suggest that there are some significant differences regarding macroscopic
friction and wing crack extensions between the 2-D and 3-D cases [12, 13]. Nevertheless, it is
more difficult to deal with finite particle rotations in 3-D, increasing computer requirements. In
recent years more 3D DEM simulations appeared thanks to an increase in computer power.
The first 3D simulations of granular media used spheres [56] . The first works were due
to Langston, who computed the flow of the granular material in hoppers [14] using granular
dynamics. Other works include the study of quasi static mechanics by Goddard et. al. [57].
The forces between grains, however, are not as easy as one can expect. Despite the fact that
Hooke’s law, the elastic force among spherical grains, is well known since the last part of the
19th century, this is not the case for the static friction, the plastic damping force or the rolling
friction. The most used model for static friction is the one of Cundall and Stark [58], that joints
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both grains at the contact point with a tangent spring of artificial elastic constant k, but there
are other models of interest; the first work that successfully reproduces the restitution coefficient
in 3D were developed by Poeschel [59], and a good functional form for the rolling forces between
grains is still in discussion. In contrast, hard-sphere collisions and times between collisions are
very easy to compute [60], and contact dynamics methods with spheres are nowadays the most
popular simulation technique for granular media. Granular dynamics simulations of spheres are
still used in mainstream DEM simulations with results in agreement with both experimentation
and the constitutive models [15].
The development of 3D DEM models for more general shaped particles has been extremely
slow. First because the more complex the shape, the longer the computation of the contact
forces. A way around this limitation has been considered mainly by using the trick of joining
several spheres together in order to model complex geometries. Another alternate may be
aggregates or clumps of disks and spheres bonded together in clusters [61] or agglomerates
[62, 63] . All of the disadvantages discussed above can be overcome without too much effort
and crushing and fracture of aggregates can be easily modeled. The disadvantage is that this
method requires a larger number of particles. In addition, simulations of cubes [64] prolate
(rice grains) [65] and oblate (lenses) [66] ellipsoids have been performed with some success.
Polyhedra, in contrast, are more similar to the actual shape of real soil grains, and therefore
many efforts have been done in the past years to perform three-dimensional simulations of
granular soils with them. The most difficult aspect for the simulations with polyhedra is the
handling of contact interactions. Nowadays, the interaction is resolved by decomposing them
in convex pieces, and applying granular dynamics, impulse-based or contact dynamics methods
in the interaction between these pieces. On one hand, impulse-based methods (also called
even-driven methods) allow real-time simulations, but they cannot handle permanent or lasting
contacts [67]. On the other hand, contact dynamics can handle resting contacts with infinite
stiffness, but simulations are computationally expensive and lead in some cases to indeterminacy
in the solution of contact forces [37]. This indeterminacy is removed by using penalty methods,
where the bodies are allowed to interpenetrate each other and the force is computed in terms
of their overlap. However, determination of such contact forces has been heuristic and lacks
physical correctness, because the interactions do not holds for energy conservation [68].
The works of others deserve to be mentioned here. The first one is the package LMGC90,
developed by Dubois and Jean [16]. This package allows for the contact dynamics [41] simulation
of either spheres or polyhedra, but the shapes are not general constructed: they are digitaliza-
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tion of real grains from the granular banks of rail trains. The software has been used for the
simulation of horizontal vibrations of these banks [69]. It has also successfully implemented the
Contact Dynamics (CD) method with general polyhedra. It still includes, however, all instabil-
ity problems mentioned in the previous section. The second one is due to Pournin [17], who has
introduced the DEM method for general shapes with the use of the spheropolyhedra. However,
the contact law is unnecessarily complex, and is only suitable for convex shapes. Thus, very
few results have been obtained so far to validate its utility, and only three different shapes have
been modeled (see Fig. 5.5):
Figure 5.5: The only three shapes that have been modeled so far with Pournin’s method
In conclusion, the development of a proper DEM-MD algorithm for general shapes is consid-
ered ground-breaking and of capital importance for the micromechanical simulation of soils and
other granular media. The development and test of new easily-implemented and fast-computed
discrete elements is the theme for this thesis.
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CHAPTER 6
SIMULATIONS WITH DISKS IN 2D AND SPHERES IN 3D
Before addressing the central aspect of this thesis, the simulation of particles with complex
shapes, there are three problems that the author attack with the simplest geometries used by
the DEM community: disks in 2D and spheres in 3D. The goal of this chapter is to show that
although limited these simple geometries offer an easy way to successfully simulate phenomena
where shape is not necessarily an issue.
6.1 Hopper Flow in 2D
6.1.1 Problem description
The question of how to improve the granular flow through a bottleneck has applications on
industrial granular flow [70, 71], traffic flow [72] and escape dynamics under panic [73].
Optimal plant design for the conveyance, transport and storage of powders and bulk solids
is a challenge faced by nearly all industries, from powder coating to food, from nano-scale
powders and pharmaceutical to cement, coal and ore [74]. Knowledge of flow behavior and flow
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properties of bulk solids is essential for the optimal design of hoppers, silos and other equipment
or infrastructure to avoid flow problems including jamming or obstruction. Poor flow throughput
in silos, bins and hoppers can result in start-up delays and ongoing inefficiencies which still occur
frequently. An important cause of these problems is the improper design of bulk solids handling
equipment [75]. Discharge of bulk solids can result in the well-known problems of arching or
piping which may lead to undesirable outcomes such as unsteady flow, segregation, flooding,
structural failure, shocks and vibrations, or complete blockage (jamming).
If outlet openings from hoppers are too small, stable arches can form above the outlet and
the flow stops [76]. This occurs due to the interlocking of large particles, frictional forces and, in
fine particles, to consolidation and interparticle adhesive forces. When flow becomes unsteady
it can result in vibrations and shocks [72]. Another problem which can occur is known as piping
or funnel flow [77]. This is where stagnant zones build up and the material flow is limited to a
flow zone above the outlet opening. If the bulk material remains in these stagnant zones for too
long, it may change its properties (e. g. decompose or explode) or consolidate to such an extent
that it no longer flows out after the flow zone has emptied. This causes segregation and poor
product quality.
The empirical placement of inserts (obstacles) in silos before the outlet openings has been
used since the sixties to improve the flow regime and remove stagnant zones [70, 71, 74]. Various
types of inserts are used in industries; however a full understanding of the flow with a fixed insert
in a silo is not known with certainty still. In the original work by Johanson [70] he used the
theory of characteristic lines to show that an insert must be placed at a critical height above
the silo outlet to reduce the size of the stagnant zone observed in the hopper. Ding et al.[78]
conducted simulations of granular flow with an inverted cone; cone-in-cone and double cone
inserts using a continuum formalism and found that insert placement is critical for optimum
effects.
The impact of this work is far-reaching. Whereas the flow problems which are frequently
found in silo flow are relatively well-known, the improvement to design of optimized escape
routes for panicking crowds are at their inception. Simulations of self-driven particles show that
the appropriate placement of an obstacle before an exit can in fact improve the evacuation rate
[73, 79]. These results have been experimentally validated by squirting citronella on ants to
induce panic [80]. Placing a column in front of the exit substantially reduces the evacuation
time for ants. Some authors suggest the obstacle creates a waiting room effect, where the
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particles slow down and accumulate before the obstacle, thus creating room above the exit and
increasing the flow rate [79]. It is not clear, however, what size of obstacle should be used and
the exact location required to optimize flow rate. In addition, the numerical studies suggest
that placing an object asymmetrically before the exit improves outflow [73], but the existing
numerical models are not conclusive.
The interaction between granular flow and escape routes flow holds in both directions. Fresh
ideas for modeling granular flow have been proposed using concepts from traffic flow. In gen-
eral, escape dynamics simulations draw on analytical models for pedestrian evacuation though
bottlenecks that capture the density profiles and the observed intermittent flow [72, 81]. Unified
models for pedestrian evacuation and gravity driven outflow are generally based on linear [72]
or monotonically decreasing [81] velocity-density relationships.
In this section we present results from extensive simulations of gravity-driven granular flow
using an hourglass geometry. We place obstacles above the bottleneck and investigate how it
affects the flow rate. The statistical analysis of the simulations shows that for a specific range
on obstacle diameters the flow rate can be higher than the flow rate without an obstacle. We
also gather that the flow rate is insensitive to horizontal variations in the obstacle placement.
Our 2D particle-based simulations show that placing an obstacle before the outlet leads to an
unexpected, nonlinear velocity-density relationship. We will use this relation to understand how
the obstacle size and offset affect flow rate using 2D particle-based simulations.
6.1.2 Results
In order to study the phenomenon, we performed two-dimensional simulations of a hooper flow
with an obstacle. All simulations consider circular particles passing through the neck of an
hourglass shaped container. A circular obstacle of diameter D is placed above the bottleneck.
The particles are dragged by gravity and interact with each other via elastic-frictional forces,
as explained in detail in [18]. The parameters of the model are the normal contact stiffness
k=107N/m, the tangential contact stiffness kt=0.1kn, the static and dynamic friction coefficient
µ=0.5, the acceleration of gravity g=10m/s2 and the particle density σ=1kg/m2. The size of the
hourglass is 120m× 320m and the particle diameters are 1.585m. The width of the bottleneck
is fixed to 20m, which is wide enough to avoid clogging.
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Initially, the particles are placed randomly at the top half of the hourglass. A circular obstacle
is placed 30m above the center of the neck, and displaced a distance ∆x to the right. Each
simulation uses 414 particles. Snapshots of the simulation at time t=7s for different obstacle
diameters and ∆x=0 are shown in Figure 6.1. To emulate the effect of continuous refilling, we
enforce periodic boundary conditions where particles reaching the bottom are replaced at the
top of the hourglass. The flow rate is measured as the number of refilling particles per second.
The simulation was ran for several obstacle diameters D and offsets ∆x. In order to make
statistics, each simulation was repeated 24 times for different initial positions of the particles.
Figure 6.1: Snapshot of the simulation of gravity-driven granular flow with no obstacle (left),
and with an obstacle of 21m (center) and 27m diameter (right). Counterintuitive, the higher
flow rate is obtained for the last setup.
It is interesting to observe that the number of particles between the obstacle and the bot-
tleneck is very sensitive to the size of the obstacle. For diameters less than 21m the obstacle
does not significantly affect the density around the bottleneck. This changes dramatically when
the obstacle diameter is larger than 21m. In this case the obstacle reduces the density above
the bottleneck, creating the waiting room effect mentioned in previous works [79]. The effect of
this reduction is somewhat surprising. As shown in Fig. 6.2, the waiting room effect leads not
only to a reduction of density, but also to an increased flow rate. Even more surprising, there
is a narrow range of obstacle sizes where the flow rate is higher than the one with no obstacle.
More support and evidence for the optimized flow rate due to obstacle placement before an
outlet opening can be found from numerical simulations [73], experiments with ants [80] and
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Figure 6.2: Flow rate versus obstacle diameter for four different horizontal offsets. The offset
corresponds to the horizontal displacement of the obstacle with respect to the center. Error bars
are computed from 24 simulations for each point.
more practically in cattle herding where the stockman has the role of the obstacle [80]. The
contribution of this work is to show that obstacle placement needs to be optimized to actually
improve the flow rate. More specifically, there is only a very narrow, specific range of obstacle
diameters where the flow rate is higher that without the obstacle.
We also investigated the effect of the asymmetric placement of the obstacle on the flow rate.
Numerical simulations of escape dynamics using self-driven particles [73] suggest that the flow
increases when an obstacle is placed asymmetrically to the center of the exit. In order to verify
whether this holds for gravity-driven flow or not, we repeated our simulations for small offsets
in the horizontal direction. As seen in Fig. 6.2, the flow rate is almost independent from the
obstacle position.
Fig. 6.2 also shows a peak on the flow rate for a diameter of around 27m. In order to
understand this striking peak let us consider the following model. Traffic flow modeling can be
fully determined by the relationship between the mean velocity (V ) of the bodies in the steady
state and the density (ρ), known as the fundamental diagram [72, 81]. The flow rate density
(J) is just the product of the density and the mean vertical velocity, J=ρVy, and flow rate and
density are related by a mass conservative equation, ∂J/∂y = ∂ρ/∂t; therefore, the fundamental
diagram closes the set of equations and determines all three fundamental quantities, ρ,Vy and J .
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Fig. 6.3(a) compares the measured flow rate and the product between the density and velocity,
indicating that both the density and velocity are correctly measured.
The fundamental diagram V&ρ is plotted in Fig. 6.3(b). Despite some minor statistical
fluctuations, nearly all of the 608 samples follow an easily identifiable relation between the
velocity and the density, regardless of the obstacle configuration. The main feature of this plot
is that the mean velocity reaches a maximum around a density ρ'0.06 particles per square
meter. This peak in velocity is responsible for the flow rate increase due to the obstacle, which
acts to reduce the density at the bottleneck, as we will show later.
Let us propose a mechanism leading to the peak in the vertical velocity of Fig. 6.3(b). First,
define the normal velocity as Vy=V sin(α), where V is the speed of the particle and α its angle
of incidence through the bottleneck. When the density is low, the particles roll out of the
hopper, so α ≈ θ, where θ is the angle of inclination of the hopper. As the density increases the
space between the bottleneck and the obstacle gets more crowded, thus increasing α, while V
decreases due to the interlocking of the particles at the bottleneck. Therefore, Vy depends on
two competing mechanisms resulting in a maximum at an intermediate density value.
In order to use Fig. 6.3(b) to predict the flow rate as a function of the obstacle diameter
we need to relate the density with that diameter. Fig. 6.3(c) shows this relationship from our
simulations. Both figures show a nineth-order polynomial fitting. The product of these two fits,
together with the measured flow rates at different obstacle diameters are shown in Fig. 6.3(d),
with a very good agreement between them. Moreover, one can observe that the obstacle diameter
of maximal flow in Fig. 6.3(d) corresponds to a density of around 0.06 (Fig. 6.3(c)), which
corresponds exactly to the peak of maximal mean velocity (Fig. 6.3(b)). Summarizing, we can
conclude that the main effect of the obstacle is the reduction of the density above the outlet.
If the density is reduced to the value at maximal mean velocity, (see Fig. 6.3(b)) then the flow
rate is optimized.
6.1.3 Conclusions
Granular flow through a narrow outlet can easily jam into a state that is rigid and load-bearing.
Understanding the nature of this jamming represents a huge challenge in material physics. The
velocity-density relation obtained from our simulations of hourglass flow with an obstacle differs
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Figure 6.3: (a) Measured flow rate plotted against the product of the density and mean velocity
(normalized with the corresponding cross section of the bottleneck). (b) Mean vertical velocity
in the space of interest versus the particle density in the steady state for all obstacle positions
and diameters. (c) Density versus the obstacle diameter showing a power law dependence (solid
line) (d) Predicted flow rate (solid line) versus measured particle flow rate.
from those derived from gas-kinetic based models [81]. The peak flow rate observed at a specific
obstacle diameter is evidence of granular flow dynamics far richer that previously proposed for
this setup. We gather that the main effect of the obstacle is to reduce the density above the
outlet, and there is a density value where the mean vertical velocity reaches a maximum. If
the density is driven to this value of maximal velocity, (see Fig. 6.3(b)) then the flow rate is
optimized. This result can help to promote the transition from funnel flow to mass flow in
hoppers.
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6.2 Ratcheting with spheres in 3D
Ratcheting is an interesting topic in both Physics, Material Science and Civil Engineering. The
original interest of studying ratcheting comes from the possibility to extract work from noise
[82, 83, 84]. Brownian motors, quantum ratchets or molecular pumps, all these machines operate
under a similar ratcheting mechanism: The chaotic Brownian motion of the microworld cannot
be beaten, but one can take advantage of it [84]. Many man-made ratchet devices have been
constructed, and they are used as mechanical and electrical rectifiers [84]. Apart from these
fascinating machines, the ratchet effect is used to describe economical or sociological processes
where an intrinsic asymmetry in the system allows to rectificate an unbiased input [85].
The best motivated example of a ratcheting device is presented in Chapter 46 of the Feynman
Lectures on Physics [86]. As shown in Fig. 6.4, the ratchet consist of a pawl that engages the
sloping teeth of a wheel, permitting motion in one direction only. In Feynman’s ratchet, an axle
connects this wheel with some vanes, which are surrounded by a gas. The vanes are randomly
hit by the gas molecules, but due to the presence of the pawl, only collisions in one direction can
make the wheel lift the pawl and advance it to the next notch. An analogy has been suggested
for the mechanism of deformation of granular materials under cyclic loading, referring to a
permanent deformation per cycle at the interparticle contacts.
In geotechnical engineering, ratcheting is a major cause of deterioration when the soil is
subjected to cyclic loading, thermal or mechanical fluctuations [87, 88]. An asymmetry in a
foundation can produce tilting and eventual collapse of an engineering structure due to ratch-
eting. The tower of Pisa [89] is a well documented structure, where the tilt has been observed
from its construction in 1174. Railway design is another important example. Granular materials
are used as a supportive rail bed. The excitations caused by trains induce permanent deforma-
tions in the granular bed [90]. Therefore, a better understanding of the ratcheting will reduce
the maintenance cost of many engineering structures.
Granular ratcheting refers to the constant accumulation of permanent deformations per
cycle, when the granular sample is subjected to loading-unloading stress cycles with amplitudes
well below the yield limit [91]. There is no controversy about the existence of ratcheting when
the stress amplitudes reach the yield criterion. However, it is not clear whether this effect
persists for loading amplitudes well inside the yield surface, or there is a certain regime where
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Figure 6.4: Microscopic ratchet device introduced by Feynmann [86]. A wheel that can only
turn one way is connected to a vane by an axle. The vane is inside a box with gas molecules in
thermal equilibrium. Molecules randomly hit the vane. The sloping teeth of the wheel rectify
the motion. The whole device converts random motion into work that can be used to lift a fly.
no constant accumulation of deformation occurs. The most classical assumption comes from
the shakedown theory, stating that the permanent deformation needs to stop after some cycles
when the loading amplitude falls inside the elastic region. However, there are both numerical
[10, 92, 93, 94, 95] and physical [96, 87] evidences of non-stopping accumulation of permanent
deformation under cyclic loading for small loading amplitudes in the quasistatic regime. The
first numerical evidence of ratcheting was observed by using polygonal packings [10], where the
definition of interacting forces s quite complicated. However, different groups reported on similar
results when dealing with ratcheting in packings of disks [95] and spheres [93], indicating that
this effect does not depend on the geometry of the grains, and that it may be inherent to the
particle interactions.
Nevertheless, it has been proposed that the ratcheting observed in the simulations can be just
the spurious result of a wrong definition of the frictional forces. Mc Namara et. al. [11] show that
the classical implementation of the Cundall-Strack frictional force leads to an elastic potential
energy that depends on the path, even when sliding is hindered in the simulations. They also
show that an alternative method for computing the tangential forces among disks removes the
granular ratcheting. Unfortunately the NcNamara approach only applies for spherical particles.
Thus, future modeling of cyclic loading needs to develop more realistic normal and tangential
contact force laws, and to understand the relationship between the contact model and the onset
of permanent deformations. The existence of ratcheting as a long-time behavior in granular
materials is still a controversial question.
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6.2.1 Dependency on contact forces
We investigate how the cyclic loading response of a granular media depends on the selection of
contact forces. For this purpose, we simulate the biaxial test of 288 spherical particles. The
sample is confided by six walls, where the front, back and bottom walls are kept fixed (Fig 6.5).
Initially the sample is compacted by applying a constant pressure in the three moving walls,
while the friction coefficient is set to zero in order to achieve a dense packing. Then, the friction
coefficient is set to µ=0.4, and the pressure is kept constant. Once the sample relaxes, the stress
at the top wall is varied cyclically,
σxx = p0
σyy = p0(1−∆σ cos(2pit/T )) , (6.1)
Figure 6.5: The numerical setup with 288 spheres to investigate ratcheting. The front, back and
bottom walls are kept fixed, while a constant confining pressure is applied on the other three
walls.
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The cyclic load response shows hysteresis in the stress-strain diagram. This is the result
of the inherent hypoplastic behavior of granular media, i. e. that any load involves irreversible
deformations. For the first cycles, the hysteresis loop starts displacing to the right, accumulating
permanent deformation. In the limit of large deformations the stress seems to reduce, and the
big question is whether the permanent deformation stops (shakedown) or grows forever without
limit (ratcheting).
The interactions among our grains have both elastic and viscous contributions. The elastic
part of the contact force is decomposed into normal and tangential parts, ~F e=~F en + ~F
e
t . The
normal elastic force is given by Fn=KnDnnˆ, where the unit normal vectornˆ goes in the direction
connecting the center of mass of the two disks, Dn is the overlapping length between the spheres
and kn is the normal stiffness. The tangential elastic force corresponds to the Cundall-Strack
frictional force, as long as the Coulomb limit |~F et | < µ|~F en| is not surpassed. It is given by
~F et = −Kt ~Dt, (6.2)
where Kt is the tangential stiffness. The elastic displacement Dt is computed as the time integral
of the tangential velocity at the contact point,
~˙Dt = ~V − (~V · nˆ)nˆ , (6.3)
where ~V is the velocity at the contact. Once the Coulomb limit is reached, the frictional force
remains constant, |fet |=µfen.
The correction of McNamara to the elastic force is introduced at the expression for the
relative velocity at the contact point [11],
~V = −~ω × ~ri − ~ωj × ~rj + α(~vi − ~vj)tˆ , (6.4)
with α given by
α =
ri − rj
| ~Xi − ~Xj |
. (6.5)
In the Cundall model α=1, which is a good approximation in the case of particles that are rigid
enough to neglect the overlaps among them. In practice, however, one has to deal with soft
particles for the sake of computer time, so that α should be lower than one. Sean McNamara
has shown that approximating α=1 leads in some cases to a path dependency for the potential
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energy, and hence, to spurious ratcheting behaviors under cyclic loading.
6.2.2 Results
Fig. 6.2.2 and 6.2.2 show the results of the measured stress ratio vs strain rate for both α=1 and
the value given by Eq. 6.5. For the first case one gathers a slow but continuous accumulation
of strain with each passing cycle. However, this ratcheting disappears when the McNamara’s
correction is applied and the system enters into a bounded cycle. These features can be appre-
ciated more clearly if we observe the strain rate for each cycle. Indeed there is an accumulation
of strain with α=1 that disappears with the correction. So far, and at least for spheres, the
ratcheting produced by the Cundall-Strack model is due to a spurious lost of elastic potential
energy.
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Figure 6.6: a) Stress ratio and b) strain rate for α = 1
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Figure 6.7: a) Stress ratio and b) strain rate for α given by Eq. 6.5
6.2.3 Conclusions
We confirm for spheres the claim of McNamara that the ratcheting produced by the Cundall-
Strack frictional force is due to a spurious lost of elastic potential energy. This ratcheting
disappears when the force is corrected to preserve the elastic energy in closed paths.
Nevertheless, the McNamara correction is only valid for spheres. The development of such
a correction for more complicated geometries is still an open question. Another aspect of the
problem relates to the reality of the energy loss by static frictional forces. Only tribology studies
can solve this question, gathering the experimental data to determine the most approximated
theoretical model. We will study this problem again in chapter 8.
6.3 Force and potential energy statistics
The connection between the macroscopical behavior of granular materials and their microscopic
interactions is still an open question with many unsolved problems. The main difficulty is that
the methods proposed in statistical mechanics, the main branch of physics studying the micro-
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macro connection, cannot be easily used directly in granular materials due to their large energy
dissipations. Considering this problems, Edwards and Bumenfeld [97] proposed a partition
function based on the volume occupied by the grains, instead of their individual energy. This
certainly avoids the energy dissipation problems and also puts the volume as the main state
variable for the granular ensemble. However the computation of the number of microstates
associated with a given volume can be difficult because, for instance, only mechanically stable
microstates must be considered, and it is very hard to design a Monte Carlo procedure preserving
this constraint. This, together with the possible complex shapes of the particles makes of such
computation a real challenge.
The force statistic has been studied with both DEM and Contact Dynamics simulations.
From the works of F. Radjai et.al.s [9], it has been found that normal forces distribute like a
power law before the mean value and like an exponential decay afterwards; however, there is yet
no justification for this particular behavior. Liu et. al. [98] provided a new force distribution
based on a mean field approximation called the q-model, but still it fails to properly represent
small forces, as discussed by Luding et. al [99].
In the present section the author presents some results of force statistics obtained by DEM
simulations with spheres in 3D. The force distribution is deduced by finding the distribution of
elastic potential energy at the contacts. Surprisingly, it is gathered that these elastic energies
follows a Bose-Einstein distribution, summarizing in a single elegant expression the two asymp-
totic behaviors discussed above. The contacts, therefore, can be considered as virtual particles,
called Elastons by the author, representing the elastic interactions among grains and greatly
simplifying the statistical mechanical study of granular materials.
6.3.1 The proposed model
Although highly dissipative, granular materials follow the first law of thermodynamics as any
other physical entity,
dU = δQ− δW , (6.6)
with dU the change in internal energy, δQ the heat absorbed by the system and δW the me-
chanical work done by the system. In granular materials this ought to be the template for
every constitutive model, since the internal energy represents the potential energy stored by the
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elastic properties of the material, the heat (with a minus sign) represents the energy dissipated
by frictional and viscous forces (actually, the plastic deformation), and the work (also with a
minus sign) relates to the one performed by external stresses and strains. However, given the
difficulty to find the functional form of each of these terms, the first law of thermodynamics is
rarely the foundation of constitutive laws. In the present section we will focus his attention on
the term related with the elastic domain: the internal energy U that is not dissipated neither
by viscous nor frictional forces.
Once the kinetic energy is dissipated by internal viscosity and friction, the only mechanical
energy remaining is the elastic potential energy at the contact points. These are discrete and the
total internal energy is just the addition of the individual potential energies at each contact. So,
these Elastons distribute the internal energy U of the ensemble. Now, in a granular ensemble of
N spherical grains there can be as much as N(N − 1)/2 possible Elastons, but most of them are
not relevant, since in general a spherical grain is only in contact with just a few other grains.
However Elastons with non-zero energy are constantly being created and destroyed as long as the
sample overcomes the effect of external stresses, representing the changes in internal structure.
In the initial state and in absence of external forces, the grains are just in contact with each
other, but there is no repulsion force. We call this state the ground state and all Elastons have
set their energies equal to zero. Now if stresses are applied to the sample some contacts start
to accumulate potential energy, and hence some Elastons jump from the ground state to higher
energy levels. At the end of a compression test, most Elastons remain at low energy values,
while some others will have higher energies and new ones have appeared. By assuming that
Elastons are in principle statistically indistinguishably, it is tempting to assign a Bose-Einsten
distribution for their potential energies E,
P (E) ∝ g(E)
exp(β(E − µ))− 1 , (6.7)
with β related to the mean energy of the ensemble, µ a parameter representing the chemical
potential, β the inverse temperature and g(E) the density of states. Now, is dangerous to
immediately assign the same physical meaning of these quantities for the granular material as
for the particle gases studied in statistical mechanics. For instance, the factor β in a gas is
related to the temperature as measured by a thermometer, which receives heat by radiation,
convection or conduction, originated in the movement of the particles. The Elastons do not
move, their energy is entirely elastic potential and other measuring procedures for their granular
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temperature should be proposed. As a first intent, we can establish β and µ as parameters to be
found by fitting the above relation with experimental data.
But how to measure the potential energy of an Elaston? Clearly, it is very difficult to do
in an experimental setup. However the DEM method introduced by Cundall [1] for the study
of granular materials allows us to measure these microscopic quantities with ease. All that is
needed is a contact law relating the potential energy and the force exerted by the grains.
In order to simplify the mathematical deductions let us consider the linear spring law that
has been used recently for the simulation of the True Triaxial Test by Donze et. al.[100] instead
of the more popular Hertz law [101]. In the linear spring law the spheres are assumed to overlap
with each other and the elastic force is proportional to the overlapping length [102]. The form
of this force depends on a stiffness constant Kn as
~F = Kn~δ , (6.8)
where ~δ=δnˆ, with nˆ the normal vector joining the two sphere’s centers, and δ is the overlapping
length. With this simple model for the contact force, the energy of the corresponding Elaston
can be found easily found:
E =
1
2
Knδ
2 . (6.9)
In order to reach static equilibrium the whole kinetic energy must be dissipated by viscous
forces, as used in previous studies [102]. Once the static equilibrium state is reached, the
internal energy is distributed among the Elastons as mentioned above. To apply Eq. 6.7 to
the distribution of potential energy, the density of states for a given energy must be computed.
Elastons have only three degrees of freedom, given by the components of the overlapping vector
~δ. The number of possible states Σ(δ) for an Elaston with overlapping length smaller than δ is
then proportional to the volume integral in the configuration space,
Σ(δ) ∝
∫ ∫ ∫
dδxdδydδz =
∫
4piδ2dδ =
4pi
3
δ3 . (6.10)
Hence, from Eq. 6.9, the number of states with an energy smaller than E is then by
Σ(E) ∝ 4pi
3
(
2E
Kn
) 3
2
; (6.11)
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therefore, the density of states can easily be found by differentiation of the previous function
with respect to E,
g(E) =
dΣ(E)
dE
∝ 4pi
2
(
2
Kn
) 3
2
E
1
2 , (6.12)
that accordingly to Eq. 6.7 can be rewritten as
P (E) ∝ E
1
2
exp(β(E − µ))− 1 . (6.13)
Equations 6.13 and 6.8 can be used to obtain the distribution of forces P (F ) in the static
equilibrium state of the granular ensemble. For this purpose, the reader must remember that two
random variables x and y related by a function y=Φ(x) have probability distributions related
by P (y)=P (x)dΦ
−1(y)
dy , and consequently
P (F ) ∝ F
2
exp
(
β
(
F 2
2Kn
− µ
))
− 1
. (6.14)
6.3.2 Results
In order to check this distribution law several isotropic compressions were simulated on a set of
monodisperse spheres (see Fig. 6.2.1). An isotropic pressure is applied on all six walls enclosing
the sample and the simulation runs until the kinetic energy is dissipated. Once the equilibrium
state is reached the potential energy at each contact is measured and this is the energy associated
to the Elaston. In the present section some randomness is introduce by setting the spheres
initially at a Hexagonal Close Packing and then randomly deleting some of them until the desired
number of spheres is met. A total of eight different hydrostatic pressures were considered, with
eight different random samples per case.
The results for the force distribution at static equilibrium for a given pressure are shown
in Fig. 6.8. One can see that the fitting is quite good, with a R2 factor of 0.999 at values
β=5.13± 0.12J−1 and µ=−0.0056± 0.0009J . An important conclusion form the fitting process
is that µmust be smaller than zero, otherwise there can be force values with negative population.
The data also shows the asymptotic behaviors observed by Radjai [9]: the force distribution can
be approximated by a power law below certain value and by an exponential law after the same
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threshold. The Bose-Einstein model proposed in this section does covers the whole range of
forces, includes both asymptotic regimes, in a very elegant manner.
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Figure 6.8: Normalized force histogram (circles) for a given pressure in a) Linear-Linear scale,
b) Linear Log scale and c) Log Log scale. The results are compared with the model of Eq. 6.14
(solid line).
Since the energy is the basis of the proposed model, it was also fitted by Eq. 6.13. The
results are shown in Fig. 6.9 for the same values for β and µ from the previous fitting. Again,
R2=0.999. As expected, most of the Elastons lie in levels of small energies. The figure also
includes the Maxwell Boltzmann distribution given by
P (E) ∝ g(E) exp (−βE) ∝ E 12 exp (−βE) . (6.15)
Clearly by observing the DEM data, the Bose-Einstein model is a better fit than the classical
Maxwell-Boltzmann distribution, confirming again that the Elastons behave statistically like
Bosons.
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Figure 6.9: Normalized histogram of potential energies (circles) for a given pressure in a) Linear-
Linear scale, b) Log Log scale. The results are fitted with both the Bose-Einstein (BE) model
of Eq. 6.13 and a Maxwell Boltzmann (MB) distribution.
Next the dependence of the potential energy distribution on the applied hydrostatic pressure
is investigated. In Fig. 6.10 the results for three different pressures are shown. The process of
applying isotropic confining pressure injects energy to the whole system and hence Elastons leave
the ground state and occupy levels with higher energies. As expected, the higher the confining
pressure the higher the mean energy value and the width of the distribution.
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Figure 6.10: Normalized energy histogram for three different pressures (expressed in Pa) in
Log-Linear scale for detailed observation.
In a thermodynamic gas, the dispersion of particles across the energy spectrum is usually
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related to the temperature. In the case of the present section, the analogy should be done
with the β parameter of Eqs. 6.13 and 6.14. Hence, let us plot the inverse of β (the granular
temperature) against the work done on the sample, expressed as W=P∆V where ∆V is the
difference between the volume at P=1 and the volume at the current pressure. Fig. 6.11(a)
shows how the inverse of β grows with the external work done to the system by the pressure. It
is not a linear relation, and its functional form is difficult to establish at the moment since the
work done divided into the potential elastic energy among the Elastons and in the dissipated
energy that is not being considered here.
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Figure 6.11: Parameter β versus a) the work done to the system P∆V and b) The mean energy
of the Elastons.
The mean energy per Elaston is in contrast proportional to the granular temperature (Fig. 6.11(b)),
like in a thermodynamic gas. This actually opens a possible way to measure this granular ther-
modynamic quantity.
6.3.3 Conclusions
In the present section a novel functional form for the distribution of normal elastic forces inside
frictionless granular materials is proposed. The method is based in energy considerations. The
question of how the potential elastic energy is distributed among the contacts is solved by a Bose
Einstein (BE) distribution rather than a Maxwell Boltzmann (MB) one, reproducing with great
precision the simulation data from DEM simulations and including both asymptotic regimes for
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small and large forces into a single elegant expression. This implies that the contacts may be
represented by virtual particles that the author call Elastons and the tools provided by statistical
mechanics for the study of Bosons gases can be used for static granular media. Future research
in this area should focus on the effects of external stresses and static frictional forces, as well as
on its validity to dynamic equilibrium conditions, and can drive eventually to the introduction
of new constitutive equations.
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CHAPTER 7
SPHEROPOLYGONS
7.1 Spheropolygons
In order to introduce spheropolygons, some elements from mathematical morphology [103] are
needed. Mathematical morphology has been used extensively in image processing algorithms
as a way to qualitatively describe geological data [104]. It also provides the tools for simple
operations like expansion and shrinking of images. Here we show how it can be used to generate
complex shaped particles as well as to define the contact laws between them.
Dilation
Consider a polygon A and a disk B on the plane. The dilation of A by B (denoted as A⊕B) is
the new set obtained by sweeping the disk around the profile of the polygon. This is illustrated
in Fig. 7.1. If the polygon is a square, the result is a larger square with rounded corners.
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Figure 7.1: Dilation of a square by a disk. The disk sweeps the profile of the square, producing
a bigger square with rounded corners.
Erosion
The erosion is also a binary operation between two sets. The effect of eroding (denoted as A	B)
a polygon by a disk is equivalent to shrinking the polygon by displacing inwards all its sides a
distance equals the disk radius. If the polygon is a square, Fig. 7.2 shows that the final result is
a smaller square with rectangular corners.
Figure 7.2: Erosion of a square by a disk. As a result, the square is shrunk by moving its sides
inwards a distance equal to the radius R of the eroding disk.
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Opening
The opening of A by B is just a combination of the previous two operations. First, A is eroded
by B and, next, the result is dilated by B,
A ◦B = (A	B)⊕B . (7.1)
Fig. 7.3 shows that the opening of a square by a disk is a square of similar dimensions with
rounded corners.
Figure 7.3: Opening of a square by a disk.
7.1.1 Mass properties of the spheropolygons
Mass properties like total mass, center of mass and moment of inertia are the most relevant
quantities to employ spheropolygons as discrete elements. Consider the general case of Fig. 7.4.
In order to compute these mass properties, the general spheropolygon is divided into constitutive
parts.
The division is as follows: First, the eroded polygon remains at the center (the white region
in Fig. 7.4). The spheropolygon will be defined by the list of vertices of this central polygon. By
dilating this polygon by the disk, new regions appear. Therefore, we have in black some rectan-
gular sections of thickness equal to the dilation radius (the spheroradius). The spheropolygon is
completed by the disk sectors in gray, each one with an angleβ=θ− pi, with θ the internal angle
between the corresponding two segments of the central polygon.
The spheropolygon area, and therefore its mass, is easily computed by summing up the area
62 CHAPTER 7. SPHEROPOLYGONS
Figure 7.4: General spheropolygon divided into special regions for the calculation of its mass
properties.
of all sectors. The area of the rectangles is simply Ar=l × R, where l is the length of the side
and R the spheroradius; the area of each circular sectors is Ac=
β
2R
2, and the area of the central
polygon is given by
Ap =
1
2
n−1∑
i=0
(xiyi+1 − xi+1yi) , (7.2)
with n the number of sides and ~ri=(xi, yi) the coordinates of the i-th vertex.
To identify the center of mass of the spheropolygon we start by computing the center of mass
of each sector. The rectangular sectors are the easiest for this task: the center of mass lies in
the middle of each. The circular sectors have a center of mass in the bisector line at a distance
dcm=
4R sin(β/2)
3β from the vertex. The coordinates for the center of mass of the central polygon
are
xcm =
1
6Ap
n−1∑
i=0
(xi + xi+1)(xiyi+1 − xi+1yi) (7.3)
ycm =
1
6Ap
n−1∑
i=0
(yi + yi+1)(xiyi+1 − xi+1yi). (7.4)
The total center of mass is the weighted sum of all these coordinates.
7.1. SPHEROPOLYGONS 63
Now, let us compute the moment of inertia. Since this is a 2D problem, the moment of
inertia is just a scalar quantity. First, we compute the moment of inertia of each sector around
its center of mass. For the rectangles, it is known that
Ir =
1
12
Mr(l
2 +R2) , (7.5)
with Mr the rectangle mass. The moment of inertia for a circular sector is
Ic =
McR
2(16(cos(β)− 1) + 9β2)
18β2
. (7.6)
Finally, for the central polygon moment of inertia, the formula reads
Ip =
Mp
∑n−1
i=0 ‖~ri × ~ri+1‖(r2i + ~ri · ~ri+1 + r2i+1)
6
∑n−1
i=0 ‖~ri × ~ri+1‖
. (7.7)
The total moment of inertia is given by the addition of all these different quantities with the
Huygens theorem. This theorem states that the moment of inertia of a body with respect to an
axis separated a distance L from its center of mass is
I = Icm +ML
2, (7.8)
where Icm is the moment of inertia of the body of mass M referred to its center of mass. So,
the mass properties are complete.
7.1.2 Voronoi-Minkowski diagrams
Here we detail the method to generate random packings of spheropolygons with a tunable void
ratio and particle roundness. This approach uses the concept of Voronoi diagrams, i. e. a special
decomposition of the Euclidean space into polygons. The Voronoi polygons are generated by
choosing at random a set of points in space, called the Voronoi sites. Each site ~p defines a
Voronoi cell, consisting of all points closer to ~p than to any other Voronoi site. Despite of the
fact that Voronoi cells are random, the average size and even the average shape can be tuned by
drawing an uniform decomposition of the plane into polygons (let us say, squares) and choosing
a single Voronoi site at random inside each polygon. The final result is a set of random polygons
in contact with each other, without void spaces.
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By applying Mikowski operations on each cell, one obtains what we call a Voronoi-Minkowski
diagram. The operations are performed in such a way that each spheropolygon lies entirely inside
the original Voronoi cell; therefore the outcoming spheropolygons have no overlap, but round
corners and eventually tunable void spaces among them. The construction of a Voronoi-
Minkowski diagram consists of two steps. First, the Voronoi cells are constructed. Next, the
polygons are eroded and expanded.
The Voronoi construction starts by setting the Voronoi sites randomly on the plane. Next,
for each Voronoi site one identifies those points that are equidistant from three Voronoi sites (the
first one and other two); they are candidates for polygon vertices. Finally, the Voronoi polygon is
the set of closest points to this particular Voronoi site than to any other. The resulting Voronoi
cells have a random distribution of size and shape, as shown the Fig. 7.5.
Figure 7.5: A typical Voronoi construction. The Voronoi sites are randomly distributed in the
plane and the polygons are the set of closest points to each site.
The second step generates a spheropolygon Wi inside each Voronoi cell Ai. We first erode
the cell by a disk Bd of radius d. Then, we apply the dilation on the eroded polygon by a disk
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Br.
Wi = (Ai 	Bd)⊕Br. (7.9)
The condition r ≤ d guarantees that the spheropolygon is a subset of the Voronoi cell. If r=d,
the Eq. (7.9) reduces to the Minkowski opening, defined above, and the spheropolygons touch
each other by their borders.
The erosion of each Voronoi cell has to be done with special care. First, a sub-polygon inside
the Voronoi cell is constructed. For each vertex ~x of the Voronoi cell there is a vertex ~xe of
this sub-polygon, laying exactly at a distance d of the two consecutive sides of the Voronoi cell
intersecting at ~x (Fig. 7.6); therefore, the point ~xe is given by
~xe = ~x+ d cot(θ/2)eˆ2 + d(kˆ × eˆ2) , (7.10)
where eˆ2 is the unitary vector of the edge E2, θ is the angle between the edges E1 and E2
and kˆ is a vector perpendicular to the plane. Since the set of polygon vertices are arranged in
a counterclockwise sequence, the product kˆ × eˆ2 points always to the polygon inside. Not all
the vertices ~xe, however, are part of the sub-polygon. Fig. 7.7 shows that the line segments
joining consecutive vertices ~xecan cross not at the vertices. In such a case, the actual vertex is
the crossing of those line segments, and the eroded polygon has fewer vertices than the original
Voronoi cell.
Figure 7.6: The erosion of the Voronoi cell starts by finding the vertices laying at distance d
of two consecutive sides of the original cell. Here, E1 and E2 are vectors that represent two
consecutive edges of the Voronoi cell. The dashed vector goes from the original vertex ~x of the
Voronoi cell to the vertex candidate ~xe of the sub-polygon.
Once the operation given by Eq. (7.9) is done on all Voronoi cells, a Voronoi-Minkowski dia-
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Figure 7.7: The initial Voronoi polygon A (left) is eroded by a disk element Bd of radius d. The
eroded polygon A 	 Bd (center) is then dilated by the same disk element Bd, producing the
desired spheropolygon (A	Bd)⊕Bd (right). Note the pathological case of points 1 and 2; since
they are closer than d to one of the polygon sides, they are substituted by the point 3.
gram like the one shown in Fig 7.8 is obtained. The parameter r−d in Eq. (7.9) controls the final
distance among grains. The parameter r is a measure of the angularity of the spheropolygons:
as r decreases the particles became more angular. Therefore the Voronoi-Minkowski diagrams
allow us to generate random packings of particles with tunable void ratio and roundness.
Figure 7.8: An array of Voronoi spheropolygons constructed by the method described above.
The disk element used for the dilation process is slightly smaller than the one used in the erosion,
in order to allow void space among particles.
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7.2 Contact Laws
Most DEM codes share the same dynamical engine, based on the integration of the motion
equations for the particle ensemble. The difference among them is how the particles interact
with each other, for example, by means of Newton’s law of gravitation (for planet movements)
or Van der Walls forces (for fluids). For granular materials and, in particular, for soils, the
interactions are elastic forces with dissipative terms plus friction forces. In this section we
introduce in detail the contact laws for general spheropolygons and how to implement them.
7.2.1 Elastic Forces
The great advantage of spheropolygons on Verlet cells is that the elastic forces among them are
always between a circular vertex and an edge or between two circular vertices, obeying the well-
known Hertz law. For this purpose, the particles must be stiff enough to avoid any edge-edge
interaction. Let us take two spheropolygons Wi=Pi ⊕ Bri and Wj=Pj ⊕ Brj ; that is, Pi and
Pj are the two corresponding sub-polygons. Each sub-polygon is defined by the set of vertices
{Vi} and edges {Ei}. To compute the contact force between spheropolygons we consider all
vertex-vertex and vertex-edge distances between Pi and Pj . As an example, let us assume a
linear interaction in all cases, which is a valid approximation in 2D for small overlappings (see
below).
The force ~F (Vi, Ej) on the vertex Vi by the edge Ej is given by
~F (Vi, Ej) = Knδ(Vi, Ej)~n , (7.11)
where Kn is the stiffness constant (which must be high enough to avoid edge-edge interactions),
δ(Vi, Ej) is the overlapping distance between the vertex and the edge (δ(Vi, Ej)=0 if there is not
interpenetration) and ~n is an unitary vector perpendicular to the edge and pointing out to the
vertex. We assume that the force (Eq. 7.11) is exerted in the middle point ~r(Vi, Ej) of the line
segment from the vertex to (and orthogonal to) the edge. Thus, the torque exerted by this force
on the spheropolygon i is
~τ(Vi, Ej) = (~r(Vi, Ej)− ~rcmi )× ~F (Vi, Ej) , (7.12)
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where ~rcmi is the center of mass of the spheropolygon i.
The force ~F (Vi, Ej) on the vertex Vi by the vertex Vj is given by
~F (Vi, Vj) = 2Knδ(Vi, Vj)~n , (7.13)
where δ(Vi, Vj) is the interpenetration distance among them (δ(Vi, Vj)=0 if there is not inter-
penetration) and ~n is an unitary vector pointing out from Vi to Vj . We also assume that this
force is exerted in the middle point ~r(Vi, Vj) on the line segment between the two vertices. Thus,
the torque exerted by this force on the spheropolygon i is
~τ(Vi, Vj) = (~r(Vi, Vj)− ~rcmi )× ~F (Vi, Vj) . (7.14)
It is worthy of mention that it has been found that a more realistic force F between 2D
disks of radius R is related with the overlapping distance δ as [105] (see also its experimental
corroboration in the cylinder-cylinder contact in [21])
δ =
F
4piY
[
log
(
4piRY
F
)
− 1− ν
]
, (7.15)
with Y and ν the Young modulus and Poisson ratio for the material. This force cannot be
immediately approximated by a linear law by expanding into a Taylor series around δ=0, since
the first derivative dFdδ =0.Thus, it must be expanded around some other point. However this will
include a non-zero value for the force at the point δ = 0, which is non physical. Although this
may hinder our efforts with the linear law, it should be said that we can include any contact
law between vertices and between vertex and edge (see chapter 12).
The force ~Fij acting on the spheropolygon i by the spheropolygon j is just the sum of all
forces between vertices at i and edges at j plus all forces between vertices at j and edges at i
and all forces between vertices at j and vertices at i,
~Fij = −~Fji =
∑
ViEj
~F (Vi, Ej) +
∑
VjEi
~F (Vj , Ei) +
∑
ViVj
~F (Vi, Vj) , (7.16)
and the net torque is computed in a similar way.
So, computing forces and torques is extremely simple. It does not need to compute overlap-
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ping areas between polygons or Minkowski operators.
Another advantage that was pointed out before is how the energy can be computed. Since
the force is basically a spring force, the elastic potential energy U associated with each contact
is just
U(Ei, Vj) =
1
2
Knδ
2(Ei, Vj) , (7.17)
for the contact between edge Ei and vertex Vj . This expression will be used later on for the
energy balance tests.
7.2.2 Frictional and Viscous Forces
Tangent frictional forces are introduced by following the proposal of Cundall [58] at each contact.
The frictional force ~Ff is represented by the elastic force
~Ff (V,E) = Kt~t , (7.18)
where ~t is orthogonal to ~n. The elastic displacement  is the time integral of the tangential
component of the relative velocity at the contact point [106]. The coefficient Kt is a tangential
restitution coefficient (analogous toKn for the normal direction). This contact force must satisfy
the sliding condition Ff=max{µKnδ,Kt}, where µ is the static friction coefficient. Hence, when
 reaches the threshold value, Ff takes the Coulomb limit. Since the tangential force is elastic
before this limit, it also has a potential energy,
U(Ei, Vj) =
1
2
Kt
2 . (7.19)
Viscous forces proportional to the relative velocity at the contacts are also included to allow
for system relaxation. In our case, we take
~Fv(V,E) = −Gnmevn~n−Gtmevt~t , (7.20)
where the force depends on different dissipative constants for the normal (Gn) and tangential
(Gt) directions, me is the reduced mass for the two particles and vn, vt are the components of
the relative velocity ~vr=vn~n + vt~t at the contact point. For energy balance considerations, the
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power dissipated by these forces is given by
P = ~Fv(V,E) · ~vr . (7.21)
7.3 Benchmarks
In order to investigate the computer performance of the Voronoi spheropolygons we simulate
a two-dimensional shear band with periodic boundary conditions. The polygons are confined
by two horizontal plates: the lower plate is fixed and the upper one exerts a constant vertical
pressure and moves at constant horizontal speed. The left and right boundaries are periodic.
The simulations are performed on a sample of 60 particles. The particles are first constructed
from a Minkowski-Voronoi diagram of 6×10 grains; next, they are placed on the nodes of a
larger square array and rotated at random, and finally they are consolidated by both the ac-
tion of gravity and the upper plate. The parameters of the simulations are: normal stiffness
Kn=100000N/m, tangential stiffness Kt=0.1Kn, friction coefficient µ=0.5, density ρ=1gr/cm
3,
gravitational acceleration g=10m/s2 and time step ∆t = 0.001s.
First, we verify the energy balance by computing the work done by the external forces, the
dissipated energy, and the internal energy for the system. Then, we perform a set of simulations
to analyze the computational efficiency of the method.
7.3.1 Energy Balance Test
As a first test, let us check if the energy balance holds, as established by the first law of the
thermodynamics (work done on the system = energy dissipated + increase of internal energy).
Figure 7.10 shows the energy difference ratio after a constant time of 20 simulation seconds
for several time steps. The ratio is computed as E+Q−LE , with E the sum of the kinetic and
gravitational potential energy on the particles plus the elastic energy at the contacts, Q the
energy dissipated by frictional and viscous forces at the contacts and L the work done by
external forces, that is by the walls.
The error in the energy balance appears to grow linear with the time step, but does not reach
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Figure 7.9: Simulation of a shear band with regular pentagons (above) and Voronoi polygons
(below).
a 0.2% value for time steps below 0.8ms. Thus, our spheropolygons are suitable for problems
asking for a precise energy balance, like the heating of the intergranular water inside a shear
band or the increase in the rock temperature due to frictional forces. This is an important
advantage of our model, since the repulsive force defined provides a simple potential energy
expression which was not available in previous models for polygons [107, 68].
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Figure 7.10: Energy difference ratio versus time step for the simulation of a shear band with
Minkowski-Voronoi spheropolygons.
7.3.2 Performance Test
DEM codes are generally slower than other options for the study of soils, like for example the
finite element method. Hence, techniques to optimize the simulations are a must in every DEM
code, and even more in one that deals with particles with general shapes. With this aim we
introduce a neighbor list
A link cell algorithm [68] is used to allow for a rapid construction of this neighbor list. First,
we decompose the simulation domain into square cells of side D + α, where D is the maximal
particle diameter. Then, a neighbor list is constructed for each particle as the collection of all
particles closer than 2α. The parameter α is equivalent here to the Verlet distance proposed by
Verlet to speed up simulations with spherical particles [38]. The list is constructed by looking
just at the square cell where the particle is and the eight square cells around. Next, a contact
list is constructed for each vertex and edge inside the particle, consisting of those vertex-edge
and vertex-vertex pairs whose distance in between is less than ri + rj + 2α, where ri and rj are
the corresponding particle radii. At each time step, only these vertex-edge and vertex-vertex
pairs are involved to compute the contact forces. Summarizing, our Verlet list consists of a
neighbor list for each particle plus a contact list for each pair of neighbors. These lists ask for
few memory storage, and they reduce the amount of CPU time to O(N), that is the same order
as in simulations with spherical particles [68].
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The Verlet list is first constructed at the beginning of the simulation and updated when the
following condition is satisfied for any particle,
max
1≤i≤N
{∆xi +Ri∆θi} > α. (7.22)
Hereby, ∆xi and ∆θi are the maximal particle displacement and rotation after the last update,
and Ri is the maximal distance from the points inside the particle to its center of mass. After
each update, ∆xi and ∆θi are set to zero. The update condition is checked at each time step.
Increasing the value of α makes the updating less frequent, but computing the forces became
more CPU demanding. Therefore, choosing α is a compromise between the time expended to
compute the forces and to update the list.
Certainly this method greatly reduces the amount of CPU time expended on computing the
forces. The algorithm efficiency is measured using the so-called Cundall number [108]. This
number is the amount of particle time steps executed by the processor in one second, computed
as c=NTN/TCPU , where NT is the number of time steps, N is the number of particles and
TCPU is the CPU time for the simulation. The inverse of the Cundall number 1/c will be called
here normalized CPU time. Previous studies [108] shown that the Cundall number, although
processor-dependent, does not relies on the number of particles if N>100. Thus, we increase to
10×10 particles for our test.
In order to test the optimization scheme we measured the CPU time for 20 simulation
seconds of the shear band simulation described above by using regular spheropolygons with
different number of sides. We start with triangles and end with heptagons. Fig. 7.11 shows the
normalized CPU times for two values of the Verlet distance α. With α=0.9 the Verlet list is not
frequently updated and the optimization is for all purposes turned off. Computing the force is
then the predominant load, and the normalized CPU time grows with the number of sides as a
power law with an exponent 1.56(23). Reducing α decreases the CPU demand to compute the
forces, and the exponent of this power law reduces to 0.98(31), i.e. a linear relationship.
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Figure 7.11: Inverse of the Cundall Number versus number of vertices of the regular spheropoly-
gons employed for the simulation of the shear band (log-log scale). When the Verlet lists are
almost switched off (α =0.9), one observes a power-law dependence with exponent 1.56(23).
Turning on the optimization scheme by α =0.9 reduces this exponent to a linear relationship
(exponent 0.98(31)).
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Figure 7.12: The normalized CPU time as a function of α for the simulation of a shear band with
Voronoi spheropolygons. The model of Eq.7.23 fits quite well this dependence, with parameters
β = 0.704, γ = 0.3573, A = 4.34e-7 and B = 9.91e-5.
As we stated above, the total CPU time is mainly split into computing the forces and
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updating the Verlet lists. The time spent in each one of these features depends on α. On one
side, the smaller α the Verlet list are more frequently updated, and actually for α → 0 the
updating frequency will diverge to∞. In contrast, when α is large, the Verlet lists are no longer
updated and therefore the time spent in this action goes to zero. Hence, we propose a power-law
relationship with negative exponent to model this part of the CPU time. On the other side, the
CPU time for computing the forces grows with α. We propose a power law dependence, since
the number of grains inside a Verlet distance to a certain particle grows proportional to the area
covered by the verlet halo, but it reaches a maximum value after all the particles are inside it.
The proposed model is, therefore,
TCPU =
A
αβ
+Bαγ , (7.23)
where A, B, β and γ are fitting parameters. Fig. 7.12 shows this dependence of the normalized
CPU time on α for the simulation of a shear band with Voronoi spheropolygons. In this particular
case, an optimum fit is obtained for β = 0.704, γ = 0.3573, A = 4.34e-7 and B = 9.91e-5. One
concludes from Fig. 7.12 that choosing an optimum value for α ensures a considerable saving in
CPU time; therefore, it is a good practice to find this optimum for each particular simulation.
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CHAPTER 8
BIAXIAL TESTS WITH MINKOWSKY VORONOI DIAGRAMS
Three-dimensional models are not always required for the study of every aspect of granular
materials. Aspects like ratcheting, hysteresis and the general elasto-plastic behavior of the
soil have been perfectly observed in 2D models previously [109]. Hence a 2D model based on
spheropolygons can be useful for the quick simulation of special systems, for instance in plane
strain conditions.
The main goal of this chapter is to explore the possibilities of spheropolygons to simulate
two-dimensional problems by reproducing a well-known test of soils: the biaxial test, both under
monotonic and cyclic loads. This test is full of interesting phenomena like the setting of the
critical state, the appearance of shear bands, ratcheting and hysteresis loops. Many of these
phenomena have been previously studied with DEM by using Voronoi polygons. Some analytical
expressions have been proposed for some of them. We will use them as reference, in order to set
the performance of spheropolygons to simulate two-dimensional soils.
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8.1 Monotonic load
As a first application of Minkowsky-Voronoi diagrams to soil mechanics we simulated a biaxial
test. In this setup (Fig. 8.1) four walls enclose a sample of 30×40 Minlowski-Voronoi spheropoly-
gons. In a previous isotropic step, a fixed stress of σa=0.256Kn is applied on all walls. Next, a
constant strain rate condition is imposed on the upper and lower walls by fixing a vertical speed
of 0.001m/s, and the lateral stress σl is measured.
Figure 8.1: Biaxial test setup for a Minkowsky-Voronoi grid of 5x5 sphero-polygons. In reality
the simulations were done with a larger grid of 30x40 polygons
The test is performed on two initial states: a dense sample (obtained with the original closed
packing of Voronoi polygons) and a loose one (constructed by expanding the closed packing and
rotating each particle at random before the isotropic compression starts). Fig. 8.2 a) shows the
deviatoric stress q=(σa − σl) as a function of the axial strain. As expected, q starts increasing
for the dense sample, reaches a peak (the failure point) and decays to a constant value. In
contrast, q increases monotonically for the looser sample, but both converge to the same final
value, which characterizes the so-called critical state [30, 53]. At this state, the volumetric
strain is also constant, as shown in Fig. 8.2 b). It is assumed to be a fundamental quantity that
characterizes the material, since it is independent on the way the soil is prepared.
The evolution of the volumetric strain (Fig. 8.2 b)) is easy to understand. In order to
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Figure 8.2: a) Deviatoric stress q and b) volumetric strain v as a function of the axial strain a for
both a dense (continuous line) and a loose (dashed line) packing of 1200 Voronoi spheropolygons
under a biaxial test (horizontal confining pressure σa=0.256Kn and vertical constant strain rate
˙l=0.005/s).
move, the sample must expand to avoid the interlocking among particles. This dilation is less
pronounced for the loose sample, where the initial interlocking is lower than for the dense one.
Following the study of Alonso and Luding on Voronoi packings[53], let us plot the deviatoric
stress qf at the failure point as a function of the confining pressure pf . The results can be seen
in Fig. 8.3. The line joining these points is the so called yield surface and the Mohr Coulomb
criterion predicts a liner law for it. We observe a power-law dependence, with an exponent of
0.85(2) that deviates even farther from the linear relationship predicted by the Mohr-Coulomb
failure criterion than the value 0.93 observed by Alonso and Luding. This result supports the
idea that the Coulomb criterion is not a proper description for the material, because the friction
angle changes with the confining pressure and is not a definite characteristic of the sample.
In order to test if the Minkowsky-Voronoi diagrams behave like a common dry soil, we
proceeded to check the Mohr Coulomb criterion for the orientation of the shear band. The shear
band was revealed by plotting at the failure point the cumulated displacement for each polygon
from its initial position (Fig. 8.4 (left)). We measured the orientation angle θ of the shear bands
and compare with the ones predicted by the Mohr Coulomb criterion,
θMC = 45
◦ + arcsin(qf/pf )/2 , (8.1)
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Figure 8.3: Deviatoric stress at failure as a function of the confining pressure. A non-linear
power dependence, with exponent 0.85(2), is obtained, in contrast with the linear relationship
predicted by the Mohr-Coulomb failure criterion.
and the Roscoe criterion [110],
θR = 45
◦ + arctan(dv/dd)/2 (8.2)
(Fig. 8.4 (right)). As in previous studies [53], the error bars we obtain from the simulations are
too wide (a consequence of the small number of elements), but in agreement with both criteria.
Summarizing, the Mohr-Coulomb criterion shows not to be enough to represent the soil
behavior we found, in agreement with previous results [53]. Actually, the non-linear relation
between the pressure and the deviatoric stress is a mark of an elasto-plastic behavior.
8.2 Harmonic load
After testing the response under monotonic loads, let us study the soil response under cyclic
loads. The modification in our experimental setup is very simple. The cyclic loading is achieved
by adding a harmonic pressure on the horizontal walls, and the axial stress becomes,
σa(t) = p0 +∆σ(1 + cos(2pit/T ))/2 , (8.3)
with p0 the confining pressure, T the period and ∆σ the amplitude of the harmonic oscillation.
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Figure 8.4: (left) Plotting the cumulated displacement vector for each polygon reveals the shear
band, whose orientation angle can be measured. (right) The measured shear band orientation
(diamonds) compared with the one obtained by the Mohr Coulomb (circles) and the Roscoe
(triangles) criteria.
8.2.1 Ratcheting
Let us start by checking an important consequence of elasto-plasticity at cyclic loading, i. e.
the granular ratcheting that have been reported in triaxial tests [31] and also treated briefly in
Chap 6. In this phenomenon the sample accumulates strain after each loading cycle, getting
an increasing permanent deformation with time. Fig. 8.5 shows how our Minkowsky-Voronoi
packing of 30×40 elements accumulates strain by each cycle, as expected.
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Figure 8.5: The relation between the axial stress and axial strain (left) and the accumulated
strain at each cycle (right) showing granular ratcheting.
Now we want to explore the ratcheting dependence on the loading amplitude. For this
purpose we quantify the rate the strain accumulates at the asymptotic state shown in Fig. 8.5.
The results are plot in Fig. 8.6. After and amplitude of 0.2Kn the rate of accumulated strain
increases rapidly. Many researchers call this value the shakedown limit [10] and what it means
is that below this limit the soil reaches a saturation value for the strain and then, at the end
of each cycle, it tends to return to same initial state, but once the limit is surpassed the soil
accumulates plastic deformations constantly.
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Figure 8.6: The accumulated strain per cycle versus the oscillation amplitude.
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There is nowadays, however, some controversy regarding on the origin of granular ratcheting
in DEM simulations as explained in the second section of chapter 6. Actually, it has been
claimed [11] that ratcheting in simulations of discs and spheres may be the effect of a numerical
problem concerning the non conservation of elastic energy, when the Cundall Strack model
of friction is employed. Fig. 8.7 shows the origin of the controversy and how it applies to
spheropolygons. Consider a disk colliding to another one, as in Fig. 8.7 (left), and assume that
the contact point draws the path CABD, with the segment DC larger than the segment AB.
The static friction in the Cundall-Strack model is a tangential spring force that is proportional
to these lengths, so the work performed on the segment DC becomes larger than on the segment
AB. The total work of this elastic force on the closed path CABD becomes negative, and an
amount of mechanical energy is lost at every cycle. Actually, McNamara [11] proposes how to
correct this effect, and by doing so the ratcheting vanishes. We have confirmed in chapter 6
that the ratcheting observed on three-dimensional simulations with spheres also vanishes if the
McNamara’s correction is implemented.
In the case of spheropolygons we have two kinds of interactions. Vertex-vertex interac-
tions show the same problem McNamara point out for disks, but Vertex-edges interactions not.
Fig. 8.7 (right) shows that in the last case the closed path draws a rectangle, so the Cundall-
Strack friction force is conservative on this path and the problem does not take place. Since
this interaction is more usual than the other one, we expect that the effect will be less pro-
nounced here than among disks, but it demands on further study. Nevertheless, in chapter 10
we will show how spheropolyhedra with no frictional forces does show indeed a macroscopic
friction coefficient, because of the interlocking among particles with concave shapes, so it would
be expected that ratcheting may also appear in such case. The subject, as we said, demands on
further study.
Figure 8.7: Possible origin of “numerical” ratcheting and how the spheropolygons can solve this
problem.
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8.2.2 Hysteresis
Only at very low stress amplitudes the soil response is elastic, drawing a single path in the
stress-strain diagram. In general, the response draws an hysteresis loop, as shown in Fig 8.8 a).
The area of the hysteresis loop is related to the amount of plastic deformation. By looking at
the first cycle, Fig. 8.8 b) shows how the area of the hysteresis loop grows with the amplitude
of the oscillation. After a certain amplitude the area grows rapidly and the sample is said to
surpass again the shakedown limit [111] where ratcheting appears. A log-log plot of the same
result (Fig. 8.8 c)) help us to estimate this value around 0.2p0 for our sample.
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Figure 8.8: a) The hysteresis area for different oscillation amplitudes in the stress-strain space
and versus the amplitude in b) linear and c) log-log scale.
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The increase in the hysteresis loop area with the loading amplitude is predicted by the
elastoplastic theory. For small amplitudes the deformation is basically elastic and the area of
the hysteresis loop is relatively small because of the small loose in energy. However, once the
amplitude of the loading increases, the energy lost by internal friction takes a larger portion of
the total energy contributing to the irreversible deformation. A empirical model proposed by
Karg et. al. [31] introduces a relationship between the stress σm and the strain m at the tip
of the hysteresis loop and the hysteresis area Aloop. It is expressed in terms of the damping
coefficient D,
D =
Aloop
A∆
, (8.4)
with A∆ the area of the rectangular triangle coming from the origin to the tip. For a complete
elastic material, D should be zero, but the plastic deformation gathers a positive value for D.
The relation is written as
D = Dmax
(
1− σm
Emaxm
)
, (8.5)
where Dmax is the maximum damping coefficient and Emax the maximum tensile modulus. The
physical meaning of Dmax is the following. At large values of m, σm does not grow anymore
since the system is in the plastic deformation regime; therefore, the ratio σmEmaxm goes to zero
and D takes the maximum damping value for the soil. In contrast, Emax is a measure of the
maximum measurable tensile modulus before the soil enters into the plastic regime.
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Figure 8.9: Damping coefficient D compared with measure tensile modulus E = σmm
Fig. 8.5 fits this model to the simulation data. The correlation factor is R2=0.97. The fit
gathers Dmax=5.22(5) and Emax=11.3(4) for the two fitting parameters. The good agreement
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shows again the well-behaved response of our spheropolygon model of soil.
8.3 Concluding Remarks
Thanks to the Minkowsky-Voronoi diagrams, some soil features have been successfully simulated
in this chapter. Phenomena that has been observed both experimentally and with other DEM
simulations is also obtained here. Modeling the soil with Minkowski-Voronoi spheropolygons re-
produces the appearance of a critical state that is independent on the way the system is prepared.
The orientation of the shear bands coincides with the one predicted by both Mohr-Coulomb and
Roscoe criteria. Under cyclic loading both ratcheting and hysteresis loops are clearly observed,
and the area of the hysteresis loop adjusts well to the empirical expression proposed by Karg
et. al. [31]. All these results support the use of Minkowski-Voronoi shperopolygons to simulate
soils.
An interesting issue stays regarding the phenomenon of ratcheting. As stated by McNa-
mara [11], ratcheting among disks is a numerical effect due to the non-conservative nature of
the static frictional force given by the classic Cundall-Strack model. Actually, in chapter 6 we
have confirmed this point for the ratcheting of three-dimensional samples of spheres. Neverthe-
less, in the case of spheropolygons the effect only appears on the vertex-vertex interactions, but
not on the more usual vertex-edge ones. This let us to think that this numerical effect is less
pronounced ins spheropolygons than in disks or spheres, but further work should be done to
validate this assumption.
Once the utility of Minkowski-Voronoi spheropolygons has been stated to simulate soils, let
us address an issue where the exact computation of the potential elastic energy plays a central
role, namely the simulation of a fully saturated shear band.
CHAPTER 9
SIMULATION OF A 2D SHEARBAND FULLY SATURATED WITH
WATER
Landslides and avalanches are among the most disastrous events occurring naturally. They
account for billions of dollars in damages every year. Although extensively studied, little is
known about the triggering factors of a landslide. Water plays an important role, since the
pore pressure decreases the effective normal stress among grains, decreasing the soil friction and
strength. This feature can be simply wrote as the Mohr-Coulomb criterion with the Terzaghi
effective stress,
τ = µ (σ − p) , (9.1)
with τ the shear stress, σ the normal stress and p the pore pressure. As can be seen, the pore
pressure decreases the effective stress and hence increases the likelihood of a failure.
From the above analysis we can deduce that the pore pressure is an important factor for
the appearance of avalanches. Moreover, this pressure is affected by the granular movement,
since due to the frictional force a certain amount of energy is dissipated as heat. The vapor-
ization hypothesis proposed by Habib [19] explains that the granular movement prior to the
avalanche warms the pore water and increases its pressure. With the pressure increment, the
failure criterion is reached sooner and the landslide occurs. The purpose was further developed
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by Vardoulakis [33] with a set of coupled differential equations of the pore pressure, water tem-
perature and shear rate. Later on, Goren and Aharanov [34] refined the model. In Fig. 9.1 the
effect of a sliding block over a shearing band of saturated granular material is illustrated.
Figure 9.1: (Left) A sliding block over a thin band of granular material. (Right) The inter-
granular friction force due to the shearing provided by the load increases the pore pressure and
reduces the threshold for a landslide to appear, according to Eq. 9.1.
The purpose of this chapter is to simulate the time evolution of a fully saturated shear
band with the Minkowski-Voronoi shperopolygons of the previous chapter. Thus, we include a
thermo-mechanical coupling between grains and water. First, adiabatic boundary conditions will
be assumed. This case gathers an easy analytical solution of the Goren and Aharanov equations
and, therefore, it is useful to test the spheropolygons themselves. Next, heat conduction is
allowed and the vaporization hypothesis is tested again.
9.1 The model
The granular material is divided into a set of Voronoi spheropolygons constructed as explained
in chapter 8. The new element is the coupling with the intergranular water, which is assumed
to fill completely the void spaces. This is done by adding another force to the sphero-polygons,
proportional to the pore pressure p and to the contact area between the grain and the water,
~Fp = phlˆl , (9.2)
where the h is the uniform tick for all spheropolygons and the vector lˆ is normal to the side in
contact with water.
Fig. 9.2 shows the simulation setup. The upper sphero-line represents the load over the
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granular material and moves freely in the Y-axis, but supporting a vertical load σn. Since it
is assumed that the shear band is far larger than thicker, a sphero-polygon leaving the space
trough the right frontier appears again at the left one (periodic boundary conditions). There
is an experimental setup that resembles this simulation, the Ring Shear Apparatus. It has
been used for the study of loads over granular bands [112] and the understanding of landslide
evolution (Fig.9.3).
Figure 9.2: An array of Voronoi sphero-polygons enclosed by two sphero-lines. In order to
simulate a simple shear essay the upper lit moves to the right at constant speed.
Granular 
Sample
Periodic boundary conditions
~v ~v
~v
Figure 9.3: An example of the Ring Shear Apparatus. There are two concentric cylinders in
contact with each other. The upper cylinder has a cylindrical opening in the middle, resembling
a ring. It rotates at constant velocity ~v (left). The granular material is then poured into the
lower cylinder in an internal ring, as shown in the cross section (center). The setup resembles
a two-dimensional simulation with periodic boundary conditions at the left and right borders
(right).
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The force due to the pore represents the effect of water on the particles’ moves. However,
as the system evolves the grains moves and the pore pressure should evolve as explained above.
We need a relationship between the pore pressure and the heat dissipated by friction. Thank-
fully such relations have been found experimentally and are available in the public domain. In
particular the IAPWS97 (International Association for the Properties of Water and Steam) is a
report containing the detailed relationships among the main thermodynamical quantities, prop-
erly interpolated from experimental data. In the present chapter we use the open source library
freesteam1, which already includes these data.
For the properly use of this library two state variables must be chosen. Due to the nature
of the problem we choose the specific energy u and the specific volume (inverse of the density)
v. The freesteam library already include the water pressure p and temperature θ as a function
of these two variables,
θ = θ(u, v) , p = p(u, v) . (9.3)
Moreover, we assume constant density conditions for our simulations, with a fixed value of
v=1.0cm3/gr.
We assume that when the volume occupied by water increases, new water immediately comes
from the upper permeable lid in order to keep the density constant in time. This permeable
condition has been used in previous studies [33, 35]. Now the internal energy U of the water
changes according the first law of thermodynamics,
dU = dQ− pdV + µdN, (9.4)
with p the water pore pressure, dV the change in the volume filled with water and dQ the amount
of heat dissipated by the frictional force ~Ff between the grains, µ is the chemical potential of
water and dN the changes of particles in moles of the water entering into the void space by the
permeable lid. However Vardoulakis[33] assumes that the water inflow is not high enough to
contribute significantly to the total mass of water and hence the last term of Eq. 9.4 can be
neglected.
We assume adiabatic conditions, and hence no energy is dissipated through the boundaries.
1http://freesteam.sourceforge.net/
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However, the specific internal energy does receive contributions from the dissipated heat due
to friction. The spheropolygon method allows to easily measuring the energy dissipated by the
contacts. At a given instant, the amount of heat dissipated dQ by friction for a time step dt is
dQ =
∑
contacts
~Ff · ~vdt , (9.5)
where the sum considers all contacts. However, not all this heat is going into the water, since
the granular skeleton has also a finite heat capacity. The portion of heat that actually does is
given by
dQwater =
Cvwater
Cvwater + Cvgrains
dQ , (9.6)
where Cv is the heat capacity at constant volume of each material2.
Once dQwater is known, we can find out a new value for the specific energy of water U as
u =
u0M + dQwater
M
, (9.7)
withM the mass of water inside the soil and u0 the initial specific internal energy. This, together
with Eq. 9.3 closes the procedure to determine the new water pressure p.
9.2 Methodology
For our simulation we used the parameters shown in table 9.1:
Parameter Value
Time step 1e-5s
Granular density 3000 kg/m3
Average length of a polygon side 1 cm
Friction Coefficient µ 0.5
Initial pore pressure 1.0 MPa
Initial temperature 20 oC
Table 9.1: Set of parameters used in our simulation.
2The heat capacity for water is a thermodynamical variable and a function of u and v again. Thankfully it is
also included in the freesteam library
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Initially the load is put gently over the granular band and then the system relaxes until the
total kinetic lies below a given tolerance. Then the upper lid is moved at constant speed to the
right and the shearing experiment stars. It is now that the model for water is switched on. We
assume that only the excess pressure of water ∆p and not the total pressure contributes to the
force on the upper lid (Eq. 9.2), i.e. at each time step we subtract the initial pressure of 1.0
MPa to the pressure obtained by Eq.9.3. The initial specific energy u0 of Eq. 9.7 is computed
from the pressure p and temperature θ for their initial values of 1.0MPa and 20◦ respectively 3
of. The simulation runs over 400 particles.
Since the Voronoi construction relies on the set of random Voronoi points, changing the seed
of the random generator produces and entirely different sample. The simulation runs several
times to achieve a good statistical level.
9.3 Results
9.3.1 Sample without water
To see how the soil behaves by its own, we initially run some simulations without any water in
the sample. For two different load conditions (7 MPa and 3MPa) we measure the force in the x
direction over the upper lid to see if it reaches a critical value, as expected. Fig. 9.4 shows this
force divided by the contact area for these initial simulations.
3Also programmed in the freesteam library
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Figure 9.4: Shear stress over the upper lid (τwall) of Fig. 9.2 for two different loads: 7MPa
(circles) and 3MPa (squares). The velocity of the upper lid is set to be 1cm/s
Indeed the shear stress quickly reaches a constant value and the sample enters into a constant
shearing state, as expected. The macroscopic friction coefficient µmacro=τwall/σn is approxi-
mately 0.5, which is basically the same microscopic friction coefficient imposed in the simulation.
This means that the uppermost particles are moving with the top lid without sliding. This is
due to the high shearing velocity of the top wall.
9.3.2 Sample with water
Now let us introduce the water and measure again the shear stress over the lid for the same
conditions as before (Fig. 9.5) . Indeed the shear stress decreases as the time goes on. This is
a clear indication that the Vardoulakis hypothesis may have some true foundations. Moreover,
the change rate for the higher load (7 MPa) gets higher than for the smaller one, as expected,
since the higher the load the greater the amount of dissipated heat.
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Figure 9.5: Shear stress over the upper lid (τwall) of fig. 9.2 for two different loads: 7MPa
(circles) and 3MPa (squares) in the presence of intergranular water. The velocity of the upper
lid is set to be 1cm/s
Fig. 9.6 (left) shows the excess of pressure for the intergranular water ∆p versus time. The
pressure seems to decay asymptotically to approximately the loading pressure. If the load is
high, the power dissipated by friction is also high and hence the pressure reaches the loading
value. This means that the softening effect always appears for adiabatic conditions, regardless
of the applied load.
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Figure 9.6: Excess pressure ∆p (left) and temperature T (right) against time for several loading
conditions.
The time evolution of the temperature can also be obtained with the proposed method, as
Fig. 9.6 (right) shows. It grows very similar to the excess of pressure, starting form the initial
value of 20◦ (around 293.15K). The maximum increment in temperature is around 10K, a
value close to what has been found by Vardoulakis [33, 35]. This is a promising result, since
a temperature difference of 10K is something that can be easily measured in the Ring Shear
Apparatus. However, the adiabatic condition is the main constrain for this analysis and most
probably the reason why we obtain such a high temperature increment.
96 CHAPTER 9. SIMULATION OF 2D SHEARBAND
295 300 305−2
0
2
4
6
8
θ (K)
P 
(M
Pa
)
 
 
simulation data
linear fitting
Figure 9.7: Pressure versus temperature for all simulations of Fig 9.6.
Fig. 9.7 plots the relation between water temperature and pressure. Since the temperature
range is very short, a linear fit is enough to relate these quantities. The slope is called the
thermal pressurization coefficient Λ and for this case it has a value of 7.96× 105Pa/K. This is,
of course, embedded into the IAPWS97 steam water tables. Other authors [33, 35, 34] assume
values close to 5× 105Pa/K, very similar to the one we obtain from the IAPWS97.
The next step is to check the dependence of this problem with the mean thickness of the
material d. The thickness is modified just by changing the number of vertical Voronoi sites
of the original rectangular array. Fig. 9.8 exhibits the results for two thickness, d=1.85cm and
d=7.35cm. Vardoulakis hypothesis implies that the thickness of the granular band greatly affects
the softening effect, and indeed these simulations show that it does. The pressure reaches its
saturation value quicker for the smallest thickness than for the largest one. Real shearing bands
are even thinner, and probably they complete the softening in least than 100s.
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Figure 9.8: Evolution of the excess pressure ∆p (left) and shear stress τwall (right) for two
different mean thickness of the shearing band under an upper load of 4MPa.
Finally let us change the shearing rate and see how the general response of the sample is
affected. The results are shown in Fig. 9.9. As expected, the larger the shear rate the faster the
softening is completed, because more and more energy is dissipated by internal friction into the
water. For a velocity of 10cm/s the material reaches a constant response well below 100s.
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Figure 9.9: Evolution of the excess pressure ∆p and shear stress τwall for two different velocities
of the top wall for a load of 4MPa.
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9.4 Comparing the DEM model with the macroscopic model
Goren and Aharanov [34] developed a macroscopic model for fully saturated shear bands with
the purpose of study the triggering factors of a catastrophic landslide. Their assumptions are
outlined in Fig. 9.10.
~v
Internal 
velocity 
profile
d
Figure 9.10: The geometry considered for Goren and Aharanov [34]. A load σn is place on the
top of a fully saturated shear band of thickness d. The load moves to the right at constant speed
v. A linear profile for the internal velocity is assumed. The move produces a shear stress τwall
on the load.
The model proposes an energy balance equation for the mixture of water and grains,
ρcθ˙ = −ρfcfq ∂θ
∂z
+
∂
∂z
kθ
∂θ
∂z
+
∂v
∂z
τ(p) , (9.8)
with ρ and c the density and heat capacity for the mixture and ρf and cf the same quantities for
the fluid; kθ is the heat conductivity coefficient for the sample. The first two terms consider heat
transport conduction and convection. The third term is the source term; it basically represents
how the shearing of the material produces heat.
Since we are considering an adiabatic process the two first terms disappear and only the
source term remains, that is
ρcθ˙ =
∂v
∂z
τ(p) . (9.9)
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As pointed out in Fig. 9.7, the short temperature range allows for a linear relationship between
water temperature θ and pressure p,
p˙ = Λθ˙ . (9.10)
From the linear velocity profile we assumed, ∂v∂z =
v
d , and the Terzaghi relationship (9.1) holds
for the steady state. Summarizing all these relationships, Eq. 9.9 reduces to
p˙ =
vΛµ
dρc
(σn − p) , (9.11)
that is a simple first order differential equation for an exponential decay. The net density
ρ=ρs(1− ν) + ρfν and the heat capacity is c=cs(1− ν) + ρsν, where ν is the void ratio and the
subscript s denotes quantities related to the solid matrix. The average product of these quantities
in our simulations is ρc=8.0e5J/m3K. Finally, the friction coefficient µ can be measured from
Fig. 9.4 and, as mentioned, is approximately equal to 0.5.
Fig. 9.11 compares the analytical exponential solution with the simulation results. They
are close enough to conclude that our model of Minkowski-Voronoi spheropolygons thermo-
mechanically coupled with water reproduces well the macroscopical behavior of the fully satu-
rated shear band.
0 100 200 3000
1
2
3
4
time(s)
p(M
Pa
)
 
 
Simulation
Model
Figure 9.11: Pore pressure p compared with the macroscopical model of Eq. 9.11.
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9.5 Heat diffusion
So far we have consider an adiabatic situation without any flow of heat form the shearband.
Although seemingly idealistic, that assumption has been taken before by Goren et. al.[34]. Their
argument is that a realistic value for the heat conductivity coefficient is not big enough to ensure
a significant reduction of the heat accumulated in the shear band for the time spans considered
here (of the order of 100-300 s).
In order to check this issue, we introduce heat diffusion in our simulation. The upper lid is
assigned a conduction heat coefficient kθ. The space over the upper lid is assumed to be filled
with solid matter with the same density ρs and specific heat capacity cs as the granular skeleton.
A diffusive temperature equation is assumed for the solid matter,
ρscsθ˙ = kθ
∂2θ
∂z2
, (9.12)
where z=0 corresponds to the top of the shear band. The equation is numerically solved by the
method of lines. In this method the spatial variable z is considered discrete and therefore the
second derivative can be approximated by
∂2θ
∂z2
∼ θz+∆z − 2θz + θz−∆z
∆z2
. (9.13)
So, the partial differential equation 9.12 transforms into a set of ordinary differential equations
on the several variables θz,
ρscsθ˙z = kθ
θz+∆z − 2θz + θz−∆z
∆z2
. (9.14)
As for every partial differential equation, proper boundary conditions should be set to find the
solution. In this case we take a constant environmental temperature of 20◦C at a height of
z=10m. The temperature at z=0 is the shear band temperature. However, a small correction
should be introduced in the heat balance at the shear band. Eq. 9.5 is rewritten as
dQ =
∑
contacts
~Ff · ~vdt− kθAθz=0 − θz=∆z
∆z
, (9.15)
with A the area of the upper lid, i.e. its length times the fixed thickness h.
9.6. CONCLUDING REMARKS 101
Fig. 9.12 shows the results for kθ=4W/mK against the adiabatic case (kθ=0). The difference
is not appreciable, in agreement with the analytical results of Vardoulakis [33]. This counterin-
tuitive result can be explained by the large characteristic diffusion time, tD=d
2ρscs/kθ. For a
shear band of d=10cm with ρc=3000kg/m
3 and cs=840J/kgK this time is equal to 6300s, one
order of magnitude larger than the whole time spanned to complete the process. In other words,
a realistic heat diffusion coefficient is too low to prevent the softening of the shear band.
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Figure 9.12: Pore pressure p with and without heat diffusion through the upper lid.
Nevertheless, the problem is not closed. It still possible that pressure diffusion through the
Darcy’s law can prevent the softening of the shear band, but this will be subject of future work.
9.6 Concluding remarks
Hereby we used Minkowski-Voronoi spheropoygons to simulate the time evolution of a fully satu-
rated shear band. The model is completed by the thermodynamic steam tables of the IAPWS97
(International Association for the Properties of Water and Steam). Our model reproduces the
predictions of the model proposed by Goren and Aharanov for the case of low permeable and
adiabatic boundary conditions. The results show indeed that the softening of the shear band
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proposed by the vaporization hypothesis may actually take place. The increments of around
10K we gather on the water temperature are large enough to decrease the effective stress sup-
ported by the granular skeleton and the landslide speeds up. Even when the adiabatic boundary
conditions are relaxed, the heat diffusion is not fast enough to prevent the softening. Only the
pressure diffusion via the Darcy’s law remains to be tested to confirm that vaporization may be
a realistic triggering process for a landslide. This would be subject of future work.
CHAPTER 10
SPHEROPOLYHEDRA
This chapter introduces the sphero-polytope construction in three dimensions. It is just an ex-
tension of the concepts and procedures introduced for 2D in Chap. 7, but some new interactions
ought to be included in order to properly determine the contact law. Furthermore, this chapter
describes in detail the Minkowski-Voronoi construction in 3D that will be employed in the next
chapter to simulate soils.
In contrast with our 2D implementation, we make here an extensively use of open-source
libraries in order to implement the Minkowski-Voronoi construction in 3D. Furthermore, our
code is also an open-source one, which has been put to disposal by contacting the author or in
https://savannah.nongnu.org/hg/?group=mechsys.
10.1 Minkowski Operations
The same operations from mathematical morphology are still valid and the dilating-eroding
element in 3D is a sphere, replacing the disk. For instance, Fig. 10.1 shows a cube being initially
eroded and then swept by a sphere in order to generate a ’sphero-cube’.
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erosion dilation
Figure 10.1: The opening of a 3D particle: Initially the cube is eroded, and then is dilated by a
sphere
The difficulty arises, however, in the erosion of random irregular polyhedra, which has to be
addressed with some special care, as we will see later on.
10.2 Voronoi Construction in three dimensions
The Voronoi polyhedra to be eroded are constructed by an analogous procedure to the 2D case.
First, a uniform cubic grid is generated and then a single Voronoi set is chosen at random
inside each cube. This information is the input to a library called Voro++ [113]. Voro++
is a powerful open-source library that generates the three-dimensional Voronoi tessellation. It
was first developed by Rycroft for his PhD thesis [114], and further extended to be used in
DEM codes for the simulation of granular flows [115, 116, 117, 118, 119]. An output example of
Voro++, extracted from the software documentation [113], is shown in Figure 10.2. (For more
on Voro++, see http://math.lbl.gov/voro++_overview.pdf).
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Figure 10.2: 3D Voronoi tessellation generated by Voro++ (extracted from the Voro++ docu-
mentation at [113]). The yellow spheres are just used to visualize the 3D volume and are not
used as particles here. Particles will be created by the erosion and dilation of the Voronoi-cells
drawn by the blue edges in the figure.
The Voronoi tessellation partitions the domain into cells as illustrated in Figure 10.2. After-
wards, the particles are created by opening the Voronoi-cells with a sphere. First, the Voronoi
cells are eroded by displacing all faces to the interior of the cell and the new intersections are
computed. This is not as easy as it appears because if the displacement is too large, the solution
cannot be found, since the cell deteriorates. Therefore, the sphero-radius must be limited and
actually found by trial-and-error.
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Figure 10.3: The erosion operator in 3D.
Erosion in 3D shows similar special cases, like the ones presented in Fig. 7.7. Let us consider
the polyhedron of Fig. 10.3. In this particular case the eroded polyhedron is obtained by moving
the planes A,B,C and D inwards a distance R, equal to the erosion parameter. The new vertices
are obtained by solving the linear system of equations for every three faces. By doing so, the face
C actually disappears in the eroded body. The erosion algorithm should check if the possible
new vertices are inside the new body and also if the distance between them and the original
faces is greater than R; if not, the face should be removed and replaced by a single vertex. Next,
the eroded cells are dilated by the same sphero-radius, obtaining a sample similar to the one
shown in Fig. 10.4.
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Figure 10.4: A three dimensional array of Voronoi sphero-polyhedra.
By following this procedure, the particles are ready for the simulation, since the technique
guarantees no overlap among them. In contrast, other methods usually run a preliminary DEM
simulation with gravity, for example, in order to put the grains into contact. This saves com-
putation time, because the loading phase can be directly carried out. Of course this technique
can only create dense packings. In order to create looser ones, a larger array is constructed
and, afterwards, some grains are deleted at random and the whole system is set into isotropic
pressure to bring the grains into contact.
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10.3 Dynamic Properties
Finding the total mass, the center of mass and the moment of inertia 3D gets more complicated
than in the 2D case. The rotational inertia is now a tensor, described by the matrix
I =


Ixx Ixy Ixz
Iyx Iyy Iyz
Izx Izy Izz

 ,
involving six independent mass integrals of the type
Ixx =
∫
V
(y2 + z2)ρ(r)dr , Iyz =
∫
V
−yzρ(r)dr , (10.1)
with the origin at the center of mass and ρ(r) the mass density at the point r (in our case, we
will assume a constant density ρ for the solid). Similarly, the position of the center of mass itself
is given by
rcm =
1
M
∫
V
rρ(r)dr , (10.2)
and the total mass M is given by
M =
∫
V
ρ(r)dr . (10.3)
Let us compute these integrals through the Monte Carlo method, by using for instance the
GSL public libraries [120]. In this method the value of an integral of the type
I =
∫
V
f(x) dx (10.4)
can be approximated by
I ≈ V 1
N
N∑
i=1
f(xi) , (10.5)
with V the integration volume (which must contain the polygon) and {xi} a set of N random
distributed points in that volume. The variance of the integral var(I), which can be used to
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estimate the error of the method, is,
var(I) = V 2
σ2
N
, (10.6)
where σ is the standard deviation of the function f sampled over the points {xi}.
To apply this method to our case, let us first enclose the particle inside a cube. This is
the volume of integration V . All integrals of Eq. 10.1 should then be multiplied by a function
finside(x) that is one if the point lays inside the particle, and zero otherwise. This discontinuity
affects the accuracy of the Monte Carlo method greatly. The solution was proposed by Press and
Farrar [121] with the so-called Recursive Stratified Method, which uses a non-uniforn distribution
of the sampling points. Consider two disjoint regions a and b of the volume V (the spaces inside
and outside the particle, in our case) with different variances for the integrand f . The total
variance for f is
Var(f) = (σ2a(f)/4Na) + (σ
2
b (f)/4Nb), (10.7)
which can be minimized by ensuring that
Na
Na +Nb
=
σa
σa + σb
. (10.8)
This gives us a rule to distribute the sample points in each region. Being suitable for discontin-
uous functions like the one in our case, this stratified strategy was the method chosen for our
code.
10.4 Contact Laws
Once the sphero-radius is fixed, each particle is defined by its eroded polyhedron, i.e. a set
of vertices, edges and faces, dilated afterwards by the sphere. Let us consider two particles in
contact, P1 and P2. The particle P1 has a set of vertices {V i1}, edges {Ej1}, and faces {F k1 } and,
of course, the same can be said about P2. The proposed contact law assumes a multi contact
scheme, where each one of the vertices of P1 may interact with each one of the vertices, faces and
edges of P2, and each edge of P1 may interact with the vertices and edges of P2, but the planes.
Similarly, no interaction among planes is assumed. This is enough to almost all simulations,
despite of some pathological cases of extreme precision that can be mostly avoided by increasing
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the particle elastic constants.
For simplicity, let us call any geometric feature (i. e. vertex, edge or face) of the i-th particle
as {Gi1}. Now, let us define the distance between two geometric features as
dist(Gi1, G
j
2) = min
(
dist( ~Xi1,
~
Xj2)
)
, (10.9)
where ~Xiα is any point in the feature G
i
α. This means that the distance between two geomet-
ric features is the minimum Euclidean distance among their points. This is why the sphero-
polyhedra introduces an easy way to compute the forces. Since both particles are dilated by
their sphero-radii R1 and R2, they get in contact when the distance between two geometric
features is less than the sum of the sphero-radii, i.e.
dist(Gi1, G
j
2) < R1 +R2 . (10.10)
This definition is analogous to the one for spheres, which are in contact if the distance between
the centers is less than the sum of their radii [100]. Similarly, the normal vector between Gi1
and Gj2 is given by
~n =
~X2 − ~X1
‖ ~X2 − ~X1‖
. (10.11)
With these definitions, all forces for spheres can be easily implemented for spheropolyhedra.
For instance, a normal elastic force ~Fn proportional to the overlapping length (see e.g. [100])
can be defined as
~Fn = Knδ~n , (10.12)
where Kn is the normal stiffness and δ=dist(G
i
1, G
j
2)−R1−R2 is the overlapping length between
the two geometric features. Fig. 10.5 shows the several possible contacts for two spheropolyhedra:
face-vertex, edge-edge, vertex-edge and vertex-vertex.
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Figure 10.5: The three different contacts between geometric features for sphero-polyhedra, in-
dicating the overlapping length δ and the normal direction: a) vertex-face, b) edge-edge c)
vertex-edge and d) vertex-vertex.
The forces, torques and energies derived for the 2D case, also apply for the 3D implementation
taking advantage of the linear contact law. Again, a linear law is just an academic model. A
more realistic version is the Hertz law [20], first defined for spheres by Hertz in 1896. There
is a generalization of the Hertz law for cylinders, proposed by Puttock in 1969 [21]: the force
between two cylinders of diameters D1 and D2 drawing an angle θ between their respective axes
is given by
Fn =
1
Q

 δ
2K
(
2−1e
dE
de
A
)1/3
3/2
(10.13)
with A a shape parameter, Q = 34(V1 + V2) with the factor Vi = (1− ν2)/piE depending on the
poisson’s ratio ν and the material Young modulus E. K and E are the so called elliptic integrals
of the first and second class respectively and e is the eccentricity of the elliptic surface assumed
in the contact. K and −1e
dE
de values are functions of the ratio of the shape parameters A/B which
can be found by the next set of coupled equations,
A+B =
1
D1
+
1
D2
(10.14)
(A−B)2 =
(
1
D1
)2
+
(
1
D2
)2
+
2 cos(2θ)
D1D2
, (10.15)
(10.16)
and the tables given in the appendix of [21], please refer to this paper for further details.
The problem, however, is not still closed. In the special case when the cylinders run parallel
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(θ=0) we should recover the contact law for disks (Eq. 7.15), but this is not the case. Despite of
that, this contact law for cylinders can be used as a first approximation. The main purpose of our
work is to describe how sphero-polyhedra allow using simple elastic forces, first introduced for
spheres or cylinders, among irregular shapes. The simple linear law is enough for this purpose,
and most of the simulations in the present work were run with this contact law. Nevertheless,
an implementation of the Hertz laws for cylinders will be implemented at the end of the next
chapter and compared with the linear model.
Frictional forces are implemented by the Cundall-Strack spring method ([58]), where the
static friction is defined proportional to an incremental tangential displacement ~ as
~Ft = Kt~ . (10.17)
Here, Kt is the tangential stiffness and ~ is given by
~ =
∫ t
t0
~vtdt , (10.18)
with ~vt the tangential component of the relative velocity at the contact point and t0 the time
when the contact starts. This static force, however, must fulfill the Coulomb criterion: ‖ ~Ft‖ >
µ‖ ~Fn‖; thus, the force takes the Coulomb value and hence the dynamical friction is introduced.
This can be observed in Fig. 10.6
Figure 10.6: The value of the tangential force Ft of Eq. 10.17 grows as the tangential displacement
ε does but when the Coulomb threshold is reached, it immediately takes this value.
The other two forces introduced are the viscous forces necessary for the proper stability of
the simulation. They are summarized as
~Fv = Gnme ~vn +Gtme~vt , (10.19)
where Gn and Gt are the normal and tangential viscous coefficients, respectively, vn is the normal
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component of the relative velocity at the contact point and me is the effective mass. As noted,
these are the same dissipative forces considered for the 2D case of Chapter 7.
This completes the construction of three-dimensional spheropolyhedra.
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CHAPTER 11
SIMULATIONS WITH IDENTICAL 3D SPHEROPOLYHEDRA
Once spheropolyhedra were constructed, let us start to use them on simulations where all par-
ticles are identical. Specifically, we run three simulations. The first one is the collision of two
jets of Tetrahedra, which we employ to verify the conservation of energy, linear momentum and
angular momentum. The second one is the flow of non-convex particles through a hopper, which
study the effect of non-convexity on the flow. The third one is the simulation of rough surfaces,
which is performed in order to test if a stick-slip response can be reproduced by the normal
interactions of frictionless particles. All these results have been published in Ref. [102].
The parameters (unless stated otherwise) used for the simulations in 3D are shown in table
11.1.
Parameter Value
Kn 1.e5 N/m
Kt 5.e4 N/m
Gn 1.6 1/s
Gt 0.8 1/s
Density 3.0 g/cm3
Table 11.1: Set of parameters used in the simulations.
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11.1 Conservation laws
In order to test the validity of this new contact law we simulate two colliding rows of sphero-
tetrahedra (Fig. 11.1) and check if the general conservation laws (momentum, angular momen-
tum and energy) are met. For this test the dissipative constants Gn and Gt of Eq. 10.19 and
the friction coefficient µ are set to zero value.
Figure 11.1: Two rows of spherotetrahedra come from opposite directions and collide with each
other. In order to check the contact law, we look at the conservation of the total energy and
the linear and angular momenta.
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Figure 11.2: The three conservation laws (total energy, linear and angular momenta) tested for
the collision scheme of Fig. 11.1 with linear elastic contact laws.
Since the collision is elastic, kinetic energy as well as linear and angular momenta must be
the same before and after collision. The results we obtained for these physical quantities are
showed in Fig. 11.2. It can be observed that both energy and angular momentum grow on time
(a consequence of the cumulative errors for every numerical integration scheme), but this error
is reduced with a smaller time step, giving us control over the accuracy of the method.
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11.2 Hopper flow
Let us continue with a classical application: the effect of particle shape on the jamming of
a granular flow in a hopper [102]. The grains are discharged through a small opening, but
particles may become jammed when the opening is smaller than a critical value. This flow has
been modeled by using circular and spherical particles [76], but the effect of shape on the flow
has not been fully investigated. In particular, non-convex particles are expected to jam more
easily than convex or circular particles.
Granular flow with convex and non-convex particles is presented using the three particles
geometries shown in Fig. 11.3. The simplicity of our model allows us to represent the hopper
and the container as spheropolytopes, too. Contrary to previous findings [68], our convex shaped
particles do not become clogged in the hopper. This is because we have not introduced a static
frictional force. However as a striking result the non-convex particles do get stuck even though
there is no static friction.
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Figure 11.3: Top: Spheropolytopes generated as sphere ⊕ line segment (rice), sphere ⊕ tetrahe-
dron (tetra) and sphere ⊕ polyline (yermis). Bottom: Final stage of the granular flow when the
particles are discharged from a hopper. Simulations run without microscopic friction. Convex
particles (rice and tetras) flow completely through the hopper. Non-convex particles (yermis)
jam, which proves the existence of macroscopic friction due to non-convexity.
In order to quantify the effect of non-convexity on jamming, we check the granular flow
for the yermis geometry by varying the aspect ratio (see Fig 11.4) defined as rl+r , with r the
sphero-radius and l the length of the cylinders conforming the particle, but keeping the volume
constant. Fig. 11.4 shows our results for the steady flow rate vs aspect ratio. One can observe
that the higher the aspect ratio, the greater the flow rate. Therefore we can conclude that the
non-convexity of the particles alone hinders the free flow. There is no flow through the hopper
below a critical aspect ratio of around 0.27, which marks the transition from the jammed state
to the free-flow state.
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Figure 11.4: Top: A yermis geometry with four different aspect ratios: 0.3,0.4,0.5 and 0.6. The
closer is the aspect ratio to 1, the closer the particle is to a convex (spherical) shape. Bottom:
Hopper flow rates for different aspect ratios. Below a critical aspect ratio around 0.25 particles
jam without any microscopic friction.
11.3 Rough surface sliding
Following the thesis that non convexity causes a form of friction, the proposed model can also
be used to study the interaction between rough surfaces. Fig. 11.5 shows an experimental
setup that is very easy to implement with our model: two rough surfaces sliding against each
other, with the upper one being pulled by a spring moving with a certain velocity. Several real
experiments reported a stick-slip behavior for low spring velocities and a smooth phase for high
spring velocities [122, 123]. This virtual experiment reproduces this phenomenon and serves as
a validation for the proposed model (Fig 11.5) [124, 125].
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Figure 11.5: Simulation setup for the study of friction due to roughness between surfaces. The
spheropolytope surface is just a face with several edges pumping out (upper left). Two of these
surfaces are put into contact and one of them is pulled by a spring (upper right). (Bottom)
Spring force vs total displacement of the spring tip for two different spring velocities showing
the stick-slip (dashed) and smooth (solid) behaviors reported in the literature.
The results of this chapter illustrate the versatility of Minkowski spheropolyhedra to simulate
complex situations. The next chapter addresses the simulation of soils by employing three-
dimensional Minkowski-Voronoi constructions.
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CHAPTER 12
THE TRUE TRIAXIAL TEST WITH MINKOWSKI-VORONOI
SPHEROPOLYHEDRA
The true triaxial test is one of the classical essays on soils. Hereby we intend to show the
possibilities of speropolyhedra for modeling soils by simulating this test under several conditions.
12.1 Setting up and typical responses
The spheropolyhedra approach gives an easy way to model polyhedral boundaries. In particular,
planes can be modeled as a set of four vertices, four edges and one face. The method allows
considering the plane as just another particle subjected to the same contact law and dynamical
equations. Hence, an elemental test like the True Triaxial Test (TTT) can be easily simulated,
since it can be represented by a box with six walls (lids), which can be simply modeled as
particles; therefore, nothing has to be changed or added for the simulation.
In the true triaxial test, an ensemble of Voronoi grains are put inside a box made out of six
planes. Fig. 12.1 shows the simulation setup and how to measure some relevant quantities.
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Figure 12.1: True triaxial test setup. The Voronoi array is put inside a rectangular box composed
by six planes. Three stresses: lateral σ1, vertical σ3 and frontal σ2 (not shown) are applied on
the planes. To measure The strain ε1 in the x direction is obtained by dividing the change in
the initial length ∆Lx (taken positive for extension) into the initial length Lx.
The mean (p) and deviatoric (q) stress invariants and the volumetric (εv) and deviatoric (εd)
strains are computed by [126]
p =
σ1 + σ2 + σ3
3
(12.1)
q =
√
(σ1 − σ2)2 + (σ1 − σ3)2 + (σ2 − σ3)2
2
(12.2)
εv = ε1 + ε2 + ε3 (12.3)
εd =
√
2
3
((ε1 − ε2)2 + (ε1 − ε3)2 + (ε2 − ε3)2) , (12.4)
where σi and εi are the principal stress and strain invariant, respectively.
In the true triaxial test, the sample endures a constant isotropic compression p with zero
deviatoric stress (q=0) by applying the same stress on all walls and moving all lids (walls) at
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the same speed. Afterwards, a shear is driven by applying different combinations of principal
stresses. The isotropic compression phase is illustrated as stress path (1) in Fig. 12.2. The
shearing phase is accomplished by applying a constant strain rate (ε˙3=constant) along the z
axis. Fig. 12.2 illustrates the shearing phase with shear paths for compression (2a) and extension
(2b). The envelopes at fail for both compression and expansion are expected to be straight lines;
their slope gives us the macroscopic friction angle.
failure envelopes
for the failure
states 
at compression
at
extension
stress paths
(1)
(2a)
(2b)
Figure 12.2: A true triaxial test consists of at least of two stages: First (path 1), an isotropic
compression is applied by setting σ1=σ2=σ3. Next, a constant compression (2a) or extension
(2b) strain rate is applied on the z direction, eventually until failure. The dashed lines are the
failure envelopes, joining the origin with the failure points.
Fig. 12.3 reproduces the typical behavior expected for a cohesionless soil, depicted by the
relationship between the stress rate (q/p) versus the deviatoric strain. Initially there is an elastic
region where the stiffness (proportional to the slope of this curve) reaches its highest value, but
then the failure occurs and the soil enters into a plastic regime with constant the stress ratio,
which characterizes the so-called ’critical’ or ’residual’ state [127].
residual state
or failure
Figure 12.3: Typical response of the stress ratio in a true triaxial test.
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12.2 Reaching the critical state
Different initial void ratios produce different behaviors in the true triaxial test, but finally a
same final state, called the critical or residual state is reached [127]. In order to test this
classical behavior, we try two samples: a dense and a loose one. The dense sample is built up
as a Minkowski-Voronoi packing of 10×10×10 spheropolyhedra, with no voids (Fig. 12.4). Of
course, the initial isotropic compression induces some voids, but the void ratio is preserved low.
Furthermore, the friction coefficient µ is set to zero in the initial isotropic compression stage
and afterwards is set to the desired value. For the loose sample (Fig. 12.5) we construct a larger
Minkowski-Voronoi packing of 17×17×17 spheropolyhedra, and then some grains are randomly
deleted until 1000 grains remain.
Figure 12.4: Dense Voronoi packing of 1000 spheropolyhedra.
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Figure 12.5: Loose Voronoi packing of 1000 spheropolyhedra.
The true triaxial test is carried out on both samples and the results are depicted in Fig. 12.6.
In the denser sample, the deviatoric stress ratio increases until a peak and decreases to a constant
value, and the sample monotonically expands to reach a constant volumetric strain. The looser
sample, in contrast, expands first and then contracts, and the deviatoric stress ratio monotoni-
cally increases, but the final values are the same than for the denser case. These constant values
are characteristics of the so-called critical or residual state [127]. The results are also compared
with two samples of spheres prepared in a similar way. Details on the sphere packing are offered
in the next section. This test allows us to see that the critical state for a Voronoi sample is
different that for one made from spheres even with the same parameters. Hence we can conclude
that geometry affects the fundamental properties of the sample and not just the initial packing;
the critical state is a good way to check this difference since it is a value that is independent on
the initial preparation of the sample.
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Figure 12.6: Deviatoric stress ratio q/p (left) and void ratio e (right) against the deviatoric
strain for a true triaxial test on both dense (blue continuous line) and loose (green dashed line)
initial packings after the isotropic compression
12.3 Macroscopic friction angle and dilatancy
Next, let us compute the macroscopical friction angle. With this purpose, we focus on the first
stages of the triaxial test for a dense sample of 1000 Voronoi sphero-polyhedra with no voids,
and we repeat the test for eight values of the isotropic pressure p. Fig .12.7 shows the stress
paths for these eight tests, including both compression and extension. The end points at failure
draw two (almost) linear envelopes of failure [128] (dashed lines in Fig .12.7). These envelopes
allow to compute the macroscopic friction angle φ for either compression or expansion through
the expression (Drucker-Prager criterion [26])
sin(φ) =
3M
6 +M
, (12.5)
where M is the slope of the (straight) failure envelopes.
The averaged macroscopic friction angle we obtained is (41.06± 2.01)◦ for compression and
(30.06± 1.85)◦ for extension. In contrast, the microscopic friction angle (computed as tan−1 µ,
with µ the Coulomb friction coefficient), is 21.80◦. Thus, it can be concluded that the shape
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and interlocking of the particles strongly affect the macroscopic friction angle and, therefore,
the strength of cohesionless soils.
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Figure 12.7: Stress paths for true triaxial tests at eight different values of the isotropic stress
p on both compression and extension. The dashed lines are the envelopes of the failure points,
allowing for computing the macroscopic friction angle.
In order to further verify this hypothesis, let us reproduce the test with 1000 spheres of
the same size (Fig. 12.8), with exactly the same parameters for spheropolytopes. The initial
sample is constructed by randomly removing grains from an hexagonal array of 6460 spheres,
until reaching the desired number of 1000 particles. Rolling resistance [109] is not included.
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Figure 12.8: A similar test setup was made for spheres with the same number of particles,
average mass and parameters
Fig. 12.9 shows the stress paths until failure for both dense Voronoi spheropolytopes and
spheres. As expected, spheres show less strength than Voronoi sphero-polytopes, with a macro-
scopic friction angle of 21.96◦. Actually, spheres roll over each other (especially without rolling
resistance), decreasing the effect of the microscopic friction. This result confirms us that the
particle shape does affect the macroscopical strength of the soil.
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Figure 12.9: Stress paths up to failure for both spheres (circles) and Voronoi sphero-polyhedra
(squares).
Fig. 12.10 focus on the volumetric strain εv versus the deviatoric strain εd at the first stages
of the triaxial test, with both µmicro=0 and Gt=0 switched off. As expected, Voronoi dense
packings shows a higher dilatancy (slope) of ψ=12.53◦ than spheres (ψ = 7.52◦) and than the
Voronoi loose packing (ψ = 8.20◦), because of the higher interlocking that has to be surpassed
in order to move. Thus, the interlocking among grains seems to be the source of both higher
macroscopic friction angles and dilatancies for the dense Voronoi packing, as compared against
spheres and the loose packing.
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Figure 12.10: Volumetric strain εv versus deviatoric strain εd for dense and loose arrays of 1000
Voronoi sphero-polyhedra and 1000 spheres. Straight lines indicate the slope or dilatancy ψ at
the plastic deformation regime
Modeling with sphero-polyedra is, of course, more time consuming than modeling with
spheres. A single simulation with sphero-polyedra takes 10h32m CPU time on an Intel Xeon
X5482 CPU @ 3.20 GHz machine; in contrast, the same simulation with spheres takes just 45m.
Actually, each sphero-polyhedron is built up from at least 12 single elements between vertices,
edges and faces, so it is not a big surprise to obtain these differences on CPU time.
Now, a sequence of TTT simulations for the yermis geometry is carried out. For the several
aspect ratios shown in Fig. 11.4 both the dilatancy ψ and the macroscopic friction angle φ
are measured and averaged on several confining pressures. The friction angle φ is computing
according to the Drucker-Prager failure criterion (Eq. 12.5) [26].
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Figure 12.11: Macroscopic friction angle (left) and dilatancy (right) from triaxial tests on several
samples of yermis grains with the increasing aspect ratios of Fig. 11.4. The error bars are
obtained by averaging on several confining pressures. These quantities are measured for both
compression (solid lines) and expansion (dashed lines).
We obtain that both the macroscopic friction angle and the dilatancy decrease with the
aspect ratio, supporting our hypothesis that both quantities are due to interlocking.
12.4 More realistic elastic forces
The linear elastic law that has been used so far in this thesis is just the first one proposed by
Cundall [58]. However it is widely accepted that a Hertz law for the elastic collisions is more
realistic, and it can be derived on theoretical grounds [21]. So, let us go one step forward and
implement Hertz laws among the vertices and edges of the sphero-rice geometry of Fig. 11.3 and
conduce a triaxial test with these grains. The results are compared with the same simulations
performed on the same geometry, but with linear elastic contact laws. Some important remarks
should be said before showing the results, In order to apply Eq. 10.13 first the cylinders must
have different diameters. Hence the sample of sphero-rices was prepared with random sphero-
radius varying uniformly from 95% to 105% of the desired value. Also the stiffness constants
are different in both models. To make a fair comparison a maximum overlapping distance δmax
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was defined as 10% of the average sphero-radius. Hence the stiffness constant should satisfy
K linearn δmax = K
hertz
n δ
3/2
max. Moreover for the case of the cylinder Kn change with the relative
orientation of the cylinder’s axes, hence the above equation is checked for the case they intersect
at a 90◦ angle.
Fig. 12.12 (left) shows the stress paths until failure for both the Hertz law and the linear law.
We obtain almost the same macroscopic friction angle:45.14◦ for the Hertz law and 42.35◦ for
the linear one, supporting the idea that the macroscopic friction is due mainly to interlocking.
Even more, the two envelopes intersect within their error bars. Indeed, the failure model we
employed is given by the ratio µ=FnFt , which is independent from the particular value of Fn. We
can conclude that the contact law does not affect the failure criterion, and that the linear law
seems to be as good as the hertzian law to investigate the macroscopic friction of the soil.
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Figure 12.12: Stress path until failure (left) and volumetric strain evolution (right) from several
triaxial tests under compression on a sample of sphero-rices with either Hertz (squares) or linear
(triangles) elastic contact laws. Both the macroscopic friction angle and dilatancy are almost
the same, with a small contraction stage for the Hertz law.
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In contrast, the volumetric strain is just affected by the normal elastic force employed.
Fig. 12.12 shows, as well, the evolution of the volumetric strain for both contact laws. One can
observe that the lower stiffness offered by the Hertz law at low intersecting lengths drives a small
contraction stage before dilatation, whereas the linear law produces a monotonic expansion of
the dense sample. This behavior is strikingly similar to the one found when comparing Voronoi
sphero-polyhedra against spheres in Fig. 12.10. Hence, we conclude that the dilatancy angle ψ
is modified by both the shape and the contact law.
A general contact law for any shape is unfortunately not available at the moment. One
possible work around for this problem is using FEM to solve the local deformations of the grains
around the contact point. This will certainly made a more realistic contact law, but it will
increase considerably the computation time and is beyond the scope of this thesis. However the
linear contact law is still useful and the parameters can be adjusted to fit experimental data
as shown in literature [100, 129] so although of extreme relevance in the microscopic scale, the
choice of contact law is less important in the macroscopic scale.
CHAPTER 13
CONCLUSIONS
Minkowski spheropolygons are new and powerful discrete element methods for the simulation of
granular media. They combine both the simple interactions among spheres and disks with the
complex shapes of polygons, allowing for the study of many intriguing phenomena of granular
materials. First proposed by Pournin [17] in his Ph.D. Thesis for several simple forms and later
on developed in 2D by Alonso [18] to allow for multicontact interactions and concave shapes, the
method makes use of Minkowski operators to round with disks and spheres the complex shape
of irregular grains. Since their contact laws are those of disks and spheres, it allows for an exact
computation of the elastic energy at the contacts, a relevant feature for such phenomena where
energy balances play a central role.
In the present thesis we have further extended the discrete element method of Minkowski
spheropolygons in two main directions: First, we have combined them with Voronoi tesellations
to generate dense packings of random spheropolygons that can be later disordered to reach
higher void ratios, and second, we have extended the whole method to 3D, allowing for the
construction of both specific polyhedral shapes and random spheropolyhedra from 3D Voronoi
constructions. In both cases we have explored the possibilities of the method by first driven
simulation benchmarks and then addressing some interesting soils’ phenomena and elementary
tests, like hysteresis loops, ratcheting, the time evolution of a fully-saturated shear band, plus
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simple shear and triaxial tests. The method is versatile and allows for optimizing techniques
like Verlet lists, where the several particle features like vertices, edges and faces play the central
role. It constitutes, indeed, an excellent tool for the study of granular media.
Before actually addressing the spheropolygons, we perform some first simulations on disks
and spheres 6. The first case we studied was the effect of an obstacle close to the bottleneck of
an hourglass. It has been reported [70, 71, 74], and also reproduced by our simulations, that
contrary to common sense the obstacle presence actually increases the flow rate of the granular
material. We analyzed the problem by dividing the flow rate into the product of density times
mean velocity for several obstacle sizes and connected by the fundamental diagram of mean
speed versus density. This diagram shows a peak for a certain density. We observe that the
obstacle reduces the density above the bottleneck. When driven at the density of maximal speed,
the flux optimizes, even surpassing the flow rate when no obstacle is present. Summarizing, we
conclude that the obstacle increases the flow rate because it reduces the density to a value of
maximal speed.
The second problem in this chapter is the apparent numerical nature of the ratcheting phe-
nomenon found in many DEM simulations. Ratcheting consists on the unbounded accumulation
of strain of granular media under cyclic loading, and it has been reported in both experimen-
tal [31] and numerical [10] studies, both with polygons or with disks. However, McNamara et. al.
[11] have shown that the classical force laws among disks do not allow for the exact conservation
of elastic energy, producing the ratcheting. He has proposed a correction for the interaction law
that, when applied, completely avoids the phenomenon to appear. We applied the correction
proposed by McNamara to spheres under three-dimensional cyclic loads and obtain indeed that
no ratcheting is gather. This is a serious flaw in the classical Cundall-Strack model for Coulomb
friction that should be revised in the future. Unfortunately there is still no correction for more
complex geometries.
The third and last part of this chapter 6 is dedicated to the question of the distribution of
forces in granular ensembles. F. Radjai [9] has shown that forces above a mean value distributes
exponential, but forces below that value show a power-law distribution. Hereby the author
proposes that the elastic energy at the contacts follow a Bose-Einstein distribution, and deduces
the distribution of forces from them. This strategy reproduces the whole spectrum of forces,
including into a single description both asymptotic regimes in a very elegant way. Therefore, it is
proposed that the elastic contacts can be considered as virtual particles, or elastons, distributing
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like bosons and assigning both a temperature and a chemical potential to the ensemble. The
temperature shows to be proportional to the mean elastic energy among grains. The source of
the chemical potential is more complicated, but we suspect it can be related to granular shape
or mean coordination numbers. Although more work is required, this result draws a new and
interesting way to build the statistical ensembles for granular materials and, eventually, the
construction of constitutive models based on first principles.
Chapter 7 explains how to implement spheropolygons in 2D. It starts with the fundamental
Minkowski operators of erosion, dilation and opening, together with the Voronoi construction
in 2D. Next, we explain in detail the erosion of the Voronoi polygons to obtain the Voronoi-
Minkowski diagrams in 2D. The spheropolygons so constructed allow for an analytic computation
of the dynamical properties like mass, center of mass and moment of inertia. The simulation’s
benchmarks show that energy conservation holds. In order to optimize the simulation we in-
troduce a modification of the well known Verlet list technique with two different levels: First,
a neighbor list of particles determined for each particle in the array, and second, a contact list
is constructed for each geometric feature (vertex or edge) in the particle, consisting of those
geometric features of neighbor particles that are closer to a given one than the Verlet distance.
At each time step, only these vertex-edge and vertex-vertex pairs are involved to compute the
contact forces. Our tests show that the optimization technique works properly, with normalized
CPU times (i. e. the inverse of the Cundall’s number) proportional to the number of geometrical
features involved.
Next, we study the spheropolygon’s ability to reproduce some well known soil phenomena
by simulating the biaxial test under both monotonic and cyclic loads. Modeling the soil with
Minkowski-Voronoi spheropolygons reproduces the appearance of a critical state that is inde-
pendent on the way the system is prepared. The orientation of the shear bands coincides with
the one predicted by both Mohr-Coulomb and Roscoe criteria. Under cyclic loading both ratch-
eting and hysteresis loops are clearly observed, and the area of the hysteresis loop adjusts well
to the empirical expression proposed by Karg et. al. [31]. All these results support the use of
Minkowski-Voronoi spheropolygons to simulate soils.
An interesting issue stays regarding the phenomenon of ratcheting. As stated by McNa-
mara [11], ratcheting among disks is a numerical effect due to the non-conservative nature of
the static frictional force given by the classic Cundall-Strack model. Actually, in chapter 6 we
have confirmed this point for the ratcheting of three-dimensional samples of spheres. Neverthe-
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less, in the case of spheropolygons the effect only appears on the vertex-vertex interactions, but
not on the more usual vertex-edge ones. This let us to think that this numerical effect is less
pronounced in spheropolygons than in disks or spheres, but this subject demands on further
study.
Landslides and avalanches are among the most disastrous events occurring naturally. Al-
though extensively studied, little is known about the triggering factors of a landslide. Water plays
an important role, since the pore pressure decreases the effective normal stress among grains,
decreasing the soil friction and strength. The vaporization hypothesis proposed by Habib [19] ex-
plains that the granular movement prior to the avalanche warms the pore water and increases its
pressure. Then, according to the Terzaghi relationship, the failure criterion is reached sooner and
the landslide occurs. The vaporization hypothesis has been put into equations by Vardoulakis
[33] and further refined by Goren and Aharanov [34]. We used Minkowski-Voronoi spheropoy-
gons to simulate the time evolution of a fully saturated shear band. The model is completed by
the thermodynamic steam tables of the IAPWS97 (International Association for the Properties
of Water and Steam). Our model reproduces the predictions of the model proposed by Goren
and Aharanov for the case of low permeable and adiabatic boundary conditions. The results
show indeed that the softening of the shear band proposed by the vaporization hypothesis may
actually take place. The increments of around 10K we gather on the water temperature are
large enough to decrease the effective stress supported by the granular skeleton and the landslide
speeds up. Even when the adiabatic boundary conditions are relaxed, the heat diffusion is not
fast enough to prevent the softening. Only the pressure diffusion via the Darcy’s law remains
to be tested to confirm that vaporization may be a realistic triggering process for a landslide.
This would be subject of future work.
The leap towards the extension to 3D is made in chapter 10, were details on the imple-
mentation are given. The bases for the construction of spheropolyhedra are the same as in
the 2D case, but including more geometric features: vertices, edges and faces. The necessary
Erosion operation on a three-dimensional polyhedron has a different algorithm than in 2D; it
just consists on displacing all faces towards the inside of the body and computing for the in-
tersections (edges and vertices). This is also the procedure to construct Minkowski-Voronoi
spheropolyhedra in 3D: first, a 3D Voronoi tessellation is performed; then, each polyhedron is
eroded and dilated to obtain the spheropolyhedron. In order to construct the Voronoi par-
tition, a uniform cubic grid is generated and a single Voronoi set is chosen at random in-
side each cube. This information is the input to the open-source library called Voro++ [113],
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first developed by Rycroft for his PhD thesis [114], and further extended to be used in DEM
codes for the simulation of granular flows [115, 116, 117, 118, 119]. (For more on Voro++, see
http://math.lbl.gov/voro++_overview.pdf). The polyhedra so constructed are then eroded
by the procedure described above, and some faces can be lost in the process. The eroded poly-
hedra are then dilated to obtain the final spheropolyhedra. Dynamic properties are computed
thereafter for each spheropolyhedron by using Monte Carlo integration methods, like the ones
in the GSL public library [120]. Actually, we used the Recursive Stratified Method of Press
and Farrar [121] to compute the dynamic properties. The contact laws are more complicated,
too. There are vertex-vertex, vertex-edge vertex-face and edge-edge interactions. They can
be implemented either as linear elastic interactions or by using the more realistic models of
Hertz [20] and Puttock [21]. The whole construction procedure, together with the elastic and
dissipative forces and torques, has been put by us into public domain as a code repository at
https://savannah.nongnu.org/hg/?group=mechsys.
Once spheropolyhedra were constructed, we start by performing simulations with samples
of identical spheropolyhedra. First, we ran simulations for colliding jets of Tetrahedra in order
to look for energy, linear momentum and angular momentum conservation. For this purpose.
We found that the conservation laws hold if the time step is small enough (10µs, in our case).
Next, we studied the effect of non-convexity on a hopper flow. For this purposed a special shape,
called yermis, was built, allowing for a continuous variation of non-convexity. Our simulations
show that frictionless convex particles do not get stuck in the hopper, but non-convex particles
do. This striking result supports the idea that macroscopic friction can be produced by non-
convexity alone. At the end, friction at the microscopic level can be just the normal interaction
between rough surfaces. This last idea is then investigated by performing the simulation of
two flat surfaces, filled with randomly distributed spheropolytope edges. The surfaces slide
against each other, one fixed and one pulled by a spring with the other end displacing at
constant speed. We found that this simple model [124, 125] reproduces the stick-slip observed
in experiments [122, 123]. All these results can be found in Ref. [102].
Next, chapter 12 shows the simulation of the True Triaxial Test on three-dimensional arrays
of Minkowski-Voronoi spheropolyhedra. First, the test is driven under monotonic load for both
loose and dense samples, and the critical state is reached in both cases. When compared with
the same test driven on spheres, we gather very different results for the critical void ratio.
This supports the popular idea that particle shape actually changes the soil response. Next, we
focused on the macroscopic angle of friction. This is computed from the triaxial test by using the
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Drucker-Prager criterion [26]. We obtain that the macroscopic friction angle for spheres equals
the microscopic one, but the macroscopic angle for Voronoi spheropolyhedra results to be much
larger than the microscopic one. Similarly, the dilatancy is higher for spheropolytopes than
for spheres. We conclude that interlocking among particles increases both macroscopic friction
and dilatancy, as expected. But a much more significant result is obtained when non-convex
yermis are used. By running simulations for a incremental series of aspect ratios, we conclude
that both dilatancy and macroscopic friction angle monotonically increases with non-convexity.
Finally, a comparison between linear and Hertz elastic forces is performed. The emphasis of the
spheropolygons and spheropolyhedra approaches relays on the ability to combine both irregular
shapes with simple force laws, and therefore a linear elastic law was enough to illustrate this
point, so far. Now, as a final test, we implemented the fully Hertz [20] and Puttock [21] forces
among spheres and cylinders and ran the triaxial test again. We found that the yield surface
is not affected significantly by the choice of contact law, but the volumetric compression does.
This last result illustrates again the power of spheropolygons and spheropolyhedra to simulate
soils.
Some implementation details are worth to be mentioned. We started by trying to use the
classical polygon method with a contact law based in the overlapping area to reproduce the
softening of the fully-saturated shearband, and some results were obtained, but the inability to
properly account for the elastic energy and the instabilities produced by pathological cases due
to the sharp edged particles force us to abandon the idea and try the spheropolygon approach.
As mentioned before, this approach was first proposed by Pournin with a contact law based
on the closest distance between spheropolyhedra. This produces some singularities, specially
when two faces are parallel to each other and a single point of contact is impossible to be
defined. Pournin introduced some exceptions to his contact law, but the multi-contact approach
developed by Alonso deals with them in a more robust way. Finally the formula for the exact
mass properties of the spheropolygons can be extended to 3D, but the Monte Carlo integration
explained in chapter 10 is an easy and robust technique to deal with this problem.
A first future extension of this work concerns the improvement of the technique. In the
present work we constructed spheropolygons and spheropolyhedra from Voronoi tessellations.
However other tessellations can be used as starting point. For instance, the mesh generators for
finite element methods (FEM) can easily be used instead of Voronoi tessellations, allowing for
higher resolutions in some interesting areas of the whole domain. Cohesive forces can also be
defined among vertices, edges and faces. This would allow for the simulation of cohesive soils and
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fracture phenomena. Another improvement to the technique that is of great interest nowadays is
the coupling of DEM grains with some other technique modeling intergranular fluids, like lattice
Boltzmann or FEM, solving the interaction between fluids and grains. Of particular interest is
the method called SPH (Smooth Particle Hydrodynamics), which is in principle extremely similar
to DEM but allowing for a more natural fluids-grains coupling. Developing such a coupling for
spheropolyhedra would be a mayor success, with many opportunities of future applications.
The second branch of further advances deals with the use of the technique for the study of the
many aspects of the macroscopic response of granular materials. It is known that shape affects
the macroscopic response of the material, but it is hard to determine how. Spheropolyhedra
appear on this respect as a natural tool to investigate the effect of shape on the macroscopic
properties of granular media. Actually, the present thesis illustrates this point with some ex-
amples. One of these, the simulations with yermis, defines a microscopic parameter, the aspect
ratio taking account for the grade of non-convexity of the particles. Similar scalar, vector or
even matrix quantities can be defined for other shape properties, like anisotropy or roundness,
which in turn can be included into the macroscopic models. Validating these models asks for
discrete element methods allowing including all these aspects. On this respect, sheropolygons
and spheropolyhedra are natural and efficient methods to perform such future research.
As we mentioned above, a simple statistical mechanical approach to the study of granular
materials was introduced in chapter 6. In this approach the elastic contacts among grains are
considered as virtual particles, called elastons, following a Bose-Einstein statistics. This de-
scription includes in a very elegant way both the exponential and the power-law asymptotic
distributions of forces observed in granular media. This result opens a broad spectrum of possi-
bilities. First of all, the result was tested for monodisperse spheres under isotropic compression;
how does it work for spheropolytopes? Can be stated a relationship between shape and the
chemical potential for the distribution? How does the configurational temperature from the
distribution changes with external pressure? Does the Bose-Einstein distribution holds for sys-
tems under simple shear, biaxial or triaxial tests? And, what about the critical state? Are such
distribution parameters the same, no matter how the critical state is reached? All these and
many other questions can be object of future work.
Hereby we developed a new and powerful element method that allows for the construction
of grains with complex and/or irregular shapes, concave or convex, both in 2D and 3D. The
method combines in an elegant way the sample interactions among disks, cylinders and spheres
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with the irregular shapes of polygons and polyhedra. It allows for an exact account of the elastic
potential energy and the implementation of either lineal or Hertz elastic forces among geometric
features like vertices, edges and faces. From one side, it can be used to study in a controlled and
incremental manner the many effects of shape (like non-concavity or anisotropy) on the global
response of the granular material; from the other one, it allows for optimization techniques like
the Verlet lists that reduce the CPU time to a linear dependence with the number of geometric
features. The method has proven to be suitable for the simulation of soils, both 2D and 3D, The
whole technique has been put into disposal of the research community as part of the Mechsys
open-source library at https://savannah.nongnu.org/hg/?group=mechsys. DEM models are
to granular materials what the telescope is to astronomy, a tool to see things that we could
not see otherwise. And, in complete analogy, just as in the early ages astronomers formulated
wrong conclusions about the cosmos that were corrected with the development of the telescope,
DEM observations would help to correct and refine many theoretical models that exist in the
study of granular materials. We hope that this new element method will contribute for a better
understanding of granular media.
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