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Abstract—We consider the problem of distributed computation
of the nearest lattice point for a two dimensional lattice. An
interactive model of communication is considered. We address
the problem of reconfiguring a specific rectangular partition, a
nearest plane, or Babai, partition, into the Voronoi partition.
Expressions are derived for the error probability as a function of
the total number of communicated bits. With an infinite number
of allowed communication rounds, the average cost of achieving
zero error probability is shown to be finite. For the interactive
model, with a single round of communication, expressions are
obtained for the error probability as a function of the bits
exchanged. We observe that the error exponent depends on the
lattice.
Index terms—Lattices, lattice quantization, Communication
complexity, distributed function computation, Voronoi cell, Babai
cell, rectangular partition.
I. INTRODUCTION
Given a lattice 1 Λ ⊂ Rn, the closest lattice point problem
is to find for each x = (x1, x2, . . . , xn) ∈ Rn, the point λ∗(x)
which minimizes the Euclidean distance ‖x−λ‖, λ ∈ Λ. Here,
we assume that xi is available at node Si in a network of nodes
and study the communication cost of this search. We consider
an interactive model in which each node Si communicates
with every other node so that every node such that each
node can determine λ∗(x). Since this may not be possible
in general, let λ(x) denote the lattice point determined by
concerned nodes when computation is halted. The objective is
to determine the tradeoff between the communication required
and the probability of error Pe := Pr(λ(X) 6= λ∗(X)) for a
known probability distribution on X .
We will assume that generator matrix V of Λ has the upper
triangular form
V =
(
1 ρ cos θ
0 ρ sin θ
)
where the columns of V are basis vectors for the lattice. The
associated quadratic form is f(x, y) = x2 + 2ρ cos θ xy +
ρ2y2. It is known that this form is reduced if and only if
2|ρ cos θ| ≤ 1 ≤ ρ2 and the three smallest values taken by f
over integer u = (x, y) 6= 0 are 1, ρ2, and 1−2|ρ cos θ|+ρ2 see
e.g. Th. II, Ch. II, [4]. Based on a result due to Voronoi,
Th. 10, Ch. 21, [5], it follows that the relevant vectors, i.e.
1A lattice is a discrete additive subgroup of Rn. The reader is referred to
[5] for details.
the vectors which determine the faces of the Voronoi cell,
are ±(1, 0), ±(ρ cos θ, ρ sin θ) and ±(ρ cos θ− 1, ρ sin θ). We
thus consider lattices with generator matrix V as above, with
ρ ≥ 1. From an additional symmetry, and in order to avoid
indeterminate solutions we restrict θ such that 0 < ρ cos θ <
1/2. Performance at the endpoints 0 and 1/2 can be obtained
by taking limits. More generally, the generator matrix of the
lattice is represented by matrix V with ith column vi, i =
1, 2, . . . , n. Thus Λ = {V u, u ∈ Zn}. The (i, j) entry of V
is vi,j , thus vi = (v1i, v2i, . . . , vni). The Voronoi cell V(λ)
is defined as the set of all x for which λ ∈ Λ is the closest
lattice point.
In a companion paper [3] we have developed upper bounds
for the communication complexity of constructing a specific
rectangular partition for a given lattice along with a closed
form expression for the error probability Pe. The partition is
referred to as a Babai partition and is an approximation to the
Voronoi partition for a given lattice.
The remainder of the paper is organized as follows. Previous
work is presented in Sec. II, assumptions and a preliminary
analysis are presented in Sec. III, the interactive model is
analyzed and quantizer design is presented for a single round
of communication (Sec. IV), for unbounded rounds of com-
munication (Sec. V). Numerical results and a discussion are in
Sec. VI. A summary and conclusions is provided in Sec. VII.
II. PREVIOUS WORK
Communication complexity [16], [8] is the minimum
amount of communication required to compute a function in
a distributed setting. Information theoretic characterizations of
communication complexity are developed for the two node
problem in [14]. Two models are considered: a centralized
model, and an interactive model where two messages are
exchanged (one round of communication in our model). Two
terminal interactive communication is studied in considerable
detail in [13], and the benefit of an unbounded number of
messages is demonstrated. An important and relevant con-
tribution in [11], [13] is the the strict benefit that inter-
active communication provides for the computation of the
Boolean AND function. Another stream of related work has
origins in asymptotic quantization theory. The problem of fine
quantization for detection problems is addressed in [15], [2]
and [6]. More recently, the design of fine scalar quantizers
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for distributed function computation with a squared error
distortion measure is considered in [12] and succeeding works.
Significant benefits, especially in the interactive setting are
obtained.
III. PRELIMINARY ANALYSIS
Fig. 1. Voronoi region, Babai partition and three relevant vectors
We consider a two-stage approach for determining λ(x).
In Stage-I, [3], a point λnp(x) (defined next) is determined,
using the nearest plane algorithm [1], and assuming an in-
teractive model. We refer to λnp(x) as the Babai point.
When the generator matrix for Λ is in upper triangular form,
the nearest plane algorithm determines λnp = V u, with
ui = [(xi−
∑n
j=i+1 vijuj)/vii], i = n, n−1, . . . , 1 ([x] is the
nearest integer to x). The nearest plane algorithm partitions the
plane into congruent Babai cells (rectangles), each of volume
|detV |. The Babai cell associated with lattice vector λ is
denoted B(λ). Once again we denote the nearest lattice point
by λ∗(x).
The analysis of Pe,I , the error at the conclusion of
Stage-I, justifies the modeling assumptions made for the
Stage-II analysis. Specifically, Pe,I =
∑
λ∈Λ Pr(λ
∗(X) 6=
λ|X ∈ B(λ))Pr(X ∈ B(λ)). Since an error occurs
if X is closer to some λ′ 6= λ, it follows that
Pe,I =
∑
λ∈Λ
∑
λ′ 6=λ Pr(X ∈ B(λ)
⋂V(λ′)|X ∈
B(λ))Pr(X ∈ B(λ)). Assuming that p(x) is approximately
constant over each B(λ)2, it follows that Pe,I ≈∑
λ∈Λ
∑
λ′ 6=λ Area(V(λ′)
⋂B(λ)/Area(B(λ))Pr(X ∈
B(λ)). Since the Babai and Voronoi partitions are
invariant under translations by lattice vectors, it follows
that Pe,I ≈
∑
λ′ 6=0 Area(V(λ′)
⋂B(0))/Area(B(0)).
From the above analysis for Pe,I , and assuming an inter-
active model for Stage-I, it follows that at the end of Stage-I,
λnp(X) is known to each node Si. Each node thus subtracts
off ith coordinate λnp,i from Xi. The result is also referred
to as Xi for notational convenience. We will assume that
the resulting X = (X1, X2) is uniformly distributed over
B(0). For the lattice that we consider B(0) = (−1/2, 1/2] ×
(−(ρ/2) sin θ, (ρ/2) sin θ]. Since B(0) has length L = 1
and height H = ρ sin θ, we have p(x1) = p = 1/L and
q(x2) = q = 1/H , where p, q are the marginal pdf’s of X1
2This is justified under the assumption that the lattice point density is
suitably high.
and X2, respectively. Note that since B(λ) is rectangular, X1
and X2 are independent.
Stage-II communication is broken up into rounds, one
round corresponds to two messages, one from each node in a
predefined order. Both orderings, 12 and 21 will be considered.
IV. INTERACTIVE, SINGLE ROUND OF COMMUNICATION
At the conclusion of Stage-I, node Si is in possession of
Xi, i = 1, 2, and X ∈ B(0). We denote the rectangular cells
of the partition at the conclusion of Stage-II by R(i), i =
1, 2, . . . , R. Associated with each cell R(i) is a decision λ(i).
Following steps similar to the analysis above, it follows that
Pe,II , the error probability at the conclusion of Stage-II is
given by
Pe,II =
R∑
i=1
∑
λ′ 6=λ(i)
Area(R(i)
⋂
V(λ′))/Area(B(0)). (1)
The optimum decision rule follows immediately: λ(i) =
arg maxλ Area(R(i)
⋂V(λ)).
Fig. 2. A typical vertical strip created by S1 and its partition into three parts
by S2 (left). Probability distribution Q(x) which underlies the calculation of
H(U2|U1) is on the right.
The scheme for the 12 order is described first. To begin,
node S1 sends U1 = i to S2 indicating an interval of length
δi that X1 lies in. This effectively partitions (−1/2, 1/2], the
support of X1 into cells of length δi (and equivalently, parti-
tions B(0) into vertical strips of widths δi), i = 1, 2, . . . , N .
Based on this information, S2 makes a decision λ(U1, X2)
and communicates this decision back to S1 using message U2.
Effectively, S2 partitions each aforementioned vertical strip
into at most three parts using at most two horizontal cuts
or thresholds. The location of each cut is determined by the
location of the appropriate boundary wall of V(0). A typical
situation is illustrated in Fig. 2. In this figure, vertical strip i
is partitioned into three rectangles, R0(i), R−1(i) and R1(i),
where R0(i) corresponds to points decoded to λ = 0, the
other two rectangles are decoded to neighboring points. The
probability of error event E is given by
Pe,II =
∑
i
∑
j
Pr(E|X ∈ Rj(i)), (2)
where i indexes the strips and j indexes the rectangles within a
strip. For the cuts shown in Fig. 2, and assuming the boundary
lines have slopes s1 and s2 and bin size δ we get
Pr(E|X ∈ Rj(i)) = δ
2
2|detV | [(α
2 + (1− α)2)|s1|+
(β2 + (1− β)2)|s2|]
≥ δ2(|s1|+ |s2|)/4|detV |, (3)
and equality holds when α = β = 1/2. Thus
Pe,II = (1/4)
2∑
l=1
N∑
i=1
|sl,i|δ2i . (4)
The information rate for Stage-II communication is then
R = H(U1)+H(U2|U1). The information rates are calculated
next. Node S1 sends H(U1) bits where
H(U1) =
N∑
i=1
(δi/L) log2(L/δi). (5)
Node S2 sends H(U2|U1) bits which is obtained by averaging
the entropy H(Q(x1)) of probability distribution Q(x) =
(Q−1(x), Q0(x), Q1(x)) over bins of X1 by
H(U2|U1) =
N∑
i=1
(δi/L)H(Q(xi)), (6)
where xi is, say, the midpoint of the ith bin. Here
Q1(x), Q−1(x), Q0(x) are the probabilities that X2 exceeds
the upper threshold, is smaller than the lower threshold and
lies in between the two thresholds, respectively, given X1 = x.
Fig. 3. Babai and Voronoi cells, with key points labeled. x1, x2 are the
horizontal, vertical coordinates, resp.
We now specialize the analysis to V(0) and B(0) for the
given lattice. The geometry of the lattice, with all the signif-
icant boundary points, lengths, heights, and slopes is shown
in Fig. 3. We identify four thresholds t−2 = (ρ cos θ − 1)/2,
t−1 = (−ρ cos θ)/2, t1 = −t−1 and t2 = −t−2 and five
intervals I−2 = (−1/2, t−2], I−1 = (t−2, t−1], I0 = (t−1, t1],
I1 = (t1, t2] and I2 = (t2, 1/2]. We partition I−2 into
N2 equal-length intervals, I−1 into N1 equal-length intervals,
I0 into 1 interval, I1 into N1 equal-length intervals and I2
into N2 equal-length intervals. The lengths of the intervals
I0, I1 and I2 are denoted L0, L1 and L2, respectively and
L = L0 + 2L1 + 2L2. Let L = (L0, L1, L1, L2, L2)/L. Note
that L behaves like a probability distribution. Also from Fig. 3,
H1 = cos θ(1 − ρ cos θ)/2 sin θ, H22 = ρ cos2 θ/2 sin θ and
H21 = cos θ(1− 2ρ cos θ)/2 sin θ.
From (4), it follows that
Pe,II = α1/N1 + α2/N2, (7)
where α1 = L1(H1 +H22)/2|detV |, α2 = H21L2/2|detV |.
From (5) it follows that
H(U1) = H(L) + (2L1/L) log2N1 + (2L2/L) log2N2. (8)
In order to calculate H(U2|U1), we write U1 = (V,W ), where
V identifies the interval IV , (one of I−2, I−1, I0, I1, I2) in
which X lies and W identifies the bin index, relative to V .
Thus from (6) we obtain
H(U2|U1) =
2L2
N2
∑N2
w=1H(U2|V = 2,W = w) +
2L1
N1
∑N1
w=1H(U2|V = 1,W = w). (9)
The objective is to minimize Pe,II over N1 and N2 subject
to the constraint that H(U2|U1) + H(U1) ≤ R. We observe
that the term H(U2|U1) is weakly dependent on N1 and N2
(see (11) below). Thus we minimize Pe,II with a constraint on
H(U1). An approximate parametric solution to this optimiza-
tion problem in terms of N2 is given by N1(N2) = dα1L2N2α2L1 e.
In terms of N2 we then obtain Pe = α1/N1(N2) + α2/N2
and R = H(U2|U1) + H(L) + (2L1/L) log2N1(N2) +
(2L2/L) log2N2. We note here that α2L1/α1L2 < 1 for
pi/3 ≤ θ ≤ pi/2. Thus N1 ≤ N2 and N1 > 1 only if
N2 > α2L1/α1L2.
A. Asymptotic Analysis
We study the behavior of Pe,II and R as N2 →∞. Based
on the information presented, it follows immediately that
Pe,II =
α2
N2
(1 +
L1
L2
)(1 + o(1))
R = H(U2|U1) +H(L) + (2L1/L) log2
(
α1L2
α2L1
)
+
(2(L1 + L2)/L) log2N2 + o(1), (10)
where limN2→∞ o(1) = 0. Since
κ := lim
N2→∞
H(U2|U1)
= (2/L)
∫ t−1
−1/2
H(Q(x))dx (11)
it follows that
lim
R→∞
Pe,II2
LR/2(L1+L2) =
α2
(
1 + L1L2
)(
α1L2
α2L1
) L1
(L1+L2)
2
L(κ+H(L))
2(L1+L2) . (12)
The above expression is in terms of geometric parameters
of B(0). An expression in terms of probabilities associated
with B(0) is perhaps more intuitive expression for information
theorists and is obtained by defining P = (P0, P1, P1, P2, P2),
with Pi = Li/L, i = 0, 1, 2. In terms of the Pi’s we obtain
lim
R→∞
Pe,II2
R/(1−P0) =
α2
(
1 + L1L2
)(
α1L2
α2L1
) L1
(L1+L2)
2
(κ+H(P))
(1−P0) . (13)
Observe that P0 = 1 − ρ cos θ. Thus for ρ = 1 and θ ∈
(pi/3, pi/2), the rate at which Pe,II decays to zero depends on
θ and is maximum when θ → pi/3.
We note here that identical results are obtained using the
heavier machinery of point density functions. We have chosen
to present the work using a simpler approach.
B. Interactive: Single Round, Reversed Steps
Analysis is now presented for 21 order of communication.
We will summarize the description of the quantizer, and
present the final results, since the derivation is similar. In
fact, the derivation for this case is simpler. The support
for X2 is partitioned into 2N + 1 bins. With reference to
Fig. 3, a single large bin spans the interval J0 := (τ−1, τ1].
The interval J−1 := (−ρ sin θ/2, τ−1] is partitioned into N
intervals of equal length ∆. The same holds for the interval
J1 = (τ1, ρ sin θ/2]. Equal bin sizes are justified by symmetry.
Observe that there is only a single step size parameter here,
as opposed to the 12 case, where two step sizes were called
for. With H = ρ sin θ, the vertical (X2) dimension of B(0)
and with H1 as in Fig. 3, let H0 := (H − 2H1). Let
Q := (H0/H,H1/H,H1/H) and Q0 = H0/H .
S2 sends U2, the index of the bin that X2 lies in, and
partitions B(0) into horizontal strips. S1 then partitions each
horizontal strip into at most three parts using at most two
vertical cuts or thresholds, referred to as the left and right
thresholds, and sends U1 to S2. For a given x2, let P−1(x2)
be the probability that X1 lies to the left of the left threshold
(U1 = −1), P1(x2) the probability that X1 lies to the right
of the right threshold (U1 = 1) and P0(x2) the probability
that X1 lies in between the two thresholds (U1 = 0). Let
P (x) = (P−1(x), P0(x), P1(x)). With an equivalent definition
of κ, namely,
κ := lim
N→∞
H(U1|U2)
= (2/H)
∫ τ−1
−ρ sin θ/2
H(P (x))dx, (14)
it follows that the total number of bits sent is given by
R = H(Q) + (1−Q0) log2N + κ. (15)
and
Pe,II = β/N (16)
with β = (1/2)((2L2 + L1)/L)(H1/H). Taking limits we
obtain
lim
N→∞
Pe,II2
R/(1−Q0) = β2(H(Q)+κ)/(1−Q0). (17)
V. INTERACTIVE: INFINITE ROUNDS
Fig. 4. Red solid lines show partition after the first round of communication.
Dashed lines are created in the second round of communication.
We now analyze the interactive model in which an infinite
number of communication rounds are allowed. Node S2 com-
municates first. In Round-1, Node S2 partitions the support of
X2 into three intervals as in Sec. IV-B (see Figs. 4 and 3),
J−1, and J0, and J1. Let random variable U2 be the index
of the interval in which X2 lies. In Round-1, upon receiving
U2 and if U2 = 1, node S1 partitions the support of X1
into three intervals I−1 = (−1/2, t−2], I0 = (t−2, t1] and
I1 = (t1, 1/2] (see Fig. 3). If U2 = −1, the support of
X2 is partitioned into intervals −I1,−I0,−I−1. If U2 = 0,
no partitioning step is taken. Random variable U1 describes
the interval in which X1 lies. Let Pr(U2 = i) =: Qi,
i = −1, 0, 1. Let Pi = Pr(U1 = i|U2 = 1), i = −1, 0, 1.
Let Q = (Q0, Q1, Q2) and P = (P0, P1, P2).
We assume that for every round, upon sending Ui, node Si
updates Xi by subtracting the lower endpoint of the interval
that it lies in.
The partition of B(0) into rectangular cells after a single,
and after two rounds of communication is shown in Fig. 4.
Define a rectangular cell to be error-free if its interior does
not contain a boundary of V(0). Of the seven rectangles in
the partition at the conclusion of Round-1, all but four are
error-free. If X = (X1, X2) lies in an error-free rectangle,
communication halts after Round-1. Else a second round of
communication occurs, during which a total of 2 bits are com-
municated. This process of partitioning and communication
continues until each node determines that X lies in an error
free rectangle of the current partition. When the algorithm
halts, Pe,II = 0. Let N(X), R(X) denote the number of
rounds, and number of bits communicated, respectively, when
the algorithm halts. Let R¯ = E[R(X)] and N¯ = E[N(X)]
denote averages over X .
Theorem 1. For the interactive model with unlimited rounds of
communication, a nearest plane partition can be transformed
into the Voronoi partition using, on average, a finite number
of bits and rounds of communication. Specifically,
R¯ = H(Q) + (1−Q0)H(P ) + 4(1− P0)(1−Q0) (18)
and
N¯ = 1 + 2(1− P0)(1−Q0). (19)
Proof: We assume that an optimum entropy code is used
(thus if U2 = 0, the codeword length is log2(1/Q0) bits). The
term H(Q)+(1−Q0)H(P ) in (18) is the cost of resolving the
Round-1 partition. At the conclusion of Round-1, if X belongs
to a region which is not error-free, then the average number of
bits transmitted is obtained by the following argument. At the
conclusion of Round-1, there are two kinds of error rectangles,
determined by the sign of the slope of the boundary of V(0) in
the rectangle. Note that error rectangles are designed so that
the boundary of V(0) is a diagonal of the corresponding rect-
angle. Let an error rectangle have length L and height H . If the
slope is positive, construct the binary expansion 1− x1/L =∑∞
i=1 bi2
−i, else construct x1/L =
∑∞
i=1 bi2
−i. In both cases
construct the binary expansion x2/H =
∑∞
i=1 ci2
−i. From
the independence and uniformity of X1 and X2 it follows
that the bits Bi and Ci are independent unbiased Bernoulli
random variables. Further, the algorithm halts after n rounds,
with 2n total bits communicated if and only if Bi 6= Ci,
i < n and Bn = Cn. Thus, given X in an error rectangle,
Pr(R(X) = 2n) = Pr(N(X) = n) = 2−n. The result
follows immediately by computing the average.
Remark 1. The communication strategy is implicit in the
proof. Note that the finite value for R¯ is because of the rapid
decrease with n of the probability of halting at n rounds.
Remark 2. This result has interesting implications when
viewed in the context of distributed classification problems.
Suppose we have an optimum two-dimensional classifier with
separating boundaries that are not axis aligned and also
a suboptimal classifier with separating boundaries that are
axis aligned, e.g. a k-d tree. We expect the communication
complexity of refining the approximate rectangular classifier
to the optimum classifier to be finite.
VI. NUMERICAL RESULTS AND DISCUSSION
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Fig. 5. Variation of Pe,II with θ for the single-round interactive model,
12 (top), 21 (middle) with R = 4.0 bits. R¯ = E[R] for the infinite-round
interactive model is shown in the bottom panel for ρ = 1.
Performance results for all models are summarized in Fig. 5,
for ρ = 1 and pi/3 < θ < pi/2. Under the 1-round interactive
model the hexagonal lattice is not the worst case for the
12 sequence, but is for the 21 sequence. The large gap in
performance at the same rate for the 12 and 21 sequences
highlights the importance of selecting the sequence of order
in which nodes communicate in this case. Under the infinite
round interactive model, the hexagonal lattice is the worst case,
with R¯ = 2.42 bits.
VII. SUMMARY AND CONCLUSIONS
For the nearest lattice point problem, we have considered
the problem of refining an approximation to the nearest lattice
point to obtain the true nearest lattice point, and have obtained
the communication cost of doing so. More specifically, we
have assumed that the approximate lattice point is obtained
using Babai’s nearest plane algorithm. The quality of the
approximation has been measured by the error probability.
An interactive communication model has been considered. We
have shown that the rate of decay of the error probability is
lattice dependent. Somewhat surprisingly, the communication
cost has been observed to be finite when an infinite number
of communication rounds are possible.
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