The Dominative p-Laplace Operator is introduced. This operator is a relative to the p-Laplacian, but with the distinguishing property of being sublinear. It explains the superposition principle in the pLaplace Equation.
Introduction
The p-Laplace Equation The object of our work is a superposition principle, originally discovered by Crandall and Zhang in [CZ03] . Although the p-Laplace Equation is nonlinear when p = 2, a principle of superposition for the fundamental solutions satisfies ∆ p V ≤ 0 away from the poles y 1 , . . . , y N . Moreover, the sum is p-superharmonic in the whole of R n according to Definition 3 in Section 4. In [Bru17] an explicit formula for ∆ p V (x) was derived. There it was shown that an arbitrary concave function also may be added to the sum (1.4). The result can be extended to infinite sums, and via Riemann sums one obtains that the potentials V (x) =ˆR n ρ(y)w n,p (x − y) dy, ρ ≥ 0, are p-superharmonic functions, provided that V (x) ≡ ∞. See [LM08] and [GT12] . It has been a little mystery why the sum (1.4) is p-superharmonic. It has not been clear what the underlying reasons are, or how far the superposition could be extended. It turns out that a class of functions called dominative psuperharmonic functions plays a central rôle in these questions. We introduce them through the sublinear operator The fundamental solutions are members of this class and for C 2 functions we have Proposition. Let u ∈ C 2 (Ω). Then
In general, the inequality D p u ≤ 0 must be interpreted in the viscosity sense, see Section 4. As we shall see, the superposition principle is governed by the equation D p u ≤ 0.
Needless to say, the eigenvalues of Hu have been much studied. In [OS11] the equation λ 1 = 0 is found. The related equation λ n = 0 is produced by the dominative operator in the limit p → ∞:
The supersolutions D ∞ u ≤ 0 are, in fact, the concave functions. We also mention the paper [Li04] where symmetric functions of the eigenvalues are investigated. So far as we know, the Dominative p-Laplace Equation is new for p = ∞.
Our main results are Theorem 1 and Theorem 2 below. Theorem 1 gives sufficient and necessary conditions for a sum to be p-superharmonic. In short: a generic sum is p-superharmonic if and only if its terms are dominative p-superharmonic functions. Furthermore, it will be demonstrated that one cannot expect a sum of p-harmonic functions (like (1.4)) to be psuperharmonic unless the functions involved have a high degree of symmetry (Definition 1).
In Theorem 2 we extend the superposition principle for the fundamental solutions to arbitrary radial p-superharmonic functions. Its proof is obtained by showing that important properties of the dominative p-Laplace operator in the smooth case, also hold in the viscosity sense.
Throughout the paper, we restrict ourselves to the case 2 ≤ p ≤ ∞ and n ≥ 2. An open subset of R n is denoted by Ω.
Theorem 1. Let 2 ≤ p ≤ ∞. The following conditions hold pointwise in R n .
(i) Let u 1 , . . . , u N be dominative p-superharmonic C 2 functions. Then
(ii) Let u be C 2 . Then the following claims are equivalent.
(a) For every linear function l(x) = a T x,
(b) For all constants c ≥ 0 and every translation T (x) = x − x 0 ,
If u, in addition, is p-harmonic and 2 < p < ∞, then (e) u is locally a cylindrical fundamental solution (see Def. 1).
Theorem 2. Let 2 ≤ p ≤ ∞ and let u 1 , . . . , u N be radial p-superharmonic functions in R n . Then the sum
is p-superharmonic in R n for any concave function K.
To keep things simple, we have not extended Theorem 2 to cover cylindrical p-superharmonic functions.
A function f in R n is radial if there exists a one-variable function F so that f (x) = F (|x|). As usual, |x| := x 2 1 + · · · + x 2 n denotes the Euclidean norm of x. An equivalent definition is the symmetry condition f (Qx) = f (x) for every n × n orthogonal matrix Q. Radial functions have concentric spherical level-sets, and so do the translated ones f (x − x 0 ). We generalize this notion to functions having concentric cylindrical level-sets:
if there exists a one-variable function F , an integer 1 ≤ k ≤ n, and an n × k matrix Q with orthonormal columns, i.e. Q T Q = I k , so that
for some x 0 ∈ R n . We say that a function u in R n is a cylindrical fundamental solution (to the p-Laplace Equation) if u is on the form
for some k, Q and x 0 as above.
Notice that a 1-cylindrical fundamental solution
is affine in the regions where it is differentiable, while an n-cylindrical fundamental solution
is a translated radial function. A calculation shows that the cylindrical fundamental solutions solve the p-
where the functions become singular. When p < ∞ a Dirac delta is produced. For example, setting Q = (e 1 , . . . , e k ), x 0 = 0 and splitting
Moreover, we shall see that these solutions have an essential property that is not shared by any other p-harmonic function:
The gradient of a cylindrical fundamental solution is an eigenvector corresponding to the largest eigenvalue of the Hessian matrix.
2 The Dominative p-Laplace Operator
Preliminary basics and notation
For a function u ∈ C 2 (Ω), we denote by Hu = Hu(x) the Hessian matrix of u at x. We list some elementary and useful facts about this matrix.
• Hu is a symmetric n × n matrix: Hu T = Hu.
• Hu has n real eigenvalues, which we label in increasing order:
The largest eigenvalue, λ n , has special importance and is denoted by λ u to indicate its origin. Sometimes we are inconsistent with the notation and write λ X for the largest eigenvalue of a symmetric matrix X.
• The eigenvectors, ξ 1 , . . . , ξ n , of Hu can be chosen to be orthonormal: ξ
A unit eigenvector corresponding to the largest eigenvalue λ u is labeled ξ u .
• tr Hu = u
for every orthonormal set {z 1 , . . . , z n } ⊆ R n .
• We have for any vector z ∈ R n ,
and
Conversely, if z ∈ R n , |z| = 1 satisfies
We adapt the convention that vectors/points in space are column vectors, except gradients which are to be read as row vectors.
Definition and fundamental properties
Definition 2. We define the Dominative 1 p-Laplace Operator, D p , as
The expression (1.5) is, of course, an alternative representation when p < ∞. Observe that D 2 = ∆ 2 = ∆.
In low dimensions it is possible to express D p u in terms of the secondorder partial derivatives u x i x j . In R 2 it can be calculated to be
We clearly see the nonlinearity introduced when p > 2.
1 The reader interested in p-subharmonic functions should consider the operator
Dare we suggest the name "the Submissive p-Laplace Operator, S p "?
The motivation behind Definition 2 came from the following observations: By carrying out the differentiation in (1.1), we arrive at the identity
The normalized variant of the ∞-Laplacian appearing in (2.1) satisfies
Thus the normalized p-Laplacian also satisfies
When u is a fundamental solution we have equality in (2.2) and (2.3). Since D p is sublinear and invariant under translations, a very simple proof of the superposition principle for the fundamental solutions (1.4) is produced. However, the above calculations are, for the moment, not valid at the poles or at critical points.
. Then the following holds pointwise for 2 ≤ p ≤ ∞.
(1) Domination:
(2) Sublinearity:
(3) Cylindrical Equivalence: Assume u is k-cylindrical where the corresponding one-variable function U = U(r) satisfies
In particular, if u is a cylindrical fundamental solution, then
Moreover, if u is k-cylindrical and D p u = 0 = ∆ p u, then u is a kcylindrical fundamental solution provided 2 < p < ∞ and k ≥ 2.
(4) Nesting Property:
•
Proof. Domination:
we also get, when ∇u = 0,
If ∇u = 0 or p = 2, the claim is trivial: The p-Laplacian is zero at critical points when p > 2.
Proof. Sublinearity: Since
we also get
Also, if α ≥ 0 and λ u is the largest eigenvalue of Hu, then αλ u is the largest eigenvalue of H[αu] = αHu. Thus λ αu = αλ u . This means that
Proof. Cylindrical Equivalence: Let 1 ≤ k ≤ n, x 0 ∈ R n , let Q be an n × k matrix with Q T Q = I k , and let
Assume first that u is C 2 at a point x 1 ∈ Ω where y(x 1 ) = 0. A direct calculation will confirm that
Therefore, ∇u(x 1 ) = 0 and the equality in (2.4) is trivial. The Jacobian matrix of y is Dy = Q T , and
Moreover,
Now, u(x) = U(|y(x)|) and
The Hessian matrix is
There are n − k perpendicular constant eigenvectors in the null-space of Q T with zero eigenvalues. The (transposed) gradient is in the column-space of Q and is an eigenvector:
Finally there are k − 1 eigenvectors ξ = ξ(x) ∈ R n in the column-space of Q that are perpendicular to ∇u, i.e.
Thus the n eigenvalues of Hu are
with multiplicity k−1, 0 with multiplicity n − k and U ′′ with multiplicity 1.
By the assumption
≤ U ′′ and U ′′ ≥ 0 if k < n it is clear that the largest eigenvalue is λ u = U ′′ and it follows that
Again, the equality is trivial if ∇u = 0. Now assume u(x) = U(|y|) is a C 2 k-cylindrical fundamental solution:
We see that
Also,
with general solution U satisfying
By definition of the cylindrical fundamental solutions, we only need to show that C ≤ 0. The equation
Subtract (2.5) from (2.6) or (2.7) and divide by p − 2 to obtain the condition
That is
which is true only if C ≤ 0.
Proof. Nesting Property:
Let 2 ≤ q ≤ p ≤ ∞ and assume D p u ≤ 0. For each x ∈ Ω we consider two cases. If D ∞ u = λ u < 0 then every eigenvalue is negative and
Now let 2 ≤ p ≤ q ≤ ∞ and assume
Then, obviously λ u ≥ 0 and
Proof. Invariance: An isometry in R n is on the form T (x) = Q T (x − x 0 ) for some x 0 ∈ R n and some constant orthogonal n × n matrix Q:
3 The proof of Theorem 1
That dominative p-superharmonicity of the terms is a sufficient condition for the sum to be p-superharmonic is now an immediate consequence of Proposition 1:
to denote the sum. Then V is C 2 and
The calculations are the same when p = ∞.
Notice that a sum of fundamental solutions, V (x) = N i=1 c i w n,p (x − y i ) in a domain not containing the singularities, is just a special case by the Cylindrical Equivalence (3) and the Invariance (5).
We restate and prove the first part of Theorem 1 (ii).
Proposition 2. Let 2 ≤ p ≤ ∞ and let u ∈ C 2 (Ω). Then the following properties are equivalent.
The upward implications are immediate from the fundamental properties of D p . As for the downward implications, assume that u is not dominative p-superharmonic. Then there is a point
The implication is proved if we can find a constant a ∈ R n so that
The implication is proved if we can find a y ∈ R n and a c ≥ 0 so that
be a unit eigenvector of Hu(x 0 ) corresponding to the largest eigenvalue λ u , and denote by q := ∇u T (x 0 ) the gradient of u at x 0 . The idea is to consider a fundamental solution with centre far away from x 0 in the proper direction, and then scale it in order to achieve a convenient cancellation in the sum of the gradients.
Introduce a (large) parameter s and let the centre of the scaled fundamental solution f s (x) := c s w n,p (x − y s ) be at y s := x 0 − q + sξ u . Let z s be the point
which equals −z T s = −(q − sξ u ) T if we choose the scale c s to be
We may read the fraction
Since D p u(x 0 ) > 0 and does not depend on s, we finish the proof by making the remaining term(s) arbitrarily close to zero.
The Hessian matrix of the fundamental solution is
so at z s we get
Thus, when p < ∞,
Likewise, when p = ∞,
To summarize. If D p u(x 0 ) > 0 and if s is large enough, then, for
we have
Without loss of generality we may assume x 0 to be the origin. i.e. 0 ∈ Ω and D p u(0) > 0. We shall prove the implication by finding an isometry T and a point y 0 ∈ Ω, equal or close to 0, so that T (y 0 ) ∈ Ω and ∆ p u + u • T > 0 at y 0 .
Let y ∈ R n , |y| = 1 be a fixed direction in space defining the line
The projection onto ℓ is given by the 1-rank matrix
We have, as for every projection, P x ∈ ℓ and P P = P.
The reflection about ℓ is now given by Rx := P x − (x − P x). That is,
A reflection satisfies R| ℓ = id and RR = I.
After carefully choosing y, T (x) := Rx will be our isometry. Define the superposition
The main idea of the proof is that, on ℓ, ∇V will be pointing in the ydirection:
The chain rule gives ∇V (x) = Since 0 ∈ ℓ, and unless ∇u(0)ξ u = 0, it follows that
If ∇u(0)ξ u = 0 we complete the proof with a continuity argument: Since
and Ω is open, and since the Hessian is continuous, there must be a common ǫ > 0 so that ξ T u Hu(tξ u )ξ u > 0, and
A Taylor expansion of the gradient about 0 in the ξ u -direction then gives
and again, since ǫξ u ∈ ℓ,
We finish the proof of Theorem 1 by showing the equivalence of (d) and (e). The nontrivial implication is (d)⇒(e). Namely that if 2 < p < ∞ and u ∈ C 2 (Ω) is both p-harmonic and dominative p-superharmonic, then u is a cylindrical fundamental solution. Since the hypothesis and the domination implies 0 = ∆ p u ≤ |∇u| p−2 D p u ≤ 0, the claim follows from Proposition 3 below. It is partially the converse of the Cylindrical Equivalence.
Proposition 3. Let 2 < p < ∞ and let u ∈ C 2 (Ω). If
then u is locally a cylindrical fundamental solution.
The proof relies on a rather deep result in differential geometry. We refer to [CR15] , [Wan87] and [Tho00] for the details of the following exposition.
A nonconstant smooth function u : M → R on a Riemannian manifold M is called isoparametric if there exists functions f and g so that 1 2 |∇u| 2 = f (u) and ∆u = g(u). 
a generalized cylinder S
Moreover, the family of cylinders u −1 (c) is concentric. Thus u is a function of the distance to the common "axis" of the cylinders, the axis being a (n−k)-dimensional affine subspace, k = 1, . . . , n, in R n . Call this subset A k . The axis A k is isomorphic to R n−k ,
where, obviously,
Translating and rotating back to A k via an isometry Q T n (x − x 0 ), Q n n × n orthogonal, we find that
where Q k is the n × k matrix consisting of the first k columns of Q n .
Thus an isoparametric function is cylindrical.
Proof of Proposition 3. If u is affine, it can locally be written as a 1-cylindrical fundamental solution. If u is not an affine function, let x 0 ∈ Ω be a point with a neighbourhood Ω ′ ⊆ Ω where u has connected level-sets and where ∇u = 0, Hu = 0. By the discussion above and the last part of Proposition 1 (3), it is sufficient to show that u is a smooth isoparametric function.
As ∇u = 0 and p > 2, our equation (3.1)
implies ∇uHu ∇u T = λ u and the gradient is therefore an eigenvector of the Hessian:
Let c be a differentiable curve in a level-set of u.
Thus the length of the gradient is constant on the level-sets and can be written as a function only of u. Say,
We need to show that f is differentiable, because if so, differentiation of (3.3) yields ∇uHu = f ′ (u)∇u (3.4) and λ u = f ′ (u). Using (3.1) once more, we then find that also ∆u is a function of u:
Fix x ∈ Ω ′ and let x(t) now be an integral curve of the gradient field starting from x: dx dt (t) = ∇u T (x(t)),
Then define the function h as h(t) := u(x(t)). We see that h is C 2 and
Thus h is strictly monotone and 1 2
This is enough to conclude that (3.4), and thus (3.5), is valid.
As for the regularity of u, observe that if F is an anti-derivative of (2f ) p−2 2 and φ(x) := F (u(x)), then φ is C 2 and
That is, φ is harmonic by (3.1). It follows that φ is real-analytic, and so is u since ∇u = |∇φ|
This concludes the proof of Theorem 1. It is worth noting that Proposition 3 is not true for p = 2 and p = ∞. The case p = 2 is obvious since D 2 ≡ ∆ and every harmonic function satisfies (3.1).
When p = ∞, we believe a counter example is provided by a function
where Ω is a smooth, bounded and strictly convex, but not spherical, domain in, say, R 2 . Then u is neither affine nor a circular cone (i.e. not a cylindrical ∞-fundamental solution). But u solves the eikonal equation |∇u| = 1 in Ω, u = 0 on ∂Ω so ∇uHu = 0 = 0 · ∇u and
since λ u = 0 is the larger eigenvalue as u surely has regions where it is locally concave.
Viscosity solutions
The equation D p u = 0 needs to be interpreted in the viscosity sense (v.s.). We refer to [CIL92] , [Koi04] and [Kat15] for the general theory of viscosity solutions. For our purpose, only the basic notions of the concept are needed.
A PDE F (∇u, Hu) = 0 is said to be degenerate elliptic if for any two symmetric matrices X and Y such that Y − X is positive semi-definite, i.e. X ≤ Y , we have
where
. Also, for any orthonormal set {z 1 , . . . , z n },
It is known that the p-Laplace Equation is degenerate elliptic for 2 ≤ p ≤ ∞.
Definitions and fundamental properties
Consider a degenerate elliptic equation
Definition 3. We say that u : Ω → (−∞, ∞] is a viscosity supersolution of the PDE (4.1) if 1. u is lower semi-continuous (l.s.c) 2. u < ∞ in a dense subset of Ω 3. If x 0 ∈ Ω and φ ∈ C 2 touches u from below at x 0 , i.e.
we require that
The viscosity subsolutions u : Ω → [−∞, ∞) are defined in a similar way: they are upper semicontinuous and the test functions touch from above. Finally, a function u : Ω → R is a viscosity solution if it is both a viscosity supersolution and a viscosity subsolution. Necessarily, u ∈ C(Ω).
We shall say that u is dominative p-superharmonic if D p u ≤ 0 v.s. The p-superharmonic functions were traditionally defined by the comparison principle and weak integral formulations -and not by viscosity. According to [JLM01] , however, the two concepts are equivalent and we may therefore define the p-superharmonic functions in terms of viscosity as well. The comparison principle then becomes a theorem:
Before we extend the fundamental properties of the dominative operator (Proposition 1) to the setting of viscosity, we establish that a dominative ∞-superharmonic function is the same as a concave function:
n be open and convex. Then
This is Proposition 4.1 in [LMS00] or, alternatively, Theorem 2.2 in [OS11] in disguise. Note that continuity is automatically given by either direction: It is well known that concave functions are continuous in open domains. Also, if D ∞ u ≤ 0 v.s. then u is ∞-superharmonic by Proposition 5 below and is therefore continuous by Lemma 6.7 found in [Lin16] .
Proposition 5 (Fundamental properties of D p . Viscosity sense). The following hold for 2 ≤ p ≤ ∞.
(4) Nesting property:
In particular, if u is locally concave, then D q u ≤ 0 v.s. for all 2 ≤ q ≤ ∞.
The claims (1), (4) and (5) follow immediately from the corresponding properties in the smooth case (Proposition 1). The proofs of (2) and (3) are more difficult and are postponed until the survey of Radial p-superharmonic functions in Section 5.
Proof. Domination:
Assume D p u ≤ 0 v.s. Let x 0 be a point in the domain of u, and assume φ is a test function of u from below at x 0 . Then D p φ(x 0 ) ≤ 0 and
by the smooth case Domination. Hence ∆ p u ≤ 0 v.s. and u is p-superharmonic. 
Proof. Invariance:
Assume D p u ≤ 0 v.s. in R n and let T : R n → R n be an isometry. Let x 0 ∈ R n , and assume φ is a test function for u • T from below at x 0 . Then the function φ := φ • T −1 is a test function for u from below at y 0 := T (x 0 ), sincê
and, for y near y 0 , T −1 (y) is near x 0 and
Thus D pφ (y 0 ) ≤ 0 and
by the smooth case Invariance,
The superposition principle for radial p-superharmonic functions
Proposition 5 contains everything we need in order to show that radial psuperharmonic functions can be added:
Proof of Theorem 2. Let 2 ≤ p ≤ ∞ and let u 1 , . . . , u N be radial p-superharmonic functions in R n . We must show that the sum 
We now use the Domination (1) to conclude that the sum
5 Radial p-superharmonic functions
. By comparing with constant functions (which are p-harmonic), it is clear that U must be decreasing (= non-increasing). Also, since the set {x : u(x) = ∞} has measure zero [Lin86] , the origin is the only possible pole of u. Therefore, u is bounded in every annulus
Equivalently, U is bounded on the interval (a, b).
denote the fundamental solution to the p-Laplace Equation in R n , see (1.3) in the Introduction. In this section, the important properties of the fundamental solution is that any scaled version, C 1 w n,p + C 2 , (C 1 , C 2 ∈ R), is still a radial C ∞ p-harmonic function in R n \ {0}. And when C 1 ≥ 0, it is also dominative p-harmonic by Proposition 1 part 3.
Furthermore, we shall frequently use the fact that W n,p : [0, ∞) → (−∞, ∞] is strictly decreasing. A simple calculation shows that a scaled fundamental solution is uniquely determined by its values at two different positive radii.
Given a radial p-superharmonic function u(x) = U(|x|) in R n and two numbers 0 < a < b, we define h ab on R n \ {0} as the scaled fundamental solution h ab (x) = H ab (|x|) where
The point of this is that h ab is p-harmonic, smooth and it satisfies 0 a b r H ab (r) U (r) Equivalently,
We now deduce other immediate properties of H ab and the scaling constant C ab . Lemma 1. Let 2 ≤ p ≤ ∞ and let u(x) = U(|x|) be a given radial psuperharmonic function in R n . For numbers 0 < a < b define the scaled fundamental solution h ab (x) = H ab (|x|) with scaling constant C ab as in (5.1) and (5.2).
(1) We have the opposite inequality outside the annulus A b a :
(2) 0 ≤ C ab ≤ C bc < ∞ whenever 0 < a < b < c.
(3) The mappings a → C ab and c → C bc are increasing.
(4) The one sided limits
Observe that the existence of the limits (4) implies that U(r) has one sided derivatives at every r = 0. For example, 
Proof of (1). Suppose for the sake of contradiction that there is a number
The function h ad (x) = H ad (|x|) satisfies
by assumption,
by the comparison principle. H bc (r)
Figure 3: Proof of (2).
Proof of (2).
< ∞ for all 0 < a < b since U is decreasing and W n,p is strictly decreasing. Proof of (3). Let 0 < a < a ′ < b. By the comparison principle,
Since Proof of (4). The claims in (4) are immediate consequences of (2) and (3).
We are now able to reveal a crucial fact about radial p-superharmonic functions: They have a smooth p-harmonic test function touching from above at every finite value. , |ξ| = 1, 2 ≤ p < n,
gives a counter example at x = 0. The unboundedness is not the issue since the same could have been said about the function min{V, 2}. On the other hand it is interesting to note that, in the case p = ∞, every dominative supersolution is touched from above by planes, i.e. 1-cylindrical fundamental solutions.
Observe that H is uniquely determined if and only if U is differentiable at r = b. That is, if and only if C The proof of Proposition 5, and hence Theorem 2, is now completed.
