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Abstract 
We observed that PSO algorithm was easily falling into local extreme point by using cellular automata simulation, 
and developed several improvement strategies which drew inspiration from simulation, such as adding additional 
particle into updated formula, introducing crossover operator and mutation disturbance when the premature 
convergence occurs. The experiments validated new algorithm on 10 benchmark functions, and results showed that 
the improved PSO algorithm has better stability and higher accuracy. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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Induction 
In recent years, as the cellular automaton that describes the complex system applies successfully in 
many areas, researchers have used cellular automata characterizing various biological social behaviors. 
Particle swarm optimization is a class bionic algorithm derived from nature. It is a model raised by 
Eberhart and Kennedy [1] and others based on the observation of the behavior of the animals. The 
obvious shortcoming of the algorithm is easily falling into local extreme points. 
After the researchers studied this problem of premature convergence, a number of improved methods 
have been proposed. The first is changing the parameter, such as increasing the inertia weight linearly [2] 
and adaptive change[3]. The second is the improvement  of particle’s neighbor topology structure[4][5]. 
The third method is to introduce other operators to form a hybrid PSO algorithm [6][7][8]. These 
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improvements increase the efficiency of solving, but cannot solve the problem of premature convergence 
fundamentally. 
As a result of cellular automata simulation capabilities on complex problems, this paper designs an 
improved particle swarm algorithm with judging prematurity and the variation disturbance (JVPSO). This 
improvement is conducted through the introduction of group collaboration strategy and crossover 
operator and mutation disturbance after prematurity to the basic particle swarm algorithm. The 
benchmark test functions show that, this paper puts forward the improvement can effectively improve the 
premature convergence. 
The model of particle swarm optimization based on cellular automata 
This concept of Cellular automaton [9] is put forward by von Neumann in the 1940s due to the logical 
form of biological self-reproduction. For particle swarm optimization algorithm cannot clearly describe 
the process of solving the problem in detail, we create a model of particle swarm optimization algorithm 
based on cellular automata.  It used to reveal the operating mechanism and nature of the law. The model 
of Particle Swarm Optimization based on cellular automaton is as follows: 
Cell: all the particles in a given space are defined as cellular. Cellular space: the distribution of 
particles N=n*n 2-dimensional space. Neighbor form: a radius of 1 moore neighbor type. Evolution rules: 
the speed and position update formula of Particle swarm optimization: 
( 1) ( ) ( ) ( )
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Where X and V, respectively show the i-th particle’s position and velocity, w is inertia weight, c1c2 is 
the acceleration factor, r1r2 is two random number between 0-1. Cell: all the particles in a given space is 
defined as cellular. 
With combined characteristics of particle swarm optimization algorithm, this paper proposes the 
simulation model of particle swarm optimization based on cellular automata. We describe the algorithm 
as follows: 
Step1: Set the maximum iteration G, iterative counter is initialized to 0, 1 2 2c c= = ,
1 ()r rand= , 2 ()r rand= , 0w w= .
Step2: In the cellular space of M*M grid (M=120), generating N-cellular particles, randomly distributed 
on the grid, the corresponding state value in the grid is 
1ijS = ，otherwise 0ijS = .
Step3: According to the updated speed formula 2 and the updated position formula 3 update the speed and 
position of the particle. 
Step4: the speed and position of particle remains in the upper and lower limits, it will take the upper or 
lower limits if it overflows. 
Step5: calculate each cell's fitness value. 
Step6: If the cell's fitness value is better than iPbest  or Gbest  and then update the best value of current 
particle cell and groups in the optimal solution. 
Step7:Determine whether the algorithm to meet the termination condition, if meets, it turns to Step8, 
otherwise turns to Step3. 
Step8: The algorithm ends after output the information of cellular particles. 
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Simulating particle swarm behavior based on cellular automata 
Swarm and colony present some group intelligence in activity. Millonas[10] sums up 5 points:1) 
Proximity Principle , 2) Quality Principle, 3) Variety Principle, 4) Stability Principle, 5)Adaptability 
Principle. Kennedy and other people described the algorithm meets Millonas ‘s 5 principles which reflects 
the group cooperation intelligence such as Rastrigin testing function, Simulation Graphics of particle 
swarm behavior based on cellular automata are following. Simulation figures show that if a particle cell 
finds a best place that is the local extreme point, the others will move to the place quickly and cannot 
search again in the solving space. Algorithm falls into a local optimum, and the situation of premature 
convergence appears. In the figure1 (c), cell particles are assembling to the local extreme point ( the 
centre). Figure 1 (c)-(f) shows cell particles’ process of premature convergence. 
Fig. 1. The simulation of PSO to Rastrigrin function with cellular automata  (a)t=0 (b)t=20 (c)t=40 (d)t=60 (e)t=80 (f)t=100 
A particle swarm optimization with community cooperation and judging threshold 
As showed in the figure 1, the particles get together early in the optimization to the point first then the 
premature convergence appears which also lose the population diversity. On the other hand, in the particle 
update formula, only the optimal value of population and individual are applied. The information on other 
particles is not fully utilized, which caused premature convergence. In order to avoid premature 
convergence, we should take full advantage of the information of all the particles. We can set a 
prematurity judgment. When particles fall into local extreme point, they use the disturbance jump out of 
this prematurity point. In this paper, we utilize the collaborative behavior of swarm. We improve the 
particle updated formula by adding other particles’ searching results and an operator based on prematurity 
judgment. When it detects a prematurity, the algorithm adds a disturbance of crossover and mutation, 
which improves searching performance of particle swarm optimization. 
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To simplify the particle updated formula, the first step is to merger Equation 1 and Equation 2, and 
then adds the factor of particles in group. Updated formula is as follows. N is the population size, 
1
1 N
k
k
X
N =
∑ is average position of all particles at present. 
1 1 2 2 3 3
1
1
( 1) ( ) ( ) ( ) ( )
N
i i i i i k i
k
X t w X t c r Pbest X c r Gbest X c r X X
N =
+ = ⋅ + ⋅ ⋅ − + ⋅ ⋅ − + ⋅ ⋅ −∑  (3) 
After the algorithm appears prematurity, firstly it will find 2 particles 1 2( , , , )di i iP P PL  and
1 2( , , , )dj j jP P PL  randomly. Then it makes two particles ij crossover after generate the random 
number [1, ]cr d∈ . The result is two new particles 1 21 2( , , , , , , , )c c c cr r r r di i i j j jP P P P P P+ + +L L
and 1 21 2( , , , , , , , )c c c cr r r r dj j j i i iP P P P P P
+ + +L L . At the same time, for the purpose of improving the particle’s 
ability of dapping the local extreme point, we add disturbance to Gbest and iPbest  respectively because 
of the important directive action in the particle updating process. Updated formula is as follows, 
where 4 [1, ]r d∈ , 5 [1, ]r d∈ .
The improved algorithm process 
According to the words above, the improved algorithm process is following: 
Step1：we set the G is the maximum iteration. N shows the swarm size, d denotes the particle 
dimension. Initialize the threshold of iterative counter (count)to 0, initialize the threshold of the optimum 
valueTh . ThC . 1 2 1.496172c c= = , 3 0.01c = , 1 2 3 4 5, , , , ()r r r r r rand= , 0w w=
Step2： According to the updated speed formula 4 update the speed of the particle. the speed of 
particle remains in the upper and lower limits, it will take the upper or lower limits if it overflows. 
Step3：calculate each cell's fitness value. 
Step4：If a cell particle’s iPbest and Gbest are better than the original iPbest and Gbest , it will 
update the best solution  iPbest and Gbest . If the cell's fitness value is better than iPbest  or Gbest  and 
then update the best value of current particle cell and groups in the optimal solution. 
Step5：Judge the change of Gbest . If Gbest ThΔ ≤ , count + + . If Thcount C>= , first choose two 
particle randomly to do crossover operator, then update the particle’s position according to formula 5. 
If Thcount C< , update the particle’s position according to formula 4. If Gbest ThΔ > , 0count = , update 
the particle’s position according to formula 4. 
Step6：Judge the algorithm whether or not meets the termination condition. If it is, move to the Step7. 
If not, move to the Step3. 
Step7：The algorithm ends after output the information of particles. 
Table 1. 10 benchmark test functions 
Symbol Function ( F) Range 
Sphere 2
1
n
ii
x=∑ [-100, 100] 
Hyper-Ellipsoid 2
1
n
ii
i x= ⋅∑ [-5.12,5.12] 
Sum of different 
powers 
1
1
n i
ii
x
+
=∑ [-1,1] 
Schwefel 1.2 2
1 1
( )
n i
ji j
x= =∑ ∑ [-65, 65] 
Rosenbrock
1 2 2 2
11
[100( ) ( 1) ]
n
i i ii
x x x
−
+= − + −∑ [-2.048,2.048]
Griewank
2
1 1
1
cos( ) 1
4000
nn i
ii i
x
x
i= =
− +∑ ∏ [-600, 600] 
1117Yu Fengxia and Li Gang / Procedia Engineering 29 (2012) 1113 – 1118 Author name / Procedia Engineering 00 (2011) 000–000 5
Ackley 2
1 1
1 1
20exp{ 0.2 } exp{ cos(2 )} 20
n n
i ii i
x x e
n n
π= =− − − + +∑ ∑ [-32.76, 32.76]
Rastrigin 2
1
[ 10cos(2 ) 10]
n
i ii
x xπ= − +∑ (-5.12, 5.12) 
Weierstrass
( )max max1 0 0cos(2 ( 0.5)) cos(2 0.5)n k kk k k kii k ka b x n a bπ π= = =⎡ ⎤ ⎡ ⎤⋅ + − ⋅ ⋅⎣ ⎦ ⎣ ⎦∑ ∑ ∑
max0.5, 3, 20a b k= = =
[-0.5,0.5]
Schwefel 
1
2
1
418.9829 sin
n
i ii
n x x=
⎛ ⎞× − ⎜ ⎟⎝ ⎠∑ [-500,500] 
Table 2.  The average optimal solution of three algorithms to 10 functions of 20 times 
Fun f*(x) SPSO TSPSO JVPSO 
f1(x) 0 1.178117e+000 1.089161e-024 6.441182e-025  
f2(x) 0 2.765624e-005 1.246687e-026 4.751196e-027  
f3(x) 0 7.500538e-014 9.506118e-029 4.341499e-027  
f4(x) 0 6.447940e-003 2.247384e-025 1.302136e-026  
f5(x) 0 6.872661e+000 9.002783e+000 8.803231e+000  
f6(x) 0 2.496448e-001 0.000000e+000 0.000000e+000  
f7(x) 0 3.943428e-003 1.288417e-013 1.479958e-014  
f8(x) 0 6.189527e+000 0.000000e+000 0.000000e+000*  
f9(x) 0 4.963360e-001 5.329071e-016 0.000000e+000  
f10(x) 0 1.131170e+003 2.865876e+003 2.455095e+003 
As listed in table 2, the new algorithm is better than the other two algorithms in addition to functions 3, 
function 5 and function 10[11]. As the results in table 2 is the average of 20 times,  occasionally there will 
be non-zero value in function 8. Figure 2 (a-d) are iteration diagrams of fitness of function 2,3,4,7. From 
the fitness curve in Figure 2, this algorithm performance is better than TSPSO[8]. The main reason is that 
it makes fully use of particle swarm information. Moreover, it adds prematurity detection and the crossover 
operator and mutation disturbance after premature convergence. These improvements make the group lose 
diversity easily. It improves the premature convergence.  
Fig. 2. The comparison of with 4 functions  (a) Hyper-Ellipsoid (b) Sum of different powers (c) Schwefel 1.2 (d) Ackley 
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Conclusion 
This artical uses cellular automata and simulate the particle Swarm optimization, which icons the 
premature convergence problem of PSO at the same time in the simulation process. A number of 
improvedstrategies have been referred in this paper to solve this problem. Experiments show that the new 
algorithm has strong globally search capability and can effectively improve the ability of premature 
convergence. The method mentioned in this article improved but did not completely solve the premature 
convergence problem. Further work is to enhance the optimization methods of populations. Maintain the 
diversity of the population by using population information when diversity decreases and improve the 
global searching ability of algorithm. 
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