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ABSTRACT
Most existing models of opinion diﬀusion on networks neglect 
the existence of logical constraints that might correlate individual 
opinions on multiple issues. In this paper we study the diﬀusion of 
constrained opinions on a social network as an iterated process of 
aggregating neighbouring opinions. Individual views are modelled 
as vectors of yes/no answers to a number of propositions subject 
to integrity constraints, and each individual updates her opinion 
by looking at the aggregated opinion of her inﬂuencers. To over-
come the problem of updating towards inconsistent inﬂuencing 
opinions, we propose a model based on individual updates on sub-
sets of the issues of limited size called propositionwise updates. By 
adapting notions from the theory of boolean functions, we identify 
classes of integrity constraints on which propositionwise updates 
decrease the inﬂuence gap between nodes of the network and their 
inﬂuencers caused by the presence of an integrity constraint. Fur-
thermore, we provide a detailed study of the termination of the 
proposed diﬀusion processes.
KEYWORDS
Social networks, judgment aggregation, opinion transformation, 
boolean functions
1 INTRODUCTION
The diﬀusion of information in a social network is the subject of 
a vast literature combining sociological with algorithmic consid-
erations (see, e.g., Easley and Kleinberg [10] and Jackson [25]), 
whose applications range from product adoption to disaster infor-
mation management. In this diverse range of applications, only a 
few models have considered that opinions may be structured by 
the presence of an integrity constraint, relating the multiple issues 
at stake. Three recent examples are the work of Friedkin et al. [16] 
in sociological modelling of beliefs spread and change in a group, 
the work by Schwind et al. [30] in belief merging, and the analysis 
by Christoﬀ and Grossi [6] of liquid democracy under constraints. 
In this paper we consider individual opinions deﬁned on a set of 
binary issues. The presence of constraints permits us to deﬁne a 
variety of applications: a participatory budgeting algorithm in 
which users decide which project to fund under a budget constraint;
a jury or a committee needing to reach a decision, or the problem
of artiﬁcial agents inﬂuencing each other in a distributed manner.
We take a normative perspective to opinion diﬀusion in a con-
strained domain, replying to the question of how the diﬀusion
process should be constructed to “ﬁt” the integrity constraint deﬁn-
ing the problem. Our focus is on settings where an opinion diﬀusion
may precede a collective decision-making process. Let us showcase
the main problems tackled by our paper with a concrete example
of such a collective decision-making problem.
Example 1.1. Consider the case of four agents deciding whether
a skyscraper (S), a hospital (H ), or a new road (R) should be con-
structed in their city. Assume the ﬁrst three agents are rather certain
of their view as they have already considered their inﬂuencers’ opin-
ion; the fourth agent is inﬂuenced by the ﬁrst three, and will change
her opinion according to the majority.1
1 2 3
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The law imposes that when both a hospital and a skyscraper
are built then a new road must be constructed as well, a constraint
that can be represented as (S ∧ H ) → R. Suppose that the ﬁrst
agent wants only the hospital; the second, only the skyscraper; and
the third would like the whole package: skyscraper, hospital and
road. Thus the fourth agent is facing an aggregated opinion which
says yes to the skyscraper and the hospital, but no to the road; this
opinion, of course, does not satisfy the constraint, hence blocking
the inﬂuence of the ﬁrst three agents on the fourth regardless her
possible initial opinion.
We argue that information should not always spread through
the network on all issues at once, or in other words, that agents
should update their opinions locally rather than globally. If the
fourth agent in the example above consulted her inﬂuencers on one
single issue at a time, such as asking: “should a hospital be built?",
then she would be able to update her opinion to a consistent one
by changing her opinion on this single issue. We call this opinion
diﬀusion process, propositionwise diﬀusion: opinions are updated
on subsets of issues, rather than on all issues at once.
The main contribution of this paper is to propose and charac-
terise such propositionwise opinion diﬀusion processes. Such a
model allows us ﬁrst to identify the minimal amount of informa-
tion exchange—in terms of the ‘scope’ of the questions asked by
agents to inﬂuencers—that is needed for an information diﬀusion
system to work as desired given a certain integrity constraint. We
1Corresponding to a simple threshold model [22].
2 PRELIMINARIES
In this section we present our diﬀusion model for binary opinions
over multiple issues correlated by an integrity constraint, as well
as novel useful deﬁnitions for classes of integrity constraints.
2.1 Individual Opinions
Let I = {p1, . . . ,pm } be a ﬁnite set ofm issues, where each issue
represents a binary choice. We call D = {0, 1}I the domain associ-
ated with this set of issues. For a ﬁnite set of agents N = {1, . . . ,n},
we say Bi ∈ D is the opinion of agent i ∈ N over all issues in I. A
vector B = (B1, . . . ,Bn ) of all opinions of agents in N is called a
proﬁle. An opinion B represents an agent’s acceptance/rejection of
each of the issues in I. For example, if I = {p,q, r }, then B = (110)
is the opinion accepting p and q and rejecting r . We denote with
Bi (p) agent i’s judgment onp ∈ I in the proﬁleB. Thus if B = (110),
then B (p) = B (q) = 1 and B (r ) = 0.
An integrity constraint IC ⊆ D deﬁnes a domain of feasible
opinions. We say that B is IC-consistent when B ∈ IC. For each
agent i , we assume that Bi ∈ IC, meaning each individual opinion
must satisfy the given integrity constraint. For instance, if we have
three issues,p,q and r , and each agent can only accept atmost two of
the three, then IC = {(110), (011), (101), (100), (010), (001), (000)}.
In further sections we will often assume that integrity constraints
are represented compactly by means of a formula of propositional
logic, such as (¬p ∨ ¬q ∨ ¬r ) for the previous example.
2.2 The Social Inﬂuence Process
We assume that agents are connected by a social inﬂuence network
G = (N ,E) where (i, j ) ∈ E means agent i inﬂuences agent j and
Inf(i )G = {j ∈ N | (j, i ) ∈ E} is the set of inﬂuencers of agent i
in the network G.We model social inﬂuence as a transformation
function, which takes as input a proﬁle of IC-consistent opinions
B = (B1, . . . ,Bn ), and returns a set of proﬁles which are each the
result of some opinion update on B, depending on which set of
agents update on which set of issues. If clear from the context, we
omit reference to G and IC.
Let F = (F1, . . . Fn ) be composed of aggregation procedures
Fi : IC
Inf(i ) → D, one for each agent i . We assume that aggre-
gation functions satisfy the minimal requirement of unanimity, i.e.,
whenever Bj = B
∗ for all j ∈ Inf(i ) then Fi (B) = B
∗. In words,
whenever all inﬂuencers are unanimous, F updates according to the
inﬂuencers (no negative inﬂuence is possible). Our running example
for an aggregator is the issue-by-issue majority rule, but we refer
to the literature on judgment aggregation for other well-studied
examples of aggregation rules [13, 23].
Our ﬁrst model is a straightforward adaptation of propositional
opinion diﬀusion [21], in which agents update their opinion on all
issues towards the aggregated opinion of their inﬂuencers, provided
that the latter satisﬁes the integrity constraint.
Deﬁnition 2.1. Given networkG and aggregators F , we call propo-
sitional opinion diﬀusion the following transformation function:
PODF (B ) ={B
′ | ∃M ⊆ N
s.t. B′i = Fi (B Inf(i ) ) if IC-consistent and i ∈ M
and B′i = Bi otherwise.}
then characterise the class of constraints that allow inﬂuence to 
spread for bound k on the number of issues updated, borrowing 
and building on notions from the theory of boolean functions. We 
also characterise the improvement of the diﬀusion process when 
only a subset of issues are considered. Finally, we investigate the 
eﬀects of the order of the updates on the result of the diﬀusion 
process, and provide intuitive initial results on the termination of 
iterative processes deﬁned by propositionwise updates.
Related work
Diﬀusion on networks has been extensively studied from many 
angles in the ﬁeld of social network analysis [10, 26]. Building on 
the classical work of Granovetter [22], DeGroot [9], and Lehrer 
and Wagner [28], a number of models have been introduced for the 
diﬀusion of complex opinions, such as knowledge bases [30, 31], 
preferences over alternatives [3], and binary evaluations [20, 21]. 
The model of binary opinion diﬀusion is also related to the literature 
on boolean networks [27], which is used for modelling biological 
regulatory networks (see, e.g., Shmulevich et al. [32])—which fo-
cuses on updates on one single binary issue. Our paper builds on 
the model of binary evaluations by including an integrity constraint 
that logically correlates the issues at stake. We examine the dif-
fusion process when certain updates are rendered impossible by 
a global constraint. To the best of our knowledge; the only work 
whose primary focus is opinion diﬀusion under constraints is a 
recent paper by Friedkin et al. [16], which however represents opin-
ions as real-valued beliefs, and the work of Christoﬀ and Grossi [6], 
which is a special case of our propositionwise model for networks 
in which each node has at most one inﬂuencer.
In Section 4.2 we provide a detailed survey on results concerning 
the termination of opinion diﬀusion processes. Related to this idea, 
a recent line of research investigated the stabilisation of diﬀusion 
processes on a unanimous opinion [15, 17], with recent work by 
Auletta et al. [1] showing that for any network, there exists some 
majority of agents who will lead the process to terminate on a 
unanimous network when agents hold one of two possible opinions.
While we do not examine agents’ strategies and possible ma-
nipulation of the process in this paper, various strategic concerns 
such as manipulation and bribery have also been addressed in the 
literature. For binary opinions, Bredereck and Elkind [2] show that 
even for a single binary issue, identifying successful manipulation 
of the network through bribery, deleting edges, or controlling the 
order of asynchronous updates are all computationally hard prob-
lems. In the related model of preference diﬀusion, Faliszewski et al.
[14] examine bribery on undirected graphs of voter clusters which 
consists of agents with similar preferences, and show that bribery is 
ﬁxed-parameter tractable w.r.t. the number of candidates for rules 
which can be expressed as an integer linear program.
Paper overview. In Section 2 we deﬁne our model of proposition-
wise opinion diﬀusion under constraints, and we deﬁne and study 
a useful class of integrity constraints, which is used in Section 3 
to obtain our main results. Section 4 studies network and aggre-
gation properties to guarantee the termination of propositionwise 
diﬀusion models, and Section 5 concludes.
F -UPD(B, i, S ) =

(Bi ↾I\S , Fi (B Inf(i ) )↾S ) if IC-consistent
Bi otherwise.
That is, agent i looks at the aggregated opinion of its inﬂuencers
Fi (BInf(i ) ), and copies this opinion on all issues in S only if this
results in a new opinion that is consistent with IC.
We are interested in varying degrees of communication among
the agents, from simply asking one-issue questions to their inﬂu-
encers, to more complex updates involving all the issues at stake.
We therefore give the following deﬁnition:
Deﬁnition 2.2. Given network G, aggregation functions F , and
1 ≤ k ≤ |I|, we call k-propositionwise opinion diﬀusion the follow-
ing transformation function:
PWOD
k
F (B ) ={B
′ | ∃M ⊆ N , S : M → 2I with |S (i ) | ≤ k,
s.t. B′i = F -UPD(B, i, S (i )) for i ∈ M
and B′i = Bi otherwise.}
PWOD
k
F
deﬁnes, for each consistent proﬁle of opinions B, the set
of possible updates obtained by selecting a subset of agentsM ⊆ N
and a subset of issues S (i ) ⊆ I for i ∈ M on which agent i’s opinion
is updated. Clearly, when k = |I | we have that PODF ⊂PWOD
k
F
.
Example 2.3. Let us consider the situation in Example 1.1. The
set of issues is I = {S,H ,R} corresponding to building a skyscraper,
a hospital, and a road, and the constraint in this situation is (S ∧
H → R). The agents are N = {1, 2, 3, 4}, with opinions and social
connections as in the following ﬁgure:
1 : 010 2 : 100 3 : 111
4 : 000
Clearly, if we denote with B the proﬁle described above, and if
F is the strict majority rule, then PODF (B) = {B}. Hence, no up-
date on all propositions at the same time is possible. However,
if we consider updates on one proposition at a time, we obtain
that PWOD1
F
(B) = {(010, 100, 111, 010), (010, 100, 111, 100),B}. Ob-
serve that PWOD2
F
(B) = PWOD1
F
(B), as we would obtain the same
set of proﬁles by updating on pairs of issues simultaneously.
The following example stresses the generality of our deﬁnition
of propositionwise opinion diﬀusion.
Example 2.4 (Pairwise preference diﬀusion). The framework of
pairwise preference diﬀusion by Brill et al. [3] can be seen as an
instance of PWOD1
F
where F is the (strict) majority rule. To see
this, consider a set A of alternatives. A linear order ≻ is an ir-
reﬂexive, transitive and complete binary relation over A, which
can be represented as a binary evaluation over a set of issues
IA = {paiaj | (ai ,aj ) ∈ A × A and i < j}, such that B (pab ) = 1
if and only if a ≻ b. The integrity constraint IC≻ therefore con-
tains all opinions over IA corresponding to linear orders overA. To
overcome Condorcet cycles, i.e., individuals facing an aggregated
majority which is not transitive, Brill et al. [3] propose to update
on one pair of alternatives at the time, which corresponds to a
propositionwise update on the analogous issue.
2.3 Iterative processes of opinion diﬀusion
To obtain the more classical view of diﬀusion as a discrete time
iterative process, it is suﬃcient to combine PWODk
F
with a turn-
taking function: an agent-scheduler and an issue-scheduler deciding
which issues are updated by which agent.
Let us now deﬁne the usual notions helping at characterizing
some diﬀusion processes, namely reachability and termination.
We say that a proﬁle B′ is PWODk
F
-reachable from proﬁle B if
there exists a sequence of proﬁles B1, . . . ,Bt such that B1 = B,
Bt = B
′, and for each 1 < j ≤ t we have that B j ∈ PWOD
k
F
(B j−1).
We also introduce the following concept:
Deﬁnition 2.5. A proﬁle B is a termination proﬁle for PWODk
F
and IC if PWODk
F
(B) = {B}.
Termination proﬁles are ﬁxed points of PWODk
F
. We stress the
role of IC in determining which updates can be performed.
Example 2.6. Consider a scenario similar to Example 1: 3 agents
are voting on three proposals for their city; a skyscraper, (S) an
hospital (H ), and a new road (R), with IC = (S ∧ H → R). The
three agents are now connected in the following network, where
the initial proﬁle is B = (111, 011, 101).
1 : 111 2 : 011
3 : 101
Assume that Fi is the strict majority rule for each i , accepting an
issue only if a strict majority of their inﬂuencers accept it. If we
let all agents update simultaneously under PODF we reach proﬁle
(111, 011, 011); agent 3 keeping her valuation in absence of a strict
majority of inﬂuencers against it. An additional round of PODF
leads to proﬁle (011, 011, 011), a consensual termination proﬁle.
Consider now PWOD1
F
: assume all agents updating simultane-
ously, we reach the proﬁle (111, 011, 011) after two rounds, updating
ﬁrst on issue S , then on issue H . Two other rounds again on issue S ,
and on issue H leads to the termination proﬁle (011, 011, 011) Ob-
serve that this particular network conﬁguration always leads to the
same termination proﬁle (more results in this line in Section 4.5).
2.4 Geodetic Integrity Constraints
In this section we build on notions from the theory of boolean
functions (see, e.g., Crama and Hammer [8]) to identify a useful
PODF deﬁnes the set of updates that are possible from a given 
consistent proﬁle, depending on the set of agents that will perform 
the update. As shown by Example 1.1, social inﬂuence in presence 
of integrity constraints is often blocked when performing proposi-
tional updates on all the issues at the same time. Therefore, we now 
provide a deﬁnition for a propositionwise model of social inﬂuence.
Once an agent i and a subset of issues S ⊆ I is speciﬁed, aggre-
gation functions F can be combined with a network G to obtain 
an update function for agent i’s opinions on the issues in S . If B 
and B′ are two opinions and S a set of issues, let (B↾I\S , B
′↾S ) be 
the opinion obtained from B with the opinions on the issues in S 
replaced by those in B′. We deﬁne an F -update as follows:
Σp∈I
B (p) − B′(p). Consider the following:
Deﬁnition 2.7. Let IC be an integrity constraint for issues I. The
k-graph of IC is given by Gk
IC
= 〈IC,Ek
IC
〉, where:
(i ) the set of nodes is the set of B ∈ IC,
(ii ) the set of edges Ek
IC
is deﬁned as follows: (B,B′) ∈ Ek
IC
iﬀ
H (B,B′) ≤ k , for any B,B′ ∈ IC.
As it is clear from Deﬁnition 2.7, Gk
IC
⊆ Gk
D
for all IC. We say that
a path of Gk
D
is also a path of Gk
IC
if all nodes on the path are also
nodes of Gk
IC
. We are now ready to give the following deﬁnition:
Deﬁnition 2.8. An integrity constraint IC is k-geodetic if and
only if for all B and B′ in IC, at least one of the shortest paths from
B to B′ in Gk
D
is also a path of Gk
IC
.
For ease of notation, we denote a 1-geodetic IC as geodetic tout
court, borrowing the term from the equivalent deﬁnition for boolean
functions [11]. To illustrate our deﬁnitions, consider the following:
Example 2.9. First, consider the integrity constraint of our run-
ning example: IC = S ∧ H → R or IC = {(000), (001), (010), (011),
(100), (101), (111)}. Clearly, all shortest paths between any two
models of IC belong to G1
IC
and thus IC is geodetic.
Assume now that IC = {(000), (001), (010), (100), (011), (111)}.
The graph below corresponds to G1
IC
, connecting only those models
that satisfy IC with a continuous edge. The graph consisting of all
edges (continuous and dashed) corresponds to G1
D
.
000
001
010
011
100
101
110
111
We can now observe that IC is not geodetic: the shortest paths
between (100) and (111) in G1
D
pass through either (110) or (101),
which however are not nodes of G1
IC
.
Preferences and Geodetic Constraints. An important class of in-
tegrity constraints that are geodetic is the one commonly used to
represent preferences as linear orders over a set of alternatives (see
Example 2.4). To see this, let ≺ and ≺′ be two distinct linear orders
over a set A of alternatives. Then, they also must diﬀer on a pair
which is adjacent in one of them, i.e., there exists a pair ab such
that B (pab ) , B
′(pab ) and there is no c ∈ A such that a ≻ c ≻ b
or b ≻ c ≻ a.2 Knowing this, it becomes straightforward to show
that IC≻ is geodetic (for the particular encoding of preferences ex-
plained in Example 2.4). Similar encodings can be used to show that
2This result is folklore, a formal proof is in [12].
partial and weak orders and equivalence relations can be modelled
by geodetic constraints.
Budget constraints. Another important class is that of budget con-
straints, which specify the list of subsets of the issues I that do not
exceed a given budget. Such formulas can be shown to be negative
formulas, i.e., there is a DNF representation in which all proposi-
tional symbols only occur as negated. This speciﬁc representation
guarantees geodeticity [11].
Syntactic restrictions. Integrity constraints are typically repre-
sented compactly by means of propositional formulas. It is easy to
see that all conjunctions of literals are k-geodetic for any k , as well
as simple clauses of any length. However, the conjunction of two
k-geodetic formulas is not necessarily k-geodetic, as can be seen by
considering an XOR formula such as (¬p ∨ q) ∧ (p ∨ ¬q). Clearly,
this formula is not geodetic. This example also shows that known
syntactic restrictions such as Horn clauses or 2CNF formulas are
not relevant for determining geodeticity.
A number of logical characterisations of 1-geodetic integrity
constraints can be found in thework of Ekin et al. [11]. To the best of
our knowledge, for k-geodetic constraints no such characterisation
is available. While similar results would be outside the scope of this
paper, we show the following simple proposition, whose proof is
straightforward from our deﬁnitions:
Proposition 2.10. If IC for a set of issues I is k-geodetic, then it
is also k-geodetic for any larger set of issues I ′ ⊇ I.
We also obtain a more operational deﬁnition of k-geodeticity of
a constraint, in the following:
Proposition 2.11. An integrity constraint IC is k-geodetic iﬀ for
all models B1,B2 ∈ IC, there is a path in G
k
IC
from B1 to B2 of length
smaller than
⌈
H (B1,B2 )
k
⌉
.
Proof sketch. Let B and B′ be two models of IC. The length
of the shortest path from B to B′ in the hypercube Gk
D
is exactly⌈
H (B,B′)
k
⌉
, since H (B,B′) is the number of issues that has to be
changed to move from B to B′, and the edges in Gk
D
change k
symbols at most. As Gk
IC
⊆ Gk
D
, if there is a path of minimal length
connecting B to B′ in Gk
IC
, then it is one of the shortest paths of Gk
D
.
By repeating for all B and B′ in IC we obtain the statement. 
3 PROPOSITIONWISE UPDATES
In this section we show that propositionwise updates of size k
reduce the inﬂuence gap between an agent and its inﬂuencers,
provided that the constraint under consideration is k-geodetic.
3.1 Reachability under k-Geodetic Constraints
In most examples considered so far PWODk
F
was able to perform
additional updates compared to PODF even when k < m for m
issues. Consider however the following example:
Example 3.1. Let IC = p XORq which is 2-geodetic but not 1-
geodetic, and let there be two agents with E = {(1, 2)}, that is, 1 is
the only inﬂuencer of 2. Assume B1 = (0, 1) and B2 = (1, 0). What-
ever the unanimous F , we have that PWOD2
F
(B) contains proﬁle B′
class of integrity constraints that we will later use to characterise 
termination proﬁles of our diﬀusion model.
Recall that D = 2I and that IC ⊆ D. In this section we will 
call an opinion B ∈ IC a model of IC, importing the terminol-
ogy from propositional logic. Given two opinions B and B′ ∈ D, 
recall that the Hamming distance between them is H (B, B′) =
in which B′
1
= B′
2
= (0, 1), while we have that PWOD1
F
(B) = {B},
i.e., B is a termination proﬁle for PWOD1
F
.
Given an integrity constraint IC it is therefore of crucial impor-
tance to identify the right “level of communication”, i.e., the value
of k in the Deﬁnition 2.2, that allows propositionwise updates to
reach the same proﬁles that are reachable by PODF , and eventually
move further. The previous example illustrates that PWOD1
F
does
not perform well when considering a 2-geodetic constraint. More
generally, we have the following central result:
Theorem 3.2. Let IC be an integrity constraint, and let B′ be
PODF -reachable from an IC-consistent initial proﬁle B. Then, B
′ is
PWOD
k
F
-reachable from B iﬀ IC is k-geodetic.
Proof. Let IC be k-geodetic. We prove that any proﬁle that
is PODF -reachable from B is also reachable by propositionwise
updates of size at most k . Wlog, we can assume that B′ has been
obtained from proﬁle B with one single agent updating from Bi to
F (BInf(i ) ). Since IC is k-geodetic, and both Bi and F (BInf(i ) ) are IC-
consistent, by Deﬁnition 2.8 there exists an IC-consistent shortest
path in Gk
D
that connects the two opinions. Let B1i be the ﬁrst
model on such path after Bi , and let p1, . . . ,pℓ be the issues on
which Bi and B
1
i diﬀer. By the deﬁnition of G
k
D
we know that
ℓ ≤ k . Moreover, since B1i is on the shortest path between Bi and
F (BInf(i ) ), we can infer that B
1
= (Bi ↾I\S , Fi (BInf(i ) )↾S ), where
S = {p1, . . . ,pℓ }. Le us now set I = {i} and S as deﬁned above in
Deﬁnition 2.2, obtaining that (B1, . . . ,B
1
i , . . . ,Bn ) ∈ PWOD
k
F
(B).
To conclude the proof, repeat the same construction for all the IC-
consistent opinions Bki on the shortest path to Fi (BInf(i ) ), showing
that B′ is PWODk
F
-reachable from B.
For the converse, assume that IC is not k-geodetic, and let us
show an example of a proﬁle B′ that is PODF -reachable from B
but not PWODk
F
-reachable. Let there be two agents, and let E =
{(1, 2)}. Since IC is not k-geodetic, there exist two IC-consistent
opinions B1 and B2 that are not connected in G
k
IC
by any of the
shortest paths of Gk
D
. Proﬁle B = (B1,B2) is therefore a termination
proﬁle of PWODk
F
, in which however B2 , B1 = F (BInf(2) ) (the last
equality obtained by unanimity of F ). However, PODF (B) includes
the unanimous proﬁle (B1,B1), since agent 2 can update directly
on all issues, thus concluding the proof. 
The converse of Theorem 3.2 does not hold, as shown by Ex-
ample 2.3, where proﬁle {(010, 100, 111, 010)} is PWOD1
F
-reachable
but not PODF -reachable from the initial proﬁle B.
Theorem 3.2 shows that if IC is k-geodetic then k is the appropri-
ate “level of communication” to set in deﬁnition of PWODk
F
to be
able to reach at least the same proﬁles as those that are reachable by
updating on all issues at the same time. We now prove that nothing
would be gained by considering any K larger than k :
Lemma 3.3. Let IC be k-geodetic. If B′ is PWODK
F
-reachable from
a consistent proﬁle B for K ≥ k , then it is also PWODk
F
-reachable.
proof sketch. Suppose B′ is PWODK
F
-reachable from B. A sim-
ilar construction to the proof of Theorem 3.2 can be used to show
that the updates on K issues from B to B′ can be simulated by (a
larger number of) smaller updates of size at most k . 
The following is an immediate consequence of Lemma 3.3:
Corollary 3.4. Let IC be k-geodetic, and let B be a termination
proﬁle of PWODk
F
. Then, B is also a termination proﬁle for PWODK
F
for any K ≥ k .
Thus, when confronted with a situation of opinion diﬀusion
under constraint IC, our results suggests to set PWODk
F
with the
minimal k such that IC is k-geodetic (for the computational com-
plexity of determining this parameter see Section 3.3).
3.2 Minimising the Inﬂuence Gap
We now want to investigate how the presence of an integrity con-
straint entails some form of cost on the diﬀusion process. This
cost should reﬂect the diﬀerence between an opinion diﬀusion con-
ducted under constraints rather than without. In this section we
omit the reference to F , which is assumed to be clear from the
context. We deﬁne the following notion:
Deﬁnition 3.5. If B is a proﬁle, andG a network, the inﬂuence-gap
of B on G is deﬁned as follows:
GAP(B,G ) =
∑
i ∈N s.t. Inf(i ),∅
H (Bi , F (BInf(i ) ))
The inﬂuence gap of a proﬁle is therefore the sum of all the dis-
agreements between each agent and the aggregated opinion of her
inﬂuencers, for those agents that have inﬂuencers. In the absence
of integrity constraints, a strictly positive inﬂuence gap implies
that updates are still possible. This is not the case when integrity
constraints are present. Hereafter, we only focus on the termination
proﬁles in order to quantify the loss entailed by a constraint IC:
Deﬁnition 3.6. Let G be a network, and IC a constraint over I.
The price of IC over G is the maximal inﬂuence gap among all
PWOD
k
F
-termination proﬁles for G and I.
To simplify notation, we denote priceIC the price of IC for PODF ,
and pricek
IC
the price of IC for PWODk
F
for k < m. Clearly, in the
absence of constraints (i.e., IC = D), then priceIC = 0. An immediate
consequence of Theorem 3.2 and Example 2.3 is the following:
Proposition 3.7. If IC is k-geodetic, then pricek
IC
≤ priceIC, while
the converse does not hold.
Wenow show tight bounds for the price of an integrity constraint
under PODF and PWOD
k
F
, showing that for the latter this price is
lower. We begin with the following:
Proposition 3.8. Let IC , D and n¯ be the number of agents
having at least one inﬂuencer in G. The following is a tight bound:
priceIC ≤
(
max
B∈IC, B′<IC
H (B,B′)
)
× n¯
Proof. The upper bound is easy to obtain. Let Bi be the opinion
of any agent with at least one inﬂuencer in a termination proﬁle B.
F (BInf(i ) ) cannot be IC-consistent, for the proﬁle would not be a
termination proﬁle. Hence, F (BInf(i ) ) < IC and the above bound
applies. For tightness, consider the following situation. Let IC = p1∨
...∨pm , and let there bem+1 individuals such that Bi (pj ) = 1 iﬀ i =
j and 1 ≤ i ≤ m, and Bm+1 = (1, . . . , 1). Let F be the strict majority
rule, and let G be such that agents 1, . . . ,m all inﬂuence agent
Dopinions B and B′ are totally IC-disconnected if all shortest paths
Gk
D
from B to B′ are IC-inconsistent paths.
Example 3.10. Let there be three issues, and let IC =
{(011), (111), (101), (100)}. IC is 1-geodetic and G1
IC
is represented
as follows:
000
001
010
011
100
101
110
111
Opinions (011) and (000) are totally disconnected, since paths
〈(011),
(010), (000)〉 and 〈(011), (001), (000)〉 are both inconsistent-paths.
We are now ready to prove the following:
Proposition 3.11. Let IC , D be k-geodetic. Let n¯ be the number
of agents having at least one inﬂuencer. The following is a tight bound:
pricek
IC
≤
(
max
B∈IC,B′<IC
B,B′ totally IC-disconnected
H (B,B′)
)
× n¯
Proof. To prove the upper bound, let B be a termination proﬁle,
and let i be such that Inf(i ) , ∅. Since B is a termination proﬁle,
if Bi diﬀers from F (BInf(i ) ), then F (BInf(i ) ) < IC, for otherwise by
k-geodeticity there would be possible updates from Bi to F (BInf(i ) ).
Moreover, Bi and F (BInf(i ) ) must be totally IC-disconnected. To
see this, assume that there is a B′ ∈ IC on one of the shortest
paths between the two models. By k-geodeticity again, there is a
shortest path of IC models from Bi to B
′, which translates into a
sequence of PWODk
F
updates from Bi towards F (BInf(i ) ), against
the assumption that B is a termination proﬁle. By observing that
Bi ∈ IC while F (BInf(i ) ) is not, we obtain the desired bound.
For tightness, consider the following case. Let IC be as in Exam-
ple 3.10, and let there be four individuals such that E = {(1, 4), (2, 4),
(3, 4)}. If we take F as the unanimous rule, which accepts an issue
only if all the agents accept it, and proﬁle B = (100, 101, 011, 011),
then F (100, 101, 011) = 000. Thus, GAP(B,G ) = H (011, 000) = 2,
corresponding to the formula in the statement. 
Let us go back to Example 3.10. The maximal distance between
an IC-model and non-model is 3, take for example 000 and 111.
Instead, the maximal distance between an IC model that is totally
disconnected from a non-model equals to 2, as can be seen by
considering model 011 and non-model 000.
3.3 Computational Complexity
As observed in Section 3.1, when deﬁning opinion diﬀusion pro-
cesses in presence of an integrity constraint, the best option is to
allow for propositionwise updates on up to k issues, where k is the
smallest number such that IC is k-geodetic. We now investigate the
computational complexity of ﬁnding such a threshold.
Theorem 3.12. Let IC be a constraint overm issues and k < m.
Checking whether IC is k-geodetic is co-NP-complete.
Proof. To ﬁnd a counterexample fork-geodeticity, it is suﬃcient
to ﬁnd two models B and B′ of IC that are not connected by any of
the shortest paths of Gk
D
. A co-NP algorithm guesses two opinions
B and B′, checks that they are IC-consistent, and that for all subsets
S ∈ I of |S | ≤ k we have that (B↾I\S ,B
′↾S ) 6 |= IC, showing a
counterexample to the k-geodeticity of IC whose correctness can
be checked in polynomial time.
As for hardness, we exploit a result by Hegedüs and Megiddo
[24], stating that the membership problem for classes of boolean
functions that satisfy the projection property is co-NP-hard. To show
that the class of k-geodetic IC has the projection property we have
to show that (a) the constant function ⊤ is k-geodetic, (b) that for
any k there is always a non-k-geodetic function, and (c ) that if IC
is k-geodetic then both IC ∧ p and IC ∧ ¬p must also be k-geodetic
for all p ∈ I. (a) is an immediate consequence of the deﬁnition of
k-geodetic constraints. As for (b), we need to show that for any k
there always exists a non-geodetic IC. Let k < m, and consider the
full graph Gk
D
. Let B and B′ be two assignments at distance exactly
m−1. Let IC be composed of B, B′, and all other assignments except
for those on any shortest path of Gk
D
between B and B′. Clearly, B
and B′ are not connected in Gk
IC
by any of the shortest path of Gk
D
,
and IC is not empty. To show (c ), suppose that B and B′ are two
models of IC∧p that are not connected by any shortest path of Gk
D
.
Since B and B′ are also models of IC, we have that Gk
IC∧p
⊆ Gk
IC
and therefore IC is not k-geodetic, against the assumption. 
For 1-geodetic constraints, the hardness result above has already
been shown by Ekin et al. [11].
Combining a simple binary search with the co-NP-complete
problem shown in Theorem 3.12, we obtain the following:
Theorem 3.13. Let IC be an integrity constraint overm issues and
let k < m. Checking whether k is the minimal k < m such that IC is
k-geodetic is in Θ
p
2
.
4 TERMINATION OF ITERATIVE DIFFUSION
In this section we analyse the termination of discrete-time iterative
processes deﬁned by PWODk
F
updates, generalising results from
the literature and opening interesting directions for future work.
4.1 Basic Deﬁnitions
Recall our Deﬁnitions 2.1 and 2.2, introducing propositionwise
opinion diﬀusion as a transformation function that associates a set
of updated proﬁles with every IC-consistent proﬁle. Thus, PWODk
F
induces a state transition system in which states are all proﬁles of
IC-consistent opinions, and each transition is induced by the choice
of a set of updating individualsM and a set of issues S (i ) for each
m + 1. Clearly, B is an IC consistent proﬁle, PODF (B) = {B}, and 
GAP(B, G ) = m, since agent m + 1 is the only agent having at least 
one inﬂuencer, and is confronted with an inconsistent aggregated 
opinion of (0, . . . , 0). 
Let us now move to pricek
IC and show that it is signiﬁcantly lower. 
We ﬁrst need an additional deﬁnition:
Deﬁnition 3.9. An IC-inconsistent-path from B to B′ is a path of 
Gk such that all opinions B′′ between B and B′ are not in IC. Two
F
the work of Brill et al. [3] showed the asymptotic termination of the
synchronous update process on arbitrary graphs, under a restrictive
condition on the initial proﬁle.
For asynchronous diﬀusion processes, Bredereck and Elkind
[2] showed that for one issue, majority PODF asymptotically ter-
minates on any undirected graph, and identify two sequences of
transitions leading to two well-deﬁned termination proﬁles either
maximising the number of 0 or the number of 1 in the graph.
The work of Christoﬀ and Grossi [6] is to the best of our
knowledge the only one focusing on arbitrary integrity constraints
on binary issues, albeit on speciﬁc networks called delegation
graphs, where each node has at most one inﬂuencer. Finally, well-
established termination results for boolean networks only consider
the case of a single binary issue (see, e.g., Cheng et al. [4]).
4.3 Universal Termination
Let a complete graph be a graph G = (N ,E) where E = N × N ,
and let us deﬁne the following property of aggregation procedures:
Ballot-Monotonicity: for all proﬁles B = (B1, . . . ,Bn ), if F (B) =
B∗ then for any 1 ≤ i ≤ n we have that F (B−i ,B
∗) = B∗.
Ballot monotonicity avoids aggregators modelling situations of
“negative inﬂuence”. Generalising a result by Grandi et al. [21],
originally stated for synchronous processes, we can show that:
Theorem 4.1. Let G be the complete graph. Synchronous PODF
terminates universally, and asynchronous PODF terminates univer-
sally if F is ballot-monotonic.
Proof. LetB0 be an arbitrary initial proﬁle. On a complete graph
Inf(i ) = N for all i , therefore every individual updates towards the
same aggregated opinion F (B0). The case of synchronous PODF is
a straightforward adaptation of the analogous result by Grandi et al.
[21] and its proof is omitted. For the case of asynchronous PODF ,
consider the inﬂuence gap of Deﬁnition 3.5. By ballot-monotonicity
of F , the inﬂuence gap is a potential function for this iterative
process: after any number of updates t , the aggregated opinion
will not change, i.e., F (Bt ) = F (B0), since by ballot-monotonicity
F (B−i , F (B)) = F (B). Therefore, the inﬂuence gap is strictly de-
creasing at each eﬀective update. 
For the case of PWODk
F
we need to introduce a stronger property
for the aggregation function, which is known in the literature on
judgment aggregation as monotonicity (see, e.g., Endriss [13]):
Monotonicity: for any j ∈ I and any proﬁles B,B′, if Bi (j )=1
entails B′i (j )=1 for all i ∈ N , and for some s ∈ N we have
that Bs (j )=0 and B
′
s (j )=1, then F (B) (j )=1 entails F (B
′) (j )=1
Clearly, monotonicity is a stronger property and implies ballot-
monotonicity. We show the following:
Theorem 4.2. IfG is the complete graph and F is monotonic, then
both synchronous and asynchronous PWODk
F
terminate universally.
Proof sketch. The same proof works for synchronous and
asynchronous PWODk
F
. As in the previous proof, we show that
F (Bt ) = F (B0) for any sequence of t updates, and therefore that
the inﬂuence gap GAP(Bt ,G ) is a potential function. By induction,
assume that at time t − 1 a set of agentsM—either a singleton for
asynchronous processes or equal to N—is updating on issues de-
ﬁned by the selection function S : M → 2I . Assume that F (Bt ) is
IC-consistent: since every update reinforces the agents agreements
with F (Bt ) on those issues in the image of S , by monotonicity we
conclude that F (Bt+1) = PWODk
F
(Bt ) = F (Bt ). If F (Bt ) is not IC-
consistent, then some of these updates are blocked, as they would
generate an inconsistent result. Still, this implies that some of the
issues are copied towards F (Bt ), and therefore by monotonicity
that F (Bt+1) = F (Bt ). 
Both assumptions of ballot-monotonicity and monotonicity are
necessary in the respective theorems.
A directed acyclic graph (DAG) is a directed graph that contains
no cycle involving two or more vertices. By constructing a suitable
potential function we can prove the following theorem, whose proof
is omitted in the interest of space:
Theorem 4.3. If G is a DAG and F is ballot-monotonic (respec-
tively, monotonic), then both synchronous and asynchronous PODF
(respectively, PWODk
F
) terminate universally.
Universal termination cannot be guaranteed even on simple
cycles, as can easily be shown on a cycle of arbitrary length with one
updating individual. Termination states, as deﬁned by Deﬁnition 2.5, 
are the attractors of the transition system.
In line with the most recent literature on propositional opinion 
diﬀusion [2, 3, 21] and on boolean networks [27], we deﬁne asyn-
chronous opinion diﬀusion processes by restricting transitions to 
those involving only one single agent at a time, and synchronous 
ones by restricting transitions to those involving all individuals. 
The two processes could be equivalently deﬁned by introducing an 
agent-scheduler, indicating at each point in time the set of updat-
ing agents: all the agents for a synchronous scheduler, and sets of 
cardinality one for the asynchronous scheduler. A speciﬁc instance 
of asynchronous scheduler is the one that follows a predetermined 
order on N in the updates, as studied by Goles and Tchuenté [19].
We call a transition from B to B′ eﬀective if B′ , B. We say 
that an opinion diﬀusion process terminates universally if there 
exists no inﬁnite sequence of eﬀective transitions starting at any 
IC-consistent proﬁle, while it terminates asymptotically if from any 
IC-consistent proﬁle there exists a sequence of transitions that 
reaches a termination proﬁle. Note that for the case of synchronous
PODF there is only one sequence of eﬀective updates for each initial 
proﬁle, hence for this iterative process the two notions coincide.
4.2 Previous work
We summarise here results from related work that are close to our 
setting, using whenever possible the terminology introduced above. 
Synchronous processes are the most studied. For one single
binary issue PODF and PWODF coincide, and the work of Goles 
and Olivos [18] showed that such processes either terminate or 
produce inﬁnite sequences of eﬀective transitions with period 2, 
under the assumption that F is a (generalised) threshold rule and the 
graph is undirected. For directed graphs and arbitrary aggregation 
procedures, Christoﬀ and Grossi [7] characterised the set of proﬁles 
that lead to termination on a given graph, generalising results by 
Grandi et al. [21] who studied suﬃcient conditions on the network 
graph to guarantee universal termination. As seen in Example 2.4, 
preference diﬀusion can be viewed as an instance of PWOD1 , and
of the agents having opinion 1 and all others 0. In conclusion, PODF
and PWODk
F
are comparable in terms of universal termination, with
the latter requiring a slightly stronger property of monotonicity to
avoid situations of negative inﬂuence.
4.4 Asynchronous Asymptotic Termination
The following condition adapts a property from Brill et al. [3], re-
quiring all inﬂuence updates to be based on IC-consistent opinions.
Deﬁnition 4.4. A pair (B0,G ), where B0 is a proﬁle and G a
network, has the local IC-consistency property if for all proﬁles B
that is reachable from B0 and each i ∈ N we have that F (BInf(i ) ) is
IC-consistent.
Depending on the diﬀusion process considered, the above deﬁ-
nition needs to be speciﬁed considering proﬁles that are reachable
via PODF or PWOD
k
F
. Albeit restrictive, observe that this property
holds for any function F which is collectively rational for the given
integrity constraint, including all distance-based functions [29], as
well as for simple cycles, trees, and any network where each node
has at most one inﬂuencer. We prove the following:
Theorem 4.5. If B0 is an IC-consistent proﬁle such that (B0,G )
satisﬁes the local IC-consistency property, then asynchronous PODF
terminates asymptotically.
Proof sketch. The proof is based on an original construction by
Chierichetti et al. [5]. It is also used by Brill et al. [3] and Bredereck
and Elkind [2] and is thus only sketched. Following a ﬁxed ordering
of the issues, perform two rounds of asynchronous updates for
each issue: a ﬁrst round in which all individuals who disagree with
their inﬂuencers and have opinion 0 update their opinion to 1,
and a second round in which individuals who disagree with their
inﬂuencers and have opinion 1 update their opinion to 0. In the
resulting proﬁle no further PODF -update is possible. For suppose
not. Wlog we can assume that such an update will revert issue i1
from 0 to 1. But such an update should have taken place in the ﬁrst
round, since by the local IC-consistency property the aggregated
opinion of inﬂuencers is always IC-consistent, and thus all possible
updates are covered by the above procedure. 
We can now use our Theorem 3.2 to show that:
Corollary 4.6. If B is an IC-consistent proﬁle such that (B,G )
satisﬁes the local IC-consistency property and IC is k-geodetic, then
asynchronous PWODk
F
terminates asymptotically.
Proof Sketch. If from every (B,G ) that satisﬁes the local IC-
consistency we can reach a termination proﬁle by asynchronous
PODF updates, then by Theorem 3.2 we can reach the same proﬁle
by means of PWODk
F
-updates as well. 
Theorem 4.5 generalises Proposition 1 by Bredereck and Elkind
[2], which is stated for one single issue and the majority rule. Corol-
lary 4.6 instead generalises Theorem 10 by Brill et al. [3].
4.5 Update Order Independence
While the outcome of asynchronous diﬀusion processes typically
depends on the order of agents updating, for PWODk
F
for k < m
we also need to investigate the order of updates w.r.t. the issues.
Example 4.7. Let a network and a proﬁle of opinions be as in the
ﬁgure below and let IC = D \ {(111)}.
1 : 101 2 : 011 3 : 110
4 : 000 5 : 000
Agents 4 and 5 have the same initial opinions and set of inﬂuencers.
If agent 4 updates in the order p,q, r , obtaining 110, and agent
5 in the order r ,q,p, obtaining 011, these will be their (diﬀerent)
opinions in the termination proﬁle.
As the above example shows, when agents update towards an in-
consistent opinion, they might do so in radically diﬀerent ways. Let
us say that a proﬁle B is i-reachable from proﬁle B0 if there exists
a sequence of PWODk
F
updates from B0 to B with set of updating
agentsM = {i}. An i-termination proﬁle is therefore a ﬁxed point of
any i-update. We also say that PWODk
F
is issue-order-independent
if for all i ∈ N and proﬁle B, there is a unique i-termination proﬁle
that is i-reachable from B. We prove the following:
Theorem 4.8. If B0 and G have the local IC-consistency property
w.r.t. to a k-geodetic IC, then PWODk
F
is issue-order-independent.
Proof sketch. By the local IC-consistency property of B and
G , every inﬂuence update of an agent i is based on an IC-consistent
opinion. If IC is k-geodetic, every inﬂuence update between two
models must be part of an IC-consistent shortest path connecting
them. To see this, observe that a k-geodetic IC either contains all
models of a shortest path between two models, or does not contain
any. Therefore, no matter the update order, the i-termination proﬁle
i-reachable from B0 is unique, and is such that Bi = F (BInf(i ) ). 
5 CONCLUSIONS AND FUTUREWORK
In this paper we deﬁned a formal framework for opinion diﬀusion
with binary issues under constraints. We proposed a setting in
which agents in a social inﬂuence network update their opinions
towards the aggregated opinion of their inﬂuencers, either on all
issues at the same time, or on sets of issues of bounded size. We
showed that if the integrity constraint satisﬁes a property called
k-geodeticity, then the inﬂuence gap created by the constraint can
be reduced by considering updates on sets of propositions of size
at most k . We also investigated the termination of the associated
diﬀusion processes, generalising several results from the literature.
We raise a number of open questions, and suggests compelling
directions for future research. First, our model easily generalises to
cases in which agents might be uncertain about, or abstain from
giving an opinion on certain issues. Second, obtaining termination
results in absence of the local IC-consistency proﬁle, or character-
ising the set of constraints that guarantee termination on arbitrary
networks, would be a major advancement. Last, strategic issues
might be at play, motivating a deeper investigation of the incentive
structure behind inﬂuence updates, especially when a collective
decision is expected after the inﬂuence process.
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