A system for automatically extracting image content features was developed that combines registration to a labeled atlas with natural language processing of free-text radiology reports. The system was then tested with T1-weighted, spoiled gradient-echo magnetic resonance (MR) imaging studies of the brain performed in nine patients. The locations of 599 structures were visually assessed by an experienced radiologist and compared with the locations indicated by automated output. The in-plane accuracy of the contours was subjectively evaluated as either good, moderate, or poor. The criterion for classifying a structure as correctly located was that 90% or more of all the images containing the structure had to be correctly identified. For 98% of the structures, the images identified by the automated algorithm agreed with those identified by the radiologist, and in 83% of cases, image contours showed a good in-plane overlap. The results of this validation study demonstrate that this combination of registration and natural language processing is accurate in identifying relevant images from brain MR imaging studies. However, the range of applicability of this technique has yet to be determined by applying the technique to a large number of studies.
Introduction
Radiologic studies often produce a large number of images, only a small subset of which contain relevant information. For example, a typical brain magnetic resonance (MR) imaging study may comprise 150 -250 images, only 15% of which are associated with the findings dictated in the radiology report. The remaining images often are not needed by referring physicians or are not useful for inclusion within teaching files. At radiology workstations, users must often spend time navigating through irrelevant images with slow or clumsy interfaces. The quality of a digital library retrieval system would most likely improve if only relevant images from a large study were retrieved.
Current retrieval schemes from most picture archiving and communication systems (PACS) are based on structured patient demographic and procedural information (1, 2) . These data are automatically extracted from the Digital Imaging and Communication in Medicine (DICOM) headers and included in indexes that facilitate retrieval of the relevant images. These retrieval systems support queries such as, "Retrieve the brain MR image obtained on 2/11/2000 in patient John Doe." Recent developments in image prefetching that incorporate medical or radiologic knowledge and image retrieval heuristics facilitate intelligent retrieval but are still not based on content (3) . We are interested in developing a retrieval system that can support queries containing image content constraints such as, "Retrieve selected images from a brain MR imaging study that contain the sylvian fissure." Relevant structure identification would be a simple process if an automated segmentation program were available that worked accurately on a wide variety of images (4) . However, this is not as yet a clinical reality.
The lack of a universally applicable image analysis module has led several groups to suggest a knowledge-based approach that can customize the image analysis task with object-centered hierarchic planning (5, 6) . This modular, object-oriented image analysis approach has been used for the indexing, storage, and retrieval of medical images by content (7, 8) . One such system, known as I 2 C, has also been successfully incorporated into a World Wide Web-based architecture and provides services that can potentially create widely accessible digital medical image libraries (9) . Several groups have proposed indexes for content-based image retrieval based on features such as shape, color, texture, and sketches (10 -13) .
Indexes composed of specific imaging features provide a way to limit the search space, but significant semantic information may get lost in the process. The Photobook project is an effort to represent the perceptually salient aspects of stored images with semantics-preserving image compression, which reduces images to a small set of perceptually significant coefficients (14) . Another approach to content-based retrieval involves combining the information from photo captions with image analysis output to search for images of human faces (15) . Recently, a method was proposed that combines semantic indexing with the Unified Medical Language System (UMLS) metathesaurus and knowledge-based image analysis (16) . An extension of the N-word combination method for searching free-text documents has been applied to image indexing. With this system, a global signature is computed that represents the content of each image in an abstract sense (17) .
We have developed a novel method of contentbased image retrieval with specific application to brain MR imaging studies. Our approach combines relevant structured information derived from free-text radiology reports by a natural language processor (NLP) with an automated registration algorithm that maps patient images to a labeled brain atlas. Registration to the atlas results in automatic identification of images containing a given structure of interest as well as anatomic labeling of the entire study data set. In this article, we discuss and illustrate this innovative, content-based image retrieval system.
Materials and Methods
In this section, we first describe a general image content extraction architecture that can be adapted for different organs, imaging modalities, and report input types (structured or free text). The architectural issues include the types of processing modules and knowledge to be used and the types of intermediate data to be generated for a system whose primary goal is to identify relevant structures on images from radiologic studies. The architecture clarifies the following procedures: (a) automated image volume registration to a labeled digital atlas, (b) identification and refinement of organ-specific contours, (c) computation of quantitative imaging features such as texture, heterogeneity, shape, and size, and (d) automatic extraction and structuring of dictated findings from the corresponding radiology report. In the latter part of this section, we describe a specific implementation of this architecture for brain MR imaging studies with the goal of locating the im-ages that contain the structures described in the corresponding free-text radiology report.
General Architecture
The overall processing architecture is shown in Figure 1 . The particulars of registration, segmentation, and feature extraction algorithms are not specified because the general architecture does not depend on these details. The choice of a specific algorithm depends on various factors including imaging modality, anatomy, and patient demographics. Algorithms (and associated parameters) can either be selected by the user or set by the system (based on predefined expert rules). It is also possible to incorporate machine-learning techniques for automated selection of different image-processing algorithms.
Study Identifier.-The Study Identifier extracts information from the DICOM headers in the studies, including patient demographics, imaging modality, anatomy, reason for study, image geometry, and acquisition parameters. This information is used to select or customize the atlas and image segmentation algorithms. In a multiseries study, this module also identifies the most appropriate image series for registration using the criteria of maximum resolution and anatomy coverage.
Atlas Selector.-The Atlas Selector selects the most closely matched anatomic atlas based on patient age, disease condition, and imaging modality. For example, the optimum brain atlas for a 70-year-old patient with Alzheimer disease is a dementia brain atlas. The table that allows mapping of relevant parameters in a given patient to a particular atlas is created by experts and stored within the knowledge base, where the metadata used to describe the atlas include the relevant anatomic organ or organ part description, age and disease condition applicability, and the imaging modality used to construct the atlas. Currently, a growing number of multimodality, multiorgan atlases for different patient conditions are available (eg, labeled atlases of the brain and, more recently, of the brainstem) and include diseaseand age-specific data sets (18, 19) . Registration of multimodality images has been reported for a number of non-brain structures as well (20 -22) . The knowledge base should also include a table that allows mapping of common anatomic terms to controlled vocabulary codes (eg, Systematized Nomenclature of Human and Veterinary Medicine [SNOMED], UMLS) to support mapping to anatomic descriptions found in the corresponding radiology reports.
Registration Selector.-It is important that the registration algorithm be completely automated, accurate, and robust. A number of efficient twodimensional and three-dimensional (3D) registration algorithms have been reported that require little or no manual intervention (23) . The knowledge base should include expert-defined rules (or more sophisticated statistical classifiers) related to the choice of registration algorithm and optimal processing parameters for the current imaging study. These rules should be based on published validation studies of registration algorithms or determined by performing registration experiments on typical clinical studies.
Contour Generator.-The Contour Generator performs registration using the algorithm (and parameters) selected by the Registration Selector. The output of the registration algorithm is a matrix that defines the spatial transformation between the patient image data set and the atlas space. This matrix is used to estimate the locations of structures on the patient images from the contours defined for the atlas. Because the image acquisition geometry is known for each series, the transformation matrix can also be used to identify the relevant structures on all the images in a given study. In addition, the Contour Generator identifies the images associated with the location descriptions of findings extracted from the radiology report.
Natural Language Processor.-The input for the NLP is the free-text radiology report. The NLP then outputs a set of structured frames. Each frame contains the important attribute descriptions reported for a particular finding. Attributes typically found in radiology reports include size, location, extent, severity, certainty, and interpretation. The attributes of a finding are expressed in terms of a set of logical relations. A logical relation includes a predicate (eg, "hassize") and three arguments: head, relation, and value. Thus, a logical relation might read: has-size ("mass" [head], EQUALS [relation], "5 cm" [value] ). The attribute required for initial localization of the findings for image content extraction is termed the location attribute. The NLP extracts location information from the text and expresses this information as a set of logical relations. For example, the phrase "mass in right anterior lobe" creates the following logical relations: (a) has-location (mass, in, lobe), (b) has-direction (lobe, EQUALS, right), and (c) has-direction (lobe, EQUALS, anterior).
Term Mapper.-The input to the Term Mapper is either the set of location-specific logical relations from the NLP or anatomic terms entered from a structured data entry module. The Term Mapper accesses a dictionary that defines a list of synonyms for each atlas term. This synonym dictionary represents an attempt to standardize the anatomic descriptions found in free-text reports. Alternatively, all structures listed in the atlas could be coded to a standardized terminology such as SNOMED or UMLS (24, 25) . The structured findings would then be mapped directly to the standardized terminology. An important aspect of including this standardized terminology coding step is that it permits relaxation from smaller to larger parent structures from the hierarchy of anatomic listings. This feature is useful if the atlas does not contain a structure mentioned in the report because the general location in the image data set can still be determined if a "parent structure" can be identified in the atlas.
Image Segmenter.-Accurate registration between the atlas and patient image data sets should result in correctly defined structures. However, this cannot be physically realized due to the biologic variability in brain morphology. The models generated by the Contour Generator could potentially be regarded as "rough estimate" contours. These contours could then serve as the initial seed contours for segmentation algorithms. For instance, elastically deformable models have recently been applied successfully in medical image segmentation problems (26) . Furthermore, nonanatomy-type attributes (eg, shape, size, extent, intensity [density]) related to a finding described in the report and extracted by the NLP could provide an additional context for knowledge-based segmentation methods.
Feature Extractor.-The Feature Extractor calculates quantitative features for each finding segmented by the Image Segmenter. These features include descriptors of shape, size, border characteristics, and homogeneity, which can then serve as more precise image content indexes complementing the traditional qualitative descriptions found in radiology reports.
Specific Implementation: Brain MR Imaging Studies
The Study Identifier is implemented with a JAVA program that reads the DICOM headers associated with the imaging study. This provides structured information related to each series in the study including imaging plane (axial, coronal, sagittal, oblique), sequence type (two-dimensional or 3D), section thickness, section spacing, number of sections, and echo time and repetition time. The Study Identifier has been programmed to prefer a 3D patient image data set for atlas registration owing to the higher resolution of this sequence.
A single brain atlas was used in our study. The atlas was derived from an averaged high-contrast template based on 3D volume data obtained in nine patients with a T1-weighted, spoiled gradient-echo MR imaging sequence with a 256 ϫ 256 matrix (18) . Sixty-eight structures have been defined as 3D contours in the stereotactic coordinates of the template. The coordinates were projected on a section-by-section basis to facilitate ready identification and display of the atlas images containing different anatomic structures. The brain atlas was processed (scaled) so that the gray-scale-intensity range of the atlas images was comparable to that of the acquired patient images. Atlas images were resectioned along imaging planes (eg, the brain atlas images were resectioned along the axial planes to register a set of axially acquired images).
In addition, we used a single registration algorithm: the Automated Image Registration (AIR) program, version 3.0, developed by Woods et al (27, 28) . This algorithm was chosen because of our requirement of minimal user intervention. It is available at http://bishopw.loni.ucla.edu/AIR3 and is based on the matching of voxel intensities. The algorithm has been tested extensively for accuracy using both inter-and intrasubject registration (27, 28) . The spatial transformation model used in our study is the 3D affine linear model. This model has 12 parameters and allows rotation, translation, and independent rescaling along any arbitrary set of axes. The 12-parameter affine model has been validated in previous intersubject MR imaging studies as optimal in terms of registration accuracy and computation time (28) . The algorithm uses an index denoted as the cost function to quantitatively measure how well the images are registered. For the registrations reported in this article (ie, from patient image data set to atlas) a cost function called the scaled leastsquared difference was used, wherein the difference between the resampled image and the reference image is computed at each voxel and the square of this difference is averaged across voxels to generate the least-squared cost function. The scaled least-squared difference image allows global intensity rescaling of the images relative to each other and was chosen to account for possible intensity scale differences between the atlas and patient image data sets.
The input to the Contour Generator is the spatial transformation matrix outputted by the registration algorithm, and the Contour Generator uses this matrix to transform coordinates of structures defined in the atlas space into coordinates within the patient image data set. The coordinates are then projected on a section-by-section basis (x and y coordinates collated at the same z value) to facilitate ready identification of the patient images containing the anatomic structure of interest. The Contour Generator then creates a file containing a list of coordinates for structures of interest associated with that imaging study.
The NLP we used is that described in a study by Taira et al (29) . The module was installed on a UNIX server and processed all radiology reports offline. The architecture of the statistical NLP module includes (a) a structural analyzer that isolates sections as well as individual sentences within the radiology report, (b) a lexical analyzer that looks up semantic and syntactic features of words in a lexicon, (c) a parser that determines word dependencies, (d) a semantic interpreter that interprets the word links created by the parser and outputs a set of logical relations, and (e) a discourse processor that determines whether a finding is new or is a referent to a finding from a previous term. The parser and semantic interpreter use statistical methods, and the structural analyzer uses a maximum entropy classifier. Each structured finding has a head (keyword) and modifiers and is represented as a frame, which is then stored in an individual file. For example, in the location term "right anterior lobe," "lobe" is the keyword and the modifiers are "right" and "anterior."
The Term Mapper includes a synonym glossary that lists structures identified in the brain atlas. The synonym glossary was created manually with input from several sources including radiologists, textbooks, and electronic brain glossaries. As outlined in the previous section, the output of the NLP for an anatomic location is a term that includes a keyword and one or more modifiers. The atlas structure corresponding to an NLP term is determined with a string search of the synonym glossary. The query for this string search is constructed from the NLP term, which normally consists of two to four words. All the words are included in the first query. Failure to locate this combination of words results in a search with a new query. New queries are formed by successively dropping modifiers from the original term. This process continues until a specific combination results in a successful retrieval. In forming these queries, the keyword is never dropped because doing so may result in retrievals that are not related to the primary concept.
The Image Segmenter currently defines only a bounded area for each structure identified by the Contour Generator. The boundary box is defined so that it encloses all the contour points and has a margin whose width is determined by the size of the structure. This bounded area serves to localize the structure with a high degree of certainty. The Feature Extractor determines the size (in voxels) and the center of mass of each structure.
The imaging studies used in our investigation were chosen to represent typical clinical MR imaging examinations of the brain and included seven 3D T1-weighted and two 3D T2-weighted data sets. In this preliminary study, only axially acquired images were chosen for evaluation. No postprocessing of the images was performed prior to registration. Figures 2 and 3 show the user interface for selected MR imaging studies. Figure 2 as "ventricle" modified by "lateral." The synonym dictionary (Term Mapper) helps map this anatomic description to the corresponding term or terms in the atlas. Because the radiology report did not specify any details beyond "lateral ventricle," the Term Mapper found seven structures in the atlas that included this term in the description. The lower right panel displays some (but not all) of the structures identified by the NLP because the atlas presently contains only a limited number of defined structures, resulting in incomplete labeling of the patient images. In contrast, all terms in the atlas that matched the location attribute "lateral ventricles" identified by the NLP are listed.
The locations of 599 structures were visually assessed by an experienced radiologist (A.Y.) and compared with the locations indicated by automated output. The in-plane accuracy of the contours was subjectively evaluated on a 3-point scale as either good (Fig 4), moderate (Fig 5) , or poor (Fig 6) . The criterion for classifying a structure as correctly located was that 90% or more of all the images containing the structure had to be correctly identified. 
Results
The Table qualitatively summarizes the accuracy of automated registration as evaluated with visual assessment. For 98% of the structures, the images identified by the automated algorithm agreed with those identified by the radiologist, and in 83% of cases, image contours showed a good inplane overlap. Intraobserver variation in contour classification varied by less than 1% (ie, less than four of 599 contours were rated differently in independent trials). In an independent study, the accuracy of the NLP module was found to have recall and precision values of 90% and 89%, respectively (29) . The effectiveness of the system in correctly identifying brain structures as small as Figure 6 . Contours rated as "poor" by the radiologist. Brain MR images show structures that have been incorrectly identified by the automated algorithm, including the corpus callosum (a) and part of the lateral ventricles (b). Arrow indicates the contours generated by the automated algorithm for these two structures. 1-2 mm is shown in Figure 7 . As shown in Figure  7d , even a relatively small structure such as the temporal horn of the lateral ventricle (2-3 mm) is correctly located by the automated algorithm. Automated in-plane localization of this structure was rated by the radiologist as "good" in 80% of cases and as "moderate" in 20%.
In-Plane Grading of Contours Generated with Automatic Image Content Extraction

Discussion
An important requirement of an image content extraction system used to process a large number of studies is that it be entirely automated. The AIR registration algorithm typically works best with brain images from which non-brain structures have been removed. Several automated image-processing algorithms have been developed for removing the skull component from brain images. However, given the variability of clinical data, often there is still a need for considerable manual intervention to process all images correctly. The nine image data sets processed in this pilot study show that for the purpose of image identification, the AIR registration algorithm worked effectively without the need for removing the skull components from the image. Our initial experience with sagittal and coronal images indicates that they may require some preprocessing to eliminate non-brain structures for accurate registration. This is due to the greater amount of nonbrain structures visible in these two orientations compared with the axial view. The registration The smallest structure that was contoured accurately in most patients was the temporal horn of the lateral ventricle (2-3 mm).
algorithm takes 15-20 minutes to complete; however, this will not impact the user because the algorithm runs in the background, triggered by the arrival of images to our PACS database (Fig 1) . The accuracy of the AIR registration algorithm that has been reported in MR imaging validation studies ranges from 75 to 150 m for intrasubject registration and from 0.6 to 1.9 mm for intersubject registration. Intersubject or subject-to-atlas registrations have a lower accuracy due to the variability in brain morphology across the population. Intrasubject registrations are typically performed to monitor changes in serial studies (eg, tumor growth on a set of images acquired at different times). In these studies, registration accuracy must be high to record small changes in tumor size. In our study, however, the primary focus of the registration was to locate the images that contained the relevant structures identified by the NLP. Thus, the requirements for the accuracy of the registration algorithm are relaxed because registration accuracy has to be only within a section thickness.
As noted earlier, we found excellent correlation between identification of structures with the automatic algorithm and that by visual assessment. Although our sample size was limited, the studies were chosen at random from brain MR imaging examinations and represent typical clinical studies. Thus, we strongly believe that a more comprehensive evaluation will show our method to be a robust technique for localizing brain structures on patient images. Furthermore, the accurate inplane localization of more than 80% of the structures indicates that these represent a good "rough estimate" for contour-refining segmentation algorithms. A more appropriate evaluation would be to compare the accuracy of identification of relevant images and structures by the image content extractor versus identification by a radiologist. This evaluation was not performed due to the availability of only a limited number of structures in the brain atlas.
An analysis of the test results shows that several factors can lead to incorrect identification of structures on patient images. For images of brains that do not show gross morphologic distortions from the brain atlas of healthy volunteers, the major sources of error are biologic variability and inconsistent data acquisition. The latter includes studies acquired under low-resolution conditions (low in-plane resolution, thick or noncontiguous sections) or with limited coverage of the brain. However, inaccuracies in the identification of structural contours due to these factors are small compared with those in brains that have been morphologically altered by an underlying disease process. Fairly substantial changes in brain structure including distortion and displacement can be caused by tumor (Ͼ1 cm) or edema. In these cases, contours of structures adjacent to the tumor cannot be accurately determined with registration to a "normal" brain atlas (Fig 8) . We are currently investigating techniques for modeling the effects of a tumor (given its size, shape, and location) on adjacent anatomy. A disease-specific brain atlas will have to be used for registering data obtained in patients with diseases such as Alzheimer disease that cause gross morphologic changes (18) . The availability of such atlases could extend the scope of this technique to include patients with these conditions.
As stated earlier, the accuracy of the image indexing algorithm proposed in this article depends on the accuracy of the NLP algorithm. Preliminary experiments evaluating various aspects of the algorithm have been performed on chest radiology reports with the following results: parser recall, 89%; precision performance, 90%; semantic interpreter recall, 79%; and precision, 87% (29) . When the system is fine-tuned for neuroradiology reports, similar recall and precision values are expected. Thus, we anticipate that most of the findings in a radiology report will be correctly identified by the NLP. We have also developed an editing interface that incorporates speech recognition and NLP features to enable radiologists to view and edit the structured findings as part of their workflow. This system could potentially be integrated with the image content extraction module, thereby eliminating structuring errors from the NLP.
The term mapping process also introduces a source of error in that an incorrect synonym match will result in the wrong structure being identified. At present, the interface allows the user to manually add synonyms to the atlas nomenclature. As more cases are processed and verified, the synonym dictionary will expand to include a fairly comprehensive list. A simple string search is used in the current system to map the structured findings to those contained in the atlas. Our future plans include incorporating more sophisticated term mapping programs. The incorporation of a standardized nomenclature such as SNOMED RT (24) to classify atlas structures will allow navigation in a hierarchic arrangement of brain structures.
The implementation and validation studies described in this article were limited to MR imaging studies of the brain but can readily be extended to include brain images from other modalities such as computed tomography (CT) and positron emission tomography (PET). This extensibility depends on one main factor: accuracy of registration of CT and PET brain data to an MR imaging atlas. Multimodality registration combining MR imaging with CT or PET has been validated, and accuracy usually approximates the resolution of the lower-resolution image for intermodality registrations (28) . Accuracy will be slightly lower for multimodality registration of patient image data to the atlas but should be sufficient for localization of structures. Extension to non-brain structures may not be quite as straightforward as extension to other modalities but is still feasible depending on the availability of accurate registration algorithms developed for specific body parts.
Conclusions
Our limited validation study helps confirm that image content can be characterized by combining registration to a labeled atlas and natural language processing of free-text reports. The range of applicability of this technique must still be tested by applying the technique to a large number of studies (200 -300 studies). However, limitations can be inferred even from preliminary validation studies: The technique will fail whenever patient anatomy is altered significantly from the atlas anatomy (eg, by an underlying disease process). The use of disease-specific atlases may alleviate the problem to some extent but may not be extensible to all patient conditions (eg, neoplastic involvement). Alternate strategies such as querying by a reference image or by image attributes (10 -14) may have to be used for these studies.
