By using a relation between the su q (2) R-matrix and the Burau representation of a braid group, we introduce an invariant of links in S 3 which we call a contribution of a U(1)-reducible connection to the colored Jones polynomial.
Introduction
The famous topological invariant of knots and links -the Alexander-Conway polynomialcan be calculated by various means, in particular, by Conway's skein relations or by expressing it as a determinant of a matrix related to the Burau representation of the braid group.
The polynomial that comes out of these calculations has a clear topological interpretation in terms of the properties of the group of the knot.
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The colored Jones polynomial of knots and links can be also calculated by either skein relations and cabling or by taking a trace of the product of R-matrices coming from the quantum algebra su q (2) . However, in contrast to the Alexander polynomial, the emerging expressions do not appear to have a simple structure that would point towards their topological interpretation. Therefore some tricks are needed in order to see topology inside the colored Jones polynomial. Then, as explained in [2] , the path integral formula for the Jones polynomial [8] suggests that in the limit
J α (L; q) decomposes into a sum of contributions of the stationary phase points. The sum goes over the set C(L; a) of connected components of the moduli space of flat SU(2) connections in the link complement S 3 \ L, which satisfy the boundary conditions: there exist g ⊂ SU (2) such that Pexp mer j A dx = g j e iπa j σ 3 g
here Pexp mer j A dx is the holonomy of the SU(2) connection A along the meridian mer j of L j and σ 3 ∈ su(2) is one of the Pauli matrices. More precisely, the dependence of the Jones polynomial on K in the limit (1. n , n ≥ 1 remains to be investigated.
Unfortunately, the formula (1.4) is still a conjecture, so we have to resort to a somewhat weaker semi-classical limit K → ∞, α j = const (i.e. q → 1, a j → 0).
(1.5)
The properties of the colored Jones polynomial in this limit were studied by P. Melvin and H. Morton [3] . They proved the following The coefficients of this expansion are polynomials of colors α, so
here |x| = This theorem was strengthened further in [6] : Theorem 1.3 For a knot K ⊂ S 3 there exist invariant polynomials P n (K; t) ∈ Z[t, t −1 ], The polynomials P n (K; t) are balanced:
P n (K; t −1 ) = P n (K; t).
(1.13)
The equation (1.11) should be understood in the following way: the complete expansion of its r.h.s. in powers of h leads to eq.(1.8).
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The purpose of this paper is to prove a formula similar to (1.11) for links. Let us start with the necessary notations. For an oriented L-component link L ⊂ S 3 we introduce the Alexander-Conway polynomial ∇ A (L; t) according to the definition of [7] , except that our t is equal to t 2 of Turaev. The function ∇ A (L; t) is not quite a polynomial: there exist invariant polynomials P n (L; t) ∈ Z[t, t −1 ], n ≥ 0, such that and we used the notation xy = {x 1 y 1 , . . . , x L y L }, {x} = L j=1 x j . The polynomials P n (L; t) have the following properties: 
The sign ⇐ in eq.(1.21) indicates that the equation holds only in a limited sense: a complete expansion of its r.h.s. in powers of h through a special step-by-step procedure which we are about to define, produces the Melvin-Morton series (1.7). A special procedure for the expansion of (1.21) is necessary because if L ≥ 3, then
(in our notations x = y means that x j = y, 1 ≤ j ≤ L). More precisely, for some constants a,
here f (a) is a polynomial of a whose coefficients depend on the linking numbers l ij . Therefore a complete straightforward expansion of the r.h.s. of eq.(1.21) in powers of h does not yield a series of the form (1.7), because the powers of f (α) will remain in denominators.
Let L be an algebraically connected link. We want to index its components in a special
For any choice of the last component L L , there exists an admissible indexing. For example, choose a tree subgraph Γ t ∈ Γ L containing all the vertices of Γ L , and introduce a function l(j) which is equal to the number of edges connecting L j and L L . It is easy to see that if an indexing satisfies a property:
Besides the explicit presence of powers of h, the r.h.s. of eq.(1.21) has an implicit dependence on h through the terms q α j and q α i α j . Definition 1.8 A step-by-step expansion of the r.h.s. of eq. (1.21) in powers of h consists of L steps. At the j-th step (1 ≤ j ≤ L) we expand the expression in powers of α j . More precisely, we expand the terms q α j and q α i α j , i < j in powers of h, α j and q α i − 1 according to the formulas
We will prove the following 
In these equations we use notations
is a sublink of L which contains only the last
are invariants of L. They satisfy the following property: for fixed α ∈ Z,
are invariant polynomials of L whose degrees and coefficients depend on α ∈ Z. These polynomials satisfy the properties (1.25) , (1.26 ) and 
Theorem 1.9 implies that the step-by-step expansion of the r.h.s. of eq. (1.21) will lead us to the series of the form (1.7). According to eq. (1.29) and (1.30), the j-th step of the step-by-step expansion is essentially an expansion in powers of α j . Therefore we could run into trouble only if for some 0 ≤ k ≤ L − 1 the Alexander-Conway polynomial in the denominators of (1.21) becomes zero at α k+1 = 0. According to the Torres formula,
The first factor in the r.h.s. of this equation could be dangerous, but if the indexing is admissible, then l j,k+1 = 0 at least for some j ≥ k + 2, so this factor is non-zero. The denominators of eq.(1.32) cause no trouble in view of eq.(1.10).
Remark 1.11
The previous argument shows that at each step of the expansion of eq.(1.21) only positive powers of h and α are generated. Thus in order to find a particular coefficient D m;n 0 of the series (1.7) we may put a truncated sum n 0 n=0 instead of the infinite sum ∞ n=0 in eq.(1.21). However in doing this, we must also do the same substitution in all the intermediate formulas (1.31) and (1.32) thus consistently discarding all terms of order h n , n ≥ n 0 at every step of the step-by-step expansion. Indeed, since the form of these terms is no longer controlled by the Theorem 1.9 at our level of precision, they may produce lower powers of h at the later steps of expansion thus interfering with the valid terms.
The definition of invariant polynomials P n (L; t) can be extended to any link which has non-zero Alexander-Conway polynomial, with the help of the following Proposition 1.12 Let L ⊂ S 3 be a link with at least 2 components, such that Let us sketch briefly the proof of the Theorem 1.5. The main idea is the same as in the proof of Theorem 1.2 in [6] . We present the link L as a closure of an N-component braid B and write its colored Jones polynomial as a trace of the product of R-matrices which is taken over the tensor product of α j -dimensional su q (2) modules V α j . In spirit of the Bernstein-Gelfand-Gelfand resolution, we present a trace over V α j as a difference of traces over the infinite-dimensional Verma modules V α j ,∞ and V −α j ,∞ . In contrast to the case of a knot discussed in [6] , the contribution of the spaces V −α j ,∞ survives, thus generating the sum over µ in eq.(1.21).
To calculate the trace of the product of R-matrices, we identify the tensor product of Verma modules V α j ,∞ with a symmetric algebra of an N-dimensional space. It turns out that in the limit (1.2) the product of R-matrices becomes an automorphism of that algebra.
The automorphism is generated by the Burau representation of the braid group. Thus the actual R-matrix representation of the braid group is a deformation of the symmetric algebra of the Burau representation, h being the deformation parameter. Accordingly, the trace of the product of R-matrices can be evaluated by 'perturbing' the geometric series formula which calculates the trace over the symmetric algebra. The unperturbed geometric series yields the term at n = 0 in the sum of eq.(1.21). The Alexander-Conway polynomial in its denominator is due to the Burau representation.
The application of the geometric series trace formula requires a 'regularization' of the symmetric algebra automorphism. The regularization depends on a set of parameters λ and reproduces the actual Jones polynomial only at λ = 1. The expansion of the trace formula in powers of h has to be performed prior to setting λ = 1. This order is important, because the denominators of the geometric series formula are singular at λ = 1, h = 0 (cf. eq.(1.27)).
However we will show that if L is algebraically connected, then the step-by-step expansion can be carried out after setting λ = 1. This almost proves the Theorem 1.6.
The only remaining problem is that in case of a link, the denominators of the geometric series formula contain the Alexander-Conway polynomial multiplied by an extra factor
We prove that this factor has to cancel out because any link component can be the last in an admissible indexing, while the expansion formula of the type (1.21) is unique.
We conclude the introduction by giving a 'path integral' interpretation to the formulas (1.11) and (1.21) in terms of the stationary phase path integral formula (1.4). If we substitute (1.1) into eqs.(1.11) and (1.21) then we get the expansions
Both formulas (1.42) and (1. In case of a knot, the set C(K; a) is very simple when
For any knot K ⊂ S 3 there is a number a * (K) such that if a < a * (K) then C(K; a) consists of only one element -a U(1)-reducible connection (the one that is proportional to the closed 1-form in the knot complement). The r.h.s. of (1.42) matches the path integral predictions for the contribution of this connection [4] . Also when we expand the r.h.s. of eq. If L is an algebraically connected link with admissible indexing of its components, then the irreducible connections do not appear in the area 
This series can be calculated directly and explicitly by using the deformed Burau matrices as desribed in Section 3 (see Remark 3.13).
2 The colored Jones polynomial as a trace
The matrix elements of the twistedŘ-matrix
Let us recall the basic facts about the presentation of the colored Jones polynomial as a trace of the product ofŘ-matrices. We denote by V α an α-dimensional su q (2) module. We choose the basis f m , 0 ≤ m ≤ α − 1, such that the generators of su q (2) act on it according to the formulas
here, as usual,
The universal R-matrix acts on the tensor product of two su q (2) modules V α 1 ⊗ V α 2 . Its matrix elements are
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This formula can be easily rewritten as
We were able to extend the sum over n from 0
then at least one of the factors in the product
The matrixŘ which participates directly in the formula for the Jones polynomial is usually defined asŘ = P R, here P is the permutation operator
We will use a modified (twisted)Ř-matrix defined aš
hereα is an operator which mulitplies the space V α by α
We hope that the use of the symbolŘ for the twisted operator (2.8) will not cause confusion.
The matrix elements ofŘ follow from eq.(2.6)
In order to find the matrix elements of the inverse matrixŘ −1 we combine the relation
Remark 2.1
The main reason for twisting the usual definition ofŘ-matrix is that the matrix elements (2.10), (2.11) have certain integrality properties. Since
there exist the polynomials
such thať
The braid trace formula for the colored Jones polynomial
Let L be an L-component link in S 3 . We present it as a closure of an N-strand braid B.
We index the strands of B according to the order in which they appear at the bottom of the picture of the braid from the left to the right. Each strand is a part of a link component of L, so we introduce a function l such that if l(i) = j then the i-th strand is a part of L j .
To each braid strand we attach an su q (2) module V α l(j) , here 1 ≤ j ≤ N is the index of the strand and α j , 1 ≤ j ≤ L are the colors of the link components. To the braid B we associate an operatorB which acts on the tensor product of the su q (2) modules
The operatorB is constructed in the following way: decompose the braid B into a product of positive and negative elementary braids and subsitute each elementary braid by eitherŘ orŘ −1 acting on a product of spaces V α attached to the strands which this braid permutes.
This construction is known to represent the braid group.
We also need a quantum trace operator Q. Suppose that we produce the link L from the braid B by closing the first N 0 strands to the left of the braid, while the remaining N − N 0 strands are closed to the right of it. Then we define the operator
The colored Jones polynomial of L can be expressed as a trace of QB:
The factor q −φ sl is the 'self-linking correction' which is due to the fact that the link components of the closure of B have non-zero self-linking numbers in the 'blackboard framing':
and a self-linking number l jj is equal to the difference between the number of all positive and negative crossings of the braid strands which are parts of L j .
The formula (2.17) usually has the braiding matrixB composed of the product of standardŘ-matrices:Ř = P R. Our matrixB differs from the standard one by the conjugation by an operator
Therefore it yields the same trace (2.17).
The trace over V α can be reduced to a smaller subspace by breaking a closure strand.
We introduce a broken strand quantum trace operator
here I is the identity operator. The symbol Tr ′ Vα denotes a trace taken over all the spaces V α l(j) of the tensor product (2.15) except the space V α l(N 0 ) . Thus
is an operator acting on V α l(N 0 ) and
SinceB is su q (2)-invariant, the operator (2.21) is proportional to the identity operator:
here C is a constant. Then, according to eq.(2.22),
The constant C is a diagonal matrix element of the operator (2.21) in any basis of V α l(N 0 ) .
We choose the basis f m and take the diagonal matrix element of f 0 . In other words, we project the operator (2.21) onto the subspace
and present the Jones polynomial as a usual trace over
Regularization of the Verma module traces
The ultimate purpose of our calculations is to obtain an expansion of the Jones polynomial in powers of h = q −1. It turns out that it is easier to study the expansion of the 'regularized' version of the trace (2.26). Namely, we introduce an operator
We also need a projector P M which projects V α onto a subspace of eigenvalues of H which are greater or equal to −M (recall that the action of H on V α is a sum of its actions on the spaces V α l(j) of the tensor product (2.15)). Now we consider a regularized version of the trace (2.26)
α (M) no longer depends on M and we denote it simply as J (λ) α :
Then obviously, We can express the trace (2.28) as a combination of the traces over the subspaces
of the spaces 
Proof. We will use the following basic fact: if O is an operator acting on a finite-dimensional vector space V and a subspace W ⊂ V is invariant under that action, then
Moreover, there is an isomorphism of the su q (2) modules
If we choose the vectors f m , m ≥ α as the basis of V α,∞ /V α , then the isomorphism (2.37) is achieved by identifying
Since the R-matrix as well as the operators P M , Q λ and Q (N 0 ) can be expressed in terms of the generators of su q (2), their action is preserved by the isomorphism (2.37). Therefore the trace (2.28) can be presented as an alternating sum of traces over the tensor products of Verma modules. SinceŘ-matrix is the product of R and the permutation operator P , the same space V α j flows along all the strands which are part of the same link component L j of L. Therefore we have to switch the signs of α in all the corresponding Verma modules α (M). We introduce a new operatorη
The action of the quantum trace operator Q (N 0 ) on V α,∞,(N 0 ) can be expressed in terms of
we assume in eq. (3.3) that sign (n) = 0 if n = 0. A similar expression exists for the
Now we can rewrite the formula (2.34) aŝ The first stage of expansion affects the matricesB and Q (η)
The matrixB is composed of the matricesŘ andŘ −1 sitting at each elementary crossing of B. We studied the first stage of expansion of theŘ-matrix in [6] . We proved that the result of it can be presented in the following form: 20 Theorem 3.2 There exist the polynomials
The polynomials T
This theorem essentialy says that there are at most two powers of m 1 , m 2 or n for each power of h in the expansion of the matrix elements. This is easy to see by inspecting eqs. (2.10) and (2.11). The only non-trivial part of the theorem is that j powers of (1 − q ±α 1,2 ) in the denominator are accompanied by the factor j−1 l=0 (n − l). Explicit formulas for the first polynomials T (+) j,k are presented in Appendix 2.
We list the first few polynomials T j,k have rational rather than integer coefficients. However we 21
can apply the first stage of expansion to eq. (2.14) by expanding the q-dependence of
We introduce two 'parametrizedŘ-matrices' whose matrix elements arě
As we will see shortly, these matrices act on V α 1 ,∞ ⊗ V α 2 ,∞ as a symmetric algebra automorphism, so the traces of their products are easy to calculate.
We can express the matricesŘ andŘ −1 as a combination of the derivatives ofŘ (+) anď R (−) over their parameters. The formulas (3.10) and (3.11) suggest thať
, (3.17) 
and the notation cl. lim. (α) stands for
The matricesŘ (±) do not produce a representation of the braid group, except in the limit (3.20). Nevertheless we can construct a parametrized braiding matrixB a ± ,ǫ from the matricesŘ (+) andŘ (−) in the same way as we constructedB fromŘ andŘ −1 . Each crossing in the braid provides its own set of parameters, so the matrixB a ± ,ǫ depends on numerous parameters ǫ and a ± coming from each crossing.
The matrixB can be expressed in terms of the derivatives ofB a ± ,ǫ . Equations (3.17)-
here D a ± ,ǫ is a power series of differential operators which is a product of series (3.19) coming from all the crossings in the braid B. The bound (3.9) implies that
The factor q φcr accounts for all the factors q ±(1/4)(α 1 −1)(α 2 −1) coming from the matrices (3.17)
and ( 
The series (3.21) and (3.25) converge for any matrix element in the basis of f m . This convergence becomes uniform when we multiply both sides by the projection operator P M which cuts off f m with large m. Therefore we come to the following can be presented aŝ
Calculation of the trace
The trace of eq.(3.26) can be calculated with the help of the same lemma as in [6] . We establish an isomorphism between the space V α,∞ of (2.32) and the algebra of poly- 
The action of Q (η)
λ on V α,∞ is an algebra automorphism generated by the scaling
Proof. This proposition can be verified directly. For example, the first of the matrices (3.31)
transforms a monomial z
This expression matches the r.h.s. of eq.(3.15) under the identification (3.30). 2
If follows from the Proposition 3.7 that the action of the parametrized matrixB a ± ,ǫ on the space V α,∞ is an algebra automorphism generated by the linear transformationB a ± ,ǫ [q α ] of W N . This transformation is a product of the matrices (3.31) assembled in the same way as theŘ-matrices in the expression forB. We emphasize the dependence ofB a ± ,ǫ on q α , because the space W N does not carry any reference to the values of α. If the parameters λ are sufficiently small, then the absolute values of all eigenvalues of the operator Q (η) λB a ± ,ǫ are less than 1. Therefore in view of the Lemma 3.6,
Combining this equation with eq. (3.26) we may write, at least formally, the expression for the limit ofĴ
Remark 3.8 We should be careful in interpreting the meaning ofĴ 
Similarly to eq. depends on h through q α , it has to be expanded prior to taking the sum over n.
The formula (3.34) for the trace and hence the formula (3.36) were derived in the assumption that all λ are sufficiently small. However, according to Remark 2.2, J 
We put big parentheses in this formula because the complete expansion in powers of h inside them should be performed before setting λ = 1.
Integrality properties
Consider a structure of an individual term λ that
a ± ,ǫ,λ increases the power of the determinant in the denominator while adding its derivative to the numerator. Therefore in view of the bound (3.28),
Lemma 3.10 The polynomials Q n (q α , λ) have integer coefficients
Proof. Consider the expansion of the regularized Verma module traceĴ
The structure of the operator Q In order to perform the first stage of expansion of C m in powers of h, we use eq.(3.14) for the matricesŘ,Ř −1 which composeB and also expand q = 1 + h in (3.45). In the resulting expression
the coefficients C m;n are polynomial functions of the coefficients C (±) m 1 ,m 2 ,n,k of eq. (3.14). These polynomials have only finitely many terms because theŘ-matrix commutes withη, so that the calculation of a diagonal matrix element of q −φcrB can be restricted to the finitedimensional eigenspace ofη in V α,∞ . Since q −φcr cancels the factors q ±(1/4)(α 1 −1)(α 2 −1) in eq.(3.14), we conclude that
It follows from eqs.(3.43), (3.44) and (3.46) that
Comparing this equation with eqs.(3.35) and (3.40) we find that
A combination of (3.39) and (3.47) leads to (3.42). 2
We can rewrite eq.(3.36) with the help of Lemma 3.10.
Proposition 3.11 The regularized trace (2.28) can be presented as a power series
J (λ) α = [α l(N 0 ) ] µ j =±1 (j =l(N 0 )) µ l(N 0 ) =1 {µ} Λ −1 (α) q φtot(µα) ∞ n=0 Q n (q µα , λ) D 2n+1 (q µα , λ) h n , (3.50) here D(q α , λ), Q n (q α , λ) ∈ Z[q α , q −α , λ], Q 0 (q α , λ) ≡ 1. (3.51)
Burau representation and the Alexander polynomial
Finally we can bring in topology. We observe thať
here
These matrices form the Burau representation of the braid group, in particular,
The Alexander-Conway polynomial of the link L can be deduced from this representation.
We construct the braid matrix B[t] from the matrices (3.53) in the usual way. We also introduce a correction factor
In fact, this could be deduced from the definition (3.55) in a purely combinatorial way.
Since the determinant (3.29) reduces to that of eq.(3.56) at λ = 1, then
Suppose that we could find a way to put λ = 1 in eq.(3.37) before expanding it in powers of h. Then, in view of eq.(3.50) and (3.58),
can be absorbed by redefining the polynomials Q n (q α ). We should also dispose of the factor q φ 2 , because φ 2 is not a link invariant. We do this by expanding (1 + h) φ 2 in powers of h and combining this expansion with the series of eq.(3.59). It is easy to deduce from (3.57) that n holds [5] and it is saturated by the triple Milnor linking numbers. Proof. We will show that after k steps of the step-by-step expansion of the r.h.s. of eq. It is easy to see that no singularities appear at k = 0, that is, prior to the first step of expansion. Indeed, in view of eqs.(3.58) and eq.(1.38),
denotes a sublink of L which contains only the last L − k components. Since L is algebraically connected, then l 1j = 0 for at least some j ≥ 2 so that
Thus the whole denominator (4.2) is non-zero.
If we proceed to the second step of the step-by-step expansion and set α 2 = 0, then the expressions (4.3) and (4.2) may become identically zero. This happens if l 12 is the only 32 non-zero linking number among l 1j , 2 ≤ j ≤ L. Thus we have to show that the dangerous zeroes of (4.2) at α 2 are cancelled after the first step of expansion, that is, after we expand the r.h.s. of eq.(3.37) in powers of α 1 and take a sum over µ 1 = ±1. More precisely, we want to prove a weaker version of Theorem 1.9.
We use the following notations: for a number k ≤ L, 
; q µα , λ) ≡ 0 at α k+1 = 0, λ = 1, so no singularities are encountered at any step in the step-by-step expansion of (3.37) at λ = 1. Therefore eq. (4.4) proves Proposition 4.1. 2
Proof of Proposition 4.2.
We have to demonstrate that eq. (4.4) represents the expansion of the trace (2.28) at large M (see (2.29)) in powers of α at λ = 1. We will get such an expansion by performing the α expansion already in the matrix elements (2.10), (2.11) rather than waiting till eq.(3.49). Thus our calculation will be a hybrid of [3] and Sections 2, 3.
In our current notations, eq.(2.28) presents the colored Jones polynomial J
α,α (L; a) as a trace over the tensor product V α ⊗ V α (in fact, the order in which the individual factors V α j 33 appear inside V α ⊗ V α is mixed). We will resolve the spaces of V α in a combination of Verma modules so that
(cf. eqs.(2.33), (2.34)).
Next we have to expand the matrix elements of eq.(2.10) and (2.11) in powers of h through the first stage of expansion and through the first k steps of the step-by-step procedure. We will do this only forŘ, because the formulas forŘ −1 are similar. There are four separate cases depending on whether α 1 or α 2 of eq.(2.10) belong to the set α. If α 1 , α 2 ∈ α then we use eqs.(3.10) and (3.17) for the matrix elements (2.10). In other caseš
are polynomials
n,l . (4.14)
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According to Remark 2.1, the polynomials C
have certain integrality properties Let us say that a transition between f m 1 ⊗ f m 2 and f m 2 +n ⊗ f m 1 −n corresponds to the transfer of n units of η-charge. Let S be the set of all possible assignments of η-charge transitions to the crossings at which at least one strand is from L j , j ≤ k. We assume that all assignments are compatible with the conservation of η-charge. We will prove the following
be the contribution of a particular assignment s ∈ S to the trace (4.7) . This contribution can be presented in the form similar to (4.4)
Suppose that this proposition is true. As we know from eq.(4.6),
Equations (4.8) and (4.9) demonstrate that the matrix elements corresponding to the acquisition of n units of η-charge by a vector f m ∈ V α , α ∈ α are at least of order h n . Therefore for a fixed positive integer numberM , the terms of order hM in J
α,α (L; a) receive the contributions from only a subset SM ⊂ S consisting of assignments such that the sum of all positive charges added to the vectors of V α is not greater thanM. Due to the η-charge conservation, this condition restricts not only the acquisitions but also the losses of η-charge.
Therefore the set SM is finite and each term of a given order in h in eq. (4.18) receives a contribution from only a finite number of assignments s. As a result, Proposition 4.2 follows from Proposition 4.3.
2
Proof of Proposition 4.3. We begin the calculation ofĴ 
here p is a non-negative integer and β is a linear combination of the colors α with integer coefficients. This sum is easy to expand in powers of q β − 1 (and hence in powers of q α − 1), for example,
here C l,m are rational constants expressable in terms of the coefficients of Bernoulli polynomials.
So far we see that for a given assignment s, the trace over V α of the product of matrix elements ofŘ andŘ −1 which correspond to the crossings involving at least one strand of L j , j ≤ k (together with the matrix elements of Q (N 0 ) acting on V α which are easy to account for), has the following form
Here we use the following notations: ∆ is a set of crossings in which one strand belongs to
and the other belongs to B \ B [k] , m δ , δ ∈ ∆ is an η-charge of a vector of the strand of B [k] which enters into the crossing δ, η δ is a loss of the η-charge by that vector at the crossing, ∆ + is a subset of crossings where
The numbers C λ,λ, l ∼ ,n are rational coefficients. The bound
follows from (4.12) while the bound |l| ≤ |l| + 2n + 1 (4.23)
follows from the bounds (4.13), (4.14) and m ≤ p + l + 1 of (4.20).
Now the contribution of the assignment s to the trace (4.7) can be described in terms of the braid B [k] . We have to construct a braid operatorB (s)
[k] which in addition to the usuaľ R-matrices at the crossings of B [k] has also operators at the points of the set ∆ which left their markings on the strands of B [k] . The product of the matrix elements of these operators is (4.21). ThenĴ
There are different ways to calculate the trace (4.24). We will do it in a way which is totally similar to the calculation of the trace (2.34) in Section 3. We add an extra 'artificial' strand to the braid B [k] and assign to it an infinitie-dimensional space V ∞ with the basis f m , m ≥ 0. The operatorη acts on V ∞ as (3.1).
We introduce a parametrized operatorB 
For a point δ ∈ ∆ − we insert a similar operator
We arrange the operators O + and O − on the artificial strand in such a way that all O + preceed all O − . Now we can express the operatorB (s)
[k] as a combination of derivatives of the operatorB With eq. (4.27) at hand, the calculation of the trace (4.24) runs similarly to that of Section 3. Indeed, the operators (4.25) and (4.26) are symmetric algebra automorphisms generated by the 2 × 2 matrices
Therefore an application of the tricks of Sections 2 and 3 toŘ-matrices insideB 
Uniqueness of the expansion
Our remaining task is to derive Theorem 1.6 from Proposition 4.1. Theorem 1.9 follows from Proposition 4.2 in a similar way.
We have to prove two things: the polynomials Q n of eq. 
Proof. Suppose that all D m;n = 0. We have to prove that the terms in (4.33) that come from different combinations of the signs µ can not cancel each other, so each of them must be zero individually. We will watch the balance of powers of α and ǫ in the individual terms of the expansion of (4.33).
We prove the lemma by induction over the number L of variables α. If L = 1 then the claim is almost obvious. The expansion of a ratio (F n /G n ) ǫ l is of the form
The condition n − m = l guarantees that the contributions of different terms of (4.33) do not mix, so all F n must be identically equal to zero.
Suppose now that the lemma is true for L − 1 colors and let us prove it for L colors. The first step of expansion of the r.h.s. of eq.(4.33) yields the series
here x = {x 2 , . . . , x L } and lk [1] (x) = (1/2) 2≤i<j≤L x i x j . According to our assumption, the coefficients at each power of α 1 should be zero. Since these coefficients are of the form (4.33)
with L − 1 colors, we conclude that all F m,n = 0.
Let us fix the signs of µ. For a fixed n, it is easy to see that
Since all F m,n = 0, then the l.h.s. of this equation is zero and so must be its r.h.s. . The r.h.s.
of eq.(4.37) has a simple dependence on α 1 : it is a sum of two exponentials with polynomial prefactors. The exponents of both exponentials are different because l 1j = 0 for at least some j ≥ 2. Therefore each individual coefficient must be zero
for all µ and all l, n ≥ 0. (4.38)
Therefore all F n = 0 and this proves the lemma. 2
We can apply the lemma to eq.(3.63) if we set Then we would conclude that
which means that both sides of this equation are equal to the same polynomial There are three problems with applying the uniqueness lemma to eqs.(3.63) and (4.40).
First of all, the sums over µ are different in both equations. This can be fixed by introducing a new set of variables µ 
According to eq.(1.28), the zeroes of (4.44) are due exclusively to the factor
Since it does not depend on α L , the order of expansion in α L−1 and α L is not important.
However there lies the third problem: Lemma 4.4 assumes that there are no singularities in course of the step-by-step expansion. Therefore it can be applied only if we prove that a singularity at the (L − 1)-st step does not matter. In other words, we have to show that uniqueness is not violated by certain types of singularities at least in the case of two variables.
Thus it remains to prove the following
, n ≥ 0 be formal power series in x 1 and x 2 whose coefficients depend on µ:
Suppose that the expansion of the series
in powers of ǫ, α 1 , α 2 is identically zero. Then Consider a term
from the expansion of F (1) . Since
Since the indices of f (1) and f (2) must be non-negative, this means that the sum over n in (4.50) has only finitely many terms. Therefore since the whole expression is zero, then each individual coefficient must be zero: 
come from eq. (3.58)). As a result, the factor X(h + 1, q µα ) can be expanded in powers of h and absorbed into the polynomialsP α,n of (4.5) without affecting the integrality of their coefficients.
There are two ways to prove eq.(1.36). First, one could easily derive it from the relation J α,α (L; q)
and from the uniqueness lemma. Second, eq.(1.36) follows from the calculations of subsection 4.1 if we recall that the su q (2) module V α 1 at α 1 = 1 is 1-dimensional. Therefore the trace over V α 1 is trivial, hence the braid strands belonging to L 1 drop out from the R-matrix calculation of J α,α (L; q).
Extending the definition
The extension of the definition of U (1) 
Q n (L; t, µ) ∈ Z[t, t −1 ].
As a result,
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Q n (L; t) ∈ Z[t, t −1 ].
Suppose that the following is true:
Lemma 4.6 Expression (4.57) does not depend on the choice of the knot L 0 .
Since it is easy to find a pair of different knots L 0 such that the corresponding polynomials 
Since according to the Torres formula, Acknowledgements. This work was supported by NSF Grant DMS-9704893.
Appendix 1
Throughout the paper we use the following notations:
is a sublink of L containing the components L j , k + 1 ≤ j ≤ L. We also use the multi-index x j , and x = y means that x j = y for all 1 ≤ j ≤ L.
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In some special cases x has a different meaning, for example, λ = {λ 1 , . . . , λ L }. In Section 3 we split the link L into the sublinks L [k] and L \ L [k] and use the notations x = {x 1 , . . . , x k }, (A1.1)
Appendix 2
The calculation of the polynomials T The exponent should be expanded in powers of h. Since the coefficients in this expansion have a polynomial dependence on l, the sums over l produce Bernoulli polynomials of n.
After calculating the exponential of the resulting power series in h, we arrive at eq.(3.10).
Here is the list of the first polynomials T 
