INTRODUCTION
DNA sequencing is the method of identifying the arrangement and order of nucleotides in a DNA sequence. The conventional widely used method of sequencing, the Sanger sequencing, implemented chain termination with di-deoxynucleotides [1] , but has limitations in terms of throughput and cost of large genome sequencing^]. The other methods are sequencing-by-hybridization (SBH), nanopore-sequencing and sequencing-by-synthesis [3] . "Sequencing-by-synthesis" involves taking a single strand of the DNA to be sequenced and then synthesizing its complementary strand enzymatically.
The process of DNA sequencing requires the library generation as one of the steps, which enable amplification of DNA [2] sequences which are available for sequencing. This process of amplification has a possibility of biased amplification of a DNA template causing large number of reads of same segment of DNA generated multiple times and thus causing large number of identical reads.
It is suggested that special attention should be paid to potential biases [4] introduced by these identical reads, especially in the cases of analyzing quantification and transcriptome profiling sequence data. In this paper, we present an a priori method, for recognizing identical reads, which does not require any mapping reference for recognizing identical read, nor does it need to compare any string pattern as an input parameter for comparison [4] neither does it use clustering on basis of seeds [6] . The paper discusses the use of a heuristic approach of signal processing as a recognition criterion, for detecting identical reads from DNA sequencing reads, including exact and near exact identical reads. This paper emphasizes on the use of efficient Wavelet Transforms particularly the Haar Wavelets for identifying these identical reads. The time complexity of Wavelet transforms is 0(log n), n being the length of the transformed sequence.
II. Methods
The suggested algorithm for recognizing identical reads from the set of DNA sequenced reads is applied as in Wavelet decomposition can be applied to Haar wavelets are related to a mathematical operation called the Haar transform. All the wavelet transforms refer to Haar Wavelets as its prototype. [15] . any sequential data, including strings, where, in case of strings, the position of a character in string represents the time series data. Wavelets are tools used to study regularity and to conduct local studies [27] . The zero moments [24] of the function are related to the regularity of scaling function & wavelets [14] .
Haar Wavelets
Haar wavelets are conceptually simple, fast and memory efficient [17] , [18] , can be computed without a temporary buffer, are exactly reversible, can be perfectly reconstructed and are defined to be orthonormal [16] .
Applications of Haar wavelets are dimensionality reduction [11] , approximate querying of database [12] , image processing [10] , selectivity estimation tasks, digital network synthesis [19] , binary logic design [20] [21] [22] ,
The Haar transform decomposes a discrete signal x into two sub-signals of half its length. One sub signal is a running average or trend (Ca) as in Table- 1; the other sub-signal is a running difference or fluctuation (Cd) as in Table-1. [23].
Computation of Haar Wavelet Transform of Time Series Data
Consider a one-dimensional data vector X containing the N= 8 data values X= [8, 8, 0, 8, 12, 20, 16, 16] Haar wavelet transform, are computed by iteratively performing pair-wise averaging and differencing [13] . The values are first averaged together pair-wise to get a new "lower-resolution" representation of the data with the following average values [8, 4, 16, 16] . To restore the original values of the data array, additional detail coefficients must be stored to capture the information lost due to this averaging. In Haar wavelets, these detail coefficients are simply the differences of the second value and the first value, of the pair from the computed pair-wise average, divided by 2, i.e., [4] [5] [6] [7] [8] [16] [17] [18] [19] [20] There is no information loss in this process; it is simple to reconstruct the eight values of the original data array from the lower-resolution array containing the four averages and the four detail coefficients.
Recursively applying the above pair-wise averaging and differencing process on the lower-resolution array containing the averages, gives the full transform, which can be explained as follows :
The Haar wavelet transform WT of the original signal X is the single coefficient representing the overall average of the data values followed by the detail coefficients [ Table 1 .] in the order of increasing resolution, i.e., WT= [11, -5,2 , 0,0, -4, -4,0] Each entry is called a wavelet coefficient.
III. Results
The algorithm defined is tested on the Short Reads Archive (SRA) data. The SRA data downloaded from NCBI site ftp://ftp.ncbi.nlm.nih.gov/sra/ containing short reads. The sequenced reads are for various strains of Bacillus. Table 2. and Table 3 . show the results of Identical Reads recognized using Wavelet Transforms. The tables represent the output in terms of reads as well as nucleotide base pairs. 1 3281   433  628  748  832  974  1173  1312  1378  9  3291  434  629  749  833  1174  1313  7  330l  933  1063  3  347f  616  2  3511  353  2  356)1  772  1866  3 300  236  5  4  944  313  259  5  4  1036  317  218  2  1  218  325  191  2  1  191  327  417  5  4  1668  328  138  9  8  1104  329  54  7  6  324  330  227  3  2  454  347  144  2  1  144  351  117  2  1  117  356  77  3  2  154 From the TABLE 4 & 5, it is observed that there are several copies of identical reads found from DNA sequenced data. If the entire result is stored, without verification, than lot of redundant data may be preserved unnecessarily, occupying lot of disk space, at the same time causing increased processing time during annotation due to irrelevant data.
From DNA sequenced data of Bacillus with SRR149222 reference id, The total number of redundant reads are 154 and total number of redundant bases are 27536 resulting in wastage of storage space up to 7.0577% in terms of reads [TABLE 2] and 3.8738% in terms of bases.
Also, it is interesting to know that the SRA sequence with SRA Reference Id. SRR393844 contained the Read No. 62 with length 6, whose total number of identical copies were 52 copies [ Fig. 3 So, this category of reads with irrelevant length and large number of copies can cause increased processing time during further analysis of these reads. The Wavelet Transform based algorithm defined in this paper also helps in removing this type of identical and insignificant reads from the generated sequencing output.
Signal Processing Approach For Recognizing Identical Reads From DNA Sequencing Of Bacillus

IV. Discussion
Thus, Signal Processing Approach can be used to compare the two reads generated from DNA sequencing, for verifying their resemblance. Using Wavelet Transforms we can reduce the data for comparision to one-eighth size of the original sequence. This data reduction using Wavelet Transforms optimizes the computational complexity to logarithmic order and hence provides improved algorithm for recognizing identical reads amongst the DNA sequenced data. Once the similar sequences are identified, it is not necessary to store the entire sequence, instead can store only the references to the strings for further annotation. This also optimizes the space requirement for storage of reads in the database. Also Wavelet Transforms are performed in place and hence memory requirement is reduced. Thus the proposed algorithm optimizes both space and time complexity involved in recognizing identical reads from DNA sequenced data.
Further, if it is possible to apply distributed computing on this algorithm, improvement in processing time is possible, particularly when data is very large.
V. Conclusion
The results reflect that the Wavelet Transforms can be applied to identify Duplicate Reads from DNA sequencing reads. It is also helpful in improving the efficiency in applying search for identical reads and is memory efficient.
INTRODUCTION
DNA sequencing is the method of identifying the arrangement and order of nucleotides in a DNA sequence. The widely used method of sequencing, Pyrosequencing [1] , based on sequencing-by-synthesis, involves the mechanism of oil emulsion polymerase chain reaction (PCR) for DNA amplification [2] . A unique DNA template would only generate a unique sequence read after being amplified and sequenced on GS FLX. However, biased amplification of DNA templates might occur in the process of emulsion PCR, which results in production of artificial duplicate reads. Under the condition that each DNA template is unique to another, 3.49% to 18.14% of total reads in GS FLX-sequencing data were found to be artificial duplicate reads [3] . These duplicate reads may lead to misunderstanding of sequencing data and potential biases they introduce to the data [3] , It is suggested that special attention should be paid to potential biases introduced by artificial duplicate reads, to avoid misinterpretation of abundance of data, especially in the cases of analyzing quantification, transcriptome profiling sequence data and in metagenomics study [4] .
In this paper, we present an ab initio method, for recognizing artificial duplicate reads, which does not require any mapping reference or string pattern for comparison [3] nor seed for clustering [5] , The paper discusses the heuristic approach of signal processing as a recognition criterion, for detecting artificial duplicates from raw 454 sequencing reads, including exact duplicates and near identical duplicates. This paper emphasizes on the use of efficient Wavelet Transforms particularly the Haar Wavelets for identifying the artificial duplicate reads. The time complexity of Wavelet transforms is O (log n), n being the length of the transformed sequence. Also, Haar Wavelet transforms are memory efficient, as computations are performed in place [7] [8] . Thus, Wavelet Transforms prove to be computationally efficient in both time and space. Thus, use of Wavelet Transforms for recognizing artificial duplicate reads would prove to be more efficient than other string processing approach.
METHOD
The suggested algorithm for identifying the artificial duplicate reads from the set of Pyrosequenced reads, Figure Land Compare the length of transformed sequences, to check whether the sequences are comparable.
Description of an algorithm
If the lengths of the transformed sequences are same, then the element by element equality check, of the two transformed sequences for recognizing 100% identities of the duplicate reads is performed.
If the all the detailed coefficients of the fourth level decomposition of two sequences are same, then it is concluded that the two original sequences are also same. In comparing transformed sequences, one needs to perform only one-eighth number of comparisions, which can be performed in much lesser time than comparing the two original sequences. Also, while transforming, there is no data loss, hence the two transformed sequences are comparable.
Thus, data-reduction without loss of information using Wavelet transform is applied to recognize artificial duplicate reads. Since, the computational complexity of Haar Wavelet is O (log n); it is much faster than any other string processing based methods of finding identical reads. Haar Wavelet transforms are also memory efficient, as computations are performed in place [7] [8],
WAVELET TRANSFORMS
A wavelet transform is a linear transformation of a signal or data into coefficients on a basis of wavelet functions [9] . The wavelet transformations represent the data in timescale domain [10] , from where hidden information can be explored. Two coefficient vectors [11] get generated, the approximate and the detail coefficient vectors, after Wavelet transform is performed of the original signal. The wavelet technique is applicable to any multi-dimensional or time-series technique. An important property of the wavelet technique is that it creates a hierarchical decomposition of the data which can capture trends at varying levels of granularity [11] . The performance efficiency of Wavelet Transforms, is logarithmic, in time and space.
When a signal x is passed through low pass filters (scaling functions) and high pass filters (wavelet functions) simultaneously, it is defined as performing the discrete wavelet transform (DWT).
The number of coefficients generated will be half the length of the original input to each filter, when a signal is passed simultaneously through low pass and high pass filters and on performing subsequent down-sampling 
Wavelets function f (t) consists of basic functions <p(
0 (x) is called scaling function to find the approximate coefficients and ¥ (x) is called wavelet function to find the detail coefficients Wavelet analysis or decomposition can be applied to any sequential data, including strings, where, in case of strings, the position of a character in string represents the time series data. Wavelets are tools used to study regularity and to conduct local studies [12] . The zero moments [13] of the function are related to the regularity of scaling function & wavelets [14] .
PERFORMANCE EVALUATION & DISCUSSION
The algorithm proposed is tested on the Short Reads Archive (SRA) data. The SRA data is downloaded from NCBI site ftp://ftp.ncbi.nlm.nih.gov/sra/. The SRA data used for experiment contain short reads obtained from Roche's 454 sequencer. The SRA data was either generated from GS20 or GS FLX Standard or GS FLX Titanium sequencer.
The SRA data primarily include metagenomics data. Identification of duplicate reads from metagenomics data, is more relevant, to avoid any type of bias in analysis, when used in further analysis.
The experiments did not apply any Filter to the SRA data.
No filtering on the basis of read length or any other criteria was applied on the reads. The results generated are from the complete set of data, without any type of read removals.
The experiments were executed on a regular laptop with Intel Core2 Duo CPU, T6500 @ 2.10GHz 2.10 GHz processor and 32-bit Windows 7 Ultimate Operating System with 4.00GB RAM using MATLAB R2009a version 7.0.8
The results of identifying duplicate reads for SRA data have been displayed taking several aspects into consideration.
The Table 1 and Table 2 display the results of artificial duplicate reads with 100% identities recognized using Wavelet Transforms. The tables represent the output in terms of reads as well as nucleotide base pairs.
The Total number of reads identified in a given file with various SRA Accession numbers, (see column (b) of Table  1 ) whereas the total number of duplicate reads (see column (c) of Table 1 ). The Table 1 also identifies the redundant reads which should be removed before any further analysis of these reads is done. The redundant reads are identified by preserving one copy of read from all sets of duplicates, so as to avail proper mapping with the reference and avoiding any loss of data. The percentage of duplicate reads (see column (d), Table 1 ) from the experimental data ranges from 2% to 22%. The percentage of duplicates found for a given genome does not reflect any direct co relation with the size of the genome. The percentage of redundant reads is also substantial in some genomes. It is appropriate to remove these substantial percentage of redundant reads, which otherwise, would create bias in analysis, and take more processing time during annotation. Thus, identification of duplicate reads is an essential pre processing task in annotation. The entire set of information (see Table 1 ), is generated from sequence data after applying Wavelet Transforms. The study was conducted on a reduced data acquired after transforming the original nucleotide sequences, using multi level Haar Wavelet Transforms. The results generated using this algorithm does not apply any kind of string comparision through use of suffix arrays [16] The result of experiments conducted using Wavelet Transforms for data reduction (see Table 1 ) is comparable to the result found using cdhit-454 algorithm used on datasets with SRA reference no.SRA001669, SRA001663, SRA000674 (here SRA000675), SRA000905 (here SRAQ00906) as in [4] . Actually results generated using Wavelet Transforms based algorithm seems to be more stringent. Higher percentage of duplicate reads obtained through proposed algorithm compared to cdhit-454 algorithm, reflects it.
The duplicate reads in metagenomics range from 2% to 22% (see Table 1 ). This result is also comparable to the results generated by Niu B. et al., 2010\4] Table 2 represents the total number of redundant bases and percentage of redundancy. The Total No. of Redundant Bases (see column (e) of Table 2 ). The table does not display the Length of each Read, which is used in calculating column (f). TableS. Represents the time of computation involving all phases of computation (see Figure 1) , that includes both, the phase of Wavelet Transforms of the sequences as well as identifying the duplicate reads (third and fourth phase of algorithm, see Figure 1 ) by performing naive comparisions of Wavelet transformed sequences. The actual time involved in performing Wavelet Transforms is much less (see Table 6 ). If observed minutely, it can be concluded that the Wavelet Transforms takes almost same or sometimes more time, if the number of total reads is approximately 5000. But, if the number of reads is large i.e. in few hundred thousand then, time involved in Wavelet Transformation is comparatively very less. This observation is an important note because most of biological data, particularly eukaryotes, is few billions large. (The discussion is only an observation. Statistical Information for larger data is not shown here). Algorithms with usage of suffix arrays [15] ; [16] , entropy-compressed indexes [16] , FM-index [17] or even wavelet trees [18] take very large time for just creating the compressed data structure, besides computation time for finding the duplicates, which probably is much less in case of the proposed algorithm of using Wavelet Transforms (see Table 6 ). The computational time was calculated based on experiment conducted on regular laptop with Intel Core2 Duo CPU, T6500 @ 2.10 GHz x 2.10 GHz processor and 32-bit Windows 7 Ultimate Operating System with 4.00GB RAM using MATLAB R2009a version 7.0.8.
Thus, the given algorithm can be smoothly executed on a simple desktop machine too. The computational time represented in Table 5 , can be optimized to a great extent, if special purpose computers are used instead of shared resources.
ENHANCEMENTS
The computational time involved in recognizing artificial duplicate reads after applying data reduction using Wavelet Transforms, can further be reduced, if the better and more optimal search algorithm for comparing two wavelet transformed sequences, can be applied. Further, if the concept of scoring matrix is applied, for each compared co-efficient, we can use the Wavelet Transformed signal, for sequence alignment also. The time involved in comparision can also be achieved if the algorithm can be distributed across several processors through distributed computing.
RESULT
The application of Wavelet Transform reduces the data for comparision to one-eighth of the original data size and hence reduces the number of comparision to be performed for searching for duplicates. The algorithm optimizes time and memory requirement and hence can be executed on an ordinary personal computer or laptop also.
The algorithm is tested on metagenomics data and results are concluded in the paper.
CONCLUSION
Wavelet Transforms can be applied to recognize 100% identities of duplicate reads. The order of complexity is 0(log n), which is much less to linear or exponential complexity when using other string comparision based algorithms. Hence, wavelet transform based algorithm can be applied to optimize time and memory requirement.
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INTRODUCTION
The ultra-high throughput data generated at an accelerated rate through next generation DNA sequencing [1] techniques need secured storage, speedy retrieval, quick and efficient processing, to gain genetic knowledge at appropriate and requisite time. Cost effectiveness and technical viability of high-performance, high-throughput computer in an organization, where both the data storage and processing is happening on a single machine, are often the matters of concern. To such queries, distributed computing is the best alternative. Hence, a distributed web applications are developed, where the data storage and business logic required for querying the stored data, are, located on different machines. Primary purpose of improving efficiency of storage, processing and analysis of DNA sequences is, to get timely genetic information of an individual or organism, because, their major application is for identification and treatment of diseases like cancer and HIV, drug designing, controlling spread of epidemics by identifying micro-organisms involved in disease causing and prohibiting their growth, enhancing crop breeds, to meet the drought situation, improving animal breeds that provide food, nourishment, medicines or income; for phylogeny identification and in forensics.
Globally accessible, centralized repository of NCBI (National Centre for Biotechnology Information) [2] is available for storage (albeit, physically they are scattered like Swiss-Prot or DDBJ. Centralized storage is only a logical view that presents transparency to user) and processing of genomic data. But, at times, it is not possible to upload and disclose the confidential data of some genomes into the centralized repository of NCBI, particularly, when the project is sponsored and controlled under some specified guidelines and contract. Although, one can upload data and keep it private in NCBI, but that is permissible, only till the manuscript describing the data gets published. If the sequencing data is uploaded at NCBI, eventually, it becomes an open data in public domain.
To avoid this disclosing, but at the same time use all the web based facilities for storage, retrieval and customized algorithms for processing of DNA sequencing data within an organization, a distributed application has been developed, which is discussed in this paper.
Moreover, in a spatially located organization or research organization where the data generation experiments like DNA sequencing are conducted at scattered locations or laboratories with the need to exchange data between various locations, it is advisable to maintain the central repository (at least, the common interface, which provides the single point of access to distributed data). This central repository maximizes of utilization of DNA data, at the same time relieves the biological researcher from obtaining the knowledge and responsibility of storage or security of data. The backup and recovery activity, botheration of security or availability of data, then becomes the responsibility of database administrator. Also, the biological researcher need not get involved in knowledge of computer science, in particular, database administration or network administration, and hence can concentrate in his actual research domain, which usually would be biology related.
The paper discusses development of an application for DNA sequencing data, based on distributed computing concepts, which initiates right, from uploading of the raw data to database and files servers, through web, retrieving that data when essential and query processing.
The web application provides data abstraction for the data stored in remote databases. Transparency of data location and processing is maintained. Open standards for loose coupling between components like business logic and data, facilitates data exchange, irrespective of data formats. Heterogeneous resources like file systems, database management systems and network protocols are also an important characteristic of the web application. The thin-client concept has been another approach to web application development. Pull technology is the core facet, but for intimation purpose, push technology is also implemented.
The entire approach of distribution in the application and various issues tackled for different purposes has been discussed in this paper.
DISTRIBUTED COMPUTING AND ISSUES
Distributed computing deals with all aspects of information access and computing across multiple processing elements. These processing elements may be connected by any form of communication network either local or wide-area, in coverage [3] . Distributed Computing is defined as computing or performing the processing using spatially distributed systems. Thus, Distributed Computing makes use of Distributed system. Distributed system is "A collection of independent computers that appear to users of the system as a single computer" [4] . Thus, distributed computing is any computing that involves multiple computers remote from each other, where each have a role in a computation problem or information processing. Distributed processing also includes the operations that occur on a database application which typically distributes front-end presentation tasks to client computers and allows a back end database server to manage shared access to a database. Consequently, a database application processing system that is more commonly referred to as a clientserver database application system is also a distributed application [5] . A. The features to be dealt with in distributed computing include: [6] • 
METHODOLOGY AND IMPLEMENTATION
Distributed Application which has been designed and developed comprises of two parts. The first portion consists of a web application for storage and retrieval of DNA sequencing data. The web application uses the Client-Server model as shown in Fig. 1 , with M-V-C architecture as a design pattern [7] . The application can be used to upload the FASTA files containing DNA sequencing data to the Application Server. The privileged user can then upload the data file to Database Server, which provides the abstraction of central repository of the data with secured storage. Fig. 2 ., there are multiple database servers which store the data in duplicate, which guarantees data availability. The centralized File-Server is also configured as a part of the distributed system, that allows storage of original files as generated by DNA sequencing equipments. The application allows retrieving the data back from the File Server in unstructured form. The database server provides facility to store the data in the structured form with relational integrity. The relational integrity enables the user to acquire the information in terms of joins and sub-queries, thus, fetching more than just a raw data as was available in a FASTA file. The execution of SQL queries is done for a request received across the Web. The POJO's are written to read the raw FASTA files using org.biojavax [8] and java.util.regex API's, to convert the data, so that they can be appropriately stored as tuples in database. The POJO's are also developed using Java RMI, to transfer the data to remote File Server and back, when needed. The end-client can request to download the data stored in the database in form of web-page or can request to download the FASTA file from file server. The data can be requested using various criteria like a particular species, or sequencing run, or reads of a specific length. The table storing the reads generated from DNA sequencing is stored organism-wise and for each organism or species, many sequencing runs may be executed. The reads table maintains records along with this species and run information. The database has also been designed to store analysis data generated after analyzing these raw DNA reads. The tables for storing contigs, repeats, coding regions and genes are created. Data can be stored in these tables and retrieved across the web. Table 1 , 2 and 3, displays the data dictionary for storing this data. (This is just the very minimal set of data dictionary used in storing various DNA sequencing and analysis data. The complete list is not shown due to lack of space.) Multithreading [9] is used for handling multiple requests from various clients. Table 3 . Table structure for storing the details of the reads generated from DNA sequencing of the given species and a given run.
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Integer ( read by Matlab software [14] and used for further analysis, like finding the duplicate reads using signal processing approach [15] . This is the later part of the distributed application, which uses processor-pool model for processing the data.
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The implementation issues tackled during the development of the Distributed Application are:
• Making use of Open Standards, so that appropriate collaboration can take place between the distributed components.
• Tackling with transparency, heterogeneity and failure handling, through appropriate message passing and exception handling concept implementation.
• Identifying and Designing the components of a Distributed Application, so that they could be appropriately placed/ distributed at different locations/ computers on a network.
• Developing all the collaborating interfaces, so that each component can communicate with each other as required.
• Installing and Configuring the Web-Server, the Database Server, the File Server for various facilities on separate machines. • Providing appropriate privileges across all the components and computers to make the application working • Dealing with Firewalls implemented on different computers of the network • Writing PO.IO's using regular expressions, to read and extract the information from the data files. This was important because data files are unique in format for the biological data. These programs were essential for converting the unstructured data into objects, which, could then be stored in a structured format in the database using Object-Relational Mapping.
ENHANCEMENTS
The extension to this work is the use of data files stored on File Servers, to do processing using distributed processor pool model. The distributed processing is applied using MATLAB Distributed Computing Toolbox and Parallel Computing Toolbox. The application used is to recognize duplicate reads from DNA sequencing data, using Wavelet Transforms. The work is in progress, and the comparative results are yet to be concluded. Flence, the second part of this Distributed Application will be communicated in separate paper.
CONCLUSION
The use of web-based application using client-server model and M-V-c architecture has proved to be an efficient way of handling the large data as that of DNA sequencing data. A single high-throughput system, required the use of proprietary software for each task. Also, upgrading the system was cost incurring. The use of distributed concept has been beneficial from scalability aspect as well as utilized the processing power of several personal computers. Of, course, from security aspect, the database server that was created was a dedicated server.
Introduction
High throughput sequencing techniques has led to large scale sequencing of genomes, metagenomics and transcriptome. As a result sequencing data is growing exponentially. This mounting data causes lot of challenges to Computer Scientists to store this data efficiently and analyse it optimally. Applying various techniques for storage or analysis of raw data in terms of DNA sequences or protein sequences, involves string processing or textual processing, sometimes along with different data structures for string processing. String processing algorithms are time consuming and usually involve linear or exponential computational complexity.
The existing compression tools are primarily based on the classic Lempel-Ziv algorithm [1] , the bwt (Burrows-Wheeler transform) [2] , Huffman Coding [3] , FM-Index [4] and Wavelet Trees [5] These algorithms or tools for DNA compression take statistical or dictionary based approaches. Statistical based algorithms need prior knowledge of the data in concern and hence are data dependent, "formatdb" [6] and GRS [7] uses Huffman coding, but deals efficiently only with minor symbols [8] . The Huffman code is an optimal prefix code in the case where exact symbols probabilities are known in advance and are integral powers of 1/2 [9] [10], The algorithms based on Arithmetic coders are slow in decompression process [8] . Arithmetic Coders and Huffman Coding use probability based compression which is difficult to predict, as DNA sequences comprises of nucleotide bases belonging to an alphabet size of 4, and hence each nucleotide base has almost similar probability [11] , The other algorithms applied in tools like GSR [12] or BioCompress [13] take into account characteristics of DNA like reverse complement or point mutation or characteristic structures of sequences like SNP's or repeat regions [14] . But SNP map may not be available, SNP may not be the common bi-allele [15] , Index of repetitiveness may vary in different genomes [16] , or organisms have very little variation and hence may become difficult to compress. If, a priori knowledge of the characteristics of the given DNA sequence is not available, then statistical approach becomes irrelevant and hence the problem of data compression becomes difficult [1] . Reference sequence is used for data compression of DNA [17] . Another algorithm used in software tool 'coil' [18] uses Levenstein distances and encoding trees for compressing entire database of DNA data, but takes into account an initial DNA sequence to compare length-k substrings amongst all the other DNA sequences in database. This again is data dependent and will work efficiently only if all the sequences are nearly similar. For widely varied sequences in the database, the algorithm may prove inefficient [18] Techniques implemented on hardware based acceleration device, have also been used for data compression to accelerate DNA sequence alignment [19] .
In this paper, we present an ab initio method of data transforms which can be applied for optimal analysis. This paper emphasizes on the use of Wavelet Transforms particularly the Haar Wavelets for data compaction of genomic data, principally the DNA sequences. After single level of Wavelet Transformation, there are always N elements, same as the original input sequence . But the fact is, that we do not need all N elements when we want to compare two sequences or need to perform sequence analysis. For local alignment, fine comparision is needed and this can be achieved through detailed co-efficient Cd. For global alignment of two DNA sequences, the coarse components i.e. approximate co-efficient Ca are enough. So, in all N/2 elements are sufficient for actual use. Thus, the paper proposes to reduce the number of elements used for further analysis, with an apriori approach. The content and positional information is preserved even after transform on which the analysis of data can be performed [20] [21], The time complexity of Wavelet transforms is 0(log n), n being the length of the input sequence. Also, use of Haar Wavelets is proved to be memory efficient.
WAVELET TRANSFORMS
A wavelet transform is a linear transformation of a signal or data into coefficients on a basis of wavelet functions [22] . The wavelet transformations represent the data in one domain into another, from where hidden information can be explored. Wavelet transform provides the time-scale information [23] .
A signal is decomposed through Wavelet transforms into primarily two co-efficient vectors, which capture trends at different resolution levels [24] , These coefficient vectors of different resolution levels represent the characteristics of the data, at each different scale. Its performance efficiency is logarithmic, in time and space.
When a signal x is passed through low pass filters (scaling functions) and high pass filters (wavelet functions) simultaneously, it is defined as performing the discrete wavelet transform (DWT). The number of coefficients generated will be half the length of the original input to each filter, when a signal is passed simultaneously through low pass and high pass filters and on performing subsequent down-sampling. Therefore, the wavelet transform of a signal when passed through low pass filters and high pass filters generates the Approximate co efficient Ca (1) and Detail co-efficient Cd (2), as represented in equations (1) and (2) [25],
Here g is a scaling function and h is the wavelet function
The property of the wavelet transform is that the lower order coefficients of the decomposition represent the broad trends or coarse scales in the data, whereas the more localized trends or fine scales are captured by the higher order coefficients.
Filtering of the signal at each pass results in, a convolution of the signal x and the impulse response g of the filter. y(n) is the scalar product of functions x and g. Mathematically, this result can be represented as in (3):
Thus Wavelet Transform WT can also be represented as in (4) (4) Wavelets function f(t) consists of scalar product of the basis functions <p(x) and i//(x) as in (5) f(£) = <p(x) .#(>> (5) <p(x) is called scaling function to find the approximation and f(x) is called wavelet function that computes the details.
Wavelet decomposition can be applied to any sequential data, including strings, where the position of a character in string represents the time series data. Wavelets are tools used to study regularity and to conduct local studies [25] . The zero moments of the function are related to the regularity of scaling function and wavelets [26] .
Haar Wavelets
The Haar transform is the simplest and oldest compact, dyadic, orthonormal wavelet transform [27] . The Haar function being an odd rectangular pulse pair, with compact support provides good possibility for local analysis of signal [28] .
Haar wavelets are conceptually simple, fast and memory efficient [28] , [29] , can be computed in place, without a temporary buffer, are exactly reversible and can be perfectly reconstructed. The
Haar transform decomposes a discrete signal x into two sub-signals of half its length. One sub-signal is a running average or trend (Ca) as in Table 1 ; the other sub-signal is a running difference or fluctuation (Cd).
Computation of Haar Wavelet Transform of Time Series Data
Consider a one-dimensional data vector X containing the N= 8datavaluesX = [ 18,16,6, 6,12,20,4,12} Where, X is having number of elements n =8, which is usually the power of 2. Haar Wavelet Transform of the signal X can be computed by iteratively performing pair-wise averaging and semi differencing [30] , more precisely, convolving with
-1
the basis vector< -==,-== >. As shown in Table 1 
Where, h(0), h(l) and g(0), g(l) are known as the low-pass and high-pass filters respectively. These filters are used to convolve with the scaling function and mother wavelet functions respectively to generate the wavelet transform of a function. In Haar Wavelet Transform, the values of these lowpass and high-pass filters are expressed as given in (8) to (11) h( 0) = I/a/2 (8)
5(0) = 1/V2 (10)
Where, h(0) and g(0) are analysis filters and h(l) and g(l) are synthesis filters.
In other words, these filter values can also be represented in terms of basis vectors as < -> v2 V2
and<Vf'"v? >-Since, the basis vectors used in Haar Discrete Wavelet Transform are the smallest possible basis vectors; it is not possible to do Haar Transform in one-pass. Thus, it becomes essential to recursively transform the input signal using these basis vectors [31] . This concept is clearly shown inTable 1.
combined into a group of four and each of these four binary representations of the four nucleotide bases is than stored in a single byte. Thus, only one byte is used to represent four consecutive nucleotide bases. The use of binary representation in a single byte reduces the computational overhead to 25% compared, to the other representation of nucleotide sequences like dipole moments [22] or EIIP values [32] . Only numerical representations can be applied for wavelet transformations.
The scaling function in Haar Wavelet Transform is defined as in (12) l,lf
The mother wavelet function or translation function in Haar Wavelet Transform is defined as in (13), [23] l,ifx
METHODOLOGY
Algorithm:
1. Read Fasta File containing Pyrosequenced Reads. The suggested algorithm for creating a compressed form of a given sequence is applied as follows:
Read the Fasta file which contains the sequence Sj = {st, sz, ... s"} where s, □ I = {A,C,G,T}, i = 1, n and n is the length of Sj.
Convert the nucleotide sequence Sj into its numerical representation X;. The single indicator sequence using binary representation of {A, C, G, T} as {00, 01, 10, 11} is used. This binary representation of the nucleotide bases is than Perform first-level decomposition of this signal, using Haar Wavelet Transform. This would reduce the signal into one-half of the original numerical representation of the nucleotide sequences. Thus 50% compaction is achieved by single level wavelet transform.
Further decomposition of a signal, to 2nd level, 3rd level and 4th level would further reduce the size of the signal by two. Thus, applying repeated wavelet transforms reduces the signal size and hence requires, less storage space compared to storing the original nucleotide sequence. This reduced size would also reduce the time involved in time.
Also, Searching on the transformed signal is equivalent to searching on a reduced data set of the original sequence and hence is more efficient. If the correct mapping/transformation is applied, the Parseval Theorem implies that frequency distance FD is less than or equal to edit distance ED (Distance preserving transformation) [33] .
With every transform, we are discarding half the values as per Nyquist's rule [22] and hence optimizing the search, with time complexity of
0(log n).
The Haar wavelet transforms Ca i.e. running average represents the trend; the other sub-signal, Cd a running difference, represents fluctuations [34] . Hence, Haar wavelet, can be used to transform the signals for data analysis too, besides applying it for compaction.
Thus, use of this algorithm does compression at two levels. Initially converting four nucleotide bases into a single byte through binary representation compresses the data to one-fourth. Further, applying wavelet transforms four times reduces the data to 1/24 times i.e. one-sixteenth of the numerical representation of the original nucleotide sequence. Thus, the proposed algorithm applies compression twice i.e.
The size of the compressed signal Ck becomes, Ck= l/22+ l/24= 1/26 = 1/64.
Thus, Ck = Si. 1/64.
So, 64 times compaction of data can be achieved using the proposed algorithm. Storing this compact data would result in storage efficiency as well, will be much optimal for any type of analysis. Overall, the complexity of the proposed algorithm applied for compression would be linear. 169, 185, 40, 231, 144, 6, 243, 246, 144, 131,  152, 148, 30, 142,82,224,174,115, 242,163,188 The graphical representation of the numerical form of original sequence, 4-levels of decompositions and the reconstructed sequence, is given in Fig. 1 . The X axis represents the Time or Space Localization and the Y axis represents the Scale or Frequency Localization. Fig. 1 represents the output of the proposed algorithm for a sample sequence as explained in Example 1. The four level decompositions clearly display reducing length trend, each time being the half of the previous signal, using multi-level Haar Wavelet Transform. The graph labeled "reconstructed seqn" clearly represents that the signal can be perfectly reconstructed, as it is exactly same as the graph labeled as "original seqn" using multi-level Haar Wavelet Transform. The graph labeled "reconstructed seqn" clearly represents that the signal can be perfectly reconstructed, as it is exactly same as the graph labeled as "original seqn" 
CONCLUSION
The research concludes that discrete wavelet transform, particularly Haar wavelets, can be used to compress the genomic data. The proposed algorithm using signal processing, compresses the DNA sequences in terms of the number of elements, preserving the details of the original signal. The information of original DNA sequence is preserved in a signal compressed after wavelet transform, be it content of the sequence or the positional information. Thus, using transformed data in place of original sequence for data analysis would also be possible, because there is no loss of data due to transformation. The wavelet transforms have a time complexity of 0(log n). Hence using Haar wavelet transforms is much efficient than other classic string or regex based algorithms, with exponential time complexity. In all, the proposed algorithm using Haar Wavelet Transforms, is an efficient way to compress nucleotide sequences, in linear time, without requirement of complex data structures and can be used for data analysis. The enhancement to this work is, of applying wavelet transforms on large sequences using distributed tool box of MATLAB. The research also aims to apply this transformed data using the Wavelet Transforms, for different types of sequence analysis.
" PyroSequencing " Sequencing Technique in Roche's GSFLX System Mamta Abstract:
The breakthrough research in genomics, particularly plant genomics & metagenomics and in health sciences related to, causes of genetic diseases & infectious diseases is possible due to the current methods of DNA sequencing. 454 sequencing technology can produce biological sequence data on a scale that exceeds traditional Sanger sequencing by orders of magnitude. The paper discusses "Pyrosequencing", a DNA sequencing method, used in 454 Life Sciences GSFLX Titanium System, the format of the data generated by the system and the possible scopes of research in allied subjects.
Introduction:
In 1986, around the time the Human Genome Project was initiated, the cost of sequencing was around $10 per base. By 2001, the cost had fallen to about 10 to 20 cents per nucleotide [1] , Nowadays, Sanger sequencing can be approached at a cost of around 0.5 cents per nucleotide (that's a 2000-fold drop) but a recent technology breakthrough, pyrosequencing, is likely to drop the costs even further, while simultaneously increasing the throughput by an order of magnitude or more. Pyrosequencing [2] [3] [4] [5] , first described in the literature by Hyman (1988) is, unlike Sanger technique, a non-fluorescence technique. Pyrosequencing also termed as a SNA method (Single Nucleotide Addition method) is a real-time, sequencing by synthesis method based on the detection of released pyrophosphate during DNA synthesis. Pyrosequencing is the high throughput sequencing method, generating upto 10 megabases/hour. On the other hand, the sequenced fragments have reduced lengths compared to Sanger ones, being approximately 100 bases. The recent dramatic increase in sequencing throughput together with the reduction of costs in turn demands for increased computation power, as well as increased storage space. Also, it is to be considered that most bioinformatics tasks such as genome assembly, inversion distance computation, genome rearrangement analysis and molecular dynamics have got a quadratic or higher complexity. This poses the challenge to allied areas of research like Computer Science, Mathematics, and Statistics etc. To reduce this complexity, the new techniques are designed for optimal storage, analysis and interpretation of the raw data generated from the newly available pyrosequencing method of DNA sequencing. Before going into the details of various analytical techniques applied on the generated data, it would be preferable to discuss the pyrosequencing technique itself and the format of the data generated, which can then be further appropriately stored, analyzed and interpreted for the use in genomics research.
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Pyrosequeneing:
Principle:
Pyrosequeneing technology is sequencing by synthesis, a simple to use technique for accurate and quantitative analysis of DNA sequences.
Technique:
Pyrosequeneing unarguably the most successful non-Sanger method, is a DNA sequencing technique that is based on the detection of released pyrophosphate (PPi) during DNA synthesis. In a cascade of enzymatic reactions, visible light is generated that is proportional to the number of incorporated nucleotides. The cascade starts with a nucleic acid polymerization reaction in which inorganic PPi is released as a result of nucleotide incorporation by polymerase. The released PPi is subsequently converted to ATP by ATP sulfurylase, which provides the energy to luciferase to oxidize luciferin and generate light. Because the added nucleotide is known, the sequence of the template can be determined.
The release of inorganic pyrophosphate is measured, which is proportionally converted into visible light by a series of enzymatic reactions (Ronaghi et al. 1996 (Ronaghi et al. , 1998 The following are the stepwise implementation of the technique to determine the DNA sequence.
Step 1 A sequencing primer is hybridized to a single-stranded PCR amplicon that serves as a template, and incubated with the enzymes, DNA polymerase, ATP sulfurylase, luciferase, and apyrase as well as the substrates, adenosine 5' phosphosulfate (APS), and luciferin.
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Step 2
The first deoxribonucleotide triphosphate (dNTP) is added to the reaction. DNA polymerase catalyzes the incorporation of the deoxyribo-nucleotide triphosphate into the DNA strand, if it is complementary to the base in the template strand. Each incorporation event is accompanied by release of pyrophosphate (PPi) in a quantity equimolar to the amount of incorporated nucleotide.
Step 3
ATP sulfurylase converts PPi to ATP in the presence of adenosine S' phosphosulfaite (APS). This ATP drives the luciferase-mediated conversion of luciferin to oxyluciferin that generates visible light in amounts that are proportional to the amount of ATP. The light produced in the luciferase-catalyzed reaction is detected by a charge coupled device (CCD) chip and seen as a peak in the raw data output (Pyrogram). Step 4
Apyrase, a nucleotide-degrading enzyme, continuously degrades unincorporated nucleotides and ATP. When degradation is complete, another nucleotide is added.
dNDP +-dNMP + phosphate AOP +■ AMP + phosphate
Step 5
Addition of dNTPs is performed sequentially. It should be noted that deoxyadenosine alfa-thio triphosphate (dATP-S) is used as a substitute for the natural deoxyadenosine triphosphate (dATP) since it is efficiently used by the DNA polymerase, but not recognized by the luciferase. As the process continues, the complementary DNA strand is built up and the nucleotide sequence is determined from the signal peaks in the Pyrogram trace.
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The above 5 steps involves only the first 3 stages of the Workflow of454 GSFLX system. The output of a sequencing Run consists of raw or processed DNA sequencing data which is processed by the GS Run Processor application which carries its work in two steps: image processing and signal processing. [8] The image processing step extracts the raw signals for each nucleotide fl ow, in each active well of the PicoTiterPlate device, from the raw images captured by the Genome Sequencer FLX Instrument during the sequencing run. The signal processing step corrects these fl ow signals for optical and chemical artifacts, and produces base calls.
The output of the GS Run Processor is packaged into a set of Composite Wells Format files (.cwf) and Standard Flowgram Format (.sff) files. The GS Reporter application is evoked by default to extract information from the CWF and SFF fi les output by the GS Run Processor, and generate a set of metrics and FASTA fi les that can be used to assess the quality of a Run.
The output of a sequencing Run consists of raw or processed DNA sequencing data (up to basecalls) that can be further analyzed using the post-Run data analysis software of the Genome Sequencer System (GS De Novo Assembler, GS Reference Mapper, or GS Amplicon Variant Analyzer), or other third party software.
The assembly of non-Sanger sequencing data will represent new challenges because the input read will differ in length, quantity, and quality. The complexity of the genome under analysis may also prove more difficult for assemblies compared with Sanger data, even when the offset is higher coverage of shorter reads. Compared with Sanger data, the read-length is inversely proportional to the number of contigs in the assembly (i.e., longer reads gave fewer contigs) Chaisson et al. (2004) . Increasing genome complexity, on the other hand, directly increases the number of contigs.
Observed errors for real sequence data will undoubtedly decrease assembly performance for short reads. Thus, the success of the non-Sanger strategies for whole-genome sequencing applications will be highly dependent on the degree of its complexity.
Strengths of Pyrosequencing:
• It presents an analyzed mutation in the context of the neighbouring genetic sequence -we call this "Built-in Quality Control". It is a foolproof means of guaranteeing that the assay worked correctly.
• It delivers the "gold standard" of genetic analysis: the sequence itself. Other methods only provide a "Yes/No" signal. Unlike a fluorescent signal, sequence information is intelligible; therefore it is easy to communicate these results in the literature, and easy to transfer meaningful data between research labs.
• With Pyrosequencing technology, there is great flexibility in primer placement. Therefore it is easy to design a Pyrosequencing assay to analyze virtually any genetic marker. So far, Pyrosequencing technology has an unbeaten track record in analyzing any SNP.
• Pyrosequencing assays are mutation-tolerant. Unlike hybridization-based assays, Pyrosequencing analysis generates a correct sequence regardless of the appearance of a new, unexpected mutation. This is very important to microbiological applications: hybridization-based assays can give false negatives in the presence of a new mutation.
• With Pyrosequencing analysis, you not only obtain sequence information, but the data is also fully quantitative, ideal for measuring the relative amounts of alleles. This property allows the quantification of DNA methylation, heterozygosity, ploidy levels, multi-copy genes, pooled DNA samples, hematopoeitic chimerism, and mixed genotypes in heterogeneous samples (e.g. tumor and normal cells).
• Pyrosequencing technology easily addresses the many and varied applications that are typical for clinical research labs.
Drawbacks of Pyrosequencing:
Although elegant in design, the pyrosequencing approach has several limitations.
• Sequence reads are typically fewer than 100 bases in length, which has application in sequence tag identification such as serial analysis of gene expression (SAGE) (Velculescu et al. 1995), mini-sequencing for known SNPs, and mapping related genomes to a reference sequence, but limited application for whole-genome sequencing.
• Homopolymer repeats greater than five nucleotides cannot be quantitatively measured.
This is attributed to incomplete extension by DNA polymerase, which results from limiting the dNIP concentration to minimize nucleotide disincorporation effects.
• The dispensing order of dNTPs determines the pyrogram profile, which must be carefully designed to avoid asynchronistic extensions of heterozygous sequences.
The SFF format:
The output generated by 454's GSFLX system sequencing process, uses Standard Flowgram Format (SFF). SFF was designed by 454 Life Sciences, Whitehead Institute for Biomedical Research and Sanger Institute.
The definition of a Standard Flowgram Format (SFF), similar to the SCF format, to hold the "trace" data for 454 reads
The proposed SFF file format [6] is a container file for storing one or many 454 reads. 454 reads differ from standard sequencing reads in that the 454 data does not provide individual base measurements from which basecalls can be derived. Instead, it provides measurements that estimate the length of the next homopolymer stretch in the sequence (i.e., in "AAATGG", "AAA" is a 3-mer stretch of A's, "T" is a 1-mer stretch of T's and "GG" is a 2-mer stretch of G's). A basecalled sequence is then derived by converting each estimate into a homopolymer stretch of that length and concatenating the homopolymers.
The file format consists of three sections, a common header section occurring once in the file, then for each read stored in the file, a read header section and a read data section. The data in each section consists of a combination of numeric and character data.
INTRODUCTION
Globally accessible, centralized repository of NCB1 (National Centre for Biotechnology Information) [2] is available for storage (albeit, physically they are scattered like Swiss-Prot or DDBJ. Centralized storage is only a logical view that presents transparency to user) and processing of genomic data. But, at times, it is not possible to upload and disclose the confidential data of some genomes into the centralized repository of NCBI, particularly, when the project is sponsored and controlled under some specified guidelines and contract. Although, one can upload data and keep it private in NCBI, but that is permissible, only till the manuscript describing the data gets published. If the sequencing data is uploaded at NCBI, eventually, it becomes an open data in public domain.
The paper discusses development of an application for DNA sequencing data, based on distributed computing concepts, which initiates right, from uploading of the raw
