Background: Multi-centre randomized controlled clinical trials play an important role in modern evidence-based medicine. Advantages of collecting data from more than one site are numerous, including accelerated recruitment and increased generalisability of results. Mixed models can be applied to account for potential clustering in the data, in particular when many small centres contribute patients to the study. Previously proposed methods on sample size calculation for mixed models only considered balanced treatment allocations which is an unlikely outcome in practice if block randomisation with reasonable choices of block length is used. Methods: We propose a sample size determination procedure for multi-centre trials comparing two treatment groups for a continuous outcome, modelling centre differences using random effects and allowing for arbitrary sample sizes. It is assumed that block randomisation with fixed block length is used at each study site for subject allocation. Simulations are used to assess operation characteristics such as power of the sample size approach. The proposed method is illustrated by an example in disease management systems. Results: A sample size formula as well as a lower and upper boundary for the required overall sample size are given. We demonstrate the superiority of the new sample size formula over the conventional approach of ignoring the multi-centre structure and show the influence of parameters such as block length or centre heterogeneity. The application of the procedure on the example data shows that large blocks require larger sample sizes, if centre heterogeneity is present. Conclusion: Unbalanced treatment allocation can result in substantial power loss when centre heterogeneity is present but not considered at the planning stage. When only few patients by centre will be recruited, one has to weigh the risk of imbalance between treatment groups due to large blocks and the risk of unblinding due to small blocks. The proposed approach should be considered when planning multi-centre trials.
accounted for in the analysis and therefore sample size planning.
When analysing continuous outcomes, baseline differences between centres can be accounted for using either a linear fixed-effects or a linear mixed model. Due to the central limit theorem, sample size calculation can often be based on the normal approximation
where N denotes the total sample size, μ * the assumed treatment effect, σ 2 the variance of the observations, k the allocation ratio between treatment groups and q γ the γ -quantile of the standard normal distribution [2] .
There have been various attempts to extend Formula (1) to multi-centre trials, e.g. by including a multiplicative factor to account for deviations from the standard design. Gallo as well as Ruvuna suggested such an inefficiency factor to account for centre size imbalances in the fixed effects setting [3, 4] . Both methods rely on the proportion of the treatment effects' variances between balanced and imbalanced centre sizes, where the balanced case gives optimal power.
Van Breukelen and colleagues introduced an inefficiency factor for the mixed model [5] . This factor is based on the relative efficiency of unequal versus equal cluster sizes for the weighted least squares estimator, assuming a linear mixed effects model with an interaction between study site and treatment effect. Fedorov and Jones consider sample size formulas for balanced multicentre designs and suggest simulations for more complex situations [6] . Vierron and Giradeau suggested a designeffect to adjust Eq. (1) for different study designs [7, 8] .
All of the approaches mentioned above assume balanced treatment allocation by centre. Randomisation techniques such as block randomisation do not guarantee equal group sizes in all centres, especially if centres are small and block lengths are large. The normal approximation in (1) gives a lower boundary of the necessary sample size, but underpowered trials could occur, especially when between centre heterogeneity is large. We believe that this assumption is too strict for real trials and therefore suggest a sample size formula that accounts for unequal sample sizes.
It has been demonstrated that mixed models tend to yield better results compared to fixed effects models, especially when the number of patients per centre is small [9, 10] . For a small number of centres, however, the fixed effects design might result in better results, because the between-centre variation is likely to be estimated with bias in mixed models in that situation. We therefore aim to construct a sample size formula that accounts for baseline heterogeneity between study centres, assuming a linear mixed model for multi-centre designs.
Methods

Statistical model and estimators
We assume a linear mixed-effects model with a fixed intercept μ 0 , random effects u j , j = 1, . . . , c to account for centre heterogeneity at baseline, and a fixed treatment effect μ. The data are assumed to follow some continuous distribution allowing for unequal sample sizes. The statistical model is given by
for pairwise independent u j , ijk with E( 
c j=1 n ij . Here, I n j denotes the n j -dimensional identity matrix and J n j the n jdimensional matrix consisting of ones only with n j = n 1j + n 2j . We assume zero risk of contamination of the control group.
We are interested in differences between treatment groups and test the null hypothesis H 0 : μ = 0 against the two-sided alternative H A : μ = 0. The distribution of the estimated treatment effect μ can be approximated by a normal distribution, if the sample size is sufficiently large (say sample sizes larger 30). It follows
The null hypothesis can be rejected if the test statistic |T| exceeds the quantile q 1−α/2 of the reference distribution for some fixed type I error rate α ∈ (0, 1 
Details on the derivation can be found elsewhere [8] .
Var ( μ) depends on the overall sample size N, the variances σ 2 and τ 2 , and additionally the sample sizes by treatment group (N 1 , N 2 ) , number of study centres (c), and the sample sizes within study centres (n 1j , n 2j ). In case of a perfectly balanced randomisation, the differences between centres cancel out and the treatment effect's variance only depends on sample sizes N, N 1 , N 2 and variance σ 2 , resulting in a sample size formula similar to (1) .
The unknown variance parameters τ 2 and σ 2 can be estimated using the following quadratic forms
Additional assumptions for sample size calculation N i and n ij are determined by recruitment and treatment allocation. We aim to replace all N i , n ij in (4) by their expectations that can be calculated based on the randomisation procedure and planned allocation proportion between treatment groups. In the following, we want to calculate the overall sample size N and assume 1 a block randomisation stratified by centre with fixed block length b, 2 k : 1 allocation ratio at each study site for k ∈ IN, 3 proportion of overall sample sizes between treatment groups according to allocation:
Block randomisation
Since randomisation will not always result exactly in the planned allocation, we take a closer look at the randomisation process. Block randomisation with fixed block length b is a procedure where every b subjects get randomised between treatment groups at a time [11] . Complete blocks do always fulfil the planned k : 1 allocation ratio. The block size should be unknown to investigators to strengthen the blinding in the trial.
In this article, we assume patients to be assigned to treatment groups i = 1, 2 within centres, for a fixed k : 1 allocation ratio. This means that in each randomisation block b patients are randomized between treatment groups 1 and 2 in a way that for each patient receiving treatment 2, k patients will receive treatment 1. The set of randomisation tuples k b depends on block length b and allocation parameter k. It is defined as follows
Treatment allocation imbalances can only occur in incomplete blocks with an upper boundary of kb/(k + 1). The choice of k can be based on several assumptions as ethics, costs and other factors and will not be discussed further in this article. This topic is covered in more detail in a review by Dumville and colleagues [12] . It is available in many software packages and is therefore easy to apply [13, 14] . Further advantages and disadvantages of block randomisation are considered in the Discussion.
Derivation of the sample size formula
The underlying idea of sample size calculation is to find the overall sample size N, such that the quantile q 1−α/2 of the reference distribution under the null hypothesis equals the quantile q * β of the reference distribution under a fixed alternative for type I and II error rates α and β.
Since we do assume a normally distributed test statistic, q * β can be approximated by a shifted N(0, 1)-quantile q * β ≈ q β + μ Var(μ) resulting in the following equation to construct a sample size formula
By isolating the sample size N, which is part of Var(μ), one can derive a sample size formula. In case of an ideal allocation, i. e., n 1j = kn 2j for all centres, (6) is equal to (1) . Since this is unlikely to be observed, unbalanced designs are taken into account by incorporating expectations with respect to the randomisation procedure.
We derive the sample size formula for the general case of a k : 1 allocation ratio and assume the overall treatment group sample sizes to fulfil N 1 = kN 2 and therefore N = (k + 1)N 2 . This leads to the set of randomisation tuples in (5) . By taking assumptions 1-3, the variance of μ given in (4) simplifies to
where 2 j :=
imbalance that will result from incomplete blocks with m * = b 2 /(k + 1) 2 . The (discrete) probability distribution of 2 j depends on k b and the number of patients in the last block which equals the remainder of the Euclidean division r j = n j mod b. An example of 2 j |r j for a single centre is illustrated in Fig. 1 . The probability distribution of 2 j |r j is fully described by block length b, allocation parameter k and r j . For planning purposes it therefore seems reasonable to replace 2 j |r j by its expectation E 2 j |r j to eliminate sample sizes n 1j and n 2j from (7) . The expectation of the probability distribution can easily be derived as
where p(·|r j ) denotes the conditional density function of 2 j |r j . These expectations are shown in Fig. 2 for a single randomization block, k = 1, 2, 3 and various block lengths b. Since the expected imbalance is the largest for k = 1 we will restrict simulations to this case.
The expected imbalance between treatment groups E 2 j |r j increases with block length. This happens due to the fact that the probability to receive an incomplete randomisation block increases with increasing block length b. It is maximised when the last randomisation 
Simulations
General settings
We perform a simulation study to assess the accuracy of the sample size formulas in terms of statistical power using R, version 3.3.1 [15] . For each scenario, we repeat n sim = 10, 000 independent simulation runs. The R package blockrand is used for block randomisation [13] . All data are generated based on the statistical model described in (2), assuming a normal distribution for u j and ijk . The test statistic T given in (3) is used for all power simulations and it is approximated by a standard normal distribution under the null hypothesis. The effect of block randomisation is strongest for k = 1, we therefore present simulation results for this setting only. The assumed effect size μ * and values for variance components σ 2 and τ 2 are based on an example trial described in the next section. All code used for simulations is available in the Appendix, see Additional files 2, 3, 4, 5, 6, 7 and 8.
Subject-to-centre allocation
We consider equally as well as unequally sized study centres based on the following methods.
1 Equally sized study centres: Only in this situation, we can predict the sample size very precisely, since we can specify r j correctly prior to recruitment. Here, study centres are assumed to be equal. Since this assumption is limited to the fixed overall sample size N, we distribute the overall sample size to centres as follows
for m = N mod c and j = 1, . . . , c. 2 Unequally sized study centres: In most experiments, the true allocation of patients cannot be foreseen. Recruitment rates can be estimated beforehand, but since only the number of patients in the last randomisation block affects the presented sample size formulas, no precise estimation of unbalanced treatment allocation can be made. To model this situation, study centres are assumed to be unequal but limited to the fixed overall sample size N. We use a multinomial distribution to generate unequal sample sizes by centre, assuming the following scenarios 
Example: The COMPETE II trial
Multi-centre trials are applied in many different disease areas. We present an example in the setting of disease management systems and use this trial to illustrate the sample size approach proposed. Holbrook and colleagues conducted a randomized, multi-centre trial to investigate the benefit of an individualized electronic decision support system in adult patients diagnosed with type 2 diabetes [16] . This new intervention provided patient specific summaries and recommendations based on electronic medical records, aiming to improve the quality of diabetes management between patients and general practitioners. The tool was integrated into the practice work flow and offered web-based access by patients. In addition, an automated telephone reminder system was provided and all patients received a colourcoded printout quarterly. The control treatment consisted of usual care without use of this tool.
Primary outcome was a composite score difference compared to baseline. The composite score measured process quality on a scale from 0 to 10, based on the following parameters: blood pressure, cholesterol, glycated haemoglobin, foot check, kidney function, weight, physical activity, and smoking behaviour. The clinical targets are described in the original article. It was assessed at baseline and 6 months after randomization.
For this trial, 511 patients from 46 primary care providers were randomly assigned to intervention or control. At planning stage, the investigators aimed to recruit 508 patients to achieve 80% power to detect a difference of 1 for the primary outcome between treatment groups using a two-sided t-test with a type-1 error rate of α = 0.05. No information on the assumed standard deviation is given in the article. Block-randomisation was stratified by study site in blocks of six, following a 1:1 allocation scheme.
The absolute measured improvement of composite scores between treatment groups was 1.26 (95% confidence interval (CI) 0.79-1.75; p-value < 0.001) favouring the new intervention.
Results
Approaches to sample size calculation
As long as no values for r j are assumed, Formula (9) cannot be used for sample size calculation. We consider a setting, where each centre will have at most one incomplete randomisation block. In the following, we present different ways to specify values of E 2 j |r j for each centre prior to recruitment.
The resulting sample size formulas are listed in Table 1 . More detailed explanations are provided in the following subsections.
Lower boundary
Given an ideal treatment allocation (n 1j = kn 2j for all centres), potential centre differences cancel out and do not affect the statistical power of the trial. In this case, sample size formula (1) would be suitable to plan the trial. However, the trial still had to be analysed with a mixed effects model to get an unbiased estimate for Var(μ), since Var(Y ijk ) = σ 2 + τ 2 . This formula is the standard approach to sample size calculation and is often used to plan multicentre trials. It therefore serves as one reference for sample size calculation and power simulations.
Equal centre sizes
The exact number of patients by study centre will be unknown at the planning stage, but in some situations, it might be reasonable to assume centres to be equally large. 
Lower and upper boundaries as well as sample size formulas for equal and unequal centre sizes
In this scenario, the sum of expected differences simplifies to a single quantity
which needs to be specified for sample size estimation.
Since the overall sample size N and the number of subjects in the last randomisation block depend on each other, r 1 still has to be specified. The unspecified value of E 2 1 |r 1 can be determined by calculating the sample size N k MC,E for each
Unequal centre sizes
For the general case, we suggest using the average of the expected imbalance for each centre
This basically assumes a univariate distribution of r j on [ 1, . . . , b] .
Upper boundary
We can identify an upper boundary of the sample size, given that all parameters are specified correctly at planning stage. The maximal imbalance between treatments would occur, if each centre recruited and allocated r j = b/(k + 1) or r j = kb/(k + 1) subjects to a single treatment group resulting in 2 j = m * . Therefore, the most conservative sample size calculation will be performed with the following approximation
Example: Sample size calculation
To give an example of the application of the proposed sample size formula, we demonstrate the effects of between-centre heterogeneity combined with incomplete block randomisation based on the COMPETE II trial.
The number of patients per study site is reported in [17] . Based on those numbers, we know the completeness of all randomisation blocks by centre as shown in Fig. 3 .
We use these numbers to illustrate the influence of unbalanced treatment group allocation on sample size and statistical power based on the assumed model. In total, 40 incomplete randomisation blocks (r < 6) out of 46 study sites occurred. Based on the assumed model, statistical power of the analysis might be reduced due to those 40 incomplete randomisation blocks, compared to a trial, where the same amount of patients would have been recruited at a single centre.
If we were to plan a new trial with similar features (μ = 1, σ = 4, type 1 and type 2 error rates α = 0.05 and β = 0.2, respectively) we could plug these values into the sample size formula For a block length of b = 6, as chosen in the trial, no substantial influence of the intraclass correlation ρ on the overall sample size can be observed. The reported value of ρ = 0.08 in the trial would not require a sample size adjustment compared to the standard approach (N k lower ). For larger block lengths, however, a strong increase of the estimated sample size can be seen, especially for ρ > 0.2 and an increasing number of centres.
Power simulations
In addition to sample size calculations, we present some power simulation results for parameter settings based on the COMPETE II trial. We specify a treatment effect of μ = 1, standard deviation σ = 4 and intraclasscorrelation coefficient ρ = 0.5. Data was generated for various block lengths, numbers of centres and subjectto-centre allocation schemes. Resulting sample sizes and associated statistical power are given in Table 2 and Fig. 5 .
Analyses based on the lower boundary formula do not achieve the planned power of 0.8. The deviance from the nominal level increases with block length and number of [17] centres. The upper boundary formula results in power levels that exceed the nominal level slightly. The new sample size formulas for equal and unequal centre sizes lead to reasonable power simulation results. Even if subject allocation is performed randomly in each simulation run (Unequal 2), adequate statistical power can be obtained.
Subject allocation might, by chance, result in more complete randomisation blocks for N 1 MC,U than N 1 upper . This leads to some situations where the formula with smaller sample size N 1 MC,U achieves higher (estimated) power. This observation underlines the necessity to take block length and patient recruitment into consideration when planning large multi-centre trials.
Discussion
Patient enrolment and treatment allocation are key elements of every successful clinical trial. Randomisation techniques are used to achieve comparable treatment groups minimizing the risk of selection bias. Unfortunately, these randomisation procedures can result in unequal treatment group sizes and therefore a power loss compared to a balanced trial. Such imbalances cannot be determined prior to the trial, but we presented a way to estimate these values based on expectations.
The ICH E9 Guideline encourages the use of block randomisation and states the following on the choice of block sizes [1] : "Care should be taken to choose block lengths that are sufficiently short to limit possible imbalance, but that The results shown remain valid when using variable block sizes, since incomplete blocks can occur using either method. Only the determination of expected values E 2 |r is more complicated for variable blocks, because it depends on the range of block sizes used.
In a recent systematic review on prevalence and reporting of recruitment, randomisation and treatment errors in phase III randomized, controlled trials, stratified block randomisation was identified as randomisation technique of choice in 50% of 82 included studies published in 
