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Many studies (l-3) have demonstrated the imprecision of 
standard methods for estimating the severity of coronary 
artery stenosis from contrast angiograms. In part, such 
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imprecision may result from primary dependence on the 
definition of lumen edges from which lumen diameter is 
determined. Visual edge determination, most commonly 
used in clinical practice, has been found to be relatively 
unreliable and nonreproducible (t-3) and, thus, might be 
expected to impose an important limitation in tbe assessment 
of stenosis severity. To decrease edge-de~e~deot 
ment variability, efforts have been directed toward 
ment of improved edge detection methods (4-l 
computer-based densitometric edge detection criteria are 
experimentally applied to contrast a~giogra~~s, edge detec- 
tion accuracy and reliability improve and the estimated 
stenosis severity correlates well with known lumen diameter 
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strued to be part of the vessel lumen can result fmm 
nts where the true lu 
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huge errors in border positioning. Alternatively, if the den- 
sity in this region differs substantially from the background 
density, it could lead to marked error in the cross-sectional 
density even for relatively small border positioning errors. In 
contrast, if a circular lumen shape is assumed .a priori, the 
perceived lumen width can be used to calculate the cross- 
sectional area independent of overlap region density. How- 
ever, because the cross-sectional area of a circle varies with 
the square of the diameter, border approximation error will 
increase cross-sectional area estimation error geometrically. 
Plexiglas models. To assess empirically the extent to 
which densitometric integration and geometric cross- 
sectional narrowing estimations are influenced by errors in 
lumen border determination, contrast angiograms and mea- 
surements were undertaken with the use of precisely engi- 
neered model vessels. Each of eight axially asymmetric 
stenotic segments were interposed between circular vessel 
segments with a 3 mm diameter. Of these eight segments, 
two complex double lumen stenoses were created by drilling 
two parallel holes (1.56 and 1.98 mm’); three semicircular 
stenoses were created by machining 3 mm diameter Plexiglas 
dowels on one side, which were ihen inserted into 3 mm 
diameter holes (2.05,3.54 and 5.01 mm*); and three crescent- 
shaped stenoses were created by inserting Plexiglas dowels 
of different sizes into 3 mm diameter holes (3.93, 5.30 and 
6.28 mm*). The accuracy of all machining was confirmed by 
micrometer gauge to be +O.CZ25 mm (worst case 40.8%). 
These cross-sectional areas provided a range of severity 
from mild to moderately severe (11% to 78%) when normal- 
ized with the reference lumen (7.07 mm* area) in a manner 
analogous to traditionally calculated relative coronary artery 
lumen cross-sectional narrowing. Stenoses >80% are usu- 






Figure 2. Diagrammatic representation of the locations of the ex- 
ternal, intermediate and internal lumen border definitions used to 
determine lumen width for both the densitometric integration and 
edge-based geometric cross-sectional methods for determining the 
severity of stenosis. Abbreviations and shading key as in Figure 1. 
X-ray image acquisition protocol. The following protocol 
was used to obtain image sets with each stenotic segment. 
The diatrizoate meglumine (Renografin-76) contrast-filled 
model was superimposed on a IO cm deep water bath to 
emulate the X-ray diffusion medium of the thorax. This 
method does not emulate bony structures that may be 
responsible, in part, for errors when stenosis calculations are 
undertaken. The X-ray generator was set at 70 kV peak, 400 
mA, 0.007 s pulse duration, producing 12 pulses/s. A 4.5 in. 
(11.43 cm) diameter image intensifier was employed. The 
output from the 512 line progressive scan plumbicon camera 
focused on the image intensifier output screen was logarith- 
mically amplified, digitized 512 times per sweep line and 
stored as a 512 X 512 pixel matrix on digital disk. The 
plumbicon camera aperature was calibrated to assure a 
linear relation between the stored image and the X-ray 
photon density. All stenoses were positioned in the center of 
the imaging field to minimize the pin-cushion effect. Direct 
digitization provided relatively lower (0. I5 mm/pixel) spatial 
resolution than previous film-based studies (0.11 
(14). 
ixel) 
n. Density profile integration 
tin ned over the stenosis and over 
two nearby nonstenotic segments of the reference lumen. 
The line was visually ~Qsiti~~e at the center of the vessel 
lumen and oriented perpendic to the axis of the vessel. 
Tins image pixels included in the vessel lumen cross- 
sectiona) calculation were located along this line between 
lumen borders. Three sets of lumen borders were selected 
(Fig. 2): 1) where the density profile was within 2 density 
units of the background density value (external borders); 2) 
where the rate of change in the density profile (slope) 
reached its maximal absolute value (internal borders); and 3) 
where the rate of change of the density profile slope in the 
region between these external and internal borders reached 
its maximal absolute value (intermediate borders). The ex- 
ternal border set is similar to borders used in preliminary 
studies by others (10). The intermediate border set is similar 
to the optima! borders determined usmg a circular lumen as 
an interpolation between the baseiine and the point of 
maximal slope (8,ll). The internal border set is similar to 
borders defined by the second derivative of the density 
profile slope (5-8,ll) Thus, none of these border definitions 
are new; similar definitions have been previously used. 
Stenosis c~lcu~~tio~. The densitometric and geometric 
stenosis severity was calculated by the computer using the 
border definitions in the following manner (see Appendix). 
The &al background density, de as the average density 
of baseline pixels positioned lateral to the external vessel 
borders, was calculated by the computer. This background 
density was subtracted from the density of each pixel 
results in favor of 
tine clinical evaluation of coronary anatomy. Images before 
contrast injection (background) eak contrast filling of 
stenosed vessels were selected a 
a coded file to assure patient a~~~yrn~ty before analysis. 
Of the 20 a~er~ograms analyzed 
and after successfuul a~gio~~asty an 
angio complicated by vessel 
posta asty images were acqui 
one of the images, a less severe stenosis was seen in addition 
to the lesion on which angioplasty was performed. This 
additional stenotic segment, which did not undergo angio- 
plasty, was also analyzed. Images of contrast-filled coronary 
n cross-sectional 
sectional narrowin 
with densitcmetric integr 
8s. Demitometric cross- 
selected on the basis of external, intermediate and internal 
border criteria, densitometric cross-sectional narrowing 
(%D) correlated almost perfectly with the known cross- 
sectional area narrowing (%A) (Fig. 3A--external borders: 
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Figure 3. Results of the stenosis model experi 
metric integration results are shown in the upper panels. The 
edge-based geometric cross-sectional results are in the bottom 
panels. The external, intermediate and internal border results using 
both methods are shown in the left, center and right sohmms, 
respectively. 
%D = 1.005 [%A] t 1.007, r = 0.99, p < 0.0005, n = 192; 
Fig. XL-intermediate borders: = I.006 [%A] t 1.059, 
r = 0.9, p < O&305, n = 192 X-internal borders: 
%D = 1.016 [%A] + 1.166, r = , p c 0.0005, n = 192). 
The comparison of the residual variance from each densito- 
metric method failed to reveal a difference associated with 
any of the three border methods (external borders: 8.13; 
intermediate borders: 7.39; internal borders: 7.13; p = NS, n 
= 582). The stenosis measurement was not influenced by the 
particular frame analyzed or the location of the measurement 
along the stenosis. 
Geometric calculation (Fig. 3). Using borders identical to 
those of the densitometric determination, narrowing calcu- 
lated with the geometric method (%G) correlated less well 
with known area narrowing. This is reflected in the lower r 
values for each of the three border selection criteria: (Fig. 
3D-external borders: %G = 1.077 [%A] - 27.425, r = 0.79, 
p < 0.0005, n = 192; Fig. 3E-intermediate borders: %G = 
1.142 [%A] - 28.065, r = 0.83, p < 0.0005, n = 192; Fig. 
3F-internal borders: %G = 1.255 [%A] - 35.473, r = 0.78, 
p < O.UO05, n = lsz?:. Comparison of the residual variance 
from each geometric determination of cross-sectional nar- 
rowing revealed a slight but significant difference between 
the internal borders and both the intermediate and external 
borders (external: 372 versus internal: 531, p < 0.005; 
intermediate: 315 versus internal: 531, p < 0.005, n = 582). 
The algorithms were not constrained to force stenosis sever- 
ity to be 20. Thus, if the borders selected using the algo- 
rithms were further apart for the stenotic segment, a nega- 
tive narrowing resulted. This, in fact, occurred both for the 
model stenoses and when clinical coronary arteriograms 
were analyzed. 
ndtometric compared with geometric accuracy. The 
residual variance of the linear regression for the densitomet- 
Figure 4. Results of the clinical coronary artery stenosis analysis 
experiments. The mean densitometric integration stenosis estima- 
tion is shown on the abscissa. The edge-based geometric cross- 
sectional stenosis estimation is shown on the a 
shown with +l SD bars. Note that densitometric integration con- 
sistently has a smaller variation about the mean value than does the 
edge-based method. STD = standard deviation. 
ric cross sections was significantly smaller compared with 
the residual variance associated with the geometric method 
for each of the three different lumen border criteria (external 
borders: 8.13 versus 372, p < 0.001; intermediate borders: 
7.39versus 315, p < 0.001; internal borders: 7.13 versus531, 
p < 0.001). Thus, densitometry offered a significant improve- 
ment in accuracy for each border criterion. 
ary a~te~~rams (Fig. ). The three different bor- 
der definitions were employed to estimate lumen cross- 
sectional narrowing using densitometric integration and geo- 
metric cross-sectional methods. When the average of the 
densitometric calculations was compared with the average of 
the geometric calculations, a reasonable correlation was 
obtained (Fig. 4: %G = 0.837 [%D] + 4.038, r = 0.80, n = 
21). The comparison of the residual variance of the densito- 
metric and geometric narrowing revealed a highly significant 
decrease in measurement variability when densitometric 
integration was employed (4.24 versus 91.57, p < 0.005). 
Accuracy of densitometric measurements. Our data indi- 
cate that the accuracy of the densitometric integration 
method for stenosis determination is significantly less de 
dent on lumen edge definition than is the more commonly 
employed method of determining lumen edges for use in 
geometric formulas with a priori assumptions concerning 
underestimation of 
circular cross sectio 
the presence of asymmetric or ~~egular i~tra9um9na9 throm- 
ential luminal space and degrade 
g9e at which images 
acquired are relative to th 
analyses may not proper1 
bus. In contrast, dens&o 
narrowing and that the densitometric approach provides 
greater precision than that of geometric methods when 
applied to clinical studies. This conclusion must be tempered 
et al. (29) found sign9 
between results in the 
etr results were attrs 
eful selection of the camera 
angle at the time of the a critical factor in measure- 
ing orthogonal view may provide more information 
the relative adequacy of the views employed than rewarding 
the adequacy of the techni 
confirms, densitometry re 
It is important that when densitometric determination or 
any other assessment met od is employed c~i~ica99y, the 
angiographer must visually confirm the position of lumen 
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border placement on the cross-sectional density profile; even 
the most sophisticated algorithm may provide erroneous 
data because of complex density variations that may result 
from overlapping vessels, ribs, calcium deposits or dia- 
phragm position. 
The difference between these is the average subtracted Iumea 
dens@ (ASLDI: 
ASLD = AULD - A I31 
The lumen cross-sectional density (L ) is salculated by 
multiplying this average density by the num of pixels within the 
region: 
huncn c~sectional urement. Figure IA shows a hypo- 
thetic diagrammatic representation of an X-ray image of VeSSd 
lumen. The darkest shading identifies the true lumen, extending 
vertically from top to bottom, and is bordered by vertical lines. 
Overlap regions just lateral to each lumen border are identified by 
intermediate shading. These overlap regions, which may be miscon- 
strued to be part of the vessel lumen, can result from overlapping 
vessels, calcium or other structures with increased X-ray density. A 
subsegment of lumen cross section Is identified by a rectangular 
bordered region, extending past the true lumen border at each edge 
to incorrectly include these overlap regions. Regions for calculating 
the average background density are identified by small rectangles 
positioned over the lightly shaded areas lateral to both the lumen 
edge and the overlap regions. In Figure IB, the density profile of this 
hypothetic vessel, overlap region and background image is pre- 
sented. Ofnote, the density level within the three regions could have 
been made to vary widely without affecting the validity of this 
simple model because each region would still maintain some average 
density value. The distance between the points where the true lumen 
edges (Fig. IA) project onto the image density profile (Fig. IB) is 
defined as the true lumen width (T). In clinical practice, these edge 
points can be only approximated, whether mathematically defined 
criteria for edge determination (9-l 2) or visual assessment of border 
positions (12-W are used. The distance between these approximate 
lumen borders is defined as the perceived lumen width (P). These 
perceived lumen borders may overlap, match or fail to enclose the 
true lumen borders. 
In the diagrammatic representarion of the density proJile (Fig. 
fB1, the perceived lumen border width (P) is defined to be greater 
than the true lumen border width (T). Background refer!:nce regions 
of width (L) are indicated lateral to each perceived lumen edge. The 
symbol definitions in Figure I are used in the following derivations. 
From this model, the average unsubtracred lumen density sum 
WLD) is calculated by summing (integrating) the density within 
the true lumen and the density in the overlapping regions divided by 
the number of pixels within the region: 
ECSD = ASLD x B t N], I4 
where T = active lumen and N = overlapping region. 
Thus, by substituting original varia 
intentionally overlapping borders on the 
sity (LCSD) calculation is shown: 
LCSD = (S - B) x T t (S’ - 
(overestimated lumen width). ISI 
The effect of underestimating borders on the cross section cat8 be 
similarly derived: 
LCSD = [S - Bj x T - IS’ - 
(underestimated lumen width). 161 
The densitometric stenosis severity is calcnlated relative to the 
reference hunen: 
% Densitometric narrowing = 
(I - [LCSD(stenosis)/LCSD(reference)] x I 
The geometric cross-sectional area is calcahted using the per- 
ceived lumen width (P): 
Area(pixels) = n(p)/4 = nI[T t N12)/4. ISI 
The geometric stenosis severity is calculated relative to the 
reference lumen: 
% Geometric narrowing = 
(I - [P(stenosis) I P(reference)]‘) x I 
AULD=([S-M]xTt[S’-M]xN)/(TtN), 111 
where S = absolute image density for the lumen, S’ = overlap 
region, M = baseline density and N = lumen border overlapping 
region. 
Tire average background density sum (ABGD) is the integrated 
density within the background regions (13) divided by the number of 
pixels within the regions: 
ABGD=([B-M]xLt[B-M]xL)!(2L), PI 
where L = background region width. 
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