We define a symmetric tensor product on the Drinfeld centre of a symmetric fusion category, in addition to its usual tensor product. We examine what this tensor product looks like under Tannaka duality, identifying the symmetric fusion category with the representation category of a finite (super)-group. Under this identification, the Drinfeld centre is the category of equivariant vector bundles over the finite group (underlying the super-group, in the super case). In the non-super case, we show that the symmetric tensor product corresponds to the fibrewise tensor product of these vector bundles. In the super case, we define for each supergroup structure on the finite group a super-version of the fibrewise tensor product. We show that the symmetric tensor product on the Drinfeld centre of the representation category of the resulting finite super-groups corresponds to this super-version of the fibrewise tensor product on the category of equivariant vector bundles over the finite group.
Introduction
Let (A, ⊗) be a symmetric ribbon fusion category over C. It is well-known [Müg03] that its Drinfeld center Z(A) is a modular tensor category, with tensor product ⊗ c . By Tannaka duality [Del90] , there is a finite group G (or supergroup (G, ω)) such that A = Rep(G) (or Rep(G, ω)). With this identification, we have another description of the Drinfeld centre as the category Vect G [G] of G-equivariant vector bundles on G, equipped with the convolution tensor product. This category carries an additional tensor structure given by fibrewise tensor product, and this tensor structure is symmetric.
Our goal is to define a symmetric tensor product
that is a purely categorical version of the fibrewise tensor product. We avoid using Tannaka duality in defining ⊗ s . In particular, this categorical description will treat the super and non-super Tannakian cases on equal footing. In the super-Tannakian case, this will lead us to define a generalisation of the fibrewise tensor product to equivariant vector bundles over a super-group. Additionally, we will show in a follow-up paper [Was17] that the symmetric tensor product ⊗ s together with the usual tensor product ⊗ c makes the Drinfeld centre into a bilax 2-fold tensor category. The ring represents a sum over representatives for the isomorphism classes of simple objects of A ⊂ Z(A), the under-and over-crossings represent halfbraidings in Z(A). The alternating appearance of the crossings along the ring ensures the idempotent picks out the subobject of a ⊗ c b on which the halfbraidings for a ⊗ c b obtained by using the symmetry in A and either the halfbraiding of a or the half-braiding of b agree. We then equip this subobject with either one of these the half-braidings, and define this to be the symmetric tensor product a ⊗ s b of a and b. The outline of this paper is as follows. In Section 2 we recall the definition of the Drinfeld centre, and introduce some notation for and useful lemmas about subobjects in idempotent complete categories and string diagrams. Then, in Section 3, we will define the symmetric tensor product on Z(A). We will do this in two parts. First we will define the operation ⊗ s on objects, and establish the associators, unit object and unitors, and symmetry objectwise. Secondly, we define ⊗ s on morphisms and show that this definition makes (Z(A), ⊗ s ) into a symmetric monoidal category. This is our main result:
Theorem A (Theorem 23). (Z(A), ⊗ s , I s ) is a symmetric monoidal category.
In the final Section 4, we verify that, given a fibre functor on A, the product ⊗ s agrees with the fibrewise tensor product on Vect G [G] in the Tannakian case:
Theorem B (Theorem 37). Let G be a finite group. Then the equivalence between (Z(Rep(G)), ⊗ s ) and (Vect G [G] , ⊗ f ) is a symmetric monoidal equivalence. Here ⊗ f denotes the fibrewise tensor product.
In the super-Tannakian case, where A = Rep(G, ω), we first define a new tensor product on Vect G [G] that depends on the choice of central element ω.
Definition C (Definition 42). Let (G, ω) be a finite super-group. The fibrewise super-tensor product of homogeneous vector bundles V, W ∈ Vect G [G] is the G-equivariant vector bundle V ⊗ ω f W with fibres
and G-action given by the tensor product of the G-actions.
We then show that the symmetric tensor product on Z(A) is taken to this tensor product on
Theorem D (Theorem 44). Let (G, ω) be a finite super-group. Then the equivalence between (Z(Rep(G, ω)), ⊗ s ) and
Definition 1. Let M be a monoidal category. The Drinfeld centre Z(M) of M is the braided monoidal category with objects pairs (m, β), where m is an object of M and β is a natural isomorphism
The β are further required to satisfy
for all n, n ∈ M, where we have suppressed the associators in M. This condition is also sometimes called the hexagon equation. The morphisms in Z(M) are those morphisms in M that commute with the half-braidings in the obvious way. The tensor product is induced from the one on M and the braiding is the one specified by the half-braidings.
The Drinfeld centre comes with a forgetful functor Φ : Z(A) → A, which forgets the half-braiding. This functor is monoidal.
It is well known ( [ENO05] ) that the centre of a fusion category is again fusion. If M is braided, there is an obvious inclusion functor
which takes an object m ∈ M to (m, β −,m ), where β −,m denotes the natural isomorphism between − ⊗ m and m ⊗ − given by the braiding in M.
Notation
We remind the reader that we use A to denote the symmetric tensor category on the Drinfeld centre of which we want to define a second tensor product. Throughout, we will suppress the associators of A (and hence of Z(A)). When there is no risk of confusion, we will suppress the symbols ⊗ A and ⊗ c for the tensor product on A and Z(A), respectively. We will make use of the string diagram calculus for ribbon categories, reading the diagrams from bottom to top.
Braiding Conventions
When drawing string diagrams in Z(A) we will use the convention that crossings correspond to braiding according to the half-braiding of the over-crossing object. That is, if (a, β) ∈ Z(A), with β : − ⊗ a ⇒ a ⊗ −, and c ∈ Z(A), we will denote:
Unresolved crossings will denote the use of the symmetry s in A. So for (a, β), (a , β ) ∈ Z(A),
We will sometimes choose to resolve crossings between objects in A ⊂ Z(A) and objects in Z(A), in order to make manipulations of the string diagrams easier to follow. Given (a, s −,a ) ∈ A ⊂ Z(A) and c ∈ Z(A),
In the case where also c = (a , s −,a ) ∈ A ⊂ Z(A), we have:
because in this case both half-braidings are given by the symmetry in A. The following notion will be used throughout:
Definition 2. Let a, c ∈ C be objects of a braided monoidal category. If Because of the naturality and monoidality of the symmetry, the resolved and unresolved crossings satisfy:
Quantum Dimensions and Global Dimension
In the rest of this thesis, we will denote a set of representatives of the isomorphism classes of simple objects of A by O(A). The quantum dimension of i ∈ O(A) will be denoted by
where the pivotal structure i ∼ = i * * in on the right hand side of the loop has been suppressed. We will also make use of the following notation:
To make A into a ribbon category, we define composing this morphism with the pivotal structure to be the twist θ i on i. From this we read off that, because A is symmetric, the twist will be ±id on simple objects of A. The global dimension of A will be denoted by
This global dimension will always be non-zero, as we are working with fusion categories over the complex numbers [ENO05, Theorem 2.3].
We will use the additional notation
whenever we encounter an unlabelled loop in a string diagram.
Direct Sum Decompositions
In our proofs we will make frequent use of the following lemmas and notation. We will introduce them in the setting of a ribbon fusion category C.
Dual Bases and Decompositions
Notation 3. Given i, j, k ∈ C, we will denote by B(ij, k) a basis for the vector space C(ij, k).
Since C is in particular semi-simple, we can, for fixed i, j, use this choice of basis B(ij, k) for each k ∈ O(C), to give a direct sum decomposition of ij. In other words, we can give a decomposition of the identity on ij as:
Here the φ t are defined below. The pairs (φ, φ t ) for a given k are (projection, inclusion) pairs for subjects of ij isomorphic to the simple object k. Choosing the φ from the basis B(ij, k) ensures we exhaust all k-summands of ij without linear dependence.
Definition 4. Let φ ∈ B(ij, k) be an element in a basis for C(ij, k), for simple objects i, j, k. Then a transpose of φ is the morphism φ t in a dual basis for C(k, ij), with respect to the pairing:
As this pairing is non-degenerate (composing a morphism with an arbitrary morphism can only always be zero if the morphism is zero), such a dual basis, and hence transpose always exist.
Producing Decompositions from Decompositions
Picking resolutions of the identities on ij for a fixed i ∈ O(C) and all j ∈ O(C) induces a corresponding resolution of the identity on k * i:
Lemma 5. Pick, for a fixed i ∈ O(C) and all j ∈ O(C), a resolution of the identity on ij as in Equation (7). Then, for all k ∈ O(C):
Proof. We claim that we can give a direct sum decomposition of k * i, by using for each j and φ ∈ B(ij, k):
as projection to and inclusion of j * , respectively. To see this, we check that composing a φ and a φ t along k * i indeed gives the identity on j * if and only if φ = φ :
where in the first identity is just manipulation of the strings, and in the second equality we used that composing φ and φ t along ij gives the identity on k if φ = φ and zero otherwise, by Definition 4. As this is the trace of an endomorphism of j * , and j * is simple, this shows that φ and φ t compose to the identity on j * if and only if φ = φ . This shows the morphisms from Equation 9 indeed form a linearly independent set of (projection, inclusion) pairs for each j * . As j * indexes through all isomorphism classes of simple objects in C, this gives a direct sum decomposition of k * i.
Similarly, we have:
Lemma 6. Pick, for fixed j and all i in O(A) a resolution of the identity as in Equation (7). Then:
Proof. The proof is analogous to the proof of the previous lemma.
Idempotents and Subobjects

Notation for Associated Subobjects
Let C again be a ribbon fusion category, so it is in particular an idempotent complete category. That is, for every c ∈ C and f ∈ End(c) such that f 2 = f there exists c f ∈ C, together with i : c f → c and p : c c f satisfying pi = id c f and ip = f . Graphically, we will express this by using:
with conditions We will refer to the object c f as the subobject associated to f .
Comparing Idempotents
The following lemma will be useful later on:
Lemma 7. Let c, c be objects in an idempotent complete category C, and let f : c → c and f : c → c be idempotents, denote their associated projections, inclusions and subobjects by (p, i, c f ) and (p , i , c f ), respectively. Suppose that
Proof. We claim that the inverse of p gi is pg −1 i . To see this, we compute:
The other composite is similarly seen to be the identity.
3 The Symmetric Tensor Product 3.1 A Useful Idempotent
Definition of the Idempotent
Recall that A is a symmetric ribbon fusion category. Let a, b ∈ Z(A). In defining the symmetric tensor product, we will use the following idempotent to pick out a subobject:
Observe that, because we are only summing over objects i ∈ A, we have:
Proof. We compute:
Here we used that the crossing of the loop with itself corresponds to using the symmetry in A, so we can use Equation (3) to pass those strands through each other. We also used that the self-crossings give rise to a twist (see Equation (5)), and that the twist squares to 1 in a symmetric ribbon fusion category, see the discussion below Equation (5).
We claim that Π a,b is an idempotent, we will prove this below, it will be a consequence, Lemma 10, of another property, Lemma 9, we examine first.
Cloaking
The idempotent Π a,b has a very useful property, a phenomenon called cloaking. This lemma is a corollary of [BDSPV15, Lemma 7.1]
1 . We reprove it here for convenience of the reader.
Lemma 9. Let b, c ∈ Z(A) and a ∈ A. Then the following identity holds:
In the paper [BDSPV15] , cloaking is phrased as taking place within a solid torus with an incoming and outgoing boundary component. To get from this result to the one here, imagine thickening the ring to a solid torus, giving the torus a boundary on each side, and passing the a strand through it.
Proof. For each summand i of the loop, we decompose the identity on ai, like in Equation (7). Inserting this resolution of the identity at the leftmost part of the loop, and pushing the morphisms along the loop to the other side, we obtain:
using Equation (8) on the rightmost part of this diagram now proves the lemma.
Verifying Idempotency
We still need to check Π a,b is idempotent.
Proof. We compute
where we used Lemma 8 in the first step and the cloaking from Lemma 9 in the second. Now, we use that the loops are transparent (see Definition 2) to each other, as they are sums over objects of A ⊂ Z(A). This allows us to pull the larger loop out towards the right of the diagram. This loop then evaluates to 1, leaving us with the string diagram representation of Π a,b . This finishes the proof.
The Associated Subobject
Given a, b ∈ Z(A), the idempotent Π a,b from Lemma 10 has an associated subobject denoted a ⊗ Π b ∈ Z(A). Using the notation discussed in Section 2.4, we introduce: and
We have suppressed the labelling of the triangles by the idempotent Π a,b , and will henceforth use unlabelled triangles to denote the inclusions and projections for Π a,b . The subobject associated to Π a,b has the crucial property that the halfbraidings associated to both factors agree, as is expressed by the following lemma. (13) using the fact that the loop is transparent to the c strand in the second identity as they are both labelled by objects of A, and the cloaking from Lemma 9 in the third equality.
The Symmetric Tensor Product on Objects
Definition on Objects
Definition 12. Let a, b ∈ Z(A), and write Φ : Z(A) → A for the forgetful functor (cf. Definition 1). The symmetric tensor product a ⊗ s b ∈ Z(A) of a and b is the object (Φ(a ⊗ Π b), β), where a ⊗ Π b is the subobject associated to Π a,b , and β is the half-braiding with components, for c ∈ A:
where the equality is a consequence of Lemma 11.
We observe that the β c indeed satisfy the hexagon equation (see Definition 1 of the Drinfeld centre), which in this case reads
= , using Equation 12 and cloaking (Lemma 9). Lemma 11 ensures this definition does not depend on a choice between a and b. It should be noted that that the inclusion and projection for Π a,b do not commute with the half-braiding, instead we have the following relation that we will call slicing.
Lemma 13 (Slicing). The half-braiding on a ⊗ s b and the inclusion and projection maps for Π a,b interact as follows:
where the diagonal strand is labelled by an object of A.
Proof. From the definition of the half-braiding (Equation (14)), we have, like in Equation (13):
where we made use of cloaking and the properties from (11). The proofs of the rest of the identities are similar.
Symmetry of the Symmetric Tensor Product
The symmetric tensor product is indeed symmetric:
Lemma 14. The symmetry in A induces an isomorphism between a ⊗ s b and b ⊗ s a. That is, using the triangle notation for the inclusions and projections,
are mutually inverse morphisms in Z(A).
Proof. We will first establish that the symmetry morphisms are mutually inverse in A, then we will prove they lift to morphisms in Z(A). Consider the composite
Here the unresolved crossings denote the symmetry in A. The first step comes from replacing the inclusion followed by the projection with the idempotent (cf. Section 2.4). The second uses the fact that the symmetry in A allows us to do Reidemeister moves which involve only the unresolved crossings. We can now swap the strands with the braiding morphisms for a and b, undoing the symmetry crossings between the a and b strands, and get:
A similar argument shows the other composite is also the identity. We still need to establish that the morphisms are indeed morphisms in Z(A). That is, we need to show that they commute with the braiding as defined in Equation (14). We compute, using Lemma 13:
Associativity
Before we discuss the associators, it is helpful to examine what at a triple product (a ⊗ s b) ⊗ s c looks like. 
interpreted as endomorphism of (ab)c and a(bc), respectively, using the (suppressed) associators.
Proof. By definition, the underlying object of (a ⊗ 14) . Spelling this out, we get:
We now claim that 
where in the last step we used that the rings are transparent to each other and idempotent, the first two steps come from combining inclusion and projections to idempotents. The argument for a ⊗ s (b ⊗ s c) is analogous.
Lemma 16. The associators of A induce isomorphisms between (a ⊗ s b) ⊗ s c and a ⊗ s (b ⊗ s c) for all a, b, c ∈ Z(A).
Proof. From Lemma 15, we know that that the triple products have underlying objects that are the subobjects associated to idempotents that are conjugate to each other along the associators α : (ab)c → a(bc). This means we are in the situation of Lemma 7 and the associators will induce isomorphisms between these subobjects. We still have show that these isomorphisms are compatible with the half-braidings, i.e. that the induced morphisms are indeed in Z(A).
To do this, we check that, explicitly inserting the associator α for this proof:
where we made repeated use of slicing (Lemma 13). To pass the braiding past the associator, we have used the naturality of the braiding.
Unit
Definition 17. The symmetric unit I s is the object i∈O(A) ii * , equipped with the half braiding:
The double strand will henceforth be used to denote the identity on I s . In the above formula φ * denotes
and φ t was introduced in Definition 4.
We will show that this object acts as the monoidal unit for the symmetric tensor product together, with the left unitor built from evaluation morphisms
where the double strand coming out of the inclusion on the left hand side denotes the identity on the object I s (c.f. the convention made above). The right unitor is obtained by reflecting the above diagram in a vertical line. We claim, and prove below in Lemma 19, that the left unitor has an inverse given by:
and the inverse for the right unitor is correspondingly given by reflecting the above diagram in a vertical line. To prove these statements, and to show that this indeed gives the monoidal unit, we will make use of the following property we will refer to as snapping:
Lemma 18 (Snapping). For any c ∈ Z(A) we have:
Proof. Unpacking the definition of the half-braiding on I s , we get:
We can manipulate the summands on the right hand side, using Equation (3), to get:
where in the first equality a self-intersection gave a twist (see Equation (5)) on the k strand. The third equality uses the definition of φ * combined with:
which follows from the naturality of the twist, together with the fact that in a symmetric fusion category the twist is a monoidal automorphism of the identity functor that squares to 1. We can now apply Lemma 6 to obtain, performing the sum over φ and k,
where in the second equality we cancelled twists with self-intersections.
The object I s does indeed act as the unit for the symmetric tensor product on Z(A):
Lemma 19. The symmetric tensor product of I s with any object b ∈ Z(A) is isomorphic to b as object in Z(A) along the morphism given in Equation (19). Similarly, b ⊗ s I s ∼ = b along the morphism given in Equation (20).
Proof. We first prove that the morphisms from Equations (19) and (20) are inverse to each other, and then establish they are morphisms in Z(A). Composing along I s ⊗ s b, we see we need to check that:
where we used snapping (Lemma 18), and that in the last steps the rings come off and evaluate to a factor 1. For the other composition, note that:
using snapping in the last step. To see that the morphisms are indeed morphisms in Z(A), we check that:
where the first step is Lemma 13, and the second step uses Equation (4). The proof that b ⊗ s I s ∼ = b along the specified isomorphisms is analogous.
For I s to be a unit for the symmetric tensor product, the isomorphisms from Lemma 19 need to satisfy the triangle equality, that is:
commutes for all a, b ∈ Z(A), where the downwards maps are the unitor isomorphisms and the top is the associator.
Lemma 20. The isomorphisms from Lemma 19 satisfy the triangle equality.
Proof. We will show that the clockwise composite a
That is, we are considering the composite of
When composing, we encounter Equation (17) and its mirror image. Plugging this in right away and remembering the rings are idempotent, we get
Here the first equality is an application of snapping to the two horizontal rings (Lemma 18), the second uses the fact that the rings cancel with the inclusion and projection morphisms.
The Symmetric Tensor Product as a Functor
We have so-far given objectwise definitions of the ingredients needed to define the symmetric tensor product. In this section we will combine these definitions to make the symmetric tensor product into a monoidal structure. The final ingredient needed is a definition of the symmetric tensor product on morphisms.
Definition on Morphisms
Definition 21. The symmetric tensor product
is a symmetric monoidal structure on Z(A) defined on objects in Definition 12.
On morphisms f : a → a , g :
The unit for this monoidal structure is given in Definition 17. The associators are induced by the associators of A as described in Lemma 16. The symmetry is induced by the symmetry morphisms in A, as described in Lemma 14.
Lemma 22. The prescription from Definition 21 is a functor.
Proof. Observe that we have, for f, f and g, g morphisms in Z(A):
where in the second step we used naturality of the braiding in Z(A).
The Symmetric Tensor Product as Symmetric Monoidal Structure
Now that we have promoted ⊗ s to a functor, it makes sense to ask whether it defines a symmetric tensor product on Z(A). To see ⊗ s is weakly associative, note that we have shown that the maps induced from the associators of A give isomorphisms between the two possibilities for the triple product (Lemma 16). As the associators for A satisfy the pentagon equations, so will the induced maps. Furthermore, an argument analogous to the proof of functoriality will establish that these isomorphisms are natural.
For weak unitality, observe that, in Lemmas 19 and 20, we have established I s as the unit for ⊗ s .
To establish symmetry of ⊗ s , we recall that we have shown that the symmetry in A induces isomorphisms between the swapped orders of taking the symmetric tensor product (Lemma 14). These induced morphisms will give a natural transformation that satisfies the hexagon equations.
Collecting these observations, we have therefore shown that:
is a symmetric monoidal category.
The Symmetric Tensor Product under Tannaka Duality
Any symmetric fusion category is, by Tannaka Duality (Theorem 26), equivalent to the representation category of a finite (super-)group. Furthermore, as discussed in Section 4.2, the Drinfeld centre of such a representation category can be viewed as the category of equivariant vector bundles over (the underlying group of) this (super-)group (Definition 27). This category admits two obvious tensor products, the convolution tensor product (Definition 28) and the fibrewise tensor product (Definition 38). The goal of this section is to first show that for A Tannakian (Definition 24), the symmetric tensor product on Z(A) translates to the fibrewise tensor product when viewing the Drinfeld centre as equivariant vector bundles. After this, we will examine what the symmetric tensor product becomes when the symmetric fusion category is super-Tannakian. We will see that in this case, the symmetric tensor product translates to a twisted version of the fibrewise tensor product that takes into account the super-group structure.
Tannaka Duality for Symmetric Fusion Categories
A famous result by Deligne [Del90, Del02] states that every symmetric fusion category is the representation category of a (super-)group. Before we can state the Theorem, we need some definitions. 
The Drinfeld Centre of the Representation Category of a Finite Group
As discussed in Section 4.1, every symmetric fusion category A is a representation category of a finite (super-)group. It turns out that the Drinfeld centre of a representation category of a finite group G has the interesting feature that it is equivalent (as braided monoidal category) to the Drinfeld centre of the category of G-graded vector spaces, as we discuss in this section. We will first discuss the case of G being an ordinary finite group, then we move on to the super-group case.
The Drinfeld Centre of a Tannakian Category
It is well-known ([BK01, Chapter 3.2]) that when A = Rep(G), there is an equivalence:
between the Drinfeld centre and the category of equivariant vector bundles over G. The latter category is defined as follows:
Definition 27. A G-equivariant vector bundle V on G is a collection of vector spaces V g for g ∈ G, together with for each h ∈ G isomorphisms
such that ρ h ρ h = ρ h h . The vector space V g will be called the fibre over g, and the isomorphisms ρ the action data.
The category Vect G [G] of G-equivariant vector bundles on G is the category with objects G-equivariant bundles over G, and morphisms fibrewise linear maps that commute with the ρ h .
Definition 28. The convolution tensor product V ⊗W of two equivariant vector bundles V, W over G is the equivariant vector bundle with fibres
Furthermore, there is a braiding:
Definition 29. The braiding isomorphism
, is given by using for each
where s is the switch map of vector spaces, and summing this to a fibrewise map.
This makes Vect G [G] into a braided fusion category. It is in fact a modular tensor category, with simples supported by conjugacy classes of G. Note that, as the neutral element e is stabilised under conjugation by the whole group, the subcategory of vector bundles supported by the conjugacy class [e] is the representation category of G. The inclusion functor from Equation (2) is in this model for the Drinfeld centre the functor that views a representation of G as a vector bundle over G supported by [e].
Definition 30. The forgetful functor from Vect
with G-action given by the action data.
Using the forgetful functor, the equivalence between Z(Rep(G)) and Vect G [G] is in one direction given by taking V = {V g } and mapping it to (Φ(V ), β V,− ).
Definition 31. Let G be a finite group. Then the category of G-graded vector spaces Vect[G] is the fusion category with simple objects C of homogeneous degree g for g ∈ G, and fusion rules given by multiplication in the group.
The following well-known fact follows from a straightforward computation:
Proposition 32. Let G be a finite group. Then the Drinfeld centre of
The Drinfeld Centre of a Super-Tannakian Category
We will now discuss the Drinfeld centre of the representation category of a finite supergroup (G, ω). We will denote the underlying finite group by G. We start with the following observation:
Lemma 33. For any finite supergroup (G, ω), there is an equivalence
of braided monoidal categories.
Proof. This follows directly from the fact that Rep(G, ω) and Rep(G) are equivalent as monoidal categories.
This means that the results from the previous Section 4.2.1 also apply to the super-Tannakian case, except for the following. Odd representations in Rep(G, ω) braid along minus the identity with each other, so the inclusion functor Rep(G, ω) ⊂ Z(Rep(G, ω)) cannot be viewing these representation as bundles supported by [e], these bundles braid trivially with each other. Instead, observe that, ω being central, the subcategory of bundles supported by [ω] is also the representation category of G (as linear category), but these bundles braid among each other according to the action of ω (see Definition 29). In particular, odd representations will braid along minus the identity. In summary:
Proposition 34. Under the equivalence of Z (Rep(G, ω) ) with Vect G [G], the inclusion functor
from Equation (2) is given by viewing even and odd representations as vector bundles supported by [e] and [ω], respectively.
The forgetful functor to Rep(G, ω) also differs compared to Definition 30, we need to assign a parity to the images. To do this, it is helpful to observe the following:
Proof. The simple objects in Vect G [G] are supported by conjugacy classes. As ω is central, it has to act by the same linear map on each fibre.
With this Lemma in hand, we can simply define:
Definition 36. Let V be a simple object in Vect G [G], then c is called even (or odd ) if ω acts as id (or −id). Now, the forgetful functor on Z (Rep(G, ω) ) ∼ = Vect G [G] is again the functor to Rep(G, ω) that takes the direct sum of the fibres, where we additionally remember the parity of the simple object it came from.
The Symmetric Tensor Product under Tannakia Duality
We will now take a look at what the symmetric tensor product ⊗ s becomes from the point of view of Tannaka duality. The main results of this section are Theorems 37 and 44.
Tannakian Case
In this section we will examine what the symmetric tensor product on Z(A) gives in the case where A = Rep(G), where G is a finite group. We will show that:
Theorem 37. Let G be a finite group. Then the equivalence E from Equation
is a symmetric monoidal equivalence. Here ⊗ f denotes the fibrewise tensor product from Definition 38.
The proof of this theorem will take up the rest of this section. We start by giving the definition of the fibrewise tensor product.
Definition 38. The fibrewise tensor product on Vect G [G] is given by
This tensor product is clearly symmetric with symmetry given fibrewise by the switch map of vector spaces.
We will now examine what the idempotent Π a,b looks like in Vect G [G] . In particular, we will establish the following:
Proof. By definition, Π V,W is given by
where we put the label i * to emphasise the object going up is i * . Recall, from Section 4.2.1, that we are viewing i ∈ Rep(G) as an object in Vect G [G] by regarding it as a vector bundle supported by [e] . The convolution tensor product (Definition 28) between any bundle E and a bundle F = F e supported by [e] has fibres given by
We claim that Π V,W acts as a sum of endomorphisms of the summands V g1 ⊗ W g2 of the fibres over g = g 1 g 2 of V ⊗ c W . The braidings on the V and W strands with i and i * will individually fibrewise be automorphisms of V g1 ⊗i and i * ⊗ W g2 . Precomposing with co-evaluation and postcomposing with evaluation for i combines these to automorphisms of V g1 ⊗ W g2 , for each i in the sum. This means the idempotent will be a direct sum of maps
for each possible combination of fibres V g1 and W g2 .
We now want to compute what these endomorphisms are. By the definition of the braiding (Definition 29), each of these maps Π Vg 1 ,Wg 2 is given by the composite of the evaluation and coevaluation for i with, denoting by ρ i (g) the action of G on the representation i,
where we have gotten rid of unnecessary switch maps between vector spaces. By unitarity of the representations, ev
2 ) ⊗ id i * ). The evaluation and coevaluation combine to a trace, so we see that
where χ i denotes the character of i. We recognise the right hand side as 1 D times the character of the group algebra, viewed as a representation of G, evaluated on g −1 2 g 1 . As the group acts freely on itself, this character is D times the characteristic function of the conjugacy class of the identity element. This proves the lemma.
Corollary 40. The subobject associated to Π V,W has fibres
To compare the symmetric tensor product to the fibrewise product, we need to see what effect equipping this object with the half-braiding from Equation (14) has. We claim that this replaces g 2 by g. This will establish:
Proof. Unpacking the definition of the half-braiding, we see that the braiding on V ⊗ s W with respect to a ∈ Rep(G) is given by, on each summand in Equation (26),
where the first map is the braiding from Equation (29) and the second the symmetry in A. By monoidality of the symmetry s, this composite is the same as:
Comparing this with Definition (29), this is saying that V ⊗ s W is the bundle with fibres
and this is what we wanted to show.
Combining Corollary 40 and Lemma 41 now proves Theorem 37.
Super-Tannakian Case
We will now examine the case where A is super-Tannakian (Definition 24) 
Remark 43. We can interpret Definition 42 as follows: for every choice of central order 2 element of a finite group G, there is a symmetric tensor product on
In this section, we will prove the following:
Theorem 44. Let (G, ω) be a finite super-group. Then the equivalence between
The main difficulty in proving this Theorem is that, as asserted by Proposition 34, the inclusion functor from Rep(G, ω) to Z(Rep(G, ω)) does not only hit bundles supported by [e] . This means we have revisit Lemma 39 and its proof. We will do this step by step below.
The starting point is again that Π V,W is given by
Recall (see Definition 25), that the i are either even or odd, and that (Proposition 34) even representations are viewed as bundles supported by [e], while odd representations are viewed as bundles supported by [ω] . Each even i summand in Equation (27) will, just as in the Tannakian case, contribute an automorphism of each V g1 ⊗W g2 given by multiplication by χ i (g −1 2 g 1 ), regardless of the parity of V and W . Now suppose that i is odd. Since ω is the only element its conjugacy class, analogous reasoning to that applied in the Tannakian case tells us that for such odd i we get an endomorphism of V g1 ⊗ W g2 , let us denote it by Corollary 45. The subobject associated to Π V,W is the equivariant vector bundle with fibres:
for V and W homogeneous.
As we can decompose any vector bundle into homogeneous summands, this Corollary completely determines the object underlying the symmetric tensor product of any two vector bundles.
Following the exposition of the Tannakian case, our next task is now to determine what the half-braiding (Equation (14)) is that we will equip this object with to form the symmetric tensor product.
We will again compute what this braiding is summandwise. So, let a ∈ Rep(G, ω) be homogeneous and V ω |V |+|W | g W g be a summand in the fibre over ω |V |+|W | g 2 . Unpacking the definition of the half-braiding, we get, analogously to the Tannakian case: (29)), this indicates that V ω |V |+|W | g W g is, in V ⊗ s W , a summand of the fibre over ω |V | g. We have found:
or, reindexing:
This concludes the proof of Theorem 44.
