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Introduction
Congestion problems, causing increasing travel times and travel time uncertainty, raise the need to evaluate policy measures. Since some of the latent demand avoiding congested time periods is diverted to other time periods, disregarding the effect of peak spreading in policy evaluation may result in over-or underestimation of congestion. In a study carried out by SACTRA (1994) it was found that departure time shift is the second most common response, after changing route, to new travel conditions. The congestion toll trial in Stockholm has demonstrated the need for a departure time model. A departure time choice model application needs to integrate a dynamic assignment model with a demand model. The objective of this paper is to develop and estimate a mode and departure time choice model for Stockholm that covers the extended morning peak period. This demand model is currently being implemented along with a dynamic assignment model. The fact that travellers face an uncertain travel time is also being taken into account.
Departure time models are usually estimated based on Stated Preference (SP) data, since Revealed Preference (RP) data with the required level of detail and quality is usually unavailable. There are only a few successful RP-based model estimations reported in previous literature: Small (1982) , Small (1987) , Bhat (1998a) , Bhat (1998b) Lam and Small (2001) and Brownstone and Small (2005) . In this study, estimation draws on data from a stated preference study undertaken in Stockholm. The target group was drivers travelling toward the city centre during the extended morning peak from 06.00-10.00.
There are a few published studies estimating departure time choice under uncertainty, such as Noland et al. (1998) , Small et al. (2000) and Hollander (2005) . These studies all use SP data and deal only with commuters. The departure time shifts considered in the studies were relatively small; in Small et al. up to 15% of the mean travel time (i.e. nine minutes assuming that the mean travel time is 60 minutes). Noland et al. used time shifts of similar magnitudes.
The vast majority of trip timing models adopt the framework developed by Vickrey (1969) and Small (1982) , assuming that the traveller's utility depends on travel time and deviation from the preferred arrival time; the latter is sometimes referred to as earliness or lateness. However, earliness and lateness can be planned, i.e. scheduled, or unexpected. Planned and unexpected deviations from preferred arrival time are conceptually different, and the disutility arising from them is probably not equal. In the literature however this distinction is not always made clear.
de Jong et al. (2003) developed a trip timing model similar to the one developed in the present paper, but their model is tour based. Further they focus on scheduled delay only, whereas in the present study we consider both scheduled and unexpected lateness and earliness.
For the planned, or scheduled, departure time we used relatively large time shifts in the SP, of the same magnitude as de Jong et al., for several reasons. First, as the morning peak extends over a relatively long time, the effect on congestion levels will be very limited for small departure time shifts. Second, possible charging schedules for the tolls trial in Stockholm (see www.stockholmsforsoket.se), which will be evaluated using this application, are relatively crude. Most drivers thus have to make relatively large departure time shifts in order to reduce their charge. Third, our hypothesis was that a majority of commuters travelling toward the city centre have a flexible working schedule and thus more flexibility in their choice of departure time. A flexible working schedule here refers to a situation where there is no official starting or finishing time at work.
Many authors have noted that the MNL approach is inapplicable for departure time modelling, since it cannot accommodate the correlation structures in the alternatives. For this reason we apply a mixed logit model structure similar to those applied by de Jong et al. (2003) and Hess et al. (2006a) , designed to induce correlation and heteroskedasticity between different departure time alternatives. One alternative to simulation-based models that would be faster in an application, but still be able to accommodate the desired correlation structures, is the closed form Ordered GEV (OGEV) model. Small (1987) was first in applying OGEV to departure time choice and Bhat (1998a) jointly modelled departure time and mode choice, applying a nested OGEV-MNL model. Since we use SP data for estimation however the OGEV model is less suitable, as this model cannot accommodate correlation in unobserved heterogeneity, which usually arises between repeated observations from the same respondent.
2 Model Formulation 2.1 Theory, terminology and literature Following Vickrey (1969) , Small (1982) and Bates et al. (2001) we first assume that the traveller's utility depends on travel time and deviation from the preferred arrival time, PAT. The majority of previous studies have used the official work starting time as preferred arrival time, but that cannot be used in this study since non-commuters are also included and also because a majority of the commuters travelling toward the city centre of Stockholm do not have an official work starting time. We have therefore sought to elicit a preferred arrival from the respondents in a different way. We first extracted information about the preferred departure time (PDT) by asking the drivers at what time they would have choosen to depart if there never were any queues on the road network. PAT was then computed by adding up PDT and the minimum travel time encountered under optimal travel conditions, as reported by the drivers.
In any case, the utility function is typically of the form
where t h is the departure time, T is the travel time, α is the direct utility of time spent on the trip. β is sometimes referred to as the disutility of being early, but it can also be viewed as the utility difference between time spent at the origin and time spent at the destination before the preferred arrival time and hence the (relative) opportunity cost of time. γ is the disutility of lateness, i.e. arrival after the preferred arrival time. Usually, the lateness penalty is assumed to be linear in the lateness, although some authors have suggested a step function (an extra penalty as soon as the traveller arrives after the preferred arrival time), and some authors have suggested that the marginal disutility of lateness may be either increasing or decreasing.
As mentioned in the introduction, there are in fact two possible interpretations of β and γ. One interpretation is that they represent the disutility of planned, or scheduled, deviation from the most preferred arrival time. Another interpretation in the literature is that these parameters refer to the valuation of unexpected lateness or earliness.
We first turn to the case when β and γ refer to the disutility of unexpected lateness or earliness. The direct disutility arising from the risk of arriving at a time different from planned arrival time, caused by the travel time uncertainty, can be captured by the expectation of the unexpected delay. The theory of this approach was first proposed by Garver (1968) and Polak (1987) , with further development by Noland and Small (1995) and Bates et al. (2001) , combined with the work of Small (1982) . Fosgerau and Karlstrom (2008) extend the results further by showing that as long as departure time can be chosen freely and travel time distribution is independent of departure time, the reduced-form utility function can always be written as a linear combination of the mean travel time and the standard deviation of travel time. They show further that this result generalizes approximately to the case where the mean and standard deviation of travel time depend on departure time. Another insight is that the direct utility of standard deviation will depend on the standardised travel time distribution. Standard deviation valuations that have been obtained in one context can thus not be directly transferred to another context with a different standardised travel time distribution.
In the original interpretation of β and γ these represent the disutility of planned deviation from the most preferred arrival time. The motive for a driver to make such a time shift is to move the trip to a time period with better travel conditions in heavy congested networks.
In the model developed in the present study we will include both the direct disutility of the scheduled deviation from the most preferred arrival time and the direct disutility of unexpected lateness or earliness. In accordance with the results of Fosgerau and Karlstrom, the disutility arising from unexpected lateness or earliness is represented as the width of the 95% confidence interval, i.e. the width between the 2.5 and 97.5 percentiles, which is proportional to the standard deviation for many travel time distributions. We chose this representation of travel time uncertainty for the SP, and therefore also in the utility function (see section 3).
The planned deviation from the most preferred arrival time is represented by the formulation used in eq. 1. We make the underlying assumption that some drivers have flexible schedules and are thus less constrained by a specific preferred arrival time, but have the option to choose a departure time so as to achieve better travel conditions. It is uncertain how large a share of the drivers have this option in reality. As mentioned however, and as will be shown later, a majority of commuters travelling toward the city centre have flexible working schedules and probably thus have some flexibility in their departure time choice.
A different but related issue is whether scheduled delay should be defined with respect to departure (DT) or arrival time (AT). Defined with respect to departure time we have:
The deviation from the most preferred arrival time is stochastic if travel time is uncertain. However if the driver plans to shift arrival time significantly later than PAT, relative to the travel time variability, the distribution of SDL becomes a linear transformation of the arrival time. Hence E(SDL) can still be written as the difference between the expectation of arrival time and PAT, and E(SDE) becomes zero with certainty (or, equivalently, if the driver choose to arrive too early, E(SDL) becomes the difference between the expectation of arrival time and PAT):
The choice of approach should be based on whether temporal constraints are more binding at origin or destination. Constraints at the origin and destination are most likely also working in different directions, so that earlier departure is constrained at the origin and later arrival is constrained at the destination. If so, SDE could be computed with respect to departure time and SDL with respect to arrival time. This is also most consistent with the view that the disutility of planned early time shifts corresponds to the opportunity cost of time spent at the destination before the preferred arrival time relative to time spent at the origin. These alternative approaches will be discussed further in the estimation section 4.3.
Model Formulation
We expect to find unobserved individual variation of scheduling constraints, and thus assume that the scheduled delay parameters are randomly distributed in the population. This assumption is formally equivalent to formulating an error component logit model in which a part of the unobserved utility difference is related to the proximity of the alternatives. In addition to the scheduling parameters, the cost parameter was assumed to be randomly distributed in the population. The expected utility function for the two departure time alternatives, for a given individual n, formulated as:
Index i refers to the two departure times in the SP choice situations. SDE and SDL represent planned deviations from PDT or PAT. COST is the monetary cost of the trip and T is mean travel time. Travel time uncertainty, or unexpected delay, is represented by the 95% confidence interval of the travel time duration, denoted ∆. n are independent and identically distributed Gumbel terms.
We will also test the hypothesis that the disutility arising from unexpected delay depends on the scheduled delay. We will therefore replace ∆ with the parameters ∆ early and ∆ late . ∆ early and ∆ late denote disutility of travel time uncertainty when the scheduled earliness and lateness, respectively, is non-zero. A dummy parameter for additional lateness penalty is not included because it is meaningless in a framework where we assume that many travellers deliberately choose to travel earlier or later than at the most preferred time in order to achieve better travel conditions.
The attractiveness of alternatives to car driving will obviously influence drivers' response to new travel conditions. To capture this dimension, a mode switch (to public transport) alternative is included in the model. The utility of this alternative is primarily described by the respondent's actual public transport time. The public transport cost is highly correlated with time and therefore omitted in the utility function. The expected utility function was formulated as:
where C P T is a constant and ξ n is a [0,1] normally distributed error component, inducing a larger variance of the error components in the choice of mode relative to the choice between the car-based alternatives. The size of this variance is determined by η,, which is estimated. Comparing this specification with a nested logit model, this is equivalent to specifying separate nests for each of the two modes. T P T is the public transport travel time. Public transport travel times are assumed not to vary very much within the extended morning peak.
Survey
An SP survey, designed to explore the trade-off that drivers make between shifts in preferred departure time, travel cost, travel time and travel time uncertainty, was administered to a sample of drivers travelling toward the city centre of Stockholm during the extended morning peak period (06.00-10.00). The main study took place in spring 2005, preceded by a pilot study in March the same year. Drivers were first registered by roadside number plate registration, after which a survey agency called them the same evening for an initial interview to collect certain prior information about the observed trip (i.e. purpose, departure time and travel time) as well as socioeconomic information (including income Figure 1 : Example of the sample questions information was used to identify the preferred departure time. The SP survey was mailed to them the following day. The questionnaire first listed the information about the observed trip (i.e. actual departure and arrival time, trip duration and preferred departure time) to remind respondents about the circumstances of the trip. This information had also been used to customize the game. Then a number of questions followed that introduced the respondents to the concepts of travel time variability and departure time choice. The second part of the questionnaire included eight SP questions. For each question the respondents were instructed to choose one of two departure time alternatives. The option to switch to public transport, bicycle or walk, or cancel the trip were also offered, but the number of choices for the latter two was small and therefore not included in the model. For public transport time, respondents were instructed to assume their actual public transport time in the SP game. To code the respondents' actual public transport travel times, output from the EMME/2 network assignment package was used.
Travel time and travel time uncertainty were presented by a travel time interval, specified by a T max and a T min (see figure 1) . The respondents were informed that the travel time might fall outside this interval about once a month if making the trip at the same time of day five days a week. We therefore interpret it as a 95% confidence interval.
The problem of representing travel time uncertainty in SP surveys, capturing the respondents' actual valuation of uncertainty and still making it both realistic and interpretable for non-professionals has been discussed by several authors (see Bates et al. (2001) ). The present study adopted interval presentation because we believe it corresponds to the type of simplified information that many travellers actually consider when choosing how and when to travel. The pilot and main survey further showed that the respondents are aware of the fact that their travel time normally varies within an interval. They were asked to report the minimum and maximum travel time of the particular trip, and their answers indicated that they understood and interpreted these questions correctly. Hence we may assume that an interval expresses travel time variability in a realistic and interpretable manner.
A further motive for adopting an interval representation of travel time is connected to the implementation of this model and to joint RP-SP estimation using this data, which have been carried out in subsequent studies. In the RP data travel time variability is measured with a 95% confidence interval because the standard deviation is too sensitive to measurement errors (see section 3).
Travel time variability in this case is represented by the difference between minimum and maximum travel time in the application because a very large number of observations with very good quality are required to measure the standard deviation accurately.
An interval representation of travel time uncertainty (difference between the 90th and the 50th percentile) was further found to have the best model fit in two studies on value of time and reliability, using RP and SP data from the HOT lane projects in California. In these studies standard deviation captured individual's preferences only imperfectly in RP data (Brownstone and Small 2005, Lam and Small 2001) . They suggest that the poor results obtained from using the standard deviation may arise from incorrect measurements. However the interval representation implies that we need to make an assumption as to what mean travel time the respondents assume based on an earlier study of travellers' experiences of the travel time distribution.
An orthogonal design based on the difference between the two SP alternatives was used. Simulation over a wide range of parameter values, which also included the parameter values obtained in the pilot and main study, was undertaken to guarantee sufficient efficiency in parameter estimates. The observed departure and travel times, collected in the interview, were used to partially customize the game.
The pilot study, in combination with expert judgments, was used to arrive at the final levels of the attribute in the SP experiment. In the first of the two alternatives in each question, the departure time was shifted 5-15 minutes later or earlier from the actual departure time. The departure time in the second alternative was determined by assigning a departure time difference between the two alternatives. The departure time in the second alternative was shifted in the same direction, later or earlier, as in the first alternative. The difference between the departure times in the two alternatives was assigned four levels in the range of 5-60 minutes.
The travel time intervals were determined by two variables, mid-point and width, and the difference of the interval mid-points took four levels, ranging from 10-25 minutes. The interval width was derived as a percentage of the mid- point, with the four levels ranging from 0-80%. Cost differences between the two alternatives were assigned four levels in the range of SEK 10-40 (EUR 1-4). The number of respondents interviewed, grouped with respect to purpose and temporal flexibility, is shown in table 1. The number of SP choices used in the model estimations, grouped into three segments, is tabulated in table 1.
Model Estimation

Segmentation
Based on a careful examination of the data, the population was segmented into three groups. The first segment included commuters with flexible working hours, the second commuters with fixed working hours and the third people taking business trips. School trips were included in the second segment and trips with other purposes were added to the first segment. The assumption of the latter's similarity, in scheduling flexibility, to trips for individuals with flexible work schedules is plausible since they, too, often lack a fixed starting time.
To summarise, separate models were estimated for 1) commuters with flexible working hours, with other trips added in 2) commuters with fixed working hours, with school trips added in and 3) business trips. Only the results from the estimation of the largest model segment, commuters with flexible working hours and other trips, will be presented in detail. Models for the other segments are presented in the appendix.
Mixing Distribution
In the introductory phase of the estimation, several mixing distributions for the scheduled delay and cost parameters were evaluated: triangular, normal, uniform and lognormal. The symmetric distributions were inappropriate since the true distributions proved to be highly skewed and it is clearly inconsistent to assume positive valuations for scheduled delay and monetary cost attributes. The lognormal distribution gave rise to convergence problems, most likely because of the extensive tail. Johnson's SB distribution, which has the advantage of being an unsymmetrical and bounded distribution, was therefore applied. It is a nonlinear transformation of the normal distribution:
where l 1 is the lower bound and l 2 is the width of the interval. θ is a normally distributed variable with mean µ and variance σ that determine the shape of the density function. Johnson's SB approximate the normal and the lognormal distribution but can also be bi-modal. However, applying Johnson's SB distribution implies that as many as four parameters can be estimated. Train and Sonnier comment that if the bounds (l 1 and l 2 + l 1 ) are treated as parameters to be estimated it is likely that the model runs into identification problems because l 2 is closely related to the variance of the normal term. We have therefore assumed fixed bounds, with the upper bound set at zero. For the lower bound we evaluated two different points, -1 and -2, and investigated the sensitivity of this assumption. No significant influence of this assumption, in terms of model fit and shape of the density function, could be found and thus we chose the bounds [-1,0] for all random parameters, as will be shown below.
Estimation
For model estimation the software package Biogeme 1.4 (Bierlaire 2005) was applied. The model for commuters with flexible working hours and other trips was estimated using Modified Latin Hypercube Sample (MLHS) draws proposed by Hess et al. (2006b) . A sum of 1000 draws proved to be sufficient to give stable estimates. The randomly distributed parameters are constant across all observations for the same individual in the estimation, i.e. the direct disutility of scheduled delay and cost are assumed to be constant across all choices for each individual.
For the three model segments three model specifications were initially estimated, differing in their definition of scheduled delay. In this initial examination all models were estimated using MNL models, which means assuming the coefficients to be constant across all individuals n in eq. (6-7). In specification 1) SDE and SDL were both defined with respect to departure time, eq. (2-3). In specification 2) SDE and SDL were both defined with respect to arrival time, eq. (4-5). In specification 3) SDE was defined with respect to departure time, eq. (2), and SDL was defined with respect to arrival time, eq. (5). The third model specification seems to be the most plausible one from a theoretical point of view. When defining SDE with respect to departure time, we may think of this cost as an opportunity cost of interrupting the activity at origin. SDL defined with respect to arrival time is opportunity cost of being late to the activity at the destination.
The Log Likelihood (LL) values of all specifications are presented in table 3. For two out of the three model segments, commuters with flexible and business, best model fit was achieved using specification 3). In these model segments, temporal constraints at the origin thus seem to primarily restrict early departure whereases constraints at destination primarily restrict late arrival. For commuters with fixed working hours, however, the LL values of specification 1) and 3) do not differ significantly. Since the third specification ins further the theoretically most sound specification this was applied in the final models. In the continuation of this paper SDE and SDL will refer to SDE DT and SDL AT , respectively.
The final model for commuters with flexible schedule and other trips are shown in table 4. α P T rep is the public transport travel time parameter the for those respondents (18 in total) for whom the public transport time could not be coded (because of incorrect origin or destination address). The variable corresponding to this parameter is the travel time reported by the respondents themselves.
T P arent is an additional direct disutility of travel time for parents with dependent children. P T P arent is a dummy parameter in the public transport utility function, equalling one if parent and zero otherwise, indicating that parents have a lower propensity to switch to public transport. SeasonT icket is a dummy variable, which is one if the respondents have a season ticket and zero otherwise. Beside this, no systematic socio-economic differences could be found. For instance, although cost sensitivity varies within each segment, no systematic differences between income groups could be found within each segment. The disutility of travel time uncertainty depends on whether the expected arrival time of a specific alternative is shifted later or earlier. The parameter for travel time uncertainty was therefore segmented so that ∆ early and ∆ late denote the 95% confidence interval of the travel time in alternatives where expected arrival time is shifted earlier and later, respectively, than PAT. The parameter for travel time uncertainty was only significant in the choices where expected arrival time was shifted later than PAT, in segments 1 and 2. When departure time was shifted earlier, travel time uncertainty did not add a significant disutility. This seems plausible, since the risk of arriving later than PAT then is small. The estimates of travel time uncertainty depend on the way in which the mean travel time T is calculated as a linear combination of T min and T max . To show this we rewrite the last two terms in eq. (6):
Hence, for any value of c (used to calculate the mean travel time) the estimated value of λ will adjust. c was set to 1/3, which is consistent with results from an earlier study on commuters' perception of the travel time distribution carried out in Stockholm (Transek 2000) . For earliness and lateness the parameter and not the variable names are given in table 4, since the parameters do not directly correspond to the variables. β COST , β SDE and β SDL are the estimated means of the underlying normal distributions corresponding to the Johnson's SB-distributed coefficients of eq. (6 -7). σ COST is the standard deviation of the corresponding normal distribution. Since SDE and SDL are correlated, the standard deviations of the underlying normal distributions are not estimated directly. For technical reasons the elements of the Cholesky decomposition matrix are estimated instead. The Cholesky de- composition was used as a method to generate a correlated multivariate normal distribution based on uncorrelated univariate normal draws (see for instance Press et al. (1987) ) σ SDE , σ SDL and σ SDL SDE equal the lower triangular Cholesky factorisation matrix, where σ SDL SDE is the off-diagonal. Using the Cholesky elements, the density functions of the Johnson's SBdistributed parameters of eq. (6 -7) were simulated. Table 5 shows the corresponding simulated means, standard deviations and correlations of the simulated parameters. The corresponding density functions are plotted in figure 2. The plots reveal that the density functions of the random parameters are skewed, in particular SDE, indicating that many respondents have a low sensitivity to scheduled delay. Correlation of the scheduling parameters is positive, which is also the case in the model for business trips.
The standard deviations of the random parameters can be interpreted as error components. They allow for different levels of error between the alternatives. In Table 5 shows that the standard deviation of SDE is larger than that of SDL. Departure time shifts earlier are thus less sensitive to generalized cost changes than arrival time shifts later of the same magnitude. This means that there is more unexplained variation among drivers in constraints or preferences for earlier departure than late arrival. The standard deviation of the mode switch error component is 5.052 (see η in table 4). Hence, for time shifts smaller than 72 minutes later or 45 minutes earlier, time shifting is more sensitive than mode choice to travel cost changes.
The assumption that the random parameters are constant across all observations for the same individual appears to be crucial for achieving plausible substitution patterns in the present model. If, on the contrary, we treat all observations as independent from each other, the standard deviations of the random parameters SDE and SDL become insignificant. We can thus conclude that the disutility of departing earlier than PDT and shifting expected arrival time later than PAT is basically proportional to the time shift and varies in the population. It is consistent however across the observations from the same individual.
If we do not take repeated measures bias into account, variation in the random parameters thus becomes significantly underestimated and the model col- 
Comparing the Segments
To facilitate a comparison between the different population segments , table 6 shows mean values of the random parameters as a proportion of the travel time parameters, for the three model segments. Taking the example of commuters with flexible schedule, these numbers should be interpreted as the disutility per minute of early departure being equivalent to 0.8 minutes of travel time (or 1 minute if departure time is shifted earlier than 7.30 a.m.), which means that on average commuters are willing to depart 10 minutes earlier to save 8 (or 10) minutes of travel time. For late arrival the corresponding value is about 8 minutes of travel time. For commuters with a fixed schedule both late arrival and early departure are more costly than in other model segments, in agreement with our a priori expectation. Since the travel cost parameter can take values arbitrarily close to zero, the value of time cannot be computed directly. Still, we may compute valuation of money as a proportion of valuation of time. If the travel cost increased 10 SEK (1 Euro), 11 minutes' shorter travel times would, on average, compensate travellers with flexible schedules. In the segment for commuters with fixed schedules, the required compensation is 28 minutes of travel time. This is relatively high, and might be an effect of a policy bias against monetary cost. It is plausible however that commuters with a fixed schedule are more sensitive to travel cost, since this group has a lower average income. Table 6 also shows that travel time uncertainty, relative to mean travel time, is less costly for travellers with flexible schedules as expected. For business trips, as opposed to the other segments, travel time uncertainty is costly also in choices where expected arrival time was shifted earlier than PAT.
Sensitivity for travel time uncertainty, or reliability, is normally computed as the ratio between sensitivity for standard deviation and sensitivity to mean travel time (the reliability ratio). In the present study, the valuation of standard deviation of travel time is not estimated. If, however, assuming a lognormal distribution with the standard deviation of the underlying normal travel time is set to 1 for all departure times (which corresponds to the mean travel time we have assumed: c = 1/3.), standard deviation equals ∆ late /2.4. The reliability ratio would thus be 2.4*0.20 = 0.48 for commuters with flexible schedule and 2.4 * 0.53 = 1.27 for commuters with fixed schedule.For business trips the corresponding reliability ratio is 1.13 for late arrival and 0.70 for early arrival.
Note also that the valuation of the scheduled delay induce a higher disutlity per minute than the the unexpected delay, measured as the 95% confidence interval.
Validation
To assess the validity of the estimates of scheduling disutility we compare them with previous literature (see table 7), although the differences in definitions and data complicate the comparison. The time shifts used in Small (1982) and Noland et al. (1998) are much smaller than in the present analysis. However, because the model specifications and data differ between the studies we cannot isolate the effect of the larger departure time shifts on the scheduling disutility. The effect of larger time shifts could even work in different directions. On the one hand, they could imply a higher scheduling disutility per minute, since the whole day might have to be reorganised. On the other hand, larger shifts could imply a lower scheduling disutility per minute, if the cost of reorganising the day is reasonable. It is most likely however that large time shifts tend to increase the scheduling disutility for commuters with fixed working hours, since they presumably have smaller chances to reorganise the day. The study by Small (1982) should be compared to the segment of commuters with fixed schedules, since few commuters had flexible working hours at that time. The scheduling disutility found in the present study is larger relative to travel time, which might be an effect of the larger time shifts. The scheduled delay parameters estimated in Noland et al. (1998) lie between those estimated for commuters with fixed and flexible hours in the present study. This makes sense since Noland et al. included commuters with both fixed and flexible hours.
The estimates further down in table 7 (labelled Dutch and West Midlands) are found in a tour-based study comparing the relative sensitivity of mode and departure time choice (Hess et al. 2006a) . In these studies the time shifts are of about the same magnitude as in the present analysis. The estimated scheduling costs found in the present study are also well in line with those found by Hess et al. Scheduling disutility differs notably between commuters with fixed and flexible schedules, and shifts to later departure times are more costly than earlier ones. The error components also show a similar pattern as in Hess et al. The mode choice is less sensitive than the departure time choice to changes in observed generalized travel costs, unless the time shifts considered are large (45-90 min). Further, earlier time shifts are more sensitive to changes in the observed generalized travel costs than later departure time shifts of the same magnitude.
In comparing the valuations of travel time uncertainty using so called reliability ratios, the difference between studies seems to be even larger. Typical reliability ratios from the literature are 1.1-2.2 according to Bates et al. (2001) . However, in the earlier study by Black and Towriss (1993) , the values 0.7 and 0.55 are found. Noland and Polak (2002) suggest that the way of presenting travel time uncertainty to respondents might be an important source of the large discrepancies in the estimates of its valuation. This study indicates that the reliability ratio is dependent not only on population segment but also on planned deviations from most preferred time, which could be an explanation for the large variability of the reliability ratios estimated in the literature.
Conclusions and further work
The purpose of this study is to estimate a departure-time and mode-choice demand model for Stockholm. The main result is that the preference for scheduled delay is roughly proportional to the time shift and varies in the population, but is much more consistent within an individual. Another interesting finding is that scheduled delay induce a much higher disutlity per minute than unexpected delay, the latter measured as the 95 interval. The disutilty arising from an uncertain travel time also depend on the scheduled delay.
Since the model included error components for mode and time of scheduled delay shifts the patterns of substitution between was estimated. For time shifts smaller than 72 minutes later or 45 minutes earlier, time shifting is more sensitive to generalized cost changes than mode choice. Departure time shifts earlier are more sensitive than arrival time shifts later, which means that there is more unexplained variation among drivers in preferences for earlier departure than late arrival.
The estimated demand model is currently being implemented together with a dynamic assignment model (Kristoffersson 2007) . However, to control for the fact that the response scale normally is distorted in SP data, the implemented model has been re-estimated, combining the SP data with RP data (see Brjesson (2008) ). 
