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Premie`re partie
GE´NE´RATION DE SCE´NARIOS DE
PRE´CIPITATIONS SPATIALEMENT
COHE´RENTS SUR LA FRANCE
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ChapitreI
Ge´ne´ration de sce´narios me´te´orologiques
cohe´rents pour les e´tudes d’impact
Les sce´narios hydrologiques ne´cessaires aux e´tudes d’impact sont classiquement obtenus par simu-
lation a` l’aide de mode`les hydrologiques sur la base de sce´narios me´te´orologiques spatiaux a` haute
re´solution. Par exemple, dans un contexte de changement climatique, ces sce´narios me´te´orologiques
correspondent a` un sce´nario hypothe´tique du climat futur issu d’un mode`le climatique global (ou
Global Climate Model – GCM) dont le forc¸age repre´sente une potentielle e´volution future des gaz a`
effet de serre [Moss et al., 2010]. Un autre exemple peut eˆtre trouve´ dans le domaine des pre´visions
hydro-me´te´orologiques ou` les sce´narios me´te´orologiques locaux correspondent dans ce cas a` l’e´volu-
tion du temps pour plusieurs e´che´ances pre´vues par un mode`le de pre´vision nume´rique du temps (ou
Numerical Weather Prediction – NWP).
De par la forte variabilite´ a` la fois spatiale et temporelle de certaines variables locales (e.g. les pre´-
cipitations), les champs me´te´orologiques ge´ne´re´s a` haute re´solution doivent eˆtre adapte´s aux e´chelles
spatiales et temporelles des hydro-syste`mes conside´re´s. Dans ce contexte, l’utilisation de sorties me´-
te´orologiques brutes issues d’un GCM ou d’un NWP est inapproprie´e. Ces mode`les sont base´s sur
des repre´sentations simplifie´es de la re´alite´ induites non seulement par la connaissance imparfaite
des processus oce´aniques et atmosphe´riques mais aussi par la ne´cessite´ de simplifier la description
du milieu et des phe´nome`nes me´te´orologiques [Giorgi & Mearns, 1991 ; Frei et al., 2003]. Ceci
implique par exemple des biais importants sur des variables importantes pour l’hydrologie telles que
les pre´cipitations dont les distributions spatiales et la variabilite´ restent tre`s souvent simule´es de
fac¸on irre´aliste [Salathe, 2003 ; Burger & Chen, 2005]. Qui plus est, la re´solution spatiale de ces
mode`les (variant de 200 km pour un GCM a` 25 km pour un NWP) est trop souvent grossie`re au
regard de la taille des bassins versants conside´re´s. Les reliefs sont finalement tre`s mal repre´sente´s dans
ces mode`les alors qu’ils contribuent fortement au re´gime des pre´cipitations par le biais des phe´no-
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me`nes orographiques. De fac¸on a` pallier ce proble`me, il est ne´cessaire de recourir a` l’utilisation d’une
Me´thode de Descente d’Echelle (MDE). Ces me´thodes permettent d’adapter les sorties des mode`les
climatiques aux e´chelles spatiales requises pour les e´tudes d’impacts. Elles reposent sur le fait que les
conditions de grande e´chelle influent fortement sur les variables me´te´orologiques locales. En pratique,
deux approches sont couramment utilise´es : une approche dynamique ou une approche statistique.
1. L’approche dynamique
L’approche dynamique consiste a` forcer les conditions aux limites d’un mode`le me´te´orologique
a` aire limite´e (ou Limited Area Model – LAM) par un mode`le climatique global ou un mode`le de
pre´vision nume´rique (GCM ou NWP tournant a` l’e´chelle du globe). Le LAM peut eˆtre repre´sente´
par un NWP dans le cas de la pre´vision du temps a` diverses e´che´ances ou par un mode`le climatique
re´gional (ou Regional Climate Model – RCM) dans le contexte du changement climatique. La re´so-
lution spatiale plus fine permet a` ces mode`les de de´crire avec une plus grande pre´cision les processus
atmosphe´riques, la topographie et les contrastes de surface (e.g. terre/mer). La re´solution spatiale
peut atteindre 12 km dans le cas d’un RCM [e.g. Jacob et al., 2014] et jusqu’a` 2,5 km pour le mode`le
franc¸ais Arome [e.g. Seity et al., 2011] dans le cadre d’une pre´vision nume´rique du temps. Dans ces
mode`les, la repre´sentation des variables repose sur des lois physiques qui permettent de respecter a`
la fois la cohe´rence temporelle, la cohe´rence spatiale et la cohe´rence physique entre variables atmo-
sphe´riques. Ces trois atouts repre´sentent les principaux avantages de ces mode`les pour l’alimentation
des mode`les d’impacts hydrologiques. Toutefois, pour la plupart d’entre eux, certains processus sous-
maille comme la formation des pre´cipitations convectives sont repre´sente´s par des parame´trisations
simplifie´es.
D’autres proble`mes sont rencontre´s lorsque cette approche est mise en œuvre pour les e´tudes
d’impacts hydrologiques, par exemple :
• Etant donne´ la repre´sentation simplifie´e des processus sous-mailles, les sce´narios me´te´orolo-
giques produits se retrouvent biaise´s, dont une partie du biais peut eˆtre explique´e par le forc¸age
aux limites par le GCM ou le NWP. Il est souvent de´conseille´ de les utiliser directement dans
le cas ou` la re´ponse au forc¸age est non line´aire, ce qui est souvent le cas pour les mode`les d’im-
pacts hydrologiques. Toutefois, il est possible d’adapter par des me´thodes statistiques ces sorties
me´te´orologiques a` des fins de mode´lisation hydrologique.
• De part leur re´solution importante, la mise en œuvre des mode`les me´te´orologiques requiert
de disposer de moyens de calculs tre`s importants. Seuls de grands projets internationaux [e.g.
Christensen & Christensen, 2007 ; van der Linden & Mitchell, 2009 ; Jacob et al.,
2014] ou des services de pre´visions me´te´orologiques d’Etat peuvent se permettre de de´velopper
et d’ame´liorer si besoin les mode`les pour une re´gion spe´cifique.
• Meˆme si la re´solution spatiale la plus fine peut eˆtre infe´rieure a` une dizaine de kilome`tres,
certains hydro-syste`mes conside´re´s couvrent une superficie infe´rieure a` celle de la maille d’un
RCM et l’utilisation des champs en sortie du mode`le re´gional ne permet pas de repre´senter aussi
finement la variabilite´ spatiale des pre´cipitations sur le bassin versant.
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Les Me´thodes de Descente d’Echelle dite Statistique (MDES) font l’hypothe`se que les variables
me´te´orologiques de surface sont fortement influence´es par l’e´tat de l’atmosphe`re a` grande e´chelle,
pour lequel les variables atmosphe´riques sont mieux simule´es par les GCM (ou NWP tournant a`
l’e´chelle du globe). Plus pre´cise´ment, sur la base d’un ensemble de situations passe´es, elles identifient
dans un premier temps les liens d’e´chelle statistiques entre les variables de grande e´chelle, appele´es
“pre´dicteurs”, et les variables me´te´orologiques locales, appele´es“pre´dictands”1. Dans un second temps,
pour chaque jour de pre´diction, l’application des liens statistiques de´termine´s permettent de produire
des sce´narios me´te´orologiques locaux d’un pre´dictand donne´ sur la base des variables atmosphe´riques
de grande e´chelle obtenues en sortie des GCM (ou des NWP). Pour les e´tudes d’impacts hydrologiques,
le pre´dictand peut eˆtre repre´sente´ par une variable me´te´orologique de surface en un site donne´ ou
par une valeur agre´ge´e de cette variable a` l’e´chelle d’un territoire (e.g. un bassin versant).
De nombreuses MDES sont de´crites dans la litte´rature. Pour une revue de´taille´e de ces diffe´rentes
me´thodes, le lecteur se re´fe´rera a` Fowler et al. [2007], Hingray et al. [2009, chap. 12, pour une
revue en franc¸ais] et plus re´cemment dans Maraun et al. [2010]. Selon les auteurs, ces MDES peuvent
eˆtre classifie´es de diverses manie`res. Dans cette section, nous pre´sentons trois types de MDES : les
ge´ne´rateurs de temps (section 2.1), les me´thodes analogiques (section 2.3) et les fonctions de transfert
(section 2.2). Les me´thodes analogiques et les fonctions de transfert sont souvent qualifie´es de“Perfect
Prog” car elles visent la reproduction des variations temporelles des variables me´te´orologiques locales
sur la base des variations temporelles des pre´dicteurs de grande e´chelle.
2.1. Les ge´ne´rateurs de temps
Les ge´ne´rateurs de temps (ou Weather Generator – WG) permettent de ge´ne´rer des se´quences
temporelles a` partir de l’estimation des caracte´ristiques des variables me´te´orologiques locales (typi-
quement les premiers moments statistiques). L’estimation de ces caracte´ristiques est souvent condi-
tionne´e a` la circulation atmosphe´rique par l’utilisation d’une classification en type de temps de´finie
au pre´alable. Pour une pre´diction, les parame`tres utilise´s dans le WG de´pendent alors des fre´quences
d’occurrence des types de temps lorsque l’on conside`re un ensemble de pre´dictions. Les variations du
pre´dictand sont alors guide´es par les variations de la fre´quence d’e´chantillonnage des types de temps.
Il existe dans la litte´rature de nombreux ge´ne´rateurs de temps. Une revue de´taille´e de cette ap-
proche peut eˆtre trouve´e dans Wilks & Wilby [1999] et plus re´cemment dans Maraun et al. [2010]
et Ailliot et al. [2014]. Richardson [1981] et Dubrovsky´ [1997] de´veloppent par exemple un
ge´ne´rateur parame´trique et pre´disent les pre´cipitations pour un site donne´e selon deux e´tapes :
• L’occurrence est simule´e par une variable ale´atoire uniforme qui est ensuite compare´e a` la
probabilite´ d’obtenir un jour pluvieux. Cette dernie`re est souvent conditionne´e par l’occurrence
du jour pre´ce´dent.
• Un cumul de pre´cipitation est ge´ne´re´ a` partir d’une distribution de´finie a priori pour les jours
ou` une occurrence de pre´cipitation est effectivement pre´dite.
1. Les termes de pre´dicteurs et pre´dictands sont des anglicismes. Nous devrions plutoˆt parler de variables explicatives
et de variables a` expliquer.
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D’autres ge´ne´rateurs de temps peuvent eˆtre utilise´s, comme par exemple les ge´ne´rateurs parame´-
triques a` pulses rectangulaires [Evin & Favre, 2013]. Pour la ge´ne´ration de pre´cipitations multi-sites,
la ge´ne´ration de variables ale´atoires pilotes multi-varie´es et multi-corre´le´es permet de garder une cer-
taine cohe´rence spatiale des champs ge´ne´re´s entre les sites [e.g. Keller et al., 2014]. Toutefois, la
ge´ne´ration de champs spatiaux re´alistes par le WGs n’est pas assure´e [Wilks, 2012]. Finalement, un
inconve´nient majeur de ces me´thodes est qu’elles sous-estiment la variabilite´ inter-annuelle observe´e
[Wilks & Wilby, 1999].
2.2. Les fonctions de transfert
Les me´thodes base´es sur l’utilisation d’une fonction de transfert constituent une seconde fac¸on
de ge´ne´rer des se´quences temporelles d’une variable de surface. Leur principe consiste a` identifier
puis exploiter une relation statistique entre les pre´dicteurs de grande e´chelle et le pre´dictand. Cette
relation statistique peut se mode´liser sous diffe´rentes formes : une re´gression line´aire [e.g. Karl et al.,
1990], un mode`le line´aire ge´ne´ralise´ [ou Generalized Linear Model – GLM, Abaurrea & Asn, 2005 ;
Frost et al., 2011], un mode`le additif ge´ne´ralise´ [ou Generalized Additive Model – GAM, Vrac et
al., 2007] ou un mode`le de re´gression non-line´aire tel qu’un re´seau de neurones artificiel [ou Artificial
Neural Network – ANN, Hewitson & Crane, 1996 ; Olsson et al., 2001]. Les me´thodes de re´gression
permettent d’obtenir de bonnes corre´lations entre les variables reconstitue´es et observe´es. Toutefois,
de nombreuses e´tudes ajoutent une perturbation stochastique a` la variable simule´e de fac¸on a` e´viter
de sous-estimer la variance temporelle de cette dernie`re [e.g. von Storch, 1999]. Tout comme les
me´thodes base´es sur des ge´ne´rateurs de temps, les questions de cohe´rence spatiale et physique entre
variables sont difficiles a` ge´rer avec cette approche [e.g. Mezghani & Hingray, 2009].
2.3. Les me´thodes analogiques
Les me´thodes base´es sur la recherche de situations analogues s’appuient sur le principe d’analo-
gie introduit par Lorenz [1969]. Ce principe fait l’hypothe`se que deux situations atmosphe´riques
similaires donnent lieu a` des situations me´te´orologiques locales similaires. Pour une situation cible
caracte´rise´e par un ensemble de pre´dicteurs de grande e´chelle de´crivant l’e´tat et la circulation de
l’atmosphe`re, une ou plusieurs situations analogues peuvent eˆtre retenues sur la base d’un crite`re
d’analogie applique´ a` ce jeu de pre´dicteurs. Pour ces situations analogues, l’extraction du pre´dictand
dans une archive me´te´orologique passe´e permet de pre´dire la variable me´te´orologique de surface.
Pour la constitution de se´ries temporelles, la valeur pre´dite peut alors prendre plusieurs formes : elle
peut correspondre (i) a` la valeur observe´e de la situation analogue la plus proche, (ii) a` la valeur
moyenne ou a` une ponde´ration des valeurs correspondant aux k-plus proches situations analogues
[e.g. Fernandez & Saenz, 2003], (iii) a` la valeur correspondant a` une situation analogue se´lec-
tionne´e ale´atoirement parmi les k-plus proches analogues [e.g. Lall & Sharma, 1996 ; Lafaysse
et al., 2014]. Une autre approche, issue de l’adaptation statistique des NWP, consiste a` e´mettre une
pre´diction probabiliste dont la distribution est estime´e empiriquement sur la base des k-plus proches
situations analogues [e.g. pour la pre´vision quantitative probabiliste des pre´cipitations, Obled et al.,
2003 ; Gangopadhyay et al., 2005 ; Ben Daoud et al., 2011 ; Marty et al., 2012]. L’inte´reˆt d’une
me´thode analogique est triple : (i) Aucune hypothe`se n’est pose´e sur la distribution statistique de la
6
2. L’approche statistique
variable d’inte´reˆt. (ii) Pour une situation cible, si une meˆme situation analogue est applique´e pour
la pre´diction en plusieurs sites d’une variable de surface, le champ pre´dit est re´aliste et la cohe´rence
spatiale du sce´nario est automatiquement respecte´e puisqu’elle a de´ja` e´te´ observe´e. (iii) Si une meˆme
situation analogue est utilise´e pour pre´dire en un site plusieurs variables de surface, la cohe´rence
physique est aussi conserve´e [e.g. Bedia et al., 2013]. Cependant, l’inconve´nient principal de cette
me´thode est qu’elle ne peut que re´-e´chantillonner des situations de´ja` observe´es, n’e´tant donc pas en
mesure d’extrapoler en dehors de la gamme de valeurs observe´es.
2.4. La se´lection des pre´dicteurs
Pour chacune des MDES expose´es, la se´lection des pre´dicteurs constitue une e´tape cruciale pour la
calibration de ces dernie`res. Dans une majorite´ d’e´tude, ces pre´dicteurs sont retenus car ils posse`dent
un pouvoir d’information significatif [aussi appele´ parfois pouvoir pre´dictif, Cavazos & Hewiston,
2005 ; Mezghani et al., 2012] et parce qu’ils sont corre´le´s avec le pre´dictand [e.g. Wilby et al.,
1999 ; Abdellatif et al., 2012]. De plus, il est pre´fe´rable que chaque pre´dicteur soit porteur d’une
information diffe´rente, car la pre´sence d’information redondante en entre´e d’une MDES peut conduire
a` une sur-calibration de cette dernie`re. C’est pourquoi certains travaux ajoutent une e´tude de la
matrice des corre´lations entre pre´dicteurs de fac¸on a` retenir uniquement ceux qui sont le moins
corre´le´s entre eux. Par exemple, Mezghani & Hingray [2009] se contraignent a` conside´rer des
pre´dicteurs qui ont une corre´lation infe´rieure a` 0,6.
Ensuite, un raffinement du jeu de pre´dicteurs peut eˆtre effectue´ a` l’aide de proce´dures ite´ratives
de se´lection. Le gain de performance apporte´ par l’ajout ou le retrait d’un pre´dicteur permet de
converger vers un jeu de pre´dicteurs final [e.g. Bontron, 2004 ; Mezghani & Hingray, 2009 ; Ben
Daoud, 2010]. Le choix des pre´dicteurs est cense´ de´pendre de la re´gion pour laquelle une pre´diction
doit eˆtre effectue´e et de la saison [Cavazos & Hewiston, 2005 ; Timbal et al., 2009]. Les pre´dicteurs
doivent eˆtre re´-optimise´s pour tout nouveau site de pre´diction et beaucoup d’e´tudes optimisent les
pre´dicteurs par saisons. Ide´alement, il faudrait optimiser l’ensemble des parame`tres de la MDES de
fac¸on simultane´e [i.e. ses pre´dicteurs et sa structure de mode`le, e.g. Horton, 2012]. Cependant,
l’exploration des diffe´rents jeux de pre´dicteurs possibles est ge´ne´ralement fastidieuse. Elle se limite
par conse´quent souvent a` quelques jeux de pre´dicteurs inde´pendants issus d’e´tudes ante´rieures ou
similaires.
Les pre´dicteurs directement issus des sorties de GCM ou de NWP sont ge´ne´ralement des champs
grille´s de grande dimension. Comme certaines variables de grande e´chelle sont spatialement corre´le´es
entre elles, divers auteurs de´cident de transformer ces pre´dicteurs en un nombre re´duit de variables
de´corre´le´es. Pour ce faire, une me´thode largement utilise´e est l’analyse en composantes principales [ou
Principal Components Analysis – PCA, Preisendorfer & Mobley, 1988 ; Hannachi et al., 2007].
Cette approche permet d’exprimer une large part de la variabilite´ des pre´dicteurs selon un nombre
re´duit de vecteurs orthogonaux 1. Cependant, la signification physique des pre´dicteurs synthe´tiques
re´sultants est souvent difficile a` appre´hender. De plus, cette me´thode ne permet pas de tenir compte
du pre´dictand et ne conduit pas force´ment a` l’obtention d’un re´sultat optimale. Une analyse cano-
1. Ces vecteurs sont aussi de´nomme´s fonctions orthogonales empiriques (ou Empirical Orthogonal Functions – EOF)
ou encore composantes principales.
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nique des corre´lations (ou Canonical Correlation Analysis – CCA) ou une analyse du maximum de
covariance (ou Maximum Covariance Analyse – MCA) permettent d’y reme´dier [Huth, 1999 ; von
Storch & Zwiers, 2001].
3. Quelques questions associe´es a` l’utilisation des MDES
Les MDES constituent des me´thodes inte´ressantes pour pallier les biais issus d’une chaˆıne de
mode`les me´te´orologiques ou climatologiques emboˆıte´s (i.e. GCM → RCM ou NWP → LAM). Ce-
pendant, elles ne satisfont pas force´ment toutes les contraintes lie´es a` la ge´ne´ration de sce´narios
me´te´orologiques pertinents pour l’alimentation de mode`les d’impacts hydrologiques. L’une de ces
contraintes majeures pour les applications hydrologiques est le respect de la cohe´rence spatiale des
champs ge´ne´re´s.
Comme mentionne´ dans la section 2, seule une MDES base´e sur un re´-e´chantillonnage des situa-
tions analogues permet de satisfaire aise´ment cette contrainte. Cependant, la cohe´rence spatiale n’est
assure´e que si un meˆme jeu de situations analogues – et donc une meˆme parame´trisation du mode`le
– est conside´re´ pour la pre´diction des pre´cipitations en plusieurs sites. Lorsque l’on conside`re des
re´gions re´parties sur plusieurs continents et pour lesquelles les processus atmosphe´riques a` l’origine
des pre´cipitations diffe`rent, on comprend facilement que les parame`tres (e.g. en termes de pre´dic-
teurs et de domaines d’analogie) d’une meˆme me´thode analogique diffe`rent. Lorsque deux stations
pluviome´triques sont relativement proches (e.g. distantes de quelques kilome`tres), on peut a` l’inverse
facilement imaginer qu’un meˆme jeu de parame`tres puisse eˆtre optimal pour la pre´diction de ces
deux stations. La question est moins e´vidente lorsque l’on conside`re des stations re´parties a` l’e´chelle
d’une re´gion ou d’un pays, les parame`tres pouvant a priori eˆtre relativement diffe´rents selon l’endroit
ge´ographique conside´re´ [e.g. Timbal & McAvaney, 2001 ; Wetterhall et al., 2006]. A l’e´chelle
d’un pays comme la France, par exemple, les travaux re´cents de Radanovics et al. [2013] sugge`rent
qu’une unique me´thode analogique est fortement sous-optimale pour la pre´diction des pre´cipitations
locales. C’est potentiellement aussi vrai a` l’e´chelle d’une sous-re´gion. Par exemple, Bontron [2004]
montre que le domaine optimal d’analogie d’un pre´dicteur varie entre deux sites situe´s dans le Sud-Est
de la France.
Pour limiter la perte de performance lie´e a` l’utilisation d’un mode`le analogique unique, il est
possible de re´duire l’e´tendue du territoire sur lequel appliquer le mode`le. Le territoire peut eˆtre
identifie´ de sorte que les pre´dicteurs et les domaines d’analogie optimaux pour la pre´diction mono-
site soient les meˆmes pour l’ensemble des sites contenus dans ce territoire. Ainsi, Radanovics et
al. [2013] sugge`rent d’identifier des zones homoge`nes en termes de pre´dicteurs et de pre´dictands
pour la France. Toutefois, meˆme lorsque les pre´dicteurs choisis correspondent aux meˆmes variables
atmosphe´riques, les domaines d’analogie optimaux obtenus pour deux sites voisins peuvent le´ge`rement
diffe´rer. L’identification de re´gions homoge`nes en termes de domaines d’analogie est donc une taˆche
difficile. La difficulte´ est accentue´e du fait que les domaines sont identifie´s sur la base de produits
grille´s issus de re´-analyses ou de GCM. De par la discontinuite´ de ces donne´es dans l’espace, le domaine
optimise´ pour la pre´diction d’une variable locale a en fait peu de chance d’eˆtre le domaine optimal
re´el. Diffe´rents domaines d’analogie peuvent conduire a` des performances e´quivalentes, par ailleurs
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proches de la performance optimale. On fait donc face a` un proble`me classique d’e´quifinalite´ [Beven,
2006], tel que montre´ par exemple par Radanovics et al. [2013]. Par conse´quent, l’optimisation du
domaine d’analogie pour un site donne´ conduit souvent a` l’identification d’un domaine qui n’est que
quasi-optimal et qui peut eˆtre par conse´quent diffe´rent du domaine quasi-optimal identifie´ pour un
site voisin. Avec ces contraintes, l’identification de re´gions homoge`nes en termes de pre´dicteurs et de
domaines d’analogie est donc potentiellement difficile.
Une autre fac¸on d’aborder la question de la cohe´rence spatiale consiste a` e´valuer la perte de
performance obtenue par un mode`le analogique dont les parame`tres sont optimise´s pour un ensemble
de stations par rapport a` la performance obtenue par le mode`le optimal de chaque station. Comme l’a
expose´ Bontron [2004, pp. 142] dans son manuscrit de the`se, il peut eˆtre envisage´ de “de´terminer la
distance pour laquelle il est raisonnable d’utiliser un domaine commun pour rechercher des situations
analogues pour deux stations”. De ses re´sultats, il sugge`re qu’un meˆme domaine d’analogie peut eˆtre
conside´re´ de`s lors que :
• L’inter-distance entre deux stations est infe´rieure a` 250 km.
• Aucune barrie`re climatique telle que les Alpes ne se situe entre ces deux stations.
Dans cette the`se, nous proposons une approche le´ge`rement diffe´rente de celle expose´e par Bon-
tron [2004]. Elle consiste a` e´valuer la transposabilite´ spatiale d’un mode`le analogique en e´valuant la
capacite´ d’un mode`le optimise´ pour un site donne´ a` eˆtre applique´ en un autre site. Similairement a`
Bontron [2004], l’e´valuation de la transposabilite´ spatiale d’un mode`le donne´ en un site est effectue´e
par l’e´valuation de la perte de performance qui re´sulte de l’application d’un mode`le optimise´ pour un
site distant au lieu du mode`le optimise´ pour le site cible. Cette approche, qui a e´te´ applique´e pour
une me´thode Analog pre´ce´demment de´veloppe´e au LTHE par Bontron [2004], nous permettra dans
un premier temps de re´pondre aux questions suivantes :
Sur quelle e´tendue spatiale est-il possible de ge´ne´rer des sce´narios performants et
spatialement cohe´rents ? En d’autres termes, une MDES analogique de´veloppe´e spe´cifi-
quement pour une re´gion donne´e peut-elle eˆtre facilement transposable pour la pre´dic-
tion en des sites voisins ? Si oui, jusqu’a` quelle distance la transposition spatiale est-elle
raisonnable ?
Comme mentionne´ pre´ce´demment, la ge´ne´ration de sce´narios cohe´rents sur un territoire donne´
constitue une ne´cessite´ pour les applications hydro-me´te´orologiques re´gionales et les analyses hy-
drologiques en particulier. Elle peut, sous certaines conditions, eˆtre effectue´e a` l’aide de me´thode
analogique. La possibilite´ de pre´dire correctement la moyenne spatiale de la variable conside´re´e sur
le territoire vise´ est aussi fortement souhaite´e de`s lors que l’on s’inte´resse a` des questions relatives a`
la ressource en eau ou aux crues a` l’e´chelle d’un bassin versant.
On pourrait penser que la performance de pre´diction est de´pendante du niveau d’agre´gation de
la variable conside´re´e. L’effet de lissage lie´ au processus d’agre´gation re´duisant la variabilite´ de la
variable a` pre´dire, on peut s’attendre a` ce que la performance de pre´diction soit plus importante
pour une pre´cipitation agre´ge´e que pour une pre´cipitation locale. Ce re´sultat est par exemple expose´
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par Mezghani & Hingray [2009] qui ont compare´ les performances de pre´diction des pre´cipitations
obtenues a` l’e´chelle de la station, a` l’e´chelle du bassin versant du Rhoˆne a` l’amont du Le´man et a`
l’e´chelle de ses six sous-bassins versants. Ce re´sultat a de´ja` e´te´ mis en lumie`re par Gangopadhyay
et al. [2004] avec toutefois quelques nuances, dues au nombre de stations utilise´es pour la construction
d’une pre´cipitation agre´ge´e.
A notre connaissance, peu d’analyses traitent de ce sujet. Les e´tudes expose´es par Gangopadhyay
et al. [2004] et Mezghani & Hingray [2009] laissent penser que les performances de pre´diction aug-
mentent continuˆment avec l’e´chelle d’agre´gation spatiale. Cependant, on peut se demander s’il existe
une e´chelle d’agre´gation spatiale pour laquelle un optimum de pre´diction pourrait eˆtre obtenu, en par-
ticulier lorsque les pre´cipitations re´gionales moyennes a` pre´dire re´sultent d’un mixte tre`s he´te´roge`ne
de situations me´te´orologiques locales.
Pour re´pondre a` ces questions, nous utiliserons un mode`le Analog optimise´ pour la France. Nous
conside´rerons en particulier les questions suivantes :
Quelle est la performance de la pre´diction lorsque celle-ci vise une pre´cipitation
moyenne a` l’e´chelle d’un territoire donne´ ? Comment cette performance e´volue-elle
lorsque le territoire conside´re´ est de plus en plus vaste ?
Dans ce cas, l’utilisation d’un jeu de donne´es telle qu’une re´-analyse me´te´orologique de surface
pour laquelle le pre´dictand est re´parti selon un maillage re´gulier et homoge`ne dans l’espace constitue
alors un re´el avantage par opposition aux limites atteintes par l’he´te´roge´ne´ite´ rencontre´e au travers
d’un de´coupage spatial effectue´ sur la base de crite`res hydrologiques [e.g. Gangopadhyay et al.,
2004 ; Mezghani & Hingray, 2009].
Comme sugge´re´ pre´ce´demment, l’utilisation d’une unique approche analogique pour un territoire
donne´ permet a priori de pre´dire des sce´narios spatialement cohe´rents a` l’e´chelle du territoire. Cela
conduit aussi potentiellement a` une pre´diction tre`s sous-optimale par rapport a` l’utilisation d’un
mode`le optimise´ localement pour chaque site. Si l’on veut assurer la cohe´rence spatiale sur un terri-
toire donne´, il est donc ne´cessaire de trouver un compromis entre sa taille et la perte de performance
subie en chacun de ses sites. Ce compromis est impose´ du fait que la pre´diction est effectue´e a` l’aide
d’un unique mode`le d’analogie. Dans la dernie`re partie de cette the`se, nous explorons l’inte´reˆt d’une
strate´gie alternative qui permet de relaxer cette contrainte. Nous tentons en particulier d’apporter
des e´le´ments de re´ponse a` la question suivante :
Lorsqu’une MDES analogique est utilise´e pour la pre´diction en plusieurs sites, est-il
possible d’ame´liorer la performance de pre´diction par l’utilisation de pre´dicteurs ad-
ditionnels en chacun des sites tout en conservant sa cohe´rence spatiale sur un large
territoire ?
Nous explorons a` cet effet le potentiel d’un mode`le de pre´diction hybride ou` la pre´diction obtenue
a` l’aide d’un mode`le analogique simple est affine´e a` l’aide d’un mode`le de re´gression, base´ sur les
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situations analogues retenues pour chaque pre´diction. Le mode`le de re´gression, exploitant divers
pre´dicteurs atmosphe´riques additionnels, s’inspire du mode`le d2gen de´veloppe´ a` l’EPFL dans le cadre
des travaux de the`se de Mezghani [2009] puis au LTHE dans le contexte du projet RIWER2030 [cf.
Mezghani & Hingray, 2009 ; Hingray et al., 2013 ; Lafaysse et al., 2014].
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ChapitreII
Mode`les & Donne´es
Dans ce chapitre, nous pre´sentons dans une premie`re section (section 1) le mode`le Analog [Bon-
tron, 2004] sur laquelle l’ensemble de nos travaux sont base´s. Nous exposons aussi le mode`le
d2gen [Mezghani & Hingray, 2009] conside´re´ pour la mise en place d’un mode`le de re´gression
dans la partie III de cette the`se. La deuxie`me section de ce chapitre (section 2.2) pre´sente et de´crit
les caracte´ristiques des pre´cipitations de la re´-analyse Safran a` l’e´chelle de la France. La description
de ce jeu de donne´es est effectue´e par saison et pour une classification en types de temps.
1. Les descentes d’e´chelle statistiques retenues
1.1. La MDES Analog
Le mode`le Analog applique´e dans cette the`se a e´te´ a` l’origine de´veloppe´e pour la pre´vision quan-
titative journalie`re des pre´cipitations en France. Les travaux ont e´te´ initie´s a` EDF (Electricite´ De
France) par Duband [1970] pour la gestion de la ressource en eau lie´e a` la production hydroe´lectrique
et l’anticipation du risque d’inondation lie´ aux crues rapides. Il s’agissait alors d’une me´thode statis-
tique dont l’analogie e´tait effectue´e sur les champs de pression observe´s du jour a` pre´dire. Comme les
NWP devenaient de plus en plus performants dans les anne´es 1980, l’approche est devenue une me´-
thode d’adaptation statistique 1. Guilbaud [1997] dans ces travaux de the`se a ame´liore´ la me´thode
par la de´termination d’un crite`re d’analogie mieux adapte´. Ensuite, Bontron [2004] a de´termine´
de meilleures variables d’analogie (i.e. leurs niveaux et leurs feneˆtres temporelles) permettant d’aug-
menter les performances de la me´thode par l’ajout d’un second niveau d’analogie applique´ sur la
base d’une information d’humidite´ extraite des situations analogues en terme de hauteurs de ge´opo-
1. Un lecteur inte´resse´ trouvera un historique de l’e´volution de cette me´thode pour la pe´riode 1970–1995 dans
Guilbaud [1997, pp. 23–34].
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tentiel 1. Ben Daoud [2010] a e´tendu la me´thode a` de grands bassins versants que sont ceux de la
Seine a` Paris et de la Saoˆne a` Lyon alors qu’elle e´tait initialement de´veloppe´e pour des pre´cipitations
sur des bassins majoritairement situe´s dans le Sud-Est de la France. La pre´se´lection de situations
analogues – auparavant de´termine´e par une feneˆtre saisonnie`re centre´e sur la situation cible – a e´te´
ame´liore´e par une analogie sur les tempe´ratures. De plus, un troisie`me niveau d’analogie base´ sur la
vitesse verticale a permis d’ame´liorer les performances du mode`le Analog sur les bassins conside´re´s.
Marty [2010] a quant a` lui ajoute´ une e´tape de post-traitement de fac¸on a` corriger les biais de la
me´thode et a` de´sagre´ger les pre´cipitations a` l’e´chelle infra-journalie`re pour la pre´vision probabiliste
des de´bits de bassins a` crues rapides.
Un point commun de ces e´tudes est qu’elles se situent toutes dans un contexte de pre´vision.
La pre´diction des pre´cipitations e´mise sous la forme d’une distribution empirique 2 est effectue´e
pour la situation cible mais aussi pour plusieurs e´che´ances a` venir 3 (e.g. jusqu’a` J+6). De plus, la
variable a` pre´dire e´tait une pre´cipitation homoge`ne sur une surface donne´e issue d’une ponde´ration de
pre´cipitations mesure´es a` l’aide de pluviographes. Dans cette the`se, le contexte est e´largi a` celui de la
ge´ne´ration de sce´narios me´te´orologiques, pour les e´tudes d’impacts hydrologiques, qui soient adapte´s
spatialement a` la surface conside´re´e. La pre´diction ne concerne plus une valeur agre´ge´e repre´sentative
de la pre´cipitation a` l’e´chelle du bassin mais plutoˆt la pre´diction d’un champ de pre´cipitations locales
a` l’e´chelle d’un territoire donne´. Toutefois, certains des re´sultats montre´s dans cette e´tude peuvent
eˆtre e´galement applique´s pour la pre´vision des pre´cipitations.
Comme il a e´te´ mentionne´ a` la section 2.3, un des inte´reˆts des approches par recherche d’analogues
concerne la reproduction de la cohe´rence spatiale : pour un mode`le Analog, les situations analogues
retenues permettent d’extraire les valeurs de pre´cipitation correspondantes en tout site sur le terri-
toire. Les champs pre´dits par la me´thode sont des champs re´alistes car ils ont e´te´ auparavant de´ja`
observe´s (cf. figure II.1). En pratique, ces situations analogues sont re´fe´rence´es par un indice par
rapport a` une origine temporelle et un pas de temps donne´. Par exemple, si la date du 25-01-1958
est choisie comme situation analogue, que l’origine temporelle correspond au 01-01-1958 et le pas de
temps est journalier, alors l’indice temporel est e´gal a` 24, car le nombre de jours entre ces deux dates
est e´gal a` 24. Si la date du 02-02-1959 est retenue, l’indice temporel sera alors e´gal a` 397. Comme
nous venons de le voir, ces indices re´fe`rent a` des dates, qui elles-meˆmes correspondent a` des situations
observe´es. Dans la suite de ce document, nous nous re´fe´rons souvent aux situations analogues par le
terme de “dates analogues”, faisant re´fe´rence a` ce syste`me d’indices. Le nombre de dates analogues
retenues par un mode`le Analog pour la pre´diction en un jour cible donne´ est note´ Nd.
Comme nous avons pu le constater, plusieurs versions d’une approche analogique issues des diffe´-
rents de´veloppements historiques sont disponibles. Dans notre the`se, nous utilisons un seul mode`le
Analog a` un niveau d’analogie de´rive´ des travaux de Bontron [2004]. Les parame`tres du mode`le
sont les suivants :
1. Une de´monstration de l’application de cette me´thode pour la pre´vision des pre´cipitations sur des bassins du Sud-
Est de la France est illustre´e sur le site de l’OHMCV [Observatoire Hydro-me´te´orologique Me´diterrane´en Ce´vennes-
Vivarais – www.ohmcv.fr, Marty et al., 2012]
2. Excepte´ pour la pe´riode entre 1970 et 1990 ou` les pre´visions e´taient alors e´mises par l’interme´diaire de trois
quantiles : les quantiles 20, 60 et 90%.
3. Une e´tude de sensibilite´ des performances en fonction de l’e´che´ance de pre´diction a par ailleurs e´te´ mene´e par
The´venot [2004].
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Situation Cible Archive de large échelle de situations candidates
Archive locale de champs de précipitation
Critère
d'analogie
Figure II.1 – Illustration sche´matique de la se´lection de situations analogues pour une situation cible donne´e.
• L’analogie correspond a` une analogie de circulation atmosphe´rique car elle porte sur les
hauteurs des ge´opotentiels Z1000 +12h et Z500 +24h. Les e´che´ances temporelles +12h et +24h
permettent d’encadrer le pas de temps journalier sur lequel les pre´cipitations sont cumule´es (ici
de 06h00 UTC J a` 06h00 UTC J+1).
• Les dates analogues sont retenues a` l’aide d’une analogie de forme applique´e sur la circu-
lation atmosphe´rique. Guilbaud [1997] a montre´ qu’une analogie de forme a` l’aide du crite`re
TWS [Teweless & Wobus, 1954] applique´ directement sur les hauteurs de ge´opotentiel per-
mettait d’obtenir de meilleures performances de pre´diction qu’une analogie base´e sur la distance
Euclidienne applique´e sur les composantes principales, pre´alablement de´rive´es des pre´dicteurs.
• Un filtre saisonnier permet de pre´-se´lectionner les dates analogues dans une feneˆtre calendaire
de ± 2 mois centre´e autour du jour cible. Ce filtre permet, par exemple, pour une situation cible
d’e´te´, de ne pas conserver de situations d’hiver qui pourraient toutefois eˆtre analogues selon
les hauteurs de ge´opotentiels, mais qui ne conduiraient pas aux meˆmes effets locaux. Les jours
correspondant a` l’anne´e du jour cible sont retire´s de l’archive des jours analogues.
• Le domaine d’analogie de´pend de la localisation de la pre´cipitation a` pre´dire. Un meˆme do-
maine d’analogie est toutefois conside´re´ pour les ge´opotentiels Z1000 +12h et Z500 +24h.
Les principales raisons qui nous ont conduites a` retenir cette version du mode`le Analog sont les
suivantes :
i. Les diffe´rentes versions du mode`le Analog ont e´te´ optimise´es pour le Sud-Est de la France
ou certains grands bassins comme la Seine ou la Saoˆne. Dans cette the`se, la pre´diction des
pre´cipitations est effectue´e sur l’ensemble du territoire franc¸ais. Dans ce cas, un mode`le tre`s
optimise´ pour une re´gion donne´e (i.e. que ce soit le mode`le Analog a` deux niveaux d’analogie
de Bontron [2004], ou celui optimise´ par Ben Daoud [2010] pour les bassins de la Seine et de
la Saoˆne) n’est peut-eˆtre pas adapte´ pour la pre´diction des pre´cipitations en d’autres endroits
(comme par exemple dans le Nord de la France ou` la Bretagne). Par conse´quent, nous avons
de´cide´ de retenir un mode`le Analog seulement base´ sur les ge´opotentiels car nous supposons a
priori qu’ils sont de´ja` explicatifs d’une partie importante de la variabilite´ des pre´cipitations
sur l’ensemble du territoire franc¸ais.
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ii. L’utilisation d’un mode`le Analog simple nous permet de le conside´rer comme un mode`le de
re´fe´rence pour la ge´ne´ration de sce´narios me´te´orologiques spatialement cohe´rents.
Dans la suite de ce document, le mode`le Analog a` un seul niveau d’analogie base´ sur les hauteurs
de ge´opotentiel est note´ MA. L’adaptation de ce mode`le a` notre contexte est de´crite au chapitre III.
1.2. La MDES d2gen
La MDES d2gen a e´te´ initialement de´veloppe´e pour la ge´ne´ration de champs de pre´cipitation et de
tempe´rature sur le bassin du Rhoˆne a` l’amont du Le´man en Valais (Suisse). [Mezghani & Hingray,
2009]. Cette me´thode a ensuite e´te´ adapte´e au LTHE dans le cadre du projet RIWER2030 1 [Hingray
et al., 2013] pour la ge´ne´ration de se´ries temporelles de pre´cipitations et de tempe´ratures sur le bassin
de la Durance. Ces se´ries ont par suite e´te´ e´value´es et compare´es a` celles issues de deux autres MDES
dans la the`se de Lafaysse [2011]. La MDES d2gen est illustre´e a` la figure II.2 et se de´compose en
trois parties :
1. Pour un territoire donne´ (e.g. un bassin versant), la pre´cipitation moyenne est mode´lise´e en deux
e´tapes : la premie`re concerne la probabilite´ d’occurrence de pre´cipitation, la seconde la quantite´ de
pre´cipitation. La probabilite´ d’occurrence et la quantite´ de pre´cipitation sont mode´lise´es a` l’aide
d’un mode`le line´aire ge´ne´ralise´ (ou Generalized Linear Model – GLM). Dans le projet RIWER2030
[Hingray et al., 2013], plusieurs jeux de pre´dicteurs ont e´te´ teste´s pour chacun de ces deux
mode`les. Ils regroupent des indices de circulation atmosphe´rique tels que la pression re´duite au
niveau de la mer, les composantes zonales et me´ridiennes des vents ge´ostrophiques a` 700 hPa ainsi
que des pre´dicteurs thermodynamiques tels que l’humidite´ relative, l’humidite´ spe´cifique et le flux
d’humidite´ spe´cifique a` 700 hPa. De plus, un pre´dicteur de persistance correspondant a` l’occurrence
de pre´cipitation le jour pre´ce´dent la journe´e cible permet de tenir compte de l’auto-corre´lation
temporelle des pre´cipitations. Les pre´dicteurs conside´re´s ne varient pas selon les saisons, alors que
les parame`tres des mode`les GLM de´pendent de la saison.
2. Pour un jeu de pre´dicteurs, les re´gressions e´tablies a` l’e´tape 1 permettent d’estimer pour un jour
cible donne´ les espe´rances de l’occurrence (autrement dit la probabilite´ qu’il pre´cipite) et de la
quantite´ de pre´cipitation. Les re´sidus des deux mode`les GLM pour l’occurrence et la quantite´ de
pre´cipitation permettent de ge´ne´rer diffe´rents sce´narios locaux.
3. Dans le but de pre´dire les champs de pre´cipitation pour le bassin versant conside´re´, une e´tape
de de´sagre´gation spatiale est effectue´e. A partir du sce´nario re´gional ge´ne´re´ a` l’e´tape 2, k plus
proches journe´es analogues sont retenues selon une distance euclidienne applique´e a` la pre´cipitation
moyenne. Au travers d’un tirage ale´atoire dont la probabilite´ de tirage est inversement propor-
tionnelle a` la distance euclidienne d’analogie, une situation analogue est e´chantillonne´e et permet
de rejouer une structure spatiale observe´e de champs de pre´cipitation. L’inte´reˆt de l’approche
analogique utilise´e ici est de ge´ne´rer des structures spatiales de pre´cipitations et de tempe´ratures
connues et par conse´quent de respecter la cohe´rence spatiale et physique de ces variables.
Dans ces travaux de the`se, nous explorerons l’inte´reˆt de combiner cette approche a` la me´thode
analogique pre´sente´e a` la section 1.1. Nous ne conside´rerons que les deux seules premie`res e´tapes
1. http://www.lthe.fr/RIWER2030/
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Figure II.2 – Sche´ma du mode`le d2gen, adapte´ de Mezghani & Hingray [2009].
de la ge´ne´ration propose´es dans d2gen, visant respectivement la de´termination des re´gressions et
l’estimation de la distribution des pre´cipitations a` partir de la variance des re´sidus.
2. Donne´es
2.1. Les re´-analyses ERA-40
Les variables atmosphe´riques retenues comme pre´dicteurs de grande e´chelle sont extraites des
re´-analyses ERA-40 [Uppala et al., 2005] a` une re´solution spatiale e´gale a` 1,125×1,125˚ de longi-
tude/latitude et une re´solution temporelle de 06h00. A l’origine, le mode`le Analog a e´te´ de´veloppe´
par Bontron [2004] sur la base des re´-analyses NCEP/NCAR [Kalnay et al., 1996], disposant
alors d’une re´solution spatiale de 2,5×2,5˚ de longitude/latitude et d’une re´solution temporelle e´gale
a` 12h00. Par la suite, Ben Daoud et al. [2009] ont montre´ que les re´-analyses ERA-40 a` une re´solution
de 2,5×2,5˚ permettaient d’obtenir le´ge`rement de meilleures performances compare´ a` l’utilisation des
re´-analyses NCEP/NCAR. Dans ses travaux de the`se, Ben Daoud [2010] a montre´ que la conside´ra-
tion d’une re´solution spatiale e´gale a` 1,125×1,125˚ de l’archive ERA-40 menait seulement a` un le´ger
gain de performance par rapport a` l’utilisation de cette meˆme archive a` la re´solution 2,5×2,5˚. Nous
avons de´cide´ de retenir la re´solution 1,125×1,125˚ car elle permet de limiter les proble`mes de disconti-
nuite´ lie´s a` la recherche d’un domaine spatial d’analogie entre deux mailles voisines (comparativement
a` la re´solution de 2,5×2,5˚).
2.2. Les re´-analyses Safran
Dans cette the`se, la pre´cipitation utilise´e est issue du syste`me de re´-analyse Safran/France de´ve-
loppe´ pour le territoire franc¸ais [Quintana-Segui et al., 2008 ; Durand et al., 2009 ; Vidal et al.,
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2010] 1. Pour cette re´-analyse, la France est de´coupe´e en zones Symposium suppose´es homoge`nes en
terme de fonctionnement me´te´orologique. De telles zones sont utilise´es pour la pre´vision me´te´oro-
logique a` courte e´che´ance a` Me´te´o-France. Au sein d’une zone, la pre´cipitation ne de´pend que de
l’altitude et de l’exposition. Une premie`re e´bauche est d’abord e´tablie quotidiennement a` 06h00 UTC
par la constitution d’un champ climatologique constant obtenu pour le type de temps auquel appar-
tient la journe´e cible. Elle est par la suite affine´e graˆce aux observations disponibles par la me´thode
d’interpolation optimale [Gandin, 1965]. La re´solution verticale de cette analyse est de 300 me`tres.
Les valeurs analyse´es sont ensuite interpole´es au pas de temps horaire.
Les re´-analyses Safran/France sont initialement de´livre´es pour un ensemble de 608 zones couvrant
le territoire franc¸ais. La re´-analyse est toutefois disponible sous un format grille´ ou` les donne´es ont e´te´
interpole´es a` partir des zones sur un ensemble de 8 981 mailles d’une re´solution de 8×8 km2 en fonction
de l’altitude de chaque maille. Les donne´es du format grille´ n’ont a priori pas de valeur ajoute´e par
rapport a` celles du format en zones Symposium. Toutefois, a contrario d’une discre´tisation en zones,
un support grille´ nous permet une meilleure estimation de certaines e´chelles spatiales qui seront
e´value´es par la suite. Cela nous permettra en particulier d’explorer de fac¸on syste´matique l’e´volution
de la performance de pre´diction en fonction de l’e´chelle d’agre´gation spatiale du pre´dictand.
Par suite, les re´-analyses Safran/France sont de´nomme´es simplement par le terme de re´-analyses
Safran. Elles contiennent e´galement d’autres variables me´te´orologiques, a` savoir la tempe´rature, l’hu-
midite´ relative, la vitesse du vent, les rayonnements de courtes et grandes longueurs d’ondes et la
ne´bulosite´. Ces variables ne sont pas utilise´es dans cette the`se. Pour une description plus exhaustive
des re´-analyses Safran, le lecteur est invite´ a` lire Durand & Brun [1993], Quintana-Segui et al.
[2008], Durand et al. [2009] et Vidal et al. [2010].
Dans cette e´tude, le pre´dictand conside´re´ est repre´sente´ par la pre´cipitation totale (pluie et neige)
journalie`re en chaque maille Safran. Comme de nombreuses observations de pre´cipitations assimile´es
dans les re´-analyses sont des pre´cipitations journalie`res correspondant aux cumuls entre 06h00 UTC
a` J et 06h00 UTC a` J+1, les pre´cipitations journalie`res conside´re´es dans cette the`se sont issues d’une
agre´gation applique´e sur la meˆme feneˆtre temporelle. Dans la suite de cette section, une e´valuation
globale (section 2.2.1), saisonnie`re (section 2.2.2) et selon une classification en type de temps (section
2.2.3) des pre´cipitations journalie`res Safran est effectue´e sur la France pour la pe´riode 1982–2001.
2.2.1. Climatologie des pre´cipitations Safran
Dans cette section, nous montrons les re´sultats d’une e´valuation climatologique des pre´cipitations
Safran pour la pe´riode allant du 01-08-1982 au 31-07-2001. La figure II.3 repre´sente le cumul moyen
journalier obtenu en chacune des mailles Safran. La pre´cipitation journalie`re moyenne est la plus
importante sur les reliefs, car ces derniers constituent des obstacles aux diffe´rents flux principalement
originaires de l’Atlantique ou de la Me´diterrane´e. Ils regroupent le Nord des Alpes, l’Ouest du Massif
Central, les massifs des Ce´ve`nnes et du Vivarais, les Vosges ainsi que les Pyre´ne´es ou` les valeurs
rencontre´es peuvent eˆtre supe´rieures a` 4 mm (i.e. ce qui correspond a` un cumul annuel moyen
supe´rieur a` 1460 mm). En plaine, les pre´cipitations sont plus faibles et varient entre 1,5 et 2 mm par
jour (respectivement 547 et 730 mm de cumul annuel). Les valeurs les plus faibles sont observe´es le
1. Une version similaire de cette re´-analyse – nomme´e Safran/Alpes – a initialement e´te´ de´veloppe´e spe´cifiquement
pour le massif Alpin dans un contexte de pre´vision du risque d’avalanches [Durand & Brun, 1993].
18
2. Donne´es
long de la coˆte me´diterrane´enne relativement bien prote´ge´e des flux d’Ouest par le Massif Central.
Le long de la coˆte Atlantique, les valeurs de pre´cipitations journalie`res moyennes sont le´ge`rement
plus importantes. Elles se situent aux environs de 2,5 mm par jour (soit 913 mm de cumul annuel
moyen).
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Figure II.3 – Moyenne [mm] des pre´cipitations Safran calcule´e sur la pe´riode allant du 01-08-1982 au 31-
07-2001. Les lignes de reliefs a` 400 et 800 me`tres d’altitude sont trace´es en noir. Elles seront
utilise´es dans de nombreuses figures par la suite.
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Figure II.4 – a) Coefficient de variation CV et b) Fre´quence des jours secs f0 des pre´cipitations Safran calcule´s
sur la pe´riode allant du 01-08-1982 au 31-07-2001.
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La figure II.4.a) repre´sente le coefficient de variation des pre´cipitations journalie`res sur l’ensemble
du territoire franc¸ais. Il est en moyenne infe´rieur a` 3 pour une large majorite´ de la France. Seule
la re´gion du Sud-Est de la France obtient un coefficient de variation supe´rieur a` cette valeur. Il
s’explique par la pre´sence d’orages locaux pouvant s’accompagner de forts cumuls parfois a` l’origine
de crues rapides. La figure II.4.b) repre´sente le pourcentage de jours secs (i.e. les jours pour lesquels
la pre´cipitation observe´e est infe´rieure a` 0,1 mm), note´ f0. La Bretagne, les Vosges, le Jura et l’Ouest
du Massif Central correspondent aux re´gions pour lesquelles la fre´quence des jours secs est la plus
faible (entre 30% et 35% de jours secs). En plaine, cette fre´quence varie en moyenne entre 40 et 50%,
excepte´ dans le Sud-Est de la France ou` elle varie entre 55 et 75%.
2.2.2. Climatologie saisonnie`re
Similairement a` la figure II.3, il est possible de calculer les valeurs de pre´cipitations journalie`res
moyennes pour chaque saison. De fac¸on a` de´terminer si une saison est a` tendance plus humide ou plus
se`che, le cumul saisonnier moyen est compare´ au cumul journalier moyen par le biais d’un quotient.
Si ce quotient est supe´rieur a` 1, la saison conside´re´e est plutoˆt humide par rapport a` la moyenne
globale. Dans le cas inverse, elle est conside´re´e plutoˆt se`che.
La figure II.5 repre´sente le quotient des pre´cipitations journalie`res moyennes de chaque saison par
rapport a` la pre´cipitation moyenne annuelle. Les saisons les plus humides sont l’hiver, l’automne et
le printemps. La pre´cipitation moyenne pour ces trois saisons est du meˆme ordre que la pre´cipitation
moyenne annuelle. Toutefois, en hiver, la pre´cipitation moyenne est plus faible pour les valle´es du
Rhoˆne, de la Loire et de l’Allier. En automne, les pre´cipitations observe´es dans le Sud-Est de la France
sont presque deux fois plus importantes en cette re´gion, duˆ aux e´ve`nements pre´cipitants d’origine
convective. La saison d’e´te´ correspond, quant a` elle, a` la saison se`che. Quasiment l’ensemble des
mailles Safran obtient un quotient de pre´cipitations moyennes infe´rieur a` 1.
2.2.3. Climatologie par type de temps
La section 2.2.2 a montre´ que seule la saison estivale se de´marquait des autres saisons avec des
cumuls faibles sur l’ensemble de la France, les autres saisons e´tant conside´re´es comme humides. En une
maille donne´e, les pre´cipitations moyennes diffe`rent aussi suivant les types de temps conside´re´s. Dans
cette section, nous e´valuons les pre´cipitations Safran selon une classification en type de temps de´finie
par Garavaglia et al. [2010]. Une approche “bottom-up” combinant un algorithme de classification
hie´rarchique ascendante applique´e a` la forme des champs journaliers de pre´cipitations et une me´thode
analogique a permis de de´terminer huit types de circulations atmosphe´riques contraste´es pour la
France (tableau II.1).
Sur la figure II.6, le ge´opotentiel moyen a` 1000 hPa a` 00h00 UTC permet d’avoir un aperc¸u des
circulations moyennes correspondant a` ces types de temps (TT) pour la pe´riode allant du 01-08-1982
au 31-07-2001. Les fle`ches noires indiquent la direction des flux atmosphe´riques de basse couche.
Similairement a` la figure II.5, la figure II.7 repre´sente le quotient de la pre´cipitation journalie`re
moyenne pour un type de temps conside´re´ par rapport a` la pre´cipitation moyenne annuelle repre´sente´e
a` la figure II.3. La figure II.8 repre´sente la fre´quence des jours secs pour chaque type de temps.
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Figure II.5 – Ratio de la pre´cipitation moyenne saisonnie`re par rapport a` la pre´cipitation moyenne annuelle
globale.
Tableau II.1 – Fre´quence des types de temps pour la pe´riode s’e´tendant du 01-08-1982 au 31-07-2001. Adapte´
de Garavaglia et al. [2010].
Classe Nom du TT Global Hiver Printemps Ete´ Automne
TT1 Onde Atlantique 8% 10% 8% 8% 7%
TT2 Oce´anique Stationnaire 22% 34% 26% 12% 23%
TT3 Circulation de Sud-Ouest 8% 5% 7% 13% 7%
TT4 Circulation de Sud 17% 16% 17% 13% 24%
TT5 Circulation de Nord-Est 6% 7% 7% 7% 5%
TT6 Retour d’Est 6% 5% 7% 6% 4%
TT7 De´pression Centrale 4% 3% 4% 3% 4%
TT8 Situation Anticyclonique 29% 20% 24% 38% 26%
Dans cette classification, les TT2, TT1 et TT3 correspondent a` des circulations synoptiques pro-
venant de l’Atlantique. Les pre´cipitations moyennes associe´es a` ces types de temps sont retrouve´es
sur l’ensemble du territoire franc¸ais, excepte´ dans le Sud-Est de la France pour le TT2 pour lequel la
fre´quence des jours secs est proche de 75% (figure II.8). Les TT7, TT4 et TT6 correspondent a` des
circulations synoptiques d’origine me´diterrane´enne. Le TT7 impacte l’ensemble du territoire avec une
pre´cipitation moyenne pouvant eˆtre plus de quatre fois supe´rieure a` la moyenne annuelle en certains
endroits. Le TT6 conduit, quant a` lui, a` des pre´cipitations localise´es dans le Sud de la France. Le
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Figure II.6 – Hauteur moyenne du ge´opotentiel 1000 hPa des types de temps de´finis par Garavaglia et al.
[2010]. Les fle`ches noires repre´sentent la direction des flux atmosphe´riques de basses couches.
Le cadre noir repre´sente quant a` lui le domaine d’analogie utilise´ pour la re´partition des jours
dans cette classification. Figure adapte´e de Garavaglia et al. [2010].
22
2. Donne´es
TT2
18
00
22
00
26
00
TT8
TT1
18
00
22
00
26
00
TT5
TT3
18
00
22
00
26
00
TT6
TT7
0 200 400 600 800 1200
18
00
22
00
26
00
TT4
0 200 400 600 800 1200
X [km]
Y 
[km
]
0
0.
37
5
1
1.
5
2
3
4
6
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Figure II.8 – Fre´quence des jours secs en fonction des types de temps.
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TT5 est une circulation continentale alors que le TT8 correspond aux cas ou` aucune circulation n’a
pas e´te´ clairement identifie´e. Il est toutefois de´nomme´ par Garavaglia et al. [2010] sous le terme de
“Situation Anticyclonique”. Ce type de temps correspond a` des journe´es relativement se`ches car la
pre´cipitation moyenne observe´e est proche de 0 et le pourcentage de jours secs est le plus important
(environ e´gal a` 85%).
Pour la pe´riode 1982-2001, le tableau II.1 fournit les fre´quences d’e´chantillonnage annuelles et
saisonnie`res de ces types de temps. La figure II.9 repre´sente, quant a` elle, l’e´volution mensuelle de cet
e´chantillonnage. Sur l’ensemble de la pe´riode, les types de temps les plus e´chantillonne´s correspondent
aux TT8 (29%), au TT2 (22%) et au TT4 (17%). D’apre`s la figure II.9 et le tableau II.1, la saison
pour laquelle le TT2 est le plus e´chantillonne´ (supe´rieur a` 30%) correspond a` l’hiver. Ce type de temps
est cependant aussi majoritaire ou quasiment majoritaire au printemps et en automne. Concernant
le TT4, son e´chantillonnage est le plus important en automne. Enfin, la saison pour laquelle les
situations anticycloniques (TT8) sont les plus rencontre´es est l’e´te´.
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Figure II.9 – Fre´quence mensuelle des types de temps pour la pe´riode s’e´tendant du 01-08-1982 au 31-07-2001.
Dans la suite de cette the`se, plusieurs e´valuations sont effectue´es en fonction de cette discre´tisation
en type de temps. De fac¸on a` e´viter les allers/retours entre les chapitres suivants et cette section, le
lecteur dispose d’un marque page sur lequel les figures II.6 et II.7 sont repre´sente´es.
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Deuxie`me partie
INTE´REˆT DU MODE`LE ANALOG
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Cette premie`re partie du manuscript est compose´ de trois chapitres :
• Apre`s avoir expose´ la strate´gie d’e´valuation, nous e´valuons dans un premier chapitre les perfor-
mances obtenues par un mode`le Analog optimise´ pour la pre´diction des pre´cipitations Safran a`
l’e´chelle de la France. Pour ce faire, le mode`le Analog a e´te´ optimise´ pour chacune des mailles
p, menant a` un ensemble de 8 981 mode`les qui sont par la suite respectivement applique´s a`
la maille Safran p conside´re´e. A la suite d’une caracte´risation des performances en termes de
fiabilite´ et re´solution, une e´valuation en fonction des saisons et des types de temps permet de
de´terminer les endroits et les situations pour lesquelles de bonnes performances de la me´thode
sont obtenues.
• Le second chapitre e´value la capacite´ de transposition du mode`le Analog. Pour un mode`le Analog
donne´ issu de l’ensemble de mode`les Analog pre´ce´demment optimise´s, la perte de performance
obtenue par ce mode`le par rapport aux mode`les optimaux locaux permet d’estimer la transpo-
sabilite´ spatiale du mode`le Analog. Un article publie´ [Chardon et al., 2014] expose les re´sultats
de cette e´tude. La sensibilite´ de la transposabilite´ spatiale des dates analogues est e´value´e en
fonction des parame`tres du mode`le Analog, des saisons et des types de temps.
• Enfin, le troisie`me chapitre expose l’e´valuation des performances de pre´diction d’une pre´cipita-
tion agre´ge´e sur des territoires de plus en plus vastes. Dans un premier temps, un mode`le Analog
optimise´ pour la France entie`re et applique´ pour la pre´diction de pre´cipitations agre´ge´es sur la
France permet d’e´valuer les performances en fonction de l’agre´gation spatiale. Ensuite, une ex-
pe´rience simulatoire permet d’expliquer le comportement observe´. Finalement, l’utilisation d’un
mode`le optimise´ pour une re´gion donne´e permet d’e´valuer la performance de pre´diction d’une
pre´cipitation agre´ge´e issue de deux re´gions he´te´roge`nes.
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Le mode`le Analog de re´fe´rence
Dans cette the`se, le mode`le Analog retenu est celui de´crit a` la section 1.1 du chapitre I. Dans
ses travaux de the`se, Bontron [2004] a optimise´ les pre´dicteurs de grande e´chelle – incluant les
niveaux et les feneˆtres temporelles correspondantes – pour un ensemble de pre´cipitations de bassins
localise´es dans le quart Sud-Est de la France. En cette re´gion, les performances de ce mode`le sont
de´ja` connues et de´crites dans la litte´rature [e.g. Bontron & Obled, 2005 ; Ben Daoud et al., 2009].
Une ame´lioration de cette me´thode a e´te´ notamment propose´e par Ben Daoud et al. [2011] pour la
pre´diction des pre´cipitations des bassins de la Seine et de la Saoˆne. Une pre´sentation des performances
de cette me´thode ame´liore´e a` l’e´chelle de la France est expose´e dans Radanovics et al. [2013].
Dans une premie`re section (section 1), nous adaptons a` notre e´tude le mode`le Analog pre´sente´ a`
la section 1.1 du chapitre II. Ce mode`le servira de mode`le de re´fe´rence pour l’e´valuation d’approches
de pre´diction plus complexes. Apre`s avoir expose´ la strate´gie d’e´valuation utilise´e dans cette the`se
(section 2), nous pre´sentons la performance de pre´diction de ce mode`le de re´fe´rence (section 3).
L’e´valuation est effectue´e selon plusieurs filtres temporels constitue´s des saisons et des types de
temps [Garavaglia et al., 2010].
1. Adaptation du mode`le Analog a` la France
Le mode`le Analog issu des travaux de Bontron [2004] ayant e´te´ seulement optimise´ pour le Sud-
Est de la France, certains de ses parame`tres doivent eˆtre re´-optimise´s pour l’application du mode`le
sur la France. Cette section posse`de pour but l’adaptation de la parame´trisation du mode`le Analog
a` notre objet d’e´tude, i.e. les pre´cipitations Safran France.
La version optimise´e par Bontron [2004, pp. 171] posse`de les parame`tres suivants :
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• Filtre saisonnier : Les jours sont se´lectionne´s selon un filtre calendaire de ± 2 mois centre´
autour du jour cible. Les jours correspondant a` l’anne´e du jour cible sont retire´s de l’archive des
jours analogues.
• Variables d’analogie : hauteurs des ge´opotentiels Z1000 +12h et Z500 +24h.
• Feneˆtre d’analogie : feneˆtre optimale de´pendante de la localisation de la pre´cipitation a` pre´-
dire. La feneˆtre d’analogie est la meˆme pour les ge´opotentiels Z1000 +12h et Z500 +24h.
• Crite`re d’analogie : le TWS [Teweless & Wobus, 1954] dont l’e´quation est :
TWS = 100 ·
∑I−1
i=1
∑J
j=1
∣∣∣∆i,ciblei,j −∆i,candidatei,j ∣∣∣+∑Ii=1∑J−1j=1 ∣∣∣∆j,ciblei,j −∆j,candidatei,j ∣∣∣∑I−1
i=1
∑J
j=1max
(∣∣∣∆i,ciblei,j ∣∣∣ , ∣∣∣∆i,candidatei,j ∣∣∣)+∑Ii=1∑J−1j=1 max(∣∣∣∆j,ciblei,j ∣∣∣ , ∣∣∣∆j,candidatei,j ∣∣∣) (III.1)
Ou` ∆i,ciblei,j = Z
cible
i+1,j−Zciblei,j est le gradient de ge´opotentiels selon une direction ouest-est a` partir
du point (i, j) pour le ge´opotentiel cible et ∆j,ciblei,j = Z
cible
i,j+1−Zciblei,j est le gradient de ge´opotentiels
selon une direction sud-nord a` partir du point (i, j) pour le ge´opotentiel cible. Les gradients de
ge´opotentiels ∆i,candidatei,j et ∆
j,candidate
i,j correspondant aux situations candidates sont construits
de la meˆme manie`re.
Bontron [2004, pp. 187] montre que dans cette configuration, une valeur optimale du nombre Nd
de dates analogues a` retenir se situe entre 30 et 35. Le seul parame`tre de´pendant de la localisation
de la pre´cipitation conside´re´e est la feneˆtre d’analogie.
Il est a priori suppose´ que les parame`tres de la MDES Analog – i.e. les variables, le crite`re et
le domaine d’analogie – varient en fonction de la localisation de la pre´cipitation conside´re´e. Comme
Horton [2012] le pre´conise, ces parame`tres devraient eˆtre optimise´s tous ensemble. Cependant, ne
disposant pas d’un outil informatique permettant une telle optimisation, nous avons de´cide´ de nous
baser sur certains parame`tres issus de l’optimisation faite par Bontron [2004]. Les hauteurs de
ge´opotentiels Z1000 +12h et Z500 +24h ont e´te´ retenues comme variables d’analogie. Ces variables
renseignent sur la circulation atmosphe´rique de grande e´chelle et permettent de de´crire les masses
d’air advecte´es sur le territoire. Le crite`re TWS e´tant le mieux adapte´ pour une analogie base´e sur
les hauteurs de ge´opotentiels [Guilbaud, 1997 ; Wetterhall et al., 2005], nous avons de´cide´ de le
conserver. Concernant le filtre temporel, nous avons de´cide´ de le re´duire a` ± un mois : dans le cas
d’une ge´ne´ration multivarie´e de variables me´te´orologiques (comme par exemple pour la mode´lisation
hydrologique), il est pre´fe´rable de disposer d’un filtre saisonnier plus discriminant pour la ge´ne´ration
de certaines variables ayant un cycle journalier fortement saisonnier tel que le rayonnement solaire.
Bontron [2004, pp. 147] a montre´ qu’une feneˆtre d’analogie adapte´e a` chaque site permettait
d’obtenir de meilleures performances. De meˆme, nous optimiserons le domaine d’analogie pour chaque
pre´cipitation issue d’une maille Safran. Le jeu de donne´es Safran e´tant compose´ de 8 981 mailles,
nous obtiendrons alors un jeu de 8 981 mode`les Analog. Pour chaque maille Safran, la proce´dure
d’optimisation du domaine d’analogie est similaire a` celle de´finie par Bontron [2004] :
1. La maille e´le´mentaire ERA-40 centre´e sur la maille cible Safran conside´re´e est choisie comme
domaine d’analogie initial.
2. Pour chacune des quatre directions (Nord, Sud, Est et Ouest), quatre domaines d’analogie alter-
natifs – obtenus par l’extension d’une maille ERA-40 – base´s sur le domaine initial sont teste´s
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comme domaine d’analogie. Le domaine d’analogie alternatif obtenant la meilleure performance
(en terme de CRPSS) est alors retenu.
3. L’e´tape 2 est re´pe´te´e en conside´rant le domaine d’analogie alternatif retenu a` l’e´tape 2 comme
domaine d’analogie initial jusqu’a` ce que la performance ne puisse plus eˆtre ame´liore´e. Le do-
maine d’analogie final obtenu par cette proce´dure ite´rative est celui pour lequel la performance
est optimale. Aucun crite`re de tole´rance n’est applique´ ici.
Un exemple de cette proce´dure est repre´sente´ a` la figure III.1 pour une maille situe´e au Nord de
la France. La pe´riode de calibration conside´re´e s’e´tend du 01-08-1982 au 31-07-2001. Nous avons
remarque´ que cette proce´dure d’optimisation du domaine d’analogie ne permettait pas d’explorer
l’ensemble des domaines possibles car elle est conditionne´e par le choix de la maille e´le´mentaire ERA-
40 initiale. Par suite, elle peut conduire a` l’obtention d’un domaine d’analogie ne correspondant pas
au domaine optimal 1.
Pour cette optimisation, un nombre Nd de dates analogues e´gal a` 50 a dans un premier temps e´te´
fixe´. Pour les feneˆtres d’analogie identifie´es, une e´tude de sensibilite´ des performances de pre´diction
par rapport a` Nd a e´te´ de´veloppe´e. Elle a mis en e´vidence qu’un nombre Nd e´gal a` 25 permettait
d’obtenir la meilleure performance moyenne en CRPSS sur l’ensemble des mailles Safran (cf. annexe
A).
Comme la pe´riode de calibration est de courte dure´e, nous avons de´cide´ d’exclure seulement les
jours appartenant a` une feneˆtre temporelle de ± 5 jours centre´e autour de notre jour cible parmi les
jours candidats au lieu d’exclure l’anne´e entie`re comme le faisait Bontron [2004]. Nous faisons ici
l’hypothe`se que les ge´opotentiels sont peu corre´le´s entre eux lorsqu’ils sont espace´s de 6 jours.
Finalement, la configuration de notre mode`le Analog est donc la suivante :
• Filtre saisonnier : ± 1 mois. Les jours appartenant a` une feneˆtre temporelle de ± 5 jours
centre´e sur le jour cible sont retire´s de l’archive des jours analogues.
• Variables d’analogie : Z1000 +12h et Z500 +24h.
• Feneˆtre d’analogie : feneˆtre optimale de´pendante de la localisation de la pre´cipitation Safran
a` pre´dire.
• Crite`re d’analogie : le TWS [Teweless & Wobus, 1954].
• Nombre Nd de dates analogues a` retenir : 25.
Par la suite, un mode`le Analog optimise´ pour la pre´diction des pre´cipitations en la maille p est note´
MAp. L’e´valuation de ce mode`le est effectue´e a` l’aide de scores de performance de´finis a` la section 2
suivante.
1. Dans l’e´tude de la transposabilite´ qui suit, plusieurs mode`les Analog sont teste´s pour la pre´diction des pre´cipi-
tations a` l’e´chelle de la France. Or, pour quelques mailles, il est arrive´ qu’un mode`le teste´ obtienne le´ge`rement une
meilleure performance que le mode`le Analog de´duit de la proce´dure ite´rative d’accroissement de domaines. Dans ce cas,
le mode`le remplace le mode`le initialement de´duit.
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Figure III.1 – Proce´dure ite´rative d’optimisation de la feneˆtre d’analogie pour la maille Safran repre´sente´e en
orange. Pour chaque ite´ration successive repe´re´e par son nume´ro, la feneˆtre d’analogie retenue
est repre´sente´e par la surface bleue. Pour une ite´ration donne´e, la surface hachure´e repre´sente
le domaine d’analogie de l’ite´ration pre´ce´dente. L’ite´ration 0 correspond a` l’analogie effectue´e
sur la maille e´le´mentaire centre´e ERA-40 correspondant a` l’e´tape 1 de l’algorithme. La 16e`me
ite´ration fournit ici la feneˆtre d’analogie finale pour la maille Safran donne´e. Sur cette figure,
le maillage ERA-40 est repre´sente´ par les lignes discontinues noires. Ce quadrillage est utilise´
dans de nombreuses figures par la suite.
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2. Strate´gie d’e´valuation
2.1. Les e´valuations de´terministes
Dans cette section, nous de´crivons la me´thode que nous avons mise en œuvre pour e´valuer les
MDES retenues a` la section 1 du chapitre II. Avant cela, nous exposons les raisons qui nous ont
mene´es a` cette strate´gie d’e´valuation. Elles de´coulent des travaux de Lafaysse [2011] qui a compare´
les performances de pre´diction de trois MDES 1 pour la ge´ne´ration de sce´narios me´te´orologiques pour
le bassin de la Durance a` Serre-Ponc¸on. Dans sa the`se, Lafaysse [2011] distingue quatre e´valuations :
• L’e´valuation climatologique : il s’agit de ve´rifier si le mode`le utilise´ arrive a` reproduire la
distribution statistique de diffe´rentes caracte´ristiques de´rive´es de la variable d’inte´reˆt (e.g. pre´-
cipitations journalie`res ou agre´ge´es sur diffe´rents pas de temps, dure´es de temps sec ou humide).
Cela peut eˆtre effectue´ de manie`re graphique [e.g. Imbert & Benestad, 2005] ou a` l’aide des
moments cle´s de la variable ale´atoire associe´e : la comparaison des moyennes observe´e et estime´e
qui s’exprime par le calcul du biais, la capacite´ a` reproduire la variation des valeurs observe´es
en calculant le quotient de l’e´cart-type de la variable estime´e et celui de la variable observe´e.
Dans la plupart des cas, cette e´valuation est mene´e par saison.
• L’e´valuation chronologique : il s’agit de tester la capacite´ du mode`le a` reproduire les varia-
tions observe´es de la variable d’inte´reˆt, re´sultant des changements observe´es dans les situations
atmosphe´riques de grande e´chelle sur une pe´riode de temps donne´e. Pour e´valuer l’occurrence
des pre´cipitations, certains crite`res comme la probabilite´ de de´tection (POD), le taux de fausse
alarme (FAR), le taux de fausse de´tection (POFD) et le True Skill Score peuvent eˆtre utilise´s.
Pour les hauteurs pre´cipite´es, les crite`res calcule´s incluent par exemple la corre´lation de Pearson
ou le score de Nash-Sutcliffe.
• L’e´valuation ensembliste : dans les travaux de Lafaysse [2011], les MDES utilise´es posse`dent
toutes une part de stochasticite´, induite par le tirage ale´atoire dans une distribution choisie ou
par la se´lection d’une pre´cipitation issue d’une situation analogue retenue. Par conse´quent, une
meˆme parame´trisation d’une MDES peut conduire a` l’obtention de diffe´rentes se´ries tempo-
relles de pre´cipitations. Pour chaque se´rie temporelle ge´ne´re´e, une e´valuation climatologique
et chronologique peut par ailleurs eˆtre effectue´e. Par exemple, une repre´sentation synthe´tique
des performances climatologique et chronologique peut eˆtre donne´e par le diagramme de Tay-
lor [Taylor, 2001]. Un exemple de ce diagramme est repre´sente´ a` la figure III.2 pour une des
MDES mise en œuvre dans les travaux de Lafaysse [2011]. Sur ce graphique, les axes des abs-
cisses et des ordonne´es correspondent au rapport de variance entre la pre´cipitation estime´e et la
pre´cipitation observe´e. Le coefficient de corre´lation de Pearson entre la variable observe´e et la
variable simule´e est repre´sente´ sur le quart de cercle exte´rieur. Les demi-cercles inte´rieurs illus-
trent, quant a` eux, la racine de l’erreur quadratique moyenne. Le point note´ REF correspond a`
une se´rie temporelle qui obtiendrait des performances optimales (i.e. un coefficient de corre´la-
tion et un rapport de variance e´gal a` 1 ainsi qu’une erreur moyenne nulle). Sur ce graphique,
les performances de cent se´ries temporelles issues d’une meˆme MDES sont repre´sente´es. Chaque
1. Les trois MDES e´value´es dans les travaux de Lafaysse [2011] correspondaient a` une me´thode analogique similaire
a` celle pre´sente´e a` la section 1.1, au mode`le d2gen ainsi qu’au mode`le DSCLIM [Boe´ & Terray, 2008 ; Page et al.,
2009].
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point noir indique les performances obtenues par une des cent ge´ne´rations. On remarque alors
que pour une meˆme MDES, la se´rie temporelle ge´ne´re´e peut obtenir un coefficient de corre´lation
variant entre 0,4 et 0,7 ainsi qu’un rapport de variance s’e´tendant de 0,75 a` 1,25. Une e´valuation
robuste ne peut donc pas eˆtre obtenue par la caracte´risation des performances re´sultant d’une
seule chronique ge´ne´re´e. Elle ne´cessite alors de conside´rer plusieurs re´alisations [Lafaysse et al.,
2014 ; Hingray & Sa¨ıd, 2014].
L’e´valuation ensembliste conside´re´e par Lafaysse [2011] n’est ainsi pas optimale. Elle permet en
particulier difficilement de comparer les performances obtenues soient par deux MDES diffe´rentes,
soient pour deux sites voisins pour lesquels une meˆme MDES est applique´e. Dans le contexte de ces
travaux de the`se, nous devons eˆtre capables d’e´valuer les performances de pre´diction d’une MDES en
tout site pour lequel des pre´cipitations doivent eˆtre pre´dites. Comme le nombre de mailles dans les
re´-analyses Safran est de 8 981, un crite`re nume´rique synthe´tique unique permettant de donner une
appre´ciation globale pour l’ensemble des sce´narios s’est ave´re´ ne´cessaire. Un moyen de satisfaire ces
contraintes consiste a` se placer dans un contexte de pre´diction probabiliste et d’utiliser les crite`res
d’e´valuation correspondants.
2.2. Une e´valuation probabiliste
Pour chaque pre´diction i donne´e, il est possible d’estimer une distribution cumulative empirique
F̂Y,i(y) de la variable Y ale´atoire repre´sentant la pre´cipitation sur la base d’un ensemble de N valeurs
y de pre´cipitations pre´dites par une MDES. Par exemple, dans le cas d’un mode`le MA, les N valeurs
correspondent aux Nd valeurs de pre´cipitations extraites a` partir des Nd situations analogues les plus
proches de la situation cible. Dans le cas d’un mode`le de re´gression, les N valeurs de pre´cipitations
sont issus de la distribution statistique estime´e par le mode`le GLM. Les valeurs de probabilite´s au non-
de´passement de ces N valeurs de pre´cipitations sont distribue´es de fac¸on uniforme dans l’intervalle
[0; 1].
Figure III.2 – Diagramme de Taylor obtenu pour une configuration de la me´thode DSCLIM utilise´e dans les
travaux de Lafaysse [2011, pp. 141].
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Par suite, la pre´diction des pre´cipitations est de´livre´e sous forme d’une distribution cumulative
empirique. L’e´valuation de cette dernie`re peut eˆtre effectue´e sur l’ensemble de la distribution ou
seulement sur la probabilite´ d’occurrence des pre´cipitations a` l’aide de scores propres [Gneiting &
Raftery, 2007 ; Bro¨cker & Smith, 2007]. Dans cette the`se, nous avons privile´gie´ l’e´valuation de
l’ensemble de la distribution e´mise au travers du Continuous Ranked Probability Score (CRPS) de´fini
a` la section 2.2.2. Cependant, dans certains cas, nous effectuerons une e´valuation de la probabilite´
d’occurrence des pre´cipitations a` l’aide du score de Brier. Ce dernier est pre´sente´ a` la section 2.2.1.
2.2.1. Evaluation de l’occurrence de pre´cipitation
Conside´rons pour un jour i de pre´diction donne´ un ensemble de N valeurs de pre´cipitations
yi,n, n ∈ {1, 2, . . . , N} e´mises par un syste`me de pre´diction P. Ces valeurs permettent d’estimer la
probabilite´ d’occurrence pii de pre´cipitation pour ce jour i. Elle est de´finie comme :
pii =
1
N
N∑
n=1
H(yi,n − ys) (III.2)
ou` ys correspond a` un seuil fixe´ pour lequel il est conside´re´ que le jour est pluvieux. Dans notre cas,
nous avons choisis ys e´gal a` 0,1 mm. H(·) correspond a` la fonction d’Heaviside de´finie comme :
H(x) =
 0 si x < 01 si x ≥ 0 (III.3)
Pour e´valuer la performance d’un syste`me P pour la pre´diction de l’occurrence de pre´cipitation,
nous avons retenu le score de Brier [BS, Brier, 1950 ; Murphy, 1973]. Il est de´fini comme la moyenne,
sur l’ensemble des M jours de pre´dictions, de l’e´cart quadratique entre la probabilite´ d’occurrence pii
e´mise et l’occurrence effective de pre´cipitation oi observe´e a posteriori :
BS =
1
M
M∑
i=1
BSi
=
1
M
M∑
i=1
[pii − oi]2
(III.4)
ou` BSi est le score de Brier journalier et M correspond au nombre de pre´dictions a` partir desquelles
BS est estime´. oi repre´sente l’occurrence effective pour la pre´diction i : oi est e´gal a` 1 si l’e´ve`nement
est survenu (i.e. le jour est conside´re´ comme pluvieux car la pre´cipitation observe´e est supe´rieure a`
0,1 mm). Autrement, oi est e´gal a` 0 (i.e. le jour est conside´re´ comme sec). Le BS est compris entre 0
et 1 et est un score oriente´ ne´gativement car il s’agit d’un e´cart quadratique : plus le BS est proche
de 0, meilleur est le syste`me de pre´diction P.
De fac¸on a` comparer les performances de pre´diction obtenues entre deux sites, on utilise ge´ne´rale-
ment le Brier Skill Score (BSS) qui compare la performance obtenue par le syste`me P d’inte´reˆt avec
un syste`me de re´fe´rence. En pratique, cette re´fe´rence est souvent un syste`me de pre´diction climato-
logique Pϕ qui pre´dit une probabilite´ d’occurrence e´gale a` la fre´quence empirique des pre´cipitations.
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Le BSS est alors de´fini comme :
BSS = 1− BS
BSϕ
(III.5)
ou` BSϕ est le score de Brier obtenu par le syste`me Pϕ. Le BSS est compris entre −∞ et 1 et est
oriente´ positivement, i.e. plus sa valeur est proche de 1, meilleure est la performance de P. Une valeur
de BSS e´gale a` 1 indique que le mode`le P est un syste`me de pre´diction parfait. Si la valeur du BSS
est infe´rieure a` 0, le syste`me P obtient alors une performance moins bonne qu’un mode`le Pϕ base´
sur la climatologie ϕ.
Dans la suite de ce manuscrit, le score de Brier est parfois applique´ pour e´valuer la pre´diction de
l’occurrence des pre´cipitations.
2.2.2. Evaluation de la quantite´ de pre´cipitation
Le Continuous Ranked Probability Score [CRPS, Brown, 1974 ; Matheson & Winkler, 1976] est
un crite`re nume´rique classiquement utilise´ pour l’e´valuation d’un syste`me de pre´diction probabiliste
P car il posse`de les avantages suivants :
• Il e´value l’ensemble de la distribution probabiliste e´mise.
• Il s’agit d’un score propre [Gneiting & Raftery, 2007 ; Bro¨cker & Smith, 2007].
• Il peut eˆtre interpre´te´ comme l’inte´grale du score de Brier sur l’ensemble des valeurs prises par
le pre´dictand.
• Il est e´gal a` l’erreur absolue moyenne (ou Mean Absolute Error – MAE) dans le cas d’une
pre´diction de´terministe.
Ce score est de´fini comme :
CRPS =
1
M
M∑
i=1
CRPSi
=
1
M
M∑
i=1
∫ +∞
−∞
[
F̂Y,i(y)−H(y − yi)
]2
dy
(III.6)
ou` CRPSi correspond au CRPS journalier, F̂Y,i(y) est la distribution empirique e´mise par P. La fonc-
tion d’Heaviside H(y−yi) repre´sente la distribution cumulative de l’observation yi pour la pre´diction
i. L’unite´ du CRPS correspond a` l’unite´ de la variable Y conside´re´e.
Pour une pre´diction i donne´e, le CRPSi peut eˆtre interpre´te´ comme e´gal a` l’aire comprise entre
les distributions F̂Y,i(y) et H(y − yi) comme illustre´ a` la figure III.3. Comme H(y − yi) est e´gal a` 0
lorsque y ∈ ]−∞, yi [ et e´gal a` 1 dans le cas inverse, sa formulation mathe´matique de´finie a` l’e´quation
III.6 peut eˆtre divise´e en deux inte´grales comme :
CRPSi =
∫ +∞
−∞
[
F̂Y (y)−H(y − yi)
]2
dy
=
∫ yi
−∞
F̂ 2Y (y)dy +
∫ +∞
yi
[
F̂Y (y)− 1
]2
dy
(III.7)
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En ajoutant et en soustrayant 1 a` l’inte´grale de droite de l’e´quation III.7, le CRPSi peut eˆtre re´-e´crit
comme :
CRPSi =
∫ yi
−∞
F 2Y (y)dy +
∫ +∞
yi
1−
{
1− [1− FY (y)]2
}
dy (III.8)
L’inte´grale de gauche de l’e´quation III.8 correspond a` la surface orange situe´e a` gauche de l’observation
yi sur la figure III.3 tandis que l’inte´grale de droite correspond a` la surface orange situe´e a` droite
de l’observation yi. Le CRPSi correspond alors a` l’inte´grale des diffe´rences quadratiques entre les
distributions cumulatives F̂Y,i(y) et H(y − yi).
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Figure III.3 – Illustration du CRPS pour une pre´diction i donne´e. L’inte´grale de l’e´quation III.6 correspond a`
la somme des aires oranges ; les aires sont e´gales a` la diffe´rence quadratique entre la distribution
cumulative e´mise (repre´sente´e en noir) et observe´e (repre´sente´e en rouge) inte´gre´e sur l’ensemble
des valeurs de pre´cipitations.
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Figure III.4 – Illustration de la fiabilite´ pour a) un syste`me de pre´diction surdispersif (qui sous-estime les
faibles probabilite´s et surestime les fortes probabilite´s) et b) un syste`me de pre´diction sous-
dispersif (qui surestime les faibles probabilite´s et sous-estime les fortes probabilite´s).
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Le CRPS est par nature tre`s synthe´tique et englobe en un score unique diffe´rentes proprie´te´s
d’un syste`me P. Pour mieux caracte´riser P, plusieurs auteurs ont propose´ de de´composer le score
en diffe´rents attributs [e.g. Hersbach, 2000 ; Bontron, 2004 ; Candille & Talagrand, 2005].
Une de´composition particulie`rement inte´ressante est celle propose´e par Hersbach [2000] en terme
de fiabilite´ et de re´solution :
• la fiabilite´ : il s’agit d’e´valuer la distance entre la pre´dictive e´mise et les observations condi-
tionne´es par cette pre´dictive. En pratique, cela consiste a` ve´rifier a posteriori sur un nombre
importants de M pre´dictions, que le quantile a` x% de la pre´dictive n’est effectivement pas de´-
passe´ dans x% des cas. Pour chaque valeur de probabilite´ prise dans la distribution e´mise par un
syste`me P, la fre´quence empirique des cas ou` le quantile correspondant a` la probabilite´ e´mise n’a
effectivement pas e´te´ de´passe´ peut eˆtre repre´sente´e en fonction de la probabilite´ e´mise. Afin de
mieux comprendre la fiabilite´, deux exemples sont illustre´s a` la figure III.4 pour deux syste`mes
de pre´diction.
– Dans le premier cas (figure III.4.a), on remarque que le quantile correspondant a` une probabi-
lite´ de non-de´passement de 0,2 n’est en moyenne pas de´passe´ pour environ seulement 5% des
cas. Plus ge´ne´ralement, on peut dire que le syste`me de pre´diction conside´re´ sous-estime les
probabilite´s comprises entre 0 et 0,5. A l’inverse, le quantile correspondant a` une probabilite´
de non-de´passement de 0,8 n’est pas de´passe´ dans environ 95% des cas. Dans ce cas, le syste`me
surestime les fortes probabilite´s (de 0,55 a` 1). Le syste`me de pre´diction est dit non-fiable, ce
comportement e´tant caracte´ristique de la surdispersion du syste`me P.
– Un second syste`me de pre´diction est conside´re´ a` la figure III.4.b). Cette fois, les faibles pro-
babilite´s sont surestime´es tandis que les fortes probabilite´s sont sous-estime´es. Ce syste`me de
pre´diction est qualifie´ de sous-dispersif.
– Sur la figure III.4, une bonne fiabilite´ peut eˆtre assimile´e a` la premie`re bissectrice, i.e. les
probabilite´s e´mises sont e´gales aux fre´quences empiriques. C’est par exemple le cas pour un
syste`me Pϕ base´ sur la climatologie. Par construction, la fiabilite´ d’un syste`me de pre´diction
peut eˆtre corrige´e a posteriori .
• la re´solution : la re´solution correspond a` la capacite´ d’un syste`me de pre´diction a` distinguer les
valeurs observe´es a posteriori par rapport a` un mode`le Pϕ base´ sur la climatologie. Pour illustrer
notre propos, un exemple est montre´ a` la figure III.5. La figure III.5.a) montre l’enveloppe
de pre´diction d’une variable Y mensuelle e´mise par un mode`le Pϕ base´ sur la climatologie ϕ
de la variable Y (i.e. pour un mois donne´, la distribution e´mise correspond a` la distribution
empirique estime´e par l’ensemble des valeurs observe´es de la variable y pour le mois conside´re´)
pour trois anne´es de pre´diction. La figure III.5.b) repre´sente, pour la meˆme pe´riode, l’enveloppe
de pre´diction de´livre´e par un syste`me de pre´diction P dont la re´solution est plus importante. On
remarque alors que la variation des valeurs de quantiles varient plus fortement dans le cas du
syste`me P par rapport a` un syste`me Pϕ base´ sur la climatologie. De plus, l’enveloppe e´mise par
un syste`me Pϕ est la meˆme pour les trois anne´es conside´re´es, tandis que celle e´mise par P tient
compte de l’e´volution temporelle du pre´dictand. En effet, l’enveloppe de pre´diction e´mise par P
varie autour de la valeur observe´e avec le temps. P posse`de alors un pouvoir de discrimination
des e´ve`nements plus important.
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Figure III.5 – Illustration de la re´solution pour la pre´diction mensuelle d’une variable Y pour a) un syste`me
de pre´diction Pϕ pre´disant la distribution empirique de Y pour chaque mois et b) un syste`me
de pre´diction P pour lequel la capacite´ a` distinguer les e´ve`nements est plus importante. Les
plages de couleurs repre´sentent la diffe´rence min-max (gris), l’inter-quantile y95 − y5 (jaune),
l’inter-de´cile (orange) et l’inter-quartile (rouge fonce´). Le quantile me´dian est repre´sente´ en
vert.
Hersbach [2000] a propose´ une de´composition empirique du CRPS en fonction d’un terme de
fiabilite´ Rel et d’un terme de re´solution Res, tel que :
CRPS = Rel− Res + U (III.9)
Le terme de fiabilite´ Rel est oriente´ ne´gativement : plus Rel est faible, meilleure est la fiabilite´ du
syste`me de pre´diction P. Graphiquement, la valeur prise par Rel peut eˆtre relie´e a` la diffe´rence
entre les courbes bleue et orange sur la figure III.4. On remarque alors que si le terme Rel est nul
(correspondant alors a` une surface entre les deux courbes nulle), le syste`me de pre´diction P est dit
fiable.
Le terme de re´solution Res est, quant a` lui, oriente´ positivement. Plus il est important, plus la
capacite´ du syste`me P a` discriminer les e´ve`nements est importante et meilleur est le syste`me P.
Selon Hersbach [2000], ce terme est tre`s sensible aux observations qui se situent en dehors de la
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gamme de valeurs couverte par les distributions e´mises, rendant par ailleurs le CRPS tre`s sensible a`
de telles situations.
Enfin, un terme U appele´ incertitude apparaˆıt dans cette de´composition : il correspond a` la per-
formance moyenne en CRPS obtenue par un syste`me Pϕ base´ sur la climatologie ϕ. Ce terme de´pend
seulement de la variable d’inte´reˆt et est inde´pendant du syste`me de pre´diction. Pour une description
plus mathe´matique de ces termes, le lecteur peut se re´fe´rer aux travaux d’Hersbach [2000] 1.
En pratique, disposer d’une bonne fiabilite´ est souvent le premier attribut recherche´ pour un
syste`me de pre´diction [e.g. Zalachori et al., 2012]. Par suite, une ame´lioration des autres caracte´-
ristiques d’un syste`me de pre´diction peut eˆtre effectue´e.
Similairement au BSS, la comparaison de la performance de pre´diction obtenue entre deux sites
peut eˆtre effectue´e en calculant le Continuous Ranked Probability Skill Score (CRPSS). Le CRPSS
compare la performance du syste`me P avec celle d’un syste`me de pre´diction de re´fe´rence. En pratique,
ce syste`me de re´fe´rence correspond souvent a` un syste`me Pϕ qui pre´dit une distribution climatologique
empirique. Le CRPSS est alors de´fini comme :
CRPSS = 1− CRPS
CRPSϕ
(III.10)
ou` CRPSϕ correspond au CRPS moyen obtenu par le syste`me Pϕ. Si le CRPSS est e´gal a` 1, alors le
syste`me P est conside´re´ comme parfait. Si sa valeur est infe´rieure a` 0, alors il vaut mieux utiliser un
syste`me de pre´diction Pϕ base´ sur la climatologie ϕ. Dans ces travaux de the`se, la distribution clima-
tologique est estime´e a` partir de l’ensemble des pre´cipitations observe´es dans une feneˆtre saisonnie`re
de ± 30 jours centre´e sur le jour a` pre´dire. Nous conside´rons donc une climatologie calendaire.
2.3. Evaluation du biais moyen
Le CRPSS et le BSS constituent les principaux crite`res d’e´valuation mis en œuvre dans cette the`se.
Dans certains cas, une e´valuation de la capacite´ d’une MDES a` reproduire la quantite´ de pre´cipitation
moyenne observe´e – ce qui repre´sente une caracte´ristique souvent recherche´e pour une MDES – a
aussi e´te´ effectue´e. Pour ce faire, nous avons utilise´ un crite`re de´terministe portant sur le sce´nario
moyen.
Pour chaque pre´diction i, la moyenne empirique µ̂i de la distribution F̂Y,i(y) peut eˆtre estime´e a`
partir des N valeurs y de pre´cipitations. La se´rie temporelle regroupant les valeurs de µ̂i peut alors
eˆtre conside´re´e comme le sce´nario moyen pre´dit par le syste`me P. Le biais relatif b du sce´nario moyen
est alors de´fini comme :
b =
1
y
·
[
1
M
M∑
i=1
µ̂i − y
]
(III.11)
ou` y note la valeur moyenne des pre´cipitations observe´es.
1. Cette de´composition en termes de fiabilite´, re´solution et d’incertitude se base sur une de´composition similaire du
score de Brier BS [Murphy, 1973 ; Murphy, 1986]. Comme nous ne l’avons pas utilise´e dans cette the`se, elle n’est pas
pre´sente´e ici.
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2.4. Comparaison de performances
Dans ces travaux de recherche, les performances de pre´diction de´finies aux sections 2.2.1, 2.2.2 et
2.3 sont e´value´es pour plusieurs versions de la MDES Analog et pour le de´veloppement d’une MDES
combinant un mode`le MA et un mode`le de re´gression. Dans de nombreux cas, la performance obtenue
lorsqu’une version d’une MDES est teste´e est souvent compare´e a` la performance d’une MDES de
re´fe´rence. La variation de performance est alors de´finie comme :
∆S = ST − SR (III.12)
ou` ST et SR sont respectivement les performances selon le score S obtenues pour la MDES a` tester et
la MDES de re´fe´rence. Dans cette the`se, le score S est souvent repre´sente´ par le BSS ou le CRPSS.
Dans ce cas, un ∆S positif indiquera un gain de performance tandis qu’un ∆S ne´gatif montrera une
perte.
3. Evaluation du mode`le Analog
Dans cette section, nous cherchons a` e´tablir les performances lorsqu’un mode`le MAp est applique´
pour la pre´diction des pre´cipitations sur la maille p pour laquelle le mode`le MAp a e´te´ optimise´.
Dans ce cas, la pe´riode d’e´valuation est la meˆme que la pe´riode de calibration, i.e. du 01-08-1982 au
31-07-2001.
3.1. Evaluation globale du mode`le Analog
La figure III.6.a) repre´sente la distribution spatiale des performances en CRPSS de chaque mode`le
MAp applique´ a` la pre´cipitation Safran p correspondante. Le CRPSS est le plus e´leve´ le long de la coˆte
Atlantique, sur la partie Ouest du Massif Central ainsi que sur le Nord des Alpes et le Jura ou` il atteint
des valeurs supe´rieures a` 0,35. Ces re´gions sont fortement expose´es aux syste`mes de´pressionnaires de
large-e´chelle provenant de l’Atlantique pour lesquels des pre´cipitations sont souvent observe´es en ces
mailles. Pour les massifs montagneux mentionne´s, une part importante des pre´cipitations observe´es
est aussi d’origine orographique re´sultant des masses d’air humides associe´es aux vents d’Ouest.
Par suite, l’analogie effectue´e sur les ge´opotentiels, informant sur l’origine des flux et/ou l’activite´
de´pressionnaire, permet d’expliquer une bonne partie des pre´cipitations. Ceci n’est pas le cas pour
d’autres re´gions en France ou` ces configurations atmosphe´riques influencent moins le re´gime. Par
exemple dans le Sud-Est, une part plus importante d’entre elles sont d’origine convective. L’analogie
sur les ge´opotentiels e´tant peu informative des pre´cipitations convectives, de faibles valeurs de CRPSS
atteignant 0,17 sont retrouve´es dans le Sud-Est de la France et sur la Corse. La distribution des
performances repre´sente´es a` la figure III.6.a) est similaire a` celle obtenue par Radanovics et al.
[2013] avec un mode`le Analog a` l’origine optimise´ pour les bassins de la Seine et de la Saoˆne [Ben
Daoud et al., 2011].
Les figures III.6.b) a` III.6.d) repre´sentent les termes de la de´composition du CRPS selon Hersbach
[2000]. Comme les termes de Res, Rel et U intervenant dans cette de´composition sont exprime´s
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Figure III.6 – Distribution a) du CRPSS obtenu par le mode`le MAp applique´ a` la maille p, b) de la re´solution
Res/P , c) de la fiabilite´ Rel/P et d) de l’incertitude U/P .
dans l’unite´ du predictand (i.e. des millime`tres dans notre cas), nous avons de´cide´ de les normaliser
par la pre´cipitation moyenne obtenue en chaque maille Safran et repre´sente´e a` la figure II.3 de
fac¸on a` pouvoir comparer spatialement les termes entre deux re´gions donne´es. Concernant le terme
normalise´ de fiabilite´ Rel (figure III.6.c), une majorite´ du territoire obtient une valeur infe´rieure
a` 0,005. Seulement quelques mailles Safran localise´es dans le Sud-Est de la France obtiennent une
valeur de fiabilite´ proche de 0,01. Cette re´gion est caracte´rise´e par une forte variabilite´ atteste´e par le
coefficient de variation des pre´cipitations qui est supe´rieur a` 2,5 tandis qu’il est proche de 2 pour le
reste des mailles Safran (figure III.7.a). La figure III.7.b) repre´sente le quotient du terme de fiabilite´
Rel sur le CRPS. Autrement dit, il s’agit de la part de l’erreur en CRPS qui est due au terme de
fiabilite´ Rel. Sur le territoire franc¸ais, cette erreur repre´sente au maximum 2,5 % du CRPS. Pour une
majorite´ des mailles Safran, cette part est vraiment infime car elle est meˆme comprise entre 0 et 1 %
du CRPS. Par conse´quent, le terme de fiabilite´ est ne´gligeable par rapport aux autres termes de la
de´composition du CRPS de Hersbach [2000]. De ce fait, le mode`le MA peut eˆtre conside´re´ comme
un mode`le de pre´diction fiable. Par ailleurs, le CRPSS peut eˆtre approxime´ par le ratio du terme de
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Figure III.7 – a) CRPSS obtenu par le mode`le MAp applique´ a` la pre´cipitation Safran p en fonction de
son coefficient de variation. La distribution spatiale du coefficient de variation est repre´sente´e
dans le coin supe´rieur droit. b) Quotient du terme de fiabilite´ Rel et du CRPS exprime´ en
pourcentage.
re´solution par le terme d’incertitude (e´quation III.13).
CRPSS = 1− Rel− Res + U
U
CRPSS =
Res− Rel
U
CRPSS ' Res
U
(III.13)
La distribution du terme normalise´ de re´solution est repre´sente´e sur la figure III.6.b). On remarque
qu’elle semble corre´le´e a` celle du CRPSS (figure III.6.a) : les re´gions pour lesquelles une forte valeur
normalise´e de Res est observe´e correspondent a` celles pour lesquelles de fortes valeurs de CRPSS
sont obtenues, comme par exemple dans le Nord des Alpes, l’Ouest du Massif Central et la coˆte
Atlantique. De meˆme, les re´gions situe´es dans le Sud de la France sont celles dont le terme normalise´
de re´solution Res et le CRPSS sont les plus faibles. Le CRPSS est donc fortement de´termine´ par la
valeur obtenue par le terme de re´solution Res. Le rapport entre les deux termes est ne´anmoins module´
par le terme d’incertitude U (e´quation III.13). La valeur normalise´e de ce dernier est relativement
constante sur l’ensemble du territoire avec une valeur moyenne de 0,8 (figure III.6.d). Les valeurs
plus faibles rencontre´es (jusqu’a` 0,7) sur l’Ouest du Massif Central, la Bretagne et la Normandie
tendent a` augmenter les valeurs de CRPSS rencontre´es en ces re´gions. A l’inverse, des valeurs plus
importantes sont obtenues dans le Sud-Est de la France, menant alors a` diminuer les performances
en CRPSS.
Finalement, la figure III.8 repre´sente le biais relatif (cf. e´quation III.11) observe´ pour la recons-
titution des pre´cipitations annuelles moyennes par le mode`le MA. La majorite´ des mailles Safran
obtient un biais relatif absolu infe´rieur a` 5%. Un biais ne´gatif est observe´ dans le Sud de la France,
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plus particulie`rement sur les re´gions du Languedoc-Roussillon et des Midi-Pyre´ne´es avec des biais
infe´rieurs a` -0,10. Un biais positif compris entre 0,05 et 0,10 est observe´ sur le Nord des Alpes et le
massif du Jura.
3.2. Evaluation saisonnie`re
La figure III.9 repre´sente les performances en CRPSS en fonction de chaque saison. Pour le cal-
cul du CRPSS d’une saison donne´e, l’incertitude U – calcule´e a` partir d’un syste`me base´ sur la
climatologie – est de´termine´e a` partir des pre´dictions e´mises pour les jours appartenant a` la saison
conside´re´e. Les distributions spatiales des saisons d’hiver, d’automne et de printemps se comportent
de la meˆme fac¸on que les performances globales illustre´es sur la figure III.6.a) : les performances les
plus importantes se situent sur le pourtour Atlantique, sur les reliefs du Massif Central, des Vosges
et des Alpes. Pour ces saisons (plus particulie`rement pour l’hiver et l’automne), les pre´cipitations
retrouve´es sur ces trois massifs sont dans une plus large mesure de type orographique compare´es a`
celles de l’e´valuation globale effectue´e a` l’e´chelle annuelle. Une bonne partie de ces pre´cipitations est
bien explique´e par l’analogie re´alise´e sur les ge´opotentiels, menant a` une bonne capacite´ de pre´dic-
tion. En plaine et dans les valle´es, de plus faibles performances sont constate´es. Les CRPSS les plus
faibles se retrouvent le long de la coˆte me´diterrane´enne. Cependant, les performances en CRPSS sont
meilleures pour les saisons d’hiver et d’automne (i.e. correspondant aux saisons les plus humides
cf. figure II.3) et enfin au printemps. En comparant ces trois saisons, les meilleures performances
varient entre 0,48 (sur le Massif Central en hiver) et 0,36 (sur la coˆte Atlantique au printemps). En
plaine, le CRPSS est compris entre 0,36 et 0,26. Sur le pourtour me´diterrane´en, les performances se
situent entre 0,26 et 0,2.
La saison d’e´te´ se distingue des autres par l’obtention de performances plus faibles et plus ho-
moge`nes sur le territoire. La performance moyenne en CRPSS est de 0,26. Seul le Nord des Alpes
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Figure III.8 – Biais relatif obtenu par le mode`le MA. Les lignes de contour correspondent a` des biais relatifs
de ± 0,05 et ± 0,10.
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Figure III.9 – Performance en CRPSS lorsque le mode`le MAp est applique´ a` la maille p en fonction des
saisons.
se de´marque par une performance plus importante environ e´gale a` 0,32. Les performances les moins
bonnes se situent le long de la coˆte me´diterrane´enne ou` elles peuvent atteindre 0,12 en certaines
mailles. Cette baisse de performance est due a` la plus forte proportion de pre´cipitations d’origine
convective.
La figure III.10 repre´sente les biais relatifs obtenus par le mode`le MA en fonction des saisons.
Par rapport a` l’e´valuation globale illustre´e a` la figure III.8, le biais pre´sente ici une variabilite´ plus
importante. Les saisons pour lesquelles les biais relatifs absolus sont proches de 0 sont les saisons de
transition a` savoir le printemps et l’automne. Plus particulie`rement, le biais relatif observe´ en automne
s’ave`re tre`s proche du biais relatif global ou` un biais ne´gatif infe´rieur a` -0,05 est constate´ pour les
re´gions du Languedoc-Roussillon et des Midi-Pyre´ne´es, et un biais positif supe´rieur a` 0,05 sur le Nord
des Alpes et le Jura. Au printemps, la variation spatiale du biais est le´ge`rement plus importante qu’a`
l’automne. Le biais ne´gatif s’e´tend sur le pourtour me´diterrane´en et le Sud des Alpes et un biais
positif est trouve´ le long de la coˆte Atlantique allant de la Vende´e aux Landes. Les saisons d’e´te´ et
d’hiver posse`dent quant a` elles des biais tre`s marque´s. En hiver, des biais humides se retrouvent sur
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Figure III.10 – Biais relatifs obtenus lorsque le mode`le MAp est applique´ a` la maille p en fonction des saisons.
l’ensemble du territoire. Sur le pourtour Atlantique et l’ensemble des massifs montagneux de l’Est de
la France, ces biais sont supe´rieurs a` 5%. A l’inverse, les biais sont ne´gatifs en e´te´. Seul le quart Nord-
Est de la France obtient un tre`s faible biais compris entre -5 et 5%. Ainsi, les biais d’hiver et d’e´te´
s’annulent et conduisent a` l’obtention d’un biais global annuel quasiment nul. Comme explique´ dans
la section 4.1 de Chardon et al. [2014], un biais positif re´sulte du sur-e´chantillonnage en moyenne
de journe´es plus pluvieuses au de´triment de journe´es analogues plus se`ches (et inversement pour les
biais ne´gatifs). Meˆme si des investigations supple´mentaires ont e´te´ conduites 1, nous n’avons pas pu
identifier les raisons menant a` de tels biais.
3.3. Evaluation par type de temps
La figure III.11 repre´sente les performances en CRPSS obtenues en fonction des types de temps.
Pour un type de temps donne´, le terme d’incertitude U ne´cessaire a` l’estimation du CRPSS est
de´termine´ a` partir des pre´dictions issues du syste`me base´ sur la climatologie qui sont e´mises pour les
1. Une seconde optimisation de la feneˆtre d’analogie a e´te´ effectue´e pour les 8 981 MAs en conside´rant cette fois
comme variable d’inte´reˆt la racine carre´e des pre´cipitations. Il a e´te´ remarque´ que l’identification de la feneˆtre e´tait
sensible a` cette transformation de la variable d’inte´reˆt, ce qui conduisait a` l’ obtention de biais globaux a` l’e´chelle
annuelle et saisonnie`re plus importants que lorsque l’optimisation est conduite sur la pre´cipitation brute (cf. section 2
de l’annexe A).
48
3. Evaluation du mode`le Analog
jours appartenant au type de temps conside´re´. La figure III.11 de´taille donc, pour chaque type de
temps, le gain apporte´ par le mode`le MA par rapport a` une pre´diction base´e sur la climatologie 1.
Pour le TT2 qui correspond a` une circulation d’Ouest, de bonnes performances sont obtenues sur
l’ensemble du territoire, avec des maxima atteignant 0,4 sur la coˆte Atlantique, l’Ouest du Massif
Central et le Nord des Alpes. Seules les valle´es de la Loire amont, de l’Allier et du Rhoˆne obtiennent
de faibles performances proches de 0,2. Ces valle´es correspondent aux re´gions qui peuvent potentiel-
lement eˆtre abrite´es des masses d’air humides provenant de l’Ouest. Pour le TT1, des performances
atteignant 0,5 sont observe´es sur le Sud-Ouest de la France et sur certains reliefs comme le Nord
des Alpes et la partie Ouest du Massif Central. Comme on peut le remarquer a` la figure II.7, les
pre´cipitations associe´es au TT1 sont en moyenne pour ces re´gions plus importantes que la pre´cipita-
tion moyenne annuelle. Les performances sont moindres (proches de 0,05) pour les re´gions prote´ge´es
des flux de Nord-Ouest, comme le Languedoc-Roussillon et les Pyre´ne´es Orientales. Pour le TT3, les
seules re´gions obtenant les meilleures performances (proches de 0,35) sont la Bretagne, le Nord de
la coˆte Atlantique et le Lyonnais, correspondant une fois de plus pour la plupart d’entre elles aux
re´gions directement expose´es au flux de Sud-Ouest.
Une e´valuation similaire peut eˆtre effectue´e pour les circulations de Sud. Pour le TT7, les meilleures
performances sont obtenues pour l’ensemble des re´gions expose´es aux flux entrant d’humidite´, i.e. le
Sud-Est, le Massif Central et le Sud des Alpes jusqu’a` la Bourgogne. Le TT4 acquiert quand a` lui de
bonnes performances sur les massifs expose´s au flux de Sud-Est (i.e. les Ce´vennes-Vivarais) et pour
lesquels la pre´cipitation est en ge´ne´ral plus de deux fois supe´rieure a` la pre´cipitation moyenne (figure
II.7). De bonnes performances sont aussi obtenues a` partir des Alpes jusqu’au Nord-Est de la France.
Pour les re´gions abrite´es par les Alpes suisses et italiennes, les pre´cipitations observe´es pour ce type
de temps sont tre`s faibles voir nulles. Dans le cas du TT6, la re´gion la plus expose´e au retour d’Est
(i.e. le Sud-Est) est celle qui posse`de la meilleure performance (environ 0,3). De bonnes performances
peuvent eˆtre aussi observe´es a` l’autre bout du territoire, i.e. en Bretagne et le long de la Manche ou`
de tre`s faibles cumuls sont observe´s (figure II.7). Pour le TT5, de bonnes performances atteignant
parfois 0,4 sont seulement constate´es en Bretagne, le long de la coˆte Atlantique et sur les Ce´ve`nnes-
Vivarais ou` des cumuls quasiment nuls sont obtenus (figure II.7). Enfin, le TT8 – correspondant aux
jours les plus secs – posse`de les meilleures performances avec des valeurs variant de 0,5 a` 0,8 en
fonction de la re´gion conside´re´e. Quelques mailles situe´es dans l’extreˆme Sud-Est de la France et en
Corse obtiennent des performances moindres atteignant 0,3.
Finalement, pour un type de temps donne´, il semble qu’il existe une relation entre la direction des
flux, les performances de pre´diction du mode`le MA et les pre´cipitations observe´es :
• Pour un type de temps donne´ (excepte´ le TT8 et le TT5), les re´gions directement expose´es
aux flux, et a` plus forte raison lorsqu’il s’agit de reliefs importants, rec¸oivent en moyenne des
pre´cipitations plus importantes qu’ailleurs. Ces re´gions obtiennent e´galement les plus fortes
performances en CRPSS.
• Les re´gions e´loigne´es de l’origine des flux, et recevant par conse´quent pour ce type de temps tre`s
peu de pre´cipitations en moyenne, obtiennent aussi une bonne performance de pre´diction. Ceci
est valable pour tous les types de temps excepte´ le TT2 ou` l’on remarque sur la figure II.7 que
1. La climatologie est celle de´finie a` la section 2.2.2 du chapitre 2. Elle est calendaire et inde´pendante du type de
temps.
49
Chapitre III. Le mode`le Analog de re´fe´rence
TT2
0 200 400 600 800 1200
18
00
22
00
26
00
Y 
[km
]
 50 
 60 
 70 
 80 
 
90 
 100  110 
 120 
 
120 
 130 
 
13
0 
 140 
 150 
 160 
 170 
 180 
 190 
TT8
0 200 400 600 800 1200
 140 
 
150 
 150 
 
160
 
 160 
 170 
 180 
 190 
 200 
TT1
0 200 400 600 800 1200
18
00
22
00
26
00
Y 
[km
]
 40 
 50 
 60 
 70 
 80 
 80 
 90 
 100  110 
 120 
 
120 
 130 
 130 
 140 
 150 
TT5
0 200 400 600 800 1200
 90 
 100 
 
110 
 
120 
 
120 
 
130 
 130 
 
140 
 
140
 
 150 
 160 
 170 
 180 
 190 
 200 
TT3
0 200 400 600 800 1200
18
00
22
00
26
00
Y 
[km
]
 
10 
 
20 
 
30 
 
40 
 
50 
 
60 
 70 
 
80 
 90 
 
100 
 110 
 
120 
 130 
 
140 
 150 
 
150 
 150 
 150 
TT6
0 200 400 600 800 1200
 90 
 100 
 110 
 120 
 130 
 140 
 
150
 
 150 
 
160 
 
160
 
 
70 
 
170
 
 180 
TT7
0 200 400 600 800 1200
18
00
22
00
26
00
X [km]
Y 
[km
]
 50 
 60 
 70 
 80 
 90 
 100 
 110 
 
120
 
 
130
 
TT4
0 200 400 600 800 1200
X [km]
 
70 
 80 
 90 
 100 
 110 
 
120 
 
130 
 130 
 140 
 
15
0 
 
160 
 170 
 180 
X [km]
Y 
[km
]
0.
05
0.
1
0.
15
0.
2
0.
25
0.
3
0.
35
0.
4
0.
45
0.
5
0.
55
0.
6
0.
65
0.
7
0.
75
0.
8
0.
85
CRPSS
Figure III.11 – Performance en CRPSS en fonction des types de temps. Les lignes bleues repre´sentent la
hauteur (en me`tres) du ge´opotentiel a` 1000 hPa.
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la re´gion du Sud-Est correspondant a` la zone la plus se`che est celle qui obtient les plus faibles
performances (figure III.11).
• Les re´gions interme´diaires rec¸oivent ge´ne´ralement des pre´cipitations proches de la moyenne.
Elles obtiennent dans la majeure partie des cas des performances re´duites.
En premie`re approximation, il semble donc plus facile de pre´dire les pre´cipitations lorsque celles-ci
sont fortement probables ou, a` l’inverse, fortement improbables du fait de l’origine des masses d’air.
Les biais sont fortement de´pendant du type de temps et de la re´gion. Nous n’avons pas pu identifier
les causes a` l’origine des distributions spatiales observe´es. Cependant, il est inte´ressant de noter la
forte cohe´rence spatiale de ces biais. A titre d’illustration, la figure III.12 repre´sente le biais relatif
en fonction des types de temps. Les lignes de contours correspondent ici a` un biais relatif de ± 10%
(contrairement aux figures III.8 et III.10 ou` elles repre´sentaient des biais de ± 5%). Pour le TT1,
le biais est quasiment nul pour l’ensemble du territoire excepte´ pour le Sud-Est de la France pour
lequel il est fortement ne´gatif avoisinant les -30 a` -50%. Pour le TT8, le biais est, a` l’exception des
Alpes du Sud, fortement positif partout ; les biais les plus forts e´tant parfois supe´rieurs a` 200%. Pour
cette situation, ce re´sultat peut s’expliquer par une pluie moyenne quasiment nulle sur l’ensemble du
territoire, et par conse´quent un nume´rateur faible, ce qui tend a` accroˆıtre le biais relatif vers l’infini.
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Figure III.12 – Biais relatifs du mode`le MA25 en fonction des types de temps. Les lignes de contours repre´-
sente´es en marron correspondent a` un biais relatif de ± 10%.
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ChapitreIV
Transposabilite´ spatiale des dates
analogues
Dans ce chapitre, nous nous questionnons sur la possibilite´ d’utiliser un seul mode`le MA pour la
pre´diction des pre´cipitations en tout point d’une vaste re´gion donne´e. Pour re´pondre a` cette question,
nous avons e´value´ la perte de performance obtenue lorsqu’un mode`le MA localement optimise´ pour
une pre´cipitation Safran p e´tait applique´ pour la pre´diction des pre´cipitations en chaque maille du
territoire. Douze mode`les MAs 1 – dont chacun a e´te´ optimise´ pour une pre´cipitation Safran donne´e
selon la proce´dure ite´rative de´crite a` la section 1 du chapitre III – ont e´te´ teste´s pour la pre´diction
des pre´cipitations sur la France. Les mailles pour lesquelles ces mode`les ont e´te´ localement optimise´s
sont pre´sente´es sur la figure IV.1 alors que le tableau IV.1 indique leurs de´nominations. Ces mailles
sont de´nomme´es par la suite “mailles d’accroche”.
Tableau IV.1 – De´nomination des mailles d’accroche repre´sente´es sur la figure IV.1.
Sigle → De´nomination Sigle → De´nomination
NW → Nord-Ouest NE → Nord-Est
W → Ouest E → Est
SW → Sud-Ouest SE → Sud-Est
N → Nord S → Sud
C → Centre MC → Massif Central
B → Bretagne Co → Corse
L’e´tude de la transposabilite´ spatiale d’un mode`le MA a e´te´ mene´e a` partir de ces douze mode`les.
Pour des raisons de synthe`se, les re´sultats pre´sente´s dans la suite de ce chapitre ne concerneront
seulement qu’un nombre restreint de ces mode`les. Cette e´tude a fait l’objet d’une publication dans
1. Ces douze mode`les MA ont e´te´ optimise´s pour douze mailles Safran couvrant l’ensemble du territoire franc¸ais
(figure IV.1).
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Figure IV.1 – Mailles Safran a` partir desquelles les mode`les MA teste´s ont e´te´ transpose´s. La de´nomination
de chacune des mailles est donne´e dans le tableau IV.1.
la revue Journal of Climate s’intitulant “Spatial similarity and transferability of analog dates for
precipitation downscaling over France”1. Un re´sume´ e´tendu en franc¸ais de cette publication se trouve
a` la premie`re section de ce chapitre. Une version de l’article est disponible a` la deuxie`me section.
Comme une telle pre´sentation conduit ine´vitablement a` des redites dans un manuscrit de the`se, un
lecteur presse´ pourra ignorer les parties introductives de l’article (de la partie 1 a` la partie 2.2 incluse)
dont les points e´voque´s auront de´ja` e´te´ pre´sente´s pre´ce´demment. Dans une troisie`me partie, nous
pre´sentons diffe´rentes analyses comple´mentaires qui e´valuent la transposabilite´ spatiale du mode`le
MA en fonction de diffe´rents filtres saisonniers (i.e. par saisons ou types de temps).
1. Re´sume´ e´tendu
Depuis les anne´es 2000, les MDES ont beaucoup e´te´ utilise´es pour la ge´ne´ration de sce´narios
me´te´orologiques en un site unique. Dans ce cas, le de´veloppement de la MDES requise, qu’elle soit de
type analogique, fonction de transfert ou conditionne´e au type de temps, est assez aise´. En revanche,
la ge´ne´ration de sce´narios couvrant plusieurs sites d’une re´gion ou d’un hydrosyste`me de grande taille
donne´ est une taˆche plus difficile, en particulier lorsque l’on souhaite respecter la cohe´rence spatiale
des pre´cipitations a` pre´dire.
Dans ce contexte, les approches de type analogique offrent un avantage particulie`rement inte´ressant
pour la ge´ne´ration de sce´narios spatialement cohe´rents en comparaison aux autres approches. Sur la
base d’un crite`re d’analogie et d’une archive me´te´orologique, une ou plusieurs situations analogues
1. J. Chardon et al. [2014]. “Spatial similarity and transferability of analog dates for precipitation downscaling
over France”. Journal of Climate. Vol. 27. no. 13, p. 5056–5074. doi : 10.1175/JCLI-D-13-00464.1.
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1. Re´sume´ e´tendu
sont retenues pour pre´dire les variables locales. Lorsque la meˆme date analogue est utilise´e en plusieurs
lieux, la cohe´rence spatiale du sce´nario me´te´orologique local produit est de fait automatiquement
reproduite.
Cependant, les pre´dicteurs choisis pour la se´lection des dates analogues sont souvent optimise´s
pour l’endroit en lequel la pre´diction doit eˆtre effectue´e. Ils peuvent d’ailleurs fortement de´pendre
de la re´gion conside´re´e [Cavazos & Hewiston, 2005 ; Mezghani et al., 2012]. Dans ce contexte,
la question que nous explorons ici est la suivante : dans quelle mesure et jusqu’a` quelle distance un
MA optimise´ pour un site donne´ peut-il eˆtre utilise´ pour la pre´diction en un autre site ? En d’autres
termes, quelle est la transposabilite´ spatiale d’un mode`le localement optimise´ ?
Dans ce chapitre, nous e´valuons la transposabilite´ spatiale de douze mode`les MAs optimise´s pour
les diffe´rentes mailles d’accroche mentionne´es en introduction. Le mode`le conside´re´ est utilise´ pour la
pre´diction des pre´cipitations en toute autre maille du territoire. Pour chacun des sites, la performance
de pre´diction re´sultant du mode`le transpose´ est compare´e a` la performance de pre´diction du mode`le
MA optimise´ pour ce site. La transposabilite´ spatiale est e´value´e par la perte de performance obtenue
avec le mode`le transpose´.
Les re´sultats montrent que pour un mode`le MA seulement base´ sur des ge´opotentiels, la perte
de performance engendre´e est infe´rieure a` 1 point de CRPSS sur des distances pouvant atteindre
400 km a` partir de la maille p pour laquelle un mode`le transpose´ MAp a e´te´ optimise´, indiquant
ainsi une forte transposabilite´ spatiale. Cette transposabilite´ spatiale s’ave`re sensible a` la pre´sence
des principaux reliefs comme le Massif Central qui peuvent jouer le roˆle de barrie`re topographique.
Par ailleurs, une e´valuation de la similarite´ entre les dates analogues d’un mode`le transpose´ MAp et
celles de tout autre mode`le MAk met en e´vidence qu’il n’est pas ne´cessaire de disposer de dates
analogues similaires pour permettre une bonne transposition spatiale du mode`le MAp. En re´sume´,
une performance quasi-optimale peut eˆtre obtenue avec un MA transpose´ jusqu’a` une distance de
400 km environ, pour autant que la maille cible ne soit pas se´pare´e de la maille d’accroche par une
barrie`re topographique majeure.
Il s’ave`re que la ge´ne´ration de sce´narios de pre´cipitation a` partir d’un mode`le MAp transpose´
ne produit pas de biais importants (entre ±5%) pour les mailles dont la distance est infe´rieure a`
200 km de la maille p. Pour les autres mailles, des biais non-ne´gligeables (dont la valeur absolue
moyenne est e´gale a` 20%) peuvent eˆtre obtenus : un mode`le MASE optimise´ pour une maille du
Sud-Est produit par exemple un biais positif important lorsqu’il est transpose´ dans le Nord-Ouest de
la France. A l’inverse, un mode`le MANW optimise´ pour une maille du Nord-Ouest obtient un biais
ne´gatif important lorsqu’il est transpose´ dans le Sud-Est. Ces biais sont dus a` un e´chantillonnage
he´te´roge`ne des situations analogues passe´es contenues dans l’archive historique.
Dans une seconde partie, nous discutons de l’influence des parame`tres du MA sur la transposabilite´
spatiale des dates analogues. Dans ce but, un mode`le Analog a` deux niveaux d’analogie [Bontron,
2004 ; Marty et al., 2012] est introduit : les 25 journe´es analogues utilise´es pour la pre´diction sont
se´lectionne´es parmi un ensemble de 60 journe´es analogues a` la situation cible en terme de circulation
atmosphe´rique. La seconde se´lection est effectue´e sur une analogie en terme d’humidite´ de l’air (i.e. le
produit de l’eau pre´cipitable dans la colonne d’atmosphe`re par l’humidite´ relative a` 850 hPa). De
par l’ajout d’une information locale, les performances obtenues par ce nouveau mode`le Analog sont
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Chapitre IV. Transposabilite´ spatiale des dates analogues
supe´rieures a` celles obtenues avec le mode`le MA a` un seul niveau d’analogie. Cependant, il apparaˆıt
que ce gain de performance est dommageable a` la bonne transposabilite´ du mode`le : l’extension
des domaines pour lesquels une faible perte de performance est obtenue est moins importante que
celle pre´ce´demment obtenue avec le mode`le a` un seul niveau d’analogie. Des re´sultats similaires
sont trouve´s lorsque le nombre Nd de dates analogues varie : plus le nombre Nd est grand, plus la
performance locale de pre´diction devient faible, et meilleure devient la transposabilite´. En re´sume´,
plus le mode`le est performant localement, moins il semble transposable en d’autres re´gions. Sur de
vastes territoires, un compromis entre performance du mode`le MA et sa bonne transposabilite´ spatiale
peut alors s’ave´rer ne´cessaire.
2. Publication dans Journal of Climate
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Abstract
High-resolution weather scenarios generated for climate change impact studies from the
output of climate models must be spatially consistent. Analog Models (AMs) offer a high
potential for the generation of such scenarios. For each prediction day, the scenario they
provide is the weather observed for days in a historical archive that are analogous according to
different predictors. When the same “analog date” is chosen for a prediction at several sites,
spatial consistency is automatically satisfied. The optimal predictors and consequently the
optimal analog dates are however expected to depend on the location for which the prediction
is to be made.
In the present work, the predictor (1000 and 500 hPa geopotentials) domain of a benchmark
AM is optimized for the probabilistic daily prediction of 8,981 local precipitation “stations”
over France. The corresponding 8,981 locally domain-optimized AMs are used to explore
the spatial transferability and similarity of the optimal analog dates obtained for different
locations. Whereas the similarity is very low even when the locations are close, the spatial
transferability of the optimal analog dates for a given location is high. When they are used
for the prediction at all other locations, the loss of prediction performance is therefore very
low over large spatial domains (up to 500 km). Spatial transferability is lower in the presence
of high mountains. It also depends on the parameters of the AM, e.g. its archive length,
predictors and number of analog dates used for the prediction. In the present case, AMs with
higher prediction skill exhibit lower transferability.
1 Introduction
High-resolution scenarios of various surface meteorological variables are classically required for
impact studies at regional scales. Climate models usually exhibit severe limitations for simulating
such scenarios. Their coarse spatial resolution leads for instance to a crude representation of
precipitation related processes (e.g. Giorgi and Mearns, 1991, Frei et al., 2003). Precipitation
outputs are therefore classically biased and often exhibit unrealistic spatial patterns (Salathe,
2003) and variability (Burger and Chen, 2005). They are moreover often available at spatial and
temporal scales that are much too coarse with respect to the scales required for operational purposes
or impact studies. Similar limitations are known for other surface meteorological variables such
as temperature, wind and radiation. Statistical Downscaling Models (SDMs) are often used to
overcome these limitations and produce the required meteorological scenarios from climate models
outputs. They are based on the following twofold rationale: 1) local meteorological variables are
strongly influenced by the state of the atmosphere and its circulation at the synoptic scale and
2) synoptic-scale atmospheric variables are better simulated by climate models. SDMs are thus
based on empirical relationships established, for recent decades and generally for a daily time step,
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between a selection of large-scale atmospheric variables (called the predictors) and the required
local meteorological variables (called the predictands).
A large number of SDMs have been proposed over the last two decades (see Maraun et al., 2010,
for a review). They are widely used to generate weather scenarios for past or future climates from
outputs of climate models (e.g. Wilby et al., 1999, Hanssen-Bauer et al., 2005, Boe´ et al., 2007,
Lafaysse et al., 2014). They can also be used to reconstruct weather scenarios from atmospheric
reanalysis data (specific events as in Auffray et al. (2011) or time sequences covering 50 to 100
past years as in Mezghani and Hingray (2009), Kuentz et al. (2013) and Wilby and Quinn (2013)).
Another application is weather forecasting on the basis of the outputs of regional or synoptic
scale numerical weather prediction models (e.g. Obled et al., 2002, Gangopadhyay et al., 2005,
Marty et al., 2012, 2013). Perfect Prog approaches (Maraun et al., 2010), mainly based on transfer
functions or analog resampling methods, are SDMs of particular interest because they use the time
variations of large-scale variables (e.g. pseudo-observations of the recent climate) to reproduce the
time variations that would have been obtained for local scale surface meteorological variables (e.g.
observations for the same recent climate period).
Most SDMs have been used to generate precipitation and temperature time series as main
meteorological variables for hydrological applications. Over recent years, SDMs have focused even
more on other meteorological variables used in agro- and bio-meteorology and also climate related
energy sources (relative humidity, wind speed, potential evaporation, solar radiation . . .). Key
scientific challenges for future decades include the generation of relevant scenarios for multiple
weather variables at multiple sites within a region of interest (Wilks, 2012). A number of critical
issues arise here. They mainly involve the difficulty of generating, from both a statistical and
physical viewpoint, relevant weather scenarios with respect to 1) space-time fluctuations of each
weather variable and 2) space-time cofluctuations between weather variables.
For instance, transfer functions (e.g. based on non-linear regressions, artificial neural networks
or principal component analysis) have been widely used to generate different weather variables
at a single site or areal averages. They can be extended to create multivariate and multisite (or
even true spatial) generators, i.e. adapted and used for multiple locations and multiple variables
simultaneously (e.g. Roessler et al., 2012). The use of common large-scale predictors induces some
spatial correlation between the generated predictands. Some temporal correlation (autocorrelation)
is also obtained as a result of the significant persistence of driving atmospheric indices chosen as
predictors (Buishand et al., 2004). However, the level of correlation obtained either in space or time
may be not sufficient unless the generation at individual sites is forced by spatially and temporally
correlated random-numbers (e.g. Wilks and Wilby, 1999, Mezghani and Hingray, 2009). The
reproduction of observed correlation structures from a statistical point of view is moreover not a
guarantee that generated space-time patterns are relevant from a physical point of view, especially
for infrequent events. This may be for instance a critical limitation for the generation of major
precipitation events presenting major spatial heterogeneities such as those frequently observed in
regions with complex and marked topography (e.g. Mezghani and Hingray, 2009).
A good alternative consists of non-parametric SDMs based on the k-nearest neighbor (kNN)
resampling approach. These approaches have been widely used in recent years for the generation
of daily weather variables at multiple sites (e.g. Buishand and Brandsma, 2001, Gangopadhyay
et al., 2005). A number of recent works have extended their application to the generation of
a number of covariates (e.g. precipitation, temperature, relative humidity, long and short wave
radiation and wind speed in Boe´ et al., 2007, Lee et al., 2012, Lafaysse et al., 2014). Analog dates
of the current generation day are searched for in the historical database on the basis of a similarity
criterion. A daily state vector characterizing the daily atmospheric circulation and state is used
to identify the days that are the most similar to the current day. The required surface weather
variables observed for one or for a selection of the kNNs are then used as a weather scenario
for the current day. A number of variants of the kNN approach have been presented over the
last decade. Differences are related to 1) the vector of large-scale predictors (e.g. given fields of
synoptic variables (Obled et al., 2002) or vector of synthetic indices extracted from these fields
via Principal Component Analysis (PCA) (Zorita and von Storch, 1999)), 2) the distance criterion
used to identify the kNNs (e.g. Euclidean, Mahalanobis, Teweles-Wobus) and 3) the method
used to estimate the predictand from these kNNs. The analog method classically refers to the
configuration where the nearest neighbor is selected as the scenario for each generation day (e.g.
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Zorita and von Storch, 1999). A probabilistic estimation of predictands is also often achieved when
all kNNs are retained as scenarios (Gangopadhyay et al., 2005, Marty et al., 2012, Lafaysse et al.,
2014). The major advantage of kNN resampling approaches is that they do not require restrictive
assumptions concerning the joint distribution of the different predictands. Therefore, they can be
easily applied to the generation of non-normally distributed data. As surface weather variables
are sampled simultaneously from historical records for a given analog day, generated fields are
physically realistic and consistent (because already observed) within each day. Generated weather
variables are consequently expected to reproduce not only the observed distributions but also cross-
correlations between variables and sites much better than parametric models (e.g. Mehrotra and
Sharma, 2007, Boe´ et al., 2007, Lee et al., 2012). This applies to the generation time step (usually
daily) and to sub-generation time steps (for example hourly if such a resolution is available in the
archive, e.g. Mezghani and Hingray, 2009). The only limitation concerning the number of covariates
generated and the space-time resolution of generated time series is related to the available data in
the archive of observations.
kNN approaches therefore offer a powerful means to generate physically relevant high resolution
space-time scenarios for impact studies. The large-scale predictors used to identify analog dates
are however classically optimized for the site and the variable for which a prediction is needed.
As a result, the optimal predictor set is expected to strongly depend on the considered region.
This is illustrated by the varying predictive power of different types of individual predictors for
different sites around the world (e.g. Cavazos and Hewiston, 2005, Timbal et al., 2008) and also for
sites located within small geographical domains (e.g. Reichert et al., 1999, Mezghani et al., 2014).
When the same predictors can be retained, the optimal large-scale domain over which the similarity
between daily predictors must be evaluated is also expected to depend on the site (Horton, 2012,
Radanovics et al., 2013). The analog dates obtained for a model optimized for a given site can
of course be used for prediction at other sites. The resulting predictions are however likely to be
sub-optimal.
As precipitation is of major interest in hydrological impact studies, the present work is only
focused on this meteorological variable. The methodology could however be easily applied to any
other predictand. This paper explores the spatial transferability of analog dates identified from a
locally optimized reference Analog Model (AM) for the probabilistic prediction of precipitation at
neighboring sites throughout France. The experiment is based on precipitation estimates obtained
on a grid from Safran precipitation reanalysis (Quintana-Segui et al., 2008, Vidal et al., 2010).
The large-scale analogy domain of the reference AM is optimized for each grid cell leading to a set
of locally optimal analog models that can be in turn applied to precipitation prediction elsewhere.
The spatial transferability of a model can be assessed by comparing its performance at each site
with the performance obtained with the locally domain-optimized AM for this site.
The structure of this paper is as follows: Section 2 describes the data, the reference analog model
and the evaluation criteria used to assess the local performance of the models, spatial similarity
and transferability of analog dates. Results from the transferability assessment experiment are
presented in Section 3 and discussed in Section 4. Finally Section 5 draws a number of conclusions.
2 Data, Model & Evaluation
2.1 Data
The large-scale predictors used to identify the analog dates are geopotentials taken from the Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF) 40-year reanalysis (ERA-40) (Up-
pala et al., 2005), with a spatial resolution of 1.125◦× 1.125◦.
The predictand corresponds to the daily total precipitation taken from the Safran near-surface
reanalysis (Quintana-Segui et al., 2008, Vidal et al., 2010) with a resolution of 8×8 km2. This local
reanalysis covers France and includes a set of 8,981 grid points. Precipitation values estimated for
these grid points are considered as “pseudo-observations”. In the following, the Analog SDM is
applied to predict the precipitation on each Safran grid point.
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2.2 The analog SDM
The analog model applied in this study is based on previous developments for probabilistic quanti-
tative precipitation forecasts (Bontron and Obled, 2005, Marty et al., 2012) for several catchments
in France. The model involves four steps:
1. A seasonal filter is first applied in order to keep only candidates that belong to the same period
of year: calendar days are selected as candidates with a moving window of ± j calendar days
centered on the target day. Note that the target day and neighboring days in a temporal window
of ± 5 days were excluded from the candidates.
2. A criterion for similarity between the target day and each candidate day is then computed. The
chosen criterion is the Teweles-Wobus score (TWS, Teweless and Wobus, 1954) that compares
two geopotential gradients providing information on the origin of the air masses. Note that an
analogy based on the TWS performs better than a classical Euclidean distance applied to the
principal components previously derived for the predictor fields – here the geopotential heights
– retained for the analogy (e.g. Guilbaud and Obled, 1998, Wetterhall et al., 2005).
3. The candidate days are then sorted according to the TWS and the nearest analog dates are
kept.
4. The predictive precipitation for the target day is obtained from the empirical distribution of
the precipitation values of the Nd nearest analogs.
The analog model requires optimization of several parameters including for instance the type or
level of predictors, the domain used to compute the similarity criterion and the similarity criterion
itself. These parameters are expected to be dependent on the predictand – i.e. on the predictand
target grid point in our case. Ideally these parameters should be optimized together as proposed
by Horton (2012). For our domain, geopotential fields at 1000 hPa and 500 hPa respectively at
+12h and +24h were found to be the most informative predictors by Bontron (2004). The seasonal
filter was set to one month before and after the target day. A preliminary analysis showed that a
number Nd equal to 25 was a good compromise to obtain on average the best performance (the
performance is expressed by the CRPS skill score as described in Section 22.3) below) over France.
For every grid point p in [1, . . . , 8, 981], the performance loss obtained when comparing an AM
with a number Nd of analog dates equal to 25 to an AM with an optimal number of analog dates –
varying between 10 and 40 for the Safran grid points – is lower than 0.01 (results not shown here).
The predictor domain was conversely optimized for each target grid point by maximizing the
performance of the prediction. The domain optimization results from a growing rectangular analogy
domain algorithm, as explained by Bontron (2004). The algorithm steps are the following:
1. The elementary ERA-40 grid cell centered on a given target Safran grid point is chosen as an
initial predictor domain.
2. For each cardinal direction, four alternative domains – obtained by an extension of one ERA-40
grid cell – based on the initial predictor domain are tested as predictor domains. The domain
obtaining the best score is kept.
3. Step 2 is repeated considering the predictor domain kept in Step 2 as the initial predictor domain
until no better performance is obtained for all of the four alternative extended predictor domains.
The final predictor domain obtained from this iterative procedure corresponds to the analogy
domain with the optimal score. No tolerance criterion is used here.
This algorithm leads to what we will call “the locally domain-optimized analog model for the target
predictand k”, denoted hereafter AMk.
2.3 Evaluation scores
Each analog model AMk leads to a set of Nd analog dates for each issued prediction. These
dates can be used for the prediction of precipitation for any target grid point p. As each issued
prediction is based on an ensemble of Nd analog dates, the criterion used for the evaluation of the
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AM should be a probabilistic score. Inspired by common practice in Ensemble Prediction System
(EPS) evaluation, we use a skill score based on the expected Continuous Ranked Probability Score
- called CRPS - introduced by Brown (1974) and Matheson and Winkler (1976). The CRPSk(p)
value for an AMk used for prediction at a given grid point p is defined as:
CRPSk(p) =
1
M
M∑
i=1
∫ +∞
−∞
[
Fk,i(xp)−Hop,i(xp)
]2
dxp (1)
where Hop,i and Fk,i respectively denote the cumulative distribution function (cdf) of the obser-
vations op,i and the cdf derived from AMk for the issued prediction i and where M is the number
of issued predictions. xp denotes the precipitation quantiles of the cdfs on grid point p. Note that
Hop,i corresponds to the Heaviside function where Hop,i = 1 if xp ≥ op,i and Hop,i = 0 otherwise.
For a prediction i, the integral in Eq. (1) is equal to the area of the squared differences between
the predicted and the observed cdfs, as illustrated in Fig. 1 and detailed in the Appendix. The
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Figure 1: Illustration of the CRPS for a given issued prediction. Integral of Eq. (1) corresponds
to the sum of the orange areas; the areas correspond to the squared difference between the cdf
of the observation (in red) and the predicted cdf (in black) integrated over all probabilities. An
expression of the CRPS explaining this graphical representation is given in the Appendix.
CRPS has several advantages:
• it evaluates the entire probabilistic prediction,
• it is a proper score (for the definition see Eq. (1) in Gneiting and Raftery, 2007, Bro¨cker and
Smith, 2007),
• it can be interpreted as an integral over all possible Brier scores (Brier, 1950),
• it is equal to the mean absolute error (MAE) for a deterministic prediction.
The Continuous Ranked Probability Skill Score (CRPSS) is used to compare the model per-
formance to the performance of a reference prediction model. In the present work, the reference
prediction model is simply a calendar climatology defined for each prediction day by the pre-
cipitation distribution of the days belonging to a seasonal window (± 30 days) centered on the
corresponding calendar day. The skill score of AMk when applied to grid point p is defined as:
CRPSSk(p) = 1− CRPSk(p)
CRPSClim(p)
(2)
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where CRPSClim(p) corresponds to CRPS obtained by the climatological model applied to grid
point p. CRPSS is a positive oriented score: a CRPSS equal to 1 corresponds to a perfect AM
whereas a negative CRPSS indicates that the performance for the considered AM is worse than
that of the climatological model. As CRPSk and CRPSClim are expressed in the same units as the
predictand, CRPSS is a dimensionless performance score which makes it possible to compare the
performance obtained between two grid points.
In addition to CRPSSk(p), the relative bias bk(p) of the averaged scenario predicted by AMk
when applied to grid point p can be computed to evaluate the averaged predicted precipitation
quantity as follows:
bk(p) =
1
op
·
[
1
M
M∑
i=1
xp,i|AM=AMk
− op
]
(3)
where xp,i|AM=AMk
is the mean precipitation scenario at grid point p predicted by AMk for a given
issued prediction i. op is the observed interannual mean precipitation.
2.3.1 Evaluation of spatial transferability
For a given grid point p, the predictions obtained with AMk are expected to have lower performance
than those obtained with AMp. We further estimate the spatial transferability for a given AMk
using the following differences:
∆CRPSSk(p) = CRPSSk(p)− CRPSSp(p) (4)
∆bk(p) = bk(p)− bp(p) (5)
where CRPSSk(p) and CRPSSp(p) correspond to CRPSS obtained when respectively applying
AMk and AMp to grid point p. For ∆bk(p), a positive value means that AMk predicts an increase
of the averaged predicted precipitation compared to that estimated by AMp at grid point p.
2.3.2 Evaluation of spatial similarity of analog dates
We additionally estimate the similarity of analog dates obtained from two analog models AMx and
AMy. Each issued prediction i ∈ [1, . . . ,M ] derived from these models is composed of Nd analog
dates as described in Fig. 2. A daily similarity score si corresponding to the number of similar
analog dates between the two predictions issued respectively by AMx and AMy can be computed
for each prediction day i. To evaluate a mean similarity level between analog dates produced by
AMx and AMy, we determine the proportion of issued predictions Os0 for which the daily similarity
score si exceeds a given similarity level s0.
Os0 =
1
M
M∑
i=1
I{si ≥ s0} (6)
For a given prediction day i, I{si ≥ s0} denotes the indicator function equal to 1 if si ≥ s0 and 0
otherwise. A value of 60% for Os0 means for instance that for 60% of the issued predictions, the
number of similar analog dates between both models is greater than s0. For a given s0 threshold,
the larger the value for Os0 , the more similar the dates from the two models are. Therefore, the
lower the level s0, the greater the percentage of issued predictions Os0 . Perfect equality between
analog dates is obtained when O100% is equal to 1.
3 Results
In the following sections, the optimization of the set of locally domain-optimized analog models
AMp is performed on the corresponding grid points p for the twenty year period covering 1982-08-
01 to 2001-07-31. The transferability of analog models is evaluated over the same period. Note
that the evaluation period could have been different from the calibration period. However, it would
then have been difficult to determine to what degree any modification in model performance was
due to temporal and/or spatial transferability.
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Figure 2: Schematic of the analog dates predicted by AMx and AMy for each issued prediction
i ∈ [1, . . . ,M ]. For every issued prediction i, a percentage of similar dates si between the dates
dxi,j and d
y
i,j for all j in 1, . . . , Nd is computed. M denotes the number of issued predictions and
Nd the number of analog dates.
3.1 Evaluation of the locally domain-optimized analog model
In this subsection, we evaluate the performance when applying each model AMp to the corre-
sponding grid point p for the prediction of precipitation. The spatial distribution of the skill score
CRPSSp(p) over France is illustrated in Fig. 3. Its high spatial variability depends on the topog-
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Figure 3: Spatial distribution of the CRPSSp(p) when applying AMp to grid point p. The number
of analog dates Nd is set equal to 25. Black solid lines correspond to French borders and the
contours around mountainous regions (400 and 800 m elevation) while the dashed lines show the
ERA-40 grid mesh.
raphy, with a high performance of 0.4 in the West part of the Massif Central mountains and in
the North Alps. Lower prediction skill varying around 0.28 is observed in the plains, reaching 0.35
along the Atlantic coast. The important variability of precipitation in the Mediterranean region
– characterized by a coefficient of variation ranging between 2.25 and 4.5 whereas this coefficient
is lower than 2.25 for the other Safran grid points (results not shown here) – could explain the
lowest skill observed in this region. As shown by Mezghani et al. (2014), the predictive power is
lower for regions with more frequent convective precipitation where a weaker link with large-scale
circulation can be observed.
The spatial distribution of the relative bias bp(p) obtained from each AMp is illustrated in Fig.
4. For a majority of grid points, the absolute value of relative bias of the mean scenario is less
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Figure 4: Spatial distribution of the relative bias bp(p). Brown lines correspond to an absolute
bias larger than 5 and 10% respectively. See Fig. 3 for more caption details.
than 5%. However, two areas stand out from this trend:
1. the South-Western of France where precipitation is underestimated with a relative bias of
around -12% and
2. the Northern Alps with a bias of up to 10%.
In the following, the performance obtained with the model AMp applied to grid point p is used
as a benchmark for assessing the transferability of analog models to other grid points. The spatial
transferability and similarity of analog dates have been evaluated for 12 analog models locally
optimized for 12 grid points uniformly distributed over France. Results will be described for only
two of these models which are representative of the results obtained with the other transferred
AMs.
3.2 Evaluation of spatial transferability
Fig. 6 and 7 illustrate the spatial transferability of two analog models locally optimized for two
grid points: one located in the North-West of France – hereafter called NW grid point – and one
located in the South-East of France – hereafter called SE grid point.
The analogy domain of AMNW is illustrated in Fig. 5. It extends to the Atlantic ocean
and to the South-Western part of France. On the other hand, the analogy domain of AMSE
covers the South-Eastern part of France, extending over the Mediterranean sea (see Fig. 5).
The Atlantic ocean and the Mediterranean sea constitute the major sources of humidity for the
generation of precipitation over France. As shown by Boe´ and Terray (2008) and Garavaglia et al.
(2010), westerly Atlantic and southerly Mediterranean circulation is mainly responsible for the
precipitation. In the following, AMNW and AMSE are applied to predict precipitation at each grid
point p ∈ [1, . . . , 8, 981].
Fig. 6a) illustrates ∆bNW(p) when applying AMNW to all Safran grid points. We observe that
the relative bias increases by 5 percentage points for grid points situated 100 km North of the NW
grid point. For grid points with a Y-coordinate ranging from 2,200 to 2,400 km, ∆bNW(p) remains
between -5 and 5%. Below 2,200 km North, the bias is affected by the Massif Central mountains
where a decrease of 5 percentage points is observed in the Western area whereas it is greater in the
Eastern part. The relative bias decreases by more than 10 percentage points in the South-Eastern
part of France.
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Figure 5: Boundaries of the analogy domains for AMNW (in red) and AMSE (in green). The spatial
window used for the PCA is delimited in black. See Fig. 3 for more caption details.
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Figure 6: Spatial distribution of ∆b for a) AMNW and b) AMSE. Brown lines correspond to
absolute values of ∆b greater than 5 and 10% as indicated. See Fig. 3 for more caption details.
A similar behavior is observed when transferring AMSE. A bias increase of more than 5 per-
centage points is observed North of the SE grid point and West of the Massif Central mountains
whereas a bias decrease ranging between 5 and 10 percentage points can be seen on the island of
Corsica. In the South West and East of France, ∆bNW(p) varies from -5 to 5 percentage points.
With respect to the CRPSS, the spatial transferability of AMNW and AMSE is very high. Fig.
7a) illustrates the CRPSS loss when transferring AMNW. The absolute value of the loss is less than
0.05 for a large majority of grid points. It even becomes less than 0.01 for grid points in a roughly
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for the prediction at all other Safran grid points. The blue lines correspond to losses equal to 0.01
and 0.05 as indicated. See Fig. 3 for more caption details.
500 km wide region around the NW point, which extends to the Massif Central mountains. A high
loss equal to -0.13 is only obtained for the far South-Eastern region including Corsica.
The spatial transferability of AMSE is smaller as illustrated in Fig. 7b). The region showing a
-0.01 loss is 300 km wide and 500 km long. The CRPSS absolute loss remains smaller than 0.01
for more than 400 km when transferring AMSE to the North. Conversely, ∆CRPSSSE shows a
large decrease from -0.01 to -0.05 when crossing the Massif Central mountains from South-East to
North-West, reaching a value equal to -0.15 in Brittany. The Massif Central mountains thus play
an important climatological barrier role in the region. The same is expected for the Alps and also
for the Pyrenees mountains as illustrated by Bontron (2004).
The very small loss observed for large areas in Fig. 7a) and b) shows that the performance
obtained when transferring AMk to a broad region containing k is regionally similar to the perfor-
mance of the locally domain-optimized AM.
3.3 Similarity of analog dates
A reason for the small CRPSS loss observed in Section 33.2) could be that the analog dates obtained
with two AMs respectively optimized for two close grid points do not differ greatly. The mean
similarity level between analog dates produced by two different AMs is expected to depend on
the number of analog days retained for the prediction. This is discussed in Section 44.2). In the
present work, we present the mean similarity level when 25 analog dates are retained.
To compare the 25 analog dates obtained from AMNW and each locally domain-optimized AMp,
we estimated for each grid point p the percentage of issued predictions O80% for which the daily
similarity level exceeds the 80% daily similarity threshold.
The spatial distribution of O80% is plotted in Fig. 8a). The percentage of issued predictions for
the 80% daily similarity threshold is surprisingly low or very low, even where a very good spatial
transferability of AMNW is obtained. Around the -0.01 CRPSS loss contour, the percentage of
issued predictions exceeding the 80% daily similarity threshold is around 20%. It vanishes to 0%
where the CRPSS loss is around -0.05. The largest percentage (up to 100%) is obtained for a very
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caption details.
small number of grid points located in the close neighborhood of the NW grid point.
A similar behavior is observed for AMSE in Fig. 8b). Grid points near the -0.01 CRPSS loss
contour obtain once again a O80% value of around 20% and only a few points located near the
SE grid point have a high value of O80%. Nevertheless similarity strongly depends on the relief
because its pattern is stretched from South to North and delimited on either side by the Massif
Central mountains and the Alps.
Spatial transferability of an AM therefore does not require having the best analog dates. Even
if the transferred analog dates differ from the optimal ones, they lead to similar predictions in
terms of precipitation for grid points located quite far away. The spatial transferability of an AM
therefore does not require a high level of similarity of analog dates. It can also be concluded that
a similarity of the domain boundaries of the predictors used to identify the analog dates is not
necessary for spatial transferability.
4 Discussion
4.1 Extraction of rainy and dry days
This section aims to explain the increasing bias pattern obtained in this study when a transferred
AM is used instead of the locally domain-optimized one. Note first that for the daily precipitation
prediction for the 1982-2001 period, 25 analog dates are extracted for each day from the same
period. If each date would have been extracted 25 times, the mean precipitation amount from the
probabilistic prediction over the whole period would have been exactly equal to the climatology and
thus to the observed mean. A wet bias occurs because wetter days are on average more frequently
extracted than drier days (e.g. wet days versus dry days or rainy days with large precipitation
amounts versus rainy days with small precipitation amounts). Thus an increase in the wet bias
in the North using AMNW suggests a larger extraction frequency of wetter days in this region.
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This is illustrated in Fig. 9a) to 9d). In each figure, a point corresponds to one day of the period
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Figure 9: a) Days included in the period from 1982-08-01 to 2001-07-31 and the number of ex-
tractions represented in the 2nd and 3rd PCs for b) AMNW and d) AMSE. c) Extraction difference
between AMSE and AMNW.
1982-2001. The coordinates are presented on the second and third Principal Components (PCs)
of a Principal Components Analysis (PCA) carried out using the geopotentials Z1000 +12h and
Z500 +24h over a larger domain – delimited by the coordinates 12.375 E, 6.75 W, 38.25 N, 50.625
S – represented in black in Fig. 5. The first PC is not used here as it roughly represents the
geopotential mean level which is not accounted for by the TW distance criterion used to identify
the archive days. The first three PCs explain respectively 69.2, 14.1 and 6.6% of the total variance.
Fig. 9a) highlights the varying density of days according to their synoptic situation in this two-
dimensional space. For each day of the archive period represented by its second and third PCs
in Fig. 9a), we can compute the number of times that this day is chosen as one of the 25 analog
dates by an AM for the M issued predictions. If a day is extracted more than 25 times, this day
is over-extracted. If the number of extractions is lower than 25, the day is under-extracted. Fig.
9b) and Fig. 9d) illustrate the extraction frequency of each day obtained with respectively AMNW
and AMSE. Fig. 10a) represents in the same way the local precipitation anomaly – defined as the
ratio of the precipitation observed for each day over the daily average precipitation – for the NW
grid point. The extraction bias from Fig. 9b) combined with the precipitation anomalies from Fig.
10a) explains the bias obtained for the reproduction of the mean interannual precipitation over the
period. A similar interpretation is possible for Fig. 9d) representing the day extraction applied by
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Figure 10: Relative precipitation anomalies following the 2nd and 3rd PCs derived from geopoten-
tials for a) AMNW and b) AMSE.
AMSE to local precipitation anomalies of SE grid point represented in Fig. 10b).
Transferring AMSE to the NW grid point leads to applying the extraction scheme of AMSE
represented in Fig. 9d) to the local observed precipitation of the NW grid point as shown in Fig.
10a). We notice in Fig. 9c), representing the difference in extraction frequency between AMSE
and AMNW, that AMSE tends to extract the negative more than the positive coordinates of PC2.
As the days having a negative PC2 coordinate correspond mostly to rainy days for the NW grid
point, AMSE will generate more precipitation for the NW grid point than AMNW. The increased
positive bias difference observed in Fig. 6b) when transferring AMSE to the North of France can
be explained in the same way. On the other hand, days with positive PC2 coordinates are more
frequently extracted by AMNW. These days are dry days for the SE grid point, as illustrated in
Fig. 10b). Applying AMNW to the SE grid point leads to an increase in the precipitation negative
bias observed in Fig. 6b). This could be generalized to the South of France.
4.2 Sensitivity of similarity and transferability to the number of analog
dates
A study on the sensitivity of similarity and transferability to the number of analog dates Nd
retained for each prediction was carried out. Results are presented for predictions deduced from
AMNW and AMSE. Similar results are obtained for predictions issued from an AM optimized for
other locations (not shown).
Increasing the number of analog dates is expected to increase the mean daily similarity level
of analog dates obtained from two models AMx and AMy. Fig. 11a) and b) illustrate the mean
similarity level O80% for AMNW and AMSE with Nd equal to 250. The region covered by a value of
O80% equal to 0.7 (delimited by the blue line in Fig. 11a) and b)) is 400 to 500 km wide compared
to the region which is only 100 to 200 km wide for 25 analog dates (see Fig. 8a) and b)).
Fig. 12a) and b) show the CRPSS loss when applying either AMNW or AMSE with 250 analogs
compared to the optimal configuration for 250 analogs. In both locations, the spatial pattern of
∆CRPSS is roughly the same as that for 25 analogs (see Fig. 7a) and 7b) respectively). The spatial
transferability of AMNW and AMSE tends however to be higher with 250 analogs as demonstrated
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for instance by the smaller CRPSS loss observed towards the extreme South-East of France when
applying AMNW or towards the extreme West when applying AMSE. The larger sample of analogs
makes the differences between the optimal predictions at different locations smoother.
Similar results were obtained when predictions were based on other sizes of analog sample. Fig.
13a) represents the proportion of grid points for which the mean similarity level O80% (cumulated
probability plot of O80%) is larger than a given value for Nd equal to 25, 50, 100, 150, 250 and 500.
For both NW and SE cases and in line with what was pointed out earlier, the percentage of grid
points which have a given value of O80% (e.g. 0.7) increases with Nd. The spatial transferability
of both models tends to increase with Nd, very slightly for NW, especially for small Nd values, but
much more significantly for SE (Fig. 13b).
Note also that the skill of the locally domain-optimized AM significantly decreases as Nd in-
creases. This can be seen in Fig. 13c) representing the cdf of the optimal CRPSS for different
analog sample sizes. The median value of the optimal CRPSS decreases from 0.3 to 0.15 as Nd
increases from 25 to 500. As increasing the size of the analog sample only leads to a slight gain in
spatial transferability, the performance of the transferred AM thus significantly decreases. If the
skill of the method can be optimized with an appropriate selection of the number of analog dates,
its spatial transferability is much less dependent on this value and seems to be more an intrinsic
characteristic of the region, related to climatological barriers induced by the presence of significant
mountain ranges.
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Figure 11: Percentage of issued predictions O80% for which the daily similarity level exceeds the
80% daily similarity threshold for a) AMNW and b) AMSE applied over the whole of France with
Nd equal to 250. The blue line corresponds to a value of O80% equal to 0.7. See Fig. 3 for more
caption details.
4.3 Sensitivity of spatial transferability to the selection of the analog
days
The spatial transferability is expected to depend on the predictors chosen to identify the analog
dates. In the present section, we present the same analyses as in the previous sections with a two-
level AM (further referred to as AM2) including in addition atmospheric humidity as a predictor
(e.g. Horton, 2012, Marty et al., 2012). The 25 analog dates retained for the prediction are also
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Figure 12: CRPSS loss when transferring the locally domain-optimized AMNW (a) and AMSE (b)
for the prediction at all other Safran grid points with Nd equal to 250. The blue lines correspond
to a loss equal to 0.01 and 0.05 respectively. See Fig. 3 for more caption details.
chosen in the 1982-2001 historical period of the ERA-40 reanalysis but they are, for each target
day, selected within a sub-set of 60 preselected candidate dates that correspond to the nearest
spatial patterns in terms of atmospheric circulation. Similar to the one-level AM case considered
in the last sections (hereafter referred to as AM1), the pre-selection of the 60 candidate dates is
based on the Teweless-Wobus distance for the 1000 and 500 hPa geopotential fields. According to
Marty et al. (2012), the second-level selection of the 25 dates is based on the Euclidean distance
for the humidity variable defined as the product of precipitable water and relative humidity at
850 hPa. As previously, the spatial domain used for the first analogy level was optimized for the
prediction at each Safran grid point. The humidity predictor is also Safran grid dependent and
it corresponds to an inverse-distance weighted average computed on the four neighboring ERA-40
grid points.
The mean daily similarity level of analog dates obtained with two AM2 models when locally
domain-optimized for different grid points is very similar to what was found before (for the locally
domain-optimized AM1 models), i.e. low to very low (not shown). The spatial transferability of
analog dates obtained with AM2 models is on the other hand rather different than that obtained
with AM1 models. Fig. 14a) and b) illustrates the CRPSS loss obtained for each Safran grid point
when the AM2 models optimized for the NW and SE grid points are applied instead of the locally
optimized ones. For each AM2 model (AM2NW or AM2SE), the CRPSS loss increases much faster
than the one obtained from the transfer of the corresponding AM1 model (respectively AM1NW or
AM1SE). When the CRPSS loss was 0.01 with the AM1 model, it becomes higher than 0.05 with
AM2. The area for which a 0.01 CRPSS loss is obtained covers a roughly 200 km wide region with
AM2 compared to the 500 km previously found with AM1.
As already shown by Bontron (2004) for a number of raingauges in South-Eastern France, the
integration of the humidity predictor improves the prediction skill of the locally domain-optimized
AMs for every location in France. The CRPSS gain between AM1 and AM2 is roughly 0.03
for a large part of France (Fig. 15). However, the lower spatial transferability of a locally best
performing AM2 model results in lower performance than the locally less performing AM1 model
when both are transferred to far locations. This is highlighted in Fig. 16 where the performance
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Figure 13: a) Distribution of the mean similarity level O80% of similarity analog dates depending
on the percentage of grid points, b) ∆CRPSS obtained by an AMp applied to grid point p for Nd
equal to 25, 50, 100, 150, 250 and 500 for AMNW (top row) and AMSE (bottom row). Distributions
of optimal CRPSSp(p) are plotted in c) for each value of Nd.
of the transferred AM2NW model is better than the performance of the transferred AM1NW model
only for the grid points that are within a 150 to 500 km wide area around the NW grid point.
The same conclusion can be drawn for the SE grid point. On the other hand, the transferred AM1
model presents higher skill for more grid points situated far away. The increased performance
allowed from the introduction of humidity therefore makes the model much more region-specific
and thus much less transferable.
It is interesting to note that these results are in line with those presented in Section 44.2.
We found that increasing the number of analog days used for the prediction 1) slightly increases
the spatial transferability of AM1 but 2) conversely drastically reduces its overall skill. A similar
conclusion is also obtained when the length of the archive period is modified. Timbal et al. (2003)
showed that the larger the size of the archive from which the analogs are selected is, the higher
the skill of the prediction is. The k-nearest neighbors of any day are actually expected to be
better analogs of this day when they are identified in a longer archive. We have also tested the
transferability of the 25-nearest analog dates when identified in a longer archive (1959-2001 instead
of 1982-2001). As expected, the skill of the locally optimized models increases (by roughly 0.05
CRPSS points) but again the transferability of the AM decreases (not shown here).
5 Conclusions & Perspectives
The spatial transferability of analog dates for the probabilistic prediction of local precipitation
is a key requirement for the generation of spatially and physically consistent weather scenarios
for impact studies. It was first explored in the present study over France with a basic domain-
optimized analog model based on the large-scale circulation (i.e. geopotential heights Z1000 +12h
and Z500 +24h).
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(b) for the prediction at all other Safran grid points. The blue lines correspond to a loss equal to
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The mean similarity level between analog dates obtained for AMs optimized respectively for
two different locations is low to very low. Despite this, the spatial transferability of analog dates,
with respect to the CRPSS of the prediction, is high to very high. The loss of performance obtained
using a transferred model instead of the locally domain-optimized model remains very low over
large spatial domains which can sometimes be 500 km wide. The spatial transferability of a given
model is however not isotropic and especially depends on the topography of the studied region.
The spatial range of transferability is reduced in presence of major mountainous areas. The Massif
Central mountains constitute for instance a clear meteorological barrier in France.
Using more analog dates for the prediction obviously increases the similarity of analog dates. It
leads however to only a very slight increase of their spatial transferability and to a large decrease
of the absolute prediction skill of the model. For the studied area, the prediction skill is therefore
much more sensitive to this parameter than to the large-scale domain used to identify the analogs,
provided that the different sites for which a prediction is required are not too far from each other
from a meteorological (and topographical) point of view.
The spatial transferability of the analog dates was found to be dependent on the parameters of
the AM used for their identification. In France, it is lower when the length of the archive period
is longer and when humidity is included as a second-level predictor.
Results are of course expected to be dependent on the specific geographical and meteorological
context of the studied area. In recent years, the climate and weather forecast research communities
in particular have made major efforts to develop high-resolution gridded reanalysis of precipitation
for large domains at the country or continental scales from dense networks of daily raingauge data
(e.g. in French mountainous regions (Gottardi et al., 2012), in Europe (Haylock et al., 2008), North
America (Maurer et al., 2002), South America (Liebmann and Allured, 2005) or Asia (Xie et al.,
2007)). These datasets provide a powerful opportunity to better explore the spatial transferability
of analog dates across larger domains and the possibility to generate spatially consistent scenarios
for regional scale impact studies.
Results obtained in this paper highlight some practical solutions for the generation of weather
scenarios suited for regional scale impact studies:
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Figure 15: CRPSS gain of the locally domain-optimized AM when humidity is included as a second-
level analogy predictor (for a given Safran grid point, the gain is defined as the difference between
the CRPSS obtained with the two-level AM2p and the single-level AM1p). The blue contour line
corresponds to a CRPSS gain equal to 0.03. See Fig. 3 for more caption details.
• A high level of similarity in optimal analog dates is not mandatory for the spatial transfer of
an AM. Even when the level of similarity is low, optimal analog dates for a given site have
potentially a quasi-optimal predictive power for remote locations. As a consequence, a strict
similarity of the optimal large-scale analogy domains identified for the prediction at different
locations is also not mandatory for the transferability of the optimal analog dates from one
location to the other.
• The generation of probabilistic precipitation prediction with the studied AM was found to
produce a non-negligible bias in the mean inter-annual daily precipitation. This results from
the fact that historical days are not extracted with the same frequency over the simulation
period. The transfer of analog dates to remote sites is expected to modify the bias depending
on both the location of the target and of the grid points used for the optimization of the
AM but the overall bias remains lower than 20%. As several sets of analog dates can lead to
the same performance, it can be supposed that a set of analog dates exists that reduces the
observed absolute bias when transferring an AM for locations situated far away. Optimizing
the analogy criterion by minimizing the resulting absolute bias could lead to analog dates
providing similar performance and lower biases.
• When the analog dates are identified from geopotential fields, the spatial transferability of
locally domain-optimized analog dates is high and a quasi-optimal prediction can be obtained
within large areas with analog dates identified from a unique analogy domain.
• The refinement of an analog prediction model is potentially detrimental to its spatial trans-
ferability. In the present study, when humidity is included as a second-level predictor, the
local skill of a locally domain-optimized model is improved but its spatial transferability is
found to be much lower. This does not mean that the overall performance of the refined
model becomes lower than the performance of the rough model. In the present case, the
skill improvement due to the introduction of humidity is larger than the skill loss resulting
from its transferability to locations that are up to 400 km from the grid point used for the
optimization. Depending on the extent of the domain for which scenarios are required, a
lower spatial transferability can be limiting and a mandatory compromise may be necessary
between the performance of the AM and its spatial transferability. If spatially consistent sce-
narios have to be produced for very large domains, a lower skill of the AM may be preferred
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CRPSS gain contour. See Fig. 3 for more caption details.
as it is more transferable in space.
• The analog predictions could be easily used to generate probabilistic scenarios for every other
gauge with available observation data and located in the neighborhood of those over which
the analogy domains was optimized, provided that mountainous regions are not located in
between them. The analog approach therefore also has the potential of generating spatially
consistent precipitation scenarios at the scale of regional impact studies covering tens of
thousands of square kilometers or even more. As analog dates can also be used to extract
non-precipitation variables, spatial and physical consistency is also expected for multivariate
and multisite scenarios at these scales. However, the spatial transferability of analog dates
may be quite different for other predictands. Further work should be carried out to explore
this.
• The large spatial transferability highlighted here was obtained with the analog dates derived
for a locally domain-optimized AM. In the present work, the predictand is one of the 8,981
(8× 8 km2) grid precipitation estimates obtained via optimal interpolation from a country-
wide network of 3,000 to 4,500 stations (depending on the year). This strongly suggests that
a single gauge would be enough to identify the locally optimal large-scale analogy domain
and that the corresponding analog dates would also show such a high spatial transferability.
However, a robust identification of the optimal large-scale analogy domain for a given region
could not necessarily be achieved from a single-site optimization, especially in areas where
precipitation triggering processes are significantly different from one place to another (e.g.
in areas with marked relief). In such a case, a more robust strategy would be to carry out
a multi-station optimization or an optimization for the prediction of the daily area-average
precipitation for the region. This is expected to decrease the prediction skill at individual
locations but possibly increase the size of the transferability domain.
• The spatial transferability of the AM was studied here considering all days of the 1982-2001
period. It is however expected to vary according to the season and/or the weather regime
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of the day. For anticyclonic conditions over France, for instance, a higher transferability
is expected as precipitation is generally zero over large areas. The spatial transferability
for wet days is also expected to be larger when precipitation is most often stratiform with
wide coverage than when it is convective and therefore local. A similar analysis conditioned
by weather regimes could therefore provide a better characterization of analog date spatial
transferability.
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Graphical interpretation of the CRPS for a given prediction
Determining the CRPSk(i, p) applied to grid point p for a given prediction i consists in comparing
the cdfs of Fk,i predicted by AMk to that of observation Hop,i . By definition, Hop,i(xp) equals
0 when xp ∈] −∞, op,i[, Hop,i = 1 otherwise. The CRPSk(i, p) can thus be divided in two sub-
integrals as proposed in Eq. (7):
CRPSk(i, p) =
∫ +∞
−∞
[
Fk,i(xp)−Hop,i(xp)
]2
dxp
=
∫ op,i
−∞
F 2k,i(xp)dxp +
∫ +∞
op,i
[Fk,i(xp)− 1]2dxp
(7)
By adding and removing 1 in the second right integral of Eq. (7), Eq. (8) we obtain:
CRPSk(i, p) =
∫ op,i
−∞
F 2k,i(xp)dxp +
∫ +∞
op,i
1−
{
1− [1− Fk,i(xp)]2
}
dxp (8)
In Fig. 1, the left integral of Eq. (8) corresponds to the left orange area whereas the right integral
corresponds to the right orange area.
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3. Comple´ments d’e´tude
Dans cette section, nous e´tayons l’e´tude publie´e dans Journal of Climate sur la transposabilite´
spatiale des dates analogues. Dans un premier temps, la sensibilite´ de la transposabilite´ spatiale a` la
longueur de l’archive analogue brie`vement discute´e dans Chardon et al. [2014] est illustre´e (section
3.1). Dans un second temps, la sensibilite´ de la transposabilite´ spatiale vis-a`-vis de plusieurs filtres
temporels (i.e. saisonniers et par type de temps) est e´tudie´e (section 3.2).
3.1. Sensibilite´ a` la longueur d’archive
La figure IV.2 repre´sente le gain obtenu lorsqu’une archive couvrant la pe´riode allant du 01-08-
1958 au 31-07-2001 – correspondant a` une pe´riode de 43 ans – est utilise´e par rapport a` une archive
s’e´tendant sur la pe´riode allant du 01-08-1982 au 31-07-2001 – correspondant a` une pe´riode de 19 ans.
Le gain observe´ en CRPSS est re´parti de fac¸on homoge`ne sur l’ensemble du territoire et il varie autour
de 1,7 points de CRPSS. Cependant, la re´gion du Sud-Est et plus particulie`rement ses reliefs (les
Pyre´ne´es, les Alpes, l’Est et le Sud du Massif Central) s’ave`rent plus sensibles a` la longueur de l’archive
utilise´e. Des valeurs de gains supe´rieures a` 2 points de CRPSS sont retrouve´es tandis qu’elles sont
plus faibles sur le reste du territoire franc¸ais. A l’Ouest, les pre´cipitations re´sultent de flux d’Ouest
plus ou moins similaires. On remarque par exemple a` partir de la figure II.7 que presque la totalite´
des pre´cipitations obtenues a` l’Ouest proviennent de flux d’Ouest. On peut alors supposer que pour
un jour cible donne´, beaucoup de situations candidates peuvent constituer de bonnes dates analogues.
Pour les autres re´gions en revanche, les pre´cipitations peuvent eˆtre obtenues par une diversite´ plus
importante de situations atmosphe´riques. Par exemple, les pre´cipitations observe´es pour le Sud des
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Figure IV.2 – Gain en CRPSS lorsque chaque mode`le local optimal MAp est applique´ a` la maille correspon-
dante Safran p avec comme longueur d’archive la pe´riode allant du 01-08-1958 au 31-07-2001
par rapport a` une archive re´duite s’e´tendant seulement du 01-08-1982 au 31-07-2001 pour la
recherche des dates analogues.
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Alpes peuvent provenir de circulation de Nord-Ouest, de Sud, de Sud-Est et de retours d’Est (figure
II.7). Par conse´quent, il devient plus facile de de´terminer de meilleures dates analogues pour une
re´gion influence´e par une large diversite´ de situations atmosphe´riques que pour une re´gion influence´e
par des situations atmosphe´riques plus ou moins similaires a` l’origine de pre´cipitations.
La figure IV.3 compare la transposabilite´ spatiale des mode`les MANW et MASE lorsque ces derniers
utilisent l’archive courte ou l’archive longue. Sur cette figure, la ligne du haut correspond a` la figure 7
pre´sente´e dans Chardon et al. [2014]. En comparant les pertes en CRPSS entre les cartes composant
la ligne du haut (correspondant aux mode`les utilisant l’archive courte) et celles de la ligne du bas
(correspondant aux mode`les utilisant l’archive longue), on remarque que l’e´tendue du domaine spatial
pour lequel une perte de 1 point de CRPSS est observe´e est plus faible pour les mode`les se basant sur
une archive longue compare´e aux mode`les utilisant une archive courte. Ceci est particulie`rement net
lorsque la maille d’accroche correspond a` la maille SE. La transposabilite´ spatiale d’un mode`le MA se
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Figure IV.3 – Perte en CRPSS lorsqu’un mode`le MA est transpose´ a` l’ensemble de la France avec une ar-
chive couvrant la pe´riode allant du 01-08-1982 au 31-07-2001 (ligne du haut) et une archive
s’e´tendant du 01-08-1958 au 31-07-2001 (ligne du bas). La colonne de gauche correspond a` la
transposabilite´ spatiale du mode`le MANW tandis que la colonne de droite a` celle du mode`le
MASE.
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basant sur une archive de situations candidates longue est plus faible par rapport a` celle d’un meˆme
mode`le MA utilisant une archive plus courte. Le raffinement d’un mode`le MA par l’augmentation de
la taille de l’archive de situations candidates est dommageable a` sa transposabilite´. Ce re´sultat est
analogue a` celui de´duit par Chardon et al. [2014] lors de l’ajout d’un second niveau d’analogie base´
sur une variable d’humidite´. Toutefois, la sensibilite´ de la transposabilite´ spatiale est plus importante
pour un mode`le MA optimise´ pour le Sud-Est que pour le meˆme mode`le MA optimise´ pour le
Nord-Ouest. Comme remarque´ a` la figure IV.2, le gain de performance lorsqu’une archive longue
est utilise´e est faible dans le Nord-Ouest, entre 1 et 1,5 points de CRPSS en moyenne. De manie`re
ge´ne´rale, les dates analogues retenues a` partir de l’archive longue apportent une information de
qualite´ le´ge`rement supe´rieure a` celle extraite de l’archive courte. Par conse´quent, elles sont quasiment
autant transposables. Ceci n’est cependant pas le cas pour le mode`le MASE. Comme l’augmentation
de la longueur de l’archive permet d’obtenir un gain de performance plus important (parce que de
meilleures dates analogues sont plus faciles a` trouver pour cette re´gion), la transposabilite´ du mode`le
MASE est plus sensible a` la longueur de l’archive utilise´e.
L’augmentation de la longueur de l’archive permet donc d’accroˆıtre localement la performance du
mode`le MA mais conduit a` l’inverse a` re´duire sa transposabilite´ spatiale. Il n’est donc pas assure´
qu’augmenter la longueur de l’archive soit pertinent si l’on souhaite appliquer le meˆme mode`le sur
des re´gions e´tendues. La figure IV.4.a) compare la performance de deux mode`les MANW transpose´s,
l’un utilisant une archive courte, l’autre une archive longue. Dans ce cas, le mode`le MANW avec
l’archive longue se re´ve`le plus performant que le mode`le MANW avec l’archive courte. Ceci re´sulte
des transposabilite´s spatiales tre`s similaires obtenues pour les deux mode`les MANW. La figure IV.4.b)
pre´sente les meˆmes re´sultats lorsque la maille d’accroche correspond a` la maille SE. Le comportement
constate´ est ici diffe´rent : le mode`le MASE avec l’archive longue est moins transposable que le mode`le
MANW ayant la meˆme longueur d’archive. Ceci re´sulte de la transposabilite´ spatiale nettement moins
importante pour le mode`le MASE ayant une archive longue.
3.2. Sensibilite´ selon diffe´rents filtres temporels
Dans l’e´tude publie´e, l’e´valuation de la transposabilite´ spatiale est seulement effectue´e de fac¸on
globale a` l’e´chelle annuelle, i.e. aucune stratification temporelle n’est conside´re´e. On pourrait se po-
ser e´galement les questions suivantes : est-il plus facile de transposer spatialement un mode`le MA en
e´te´ ou en hiver ? Est-il plus facile de transposer un mode`le MA lors de situations anticycloniques
ou lorsqu’une perturbation Atlantique survient ? Cette transposition est-elle de´pendante de l’endroit
ge´ographique conside´re´ ? Dans cette section, nous e´valuons la sensibilite´ de la transposabilite´ spatiale
en fonction des saisons et des types de temps de´finis par Garavaglia et al. [2010]. Comme nous
n’avons pas eu le temps d’approfondir cette e´tude, les travaux que nous pre´sentons ici sont par conse´-
quent seulement descriptifs. Nous avanc¸ons toutefois des hypothe`ses pouvant expliquer les re´sultats
obtenus en particulier pour les types de temps.
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Figure IV.4 – Diffe´rence en CRPSS lorsque les mode`les a) MANW avec une longue archive et b) MASE avec
une longue archive (de 1958-08-01 a` 2001-07-31) sont transpose´s par rapport aux meˆmes MAs
utilisant une archive plus courte (de 1982-08-01 a` 2001-07-31).
3.2.1. Evaluation saisonnie`re
La figure IV.5.a) pre´sente la transposabilite´ spatiale du mode`le MANW en fonction de la saison
conside´re´e 1. On notera que pour chaque site, le mode`le MA a e´te´ optimise´ a` l’e´chelle annuelle. Il est
donc possible que ce mode`le ne soit pas optimal pour la pre´diction des pre´cipitations appartenant a`
une saison donne´e. Par conse´quent, il est probable qu’un mode`le MA optimal obtenu pour une autre
maille que la maille cible soit meilleur, parce que le mode`le MA pour cette maille a e´te´ optimise´ de
fac¸on globale pour l’anne´e et non pour chaque saison. Ceci explique le gain de performance que l’on
peut observer quand on transpose un mode`le MA optimise´ pour une maille d’accroche donne´e aux
sites voisins. On observe ce phe´nome`ne sur un certain nombre de mailles sur la figure IV.5. Toutefois,
les gains obtenus dans ce cas restent ne´gligeables (car ils sont infe´rieurs a` 1 point de CRPSS dans la
majorite´ des cas) et sont peu sensibles a` la fragmentation saisonnie`re.
Tout comme les distributions spatiales des performances optimales saisonnie`res du mode`le MA (re-
pre´sente´es a` la figure III.9), les distributions spatiales du ∆CRPSS pour les saisons d’hiver, d’automne
et de printemps sont similaires a` celle obtenue par l’e´tude globale a` l’e´chelle annuelle de´crite a` la
figure 7.a) dans Chardon et al. [2014]. A quelques le´ge`res diffe´rences pre`s, le domaine spatial sur
lequel un ∆CRPSS supe´rieur a` -0,01 est constate´ repre´sente une surface de 400 km de large par
400 km de long de´limite´e par le Massif Central. En e´te´, cette surface devient plus importante : elle
couvre dans ce cas une surface plus e´tendue regroupant l’Ouest entier de la France et une bonne
partie des mailles situe´es au Nord du Massif Central. Comme nous avons pu le remarquer sur les
figures II.5, l’e´te´ constitue la saison la plus se`che en terme de cumul de pre´cipitation. De plus, il
1. Dans cet exercice, nous avons re´utilise´ une longueur d’archive couvrant la pe´riode du 01-08-1982 au 31-07-2001.
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Figure IV.5 – Transposabilite´ spatiale des mode`les a) MANW et b) MASE en fonction des saisons.
s’agit de la saison pour laquelle il existe le plus de jours secs pour toutes les re´gions de France. On
peut alors supposer qu’en moyenne, pour une pre´diction effectue´e en e´te´, une grande partie des dates
analogues extraites par un mode`le MA quelconque soit se`che sur une majorite´ des mailles Safran. La
pre´diction de la pre´cipitation a` partir de dates analogues se`ches issues du mode`le MANW ou d’un
mode`le MA localement optimise´ conduira a` e´mettre une distribution similaire (tendant alors vers
une fonction Heaviside en 0), impliquant dans ce cas une forte transposabilite´ spatiale des dates ana-
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logues. Si l’on regarde la tranposabilite´ spatiale saisonnie`re du mode`le MASE, un re´sultat similaire
est obtenu e´galement dans ce cas. Seule la distribution spatiale du ∆CRPSS obtenue pour la saison
d’e´te´ se diffe´rencie significativement de la distribution spatiale globale annuelle illustre´e a` la figure
7.b) [Chardon et al., 2014] et de celles des autres saisons.
3.2.2. Evaluation selon les types de temps
Dans ces travaux de the`se, nous avons e´galement souhaite´ e´valuer la tranposabilite´ spatiale du
mode`le MA en fonction des types de temps de´finis par Garavaglia et al. [2010]. A titre d’illustration,
la figure IV.6 repre´sente la perte de performance observe´e lorsque les mode`les MANW et MASE sont
applique´s pour la pre´diction des pre´cipitations sur le territoire franc¸ais en fonctions des types de
temps. Pour un type de temps donne´, il semblerait premie`rement qu’un mode`le MA localement
optimise´ a` partir d’une maille fortement influence´e par le type de temps conside´re´ (i.e. pour laquelle
un cumul moyen important est observe´ pour ce type de temps) soit facilement transposable en les
mailles situe´es selon l’axe d’advection des masses d’air. Par exemple, lorsque le mode`le MANW est
transpose´ pour le TT1, on remarque que la surface pour laquelle un ∆CRPSS est supe´rieur a` -0,01
s’e´tire vers le Sud-Est, correspondant a` la direction moyenne prise par les masses d’air pour le TT1
(figure II.6). Pour le TT2 (flux d’Ouest), le mode`le MANW est facilement transposable a` l’Est de la
maille NW. Pour le TT3 (flux de Sud-Ouest), la surface correspondant a` un ∆CRPSS s’e´tire selon un
axe Sud-Ouest/Nord-Est. Si l’on conside`re maintenant la maille SE, le mode`le MASE est fortement
transposable selon un axe Sud/Nord et un axe Est/Ouest respectivement pour les TT7 et TT6. Pour
cette re´gion, des cumuls importants peuvent eˆtre rencontre´s pour les TT6 et TT7 (cf. figure II.7). Ce
constat n’est pas retrouve´ pour le TT4 (flux de Sud-Est) ou` l’on remarque que le mode`le MASE est
faiblement transposable en les mailles situe´es juste derrie`re le massif des Ce´ve`nnes-Vivarais selon
l’axe Sud-Est/Nord-Ouest. D’autres exemples (cf. annexe B) base´s sur la transposabilite´ spatiale des
autres mode`les MA localement optimise´s pour les autres mailles d’accroche ne permettent cependant
pas de valider l’hypothe`se avance´e, i.e. un mode`le MA optimise´ pour une maille influence´e par un
type de temps donne´ est facilement transposable sur les mailles situe´es sur l’axe d’advection des
masses d’air du type de temps conside´re´.
Une seconde hypothe`se est qu’il semblerait que la transposabilite´ d’un mode`le MA est favorise´e
lorsque les performances des mode`les MA optimaux locaux sont faibles. Par exemple, pour les TT4 et
TT6, le mode`le MANW obtient une bonne transposabilite´ spatiale. La feneˆtre d’analogie du mode`le
MANW e´tant oriente´e vers l’Ouest (cf. figure 5 de Chardon et al. [2014]), elle ne permet pas de
caracte´riser l’origine des masses d’air, menant ainsi a` de faibles performances dans l’Ouest de la France
pour ces types de temps. Or, comme l’ensemble des mode`les MA de cette re´gion posse`dent eux aussi
une feneˆtre oriente´e vers l’Ouest, ces mode`les conduisent tous a` l’obtention de faibles performances
en cette re´gion (figure III.11). Comme les performances du mode`le MANW et des mode`les MA locaux
sont du meˆme ordre de grandeur, la transposabilite´ spatiale du mode`le MANW est bonne pour ces
types de temps.
Une troisie`me hypothe`se est qu’il semblerait que la transposabilite´ d’un mode`le MA peut eˆtre tre`s
bonne dans le cas d’une situations se`ches, a` partir du moment ou` cette situation est se`che a` l’e´chelle
re´gionale voir nationale. Par exemple, le ∆CRPSS obtenu par le mode`le MANW est supe´rieur a` -
0,01 jusqu’au Sud de la France pour le TT8. Tout comme pour la saison d’e´te´ (cf. figure IV.5.a), la
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Figure IV.6 – Transposabilite´ spatiale des mode`les a) MANW et b) MASE en fonction des types de temps.
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Chapitre IV. Transposabilite´ spatiale des dates analogues
pre´diction de dates analogues se`ches par le mode`le MANW permet d’expliquer la bonne transposabilite´
du mode`le. Cependant, cette transposabilite´ s’ave`re beaucoup plus limite´e pour le mode`le MASE.
Finalement, il apparaˆıt que les re´sultats sont tre`s sensibles au mode`le MA transpose´ (et donc a`
la maille d’accroche utilise´e pour l’optimisation) et au type de temps. On peut toutefois dire que
la transposabilite´ d’un mode`le MA s’ave`re bonne – i.e. le ∆CRPSS est supe´rieur a` -0,01 – lorsque
le MA transpose´ est applique´ sur des mailles situe´es dans un rayon de 100 km a` partir de la maille
utilise´e pour l’optimisation du mode`le MA. Cependant, refaire la meˆme analyse avec un MA optimise´
pour une re´gion donne´e (et non une seule maille Safran), comportant une longueur d’archive plus
importante (de fac¸on a` disposer de plus de situations correspondant a` un meˆme type de temps) et
applique´e sur un territoire plus vaste ou` les barrie`res topographiques ne seraient pas aussi resse´re´es
les unes des autres permettrait peut-eˆtre d’obtenir des re´sultats plus robustes.
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ChapitreV
Pre´diction d’une pre´cipitation spatiale
moyenne : sensibilite´ de la performance a`
l’e´chelle d’agre´gation
L’application d’une MDES pour la ge´ne´ration de sce´narios me´te´orologiques locaux a` l’e´chelle d’un
territoire donne´ dans les e´tudes d’impact est le plus souvent effectue´e en chaque station du territoire
concerne´ [e.g. Wetterhall et al., 2006 ; Frost et al., 2011]. La MDES est par suite souvent e´value´e
par sa performance locale, i.e. sa capacite´ a` reproduire les variations temporelles de la variable en
chacune des stations.
Dans le chapitre pre´ce´dent, nous avons e´value´ la transposabilite´ spatiale du mode`le MA vis-a`-vis
de cette performance locale. Nous avons montre´ que cette transposabilite´ spatiale e´tait relativement
importante et qu’elle permettait par suite de pre´dire des sce´narios de pre´cipitations a` haute re´solution
spatialement cohe´rents sur des territoires pouvant couvrir jusqu’a` plusieurs centaines de milliers de
km2.
Pour les analyses hydro-me´te´orologiques re´gionales et les analyses hydrologiques en particulier, la
possibilite´ de pre´dire des sce´narios spatialement cohe´rents est e´videmment une ne´cessite´. La possibilite´
de pre´dire correctement la valeur spatiale moyenne de la variable conside´re´e sur le territoire vise´ est
aussi fortement souhaite´e. C’est potentiellement le cas de`s lors que l’on s’attaque par exemple a` des
questions relatives a` la ressource en eau ou aux crues a` l’e´chelle d’un bassin versant.
Le pouvoir pre´dictif d’une MDES est a priori diffe´rent si la MDES est utilise´e pour la pre´diction
de variables locales ou si elle est utilise´e pour la pre´diction de variables agre´ge´es a` l’e´chelle d’un
territoire donne´. L’influence de la re´solution spatiale de la variable a` pre´dire sur le pouvoir pre´dictif
d’une MDES donne´e a e´te´, a` notre connaissance, peu explore´e.
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La moyenne spatiale ope´re´e sur plusieurs mailles adjacentes conduit en principe a` faire ressortir un
signal pluviome´trique re´gional moyen, potentiellement d’autant plus robuste que l’e´chelle d’agre´ga-
tion est grande. Comme cela a e´te´ montre´ a` de nombreuses reprises, les conditions atmosphe´riques de
grande e´chelle conditionnent les pre´cipitations locales. On s’attend cependant a` ce qu’elles expliquent
mieux ce signal pluviome´trique re´gional moyen constituant un signal plus robuste que les conditions
pluviome´triques locales, pouvant eˆtre conside´re´es comme plus “chaotiques” car de´pendantes de beau-
coup de facteurs physiographiques locaux et de processus atmosphe´riques de petites e´chelles. On
peut donc s’attendre a priori a` ce que l’agre´gation spatiale conduisent a` de meilleures performances
de pre´diction du fait de la re´duction du bruit associe´e au processus de lissage obtenu par moyenne
spatiale.
L’augmentation du pouvoir pre´dictif avec l’agre´gation spatiale a e´te´ sugge´re´e par Wilby et al.
[2003] et illustre´e par Mezghani & Hingray [2009]. Pour le bassin du Rhoˆne a` l’amont du Le´man,
Mezghani & Hingray [2009] ont compare´ la variance explique´e obtenue 1) pour la pre´diction
de pre´cipitations locales en 48 stations, 2) pour la pre´diction de pre´cipitations spatiales moyennes
a` l’e´chelle du bassin complet (5 500 km2) et 3) pour la pre´diction des pre´cipitations moyennes a`
l’e´chelle de ses sous-bassins versants (six sous-bassins variant entre 650 et 1400 km2). L’agre´gation
(du local au sous-bassin, puis au bassin versant complet) conduit toujours a` un gain de performance.
Quand on passe de la station a` l’e´chelle du bassin complet, le gain relatif monte jusqu’a` 30% pour
la pre´diction de la probabilite´ d’occurrence (e´quivalent a` un gain de 10 points de variance explique´e)
et jusqu’a` 60% pour la pre´diction de la hauteur pre´cipite´e (ce qui repre´sente un gain de 11 points de
variance explique´e).
Les conclusions de l’e´tude de Gangopadhyay et al. [2004] sont plus incertaines. Les auteurs ne
notent pas de diffe´rence significative entre les performances obtenues pour les pre´cipitations de bassin
et pour les pre´cipitations locales. Ce re´sultat contre intuitif peut cependant s’expliquer en partie par
la petite taille des bassins versants et surtout le nombre parfois tre`s faible de stations utilise´es pour
estimer les pre´cipitations de bassins (qui sont de fait similaires voir parfois identiques aux pre´cipi-
tations mesure´es aux stations). Lorsque les auteurs conside`rent non plus les pre´cipitations issues de
stations mais des pre´cipitations moyennes obtenues sur la base de toutes les stations contenues dans
un rayon donne´, autour d’une station cible choisie, la performance augmente clairement avec le rayon
conside´re´ (et donc le nombre de sites utilise´s pour le calcul de la pre´cipitation moyenne). Le gain
est particulie`rement important pour les premiers niveaux d’agre´gation conside´re´s (jusqu’a` un rayon
de 50 km), il augmente continuˆment mais de fac¸on moins soutenue jusqu’au niveau d’agre´gation
maximal conside´re´ (e´gal a` 150 km). Les gains varient suivant la station initialement conside´re´e mais
aussi suivant les saisons. Ils sont plus forts en e´te´ qu’en hiver.
Dans le pre´sent chapitre, nous tentons de pre´ciser les principes sugge´re´s par ces e´tudes en explorant
la fac¸on dont la performance de la pre´diction e´volue avec l’e´chelle d’agre´gation pour les pre´cipitations
journalie`res en France. Le maillage carre´ re´gulier de la re´-analyse Safran nous permet d’avoir une
analyse homoge`ne sur un support re´gulier couvrant l’ensemble du territoire. Nous ne serons donc pas
limite´s dans nos analyses par l’he´te´roge´ne´ite´ ine´vitable rencontre´e sur les tailles des re´gions conside´-
re´es lorsque le de´coupage en re´gion est conside´re´ sur des crite`res hydrologiques. Nous pourrons aussi
e´largir nos analyses a` des e´chelles d’agre´gation de´passant largement la taille des bassins hydrologiques
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conside´re´s dans les e´tudes pre´ce´dentes. Cela nous permettra en particulier d’identifier si l’augmenta-
tion du pouvoir pre´dictif de la descente d’e´chelle augmente continuˆment avec l’e´chelle d’agre´gation
ou s’il existe une e´chelle d’agre´gation optimale en dec¸a` de laquelle elle viendrait a` diminuer. Pour
un jour donne´, les processus me´te´orologiques a` l’origine des pre´cipitations e´tant potentiellement dif-
fe´rents selon les re´gions, on pourrait en effet s’attendre a` ce que la performance de la MDES soit
moindre de`s lors que les pre´cipitations re´gionales moyennes a` pre´dire re´sultent trop fre´quemment
d’un mixte trop he´te´roge`ne de situations locales.
Nous pre´sentons dans une premie`re section les donne´es et la MDES conside´re´e pour cette e´tude.
Dans la deuxie`me section, nous pre´sentons comment les re´sultats de notre analyse de´pendent de
la re´gion conside´re´e et du niveau d’agre´gation conside´re´. Dans une troisie`me section, nous mettons
empiriquement en e´vidence l’effet de la corre´lation spatiale des pre´cipitations journalie`res sur nos
re´sultats. Dans une quatrie`me section, nous tentons d’expliquer comment la corre´lation spatiale joue
sur l’ame´lioration de la performance avec l’e´chelle d’agre´gation. Nous effectuons a` cet effet diffe´rentes
expe´riences de simulation que nous avons propose´es pour cette analyse. Nous discuterons enfin les
re´sultats de simulation obtenus.
1. Mode`le & donne´es
Le chapitre IV a montre´ qu’un mode`le MA25 permettait de pre´dire des pre´cipitations spatialement
cohe´rentes sur des territoires allant de quelques kilome`tres carre´s (8 × 8, soit 64 km2) a` plusieurs
dizaines de milliers de kilome`tres carre´s. Par la suite, un mode`le MA25 unique est utilise´ pour la ge´-
ne´ration de sce´narios de pre´cipitations sur la France entie`re. Ce mode`le a e´te´ optimise´ en maximisant
la performance moyenne de la pre´diction locale sur les 8 981 mailles Safran du territoire franc¸ais.
Ce mode`le est note´ MAF par la suite. La feneˆtre d’analogie du mode`le MAF obtenue est oriente´e a`
l’Ouest vers l’oce´an Atlantique et ainsi qu’au Sud vers la Me´diterrane´e, car ces deux e´tendues d’eau
constituent les sources majeures d’humidite´ a` l’origine des pre´cipitations (figure V.1.a). En un point
p donne´, la performance du mode`le MAF est le´ge`rement moins bonne que celle du mode`le MA local
dont le domaine d’analogie a e´te´ optimise´ pour ce point. La figure V.1.b) repre´sente la perte de
performance ∆CRPSSF correspondante :
∆CRPSSF (p) = CRPSSF (p)− CRPSSp(p) (V.1)
ou` CRPSSF (p) et CRPSSp(p) correspondent a` la performance en CRPSS obtenue respectivement
avec MAF et MAp.
Pour les mailles situe´es dans le centre de la France, la perte de performance est infe´rieure a` 0,01.
En revanche, pour les mailles situe´es aux extre´mite´s de la France (e.g. celles situe´es en Bretagne,
dans le Sud-Ouest et le Sud-Est), la perte de performance est plus importante et peut meˆme eˆtre
supe´rieure a` 5 points de CRPSS en Corse. Cette perte de performance re´sulte d’un compromis pour
lequel les mailles situe´es au centre de la France, par conse´quent plus nombreuses, ont un poids plus
important par rapport a` celles situe´es aux extre´mite´s pour l’optimisation du domaine d’analogie.
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Figure V.1 – a) Feneˆtre d’analogie optimise´e pour le mode`le MAF. Le contour pointille´ bleu repre´sente la
feneˆtre initiale pour l’algorithme d’optimisation. b) Perte de CRPSS obtenue par le mode`le
MAF par rapport a` un mode`le MA25 optimise´ en chaque maille Safran. La ligne de contour en
bleue repre´sente une perte de performance e´gale a` 0,01.
Dans ce chapitre, le pre´dictand n’est pas une pre´cipitation locale mais une pre´cipitation agre´ge´e
a` l’e´chelle d’un territoire. Pour une maille p donne´e et un niveau d’agre´gation spatial SAL (Spatial
Aggregation Level) donne´, la pre´cipitation agre´ge´e est issue des pre´cipitations Safran contenues sur
un territoire de´limite´ par les mailles distantes de n mailles de p selon les quatre directions S, N, E, W.
Par conse´quent, une pre´cipitation agre´ge´e re´sultant d’un SAL e´gal a` n revient a` agre´ger (2× n+ 1)2
pre´cipitations issues des mailles Safran centre´es sur la maille p. Pour un SAL donne´, la chronique
de pre´cipitation agre´ge´e est de´termine´e pour chaque maille Safran de`s lors que la re´gion couverte
par le pave´ de coˆte´ (2 × n + 1) mailles correspondant a` ce SAL et centre´e sur la maille conside´re´e
est constitue´e d’au moins 75% de mailles disposant de donne´es. De ce fait, les mailles Safran situe´es
aux frontie`res ou en bordure du territoire peuvent eˆtre exclues de l’analyse. Enfin, un SAL e´gal a` 0
revient a` ne pas effectuer d’agre´gation.
Par la suite, les dates analogues issues du mode`le MAF sont applique´es sur la France pour la
pre´diction des pre´cipitations agre´ge´es pour diffe´rentes valeurs de SAL donne´es. Sur la base des dates
analogues, une distribution pre´dictive peut eˆtre estime´e pour la pre´diction de la pre´cipitation agre´ge´e.
La performance de pre´diction du mode`le MA pour un territoire est finalement e´value´e par sa capacite´
a` pre´dire la pre´cipitation agre´ge´e correspondante au travers du CRPSS.
2. Sensibilite´ des performances a` l’agre´gation spatiale
La figure V.2 repre´sente les performances en CRPSS obtenues par le mode`le MAF pour des niveaux
d’agre´gation spatial e´gaux a` 0, 1, 3, 8, 16 et 23 – ce qui revient pour les cinq dernie`res valeurs de SAL
a` agre´ger 1 sur des surfaces respectivement e´gales a` 576 km2, 3 136 km2, 18 496 km2, 69 696 km2, 141
1. Pour me´moire, la surface couverte par une maille Safran est de 8 × 8 km2, soit 64 km2.
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Figure V.2 – Sensibilite´ des performances en CRPSS en fonction du niveau d’agre´gation SAL conside´re´. a)
Aucune agre´gation, b) SAL e´gal a` 1, c) SAL e´gal a` 3, d) SAL e´gal a` 8, e) SAL e´gal a` 16 et f)
SAL e´gal a` 23. La surface conside´re´e pour l’agre´gation des pre´cipitations est repre´sente´e par le
carre´ gris en haut a` droite.
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376 km2. On remarque que les performances en CRPSS croissent avec le niveau d’agre´gation. Plus le
SAL est important, plus la performance de pre´diction est importante, quelle que soit la maille Safran
et aucun optimum n’est a priori obtenu.
La figure V.3.a) repre´sente l’e´volution des distributions de CRPSS en fonction du niveau d’agre´-
gation conside´re´. Comme il a e´te´ montre´ a` la section 3.1 du chapitre III que le terme de fiabilite´ Rel
e´tait ne´gligeable devant les autres termes de la de´composition du CRPS, seules les distributions des
termes de re´solution Res et d’incertitude U sont repre´sente´es aux figures V.3.b) et V.3.c). Il a e´te´
toutefois ve´rifie´ que le terme de fiabilite´ e´tait peu sensible au SAL (non montre´ dans cette the`se).
A partir de la figure V.3, l’augmentation de performance en CRPSS s’explique a` la fois par une
augmentation du terme de re´solution Res et par la diminution du terme d’incertitude U.
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Figure V.3 – Sensibilite´ des performances en a) CRPSS, b) re´solution Res et de c) l’incertitude U pour un
SAL variant de 0 a` 16.
La figure V.2 montre que les performances en terme de CRPSS entre deux valeurs de SAL sont
corre´le´es dans l’espace : les maxima de CRPSS se retrouvent sur la coˆte Atlantique, sur la partie
Ouest du Massif Central et sur le Nord des Alpes. En ces re´gions, les valeurs de CRPSS gagnent 5
points passant de 0,35 (pour un SAL e´gal a` 0) a` 0,4 (pour un SAL e´gal a` 8). Les re´gions obtenant les
plus faibles performances lorsque les pre´cipitations ne sont pas agre´ge´es restent les meˆmes lorsque le
SAL augmente. Cependant, la variation des performances en fonction du SAL semble plus importante
en ces re´gions : par exemple pour le Sud-Est et le Sud-Ouest de la France, le CRPSS vaut 0,2 pour
un SAL e´gal a` 0 tandis qu’il atteint 0,35 pour un SAL e´gal a` 8, ce qui correspond a` un gain de 15
points.
La figure V.4.a) repre´sente la corre´lation spatiale moyenne re´gionale des pre´cipitations journalie`res.
Pour une maille Safran donne´e, la corre´lation moyenne est de´finie comme la moyenne des coefficients
de corre´lation obtenus respectivement entre cette maille et chacune des mailles distantes de moins
de 75 km. La figure V.4.b) repre´sente le gain de performance obtenu lorsque le mode`le MAF est
applique´ pour la pre´diction des pre´cipitations Safran agre´ge´es pour un SAL e´gal a` 8 par rapport
au cas ou` le mode`le MAF est applique´e aux pre´cipitations non-agre´ge´es Safran. Sur cette figure,
les gains de CRPSS les plus important sont obtenus pour les re´gions pour lesquelles la corre´lation
spatiale moyenne des pre´cipitations journalie`res est la plus faible, comme c’est le cas par exemple
pour les re´gions du Sud-Est et du Sud-Ouest de la France.
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De fac¸on a` e´valuer l’influence de la corre´lation spatiale sur l’augmentation des performances avec
l’agre´gation spatiale des pre´cipitations, une expe´rience a e´te´ mene´e a` la section 3.1.
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Figure V.4 – a) Corre´lation moyenne entre les pre´cipitations contenues dans un cercle de 75 km de rayon
(repre´sente´ en haut a` droite). b) ∆CRPSS obtenu par le mode`le MAF pour la pre´diction des
pre´cipitations agre´ge´es correspondant a` un SAL e´gal a` 8 par rapport au cas ou` aucune agre´gation
n’est effectue´e.
3. Influence de la corre´lation spatiale
3.1. Analyse expe´rimentale
Pour e´valuer l’influence de la corre´lation spatiale sur la pre´diction d’une pre´cipitation agre´ge´e,
nous avons construit un jeu de pre´cipitations Safran pour lequel la corre´lation spatiale est de´truite :
la chronique de pre´cipitations issue de chaque maille Safran a e´te´ affecte´e de manie`re ale´atoire a` une
autre maille Safran. Par construction, la corre´lation entre deux mailles voisines est plus faible sinon
nulle dans ce nouveau jeu de donne´es Safran – de´nomme´ par la suite “Safran Ale´atoire” – que celle
du jeu de donne´es Safran original. Par la suite, les dates analogues issues du mode`le MAF ont e´te´
applique´es sur le jeu de donne´es Safran Ale´atoire pour une valeur de SAL e´gale a` 3.
La figure V.5 repre´sente les performances en CRPSS et Res obtenues par le mode`le MAF pour
le jeu Safran Ale´atoire et le terme d’incertitude U correspondant. On remarque que le CRPSS varie
entre 0,45 et 0,53, ce qui est supe´rieur aux performances obtenues lorsque le mode`le MAF est applique´
au jeu de donne´es Safran original dans le cas d’une valeur de SAL e´gale a` 8. Les valeurs obtenues
pour Res sont dans une large majorite´ supe´rieures a` 0,30, donc supe´rieures aux termes de re´solution
obtenus pour le jeu de donne´es original lorsqu’un SAL e´gal a` 8 e´tait conside´re´. A l’inverse, les valeurs
de U sont quant a` elles plus faibles (infe´rieures a` 0,70) que celles obtenues par le jeu de donne´es
Safran original.
A partir de cette expe´rience, il apparaˆıt que les performances de pre´diction obtenues par le mode`le
MAF sont meilleures sur le jeu de donne´es Safran Ale´atoire que celles obtenues a` partir du jeu
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Figure V.5 – a) CRPSS, b) Res obtenus par le mode`le MAF et c) U pour un SAL e´gal a` 3.
de donne´es Safran original. L’accroissement des performances avec l’agre´gation spatiale est donc
limite´ lorsque les pre´cipitations sont corre´le´es spatialement. Cela revient a` dire que pre´dire une
pre´cipitation agre´ge´e issue de pre´cipitations inde´pendantes spatialement est plus facile que de pre´dire
une pre´cipitation agre´ge´e issue de pre´cipitations corre´le´es. Ce re´sultat nous a paru surprenant dans
un premier temps et a motive´ la mise en place d’un cadre simulatoire par l’utilisation d’un ge´ne´rateur
spatio-temporel de pre´cipitations dans le but de mieux comprendre l’influence de la corre´lation sur
les performances de pre´diction d’une pre´cipitation agre´ge´e.
3.2. Analyse simulatoire
De fac¸on a` comprendre au mieux l’influence de la corre´lation, un ge´ne´rateur spatio-temporel de
champs est de´veloppe´ et applique´ dans cette section. Ce ge´ne´rateur est note´ P dans la suite de ce
document. De par la nature intermittente et la forte asyme´trie de la distribution des pre´cipitations, la
ge´ne´ration de champs spatio-temporels de pre´cipitation repre´sentatifs de la re´alite´ constitue une taˆche
ardue. Par simplicite´, nous avons de´cide´ de travailler sur une variable hypothe´tique dont les champs
journaliers sont gaussiens. La ge´ne´ration de champs gaussiens est en effet assez aise´e et permet de
traiter sans difficulte´ diffe´rentes structures de corre´lations spatiales. Toutefois, les conclusions issues
de ce chapitre restent les meˆmes.
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Apre`s avoir de´fini le pre´dictand et le ge´ne´rateur spatio-temporel de pre´diction utilise´, cette section
e´value l’influence de certains des parame`tres du ge´ne´rateur sur les performances en CRPSS et les
scores de la de´composition de Hersbach [2000]. Elle s’attarde de plus a` comprendre le roˆle de la
corre´lation sur les performances de pre´diction d’une variable agre´ge´e.
3.2.1. De´finition du cadre simulatoire
Dans la suite de cette section, plusieurs variables repre´sentant soit le pre´dictand, soit les sce´narios
e´mis par le ge´ne´rateur de pre´diction P sont introduites. Comme il est d’usage dans la litte´rature
statistique, une variable ale´atoire sera de´signe´e par une lettre majuscule tandis qu’une re´alisation
d’une variable ale´atoire sera note´e en minuscule. La variable ale´atoire X̂ est une estimation d’une
variable ale´atoire X. Par la suite, les lettres M , S et N repre´sentent respectivement le nombre de
pre´dictions e´mises, le nombre de sites pour lesquels une pre´cipitation est ge´ne´re´e et le nombre de
sce´narios d’une pre´diction probabiliste. Les indices i, s et n correspondent respectivement a` une
pre´diction e´mise donne´e, une station donne´e et un membre donne´ de la distribution e´mise.
3.2.1.a. Mode´lisation du predictand
Pour chaque jour i, nous conside´rons que le pre´dictand Y si est isotrope et stationnaire de second
ordre en chaque station s de la re´gion conside´re´e. La moyenne spatiale µYi du champ ge´ne´re´ varie
pour chaque jour i. Sur la base de ce champ moyen µYi , un champ gaussien ΛYi – dont le champ
moyen e´gal a` 0 et la matrice de variance-covariance ΣΛY ne varient pas d’un jour a` l’autre – est
ajoute´ de fac¸on a` obtenir le champ a` pre´dire Yi.
Yi|MYi = µYi · 1S + ΛYi
ΛYi ∼ NS(0,ΣΛY )
(V.2)
µYi est ici une re´alisation du signal MYi
1 pouvant eˆtre gouverne´ par un ensemble de pre´dicteurs de
grande e´chelle au travers d’un lien d’e´chelle. La variable MYi suit une loi normale centre´e-re´duite
de´finie par la relation V.3 suivante :
MYi ∼ N (0, 1) (V.3)
La structure spatiale du champ Yi est de´fini par le variogramme exponentiel :
γY (h) = σ
2
ΛY
{
1− exp
(
− h
hY
)}
= CY (0)− CY (h)
(V.4)
σ2ΛY et hY correspondent respectivement a` la variance et a` la porte´e du variogramme et la fonc-
tion CY (·) correspond ici a` la fonction co-variogramme. Plusieurs autres formes de variogrammes
classiquement rencontre´s dans la litte´rature (e.g. les variogrammes sphe´riques ou gaussiens) peuvent
eˆtre utilise´s. Ici, nous avons de´cide´ de retenir le variogramme exponentiel car ce dernier est celui qui
posse`de le plus faible nombre de parame`tres.
1. Attention, la variable MYi ne doit pas eˆtre confondue avec le nombre de pre´dictions M . Dans cette section, la
lettre M correspond a` la majuscule de la lettre grecque µ.
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Le co-variogramme CY (·) permet de de´finir la matrice de variance-covariance ΣΛY par la relation
suivante :
CY (hkl) = Cov
(
Y k, Y l
)
(V.5)
hkl correspond a` la distance entre les sites k et l, k, l ∈ {1, . . . , S}. La matrice de variance-covariance
ΣΛY est alors e´gale a` :
ΣΛY =

V
(
Y 1
)
Cov
(
Y 1, Y 2
) · · · Cov (Y 1, Y S)
Cov
(
Y 2, Y 1
)
V
(
Y 2
) · · · Cov (Y 2, Y S)
...
...
...
...
Cov
(
Y S , Y 1
)
Cov
(
Y S , Y 2
) · · · V (Y S)

(V.6)
et
V (Y s) = Cov (Y s, Y s) (V.7)
ou` V correspond a` la variance. Pour un jour i et un site s donne´s, la distribution de la variable Y si
est celle d’une loi normale N (0, 1 + σ2ΛY ).
Dans la suite de ce chapitre, la variable MYi sera nomme´e le signal re´gional tandis que la variable
ΛYi est de´signe´ comme le champ local caracte´ristique de la variabilite´ locale du pre´dictand.
3.2.1.b. Le ge´ne´rateur de pre´dictions spatio-temporelles
Similairement au champ de´fini a` l’e´quation V.2, le ge´ne´rateur P ge´ne`re pour chaque pre´diction
i un ensemble de N champs spatiaux issus du vecteur Ŷi,n re´sultant de la combinaison d’un signal
µ̂Yi,n moyen a` l’e´chelle du territoire auquel est ajoute´ un champ spatial issu du vecteur Λ̂Yi,n , tel que
Ŷi,n|M̂Yi = µ̂Yi,n · 1J + Λ̂Yi,n , n ∈ {1, 2, . . . , N} (V.8)
ou` µ̂Yi,n est ici une re´alisation du signal M̂Yi repre´sentant le signal moyen re´gional pre´dit par P. Pour
une pre´diction i donne´e, le ge´ne´rateur spatio-temporel gaussien P pre´dit un ensemble de N sce´narios
µ̂Yi,n dits re´gionaux, constants a` l’e´chelle de la re´gion dont l’erreur moyenne – elle aussi constante a`
l’e´chelle de la re´gion – par rapport a` µYi est δi. Ainsi, l’espe´rance des sce´narios re´gionaux e´mis est
e´gal a`
E
[
M̂Yi |MYi ,∆i
]
= µYi + δi (V.9)
La variable ∆i repre´sente l’erreur moyenne re´gionale. Elle est suppose´e distribue´e selon une loi nor-
male de moyenne 0 et de variance σ2∆.
Pour chaque pre´diction i, la proce´dure de ge´ne´ration est celle de´taille´e a` la figure V.6.
Etape 1 : une erreur re´gionale moyenne δi est ge´ne´re´e a` partir de la distribution ∆i ∼ N
(
0, σ2∆
)
.
Etape 2 : pour des valeurs de µYi et de δi donne´es, un ensemble de N sce´narios re´gionaux µ̂Yi,n est
ge´ne´re´ selon la distribution normale suivante :
M̂Yi |MYi ,∆i ∼ N (µYi + δi, σ
2
H) (V.10)
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ou` le parame`tre σ2H permet de controˆler la dispersion des sce´narios re´gionaux ge´ne´re´s autour
de leur espe´rance µYi + δi.
Etape 3 : pour chaque sce´nario re´gional n ∈ {1, 2, . . . , N}, un champ local λ̂Yi,n est ge´ne´re´ sur les
S stations a` partir du vecteur ale´atoire Λ̂Yi,n tel que
Λ̂Yi,n ∼ NS(0,ΣΛ̂Y ) (V.11)
Dans cette expe´rience de simulation, nous supposons que les caracte´ristiques statistiques spa-
tiales locales des champs pre´dits sont les meˆmes que celles du pre´dictand de´finies a` l’e´quation
V.4. Autrement dit, les matrices de covariance ΣΛ̂Y et ΣΛY sont identiques. Dans ce cas, les
sce´narios ŷsi,n|M̂Yi ge´ne´re´s en une station s donne´e et pour une pre´diction i donne´e suivent la
loi suivante :
Ŷ si |M̂Yi ∼ N (µYi + δi, σ
2
Λ + σ
2
H) (V.12)
l
l
−
1.
5
−
1.
0
−
0.
5
0.
0
0.
5
1.
0
1.
5
Etape 1
 
Pr
ed
ict
an
d 
/ P
re
di
ct
ive
−2 −1 0 1 2
Stations
µYi
IE(R^ Yi I MYi , ∆i) δi
l
l
Etape 2
 
Pr
ed
ict
an
d 
/ P
re
di
ct
ive
−2 −1 0 1 2
Stations
µ^Yi , 1 I ∆i , MYi
µ^Yi , N I ∆i , MYi
…
…
…
…
…
…
…
…
δi
l
l
Etape 3
 
Pr
ed
ict
an
d 
/ P
re
di
ct
ive
−2 −1 0 1 2
Stations
yi
y^i , 1 I M
^
Yi
y^i , N I M
^
Yi
…
…
…
…
…
…
…
…
δi
Figure V.6 – Sche´ma 1D des trois e´tapes effectue´es par P pour une pre´diction i donne´e. Exemple pour 5
stations. Les lignes rouges plate et brise´e repre´sentent respectivement une re´alisation µYi du
signal re´gional du pre´dictand et le champ spatial correspondant yi. Etape 1 : a` une re´alisation
µYi , une erreur re´gionale moyenne δi issue de P est associe´e. Etape 2 : les lignes noires continues
correspondent aux sce´narios re´gionaux e´mis µ̂Yi . Etape 3 : un champ spatial est ge´ne´re´ a` partir
de λ̂Yi,n et ajoute´ pour chaque sce´nario re´gional µ̂Yi,n , menant a` la ge´ne´ration d’un ensemble
de N champs ŷi,n|M̂Yi . A l’e´tape 1, le symbole IE repre´sente l’ope´rateur mathe´matique E.
Le jeu de parame`tres de´finissant le mode`le est alors le suivant :
• l’e´cart-type σ∆ de l’erreur re´gionale,
• l’e´cart-type σH entre les sce´narios e´mis pour chaque pre´diction,
• l’e´cart-type local du pre´dictand σΛY ,
• la porte´e hY du variogramme de´finissant la structure statistique du champ autour de sa valeur
re´gionale moyenne.
Dans la suite de cette section, le ge´ne´rateur gaussien P est utilise´ pour e´valuer la sensibilite´ des
performances de pre´diction aux parame`tres ci-dessus. Les performances de pre´diction de P en fonction
du niveau d’agre´gation sont e´value´es selon un protocole expe´rimental similaire a` celui de´veloppe´ a`
la section 2 pour la MDES Analog. Cet exercice est re´alise´ sur un axe 1D compose´ d’un nombre S
e´gal a` 25 stations re´parties de fac¸on re´gulie`re et syste´matique. Le nombre de pre´dictions e´mises M
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est e´gal a` 10 000. Pour chaque station s et chaque pre´diction i, la distribution e´mise est construite a`
partir d’un nombre N de 50 sce´narios issus du ge´ne´rateur P.
3.2.2. Sensibilite´ aux parame`tres re´gionaux
Dans un premier temps, nous e´valuons la capacite´ du ge´ne´rateur P a` pre´dire la moyenne re´gionale
du pre´dictand. Aucune dimension spatiale n’est prise en compte ici. La variable pre´dite par P pour
chaque pre´diction i est celle dont la distribution est de´finie a` l’e´quation V.10. La performance de
pre´diction de´pend alors seulement de l’e´cart-type σ∆ de l’erreur moyenne re´gionale et de la dispersion
σH inter-sce´narios.
Les figures V.7.a) a` V.7.c) illustrent respectivement le terme de fiabilite´ Rel, le terme de re´solution
Res et le CRPSS en fonction de σ∆ et σH . Sur la figure V.7.a), une valeur de Rel e´gale a` 0 est obtenue
sur la premie`re bissectrice lorsque σ∆ est e´gal a` σH . Dans ce cas, le ge´ne´rateur P est un syste`me
de pre´diction fiable. De chaque coˆte´ de la premie`re bissectrice, le terme de fiabilite´ Rel augmente
indiquant que la fiabilite´ se de´grade : pour une valeur de σ∆ donne´e, Rel augmente de`s lors que σH
s’e´loigne de la valeur prise par σ∆ et vice-versa. Il apparaˆıt cependant que la fiabilite´ est plus sensible
a` l’e´cart-type σ∆ de l’erreur re´gionale pour laquelle de plus fortes valeurs de Rel sont obtenues plus
rapidement.
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Figure V.7 – Sensibilite´ a) du terme de fiabilite´ Rel, b) du terme de re´solution Res et c) du CRPSS en fonction
de l’e´cart-type σ∆ de l’erreur re´gionale et de la dispersion inter-sce´narios σH . La ligne pointille´e
noire indique la premie`re bissectrice ou` une fiabilite´ parfaite est obtenue. La ligne de contour
noire de´limite la surface pour laquelle le terme de fiabilite´ Rel explique au plus 1% du CRPS,
ce qui peut eˆtre conside´re´ comme ne´gligeable. La ligne de contour blanche trace´e sur la figure
V.7.c) de´limite la surface pour laquelle le CRPSS est positif.
La figure V.7.b) montre que la re´solution est d’autant moins bonne que σ∆ et/ou σH augmente. Le
terme de re´solution Res est aussi plus sensible a` l’e´cart-type σ∆ de l’erreur re´gionale. Comme remarque´
a` la figure V.7.c), ceci impacte le CRPSS dont la valeur reste positive pour de plus importantes valeurs
de σH compare´es a` σ∆.
Deux comportements classiques d’un syste`me de pre´diction sont illustre´s a` la figure V.7 :
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• Augmenter la valeur de σH pour une valeur de σ∆ donne´e revient a` “e´tirer” l’enveloppe des
sce´narios e´mis. Les observations sont majoritairement retrouve´es vers le centre des pre´dictions
e´mises et a` l’inverse se situent rarement aux extre´mite´s de ces dernie`res. Le syste`me P n’est donc
pas fiable. De plus, plus la dispersion des pre´dictions e´mises est importante, moins le ge´ne´rateur
P arrive a` discriminer les e´ve`nements entre eux. Dans ce cas, P est dit sur-dispersif.
• Accroˆıtre la valeur de σ∆ pour une valeur de σH donne´e revient a` retrouver majoritairement les
observations en dehors des pre´dictions e´mises ou a` ces extre´mite´s. La fiabilite´ n’est pas respecte´e
car les observations ne sont pas distribue´es de fac¸on homoge`ne dans les distributions e´mises. Pour
des valeurs de σH infe´rieures a` celles de σ∆, P est dit sous-dispersif. Selon Hersbach [2000], le
terme de re´solution Res est tre`s sensible aux observations trouve´es en dehors de la gamme de
valeurs couverte par les distributions e´mises. Si ces cas sont fre´quents et les valeurs observe´es
tre`s e´loigne´es de la distribution, Res sera d’autant plus faible, menant ainsi a` un CRPSS plus
de´grade´.
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Figure V.8 – Sensibilite´ du CRPSS, du CRPS et du terme de re´solution Res aux e´cart-types de l’erreur
moyenne re´gionale σ∆ et de la dispersion inter-sce´narios σH lorsque σH = σ∆. La ligne pointille´e
horizontale repre´sente le terme d’incertitude U de´duit du pre´dictand MYi inde´pendant de P.
Les re´sultats pre´sente´s dans la section 3.1 du chapitre III montrent que le mode`le MA est par
construction un syste`me fiable. Par suite, nous conside´rons uniquement un syste`me de pre´diction
P fiable, i.e. σH = σ∆. Le terme de fiabilite´ Rel e´tant nul, le CRPSS est pour un tel syste`me
e´gal au quotient du terme de re´solution Res sur l’incertitude U a` l’e´quation III.13. Pour la pre´sente
configuration, U est ici e´gal a` 0,56 et ne varie pas car il ne de´pend pas du ge´ne´rateur gaussien P. A
l’inverse, Res de´croˆıt line´airement jusqu’a` 0 lorsque σH augmente jusqu’a` 1, imposant alors un CRPSS
nul (cf. annexe C.1). Pour des valeurs de σH plus importantes, le CRPSS devient ne´gatif, aucun gain
n’est obtenu par rapport au syste`me Pϕ base´ sur la climatologie ϕ. En d’autres termes, le syste`me
de pre´diction probabiliste fiable conside´re´ ici est plus performant qu’une pre´diction climatologique
de`s lors que la variabilite´ de l’erreur re´gionale moyenne est infe´rieure a` la variabilite´ de la variable a`
pre´dire.
Ce comportement peut eˆtre retrouve´ the´oriquement lorsque la distribution e´mise suit une loi
normale. Gneiting et al. [2005] propose une expression analytique du CRPS journalier. Dans notre
configuration ou` le syste`me de pre´diction P est fiable, cette expression permet d’e´tablir l’expression
suivante du CRPS. Il est montre´ a` l’annexe C.2) que le CRPS est e´gal a` σH/
√
pi, ce qui dans notre
cas correspond a` 1/
√
pi – soit environ 0.56 – pour le syste`me Pϕ base´ sur la climatologie avec un
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e´cart-type e´gal a` 1. Dans ce cas, l’expression du CRPSS devient :
CRPSS = 1− σH (V.13)
La figure III.6.b) montre que la performance en CRPSS du mode`le MAF est positive. A partir de
cette e´tude, nous retenons le couple de valeurs σH = σ∆ = 0, 1 car il conduit a` un CRPSS positif.
3.2.3. Influences de l’agre´gation et de la corre´lation spatiale
Pour de´terminer l’influence de l’agre´gation et de la corre´lation spatiale, nous devons conside´rer
maintenant la distribution spatiale de la variable a` pre´dire Ŷ si . Pour chaque sce´nario n, le protocole
expe´rimental consiste a` agre´ger les pre´dictions sur un nombre K de mailles voisines et a` e´valuer le
comportement des diffe´rents scores. Dans la suite de cette section, les seuls parame`tres que nous
faisons varier sont la porte´e hY du variogramme exponentiel de´finie a` l’e´quation V.4 et le nombre K
de variables locales agre´ge´es. La variable issue de l’agre´gation des K plus proches stations centre´es
sur la station s pour une pre´diction i est repre´sente´e par W s,Ki .
W s,Ki =
1
K
∑
k∈NN(s,K)
Y ki (V.14)
ou` NN(s,K) repre´sente les K plus proches voisins de la station s.
De manie`re similaire, pour un sce´nario n donne´, la variable Ŵ s,Ki,n |MYi ,∆i correspond a` l’agre´gation
des K plus proches stations centre´es sur la station s.
Ŵ s,Ki,n |MYi ,∆i =
1
K
∑
k∈NN(s,K)
Ŷ ki,n|MYi ,∆i (V.15)
A partir des valeurs de σH et σ∆ fixe´es a` la section 3.2.2, la simulation est re´alise´e selon une seule
dimension repre´sente´e ici par un axe compose´ de 25 stations. Une simulation 2D me`ne a` des re´sultats
similaires car seul le nombre K de stations a` agre´ger influence les re´sultats.
La figure V.9 pre´sente le terme de re´solution Res, d’incertitude U et le CRPSS en fonction de la
porte´e hY du variogramme exponentiel et du nombre de stations agre´ge´es K dans le cas d’un syste`me
P fiable. Pour l’ensemble des valeurs hY conside´re´es, les re´sultats expe´rimentaux de la section 2
obtenus pour la France sont retrouve´s : plus le niveau d’agre´gation est grand, plus la performance en
CRPSS est importante. Cela re´sulte conjointement de la hausse du terme de re´solution Res et de la
baisse du terme d’incertitude U avec l’agre´gation.
Conside´rons maintenant les deux cas limites suivants :
• Si le pre´dictand est entie`rement corre´le´, i.e. la porte´e hY est infinie et r2l,m = 1, l et m ∈
{1, 2, . . . , 25}, alors
Ŵ s,Ki,n |M̂Yi ∼ N
(
µYi + δi, σ
2
H + σ
2
Λ
)
(V.16)
En utilisant les e´quations V.13 et V.16, on obtient un CRPSS e´gal a` :
CRPSS = 1−
√
σ2H + σ
2
Λ (V.17)
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Figure V.9 – Terme a) de re´solution Res, b) d’incertitude U et c) CRPSS en fonction de la porte´e hY du
variogramme exponentiel pour une variabilite´ locale σΛ e´gale a` 0,5 et une valeur de σH e´gale a`
0,1. Cette expe´rience se situe dans le cadre d’un ge´ne´rateur P fiable (σH = σ∆ = 0.1).
• Si la corre´lation spatiale du pre´dictand est nulle, i.e. la porte´e du variogramme est nulle et
r2l,m = 0, l et m ∈ {1, 2, . . . , 25}, alors
Ŵ s,Ki,n |M̂Yi ∼ N
(
µYi + δi, σ
2
H +
σ2Λ
K
)
(V.18)
et par suite,
CRPSS = 1−
√
σ2H +
σ2Λ
K
(V.19)
Ces deux cas limites sont repre´sente´s a` la figure V.9 par les lignes noires pointille´es. La faible
diffe´rence observe´e entre le cas the´orique (repre´sente´ en pointille´ noir) et la courbe re´sultant des
simulations (en bleue) vient des arrondis effectue´s par l’algorithme. Si le pre´dictand est entie`rement
corre´le´, la variance de la variable Ŵ s,Ki,n |M̂Yi ne de´pend pas du nombre de stations agre´ge´es K et reste
constante, tout comme le CRPSS (e´quation V.17). Dans le cas ou` le champ est comple`tement de´corre´le´
(e´quation V.19), si le nombre K de stations agre´ge´es croˆıt, la variance de la variable Ŵ s,Ki,n |M̂Yi de´croˆıt
continuˆment, menant alors a` une augmentation du CRPSS.
A la section 2, nos analyses expe´rimentales sugge´raient qu’un lien existait entre la vitesse d’aug-
mentation des performances et le degre´ de corre´lation spatiale des pre´cipitations. Ces re´sultats per-
mettent de confirmer les hypothe`ses que nous avions formule´es lors de nos analyses expe´rimentales
sur la pre´diction des pre´cipitations sur la France.
4. Conside´ration de deux re´gions he´te´roge`nes
Les re´sultats des deux expe´riences, expe´rimentale d’une part (section 2) et simulatoire d’autre part
(section 3.2), pourraient sugge´rer que la performance de pre´diction croˆıt continuˆment et inde´finiment
avec le SAL. Nos expe´riences supposent implicitement que les pre´dictands en deux sites distants sont
explique´s par la meˆme information de grande e´chelle et plus pre´cise´ment pour l’expe´rience simulatoire,
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que la performance pre´dictive est homoge`ne dans la re´gion conside´re´e, ce qui n’est ge´ne´ralement pas
le cas en pratique. Nous tentons d’illustrer cet aspect dans la pre´sente section.
Les situations synoptiques a` l’origine des pre´cipitations ne sont pas les meˆmes en fonction des
re´gions conside´re´es, ce qui implique que les processus – ici en terme de circulation atmosphe´rique
– mis en cause varient. Dans le chapitre IV pre´ce´dent, nous avons montre´ que le Massif Central
repre´sentait une barrie`re topographique limitant la bonne transposabilite´ spatiale lorsque des dates
analogues optimise´es d’un coˆte´ de ce massif sont transpose´es de l’autre coˆte´. Pour ces deux raisons,
nous conside´rons que les re´gions situe´es a` l’Est et a` l’Ouest du Massif Central ont des fonctionnements
me´te´orologiques he´te´roge`nes. Par la suite, nous souhaitons e´valuer comment les performances e´voluent
lorsqu’un mode`le Analog optimise´ pour l’une de ces deux re´gions est applique´ pour la pre´diction d’une
pre´cipitation agre´ge´e a` partir de mailles Safran appartenant a` deux re´gions he´te´roge`nes.
Le chapitre IV pre´ce´dent s’est particulie`rement concentre´ sur la transposabilite´ spatiale des mo-
de`les localement optimise´s MANW et MASE. Dans cette section, nous retenons le mode`le MASE comme
un mode`le adapte´ pour la pre´diction des pre´cipitations dans le Sud-Est de la France. Similairement a`
l’expe´rience de simulation mene´e a` la section 3.2.3, le mode`le MASE est utilise´ pour la pre´diction d’une
pre´cipitation agre´ge´e a` partir des pre´cipitations issues des mailles situe´es sur un transect Est/Ouest
de´fini par la coordonne´e Y du point SE (ici e´gale a` 1921 km Nord). Sur cette axe Est/Ouest, l’agre´-
gation est effectue´e de trois manie`res diffe´rentes :
Ag. → Ouest et Est : la pre´cipitation a` pre´dire re´sulte de l’agre´gation des nmailles les plus proches
et centre´es sur la maille SE et e´galement re´parties vers l’Ouest et l’Est.
Ag. → Ouest : la pre´cipitation a` pre´dire est issue de l’agre´gation des n mailles les plus proches
uniquement re´parties a` l’Ouest de la maille SE.
Ag. → Est : la pre´cipitation a` pre´dire re´sulte de l’agre´gation des n mailles les plus proches unique-
ment re´parties a` l’Est de la maille SE.
La figure V.10.a) repre´sente les performances en CRPSS en fonction de la maille Safran ajoute´e
a` l’agre´gation selon que l’on se de´place a` l’Est ou a` l’Ouest pour l’agre´gation (Ag. → Est et Ag.
→ Ouest). Les re´sultats issus d’une agre´gation dans les deux directions (Ag. → Ouest et Est) sont
reporte´s syme´triquement pour les deux directions (courbes rouges). Sur cette figure, les performances
en CRPSS obtenues par le mode`le localement optimise´ MASE (courbes continues) peuvent eˆtre com-
pare´es a` celles obtenues par le mode`le MAF (courbes pointille´es). La figure V.10.b) repre´sente la
distribution spatiale du coefficient de corre´lation entre les pre´cipitations issues de la maille SE (re-
pre´sente´ par le point rouge au point 0) et celles issues des mailles Safran. La figure V.10.c) repre´sente
la perte de performance en CRPSS engendre´e par le mode`le MASE lorsqu’il est transpose´ dans le
Sud-Est de la France par rapport a` l’application d’un mode`le MA optimise´ localement. Sur les figures
V.10.b) et V.10.c), les mailles situe´es sur l’axe Ouest/Est utilise´es pour l’agre´gation sont de´limite´es
par un rectangle noir.
Similairement a` la figure V.10.a), la figure V.11.a) repre´sente les performances obtenues par les
mode`les MASE et MAF pour trois agre´gations mene´es selon un transect Sud/Nord. Un code couleur
identique est utilise´ pour caracte´riser les trois d’agre´gations Ag. → Sud et Nord (rouge), Ag. →
Sud (orange) et Ag. → Nord (bleu) et la couleur grise indique les performances obtenues pour la
pre´diction des pre´cipitations locales.
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Figure V.10 – a) Performances en CRPSS obtenues pour les trois types d’agre´gation (Ag.→ Ouest et Est, Ag.
→ Ouest, Ag.→ Est) en fonction de la maille Safran ajoute´e (repre´sente´e par ses coordonne´es
Lambert II e´tendues selon l’axe X) pour l’agre´gation. Les courbes rouges, correspondant a`
l’agre´gation dans les deux directions Est et Ouest, sont syme´triques. Sur cette figure, les courbes
grises correspondent a` la performance en CRPSS obtenue en chacune des mailles Safran sur le
transect Ouest/Est lorsqu’aucune agre´gation n’est faite. Les courbes pointille´es correspondent
a` l’application du mode`le MAF tandis que les courbes continues re´fe`rent au mode`le MASE. b)
Distribution du coefficient de corre´lation entre la pre´cipitation en la maille SE et les autres
pre´cipitations Safran. Le rectangle noir repre´sente les mailles (repe´re´es par leur e´loignement de
la maille SE) conside´re´es pour les diffe´rentes agre´gations. c) Performance en CRPSS lorsque
le mode`le MASE est transpose´ sur la France.
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Figure V.11 – a) Performances en CRPSS obtenues pour les trois types d’agre´gation (Ag.→ Sud et Nord, Ag.
→ Sud, Ag. → Nord) en fonction de la maille Safran ajoute´e (repre´sente´e par ses coordonne´es
Lambert II e´tendues selon l’axe Y) pour l’agre´gation. Les courbes rouges correspondant a`
l’agre´gation dans les deux directions Sud et Nord sont syme´triques. Sur cette figure, les courbes
grises correspondent a` la performance en CRPSS obtenue en chacune des mailles Safran sur le
transect Sud/Nord lorsqu’aucune agre´gation n’est faite. Les courbes pointille´es correspondent
a` l’application du mode`le MAF tandis que les courbes continues re´fe`rent au mode`le MASE. b)
Distribution du coefficient de corre´lation entre la pre´cipitation en la maille SE et les autres
pre´cipitations Safran. Le rectangle noir repre´sente les mailles (repe´re´es par leur e´loignement de
la maille SE) conside´re´es pour les diffe´rentes agre´gations. c) Performance en CRPSS lorsque
le mode`le MASE est transpose´ sur la France.
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Sur les figures V.10.a) et V.11.a), les courbes grises montrent que les mode`les MAF et MASE ob-
tiennent des performances locales en CRPSS variables dans l’espace. Par exemple, les performances
sont moins bonnes lorsque l’on se de´place vers le Sud de la maille SE compare´es a` celles obtenues
lorsque l’on se de´place vers le Nord. Par suite, les performances obtenues lors de l’agre´gation spa-
tiale des pre´cipitations re´sultent d’un compromis entre la variabilite´ locale des performances et l’effet
be´ne´fique du processus d’agre´gation en re´gion homoge`ne :
• Si les performances locales voisines de la maille SE sont infe´rieures a` celle de la maille SE, l’effet
ne´gatif de la moins bonne pre´diction des mailles voisines peut eˆtre facilement de´passe´ par l’effet
positif de l’agre´gation. C’est par exemple le cas des mode`les MAF et MASE lorsqu’ils sont utilise´s
pour la pre´diction d’une pre´cipitation agre´ge´e issue des mailles situe´es au Nord (figure V.11.a)
ou a` l’Est (figure V.10.a) de la maille SE. Lorsque l’agre´gation est oriente´e vers l’Ouest (figure
V.10.a), ce re´sultat est seulement obtenu pour le mode`le MAF.
• Si les performances locales voisines de la maille SE sont infe´rieures, l’effet ne´gatif de la moins
bonne pre´diction des mailles voisines peut eˆtre pre´ponde´rant et occulter l’effet positif de l’agre´-
gation. C’est par exemple le cas des mode`les MAF et MASE lorsque l’agre´gation est oriente´e vers
le Sud (figure V.11.a).
• Dans certains cas ou` la variation du CRPSS locale est tre`s importante, un optimum peut eˆtre
obtenu pour un certain niveau d’agre´gation. C’est le cas du mode`le MASE lorsque l’agre´gation
est oriente´e vers l’Ouest (figure V.10.a). Jusqu’a` la douzie`me maille, les performances locales
des mailles voisines sont e´quivalentes ou supe´rieures a` celle de la maille SE. Dans ce cas, l’effet
be´ne´fique de la bonne pre´diction des mailles voisines s’additionne a` l’effet be´ne´fique de l’agre´-
gation. A partir de la treizie`me maille, les performances locales de´croissent fortement (de 0,34
a` 0,25) et sont presque toutes infe´rieures a` celle de la maille SE. Dans ce cas, l’effet ne´gatif des
plus faibles performances obtenues pour les mailles voisines est pre´ponde´rant sur l’effet posi-
tif de l’agre´gation et un optimum de performance est obtenu lorsque seules douze mailles sont
retenues.
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Synthe`se
Quelle est la performance de la MDES Analog a` l’e´chelle de la France ?
Nous avons conside´re´s un mode`le Analog (MA) ou` l’analogie est recherche´e en terme de cir-
culation atmosphe´rique par le biais de la forme des hauteurs de ge´opotentiels a` 1000 et 500 hPa.
Les performances de pre´diction de ce mode`le MA ont e´te´ e´value´es a` partir d’un ensemble de 8
981 mode`les MAs dont la feneˆtre d’analogie a e´te´ localement optimise´e pour chacune des 8 981
mailles Safran correspondantes. Une premie`re e´valuation des performances selon la de´composition
de Hersbach [2000] a montre´ que le mode`le Analog e´tait une me´thode de pre´diction fiable pour
l’ensemble du territoire franc¸ais.
Dans un second temps, la performance en CRPSS a e´te´ e´value´e de manie`re globale et par une
discre´tisation temporelle saisonnie`re et par type de temps. D’une manie`re ge´ne´rale, les performances
de pre´diction sont plus importantes sur la coˆte Atlantique, l’Ouest du Massif Central et le Nord
des Alpes. Lorsque l’on se de´place dans les terres ou sur le pourtour Me´diterrane´en, les perfor-
mances diminuent. L’e´valuation des performances saisonnie`res a montre´ que la me´thode obtenait
de meilleures performances pour les saisons humides (DJF, SON, puis MAM). Les performances
diminuent fortement en e´te´ de part le nombre plus important de pre´cipitations convectives pour
lesquelles une analogie de circulation ne permet pas de capter les processus a` l’origine de ces pre´ci-
pitations. Ce re´sultat correspond a` ce qui est classiquement obtenu dans des e´tudes similaires [e.g.
Timbal et al., 2003].
Lors d’une discre´tisation en types de temps, la distribution des performances s’ave`re plus
sensible et de´pend de l’impact que posse`de le type de temps conside´re´ sur une re´gion : que ce soit a`
l’occasion de flux d’Ouest ou de Sud, de bonnes performances sont obtenues pour les re´gions expose´es
au flux conside´re´ qui sont en moyenne impacte´es par une forte pre´cipitation. Pour une re´gion ou`
le type de temps n’apporte pas de pluie, parce qu’elle peut eˆtre situe´e a` l’oppose´ de l’origine des
masses d’air advecte´es sur le territoire ou parce qu’elle est relativement bien abrite´e par une zone de
relief, le mode`le Analog se´lectionne en majorite´ des dates analogues se`ches et obtient alors de bonnes
performances. Dans les cas ou` une pre´cipitation de l’ordre de la pre´cipitation moyenne est observe´e
(i.e. les pre´cipitations correspondantes ne sont ni trop fortes, ni trop faibles), les performances sont
en ge´ne´ral re´duites.
En paralle`le, une e´tude des biais obtenus par le mode`le Analog a e´te´ mene´e. En moyenne, les
sce´narios e´mis par les dates analogues obtiennent un biais compris entre ± 5%. Cependant, lorsque
l’e´tude porte sur les saisons ou les types de temps, les biais peuvent devenir importants (e.g. jusqu’a`
+15% dans le Nord des Alpes en e´te´).
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Sur quelle distance est-il possible de transposer spatialement un mode`le Analog ?
Dans une e´tude publie´e dans Journal of Climate [Chardon et al., 2014], nous avons e´value´ la
transposabilite´ spatiale des dates analogues repre´sente´e par la capacite´ d’un mode`le Analog optimise´
pour une maille donne´e a` eˆtre applique´ sur le territoire franc¸ais. A partir d’une e´valuation globale,
il s’est ave´re´ que la transposition spatiale d’un mode`le Analog seulement base´ sur les hauteurs de
ge´opotentiels permet d’obtenir des performances quasi-optimales pour des mailles situe´es jusqu’a`
400 km de la maille pour laquelle le mode`le a e´te´ optimise´. Pour obtenir cette bonne transposabilite´,
il n’est pas ne´cessaire de disposer de dates analogues similaires entre le mode`le transpose´ et le mode`le
localement optimise´. Cette transposabilite´ est toutefois limite´e en pre´sence des principaux massifs
montagneux.
Une e´tude de sensibilite´ de la transposabilite´ spatiale des dates vis-a`-vis des parame`tres du mo-
de`le Analog a ensuite e´te´ effectue´e. Lorsque la se´lection des dates analogues est ame´liore´e (e.g. par
l’augmentation de la taille de l’archive ou par l’ajout d’un second niveau d’analogie), la transposa-
bilite´ du mode`le Analog est re´duite. Le raffinement d’un mode`le Analog s’ave`re alors ne´faste pour
sa bonne transposabilite´.
Enfin, la transposabilite´ spatiale des dates analogues a e´te´ e´value´e en fonction des saisons et
des types de temps. En e´te´, la transposabilite´ devient tre`s bonne de part la pre´diction de nom-
breuses dates analogues se`ches. Pour les autres saisons, la transposabilite´ spatiale reste similaire
a` celle obtenue a` l’e´valuation globale. Lorsque l’e´tude est mene´e sur la base d’une discre´tisation
en type de temps, les re´sultats s’ave`rent sensibles au type de temps conside´re´. Il semblerait que la
transposabilite´ spatiale des dates analogues soit de´pendante de l’origine des masses d’air advecte´es.
Cependant, ce re´sultat n’a pas pu eˆtre valide´ sur l’ensemble des cas conside´re´s. Toutefois, la trans-
posabilite´ d’un mode`le Analog est favorise´e lorsque les performances des mode`les Analog optimaux
locaux sont faibles. Dans le cas de situations se`ches, la transposabilite´ d’un mode`le Analog est tre`s
bonne a` partir du moment ou` les dates analogues e´mises sont se`ches.
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Comment la performance de pre´diction varie-t-elle lorsque la pre´cipitation a` pre´-
dire est agre´ge´e sur des surfaces de plus en plus importantes ?
Sur la base d’un mode`le MAF unique pour la France optimise´ globalement pour l’ensemble des pre´ci-
pitations Safran, une e´tude expe´rimentale a e´te´ mene´e pour e´valuer l’e´volution des performances de
pre´dictions en fonction du niveau d’agre´gation spatial d’une pre´cipitation pour un territoire donne´.
Il apparaˆıt que la performance du mode`le MAF augmente de manie`re continue avec l’agre´gation
spatiale. Cette augmentation est sensible a` la corre´lation spatiale des pre´cipitations puisqu’il est
plus aise´ de pre´dire une pre´cipitation agre´ge´e issue d’un champ spatialement de´corre´le´ que d’un
champ corre´le´. Pour la bonne compre´hension de ces re´sultats, un cadre simulatoire a e´te´ de´fini.
Un ge´ne´rateur spatio-temporel a e´te´ mis en place pour la pre´diction de champs gaussiens station-
naires pour un territoire donne´. Comme la fiabilite´ de la MDES Analog est bonne, la main mise sur
le ge´ne´rateur nous a permis de de´terminer un jeu de parame`tres permettant de rendre ce dernier
fiable. Une e´tude de sensibilite´ vis-a`-vis de l’agre´gation et de la corre´lation spatiale nous a permis
de montrer que l’augmentation des performances avec l’agre´gation re´sultait d’une part de la dimi-
nution de la variabilite´ du pre´dictand due au processus d’agre´gation et d’autre part, de la meilleure
performance en re´solution du mode`le MA (et au plus faible terme d’incertitude). Les variables de
grande e´chelle ont un pouvoir pre´dictif plus important pour une pre´cipitation locale agre´ge´e, car
cette dernie`re constitue un signal plus robuste de la variabilite´ pluviome´trique re´sultant de la va-
riabilite´ des pre´dicteurs. Enfin, plus le pre´dictand est spatialement de´corre´le´, plus la variabilite´ du
pre´dictand agre´ge´ est faible et plus les performances deviennent importantes avec l’agre´gation.
La pre´sence de zones he´te´roge`nes du point de vue de leur lien avec la grande e´chelle
a-t-elle un impact sur la performance de pre´diction d’une pre´cipitation agre´ge´e ?
Les re´sultats ci-dessus s’expliquent par le fait que le lien d’e´chelle conside´re´ est spatialement ho-
moge`ne et qu’il a le meˆme pouvoir pre´dictif en toute maille du territoire. La re´alite´ est toutefois
diffe´rente. Le lien d’e´chelle pour une maille donne´e est de moins en moins adapte´ lorsque l’on
s’e´loigne de la maille conside´re´e, traduisant le fait que les re´gions re´agissent diffe´remment a` la
grande e´chelle. L’e´valuation du CRPSS avec l’agre´gation re´sulte alors d’un compromis entre 1) la
baisse de performance du fait de l’inte´gration progressive de mailles trop e´loigne´es qui sont moins
repre´sente´es par le lien d’e´chelle conside´re´ et 2) le gain de performance provenant du processus
d’agre´gation qui a pour effet de re´ve´ler le signal re´gional et de supprimer le bruit duˆ aux processus
de petites e´chelles non capte´ par le lien d’e´chelle.
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Troisie`me partie
ADAPTABILITE´ DU LIEN D’E´CHELLE
PAR LA COMBINAISON D’UN
MODE`LE ANALOGIQUE ET D’UN
MODE`LE DE RE´GRESSION.
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Dans la partie II, nous avons montre´ qu’il e´tait possible d’utiliser un mode`le MA pour la pre´-
diction de champs me´te´orologiques locaux sur des surfaces relativement importantes. Nous avons
aussi montre´ qu’il e´tait pre´fe´rable de ne pas appliquer un mode`le MA en des re´gions pour lesquelles
les processus atmosphe´riques a` l’origine des pre´cipitations diffe`rent de ceux pour lequel le mode`le
MA a e´te´ optimise´. Pour les e´tudes d’impacts hydrologiques, il est alors pre´conise´ d’appliquer un
mode`le MA donne´ seulement pour les sites inclus dans une re´gion conside´re´e comme homoge`ne selon
la variable d’inte´reˆt.
Dans cette partie, nous souhaitons ame´liorer les performances locales des champs ge´ne´re´s par
le mode`le MA tout en conservant leur cohe´rence spatiale. L’ame´lioration des performances peut
s’effectuer par un apport d’information issu de nouveaux pre´dicteurs. Comme nous l’avons remarque´
a` la section 4.3 de Chardon et al. [2014], une fac¸on d’augmenter les performances est de raffiner les
dates analogues par l’ajout d’un second niveau d’analogie reposant sur une variable synoptique propre
a` la re´gion. Cependant, cette strate´gie re´duit la transposabilite´ spatiale du mode`le MA. Une autre
manie`re de concilier performance locale et cohe´rence spatiale des champs me´te´orologiques ge´ne´re´s
consiste a` appliquer une re´gression sur noyau sur la base des valeurs de nouveaux pre´dicteurs extraites
des dates analogues retenues. L’extrapolation effectue´e par un mode`le de re´gression permettrait alors
de raffiner les pre´dictions tandis que les dates analogues assurerait la bonne cohe´rence spatiale des
champs ge´ne´re´s. En pratique, les mode`les de re´gression ge´ne´ralement utilise´s pour les pre´cipitations
sont souvent base´s sur les Mode`les Line´aires Ge´ne´ralise´s (GLM) [Mezghani & Hingray, 2009].
Un autre inte´reˆt, cette fois cognitif, re´side dans la combinaison d’un mode`le MA avec un mode`le
de re´gression : pour une pre´diction donne´e, nous pouvons de´terminer les pre´dicteurs, extraits des
dates analogues, qui sont les plus explicatifs de la pre´cipitation. A partir d’un nombre conse´quent
de pre´dictions e´mises, nous pouvons ve´rifier si ces pre´dicteurs de´pendent d’un type de circulation
donne´e et/ou s’ils diffe`rent d’un site a` l’autre a` l’e´chelle du territoire franc¸ais.
Dans cette partie, seule l’ame´lioration des performances locales par la combinaison d’un mode`le
MA avec un mode`le de re´gression est conside´re´e. Par manque de temps, les aspects de transposabilite´
et de cohe´rence spatiales de ce mode`le combine´ ne sont pas traite´s dans cette the`se. Dans le chapitre
VI, nous pre´sentons le cadre the´orique lie´ aux mode`les GLM ainsi que les diffe´rentes e´tapes de
la combinaison du mode`le MA et des mode`les GLM. Dans le chapitre VII, nous se´lectionnons un
ensemble de pre´dicteurs potentiels pour la mise en place d’un GLM pour l’occurrence et pour la
quantite´. Sur la base de la combinaison d’un mode`le d’occurrence et de quantite´ et de chaque mode`le
MA optimise´ localement a` la section 1 du chapitre III, nous optimisons les pre´dicteurs de l’occurrence
et e´valuons la performance de pre´diction obtenue (chapitre VIII). Une de´marche similaire est adopte´e
pour la pre´diction de la quantite´ dans le chapitre IX. Le chapitre X e´value la contribution apporte´e
d’une part, par la re´gression portant sur l’occurrence et d’autre part, par la re´gression portant sur la
quantite´. Enfin, les principaux re´sultats sont re´sume´s dans une synthe`se finale.
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ChapitreVI
Un mode`le adaptatif sur la base des dates
analogues
1. De la ne´cessite´ de s’adapter – Motivations
La plupart des e´tudes portant sur la mode´lisation des pre´cipitations a` l’aide de MDES utilisent une
parame´trisation globale de la MDES applicable a` toutes les pe´riodes ou situations atmosphe´riques
conside´re´es. Cependant, comme les processus physiques a` l’origine des pre´cipitations varient dans le
temps, certains auteurs tels que Abdellatif et al. [2012] conside`rent des pre´dicteurs diffe´rents en
fonction des saisons. D’autres e´tudes utilisent une fonction cosinus pour tenir compte de la saisonnalite´
des pre´cipitations [Beuchat et al., 2012 ; Chun et al., 2013]. Au lieu d’appliquer une parame´trisation
donne´e en fonction de la saison, une autre alternative consiste a` conditionner la parame´trisation en
fonction de la situation atmosphe´rique rencontre´e, comme par exemple graˆce a` une classification en
type de temps. Toutefois, cela impose de de´terminer a priori le type de temps auquel appartient la
situation a` pre´dire. De plus, si la situation se trouve a` la limite de plusieurs types de temps, le lien
d’e´chelle pre´dicteur/pre´dictand – de´duit du type de temps retenu – ne sera pas le plus adapte´ et des
performances de pre´diction re´duites peuvent eˆtre potentiellement obtenues.
Un moyen de contourner ce proble`me consiste a` de´finir un ensemble de situations similaires pour
chaque pre´diction e´mise. Par la suite, un lien peut eˆtre estime´ entre le pre´dictand et les pre´dicteurs
sur la base de ces situations. Chaque pre´diction se voit alors constituer son propre type de temps,
adapte´ a` la situation synoptique correspondante. Un moyen de satisfaire ce besoin est l’utilisation
d’une MDES de type analogique. L’identification de Nd jours analogues revient a` travailler sur les
diffe´rentes journe´es d’un type de temps centre´ sur le jour cible conside´re´. Les valeurs de pre´dicteurs et
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de pre´dictands sont extraites a` partir des dates analogues retenues et peuvent permettre d’optimiser
d’une part le jeu de pre´dicteurs et d’autre part les parame`tres du lien d’e´chelle pour chaque pre´diction.
Dans la litte´rature, plusieurs e´tudes utilisent une MDES “hybride” sur la base d’une me´thode
Analog. Imbert & Benestad [2005] et Ribalaygua et al. [2013] couplent par exemple une me´thode
analogique avec une re´gression line´aire, Ibarra-Berastegi et al. [2011] avec un algorithme de
“foreˆts d’arbres de´cisionnels” (appele´ aussi Random Decision Forests). Imbert & Benestad [2005] et
Ibarra-Berastegi et al. [2011] justifient la combinaison des deux MDES par une lacune du mode`le
Analog qui est son incapacite´ a` extrapoler en dehors de la gamme des valeurs observe´es. Ribalaygua
et al. [2013] conside`rent quant a` eux pre´fe´rable de ne pas effectuer de stratification saisonnie`re dans
un contexte de changement climatique ou` les caracte´ristiques climatiques calendaires peuvent varier
et qu’une me´thode analogue permet de pallier ce proble`me. Notre motivation dans cette the`se se base
sur l’hypothe`se qu’un jeu de pre´dicteurs diffe´rents peut eˆtre de´termine´ pour les diffe´rentes situations
synoptiques rencontre´es. L’utilisation de pre´dicteurs adapte´s a` la journe´e cible permettrait alors
d’augmenter les performances locales de pre´diction. Par suite, nous cherchons donc a` construire un
mode`le hybride sur la base d’un mode`le MA et d’un mode`le de re´gression. De part la forte asyme´trie
et la masse de valeurs nulles, la forme spe´cifique de la distribution des pre´cipitations rend la mise en
place d’un mode`le de re´gression complique´e. Une approche courante consiste a` appliquer un mode`le
line´aire ge´ne´ralise´ [ou Generalized Linear Model – GLM, e.g. Wilby & Wigley, 2000 ; Mezghani
& Hingray, 2009 ; Chun et al., 2013]. Dans ce cas, la variable pre´cipitation est le plus souvent
de´compose´e en une variable d’occurrence et une variable de quantite´ de pre´cipitation. Deux mode`les
GLM sont alors de´veloppe´s : l’un pour l’occurrence et l’autre pour la quantite´ des pre´cipitations.
2. Mode´lisation des pre´cipitations par les GLM
2.1. The´orie des GLM
Le mode`le line´aire ge´ne´ralise´ [ou Generalized Linear Model, Nelder & Wedderburn, 1972] est
de´rive´ de la re´gression line´aire multiple qui consiste a` relier K + 1 variables explicatives regroupe´es
dans un vecteur X = {1, X1, . . . , XK} a` une variable a` expliquer Y . Le mode`le de re´gression line´aire
multiple est e´crit a` l’e´quation VI.1,
Y = xTβ + ε, ε
iid∼ N (0, σ2) (VI.1)
ou` β correspond au vecteur des coefficients de la re´gression line´aire {β0, β1, . . . βK}, β0 e´tant
l’ordonne´e a` l’origine du mode`le re´gressif. x est le vecteur des re´alisations des variables explicatives
{1, x1, . . . , xK}. L’exposant T correspond ici a` la transposition d’un vecteur ou d’une matrice. ε re-
pre´sente l’erreur ale´atoire suivant une loi normale d’espe´rance 0 et de variance σ2. Comme l’espe´rance
de ε est nulle, l’espe´rance de la variable Y est la suivante :
E [Y ] = xTβ (VI.2)
Dans ce cas, la variable Y suit une loi normale N (xtβ, σ2).
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Par extension, les GLM permettent d’introduire une non-line´arite´ dans la structure de la re´gression.
De plus, ils s’appliquent a` n’importe quelle variable Y distribue´e selon une loi appartenant a` la famille
des distributions exponentielles (regroupant les distributions de type Poisson, Binomial, Gaussien et
Gamma). De manie`re similaire a` l’e´quation VI.2, l’espe´rance d’une variable Y peut eˆtre exprime´e par
une fonction monotone γ :
E[Y ] ≡ µ = γ (xTβ) , Y iid∼ Famille de distributions exponentielles (VI.3)
En pratique, l’e´quation VI.3 s’exprime au travers d’une fonction lien g = γ−1 telle que
g(µ) = xTβ ≡ η (VI.4)
ou` η est de´nomme´ le pre´dicteur line´aire.
2.2. Application aux pre´cipitations
Coe & Stern [1982] et Stern & Coe [1984] furent les premiers a` mode´liser les pre´cipitations
a` l’aide des GLM. Plus re´cemment, de nombreux auteurs utilisent encore cette me´thode pour la
pre´diction des pre´cipitations [e.g. Wilby & Wigley, 2000 ; Abaurrea & Asn, 2005 ; Mezghani &
Hingray, 2009 ; Frost et al., 2011 ; Abdellatif et al., 2012 ; Beuchat et al., 2012 ; Kenabatho
et al., 2012 ; Chun et al., 2013] ou de leurs caracte´ristiques [Rudolph & Friedrich, 2014]. Dans cette
the`se, notre inte´reˆt repose sur l’e´mission d’une distribution cumule´e FY de la variable ale´atoire Y
repre´sentant les pre´cipitations pour chaque pre´diction. Pour une re´alisation y de la variable ale´atoire
Y , FY (y) est e´gal a` la probabilite´ que la variable ale´atoire Y soit infe´rieure ou e´gale a` la valeur y :
FY (y) = Pr(Y ≤ y) (VI.5)
Comme de´crit par Marty [2010], une fac¸on de mode´liser cette distribution est de conside´rer d’une
part une masse en 0 pouvant eˆtre caracte´rise´e par une fre´quence f0 des pre´cipitations nulles et d’autre
part une distribution FQ des pluies positives.
FY (y) = f0 + (1− f0) · FQ (q = y) (VI.6)
En exprimant la fre´quence des pluies nulles f0 en fonction de la probabilite´ qu’il pre´cipite pi,
l’e´quation VI.6 peut s’exprimer comme suit :
FY (y) = (1− pi) + pi · FQ (q = y) (VI.7)
A partir de l’e´quation VI.7, il est possible de mode´liser les pre´cipitations a` l’aide de deux variables
que sont l’occurrence O des pre´cipitations – prenant pour valeur 0 ou 1 – et la quantite´ Q des
pre´cipitations – dont les valeurs ne peuvent eˆtre que positives. L’occurrence O est une variable
suivant une loi binomiale B(N, pi) ou` N de´note le nombre de points a` partir duquel la distribution
cumule´e FY est estime´e empiriquement. La distribution des valeurs positives de pre´cipitations Q est
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quant a` elle, souvent assimile´e a` une loi gamma Γ(ν, α) de parame`tres de forme ν et d’e´chelle α.
FQ (q; ν, α) =
1
Γ(ν)
∫ q
0
e−
t
α
(
t
α
)ν−1
dt (VI.8)
Pour une distribution gamma, le parame`tre d’e´chelle α est e´gal au ratio de l’espe´rance µ de la variable
Q sur le parame`tre de forme ν.
Les distributions de type binomiale et gamma appartenant aux familles de distributions exponen-
tielles, il est possible de mode´liser les parame`tres pi et µ par deux mode`les GLM. Pour une variable
suivant une loi binomiale dont la probabilite´ de succe`s est pi, il est courant d’utiliser une fonction lien
logit e´quivalente a` effectuer une re´gression logistique (e´quation VI.9).
log
(
pi
1− pi
)
= xoTβo (VI.9)
ou` xo et βo de´signent respectivement le vecteur des valeurs de pre´dicteurs et le vecteur de coefficients
pour le mode`le d’occurrence. Pour une variable Q distribue´es selon une loi gamma, une re´gression
logarithmique est un mode`le adapte´ pour l’estimation de sa moyenne µ :
log (µ) = xqTβq (VI.10)
ou` xq et βq de´signent respectivement le vecteur des valeurs de pre´dicteurs et le vecteur des coefficients
pour le mode`le de quantite´.
2.3. De´termination d’un mode`le GLM approprie´
La de´termination d’un mode`le GLM repose sur le choix d’un jeu de pre´dicteurs approprie´ et l’es-
timation des coefficients de la re´gression. Pour l’estimation de ces derniers, l’algorithme des moindres
carre´s reponde´re´s ite´rativement (Iterative Re-weighted Least Squares – IRLS) propose´ par Nelder
& Wedderburn [1972] est classiquement utilise´ pour maximiser le logarithme de la vraisemblance.
Pour comparer les performances de deux mode`les GLM, plusieurs crite`res nume´riques (e.g. le
Cp de Mallows ou le crite`re d’Akaike AIC – Akaike [1974]) peuvent eˆtre utilise´s. Dans notre cas,
nous avons de´cide´ de retenir le Crite`re d’Information Baye´sien (ou Bayesian Information Criterion
– BIC) pour les raisons suivantes : tout comme l’AIC, ce crite`re inclut la performance exprime´e par
le logarithme de la vraisemblance. Cependant, il pe´nalise plus fortement la complexite´ – a` savoir le
nombre de pre´dicteurs – d’un mode`le GLM. Ce crite`re peut eˆtre e´crit comme suit :
BIC = −2l(β̂) + loge (n) p′ (VI.11)
Le terme l(β̂) correspond au logarithme de la vraisemblance obtenue par le mode`le GLM pour les
parame`tres estime´s β̂. Le terme p′ repre´sente le nombre de coefficients a` estimer pour le mode`le
GLM. n est la taille de l’e´chantillon. Le mode`le posse´dant le BIC le plus faible est conside´re´ comme
le meilleur mode`le.
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A l’aide du crite`re BIC, trois proce´dures de se´lection ite´rative peuvent eˆtre applique´es pour retenir
un mode`le adapte´ pour la situation a` pre´dire. Ces trois proce´dures sont de´crites dans les sections
2.3.1 a` 2.3.3.
2.3.1. La me´thode d’inclusion
La me´thode d’inclusion (aussi appele´e approche forward) consiste a` e´valuer le gain apporte´ selon
un crite`re donne´ (e.g. le BIC) par l’ajout d’un pre´dicteur pour la de´termination du mode`le GLM. La
proce´dure se de´compose selon les e´tapes suivantes :
1. On commence tout d’abord par construire un mode`le GLM seulement a` l’aide de l’ordonne´e a`
l’origine β0 et l’on e´value sa performance.
2. On cherche ensuite, parmi tous les mode`les GLM construit a` partir de chaque pre´dicteur, celui
qui conduit a` la meilleure performance.
3. Si la performance du GLM retenu a` l’e´tape 2 est meilleure que celle du mode`le basique de l’e´tape
1, le pre´dicteur utilise´ pour la construction du GLM retenu a` l’e´tape 2 est alors conserve´. La
performance du GLM correspondant sert de re´fe´rence et remplace celle du mode`le basique de
l’e´tape 1. On re´pe`te la proce´dure jusqu’a` ce qu’aucun pre´dicteur ne permette d’obtenir un gain
de performance lorsqu’il est ajoute´ pour la de´termination du GLM.
2.3.2. La me´thode d’exclusion
La me´thode d’exclusion (aussi appele´e approche backward) consiste, a` l’inverse de la me´thode
d’inclusion, a` e´valuer le gain apporte´ lorsque l’on exclut un pre´dicteur pour la de´termination du
mode`le GLM. La proce´dure se de´compose selon les e´tapes suivantes :
1. On commence tout d’abord par construire un mode`le GLM complet base´ sur l’ensemble des pre´-
dicteurs disponibles et l’on e´value sa performance.
2. On cherche ensuite, parmi tous les mode`les GLM pour lesquels chaque pre´dicteur est exclu du
mode`le GLM complet, celui qui conduit a` la meilleure performance.
3. Si la performance du GLM retenu a` l’e´tape 2 est meilleure que celle du mode`le complet de l’e´tape 1,
le pre´dicteur exclu pour la construction du GLM retenu a` l’e´tape 2 est alors retire´ de´finitivement.
La performance du GLM correspondant sert de re´fe´rence et remplace celle du mode`le complet de
l’e´tape 1. On re´pe`te la proce´dure jusqu’a` ce qu’aucun pre´dicteur ne permette d’obtenir un gain
de performance lorsqu’il est retire´ pour la construction du GLM.
2.3.3. Combinaison des me´thodes d’inclusion et d’exclusion
Un de´faut des approches d’inclusion et d’exclusion est que les diffe´rents choix faits par ces al-
gorithmes ne sont jamais remis en question. Prenons par exemple une me´thode d’inclusion avec
cinq pre´dicteurs {X1, X2, X3, X4, X5}. Imaginons qu’apre`s trois ite´rations, les pre´dicteurs ont e´te´
se´lectionne´s dans l’ordre suivant : l’algorithme de´cide de retenir d’abord le pre´dicteur X2, puis le
pre´dicteur X1, puis le pre´dicteur X5. Cependant, il est possible qu’en retirant le pre´dicteur X2, une
meilleure performance soit obtenue. Comme cette combinaison n’est pas teste´e par l’algorithme, elle
ne pourra pas eˆtre choisie.
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Un algorithme combinant l’inclusion et l’exclusion permet de pallier ce proble`me. Apre`s avoir
ajoute´ un pre´dicteur, on met en œuvre la me´thode d’exclusion. A chaque e´tape, les choix ante´rieurs
sont remis en question et les pre´dicteurs qui pe´nalisent la performance du GLM sont rejete´s avant
d’ajouter de nouveaux pre´dicteurs. L’algorithme se termine lorsqu’aucun gain n’est observe´ lors de
l’ajout ou le retrait d’une variable.
Du fait du plus grand nombre de combinaisons teste´es, l’algorithme combinant l’inclusion et l’ex-
clusion ne´cessite un couˆt de calculs plus important que les deux autres algorithmes pris se´pare´ment. Il
est cependant conseille´ de le mettre en œuvre e´tant donne´ sa meilleure exploration des combinaisons.
3. Mise en œuvre d’un GLM sur la base des dates analogues
Pour une situation synoptique cible, le mode`le Analog retient un nombre Nd de dates analogues
caracte´risant la circulation atmosphe´rique car l’analogie est effectue´e sur les hauteurs de ge´opotentiel
seules. A partir de ces dates analogues, Nd valeurs de pre´dictand/pre´dicteurs sont extraites et deux
mode`les GLM peuvent eˆtre de´veloppe´s, l’un pour l’occurrence et l’autre pour la quantite´. A partir de
ces deux mode`les GLM, les valeurs pi et µ sont estime´es. Il est alors possible de pre´dire une distribution
FY cumulative des pre´cipitations. Par la suite, ce mode`le combine´ est de´nomme´ MA+GLM. Pour
chaque pre´diction, il se de´compose en trois parties que constituent 1) l’extraction des pre´dicteurs
et des pre´dictands de´duite des dates analogues, 2) la de´termination des mode`les d’occurrence et de
quantite´ les plus adapte´s pour cet ensemble de dates analogues et 3) l’estimation et l’e´mission d’une
distribution des pre´cipitations pour la journe´e cible (appele´e phase d’assemblage). Ces parties sont
de´crites dans les sections 3.1 a` 3.3 et illustre´es sur le sche´ma VI.2.
3.1. L’extraction
La premie`re e´tape consiste a` extraire les valeurs d’occurrence et de quantite´ de pre´cipitations
correspondants aux Nd dates analogues, ainsi que les pre´dicteurs ne´cessaires a` l’e´tablissement des
mode`les d’occurrence et de quantite´. Pour chaque date analogue, une valeur d’occurrence est de´ter-
mine´e comme suit : si la valeur de pre´cipitation est supe´rieure ou e´gale a` un seuil donne´ (ici pris
e´gal a` 0.1 [mm]), la journe´e correspondant a` la date analogue est conside´re´e comme humide. Dans
ce cas, il y a effectivement eu pre´sence de pre´cipitation et la valeur prise par la variable O est e´gale
a` 1. Dans le cas contraire (i.e. la valeur de pre´cipitation est infe´rieure a` 0,1 [mm]), la journe´e est
conside´re´e comme se`che et la variable O prend alors une valeur e´gale a` 0. L’ensemble de ces valeurs
sont regroupe´es dans un vecteur occurrence o = {o1, o2, . . . , oNd} comme repre´sente´ sur la figure VI.2.
Par la suite, le nombre de valeurs pour lesquelles il y a eu effectivement pre´cipitation est repre´sente´
par le parame`tre N˜d.
Pour chaque date analogue humide 1, les valeurs de pluies correspondantes sont extraites pour
former le vecteur q des N˜d pre´cipitations analogues
{
q1, q2, . . . , qN˜d
}
qui constituent un e´chantillon
de la variable ale´atoire quantite´ de pre´cipitation Q.
1. Une date analogue “humide” est un abus de langage de notre part : cela signifie que la pre´cipitation observe´e
pour la date analogue est supe´rieure ou e´gale a` 0,1 mm. Dans le cas ou` la valeur de pre´cipitation observe´e pour la date
analogue conside´re´e est infe´rieure a` 0,1 mm, nous qualifierons cette date analogue de “se`che”.
120
3. Mise en œuvre d’un GLM sur la base des dates analogues
Enfin, les valeurs de pre´dicteurs pour l’occurrence et la quantite´ correspondants aux dates ana-
logues sont e´galement extraites. Le nombre de pre´dicteurs disponibles pour l’occurrence est note´ K˜o
et K˜q pour la quantite´. A priori, il n’est pas ne´cessaire que les jeux de pre´dicteurs disponibles pour
l’occurrence et la quantite´ soient les meˆmes, ni que les valeurs K˜o et K˜q soient e´gales.
3.2. De´termination d’un mode`le d’occurrence et de quantite´
La deuxie`me e´tape consiste a` de´terminer un mode`le GLM pour l’occurrence et la quantite´. L’algo-
rithme de se´lection ite´rative de´crit a` la section 2.3.3 combinant les me´thodes d’inclusion et d’exclusion
permet de retenir la re´gression logistique et la re´gression logarithmique les plus adapte´es sur la base
des valeurs de pre´dictand/pre´dicteurs extraites par les dates analogues a` l’e´tape 1. Pour le mode`le
d’occurrence (respectivement de quantite´), un nombre Ko (respectivement Kq) de pre´dicteurs se´lec-
tionne´s parmi les K˜o (respectivement K˜q) pre´dicteurs potentiels est retenu.
Pour chacune des deux re´gressions, la significativite´ des coefficients estime´s β̂oi (respectivement
β̂qi ) de chaque pre´dicteur X
o
i (respectivement X
q
i ) est e´value´e par le test Z (respectivement le test t
de Student). Si la p-valeur correspondant a` chaque coefficient est infe´rieure a` 0,05, le mode`le GLM
est retenu. Dans le cas contraire, le pre´dicteur dont le coefficient obtient la plus grande p-valeur est
retire´ de l’ensemble des pre´dicteurs potentiels. L’algorithme de se´lection ite´rative est mis en œuvre
sur un nouvel ensemble de pre´dicteurs n’incluant pas le pre´dicteur exclu.
Dans les cas ou` tous les coefficients sont significatifs, les valeurs de pre´dicteurs correspondant
a` la journe´e cible permettent d’estimer une probabilite´ qu’il pre´cipite pi et une valeur moyenne de
quantite´ de pre´cipitation µ̂ pour la journe´e cible conside´re´e. Par ailleurs, il est ne´cessaire d’estimer
le parame`tre de forme ν pour de´finir la distribution statistique de la variable ale´atoire quantite´ Q.
A partir des re´sidus de Pearson, l’estimation ν̂ est calcule´e a` l’aide de la variance estime´e σ̂2 de Q
[McCullagh & Nelder, 1989, pp. 296], qui s’e´crit comme :
σ̂2 =
1{
N˜d − (Kq + 1)
} N˜d∑
n=1
(qn − µ̂)2
µ̂2
(VI.12)
ou` (Kq + 1) correspond au nombre de coefficients de la re´gression a` estimer. Le parame`tre de
forme ν̂ est e´gal a` l’inverse de la variance estime´e 1/σ̂2. La distribution cumulative pre´dite des
pre´cipitations positives F̂Q est alors la loi gamma de parame`tres de forme ν̂ et d’e´chelle µ̂/ν̂. Le cas
ou` tous les coefficients sont significatifs est un cas ide´al qui n’est pas toujours rencontre´. En pratique,
les coefficients du mode`le d’occurrence peuvent en effet eˆtre non-significatifs tout comme ceux du
mode`le de quantite´.
Lorsqu’un mode`le de re´gression n’a pas pu eˆtre de´termine´ pour l’occurrence (i.e. parce que les
coefficients ne respectaient pas le seuil de significativite´), le mode`le MA25 est utilise´ comme mode`le
alternatif pour la pre´diction de l’occurrence. La probabilite´ d’occurrence pi est alors estime´e a` partir
des pre´cipitations extraites par le mode`le MA25 comme :
pi ≡ piMA25 =
1
25
25∑
n=1
on (VI.13)
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ou` piMA25 correspond a` l’estimation de la probabilite´ qu’il pre´cipite a` partir du mode`le MA25.
Lorsque cette fois, un mode`le de re´gression n’a pas pu eˆtre e´tabli (i.e. parce que les coefficients
ne respectaient pas le seuil de significativite´) pour la pre´diction de la quantite´, la distribution des
pre´cipitations FQ est de´duite de la distribution des pre´cipitations positives du mode`le MA25 comme :
F̂Q(q) ≡ F̂Q,MA25(q) =
F̂MA25(q)− (1− piMA25)
piMA25
(VI.14)
F̂Q,MA25 et F̂MA25 correspondent aux distributions cumulatives estime´es des pre´cipitations positives
et des pre´cipitations analogues (incluant les pre´cipitations nulles). La distribution F̂Q,MA25 des pre´ci-
pitations positives analogues est quant a` elle de´finie par une relation line´aire par morceaux. Comme
illustre´e a` la figure VI.1, la distribution cumulative des pre´cipitations positives analogues FQ,MA25
re´sulte d’une dilatation de la distribution des pre´cipitations analogues FMA25 . Elle peut aussi eˆtre uti-
lise´e dans les cas ou` le nombre N˜d de dates analogues humides n’est pas suffisant pour permettre une
bonne estimation de la re´gression. Par suite, nous avons impose´ que ce nombre devait eˆtre supe´rieur
ou e´gal a` dix.
Figure VI.1 – Relation entre la distribution des pre´cipitations analogues F˜MA25 et la distribution des pre´ci-
pitations positives analogues F˜Q,MA25 .
3.3. La phase d’assemblage
La dernie`re e´tape consiste a` de´terminer la distribution cumulative mise a` jour des pre´cipitations
pour le jour cible en assemblant 1) la probabilite´ qu’il pre´cipite et 2) la distribution des pre´cipitations
positives. On utilise a` cet effet le meˆme mode`le de´fini a` l’e´quation VI.6. On obtient alors :
F̂Y (y) = (1− pi) + pi · F̂Q(q = y) (VI.15)
A cette e´tape, quatre possibilite´s se pre´sentent. Elles sont illustre´es a` la figure VI.2.
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3. Mise en œuvre d’un GLM sur la base des dates analogues
Cas 1 : Le mode`le d’occurrence et le mode`le de quantite´ n’ont pas pu eˆtre retenus, les coefficients des
GLM respectifs e´tant tous non significatifs. Dans ce cas, aucune mise a` jour de la distribution des
pre´cipitations est effectue´e. La distribution pre´dite est e´gale a` la distribution des pre´cipitations
analogues du mode`le MA25.
Cas 2 : Le mode`le d’occurrence est retenu tandis que le mode`le de quantite´ ne l’est pas. La distribu-
tion pre´dite re´sulte 1) de la mise a` jour de la probabilite´ qu’il pre´cipite et 2) de la distribution
des pre´cipitations positives analogues pre´dite par MA25. Pour les pre´dictions ou` la probabilite´
mise a` jour qu’il pre´cipite est supe´rieure a` celle pre´dite par le mode`le MA25, il est ne´cessaire de
connaˆıtre la distribution des pre´cipitations aux extreˆmes de la distribution F̂Q,MA25 – i.e. entre
0 et la valeur de pre´cipitation la plus faible et entre la valeur de pre´cipitation la plus forte
et 1. Comme ces parties de la distribution ne nous sont pas connues, nous avons de´cide´ de
re´-e´chantillonner la plus faible et la plus forte valeur lorsqu’il s’agit d’e´mettre une pre´diction
en dehors de la plage de valeurs connues de F̂Q,MA25 .
Cas 3 : Le mode`le d’occurrence n’est pas retenu et le mode`le de quantite´ l’est. La distribution
pre´dite re´sulte 1) de la probabilite´ qu’il pre´cipite estime´e a` partir du mode`le MA25 et 2) de
la distribution des pre´cipitations positives pre´dite par le mode`le de re´gression logarithmique.
Seule la distribution des pre´cipitations positives est alors mise a` jour.
Cas 4 : Le mode`le d’occurrence et le mode`le de quantite´ sont retenus. La distribution pre´dite re´sulte
1) de la mise a` jour de la probabilite´ qu’il pre´cipite et 2) de la distribution des pre´cipitations
positives de´livre´es respectivement par les mode`les d’occurrence et de quantite´.
On notera enfin que la mise en œuvre du mode`le combine´ MA+GLM ne´cessite l’optimisation de
certains parame`tres :
• Le nombre de dates analogues Nd a` retenir. Si ce nombre est faible, les parame`tres des mode`les de
re´gression ne seront pas estime´s de fac¸on fiable. En revanche, s’il est trop important, une partie
des dates analogues retenues ne sera plus re´ellement similaire a` la journe´e cible. La possibilite´
d’identifier les pre´dicteurs explicatifs des pre´cipitations pour la journe´e cible est potentiellement
re´duite, surtout s’ils sont spe´cifiques a` la situation rencontre´e. Au final, la pre´-se´lection effectue´e
par les dates analogues perd de son inte´reˆt. Le cas le plus extreˆme est rencontre´ lorsque toutes
les dates analogues sont retenues. Le mode`le correspondrait alors a` un mode`le de re´gression
simple estime´ sur l’ensemble des situations.
• Les jeux de Ko et Kq pre´dicteurs potentiels qui peuvent eˆtre retenus par l’algorithme de se´lec-
tion ite´rative respectivement pour l’occurrence et la quantite´ pour chaque pre´diction.
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Figure VI.2 – Sche´matisation de la mise en œuvre d’un mode`le GLM sur la base de Nd dates analogues. Le
sigle KO indique qu’un mode`le GLM n’a pas pu eˆtre retenu pour l’occurrence ou la quantite´.
A l’inverse, le sigle OK indique qu’il a pu eˆtre e´tabli.
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ChapitreVII
Constitution d’un jeu de pre´dicteurs
Dans ce chapitre, notre but est d’e´tablir un ensemble de pre´dicteurs potentiellement informatifs
pour la pre´diction des pre´cipitations en France. Comme plusieurs types de pre´cipitations peuvent eˆtre
retrouve´es a` nos latitudes, nous tentons de retenir des pre´dicteurs qui puissent eˆtre caracte´ristiques des
processus atmosphe´riques a` l’origine de ces diffe´rentes pre´cipitations. Dans une premie`re section, nous
de´crivons les diffe´rents types de pre´cipitations rencontre´es sur le territoire franc¸ais et les contextes
me´te´orologiques dans lesquels ces pre´cipitations surviennent. Dans une seconde section, nous listons
les diffe´rentes familles de pre´dicteurs intervenant dans les processus ge´ne´rateurs de pre´cipitations, ce
qui nous permet d’e´tablir un premier jeu de pre´dicteurs potentiels. Il est important d’e´viter la multi-
coline´arite´ des variables explicatives dans la re´gression. Par conse´quent, nous effectuons une e´tude des
corre´lations entre pre´dicteurs en dernie`re partie de fac¸on a` e´tablir une liste de pre´dicteurs potentiels
e´vitant au mieux les informations redondantes pour l’optimisation d’un mode`le d’occurrence et d’un
mode`le de quantite´.
1. Caracte´risation des pre´cipitations
Trois types de pre´cipitations peuvent eˆtre conside´re´s sur le territoire franc¸ais : les pre´cipitations
de types stratiforme (section 1.1), orographique (section 1.2) ou convective (section 1.3).
1.1. Pre´cipitation de type stratiforme
Les pre´cipitations de type stratiforme sont induites par les perturbations baroclines rencontre´es
aux moyennes latitudes et provenant de l’Atlantique. Elles surviennent majoritairement pendant
la saison hivernale et impactent l’ensemble de la France parfois pendant plusieurs jours. Elles sont
pilote´es par un centre de bas ge´opotentiel re´sultant de l’interaction entre une zone de basse tropopause
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avec un centre de basse pression au sol. Autour de ce centre s’enroule une perturbation ge´ne´ralement
constitue´e d’un front chaud, d’un front froid et parfois d’une occlusion, dont les flux ascendants
me`nent a` la formation de nuages lorsque l’humidite´ arrive a` saturation (pp. 451 Malardel, 2005).
Plus le syste`me de´pressionnaire est dynamique – autrement dit la de´pression est creuse – plus les
vitesses verticales peuvent eˆtre importantes.
1.2. Pre´cipitation de type orographique
Comme leur nom l’indique, les pre´cipitations orographiques se produisent en pre´sence de reliefs.
Elles re´sultent du soule`vement par le relief d’une masse d’air humide qui se refroidit au fur et a`
mesure qu’elle s’e´le`ve. La formation de nuages se produit lorsque les conditions thermodynamiques
permettent d’atteindre le point de condensation, entraˆınant potentiellement des pre´cipitations.
1.3. Pre´cipitation de type convective
Les pre´cipitations convectives proviennent de l’e´le´vation par la pousse´e d’Archime`de d’une masse
d’air humide due a` l’instabilite´ de l’air. Elles sont ge´ne´re´es par des cellules convectives pouvant eˆtre
de diffe´rentes formes : par exemple la cellule ordinaire et isole´e (d’une dure´e de vie de l’ordre de
l’heure) ou l’organisation de plusieurs cellules ou orages “multi-cellulaires” ou` le cisaillement vertical
du vent constitue un parame`tre important pour la ge´ne´ration de la convection profonde (dure´e de
vie variant entre une heure et une dizaine d’heures). L’e´tendue spatiale de ces phe´nome`nes varie du
kilome`tre a` plusieurs dizaines de kilome`tres. Selon Doswell [1987], les trois e´le´ments ne´cessaires a`
la convection sont l’humidite´, l’instabilite´ et le mouvement vertical. Il est alors ne´cessaire de disposer
de cette information pour la pre´diction des pre´cipitations convectives. De part les e´chelles spatiales
et temporelles de ces syste`mes qui sont infe´rieures a` celles des re´-analyses ERA-40, la pre´diction de
ces pre´cipitations reste une taˆche hasardeuse. Cependant, les situations synoptiques pour lesquelles il
est probable que des pre´cipitations convectives surviennent peuvent tout de meˆme eˆtre caracte´rise´es
par un jeu de pre´dicteurs de grande e´chelle.
2. Composition d’un jeu de pre´dicteurs
Dans cette section, nous identifions un premier jeu de pre´dicteurs potentiels qui puisse ame´liorer
les performances locales des champs de pre´cipitations pre´dits. Il est a` noter que, contrairement aux
hauteurs de ge´opotentiel utilise´es par le mode`le MA, les pre´dicteurs de´crits dans cette section et
utilise´s dans le reste de la partie III correspondent a` des scalaires et non des champs synoptiques. Par
conse´quent, l’information qu’ils apportent rele`vent d’une e´chelle plutoˆt locale, tandis que les dates
analogues sont informatives de la circulation a` large e´chelle.
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2.1. Typologie des pre´dicteurs
2.1.1. Les pre´dicteurs dynamiques
Les pre´dicteurs dynamiques caracte´risent la circulation atmosphe´rique de grande-e´chelle et re-
groupent par exemple la pression au niveau de la mer (SLP – Sea Level Pressure), les hauteurs de
ge´opotentiels Z et les vitesses zonale U et me´ridienne V des vents de´crits sur plusieurs niveaux de
pression. Dans notre contexte, une part de l’information de´livre´e par ces variables est de´ja` porte´e par
les dates analogues. Toutefois, une information locale de ces variables pourrait peut-eˆtre s’ave´rer utile
pour raffiner les pre´dictions e´mises. Par exemple, les vitesses U et V peuvent eˆtre conside´re´es comme
une information locale de l’origine des masses d’air et permettrait de caracte´riser les pre´cipitations
de type orographique en zone de montagne. Dans la litte´rature, les variables Z, U et V utilise´es
sont souvent prises dans les basses et moyennes couches de l’atmosphe`re entre 850 et 500 hPa (e.g.
Wilby & Wigley, 2000 ; Mezghani & Hingray, 2009 ; Frost et al., 2011 ; Abdellatif et al.,
2012 ; Kenabatho et al., 2012 ; Chun et al., 2013, pour les mode`les d’occurrence et/ou de cumul
de pre´cipitations base´s sur la re´gression et Wetterhall et al. [2005] ; Bontron & Obled [2005] ;
Schoof et al. [2010] ; Hertig et al. [2013] pour d’autres SDMs).
2.1.2. Les pre´dicteurs d’humidite´
L’humidite´ constitue un e´le´ment ne´cessaire a` la formation des pre´cipitations quelle que soit leur
nature. Plus une masse d’air est humide, plus la chance d’observer des pre´cipitations est importante.
A l’inverse, plus l’air est sec, moins une pre´cipitation risque d’eˆtre observe´e. C’est pourquoi de
nombreuses e´tudes retiennent l’humidite´ relative R et/ou l’humidite´ spe´cifique S. L’humidite´ relative
constitue un indicateur du degre´ de saturation de l’eau dans l’atmosphe`re et est conside´re´ comme
un moteur potentiel de la ge´ne´ration de pre´cipitations [Beckmann & Buishand, 2002]. L’humidite´
spe´cifique renseigne quant a` elle sur le contenu en eau de l’atmosphe`re. Les niveaux de pression pour
lesquels ces variables sont ge´ne´ralement retenues varient entre 850 et 500 hPa car les nuages dont la
base est situe´e au dessus du ge´opotentiel 500 hPa ne produisent ge´ne´ralement pas de pre´cipitations au
sol. Certains auteurs comme Mezghani & Hingray [2009] utilisent aussi l’e´quivalent en eau contenue
dans une colonne d’atmosphe`re (TCW – Total Column Water). Beaucoup d’e´tudes introduisent
un ou plusieurs pre´dicteurs d’humidite´ comme variable(s) explicative(s). Un grand nombre d’entre
elles combinent ces pre´dicteurs avec des pre´dicteurs dynamiques (e.g. Wilby & Wigley, 2000 ;
Wetterhall et al., 2005 ; Bontron & Obled, 2005 ; Mezghani & Hingray, 2009 ; Schoof et
al., 2010 ; Frost et al., 2011 ; Abdellatif et al., 2012 ; Kenabatho et al., 2012 ; Hertig et al.,
2013 ; Chun et al., 2013) car la combinaison de ces deux informations permet d’estimer la part d’eau
contenue dans les masses d’air advecte´es sur le territoire.
2.1.3. Les pre´dicteurs thermiques
Les pre´dicteurs thermiques informent de la tempe´rature d’une masse d’air. Ils regroupent par
exemple la tempe´rature T [Wilby & Wigley, 2000 ; Abaurrea & Asn, 2005 ; Schoof et al., 2010 ;
Frost et al., 2011 ; Kenabatho et al., 2012 ; Chun et al., 2013] et l’e´paisseur ∆Z de la colonne
d’atmosphe`re entre deux ge´opotentiels [Cavazos & Hewiston, 2005]. L’inte´reˆt des pre´dicteurs de
tempe´rature consiste a` renseigner sur la capacite´ d’une masse d’air a` contenir de l’eau sous forme de
127
Chapitre VII. Constitution d’un jeu de pre´dicteurs
vapeur et sur la facilite´ a` condenser la vapeur en goutte d’eau. Plus une masse d’air est chaude, plus
il est possible de stocker de l’eau sous forme de vapeur. Cependant, il sera plus difficile d’atteindre
le niveau de saturation en vapeur d’eau. Inversement, si la tempe´rature de la masse d’air diminue,
la capacite´ de stockage de´croˆıt et il sera plus facile d’atteindre le niveau de saturation. Un autre
pre´dicteur thermique parfois utilise´ est la baroclinicite´ B [e.g. Mezghani & Hingray, 2009]. Cette
variable de´crit les gradients horizontaux de tempe´rature et indique par conse´quent l’e´volution dans
l’espace horizontal de la capacite´ de stockage de l’atmosphe`re.
2.1.4. Les pre´dicteurs de mouvements verticaux
Les mouvements verticaux a` l’e´chelle synoptique permettent de de´tecter les fronts entre deux
masses d’air de caracte´ristiques diffe´rentes (e.g. tempe´rature et hygrome´trie) capables de ge´ne´rer des
pre´cipitations. Plusieurs variables peuvent de´crire ces mouvements verticaux. Par exemple Mathes
et al. [2008] et Ben Daoud et al. [2011] utilisent la vitesse verticale W a` 850 hPa comme pre´dicteur.
Wilby & Wigley [2000] et Abdellatif et al. [2012] ont retenu la divergence du vent au sol et/ou
a` 500 hPa.
2.1.5. Les pre´dicteurs de persistance
Il arrive en France que certaines situations synoptiques soient persistantes sur le territoire, comme
par exemple les situations anticycloniques qui durent en e´te´. Pour ces situations, un pre´dicteur
caracte´risant la persistance peut s’ave´rer pertinent. Par exemple, Mezghani & Hingray [2009] et
Chun et al. [2013] utilisent l’occurrence de la veille du jour de pre´diction – note´e Occ-1 par la suite –
pour pre´dire la probabilite´ qu’il pre´cipite tandis que Wilby & Wigley [2000] l’introduisent e´galement
pour pre´dire le cumul. Chun et al. [2013] appliquent une fonction logarithmique (i.e. ln [1 + Y (t− 1)])
sur le cumul de la veille pour pre´dire le cumul de pre´cipitation.
2.1.6. Les pre´dicteurs d’instabilite´ thermo-dynamique
Des indices peuvent parfois eˆtre utilise´s pour pre´dire les pre´cipitations de type convectives. Hertig
et al. [2013] retiennent par exemple le Showalter-Index (Showalter, 1953) pour caracte´riser l’in-
stabilite´ convective. D’autres indicateurs tels que la CAPE (Convective Available Potential Energy)
peuvent aussi eˆtre utilise´s. Hertig et al. [2013] introduisent e´galement la CIN (Convective INhi-
bition, Myoung & Nielsen-Gammon [2010]) pour caracte´riser l’e´nergie ne´cessaire pour libe´rer la
CAPE.
A partir de cette revue bibliographique, plusieurs pre´dicteurs ont e´te´ retenus pour notre e´tude :
• Les humidite´s relatives R1, R2 et R3 respectivement aux pressions 850, 700 et 500 hPa. Comme
cette variable est l’une des plus importantes pour la pre´diction des pre´cipitations [Wetterhall
et al., 2006], il a e´te´ de´cide´ de retenir ces trois niveaux de pression de fac¸on a` de´terminer quel
est celui permettant d’expliquer le mieux les pre´cipitations,
• L’e´quivalent en eau TCW contenue dans la colonne d’atmosphe`re,
• La tempe´rature T a` 700 hPa,
• L’e´paisseur ∆Z de la colonne d’atmosphe`re entre les hauteurs de ge´opotentiel entre 700 et 1000
hPa,
• La baroclinicite´ B a` 700 hPa,
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• Les ge´opotentiels Z1 et Z2 respectivement a` 1000 et 700 hPa.
• Les vents U zonal et V me´ridien a` 700 hPa,
• La vitesse W du vent vertical a` 700 hPa,
• L’occurrence de pre´cipitation de la veille Occ-1.
Parmi ces variables, le niveau de pression e´gal a` 700 hPa a e´te´ majoritairement retenu car il permet
d’avoir une image moyenne de ces dernie`res a` la fois pour les basses et moyennes couches.
Nous avons de´cide´ de tester e´galement l’information apporte´e par d’autres pre´dicteurs. Ces pre´-
dicteurs, pouvant eˆtre bruts ou issus d’une transformation, sont de´crits dans la section 2.2 ci-dessous.
2.2. Pre´dicteurs composites & autres variables
2.2.1. Produit de l’humidite´ relative par l’e´quivalent en eau
Dans sa the`se, Bontron [2004] avait de´termine´ qu’un pre´dicteur composite RTCW de´fini comme
le produit de l’humidite´ relative R1 a` 850 hPa par l’e´quivalent en eau contenue dans une colonne
d’atmosphe`re TCW e´tait informatif des pre´cipitations. Nous avons par ailleurs pu ve´rifier dans la
section 4.3 de l’article Chardon et al. [2014] que l’ajout d’un second niveau d’analogie base´ sur cette
variable permettait d’obtenir localement de meilleures performances de pre´diction. Par suite, cette
variable est retenue comme pre´dicteur potentiel pour les mode`les GLM d’occurrence et de quantite´
des pre´cipitations.
2.2.2. Flux d’humidite´
Dans le cadre de cette e´tude, nous souhaitons e´valuer le gain apporte´ par un flux d’humidite´ base´
sur le produit de la re´sultante du vent F par l’humidite´ relative, informant sur la quantite´ d’humidite´
advecte´e par un flux d’air, comme utilise´ par Wetterhall et al. [2006]. Le flux d’humidite´ FR pour
un niveau de pression donne´ est de´fini par la relation VII.1 comme :
F =
√
U2 + V 2
FR = R · F
(VII.1)
ou` U et V correspondent aux vitesses du vent zonal et me´ridien, F est la re´sultante du vent et R
repre´sente l’humidite´ relative. Par la suite, le niveau de pression retenu est e´gal a` 700 hPa. Nous
avons de plus conside´re´ les composantes zonales UR et me´ridiennes V R du flux d’humidite´, calcule´s
sur le meˆme principe que l’e´quation VII.1.
2.2.3. Diffe´rence de tempe´ratures potentielles
La tempe´rature potentielle θ correspond a` la tempe´rature qu’aurait une parcelle d’air si elle e´tait
ramene´e a` un niveau de re´fe´rence (choisi e´gal a` 1000 hPa) par une transformation adiabatique et s’il
n’y avait pas de changement de phase. Elle est de´finie par l’e´quation VII.2 comme :
θ = T
(
1000
p
)Ra
Cp
(VII.2)
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ou` T de´signe la tempe´rature de la parcelle conside´re´e au niveau de pression p. Ra correspond a` la
constante des gaz parfaits et Cp a` la chaleur massique a` pression constante de l’air. Le rapport de
Ra par Cp est e´gal a` 0,286. A la diffe´rence de la tempe´rature T , la tempe´rature potentielle θ varie
seulement lorsque des e´changes de chaleur ont lieu entre une masse d’air et l’exte´rieur.
Une manie`re de caracte´riser l’instabilite´ dans les basses couches ne´cessaire a` la convection (cf. sec-
tion 1.3) consiste a` regarder la variation ∆θ de tempe´rature potentielle entre 925 et 700 hPa, de´finie
par :
∆θ = θ700 − θ925 (VII.3)
Si la tempe´rature potentielle a` 925 hPa est plus importante que celle obtenue a` 700 hPa (i.e. ∆θ < 0),
la situation est qualifie´e de convectivement instable. La situation est convectivement neutre si ces
deux tempe´ratures potentielles sont e´gales, et convectivement stable si θ925 est infe´rieure a` θ700
(i.e. ∆θ > 0.
2.2.4. La vorticite´ potentielle
Lors de syste`mes de´pressionnaires (re´sultant de l’inte´raction d’une zone de basse tropopause avec
un centre de basse pression au sol), des pre´cipitations peuvent e´galement eˆtre ge´ne´re´es par les nuages
convectifs de traˆıne se situant a` l’arrie`re du front froid. Par exemple, la figure VII.1.a) est une vue
satellite centre´e sur l’Europe pour le 27 de´cembre 2013 a` 12h UTC. Sur cette figure, les diffe´rents fronts
(chaud, froid et occlusion) sont repre´sente´s. La zone situe´e a` l’arrie`re du front froid est caracte´rise´e par
un mouvement de subsidence a` l’e´chelle synoptique. Cependant, on remarque a` une e´chelle plus locale
la pre´sence de nuages convectifs de traˆıne (surface turquoise). Sur la figure VII.1.b) correspondant a`
l’intensite´ des pre´cipitations (issue d’un produit satellite Eumetsat), on remarque que ces nuages de
traˆıne ge´ne`rent des pre´cipitations convectives en aval du front froid.
Une manie`re de repe´rer ces zones de basse tropopause ou` ce type de pre´cipitations peut eˆtre
retrouve´ est d’utiliser l’altitude de la vorticite´ potentielle PV prise e´gale a` 1,5 pvu (valeur de´limitant
la troposphe`re de la stratosphe`re). Cependant, cette donne´e n’est pas disponible dans les re´-analyses
ERA-40. Nous avons alors de´cide´ de retenir la vorticite´ potentielle PV au niveau de pression 400 hPa
[i.e. niveau de pression pour lequel la vorticite´ potentielle vaut en moyenne 1,5 pvu a` nos latitudes
selon Malardel, 2005, pp. 111]. Si la valeur de PV a` 400 hPa est supe´rieure a` 1,5, nous sommes en
pre´sence d’une tropopause plus basse que la normale. Si en revanche elle est plus faible, nous sommes
en pre´sence d’une tropopause plus haute.
A titre d’illustration, la figure VII.2 repre´sente la hauteur du ge´opotentiel a` 1000 hPa [extraites
des donne´es ERA-Interim, Dee et al., 2011] pour la journe´e du 27-12-2013 a` 12h UTC. La zone de
basse pression au sol est localise´e sur le nord du Royaume Uni par les teintes de couleurs bleues. Sur
la figure VII.2, la vorticite´ potentielle au niveau 400 hPa est repre´sente´e par les lignes de contours
marron. Sur la figure VII.2, l’anomalie de basse tropopause est repe´rable par des valeurs de PV
atteignant 6 pvu. On remarque aussi que pour la re´gion ou` des pre´cipitations dues aux nuages de
traˆıne sont rencontre´es (cf. figure VII.1.b), les valeurs prises par PV sont proches a` 4 pvu, ce qui
correspond a` une zone de basse tropopause.
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a)
b)
Figure VII.1 – a) Image satellite (Eumetsat 2013) repre´sentant une perturbation cyclonique atteignant l’Eu-
rope le 27-12-2013 a` 12h UTC. Sur cette image, le front froid est repre´sente´ en bleu, le front
chaud en rouge et l’occlusion en violet. La surface turquoise repre´sente le ciel de traˆıne ou`
des nuages convectifs sont localement retrouve´s. b) Intensite´ des pluies photographie´es par le
satellite ge´ostationnaire MSG. La surface bleue turquoise repre´sente les pre´cipitations dues
aux nuages de traˆıne.
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Figure VII.2 – Localisation de la de´pression cyclonique par le ge´opotentiel Z1000 (plage de couleurs) pour le
27-12-2013. Les lignes de contours correspondent a` la valeur prise par la vorticite´ potentielle
PV a` 400 hPa (exprime´e en unite´s pvu). Donne´es ERA-Interim [Dee et al., 2011].
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Figure VII.3 – Repre´sentation sche´matique d’un hodographe. a) Le vent F a` chaque niveau de pression est
repre´sente´ dans un repe`re (x,y,z). b) Le vent F est projete´ dans un repe`re (O, u, v) pour
chaque niveau de pression. La valeur de l’he´licite´ H est de´duite par la somme des aires vertes
auxquelles les aires bleues sont retranche´es. Adapte´ de Malardel [2005, pp. 497].
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2.2.5. Divergence du flux d’humidite´ en basse couche
Les zones de convergence des masses d’air s’accompagnent de mouvement verticaux et peuvent
produire des pre´cipitations. Un moyen de caracte´riser cette convergence consiste a` utiliser l’ope´rateur
divergence ∇ applique´ a` la re´sultante F du vent. Comme la pre´cipitation est favorise´e en pre´sence
d’humidite´, nous conside´rerons par la suite la divergence ∇FR du flux d’humidite´ de basse couche (ici
850 hPa). Une valeur ne´gative de ∇FR traduit une situation de convergence et donc potentiellement
favorable a` la ge´ne´ration de pre´cipitations.
2.2.6. L’he´licite´
La formation de syste`mes convectifs organise´s et persistants tels que les orages “multi-cellulaires”
est favorise´e lorsqu’il y a pre´sence de cisaillement vertical du vent. Ge´ne´ralement, le cisaillement est
repre´sente´e sur un hodographe dont un sche´ma est montre´ a` la figure VII.3 : pour chaque niveau de
pression ou d’altitude, la vitesse du vent F est projete´e dans un repe`re (O, u, v) (figure VII.3.b). Le
vecteur cisaillement vertical du vent ~S = ∂ ~F/∂z est obtenu par la diffe´rence des vecteurs vents ~F
entre deux niveaux successifs (repre´sente´ en orange sur la figure VII.3.b).
Cependant, il est difficile de caracte´riser le cisaillement en tout niveau a` l’aide d’une seule variable.
C’est pourquoi nous avons de´cide´ de ne retenir que l’aire de´limite´e par les vecteurs vents entre deux
niveaux successifs. Si le cisaillement se de´place dans le sens inverse des aiguilles d’une montre, l’aire
est positive (aire en vert). Inversement, l’aire est ne´gative si le cisaillement tourne dans le sens des
aiguilles d’une montre (aire en bleu). La somme de ces aires entre les niveaux ZA et ZB constitue ce
que nous appellerons l’he´licite´ H par la suite, comme de´finie a` l’e´quation VII.4 :
H =
∫ ZB
ZA
F (z)dz (VII.4)
Dans la suite de l’e´tude, les niveaux ZA et ZB sont respectivement e´gaux a` 1000 et 500 hPa.
Finalement, l’ensemble des pre´dicteurs retenus pour la pre´diction des pre´cipitations par le mode`le
MA+GLM sont liste´s dans le tableau VII.1. Par suite, les valeurs des pre´dicteurs de´pendent de la
localisation de la maille Safran conside´re´e et sont calcule´es selon une interpolation de type inverse-
distance base´e sur les quatre mailles ERA-40 avoisinant la maille Safran d’inte´reˆt.
3. Etude des corre´lations entre pre´dicteurs
L’application d’un mode`le de type GLM ne´cessite de disposer d’un jeu de pre´dicteurs dont chacun
est porteur d’une information diffe´rente pour l’explication de la variable d’inte´reˆt. Si les pre´dicteurs
sont line´airement de´pendants entre eux, l’estimation des coefficients β̂ devient tre`s sensible aux va-
riations de Y et n’est pas robuste (cf. section 1 de l’annexe D).
De fac¸on a` e´carter les effets ne´fastes de la multicoline´arite´, deux me´thodes peuvent eˆtre utilise´es
pour de´tecter les liens entre diffe´rentes variables. La premie`re est une Analyse en Composantes
Principales (ACP). Cette approche a e´te´ applique´e dans notre contexte par Cavazos & Hewiston
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Tableau VII.1 – Jeu de pre´dicteurs potentiels pour la description des pre´cipitations en France.
Pre´dicteurs d’humidite´
R1 Humidite´ relative a` 850 hPa
R2 Humidite´ relative a` 700 hPa
R3 Humidite´ relative a` 500 hPa
TCW Equivalent en eau dans la colonne d’atmosphe`re
RTCW Produit de R1 par TCW
(e´quivalent a` la seconde variable d’analogie
du mode`le MA utilise´ dans la section 4.3 de Chardon et al. [2014])
Pre´dicteur d’instabilite´ thermo-dynamique
∆θ Gradient de tempe´rature potentielle entre les niveaux 925 et 700 hPa
Pre´dicteur caracte´ristique de zones de basse tropopause
PV Vorticite´ potentielle a` 400 hPa
Pre´dicteurs thermiques
T Tempe´rature a` 700 hPa
∆Z Epaisseur de la colonne d’atmosphe`re entre les ge´opotentiels 700 et 1000 hPa
B Baroclinicite´ a` 700 hPa
Pre´dicteurs dynamiques
Z1 Hauteur du ge´opotentiel a` 1000 hPa
Z2 Hauteur du ge´opotentiel a` 700 hPa
U Vent zonal a` 700 hPa
V Vent me´ridien a` 700 hPa
F Re´sultante du vent a` 700 hPa
H He´licite´ inte´gre´e entre 1000 et 500 hPa
Pre´dicteurs de flux d’humidite´
UR Flux d’humidite´ me´ridien a` 700 hPa
V R Flux d’humidite´ zonal a` 700 hPa
FR Intensite´ du flux d’humidite´ a` 700 hPa
∇FR Divergence du flux d’humidite´ a` 700 hPa
Pre´dicteurs de mouvement vertical
W Vitesse verticale a` 700 hPa
Pre´dicteur d’autocorre´lation temporelle
Occ-1 Occurence de pluie de la veille du jour a` pre´dire
[2005], Mathes et al. [2008], Ben Daoud [2010], Kenabatho et al. [2012] ou encore Hertig et al.
[2013]. La localisation des pre´dicteurs projete´s dans les plans de´finis par les axes les plus explicatifs
en terme de variance permet de regrouper les pre´dicteurs apportant une information similaire. La
se´lection d’un pre´dicteur parmi les groupes identifie´s permet de constituer un ensemble de pre´dicteurs
apportant chacun une information diffe´rente. La seconde me´thode, celle que nous avons retenue,
constitue ce groupe de pre´dicteurs sur la base de l’e´valuation des corre´lations croise´es entre chaque
couple de pre´dicteurs. Le coefficient de corre´lation utilise´ ici est le rho de Spearman qui est e´gal
au coefficient de corre´lation de Pearson calcule´ sur les rangs. Ce coefficient est non parame´trique et
permet de de´tecter des liens non-line´aires entre deux variables. En pratique, si la valeur absolue du rho
de Spearman entre deux pre´dicteurs est supe´rieure a` un seuil fixe´ a priori, le couple de pre´dicteurs est
rejete´. Dans notre cas, les valeurs des pre´dicteurs e´tant extraites des dates analogues et, ces dernie`res
variant entre chaque pre´diction, il est probable que les valeurs des coefficients de corre´lation changent
selon le jour cible de pre´diction. Notre e´tude des corre´lations est mene´e par conse´quent a` partir des
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dates analogues. Pour M pre´dictions pour lesquelles un ensemble de dates analogues sont e´mises par
le MA, M rho de Spearman peuvent eˆtre estime´s pour chaque couple de pre´dicteurs.
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Figure VII.4 – a) Coefficient de corre´lation de Spearman estime´ a` partir des chroniques de pre´dicteurs et b)
coefficient de corre´lation de Spearman moyen obtenu a` partir des dates analogues de´duites du
mode`le MA100 pour chaque couple de pre´dicteurs pour la maille Safran NW.
La figure VII.4.a) repre´sente le coefficient de corre´lation de Spearman global (note´ ρ par la suite)
classiquement estime´ entre les deux se´ries temporelles issues de chaque couple de pre´dicteurs pour
la pe´riode allant du 01-08-1982 au 31-07-2001 et pour la maille d’accroche NW (cf. figure IV.1).
La figure VII.4.b) repre´sente le rho de Spearman moyen (note´ ρ) obtenu pour chaque couple de
pre´dicteurs conditionne´s par les dates analogues. Pour un couple de pre´dicteurs (X,Y ), une valeur
absolue de ρ infe´rieure a` celle de ρ indique qu’en moyenne, les variables X et Y sont moins corre´le´es
lorsqu’elles sont e´chantillonne´es a` partir des dates analogues. Si l’on compare les figures VII.4.a)
et b), on constate que la structure de corre´lation entre pre´dicteurs est tre`s similaire. Cependant, la
figure VII.4.b) pre´sente des corre´lations moyennes plus faibles. Par exemple, pour la maille d’accroche
NW conside´re´e, les couples (R1, R2), (R2, R3), (T, TCW ), (F,UR), (U,FR) sont fortement corre´le´s
avec un ρ global compris entre 0,6 et 1 alors que leurs corre´lations moyennes diminuent lorsqu’elles
sont calcule´es a` partir des dates analogues (ρ de´sormais compris entre 0,2 et 0,6). De meˆme, le ρ
entre le pre´dicteur de persistance Occ-1 et les autres pre´dicteurs est compris entre -0,2 et 0,2, alors
que sa valeur absolue globale est situe´e entre 0,2 et 0,6 pour quasiment tous les autres pre´dicteurs
(excepte´ TCW , B, V , ∇FR, PV et W ). Cette baisse de corre´lation peut s’expliquer par le fait
qu’une partie de la corre´lation de´rive de la forte saisonnalite´ de certaines de ces variables. A l’inverse,
certains liens s’accentuent comme l’illustre le couple (R2,RTCW ) dont la valeur du coefficient est plus
e´leve´e. De meˆme, une corre´lation ne´gative plus forte est visible pour les couples (∆θ, ∆Z),(TCW ,H),
(RTCW ,H),(PV ,∆Z), (PV ,B).
L’e´chantillonnage par les dates analogues a en moyenne pour effet de re´duire la corre´lation entre
les pre´dicteurs. Cependant, il est probable qu’une valeur de corre´lation moyenne proche de 0 re´sulte
seulement d’une somme de jours de pre´diction pour lesquelles les corre´lations sont soit positives, soit
135
Chapitre VII. Constitution d’un jeu de pre´dicteurs
ne´gatives. Les figures VII.5.a) et b) repre´sentent le pourcentage de cas ou` ρ est supe´rieur a` 0,6 ou
infe´rieur a` -0,6. Pour la majeure partie des couples de pre´dicteurs, la structure de corre´lation est
stable : pour l’ensemble des pre´dictions, la valeur de corre´lation pour un couple de pre´dicteurs – dont
les valeurs sont issues des dates analogues – est toujours positive ou toujours ne´gative. Seules quelques
couples de pre´dicteurs obtiennent a` la fois des corre´lations positives et ne´gatives. Par exemple, V
et F sont corre´le´s ne´gativement dans 50% des cas (lorsque V est ne´gatif) et corre´le´s positivement
(lorsque V est positif) dans les autres cas. Un re´sultat similaire peut eˆtre retrouve´ pour les couples
(V R,FR) et (R2, V R).
Occ − 1
W
PV
∇ FR
FR
VR
UR
H
Z2
Z1
F
V
U
B
∆Z
T
∆ θ
RTCW
TCW
R3
R2
R1
R
1
R
2
R
3
TC
W
R
TC
W
∆ 
θ
T ∆ Z B U V F Z 1 Z 2 H UR VR FR ∇ 
FR
PV W O
cc
−
1
0.0 0.2 0.4 0.6 0.8 1.0
ρ ≤  − 0.6 (Analog)
a)
Occ − 1
W
PV
∇ FR
FR
VR
UR
H
Z2
Z1
F
V
U
B
∆Z
T
∆ θ
RTCW
TCW
R3
R2
R1
R
1
R
2
R
3
TC
W
R
TC
W
∆ 
θ
T ∆ Z B U V F Z 1 Z 2 H UR VR FR ∇ 
FR
PV W O
cc
−
1
0.0 0.2 0.4 0.6 0.8 1.0
ρ ≥  0.6 (Analog)
b)
Figure VII.5 – Pourcentage de coefficients de corre´lation de Spearman a) infe´rieurs a` -0.6 et b) supe´rieurs a`
0.6 estime´s a` partir des dates analogues pour la maille Safran NW.
Pour conclure, cette e´tude montre que l’ensemble des pre´dicteurs d’humidite´ (R1, R2, R3, TCW
et RTCW ) sont fortement corre´le´s entre eux. Par construction, le pre´dicteur R2 est de plus lie´ aux
flux d’humidite´ UR, V R et FR. Pour la meˆme raison, les pre´dicteurs dynamiques U , V et F sont
eux aussi corre´le´s avec UR, V R et FR. Enfin, TCW et son de´rive´ RTCW sont fortement corre´le´s
avec les pre´dicteurs thermiques T et ∆Z , eux-meˆmes tre`s lie´s a` Z2. Ces re´sultats sont similaires a`
ceux retrouve´s lorsque l’e´tude de corre´lation est de´veloppe´e sur les mailles d’accroche NE, SW et SE,
de part la faible variabilite´ spatiale de ces pre´dicteurs a` l’e´chelle du territoire franc¸ais.
Par la suite, les deux prochains chapitres ont pour but de de´terminer deux jeux de pre´dicteurs
adapte´s pour la pre´diction de l’occurrence et de la quantite´ de pre´cipitations. Pour chacune de ces
deux variables (i.e. occurrence et quantite´), une e´tude pre´liminaire consiste a` e´valuer le pouvoir
pre´dictif de chaque pre´dicteur potentiel pris inde´pendamment. De fac¸on a` limiter les calculs, une
se´lection effectue´e a priori sur la base de l’e´tude des corre´lations peut eˆtre faite. Comme les pre´dic-
teurs d’humidite´ sont se´lectionne´s dans beaucoup d’e´tudes [e.g. Abaurrea & Asn, 2005 ; Cavazos
& Hewiston, 2005 ; Mathes et al., 2008 ; Mezghani & Hingray, 2009 ; Frost et al., 2011 ; Ab-
dellatif et al., 2012 ; Kenabatho et al., 2012 ; Chun et al., 2013], nous avons de´cide´ de tous les
retenir. De meˆme, tous les pre´dicteurs de flux d’humidite´ ont e´te´ teste´s. Les pre´dicteurs U , V et F
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Tableau VII.2 – Jeu de pre´dicteurs potentiels pour la de´termination des mode`les d’occurrence et de quantite´.
Pre´dicteurs d’humidite´
R1 Humidite´ relative a` 850 hPa
R2 Humidite´ relative a` 700 hPa
R3 Humidite´ relative a` 500 hPa
TCW Equivalent en eau dans la colonne d’atmosphe`re
RTCW Produit de R1 par TCW
(e´quivalent a` la seconde variable d’analogie
du mode`le MA utilise´ dans la section 4.3 de Chardon et al. [2014])
Pre´dicteur d’instabilite´ thermo-dynamique
∆θ Gradient de tempe´rature potentielle entre les niveaux 925 et 700 hPa
Pre´dicteur caracte´ristique de zones de basse tropopause
PV Vorticite´ potentielle a` 400 hPa
Pre´dicteurs thermiques
T Tempe´rature a` 700 hPa
B Baroclinicite´ a` 700 hPa
Pre´dicteurs dynamiques
Z1 Hauteur du ge´opotentiel a` 1000 hPa
H He´licite´ inte´gre´e entre 1000 et 500 hPa
Pre´dicteurs de flux d’humidite´
UR Flux d’humidite´ me´ridional a` 700 hPa
V R Flux d’humidite´ zonal a` 700 hPa
FR Intensite´ du flux d’humidite´ a` 700 hPa
∇FR Divergence du flux d’humidite´ a` 700 hPa
Pre´dicteurs de mouvement vertical
W Vitesse verticale a` 700 hPa
Pre´dicteur d’autocorre´lation temporelle
Occ-1 Occurence de pluie de la veille du jour a` pre´dire
n’ont pas e´te´ retenus car ils sont fortement corre´le´s aux flux d’humidite´. Une autre raison justifiant de
ce choix est que U , V et F apportent a priori une information similaire a` celle incluse dans les dates
analogues (base´es sur les hauteurs de ge´opotentiels et informant sur l’origine et l’intensite´ des flux).
Les hauteurs de ge´opotentiel Z1 et Z2 e´tant fortement corre´le´es entre elles, seule Z1 est conserve´e car
elle n’est pas corre´le´e avec ∆Z et T (contrairement a` Z2). De meˆme, comme ∆Z et T sont fortement
corre´le´s, seul le pre´dicteur T est retenu. Finalement, les pre´dicteurs restants (i.e. ∆θ, B, H, ∇FR,
W , PV et Occ-1) ont tous e´te´ retenus car ils pre´sentent des corre´lations plus faibles avec l’ensemble
des variables. La liste de pre´dicteurs potentiels pour l’e´tablissement des mode`les d’occurrence et de
quantite´ est fournie dans le tableau VII.2.
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ChapitreVIII
De´termination d’un mode`le re´gressif
unique d’occurrence des pre´cipitations
Avant de commencer l’e´tude, certains tests pre´liminaires non e´taye´s dans ce document ont e´te´
effectue´s. Une premie`re e´tude de sensibilite´ a montre´ qu’un pre´dicteur journalier agre´ge´ de 6h00
UTC J jusqu’a` 06h00 UTC J+1 e´tait plus adapte´ qu’une agre´gation temporelle journalie`re couvrant
la pe´riode 00h00 UTC a` 23h00 UTC. Une raison probable expliquant ce re´sultat est que la feneˆtre
06h00 UTC J a` 06h00 UTC J+1 correspond a` la feneˆtre d’agre´gation des pre´cipitations journalie`res.
De plus, sur la base du pre´dicteur d’analogie de second niveau du mode`le MA utilise´ a` la section 4.3 de
Chardon et al. [2014], une seconde e´tude pre´liminaire a mis en e´vidence qu’un nombre Nd e´gal a` 100
dates analogues permettait d’obtenir avec le mode`le combine´ MA+GLM les meilleures performances
en terme de CRPSS. Par suite, le nombre de dates analogues utilise´ pour chaque pre´diction pour la
combinaison des mode`les est e´gal a` 100 et le mode`le combine´ est note´ MA100+GLM. Dans ce chapitre
et les chapitre suivants, les performances du mode`le MA100+GLM seront compare´es avec celles d’un
mode`le MA base´ sur une analogie des hauteurs de ge´opotentiel. Pour une maille Safran donne´e, les
100 dates analogues utilise´es pour le mode`le MA100+GLM correspondent a` celles issues du mode`le
MA localement optimise´ pour la maille conside´re´e. Pour le mode`le MA, nous avons de´termine´ a` la
section 1 du chapitre III que le nombre de dates analogues optimal a` retenir e´tait e´gal a` 25. Ce
mode`le est note´ par la suite MA25. Similairement, un mode`le MA retenant les cent premie`res dates
analogues sera note´ MA100 par la suite.
Dans le pre´sent chapitre, l’e´valuation du pouvoir pre´dictif de chaque pre´dicteur retenu a` la section
3 du chapitre VII permet de se´lectionner plusieurs jeux de pre´dicteurs informatifs pour la pre´diction
de l’occurrence de pre´cipitation (section 1). Nous en de´duisons ensuite le groupe de pre´dicteurs
optimal (section 2). Nous e´valuons enfin la performance du mode`le d’occurrence obtenu avec ce jeu
de pre´dicteurs (section 3).
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1. Pouvoir pre´dictif de chacun des pre´dicteurs
Dans cette section, nous de´terminons les pre´dicteurs – parmi ceux liste´s dans le tableau VII.2 –
pour lesquels le mode`le combine´ MA100+GLM apporte un gain de performance par rapport au mode`le
MA25. Le gain de performance ∆BSS obtenu pour une maille Safran donne´e est de´fini comme :
∆BSS = BSSMA100+GLM − BSSMA25 (VIII.1)
ou` BSSMA100+GLM correspond a` la performance en BSS obtenue par le mode`le combine´ MA100+GLM et
BSSMA25 correspond a` la performance en BSS obtenue par le mode`le MA25 de re´fe´rence. Si pour un
pre´dicteur donne´, la diffe´rence ∆BSS est positive, cela indique que le mode`le combinant le GLM avec
les dates analogues est en moyenne plus informatif que le mode`le MA25 (et inversement dans le cas
contraire).
Les figures VIII.1 et VIII.2 repre´sentent la distribution spatiale de ∆BSS pour l’ensemble des
pre´dictions e´mises. Parmi l’ensemble des pre´dicteurs, les pre´dicteurs d’humidite´ R1, R2, TCW et
RTCW apparaissent comme e´tant les plus explicatifs de la probabilite´ d’occurrence des pre´cipitations
en France. De manie`re ge´ne´rale, le gain est plus important sur les reliefs (i.e. Pyre´ne´es, Massif Central
et Alpes) et sur le bord me´diterrane´en – ou` il peut atteindre jusqu’a` 0,10 – qu’en plaine. Seul le
pre´dicteur R3 obtient un nombre important de mailles Safran pour lesquelles une perte est observe´e,
excepte´ dans le Sud-Est ou` des gains sont observe´s. On peut en de´duire qu’il vaut mieux inclure dans
le mode`le MA100+GLM de l’humidite´ dans la basse troposphe`re (ici a` 850 et 700 hPa) plutoˆt qu’a`
un niveau de pression plus e´leve´ (i.e. 500 hPa). Pour TCW , le gain obtenu varie graduellement de
0 a` partir de la Bretagne et du Nord de la France a` 0,04 sur les Alpes. L’information apporte´e par
ce pre´dicteur est plus importante dans le quart Sud-Est de la France ou` un gain supe´rieur a` 1 point
de BSS est observe´. Enfin, les gains obtenus par les pre´dicteurs R2 et RTCW s’ave`rent eˆtre les plus
homoge`nes sur le territoire franc¸ais et plus importants (environ 4,5 points de BSS) que ceux obtenus
par le pre´dicteur R1. Cependant, R2 et RTCW e´tant corre´le´s entre eux (cf. section 3 du chapitre
VII), il est ne´cessaire de retenir un seul de ces deux pre´dicteurs pour caracte´riser l’humidite´ dans
l’atmosphe`re. Le pre´dicteur RTCW e´tant plus corre´le´ a` la tempe´rature, R2 sera le seul retenu par la
suite pour la pre´diction de l’occurrence.
Les gains/pertes des pre´dicteurs UR, V R et FR sont repre´sente´s sur la figure VIII.2. Les gains
obtenus par UR se situent seulement sur les Alpes (ou` le gain est maximum, a` savoir de 4 points
de BSS) et quelques mailles du pourtour Me´diterrane´en. En dehors de ces deux re´gions, des pertes
atteignant 2 points de BSS sont observe´es. Pour V R, des valeurs plus faibles de gains (proches de 1
point de BSS) sont observe´es. Ces gains se situent pour leur majorite´ sur la partie Est de la France.
De meˆme, des pertes sont observe´es sur la partie Ouest. Seul le pre´dicteur FR obtient des gains en
BSS sur l’ensemble du territoire. Ces gains sont en moyenne e´gaux a` 1 point de BSS et peuvent meˆme
atteindre 4 points sur le Nord des Alpes. Au regard des autres pre´dicteurs (excepte´ les pre´dicteurs
d’humidite´), combiner le flux d’humidite´ FR a` la dynamique de´crite par les dates analogues s’ave`re
eˆtre une ope´ration judicieuse. Toutefois, meˆme si nous avons montre´ ici l’inte´reˆt d’utiliser FR, ce
dernier reste par construction corre´le´ au pre´dicteur R2 pre´ce´demment retenu (voir figures VII.4.b) et
VII.5.b). Pour les questions de multi-coline´arite´ e´voque´es pre´ce´demment et parce que le pre´dicteur
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Figure VIII.1 – ∆BSS obtenu entre un mode`le combine´ MA100+GLM unipre´dicteur (pre´dicteurs R1, R2, R3,
TCW , RTCW , ∆θ, T , B et Z1) et le mode`le MA25 de re´fe´rence.
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Figure VIII.2 – Idem que la figure VIII.1 pour les pre´dicteurs H, UR, V R, FR, ∇FR, PV , W et Occ-1.
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d’humidite´ R2 conduit a` de meilleures performances, le pre´dicteur FR n’est finalement pas inclus
dans le mode`le.
Parmi les autres pre´dicteurs, l’utilisation de T et W conduit seulement a` un le´ger gain (0,02 au
maximum) pour la re´gion me´diterrane´enne et la valle´e du Rhoˆne. Le pre´dicteur de persistance Occ-1
obtient lui aussi des gains proches de 0,02 mais la structure spatiale de ces gains est plus ale´atoire.
Les variables ∆θ, B, Z1, H, ∇FR et PV conduisent quant a` elles a` des pertes sur tout le territoire.
Cependant, il est possible que dans certaines situations particulie`res (e.g. pour un type de circulation
atmosphe´rique donne´), ces pre´dicteurs s’ave`rent pertinents. Une e´valuation des performances en BSS
par type de temps montre qu’un gain peut s’obtenir pour certains des pre´dicteurs, comme par exemple
pour le type de temps 8 ou` les pre´dicteurs ∆θ, B, H et ∇FR apportent pour certaines re´gions un gain
en BSS (figure VIII.3). Les pre´dicteurs et les types de temps correspondants, pour lesquels des gains
en BSS ont e´te´ observe´s a` l’ e´chelle d’une re´gion, sont liste´s dans le tableau VIII.1. La repre´sentation
des gains obtenus par chaque couple (type de temps, pre´dicteur) est fournie a` l’annexe D.1.
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Figure VIII.3 – Gains en BSS obtenus par les mode`les d’occurrence seulement base´s sur les pre´dicteurs ∆θ,
B, Z1, H et ∇FR pour le type de temps 8.
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Tableau VIII.1 – Types de temps pour lesquels les pre´dicteurs ∆θ, B, Z1, H et ∇FR apportent un gain de
BSS par rapport a` MA25.
Pre´dicteurs Type de temps
∆θ 8
B 8
Z1 1,2,6,7
H 6,8
∇FR 2,8
Parmi les pre´dicteurs initialement teste´s, les pre´dicteurs R2, ∆θ, T , B, Z1, H, ∇FR, W et Occ-
1 constituent un ensemble final de neuf pre´dicteurs potentiels pour la de´termination d’un mode`le
d’occurrence unique pour la France.
2. Optimisation du mode`le d’occurrence
Une des qualite´s recherche´e de notre mode`le constitue a` s’adapter en fonction des situations de
grande e´chelle et des endroits ge´ographiques par la se´lection des pre´dicteurs et l’estimation des para-
me`tres de la re´gression. Similairement a` l’e´tude mene´e par Woodcock [1980] pour la pre´vision de la
tempe´rature maximale journalie`re, l’adaptation du lien re´gressif se traduit ici par la se´lection d’un jeu
de pre´dicteurs choisis dans un ensemble de pre´dicteurs potentiels. De part cette adaptation pre´dictive,
nous pensions a priori qu’un mode`le base´ sur l’ensemble des neuf pre´dicteurs identifie´s a` la section 1
conduirait dans le pire des cas aux meˆmes performances qu’un mode`le base´ sur un nombre restreint
de ces pre´dicteurs. La re´alite´ est cependant diffe´rente. Lorsque l’ensemble des pre´dicteurs retenus a`
la section 1 sont introduits dans le mode`le MA100+GLM, les performances observe´es s’ave`rent plus
faibles qu’un mode`le base´ sur un sous-e´chantillon de pre´dicteurs. Plusieurs causes peuvent eˆtre a`
l’origine de ce re´sultat :
• Premie`rement, la non-inde´pendance des pre´dicteurs peut eˆtre mise en cause. Meˆme si une e´tude
base´e sur la corre´lation des pre´dicteurs a permis d’e´carter certains couples de pre´dicteurs corre´le´s,
des relations multi-coline´aires peuvent tout de meˆme exister entre des triplets ou des ensembles
plus nombreux de pre´dicteurs (cf. section 2.2 de l’annexe D).
• Deuxie`mement, le nombre de dates analogues (i.e. 100) peut eˆtre potentiellement trop faible
pour l’e´tablissement d’un lien re´gressif base´ sur un grand nombre de pre´dicteurs (par exemple 5
ou 6). L’estimation des coefficients devient dans ce cas peu fiable, menant ainsi a` de plus fortes
erreurs lors de la pre´diction de l’occurrence des pre´cipitations. Pour permettre une estimation
plus fiable des coefficients lors de l’utilisation d’un grand nombre de pre´dicteurs, on pourrait
augmenter le nombre de dates analogues. En revanche, cela reviendrait a` de´grader l’information
porte´e par ces dernie`res menant a` re´duire leur capacite´ de discrimination entre les pre´dictions.
Par suite, la de´termination d’un ensemble de pre´dicteurs adapte´s pour la pre´diction de l’occurrence
a e´te´ effectue´e en trois e´tapes :
1. Sur la base des neuf pre´dicteurs retenus a` la section 1, une optimisation du jeu de pre´dicteurs a e´te´
effectue´e pour chaque maille d’accroche a` l’aide d’un algorithme de se´lection ite´rative combinant
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l’inclusion et l’exclusion (cf. section 2.3.3 du chapitre VI). Nous avons alors constate´ i) que l’en-
semble des mode`les retenus retenait le pre´dicteur R2 et ii) que le nombre de pre´dicteurs issus de
chacune des optimisations variait entre deux et quatre. Par la suite, nous avons de´cide´ que le jeu
de pre´dicteurs du mode`le d’occurrence unique pour la France devait comporter quatre pre´dicteurs
dont l’un d’entre eux devait eˆtre l’humidite´ R2.
2. Dans une seconde e´tape, l’ensemble des combinaisons possibles (56 au total) de trois pre´dicteurs
– auxquelles le pre´dicteur R2 est ajoute´ – ont e´te´ explore´es pour la pre´diction de l’occurrence de
pre´cipitation en chaque maille d’accroche. Pour chacune de ces mailles, la combinaison de quatre
pre´dicteurs qui obtient la meilleure performance en BSS est conserve´e. Les combinaisons rete-
nues sont liste´es dans le tableau VIII.2. On remarque alors que le pre´dicteur Occ-1 constitue un
pre´dicteur important pour le mode`le d’occurrence car il est retenu par 6 mode`les sur les 7 de´ter-
mine´s. L’information de mouvement vertical (repre´sente´e par le pre´dicteur W de vitesse verticale
et se retrouvant dans le pre´dicteur de divergence ∇FR) est pre´sente dans 5 mode`les. Enfin, la
combinaison des pre´dicteurs pre´ce´dents avec un pre´dicteur faisant intervenir la tempe´rature (T ,
B ou encore ∆θ) repre´sente la principale structure retenue pour la pre´diction de l’occurrence de
pre´cipitation.
Tableau VIII.2 – Combinaisons optimales de quatre pre´dicteurs pour chaque maille d’accroche pour la pre´dic-
tion de l’occurrence de pre´cipitation.
De´nominations Combinaisons Maille d’accroche
ModOcc1 R2 + T +H +∇FR NW
ModOcc2 R2 +∇FR+W+Occ-1 N,NE,E
ModOcc3 R2 +H +W+Occ-1 W,MC,SE
ModOcc4 R2 +B +W+Occ-1 C
ModOcc5 R2 +B +H+Occ-1 SW
ModOcc6 R2 + T +∇FR+Occ-1 B
ModOcc7 R2 + T +H+Occ-1 S,Co
3. Dans un troisie`me temps, chaque combinaison de pre´dicteurs de´termine´e a` l’e´tape 2 a e´te´ teste´e
pour la pre´diction de l’occurrence en chacune des mailles Safran. Le gain de performance en BSS
obtenu par chacune de ces combinaisons est repre´sente´ sur la figure VIII.4. On remarque que la
distribution spatiale du gain est la meˆme pour l’ensemble des mode`les et seules quelques faibles
variations du gain peuvent eˆtre remarque´es. D’une manie`re ge´ne´rale, un gain faible – variant
de 0,02 a` 0,05 – est rencontre´ le long de la coˆte Atlantique tandis qu’il s’accroˆıt lorsque l’on se
de´place vers l’Est atteignant des valeurs proches de 0,08. Le gain est maximal sur les reliefs (Alpes,
Pyre´ne´es et Massif Central) ou` il peut eˆtre localement e´gal a` 0,15. Cette similarite´ spatiale entre
les distributions de gains est due a` la pre´sence du pre´dicteur R2 dans chacune des combinaisons.
En effet, on peut remarquer qu’une distribution spatiale de gain similaire est observe´e lorsqu’un
mode`le d’occurrence seulement base´e sur le pre´dicteur R2 est utilise´ (cf. figure VIII.1).
Sur la figure VIII.4, les plus faibles gains sont obtenus sur la coˆte Atlantique. Les dates analogues
apportent donc de´ja` une grande part de l’information ne´cessaire dans cette re´gion. A l’inverse,
dans le Sud-Est, des gains importants sont observe´s. Pour cet endroit, les dates analogues sont
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Figure VIII.4 – Gain en BSS obtenu sur la France par chacun des mode`les d’occurrence liste´s dans le tableau
VIII.2. Les points rouges repre´sentent les mailles Safran pour lesquelles le mode`le d’occurrence
conside´re´ est optimal.
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insuffisamment informatives et il est alors inte´ressant de rajouter de l’information disponible au
travers des pre´dicteurs de second ordre.
Pour la suite de cette e´tude, nous retenons un unique mode`le d’occurrence pour l’ensemble de la
France. Nous choisissons le mode`le ModOcc3 qui obtient globalement les meilleures performances
moyennes (environ 5,5 points de CRPSS). Comme observe´ sur la figure VIII.5 montrant le meilleur
mode`le d’occurrence parmi ceux liste´s dans le tableau VIII.2 pour chaque maille Safran, il s’agit du
mode`le obtenant les meilleures performances pour une grande partie des mailles Safran (environ
30%).
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Figure VIII.5 – Distribution spatiale du meilleur mode`le d’occurrence parmi ceux liste´s dans le tableau VIII.2
en chaque maille Safran. Les lignes de reliefs sont ici repre´sente´es en blanc.
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3.1. Adaptation dans le temps
Dans cette section, nous nous attachons a` e´tudier le comportement du mode`le d’occurrence unique
retenu pour la France a` la section 2. Plus pre´cise´ment, nous souhaitons ve´rifier la capacite´ recherche´e
du mode`le ModOcc3 a` s’adapter en fonction des pre´dictions. Pour chaque pre´diction, le mode`le
MA100+GLM de´termine une combinaison de pre´dicteurs adapte´e (parmi les pre´dicteurs R2, H, W
et Occ-1) sur la base d’un algorithme de se´lection ite´rative base´ sur les me´thodes d’inclusion et
d’exclusion (cf. section 2.3.3 du chapitre VI). La combinaison de pre´dicteurs retenue peut alors eˆtre
l’une des quinze combinaisons liste´es dans le tableau VIII.3. Ces combinaisons sont de´nomme´es par
la suite sous les termes de “structures re´gressives” et un nume´ro leur est attribue´ : plus le nume´ro
de la structure est e´leve´, plus le mode`le d’occurrence est complexe, car il utilise plus de pre´dicteurs.
Lorsqu’aucune de ces combinaisons n’a pu eˆtre retenue – car les contraintes de significativite´ des
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coefficients n’ont pas pu eˆtre respecte´es – le mode`le alternatif est utilise´ (cf. section 3.2 du chapitre
VI).
Tableau VIII.3 – Ensemble des structures re´gressives propose´es par le mode`le d’occurrence unique retenu pour
la France a` la section 2.
Structure re´gressive Pre´dicteurs
Str. no 1 R2
Str. no 2 H
Str. no 3 W
Str. no 4 Occ-1
Str. no 5 R2 +H
Str. no 6 R2 +W
Str. no 7 R2+Occ-1
Str. no 8 H +W
Str. no 9 H+Occ-1
Str. no 10 W+Occ-1
Str. no 11 R2 +H +W
Str. no 12 R2 +H+Occ-1
Str. no 13 R2 +W+Occ-1
Str. no 14 H +W+Occ-1
Str. no 15 R2 +H +W+Occ-1
La figure VIII.5.a) repre´sente la distribution du score de Brier journalier obtenu par le mode`le
d’occurrence en fonction du nombre de pre´dicteurs utilise´s dans la structure re´gressive se´lectionne´e
pour la maille d’accroche NW. Le cas ou` l’ensemble des quatre pre´dicteurs est utilise´ n’est pas robuste
de part le faible nombre de pre´dictions pour lesquelles la structure 15 est e´chantillonne´e. Sur la figure
VIII.5.a), on remarque que les valeurs de BS journaliers sont les plus faibles pour les structures
n’utilisant qu’un seul pre´dicteur (i.e. les structures 1 a` 4). Plus la structure utilise de pre´dicteurs,
plus l’erreur en BS est importante.
La figure VIII.6.b) repre´sente la distribution des ∆BS journaliers obtenus par le mode`le MA100+GLM par
rapport au mode`le MA25 en fonction du nombre de pre´dicteurs utilise´s par la structure re´gressive.
Pour une pre´diction i, le ∆BSi est de´fini comme :
∆BSi = BSi,MA25 − BSi,MA100+GLM (VIII.2)
ou` BSi,MA25 et BSi,MA100+GLM correspondent respectivement au BS obtenus pour le mode`le MA25 et
MA100+GLM. Comme le BS est toujours positif et que sa valeur optimale est e´gale a` ze´ro, les cas ou`
∆BSi est positif indique que le mode`le MA100+GLM obtient une erreur en BS plus faible que celle
du mode`le MA25. S’il est ne´gatif, l’inverse est obtenu.
Sur la figure VIII.6.b), on remarque que les ∆BSi ne sont pas tous positifs. Le mode`le combine´
MA100+GLM obtient une erreur en BS de pre´diction plus importante pour environ 40% des cas ou`
chaque structure re´gressive est applique´e. Lorsque le ∆BS est positif, on remarque que le nombre de
pre´dicteurs utilise´s n’influence pas les gains observe´s. En revanche, les ∆BS ne´gatifs les plus faibles
sont obtenus lorsque le nombre de pre´dicteurs utilise´s dans la structure re´gressive est important.
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Figure VIII.6 – Distributions a) du score de Brier journalier BS et b) du ∆BS obtenus par le mode`le
MA100+GLM par rapport au mode`le MA25 en fonction du nombre de pre´dicteurs consi-
de´re´s dans les structures re´gressives liste´es dans le tableau VIII.3. Application a` la maille
d’accroche NW.
3.1.1. Fre´quence d’e´chantillonnage des structures re´gressives
La figure VIII.7 repre´sente les fre´quences d’e´chantillonnage des diffe´rentes structures re´gressives –
ainsi que celle du mode`le MA25 – contenus dans le mode`le d’occurrence unique France. La fre´quence
d’e´chantillonnage du mode`le alternatif MA25 a e´te´ ajoute´e a` celles des structures re´gressives. De la
meˆme manie`re, la figure VIII.8 repre´sente la diffe´rence d’erreur journalie`re moyenne en BS obtenue
par chacune des structures re´gressives. A partir de ces deux figures, on peut de´duire que :
• Parmi les structures re´gressives disponibles dans le mode`le d’occurrence, seules quelques unes
d’entre elles sont e´chantillonne´es en moyenne plus de 10% des pre´dictions (figure VIII.7). Il
s’agit des structures no 1 (R2), no 6 (R2 + W ), no 7 (R2+Occ-1) et no 13 (R2 + W+Occ-1). Ces
structures sont toutes base´es sur le pre´dicteur R2 et obtiennent toutes des ∆BS positifs sur
l’ensemble de la France (figure VIII.8), excepte´ en Bretagne pour les structures no 6 et no 13. La
structure no 1 base´e sur le pre´dicteur R2 est celle qui est retenue le plus de fois sur l’ensemble
du territoire, excepte´ en Bretagne ou` le mode`le alternatif MA25 est plus de fois e´chantillonne´
(jusqu’a` 40%). Pour les autres structures, l’e´chantillonnage est quasiment nul sur l’ensemble du
territoire et ne permet pas une e´valuation robuste. Par conse´quent, la distribution des ∆BS pour
ces structures ne posse`de pas d’ organisation spatiale.
• L’e´chantillonnage d’une structure de´pend de la re´gion conside´re´e. Par exemple, la structure no 1
(R2) est plus de fois sollicite´e dans le Sud-Est de la France (jusqu’a` 45% des pre´dictions) tandis
que son e´chantillonnage est seulement de 15% en certaines mailles situe´es a` l’Ouest du Massif
Central.
• Certaines structures peuvent eˆtre fortement sollicite´es a` l’e´chelle locale. Par exemple, la structure
no 6 (R2 +W ) est plus fortement sollicite´e sur les plaines du Nord-Est de la France (jusqu’a` 30%)
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Figure VIII.7 – Fre´quence d’e´chantillonnage des structures re´gressives et du mode`le MA25 du mode`le d’oc-
currence unique pour la France.
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Figure VIII.8 – Gains et pertes moyennes en BS obtenues par les structures re´gressives et le mode`le MA25 is-
sus du mode`le d’occurrence unique pour la France.
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et dans la valle´e du Rhoˆne (jusqu’a` 20%) alors qu’elle est sollicite´e en moyenne 10% des cas pour
le reste du territoire. La structure no 7 peut elle aussi eˆtre fortement sollicite´e a` une e´chelle
locale, comme par exemple le Nord des Alpes, le Massif central et les Vosges (jusqu’a` 30%).
• Enfin, la fre´quence d’e´chantillonnage du mode`le alternatif MA25 est la plus e´leve´e en Bre-
tagne. Pour la maille d’accroche B situe´e dans cette re´gion, le pourcentage de fois ou MA25 est
sollicite´ correspond a` 25% des pre´dictions. Pour ces pre´dictions, la valeur moyenne de la pro-
babilite´ fournie par les 100 dates analogues qu’il pre´cipite est proche de 1, ici e´gale a` 0,82 ; le
mode`le MA100+GLM n’arrive pas a` de´terminer un mode`le d’occurrence adapte´ car les valeurs
d’occurrence de pre´cipitations obtenues par les dates analogues sont presque toutes e´gales a` 1.
Un comportement similaire est observable pour certaines mailles du Sud-Est de la France. Par
exemple, la maille d’accroche SE sollicite MA25 pour 12% des pre´dictions. Pour ces pre´dictions,
le mode`le MA100 pre´dit en moyenne 5% de chance qu’il pleuve. Une fois encore, il est difficile
pour le mode`le MA100+GLM de de´terminer une structure re´gressive pour la pre´diction de l’oc-
currence du fait de la forte proportion de dates analogues se`ches. Pour le reste des mailles Safran,
le pourcentage de fois ou` le mode`le MA25 est sollicite´ est plus faible.
3.1.2. Variation de l’e´chantillonnage dans le temps
Dans cette partie, nous discutons de la fre´quence d’e´chantillonnage des principales structures
identifie´es a` la section 3.1.1 en fonction des filtres temporels. Par exemple, la figure VIII.9 repre´sente
la diffe´rence en fre´quence d’e´chantillonnage de la structure no 1 (R2) en fonction des saisons et des
types de temps par rapport a` son e´chantillonnage moyen. Pour un filtre temporel conside´re´, les
mailles colorie´es en bleu indiquent que la structure no 1 (R2) est en moyenne plus de fois sollicite´e.
Lorsqu’elles sont colorie´es en jaune, la sollicitation de la structure re´gressive est moins importante.
Si la structure re´gressive est tre`s peu retenue (i.e. la fre´quence d’e´chantillonnage est infe´rieure a` 5%),
la maille Safran est colorie´e en gris. Sur la figure VIII.9, on remarque que la structure 1 (R2) est la
plus sollicite´e en e´te´ sur l’ensemble du territoire (10 a` 15% de pre´dictions en plus), mais aussi pour le
TT1 (de 5 a` 10% en plus) et surtout pour le TT3 (jusqu’a` 30% de pre´dictions en plus), excepte´ pour
quelques mailles situe´es dans le quart Sud-Est. Pour les TT4 et TT7, elle est aussi sur-e´chantillonne´e
au Nord du Massif Central et au Sud des Alpes. Pour les autres types de temps, la mobilisation de
cette structure est plus ou moins accentue´e selon la re´gion conside´re´e. Pour les saisons d’automne,
d’hiver et de printemps ainsi que pour les TT5 et TT8 (a` l’exception du Sud-Est), cette structure
est sous-e´chantillonne´e par rapport a` la moyenne. Pour ces situations, le mode`le d’occurrence utilise
d’autres structures re´gressives.
Par la suite, on peut se demander a` quelles structures re´gressives profite un sous-e´chantillonnage de
la structure no 1 (R2) ou autrement dit, quelles sont les structures qui sont sur-e´chantillonne´es lorsque
la structure no 1 est sous-e´chantillonne´e ? Pour re´pondre a` cette question, nous conside´rons pour
chaque filtre temporel, l’ensemble des structures sur-e´chantillonne´es en chaque maille. La structure
pour laquelle le sur-e´chantillonnage est maximal est retenue et repre´sente´e pour chaque maille Safran
sur la figure VIII.10. La figure VIII.10 repre´sente donc la structure re´gressive pour laquelle le sur-
e´chantillonnage est maximal. Toutefois, il est important de garder a` l’esprit que cette repre´sentation
n’est qu’une vision re´duite des structures sur-e´chantillonne´es. Pour une analyse plus approfondie
du sur-e´chantillonnage d’une structure re´gressive particulie`re, le lecteur dispose a` la section 2.3 de
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Figure VIII.9 – Diffe´rence d’e´chantillonnage de la structure no 1 base´e sur le pre´dicteur R2 par rapport a`
son e´chantillonnage moyen en fonction des saisons et des types de temps. Les mailles pour
lesquelles la fre´quence d’e´chantillonnage est infe´rieure a` 5% ont e´te´ repre´sente´es en gris.
153
Chapitre VIII. De´termination d’un mode`le re´gressif unique d’occurrence des pre´cipitations
DJF
16
00
20
00
24
00
28
00
Y 
[km
]
MAM JJA
SON
16
00
20
00
24
00
28
00
Y 
[km
]
TT1 TT2
TT3
16
00
20
00
24
00
28
00
Y 
[km
]
TT4 TT5
TT6
200 600 1000
16
00
20
00
24
00
28
00
X [km]
Y 
[km
]
TT7
200 600 1000
X [km]
TT8
200 600 1000
X [km]
R
2
H
W
O
cc
−
1
R
2
+
H
R
2
+
W
R
2
+
O
cc
−
1
R
2
+
W
+
O
cc
−
1
M
A 2
5
Structures
Y 
[km
]
X [km]
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l’annexe D des distributions spatiales de la variation d’e´chantillonnage des principales structures
re´gressives utilise´es.
Comme il a e´te´ remarque´ au paragraphe pre´ce´dent, une forte sollicitation de la structure no 1
est retrouve´e sur la figure VIII.10 en e´te´ et pour les situations des types de temps 1, 3 et 7. En
revanche, pour le type de temps 4, un sur-e´chantillonnage absolu plus important est observe´ pour
d’autres structures re´gressives. Pour les types de temps correspondant a` des flux de Sud (TT4 et
TT7), la structure no 6 (R2 + W ) est fortement sur-e´chantillonne´e dans le Sud de la France. Plus
localement pour le type de temps 4, la structure no 5 (R2 +H) est fortement sollicite´e sur les massifs
des Ce´vennes-Vivarais.
Pour les types de temps plutoˆt secs, on remarque que les structures faisant intervenir le pre´dicteur
Occ-1 sont plus souvent sollicite´es. Par exemple, pour le TT5, les structure no 7 (R2+Occ-1) et no 13
(R2 +W+Occ-1) sont celles qui posse`dent le plus fort sur-e´chantillonnage pour quasiment l’ensemble
des mailles Safran. Pour le TT8, il s’agit des structures no 4 (Occ-1) et no 7 (R2+Occ-1), tandis que
cette dernie`re posse`de le plus fort sur-e´chantillonnage lors de retours d’Est (TT6) pour les mailles
situe´es au Nord et a` l’Ouest du Massif Central, et dont la pre´cipitation moyenne observe´e pour ce
type de temps est faible en ces endroits (figure II.7). Le pre´dicteur Occ-1 est donc un indicateur des
situations se`ches. De plus, on remarque que pour le TT8, la structure no 2 n’incluant que le pre´dicteur
de cisaillement H est plus fortement sollicite´e par rapport a` la moyenne. Garavaglia et al. [2010]
indique que pour ce type de temps, aucune circulation atmosphe´rique n’est clairement identifie´e et
aucune pre´cipitation n’est observe´e. De part la faible dynamique atmosphe´rique obtenue pour ce
type de temps, le terme d’he´licite´ est quasiment nul compare´ aux autres types de temps et saisons
(figure D.11 a` l’annexe D). Ainsi, l’utilisation de l’he´licite´ H lorsqu’elle est nulle permet de pre´dire
une probabilite´ nulle qu’il pre´cipite.
Pour les circulations de Sud correspondant aux types de temps 4, 7 et 3, il semble ne´cessaire
d’ajouter le pre´dicteur W a` l’humidite´ relative au travers la structure no 6. Cette structure se retrouve
aussi pour le TT6 – correspondant aux situations de retours d’Est – apportant des pre´cipitations
trois fois plus importantes que la moyenne annuelle dans le Sud-Est. Plus localement pour les flux
de Sud (TT4), sur les massifs des Ce´vennes-Vivarais, il apparaˆıt qu’une information portant sur
le cisaillement du flux d’air soit une information importante a` conside´rer compte tenu de la forte
sollicitation de la structure 5 base´e sur la combinaison de pre´dicteurs R2 + H. Ceci se retrouve
par ailleurs pour la saison d’automne pour laquelle le pourcentage de situations appartenant aux
circulations de Sud est le plus e´leve´ [23% selon Garavaglia et al., 2010].
Concernant les TT1 et TT2 correspondant a` des circulations d’Ouest, on remarque ici que le
mode`le alternatif MA25 est fortement sollicite´ par rapport a` la moyenne. D’apre`s la figure II.8, les
journe´es appartenant a` ces deux types de temps sont quasiment toutes pluvieuses sur l’ensemble du
territoire, excepte´ dans le Sud-Est. Si les pre´cipitations extraites des dates analogues correspondant a`
ces pre´dictions sont toutes pluvieuses, impliquant 100% de chance qu’il pre´cipite pour la maille Safran
cible, le mode`le d’occurrence ne peut alors e´tablir un lien de re´gression. Le mode`le alternatif MA25 est
alors retenu. Cependant, si l’on fait abstraction de la forte sollicitation du mode`le MA25 pour ces
deux types de temps, la structure 3 (W ) est sur-e´chantillonne´e pour le TT2. Cela se confirme aussi
pour le type de temps 1 lorsque l’on regarde la figure D.5 en annexe D. Le pre´dicteur W constitue
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alors un bon indicateur des fronts provenant des perturbations atlantiques. De plus, comme le type de
temps 2 correspond en moyenne a` 36% des situations en hiver, une distribution spatiale des structures
re´gressives similaire est retrouve´e en hiver.
En conclusion de cette partie, les diffe´rents re´sultats retenus sont :
• La structure no 1 base´e sur R2 est en moyenne la plus sollicite´e.
• Les pre´dicteurs d’occurrence Occ-1 et de cisaillement H sont plus souvent sollicite´s pour les
pe´riodes se`ches.
• Le pre´dicteur W indique les fronts provenant des perturbations Atlantiques. Autrement, pour
un grand nombre de ces situations (TT1 et TT2), le mode`le alternatif MA25 est souvent utilise´.
• La structure 6 (R2 +W ) est plus souvent e´chantillonne´e pour les situations correspondant a` des
flux de Sud apportant des pre´cipitations dans le Sud-Est de la France. Plus localement, l’infor-
mation de cisaillement H additionne´e a` l’humidite´ relative R2 (structure 5) est plus fortement
sollicite´e pour pre´dire l’occurrence de pre´cipitation sur les massifs des Ce´vennes-Vivarais.
3.2. Cohe´rence spatiale des structures re´gressives
3.2.1. Cohe´rence spatiale et temporelle des structures re´gressives
Dans cette section, nous e´valuons la capacite´ du mode`le d’occurrence a` pre´dire une meˆme structure
re´gressive lorsque ce dernier est applique´ en deux mailles Safran donne´es. Pour une maille d’accroche,
nous conside´rons la se´rie temporelle listant la chronologie des structures re´gressives qui ont e´te´ appli-
que´es par le mode`le d’occurrence. Cette se´rie temporelle est compare´e a` celle issue de chaque maille
Safran. Le nombre de pre´dictions pour lesquelles une meˆme structure re´gressive est utilise´e est alors
exprime´ sous forme d’un pourcentage par rapport au nombre total de pre´dictions e´mises. Ce pourcen-
tage est calcule´ entre chaque maille d’accroche et l’ensemble des autres mailles Safran est repre´sente´
sur la figure VIII.11. Sur cette figure, on remarque que seules quelques mailles situe´es dans un proche
voisinage de la maille d’accroche ont un pourcentage de pre´dictions similaires e´leve´, variant entre
30 et 70%. Lorsque le mode`le d’occurrence est applique´ en des mailles situe´es dans un rayon de 100
km de la maille d’accroche, le mode`le applique la meˆme structure re´gressive dans 20% des cas au
minimum. En moyenne, le pourcentage minimal semble eˆtre de l’ordre de 10%. Il est de plus contraint
par le relief : par exemple pour la maille SE, le pourcentage de structures utilise´es similaires diminue
de 35% a` 25% lorsque l’on traverse le Massif Central vers le Nord-Ouest. Un raisonnement similaire
peut eˆtre effectue´ avec la maille MC lorsque l’on traverse les Ce´vennes et le Vivarais vers le Sud-Est.
3.2.2. Sensibilite´ spatiale des coefficients
Une autre fac¸on d’e´valuer la robustesse spatiale des structures re´gressives est d’e´valuer la sensibilite´
spatiale des coefficients d’une meˆme structure re´gressive. Pour une structure re´gressive donne´e et un
pre´dicteur Xj donne´ de cette structure, le coefficient de re´gression moyen β̂j,p,f est calcule´ en chaque
maille Safran p et pour chaque filtre temporel f . De fac¸on a` comparer les valeurs obtenues par le
coefficient moyen β̂j,p,f entre chaque filtre temporel, nous introduisons la variable normalise´e ||β̂j,p,f ||
156
3. Etude du mode`le unique d’occurrence
NW
16
00
20
00
24
00
28
00
Y 
[km
] l
N
l
NE
l
W
16
00
20
00
24
00
28
00
Y 
[km
]
l
C
l
E
l
SW
16
00
20
00
24
00
28
00
Y 
[km
]
l
MC
l
SE
l
B
200 600 1000
16
00
20
00
24
00
28
00
X [km]
Y 
[km
] l
S
200 600 1000
X [km]
l
Co
200 600 1000
X [km]
l
0
0.
05
0.
15
0.
25
0.
35
0.
45
0.
55
0.
65
0.
75
0.
85
0.
95
1
% de str.
similaires
Y 
[km
]
X [km]
Figure VIII.11 – Pourcentage de jours ou` la structure utilise´e par l’une des mailles d’accroche (repre´sente´e
en bleu sur les cartes) est similaire a` celles utilise´es par les autres mailles Safran.
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telle que :
||β̂j,p,f || = β̂j,p,f
Nj(β̂j,p,f )
Nj(β̂j,p,f ) = max
{
abs
(
β̂j,p,f
)} (VIII.3)
ou` Nj(β̂j,p,f ) correspond a` la norme utilise´e. Elle est e´gale au maximum des valeurs absolues de β̂j,p,f
obtenues sur l’ensemble des filtres temporels et des mailles Safran.
A titre d’illustration, le coefficient de re´gression moyen normalise´ du pre´dicteur R2 de la structure
no 1 – correspondant a` la structure la plus utilise´e pour la pre´diction de l’occurrence – est illustre´
ici. La figure VIII.12 repre´sente la distribution spatiale de ce coefficient normalise´ pour les diffe´rents
filtres temporels. De manie`re ge´ne´rale, le coefficient est plus important a` l’Est (ou` il varie de 0,5 a`
1) qu’a` l’Ouest (ou` il varie de 0,3 a` 0,5). Au printemps, en e´te´ et pour les types de temps 4, 6 et 7,
la valeur moyenne est proche de 0,6 tandis qu’elle atteint 0,48 pour l’hiver et le TT2. Meˆme si cette
valeur varie entre les saisons et les types de temps, la variation spatiale du coefficient reste similaire
et graduelle lorsque l’on se de´place de l’Est a` l’Ouest. Cette variation dans l’espace que l’on retrouve
a` chacune des situations traduit de la robustesse du lien entre l’occurrence des pre´cipitations et le
pre´dicteur R2.
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Figure VIII.12 – Distribution spatiale des coefficients moyens normalise´s du pre´dicteur R2 de la structure
re´gressive no 1.
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ChapitreIX
De´termination d’un mode`le re´gressif
unique de quantite´ des pre´cipitations
Dans ce chapitre, nous souhaitons de´terminer un jeu de pre´dicteurs adapte´ pour la mise a` jour
de la distribution des pre´cipitations. Le mode`le correspondant est utilise´ en comple´ment du mode`le
d’occurrence unique retenu pour la France au chapitre VIII et utilise´ pour la mise a` jour de l’occur-
rence. Similairement au chapitre VIII, ce chapitre se de´compose en trois parties : le pouvoir pre´dictif
de chacun des pre´dicteurs retenus au chapitre VII est e´value´ pour la pre´diction de la quantite´ des
pre´cipitations (section 1). Nous explorons ensuite plusieurs jeux de pre´dicteurs de fac¸on a` identifier le
panier optimal apportant la meilleure performance moyenne (section 2). Le mode`le de quantite´ opti-
mise´ est finalement e´value´ selon les saisons et les types de temps (section 3). A chacune de ces e´tapes,
le crite`re permettant d’e´valuer la performance moyenne du mode`le MA100+GLM est le CRPSS. Par
la suite, les performances sont aussi compare´es a` celles de notre mode`le de re´fe´rence, i.e. le mode`le
MA25.
1. Pouvoir pre´dictif de chacun des pre´dicteurs
Les figures IX.1 et IX.2 repre´sente la diffe´rence en CRPSS obtenue par le mode`le MA100+GLM par
rapport au mode`le MA25 lorsque chaque pre´dicteur est pris se´pare´ment. Le ∆CRPSS est de´fini
comme :
∆CRPSS = CRPSS− CRPSSRef (IX.1)
ou` CRPSS est la performance en CRPSS obtenue par le mode`le MA100+GLM et CRPSSRef la
performance obtenue par le mode`le de re´fe´rence, i.e. le mode`le MA25. On notera que comme le
CRPS e´value pour chaque pre´diction l’ensemble de la distribution e´mise, les performances du mode`le
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Figure IX.1 – Distribution spatiale du ∆CRPSS obtenue entre un mode`le combine´ MA100+GLM unipre´dic-
teur (pre´dicteurs R1, R2, R3, TCW , RTCW , ∆θ, T , B et Z1) et le mode`le MA25 de re´fe´rence.
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Figure IX.2 – Distribution spatiale du ∆CRPSS obtenue entre un mode`le combine´ MA100+GLM unipre´dic-
teur (pre´dicteurs H, UR, V R, FR, ∇FR, PV , W et Occ-1) et le mode`le MA25 de re´fe´rence.
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de quantite´ MA100+GLM pre´sente´es dans ce chapitre de´pendent du mode`le d’occurrence retenu au
chapitre VIII.
A l’inverse des re´sultats obtenus a` la section 1 du chapitre VIII, les variables teste´es pour la
pre´diction de la quantite´ de pre´cipitation obtiennent toutes des gains sur l’ensemble de la France,
excepte´ en Bretagne ou` les variables Z1 et V R obtiennent des pertes. Parmi ces dernie`res, la vitesse
verticale W a` 700 hPa est la plus explicative des variables. Le gain observe´ est supe´rieur a` 4 points
de CRPSS pour une grande majorite´ des mailles Safran. De plus, des gains proches de 10 points
de CRPSS sont obtenus sur l’ensemble de la valle´e du Rhoˆne et de la Saoˆne, de la Loire amont et
de l’Allier ainsi que les massifs du Jura, des Vosges et le Nord des Alpes. Seules quelques mailles
localise´es en Bretagne obtiennent des valeurs de gains aux alentours de 3 points de CRPSS.
Parmi les variables d’humidite´, R2 et RTCW sont celles qui obtiennent les meilleurs performances.
Des gains supe´rieurs a` 4 points de CRPSS sont obtenus sur un bon quart Nord-Est de la France. Le
gain obtenu par la variable RTCW est plus important en certains massifs comme les Vosges et le
Nord des Alpes que celui obtenu par R2. A l’inverse, les gains observe´s pour R2 sont plus importants
sur la coˆte Atlantique. Ils semblent re´partis de fac¸on plus homoge`ne sur le territoire franc¸ais.
Les variables de flux d’humidite´ obtiennent un gain en CRPSS plus faible, de l’ordre de 2 points
sur l’ensemble de la France avec des gains plus importants en certaines re´gions de l’Est de la France.
Les meilleurs gains observe´s pour UR atteignent cependant 5 points sur le Nord-Est et jusqu’a` 9
points sur le Nord des Alpes. Des gains importants d’environ 4 points de CRPSS obtenus par V R
sont localise´s dans le Sud-Est de la France et plus spe´cifiquement sur les reliefs du Sud des Alpes, de
l’Est du Massif Central et des Pyre´ne´es. Pour la pre´diction de la quantite´, les re´gions obtenant les
gains les plus importants pour FR regroupent celles obtenues pour UR (situe´es dans le Nord-Est de
la France) et V R (situe´es dans le Sud-Est de la France). Cependant, contrairement a` la pre´diction
de l’occurrence (figure VIII.2), aucune augmentation du gain en CRPSS n’est vraiment remarque´e
lorsque le pre´dicteur FR est utilise´ au lieu de UR ou de V R.
Les autres pre´dicteurs – i.e. ∆θ, T , B, Z1, H, ∇FR, PV et Occ-1 – obtiennent une distribution
spatiale des gains similaire. Pour l’ensemble des mailles Safran, le gain se situe entre 0 et 2 points
de CRPSS. Seules quelques mailles localise´es sur le pourtour Me´diterrane´en obtiennent des gains
proches de 5 points de CRPSS. Le meilleur de ces pre´dicteurs est globalement ∇FR car il permet
d’obtenir des gains proches de 5 points en ıˆle de France et en Alsace. A l’inverse, Z1 obtient les gains
les plus faibles, certains e´tant meˆme ne´gatifs en Bretagne.
Comme l’ensemble des pre´dicteurs teste´s s’ave`re informatif de la quantite´ pre´cipite´e, la se´lection
d’un jeu de pre´dicteurs potentiels pour la de´termination d’un mode`le de quantite´ unique pour la
France s’appuie aussi sur les re´sultats de´termine´s par l’e´tude des corre´lations a` la partie 3. Le pre´-
dicteur W est retenu car il est sans conteste le plus informatif de la hauteur pre´cipite´e. Parmi les
pre´dicteurs d’humidite´, le pre´dicteur R2 est retenu : pour des valeurs de gains similaires, ses per-
formances s’ave`rent mieux re´parties sur le territoire que celles obtenues par RTCW . Aucune des
variables de flux d’humidite´ n’est conserve´e de part leur corre´lation avec le terme d’humidite´ R2.
Comme les variables restantes sont peu corre´le´es entre elles, le jeu de pre´dicteurs potentiels est fina-
lement constitue´ des pre´dicteurs R2, ∆θ, T , B, Z1, H, ∇FR, PV , W et Occ-1 pour la de´termination
d’un mode`le de quantite´ unique pour la France.
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Figure IX.3 – Distribution spatiale du ∆CRPSS par chacun des mode`les MA100+GLM liste´s dans le tableau
IX.1 et le mode`le MA25 de re´fe´rence. Les points rouge repre´sentent les mailles Safran pour
lesquelles le mode`le de quantite´ conside´re´ est optimal.
La me´thodologie adopte´e pour la de´termination d’un mode`le de quantite´ unique pour la France
est similaire a` celle employe´e pour le mode`le d’occurrence unique (cf. section 2 du chapitre VIII). A
partir de tests pre´liminaires mene´s sur les 12 mailles d’accroche Safran, nous avons de´termine´ que
le nombre optimal de pre´dicteurs variait entre 2 et 6. En conside´rant le pre´dicteur W comme e´tant
le plus informatif, nous avons de´cide´ de de´terminer la meilleure combinaison de quatre pre´dicteurs
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incluant W pour chacune des mailles d’accroche Safran. Neuf configurations de mode`le de quantite´
ont e´te´ trouve´es. Elles sont liste´es dans le tableau IX.1.
Parmi ces mode`les, on remarque que la tempe´rature T a` 700 hPa est la variable la plus retenue
(10 mailles sur les 12). Lorsque la variable T n’est pas utilise´e (ModQu6 et ModQu8), on retrouve les
pre´dicteurs B et ∆θ qui sont de´rive´s la tempe´rature. En second lieu, la variable he´licite´ H est retenue
pour la moitie´ des mailles. La variable ∇FR est la troisie`me variable le plus de fois se´lectionne´e (5
fois sur 12) suivie ensuite de R2 (4 fois sur 12). Les autres pre´dicteurs (i.e. ∆θ, B, PV , Z1 et Occ-1)
sont quand a` eux moins fre´quemment retenus (au maximum 3 mode`les sur 12).
Tableau IX.1 – Combinaisons optimales de quatre pre´dicteurs pour chaque maille d’accroche pour la pre´diction
de la quantite´ de pre´cipitation ainsi que le gain moyen observe´ en CRPSS correspondant.
De´nominations Combinaisons Maille d’accroche ∆CRPSS
ModQu1 T +B +H +W NW 0,067
ModQu2 T +H +∇FR+W N,S,B 0,069
ModQu3 R2 + T +W+Occ-1 NE,SW 0,070
ModQu4 R2 + ∆θ + T +W W 0,070
ModQu5 R2 + T + PV +W C 0,070
ModQu6 ∆θ +B +∇FR+W E 0,064
ModQu7 T +H + PV +W MC 0,067
ModQu8 ∆θ +H +W+Occ-1 SE 0,064
ModQu9 T + Z1 +∇FR+W Co 0,066
La figure IX.3 pre´sente le gain en CRPSS obtenu pour chaque mode`le de´crit dans le tableau IX.1.
Pour tous les mode`les, la distribution spatiale des gains est similaire a` celle obtenue lorsque seule
la variable W est utilise´e (cf. figure IX.2). Les gains les plus importants sont observe´s a` l’Est de la
France avec des valeurs pouvant eˆtre supe´rieures a` 10 points de CRPSS plus particulie`rement sur le
Nord-Est. Ces gains diminuent graduellement lorsque l’on se de´place vers l’Ouest. Sur le pourtour
Atlantique, les gains varient entre 3 et 6 points. Toutefois, certaines diffe´rences apparaissent entre les
mode`les : les mode`les 2, 6 et 9 obtiennent de faibles gains (pouvant eˆtre parfois nul) de la Bretagne a`
la Gironde. D’apre`s le tableau IX.1, ces mode`les posse`dent tous le pre´dicteur ∇FR. Ceci est cohe´rent
avec le pouvoir pre´dictif du pre´dicteur ∇FR qui est parmi les plus faibles en cette re´gion.
A l’inverse, les mode`les retenant l’humidite´ R2 (les mode`les 3, 4 et 5) semblent apporter les
meilleurs gains en CRPSS dans le Nord-Est de la France. Par ailleurs, ces mode`les obtiennent le
meilleur gain moyen e´gal a` 7 points de CRPSS (tableau IX.1).
Les mode`les liste´s dans le tableau IX.1 nous donnent un aperc¸u des pre´dicteurs les plus utilise´s.
Par suite, nous avons de´cide´ que le mode`le retenu in fine pour la pre´diction de la quantite´ serait un
nouveau mode`le ModQu10 base´ sur la combinaison de pre´dicteurs R2 + T +H +W pour les raisons
suivantes :
• W est le pre´dicteur obtenant le pouvoir pre´dictif le plus important (cf. section 1).
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Figure IX.4 – a) Gain de performance en CRPSS obtenu par le mode`le ModQu10. b) Distribution spatiale
des meilleurs mode`les de quantite´ parmi les 10 teste´s pour chaque maille sur la France. Les
lignes de reliefs sont ici repre´sente´es en blanc.
• Sur la base des douze mailles d’accroche, les pre´dicteurs T et H sont les pre´dicteurs les plus
fre´quemment retenus parmi les diffe´rents mode`les “optimaux” (respectivement dix et six fois sur
douze) pour les douze mailles d’accroche.
• Le pre´dicteur R2 permet d’inte´grer une variable d’humidite´. C’est par ailleurs le second pre´-
dicteur obtenant le meilleur pouvoir pre´dictif (cf. section 1). De plus, il est retenu par les
trois mode`les de quantite´ qui obtiennent les meilleures performances (i.e. les mode`les ModQu3,
ModQu4 et ModQu5 liste´s dans le tableau IX.1).
Pour ce nouveau mode`le ModQu10, le gain de performance en CRPSS (IX.4.a) est similaire a` ceux
obtenus a` la figure IX.3. Sa valeur moyenne e´gale a` 6,5 points n’est pas parmi les plus importantes
observe´es dans le tableau IX.1 et le nombre de mailles pour lesquelles ce mode`le s’ave`re le meilleur des
dix mode`les teste´s est faible (figure IX.4.b). Toutefois, a` titre de comparaison, ce gain reste supe´rieur
de 3 points de CRPSS au gain moyen obtenu par le mode`le MA a` deux niveaux d’analogie utilise´ dans
Chardon et al. [2014]. Enfin, les re´sultats obtenus avec ce mode`le se sont re´ve´le´s plus inte´ressants
que ceux obtenus avec des mode`les plus “performants” dans le tableau IX.1.
3. Etude du mode`le de quantite´ unique
3.1. Adaptation dans le temps
3.1.1. Fre´quence d’e´chantillonnage des structures re´gressives
Similairement au mode`le d’occurrence unique de´crit a` la section 3 de la partie VIII, le mode`le
de quantite´ unique posse`de 15 structures re´gressives liste´es dans le tableau IX.2. La fre´quence
d’e´chantillonnage de chacune de ces structures re´gressives est repre´sente´e sur la figure IX.5. Pour
chaque structure re´gressive, les erreurs de pre´diction journalie`res retrouve´es pour MA100+GLM et
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Figure IX.5 – Fre´quences d’e´chantillonnage des structures re´gressives et du mode`le MA25 du mode`le de quan-
tite´ unique pour la France (fre´quences moyennes sur l’ensemble de la pe´riode 1982–2001). Les
mailles blanches indiquent que la structure re´gressive concerne´e n’a jamais e´te´ utilise´e.
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Figure IX.6 – Diffe´rence moyenne des erreurs en CRPS obtenues entre les mode`les MA100+GLM et MA25 par
les structures re´gressives et du mode`le MA25 du mode`le de quantite´ unique pour la France.
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Tableau IX.2 – Ensemble des structures re´gressives propose´es par le mode`le de quantite´ unique France.
Structure re´gressive Pre´dicteurs
Str. no 1 R2
Str. no 2 T
Str. no 3 H
Str. no 4 W
Str. no 5 R2 + T
Str. no 6 R2 +H
Str. no 7 R2 +W
Str. no 8 T +H
Str. no 9 T +W
Str. no 10 H +W
Str. no 11 R2 + T +H
Str. no 12 R2 + T +W
Str. no 13 R2 +H +W
Str. no 14 T +H +W
Str. no 15 R2 + T +H +W
MA25 peuvent eˆtre compare´es par le ∆CRPSi journalier de´fini comme :
∆CRPSi = CRPSi,MA25 − CRPSi,MA100+GLM (IX.2)
ou` CRPSi,MA25 et CRPSi,GLM100+GLM correspondent respectivement au CRPS obtenus pour le mode`le
MA25 et MA100+GLM pour une pre´diction i donne´e. Une valeur positive de ∆CRPSi indique que
l’erreur de pre´diction effectue´e par MA100+GLM est plus faible que celle de MA25, tandis qu’une
valeur ne´gative indique une erreur plus importante. Le ∆CRPS moyen journalier est repre´sente´ sur
la figure IX.6 en fonction de chaque structure re´gressive.
A partir des figures IX.5 et IX.6, des re´sultats similaires a` ceux observe´s a` la section 3 du chapitre
VIII sont obtenus :
• Seules les structures no 1 (R2), no 4 (W ) et no 7 (R2 +W ) sont e´chantillonne´es plus de 10% des
pre´dictions sur le territoire.
• L’e´chantillonnage d’une des trois structures cite´es de´pend de la re´gion conside´re´e. Par exemple,
la structure no 4 (W ) est e´chantillonne´e jusqu’a` 30% des pre´dictions dans les valle´es du Rhoˆne,
de la Saoˆne, et la partie amont des bassins de la Loire et de l’Allier. Sur le reste du territoire, son
e´chantillonnage est plus faible, entre 5 et 15%. Pour la structure no 1 (R2), l’e´chantillonnage est
globalement compris entre 10 et 20% des pre´dictions. Il est plus faible dans le Sud-Est (environ
5%) et le´ge`rement plus important dans le Nord-Est et au Sud-Ouest du Massif Central. La
structure no 7 (R2 + W ) quant a` elle est fortement e´chantillonne´e (jusqu’a` 35%) sur la partie
Nord de la France. Dans le Sud et particulie`rement le Sud-Est, son e´chantillonnage est proche
de 0%.
• D’autres structures re´gressives peuvent eˆtre e´chantillonne´es a` plus petite e´chelle. Par exemple,
la structure no 12 (R2 + T + W ) est sollicite´e plus de 10% des pre´dictions en certains endroits
de la Bretagne et des Vosges. Plus localement, il arrive que les structures no 5 (R2 + T ), no 9
(T +W ), no 10 (H+W ) et no 13 (R2 +H+W ) soient e´chantillonne´es plus de 5% des pre´dictions.
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• Quelque soit la structure parmi celles les plus e´chantillonne´es, l’erreur journalie`re moyenne de
pre´diction est toujours plus faible pour le mode`le MA100+GLM, car les valeurs de ∆CRPS sont
toutes positives (figure IX.6).
• Finalement, le mode`le MA25 alternatif est en moyenne le plus fortement e´chantillonne´ avec
une fre´quence proche de 40% pour une large partie des mailles Safran. Cette fre´quence devient
tre`s importante lorsque l’on se de´place dans le Sud-Est de la France, ou` les valeurs atteignent
65%. Pour cette re´gion, il n’est donc pas possible d’e´tablir un mode`le de re´gression pour la
quantite´. Ceci est duˆ au fait qu’une graande partie des dates analogues sont se`ches. L’information
permettant d’identifier un mode`le de re´gression sur la quantite´ est donc manquante. C’est le
cas en particulier de la re´gion du Sud-Est ou` la fre´quence des jours secs est particulie`rement
importante (cf. figure II.8). Par exemple, pour la maille SE, le mode`le MA25 est sollicite´ 51%
des pre´dictions. Pour ces dernie`res, la probabilite´ moyenne qu’il pre´cipite de´livre´e par les dates
analogues est relativement faible, e´gale a` 0,14.
3.1.2. Variation de l’e´chantillonnage dans le temps
Dans cette section, nous illustrons la capacite´ du mode`le de quantite´ a` se´lectionner pre´fe´rentiel-
lement une ou plusieurs structures re´gressives spe´cifiques en fonction des saisons ou des situations
synoptiques. Par exemple, les figures IX.7 et IX.8 repre´sentent respectivement la diffe´rence d’e´chan-
tillonnage de la structure re´gressive no 4 (W ) et no 10 (H+W ) par rapport a` leurs fre´quences d’e´chan-
tillonnage globales moyennes respectives observe´es a` la figure IX.5. Pour un filtre temporel donne´, les
mailles colorie´es en bleues indiquent que la structure re´gressive conside´re´e a e´te´ sur-e´chantillonne´e.
Elles sont colorie´es en jaune lorsqu’il s’agit d’un sous-e´chantillonnage. La couleur grise indique que
l’e´chantillonnage de la structure pour le filtre temporel conside´re´ est quasiment nul (i.e. infe´rieur a`
5%).
A partir des figures IX.7 et IX.8, on remarque que :
• L’e´chantillonnage d’une structure re´gressive varie en fonction du filtre temporel conside´re´. Par
exemple, la structure no 4 (W ) est sur-e´chantillonne´e sur l’ensemble du territoire pour les types
de temps correspondant a` des flux de Sud et au printemps.
• Le sur-e´chantillonnage de la structure de´pend de la re´gion conside´re´e. Par exemple, pour le TT7,
la structure no 4 est sur-e´chantillonne´e jusqu’a` +30% en certaines mailles du Sud de la France.
Pour d’autres filtres temporels comme l’automne, les TT1, TT3 et TT5, son sur-e´chantillonnage
est seulement limite´ a` certaines re´gions. Sur la figure IX.8, la structure no 10 (H+W ) est globa-
lement peu e´chantillonne´e pour l’ensemble des filtres temporels (moins de 5% des pre´dictions).
Toutefois, pour le TT7, la structure no 10 est fortement sur-e´chantillonne´e (jusqu’a` +25%) loca-
lement sur les massifs des Ce´ve`nnes-Vivarais.
La figure IX.9 repre´sente pour chaque filtre temporel, les structures re´gressives pour lesquelles le
sur-e´chantillonnage est maximal en fonction des mailles Safran. Similairement a` la figure VIII.10,
nous insistons sur le fait que la figure IX.9 n’est qu’une vision limite´e des structures re´gressives
qui sont sur-e´chantillonne´es. Les valeurs exactes des sur/sous-e´chantillonnages sont pre´sente´es pour
l’ensemble des structures re´gressives principalement utilise´es dans la section 3.2 de l’annexe D. La
figure IX.9 permet ne´anmoins de faire ressortir de fac¸on synthe´tique quelques re´sultats inte´ressants.
Il apparaˆıt que :
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Figure IX.7 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 4 (seulement base´e sur W ) par rapport
a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des types de
temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e tandis
qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par rapport
a` la moyenne.
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Figure IX.8 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 10 (H+W ) par rapport a` la fre´quence
d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des types de temps. Les
mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e tandis qu’une maille
colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par rapport a` la moyenne.
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Figure IX.9 – Distribution spatiale des structures re´gressives pour lesquelles la diffe´rence d’e´chantillonnage
est maximale en fonction des saisons et des types de temps.
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• Dans le cas de flux de Sud (TT4, TT6 et TT7) et pour le printemps, la structure no 4 (W )
s’ave`re eˆtre celle dont le sur-e´chantillonnage est le plus important sur l’ensemble du territoire
(excepte´ quelques mailles situe´es dans le nord pour le TT4 et le TT6).
• Dans le cas de flux d’Ouest (ici les TT1 et TT2), les structures comportant la combinaison des
deux pre´dicteurs R2 et W (i.e. les structures no 7 et no 12) sont celles dont le sur-e´chantillonnage
est le plus important.
• Le sur-e´chantillonnage de la structure no 1 seulement base´e sur le pre´dicteur R2 est le plus im-
portant pour les endroits et les filtres temporels ou` aucune pre´cipitation n’est observe´e (cf. figure
II.7). Par exemple pour le TT2 et dans le Sud-Est ou` tre`s peu de pre´cipitations sont obtenues,
le sur-e´chantillonnage maximal est obtenu pour la structure no 1. Ce re´sultat peut eˆtre de plus
illustre´ dans le Nord de la France pour le TT4, le TT5 et le TT6, mais aussi pour les situations
d’e´te´ et de TT8 (cf. figure D.13 de l’annexe D).
• Pour les situations tre`s se`ches (i.e. l’e´te´ et le TT8), le mode`le alternatif MA25 est celui dont le
sur-e´chantillonnage est le plus important. Cela s’explique de nouveau par le nombre important
de dates analogues se`ches retenues pour les pre´dictions appartenant a` ces situations.
• La structure no 10 (H+W ) pre´sente un sur-e´chantillonnage important pour le TT7 et dans une
moindre mesure pour le TT4 sur la re´gion tre`s spe´cifique des Ce´ve`nnes-Vivarais. Ce re´sultat est
en accord avec plusieurs e´tudes comme celles effectue´es par Godart [2009] ou encore Kirsh-
baum & Durran [2005] qui ont montre´ que le cisaillement e´tait un parame`tre important pour
la ge´ne´ration de pre´cipitations orographiques organise´es en bande souvent retrouve´es dans cette
re´gion et pour ces types de circulation.
3.2. Cohe´rence spatiale des structures re´gressives
3.2.1. Cohe´rence spatiale de l’e´chantillonnage des structures
Dans cette section, nous e´valuons la capacite´ du mode`le de quantite´ a` identifier une meˆme struc-
ture re´gressive lorsque ce dernier est applique´ en deux mailles Safran donne´es. Pour une maille
d’accroche, nous conside´rons la se´rie temporelle listant la chronologie des structures re´gressives qui
ont e´te´ applique´es par le mode`le de quantite´. Cette se´rie temporelle est compare´e a` celle issue de
chaque maille Safran. Le nombre de pre´dictions pour lesquelles une meˆme structure re´gressive est
utilise´e est alors exprime´ sous forme d’un pourcentage par rapport au nombre total de pre´dictions
e´mises. Ce pourcentage est calcule´ entre chaque maille d’accroche et l’ensemble des autres mailles
Safran. Il est repre´sente´ sur la figure IX.10.
On remarque que les mailles incluses dans un rayon d’environ 100 km de la maille d’accroche
ont un pourcentage de structures similaires utilise´es qui est au moins supe´rieur a` 30%. De meˆme
que l’analyse similaire effectue´e pour le mode`le d’occurrence (cf. section 3.2.1 du chapitre VIII), le
pourcentage de structures similaires utilise´es est la`-encore contraint par le relief.
3.2.2. Cohe´rence spatiale des coefficients de la re´gression
La figure IX.11 repre´sente la distribution spatiale du coefficient de re´gression moyen normalise´
(cf. e´quation VIII.3) du pre´dicteur W de la structure re´gressive 4. Ce coefficient varie entre -1 et
0,05 entre les diffe´rentes situations temporelles. Pour chacune de ces situations, ce coefficient varie
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Figure IX.10 – Pourcentage de fois ou` la structure utilise´e par l’une des mailles d’accroche (repre´sente´e en
bleu sur les cartes) est similaire a` celles utilise´es par les autres mailles Safran.
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3. Etude du mode`le de quantite´ unique
graduellement de la manie`re suivante : les valeurs les plus fortes sont observe´es sur l’ensemble des
reliefs (de -0,4 a` -0,2) tandis que les valeurs observe´es en plaine sont plus faibles et diminuent lorsque
l’on se de´place vers l’Ouest (jusqu’a` -1 pour le TT8). Qui plus est, les situations ou saisons les plus
se`ches (i.e. e´te´ et TT8) voient ge´ne´ralement des valeurs de coefficients les plus faibles, tandis qu’elles
sont plus importantes lors de situations plus humides telles qu’au TT7 ou au TT6 dans le Sud-Est.
La variation graduelle du coefficient normalise´ observe´e a` l’e´chelle du territoire et en fonction des
filtres temporels conside´re´s traduit une certaine robustesse des coefficients de la structure re´gressive
conside´re´e.
L’utilisation concomitante de meˆmes structures re´gressives en diffe´rentes mailles voisines, de meˆme
que la cohe´rence spatiale des coefficients estime´s en diffe´rentes mailles pour ces structures traduit
aussi une certaine robustesse des liens d’e´chelle utilise´s pour pre´dire les pre´cipitations locales.
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Figure IX.11 – Distribution spatiale des coefficients moyens normalise´s du pre´dicteur W de la structure re´-
gressive no 4.
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ChapitreX
Inte´reˆt des mises a` jour de l’occurrence
et de la quantite´ : combinaison et
contribution
Dans les deux chapitres pre´ce´dents, nous avons de´termine´ deux jeux de pre´dicteurs pour pre´dire
l’occurrence et la quantite´ des pre´cipitations. Pour chacun des deux jeux de´termine´s, nous avons mis
en e´vidence d’une part, (i) les structures re´gressives les plus utilise´es, et d’autre part (ii), les situations
synoptiques ou les saisons pour lesquelles l’utilisation de ces structures e´tait la plus favorise´e.
Dans ce chapitre, nous nous concentrons sur le fonctionnement du mode`le combine´ MA100+GLM.
Pour une pre´diction donne´e, le mode`le MA100+GLM met a` jour, lorsque les contraintes de significa-
tivite´ des coefficients sont satisfaites, la probabilite´ d’occurrence et/ou la distribution de la quantite´
de pre´cipitations du mode`le MA100. Lorsqu’un mode`le de re´gression n’a pas pu eˆtre retenu pour l’une
de ces variables, le mode`le alternatif MA25 est utilise´ pour la pre´diction de cette dernie`re. Ceci nous
ame`ne a` conside´rer quatre assemblages a` partir des mode`les d’occurrence et de quantite´, comme
de´taille´ a` la section VI.3.
Cas 1 : Aucune MAJ (NoMAJ). Le mode`le d’occurrence et le mode`le de quantite´ n’ont pas pu
eˆtre retenus. Dans ce cas, aucune mise a` jour de la distribution des pre´cipitations est effectue´e.
La distribution pre´dite est e´gale a` la distribution pre´dite par le mode`le MA25.
Cas 2 : Mise a` jour de l’occurrence (MAJOcc). Le mode`le d’occurrence est retenu tandis que
le mode`le de quantite´ n’a pas pu l’eˆtre. La distribution pre´dite re´sulte de la seule mise a` jour
de la probabilite´ qu’il pre´cipite et de l’estimation de la distribution des pre´cipitations positives
analogues pre´dite par le mode`le MA25.
Cas 3 : Mise a` jour de la quantite´ (MAJQu). Le mode`le d’occurrence n’est pas retenu alors
que le mode`le de quantite´ est conserve´. La distribution pre´dite de´coule de la probabilite´ qu’il
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pre´cipite du mode`le MA25 et de la distribution des pre´cipitations positives pre´dite par le mode`le
de re´gression logarithmique. Seule la distribution des pre´cipitations positives est alors mise a`
jour.
Cas 4 : MAJ de l’ensemble de la distribution (MAJall). Le mode`le d’occurrence et le mo-
de`le de quantite´ sont retenus. La distribution pre´dite re´sulte alors de la mise a` jour de la
probabilite´ qu’il pre´cipite et de la distribution des pre´cipitations positives de´livre´es par les
mode`les d’occurrence et de quantite´.
Dans ce chapitre, nous de´crivons d’abord quelles sont les fre´quences respectives d’e´chantillonnage de
ces quatre assemblages. Nous estimons ensuite la contribution de chacune des mises a` jour respectives
(i.e. de la probabilite´ d’occurrence et de la quantite´) vis-a`-vis de l’augmentation de performance.
1. Caracte´risation des quatre assemblages
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Figure X.1 – Distribution spatiale de l’e´chantillonnage des quatre assemblages possibles pour la combinaison
des mode`les d’occurrence et de quantite´.
La figure X.1 repre´sente la fre´quence d’e´chantillonnage des quatre assemblages possibles. La figure
X.2.a) repre´sente l’anomalie de pluie moyenne estime´e pour un assemblage donne´ sur la base de
l’ensemble des journe´es pour lesquels l’assemblage conside´re´ a e´te´ utilise´. Elle est exprime´e comme
le quotient de la pluie moyenne observe´e pour ces jours sur la pluie moyenne totale (figure X.2.a). Si
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pour une maille donne´e et un assemblage donne´, l’anomalie est infe´rieure a` 1, les pre´dictions e´mises a`
partir de cet assemblage correspondent alors a` des journe´es pour lesquelles les pre´cipitations observe´es
sont infe´rieures a` la moyenne. A l’inverse, pour des anomalies de pre´cipitation supe´rieures a` 1, les
journe´es correspondantes sont alors majoritairement plus pluvieuses que la moyenne. La figure X.2.b)
repre´sente la fre´quence des jours secs correspondant a` chacun des quatre assemblages.
En premier lieu, la figure X.1 nous permet de dire que :
• Les assemblages les plus e´chantillonne´s correspondent a` ceux pour lesquels une mise a` jour de
la probabilite´ d’occurrence est effectue´e. La somme des fre´quences d’e´chantillonnage des cas 2
et 4 repre´sente au minimum 70% des pre´dictions (non montre´ dans cette the`se). Le cas 4 est le
plus e´chantillonne´ sur l’ensemble du territoire (entre 45% et 80%), excepte´ dans le Sud-Est de
la France ou` le cas 2 obtient une valeur d’e´chantillonnage plus e´leve´e.
• Le cas 1, ou` aucune mise a` jour est effectue´e, est globalement peu e´chantillonne´ (au maximum
10% des pre´dictions). Cela montre l’inte´reˆt fre´quent de mettre a` jour la distribution pre´dictive
e´mise.
• Le cas 3, ou` seule la mise a` jour de la quantite´ est effectue´e, est aussi peu fre´quent (moins de
10% des pre´dictions), excepte´ en Bretagne ou` un e´chantillonnage variant entre 10 et 25% peut
eˆtre observe´.
La figure X.2 apporte des e´le´ments de re´ponse pour expliquer les e´chantillonnages observe´s a` la
figure X.1 :
• Pour les pre´dictions ou` une mise a` jour a e´te´ effectue´e a` la fois sur l’occurrence et sur la
quantite´ des pre´cipitations (cas 4), les journe´es correspondantes obtiennent une pre´cipitation
variant autour de la pre´cipitation moyenne annuelle (figure X.2.b). La fre´quence de jours secs
est infe´rieure a` 55% sur l’ensemble du territoire. Pour ces pre´dictions, la pre´sence de dates
analogues se`ches d’une part, et d’un nombre suffisant de dates analogues humides d’autre part,
permet au mode`le MA100+GLM de proposer un mode`le de re´gression a` la fois pour l’occurrence
et pour la quantite´.
• Les pre´dictions ou` seule la quantite´ est mise a` jour (cas 3) correspondent a` des journe´es tre`s
humides. En effet, la pre´cipitation moyenne est au minimum deux fois plus importante que la
pre´cipitation moyenne annuelle (figure X.2.a). De plus, la fre´quence de jours secs (figure X.2.b)
est proche de 0 (excepte´ dans le Sud-Est, ou` un tre`s faible e´chantillonnage du cas 3 infe´rieur a`
0,5% ne permet pas d’e´mettre des conclusions). Pour ces pre´dictions, les dates analogues issues
du mode`le MA100 sont quasiment toutes humides. Elles permettent seulement de mettre a` jour
la distribution de la quantite´ de pre´cipitation.
• Les pre´dictions dont seule l’occurrence des pre´cipitations a e´te´ mise a` jour (cas 2) correspondent
a` des journe´es plutoˆt se`ches. La pre´cipitation moyenne de ces journe´es est en effet infe´rieure a`
la pre´cipitation moyenne annuelle pour l’ensemble du territoire (figure X.2.a). La fre´quence des
jours secs est comprise entre 45% en Bretagne et 80% dans le Sud-Est, ce qui est plus e´leve´ que
pour le cas 4. Le nombre de dates analogues humides est dans ce cas trop faible pour permettre
de de´terminer convenablement une re´gression pour la quantite´, et la probabilite´ d’occurrence est
seulement mise a` jour.
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Figure X.2 – a) Distribution spatiale du quotient des pluies moyennes observe´es pour un assemblage conside´re´
sur la pluie moyenne totale et b) distribution de la fre´quence des jours secs pour chacun des
quatre assemblages. 1) NoMAJ, 2) MAJOcc, 3) MAJQu et 4) MAJall.
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• Enfin, le cas 1 – ou` aucune mise a` jour est effectue´e – est faiblement e´chantillonne´ sur l’en-
semble du territoire (moins de 5%), excepte´ dans le Sud-Est de la France et en Bretagne ou`
l’e´chantillonnage peut atteindre 15%. Pour ces pre´dictions, les dates analogues correspondent
toutes a` des journe´es se`ches. Comme nous l’avons de´ja` e´nonce´ a` la section 3.1.2 du chapitre
VIII et a` la section 3.1.2 du chapitre IX, le nombre important de dates analogues se`ches pour
ces pre´dictions interdit la de´termination d’un mode`le de re´gression pour l’occurrence ainsi que
pour la quantite´. Le mode`le MA25 est alors utilise´. C’est ce qu’on observe par exemple dans le
Sud-Est de la France ou` la pre´cipitation moyenne est tre`s faible et la fre´quence des jours secs
est proche de 1.
Cependant, le mode`le MA25 est aussi mobilise´ dans d’autres configurations. Dans ces cas, e´tran-
gement, les dates analogues sont toutes humides. Un mode`le d’occurrence ne peut pas eˆtre
de´termine´ de part la forte proportion de valeurs d’occurrence e´gales a` 1. Pour ces pre´dictions,
un mode`le de quantite´ est recherche´ par le mode`le MA100+GLM au travers de l’algorithme de
se´lection ite´rative (cf. section 2.3.3 du chapitre VI). Cependant, il apparaˆıt que pour ces situa-
tions, la fonction step() (package R – {stats}) utilise´e pour la se´lection ite´rative des pre´dicteurs
est mise en de´faut car elle n’arrive pas a` converger. Dans ce cas, nous avions impose´ l’utilisa-
tion du mode`le alternatif MA25. Pour cette raison, de fortes valeurs de ratio de pre´cipitations
moyennes (figure X.2.a) et de faibles fre´quences de jours secs (figure X.2.b) sont rencontre´es sur
l’ensemble du territoire (excepte´ le Sud-Est). Par suite, l’algorithme de se´lection de la structure
re´gressive retenue a e´te´ modifie´ : pour chaque jour de pre´diction, l’ensemble des quinze structures
re´gressives liste´es dans le tableau IX.2 a e´te´ teste´ pour la pre´diction de la quantite´ de pre´cipita-
tion. La structure re´gressive retenue in fine correspond a` celle qui est la plus pertinente selon le
crite`re BIC (i.e. celle obtenant le BIC le plus faible) et respectant les conditions de significativite´
des coefficients de´finies a` la section 3.2 du chapitre VI. Si aucune structure re´gressive ne respecte
les conditions de significativite´, le mode`le MA25 est utilise´ comme lien d’e´chelle alternatif pour la
pre´diction de la quantite´ de pre´cipitation. Une proce´dure de se´lection similaire a aussi e´te´ mise
en place pour la pre´diction de la probabilite´ d’occurrence. L’utilisation de ce nouvel algorithme
de se´lection a permis de mettre a` jour les re´sultats pre´sente´s aux figures IX.5, IX.6, IX.7, IX.8,
IX.9, IX.10, X.1 et X.2. Ces dernie`res sont disponibles a` l’annexe D.4 1.
0
1 2 4 3
Occurrence
Quantité
Figure X.3 – Sche´ma repre´sentant la strate´gie d’assemblage du mode`le combine´ MA100+GLM en fonction de
la quantite´ de pre´cipitation.
Pour repre´senter la strate´gie d’assemblage des mode`les d’occurrence, de quantite´ et du mode`le
alternatif MA25, le sche´ma X.3 repre´sente la manie`re dont la pre´cipitation est pre´dite en fonction
1. L’ensemble des calculs incluant cette nouvelle strate´gie de se´lection de la structure re´gressive a e´te´ effectue´ entre
la soumission du manuscrit de the`se aux membres du jury et la soutenance de the`se.
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du cumul de pre´cipitation observe´ pour une journe´e. Pour les jours tre`s secs pour lesquels les dates
analogues sont quasiment toutes se`ches, le mode`le combine´ privile´gie l’utilisation du mode`le MA25.
Lorsqu’une faible probabilite´ qu’il pre´cipite est e´mise par MA100, le mode`le MA100+GLM met seule-
ment a` jour l’occurrence. Pour des jours ou` la pre´cipitation observe´e est en moyenne e´gale a` la
pre´cipitation moyenne annuelle, le mode`le met a` jour l’ensemble de la distribution. Pour finir, pour
les situations ou` les dates analogues sont quasiment toutes humides, seule la quantite´ de pre´cipitation
est mise a` jour, conduisant alors en moyenne a` des pre´cipitations intenses.
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Figure X.4 – Gain relatif du score de Brier BS (e´quivalent a` un BSS en prenant pour re´fe´rence le mode`le
MA25) entre le mode`le combine MA100+GLM et le mode`le MA25 pour les cas 2 et 4 ou` l’oc-
currence de pre´cipitation a pu eˆtre mise a` jour. 2) MAJOcc, 4) MAJall.
Pour les deux cas ou` l’occurrence des pre´cipitations a pu eˆtre mise a` jour (correspondant aux
cas 2 et 4), la figure X.4 montre le gain relatif du score de Brier par rapport au mode`le MA25 – ce
qui revient a` calculer le BSS obtenu par le mode`le MA100+GLM en conside´rant comme re´fe´rence le
mode`le MA25. Dans les deux cas, un gain est observe´ en toute maille Safran. Le gain en BS varie dans
la meˆme gamme de valeurs (entre 0,05 et 0,25) pour les deux cas 2 et 4, toutefois, il est le´ge`rement
plus important dans le Sud-Est de la France dans les cas ou` la quantite´ est aussi mise a` jour (cas 4).
La figure X.5 pre´sente le gain relatif en CRPS – e´quivalent au CRPSS obtenu par le mode`le
MA100+GLM en conside´rant pour re´fe´rence le mode`le MA25. On remarque que des gains sont observe´s
de`s lors qu’une mise a` jour, de l’occurrence ou de la quantite´, est effectue´e, excepte´ dans le Sud-Est
pour le cas 4, pour lequel il a e´te´ montre´ que cette e´valuation n’e´tait pas pertinente de part le tre`s
faible e´chantillonnage du cas 4 dans le Sud-Est. Les gains tre`s importants sont obtenus pour les jours
ou` seule la quantite´ a e´te´ mise a` jour (de 10 a` 30%). Ils sont encore tre`s importants quand cette mise
a` jour est combine´e a` une mise a` jour de l’occurrence (entre 0 et 15%) et dans une moindre mesure
lorsque seule l’occurrence est mise a` jour. Cela justifie l’introduction d’une information synoptique
supple´mentaire pour permettre une meilleure pre´diction locale des pre´cipitations.
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Figure X.5 – Gain relatif en CRPS (e´quivalent a` un CRPSS en prenant pour re´fe´rence le mode`le MA25) . 1)
NoMAJ, 2) MAJOcc, 3) MAJQu 4) MAJall.
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Figure X.6 – CRPSS obtenus lorsque 1) le mode`le MA25 est utilise´, 2) seule l’occurrence est mise a` jour dans
le mode`le MA100+GLM, 3) seule la quantite´ est mise a` jour dans le mode`le MA100+GLM et 4)
l’occurrence et la quantite´ sont toutes les deux mises a` jour.
2. Contribution a` l’augmentation du gain de performance
Les re´sultats pre´ce´dents illustrent les inte´reˆts relatifs des diffe´rentes mises a` jour. Cependant, l’ana-
lyse est bruite´e par le fait que les diffe´rents assemblages sont par construction applique´s sur des en-
sembles diffe´rents de pre´dictions. Pour mieux cerner l’inte´reˆt de chaque composante de la mise a` jour,
nous nous demandons ici quelle est la part de performance en CRPSS du mode`le MA100+GLM ex-
plique´e par la mise a` jour de l’occurrence et/ou celle de la quantite´. Quatre simulations sont alors
conside´re´es :
• Simulation 1 : Le mode`le alternatif MA25 est applique´ pour la pre´diction des pre´cipitations en
toute maille de la France. Cette simulation correspond au mode`le MA25 e´value´ au chapitre III.
• Simulation 2 : Le mode`le MA100+GLM est utilise´ pour la pre´diction de l’occurrence. Le mode`le
alternatif MA25 est utilise´ pour la pre´diction de la quantite´ de pre´cipitation.
• Simulation 3 : Le mode`le alternatif MA25 est utilise´ pour la pre´diction de l’occurrence de
pre´cipitation. Le mode`le MA100+GLM est utilise´ pour la pre´diction de la quantite´.
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Figure X.7 – ∆CRPSS correspondant a` la diffe´rence de performance en CRPSS a) entre le mode`le combine´
ou` seule la quantite´ est mise a` jour et le mode`le ou` seule l’occurrence est mise a` jour, b) entre
le mode`le ou` l’ensemble de la distribution est mise a` jour et le mode`le ou` seule l’occurrence est
mise a` jour et c) entre le mode`le ou` l’ensemble de la distribution est mise a` jour et le mode`le
ou` seule la quantite´ est mise a` jour.
• Simulation 4 : Le mode`le MA100+GLM est utilise´ pour la pre´diction de l’occurrence et de la
quantite´ de pre´cipitation. Cette simulation correspond alors au mode`le MA100+GLM e´value´ a`
la section 1.
La figure X.6 repre´sente les performances en CRPSS calcule´es pour ces quatre simulations. Pour
me´moire, les performances obtenues pour la simulation 1 correspondent a` celles repre´sente´es a` la figure
III.6.a) tandis que les performances obtenues par la simulation 4 correspondent a` celles repre´sente´es
sur la figure IX.4.a).
La distribution spatiale des performances en CRPSS lorsque seule l’occurrence est mise a` jour
(simulation 2) est similaire a` celle obtenue par le mode`le MA25 (simulation 1 de la figure X.6). Les
performances observe´es lorsque seule la quantite´ est mise a` jour (simulation 3) sont quant a` elles
proches de celles obtenues lorsque l’ensemble de la distribution est mise a` jour (simulation 4). Ainsi,
la mise a` jour de la quantite´ apparaˆıt comme e´tant la plus be´ne´fique des performances obtenues
par le mode`le MA100+GLM. Cela est de plus illustre´ au travers de la figure X.7.a) qui pre´sente la
diffe´rence de CRPSS entre plusieurs paires de simulation. Globalement, la performance en CRPSS
est plus importante sur l’ensemble de la France lorsque seule la quantite´ est mise a` jour par rapport a`
l’occurrence. Cependant, pour certaines mailles situe´es dans le Sud de la France, les performances en
CRPSS obtenues sont plus importantes lorsque seule l’occurrence est mise a` jour (figure X.7.a). Pour
cette re´gion particulie`re, il apparaˆıt meˆme que la mise a` jour a` la fois de la quantite´ et de l’occurrence
de´grade le´ge`rement de 1 point le CRPSS (figure X.7.b). La mise a` jour de la quantite´ s’ave`re donc
en moyenne pe´nalisante. Pour me´moire, cette re´gion correspond a` la re´gion pour laquelle le gain de
performance en CRPSS e´tait le plus faible pour le mode`le de quantite´ (cf. figure IX.3 du chapitre IX,
ModQu10). Dans une moindre mesure, un comportement similaire peut eˆtre observe´ en Bretagne a` la
figure X.7.c) ou` de tre`s faibles pertes peuvent eˆtre observe´es lorsque les mises a` jour de l’occurrence
et de la quantite´ (simulation 4) sont effectue´es par rapport a` une mise a` jour seule de la quantite´
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(simulation 3). De meˆme, la Bretagne correspond a` la re´gion pour laquelle le gain de performance en
BSS est le plus faible pour le mode`le d’occurrence (cf. figure VIII.4 du chapitre VIII, ModOcc3).
Ces re´sultats sont e´videmment tre`s conditionne´s par le choix des mode`les retenus pour la mise a`
jour de la probabilite´ d’occurrence et de la quantite´. Ce choix a e´te´ effectue´ parmi plusieurs mode`les
identifie´s comme les meilleurs pour diffe´rentes mailles du territoire. Il est possible que les pertes
constate´es dans le Sud-Est et en Bretagne soient re´duites voire meˆme remplace´es par des gains pour
de meilleurs mode`les adapte´s a` ces re´gions.
Synthe`se
La corre´lation entre pre´dicteurs de grande e´chelle diffe`re-t-elle lorsque les pre´dic-
teurs sont extraits des dates analogues ?
De manie`re ge´ne´rale, la corre´lation entre deux pre´dicteurs est conserve´e lorsqu’elle est estime´e a`
partir des dates analogues. Ne´anmoins, pour une majorite´ des couples de pre´dicteurs teste´s, le ni-
veau de corre´lation positive (ou de corre´lation ne´gative) observe´ est le´ge`rement moins important
que celui obtenu lorsque la corre´lation est calcule´e de fac¸on globale. L’extraction des valeurs de
pre´dicteurs par les dates analogues n’e´chantillonne qu’une partie des jours inclus dans une feneˆtre
de ± 30 jours et re´duit ainsi les effets de saisonnalite´ pouvant exister entre pre´dicteurs. A l’inverse,
tre`s peu de pre´dicteurs obtiennent une corre´lation plus forte. Globalement, la se´lection d’un jeu de
pre´dicteurs non corre´le´s pour l’application d’un mode`le combine´ semble pouvoir se satisfaire d’une
e´tude de la corre´lation moyenne.
Quels sont les pre´dicteurs de second niveau pour la pre´diction des pre´cipitations
en France ?
Dans une premie`re analyse, nous avons explore´ l’inte´reˆt de pre´dicteurs uniques pour la mise a` jour
de la pre´diction e´mise pour un mode`le analogue base´ sur les hauteurs de ge´opotentiels Z1000 et Z500.
Concernant l’occurrence des pre´cipitations, il est apparu que seuls les pre´dicteurs d’humidite´ per-
mettent d’ame´liorer en tout point du territoire la performance du mode`le analogue. Par suite, il s’est
ave´re´ que la combinaison d’une information d’humidite´ (i.e. humidite´ relative a` 700 hPa) et d’une
information de persistance (i.e. l’occurrence de pre´cipitation de la veille) s’ave`re majoritairement
inte´ressante.
Pour la hauteur pre´cipite´e, tous les pre´dicteurs teste´s permettent d’augmenter les performances
en CRPSS du mode`le analogue. Sur l’ensemble du territoire, le pre´dicteur de vitesse verticale W est
apparu comme e´tant le plus explicatif de la quantite´ de pre´cipitation, suivi de l’humidite´ relative
R2.
Pour la pre´diction de l’occurrence et de la quantite´ de pre´cipitation, les gains de performances
observe´s par rapport au mode`le MA25 augmentent lorsque l’on se de´place de l’Ouest a` l’Est de la
France. L’information de second niveau est plus inte´ressante dans les terres et sur le pourtour me´-
diterrane´en que sur la coˆte Atlantique, re´gion pour laquelle les pre´cipitations sont de´ja` relativement
bien explique´es par les ge´opotentiels.
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2. Contribution a` l’augmentation du gain de performance
Existe-t-il une de´pendance entre pre´dicteurs et situations de grande e´chelle ?
Une e´valuation de la fre´quence d’e´chantillonnage des structures re´gressives utilise´es en fonction
des saisons et d’une classification en type de temps a mis en e´vidence qu’il existait une de´pendance
entre la structure et la situation conside´re´e. Pour l’occurrence par exemple, dans le cas de situations
atmosphe´riques pour lesquelles aucune pre´cipitation n’est attendue, un pre´dicteur de persistance
s’ave`re adapte´. Dans le cas de flux d’Ouest, la combinaison de l’humidite´ relative et de la vitesse
verticale constitue un bon indicateur de la quantite´ de pre´cipitations.
Une de´pendance a` la re´gion conside´re´e peut parfois eˆtre observe´e. Par exemple, lors de situations
correspondant a` des flux atmosphe´riques originaires du Sud, le pre´dicteur he´licite´, caracte´ristique
du cisaillement, est fortement sollicite´ que ce soit pour l’occurrence ou la quantite´ de pre´cipitation.
Quels sont les avantages de combiner un mode`le GLM avec un mode`le Analog ?
La combinaison d’un GLM avec un mode`le MA permet d’adapter, pour chaque pre´diction, le lien
d’e´chelle a` la fois dans le temps, mais aussi dans l’espace sur la base des dates analogues. Le
lien d’e´chelle semble robuste dans l’espace de par l’utilisation concomitante fre´quente de meˆmes
structures re´gressives et la forte cohe´rence spatiale obtenue pour les coefficients des re´gressions.
L’utilisation d’un mode`le combine´ apporte de plus un gain moyen en CRPSS e´gal a` 6,5 points
sur la France, ce qui repre´sente 3 points de plus par rapport a` un mode`le analogue hie´rarchique ou`
le second niveau d’analogie est effectue´ de fac¸on fige´e sur un terme d’humidite´. Ceci montre l’inte´reˆt
d’adapter dans le temps le lien d’e´chelle par la recherche d’une combinaison de pre´dicteurs adapte´s
a` la situation a` pre´dire.
Les mises a` jour de la probabilite´ d’occurrence et de la quantite´ de pre´cipitation
sont-elles importantes ?
A l’e´chelle du territoire franc¸ais, il est apparu qu’une mise a` jour de la quantite´ apporte des gains
en CRPSS plus importants que celle effectue´e sur la probabilite´ d’occurrence. Toutefois, la mise a`
jour de cette dernie`re n’est pas a` ne´gliger car son utilite´ s’ave`re tre`s importante en certaines re´gions
comme le Sud de la France. Globalement, la sollicitation d’un mode`le d’occurrence et d’un mode`le
de quantite´ de´pend du niveau moyen de pre´cipitation attendue. Si la pre´cipitation attendue est
tre`s faible, ou en d’autres termes, si la majeure partie des dates analogues sont se`ches, le mode`le
d’occurrence et le mode`le de quantite´ seront peu voir jamais sollicite´s. Pour ces deux pre´dictands,
le mode`le MA25 est utilise´ comme mode`le de pre´diction alternatif. Le mode`le d’occurrence ne sera
pas non plus sollicite´ si la pre´cipitation moyenne attendue est importante, ce qui est souvent le
cas lorsque toutes les dates analogues sont pre´cipitantes. Pour ces situations, le mode`le de quantite´
pourra en revanche eˆtre sollicite´. Le mode`le d’occurrence et le mode`le de quantite´ sont ge´ne´ralement
tous deux sollicite´s lorsque les pre´cipitations attendues sont mode´re´es et pour lesquelles une partie
seulement des dates analogues pre´disent des pre´cipitations.
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CONCLUSION & PERSPECTIVES
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En bref...
Dans ce travail de the`se, nous avons explore´ diffe´rentes questions lie´es a` la possibilite´ de ge´ne´rer
sur de vastes territoires des sce´narios de pre´cipitations spatialement cohe´rents, qui puissent expliquer
au mieux les pre´cipitations observe´es a` diffe´rentes e´chelles d’espace. Nous synthe´tisons ici les prin-
cipaux re´sultats de nos analyses et proposons quelques pistes de recherche pour des travaux ulte´rieurs.
1. Pre´diction de sce´narios pluviome´triques spatialement cohe´rents
Dans plusieurs e´tudes, il a e´te´ montre´ que les pre´dicteurs optimaux d’un mode`le MA, et par
suite les dates analogues, e´taient de´pendants de l’endroit ge´ographique conside´re´ pour la pre´diction
[Timbal & McAvaney, 2001 ; Wetterhall et al., 2006]. Lorsque les pre´dicteurs sont fixe´s, plusieurs
domaines d’analogies peuvent conduire a` des performances e´quivalentes [Radanovics et al., 2013],
alors que ces domaines diffe`rent tre`s le´ge`rement entre deux sites voisins. Ainsi, un domaine d’analogie
optimise´ pour un site donne´ pourrait conduire a` une performance quasi-optimale lorsqu’il est utilise´
pour la pre´diction des pre´cipitations en des sites voisins.
Dans une premie`re partie de cette the`se, nous avons e´value´ la capacite´ a` appliquer un jeu de
dates analogues en d’autres endroits que celui pour lequel ces dates ont e´te´ optimise´es, i.e. leur
transposabilite´ spatiale. Les principales conclusions peuvent eˆtre re´sume´es ainsi :
• Un fort niveau de similarite´ entre les dates analogues optimales n’est pas ne´cessaire pour la
transposabilite´ spatiale d’un mode`le MA.
• Lorsque les dates analogues sont identifie´es sur la base des hauteurs de ge´opotentiel, la transpo-
sabilite´ spatiale des dates analogues est grande et des performances de pre´diction quasi-optimales
peuvent eˆtre obtenues en des mailles parfois distantes de 500 km. Tout comme les Alpes [Bon-
tron, 2004], le Massif Central constitue une barrie`re topographique limitant cette transposabi-
lite´.
• Un biais non ne´gligeable de la moyenne inter-annuelle peut eˆtre retrouve´ lorsque le mode`le
MA est utilise´ pour la ge´ne´ration de sce´narios de pre´cipitations. Ce re´sultat est duˆ a` un e´chan-
tillonnage he´te´roge`ne des situations analogues passe´es contenues dans l’archive historique. Ce
biais peut eˆtre amplifie´ lorsque des dates analogues sont transpose´es. Toutefois, comme plusieurs
jeux de dates analogues permettent d’obtenir des performances similaires, on peut imaginer qu’il
soit possible d’identifier un jeu de dates qui conduise a` la fois a` l’obtention de bonnes perfor-
mances de pre´diction et d’un biais faible, ou a minima plus faible que celui obtenu ici.
• Le raffinement d’un mode`le MA est potentiellement nuisible a` la bonne transposabilite´ spatiale
des dates analogues. Lorsqu’un second niveau d’analogie base´ sur un pre´dicteur d’humidite´ est
ajoute´, les performances de pre´diction sont certes augmente´es, mais la transposabilite´ est re´-
duite. Toutefois, le gain de performance apporte´ par l’ajout de la seconde variable d’analogie est
supe´rieur a` la perte engendre´e lors de la transposition. Ceci est visible jusqu’a` 400 km a` partir
de la maille pour laquelle les mode`les MA transpose´s ont e´te´ optimise´s.
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2. Pre´diction de pre´cipitations agre´ge´es a` l’e´chelle d’un territoire donne´
Les cadres d’analyse expe´rimental puis simulatoire mis en place dans cette the`se nous ont permis
d’e´valuer la sensibilite´ des performances d’un mode`le MA unique pour la France lorsque l’on sou-
haite pre´dire des pre´cipitations agre´ge´es sur des territoires de plus en plus vastes. Les expe´riences
effectue´es ont permis de retrouver les re´sultats de Gangopadhyay et al. [2005] et Mezghani &
Hingray [2009], i.e. les performances de pre´diction augmentent avec le niveau d’agre´gation spatiale.
L’agre´gation permet de faire ressortir le signal pluviome´trique re´gional lie´ a` la grande e´chelle, en
lissant les bruits re´sultant de re´ponses pluviome´triques plus locales. Nos expe´riences ont permis aussi
de comple´ter les re´sultats obtenus dans ces travaux ante´rieurs et d’en revisiter la porte´e. Ainsi :
• La vitesse d’augmentation de la performance avec l’agre´gation spatiale est de´pendante de la
corre´lation spatiale des pre´cipitations journalie`res. La performance augmente plus vite avec
l’agre´gation quand la corre´lation spatiale est faible.
• Lorsqu’un unique lien d’e´chelle est utilise´ pour pre´dire les pre´cipitations, la performance n’aug-
mente a priori pas inde´finiment avec l’agre´gation. C’est en particulier le cas lorsque la pre´cipi-
tation agre´ge´e inclut des pre´cipitations locales originaires de processus atmosphe´riques diffe´rents
de ceux repre´sente´s par la MDES. La performance locale de la MDES pour ces pre´cipitations
peut eˆtre de´grade´e. Pour la pre´diction de la pre´cipitation agre´ge´e, la performance re´sulte alors
d’un compromis entre l’effet be´ne´fique de l’agre´gation, qui permet de mieux re´ve´ler le signal
re´gional des pre´cipitations, et la faible performance de pre´diction pour des pre´cipitations locales
me´te´orologiquement he´te´roge`nes. L’e´volution de la performance avec l’agre´gation de´pend des
poids relatifs de ces deux e´le´ments. On peut penser que l’effet be´ne´fique de l’agre´gation domine
souvent pour les premiers niveaux d’agre´gation et que ce soit l’inverse pour des niveaux d’agre´-
gation importants. On peut donc s’attendre a` un optimum de performance pour une e´chelle
d’agre´gation spatiale donne´e lorsque l’effet be´ne´fique de l’agre´gation n’arrive plus a` de´passer la
conse´quence ne´faste d’une faible performance de pre´diction des pre´cipitations voisines.
A partir des re´sultats issus des deux premie`res parties de ces travaux de recherche, nous pouvons re´-
pondre a` quelques contraintes ope´rationnelles concernant la ge´ne´ration de sce´narios de pre´cipitations
spatialement cohe´rents. Dans le cas d’e´tudes hydrologiques portant sur des territoires relativement
vastes, une faible transposabilite´ spatiale peut eˆtre limitante, et un compromis entre performance
locale et transposabilite´ spatiale devient ne´cessaire. Dans ce cas, l’utilisation d’un mode`le MA ba-
sique et moins performant est peut eˆtre pre´fe´rable pour disposer d’une meilleure transposabilite´.
Si l’on veut privile´gier la performance locale, il est sans doute ne´cessaire, de conside´rer quatre ou
cinq mode`les MA pour couvrir le territoire me´te´ropolitain. Au vu des re´sultats obtenus dans cette
the`se, chacun de ces mode`les pourrait aise´ment eˆtre optimise´ et applique´ pour couvrir de grands hy-
drosyste`mes tels que les principaux fleuves franc¸ais. La cohe´rence spatiale requise pour les analyses
hydrologiques subse´quentes a` l’e´chelle des bassins versants serait donc ainsi assure´e.
Dans un contexte de pre´diction en lien avec le changement climatique, la re´gionalisation est ge´ne´ra-
lement couˆteuse en temps de calcul du fait 1) du grand nombre d’expe´riences climatiques a` conside´rer
et 2) de la longueur importante des pe´riodes de simulation correspondantes. Ensuite, certains phe´-
nome`nes tels que les se´cheresses ont une envergure nationale et ne´cessitent des sce´narios cohe´rents a`
l’e´chelle du territoire. Dans ce cas, une plus faible performance de pre´diction locale peut eˆtre vrai-
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semblablement tole´re´e, de fac¸on a` pouvoir utiliser un mode`le unique pour la France. La strate´gie
propose´e par [e.g. Timbal et al., 2003 ; Boe´ & Terray, 2008] semble pertinente a` cet e´gard.
3. Possibilite´ de raffiner la pre´diction locale par l’ajout de pre´dicteurs supple´mentaires
Nous avons montre´ dans l’e´tude de la transposabilite´ spatiale qu’un gain apporte´ par l’ajout d’une
seconde variable d’analogie re´duit la bonne transposabilite´ spatiale du mode`le MA. Nous nous sommes
alors demande´s s’il e´tait possible d’augmenter localement les performances du mode`le MA tout en
conservant sur un vaste territoire la cohe´rence spatiale des sce´narios de pre´cipitations ge´ne´re´s. La
strate´gie que nous proposons est de raffiner la pre´diction locale en chacun des sites du territoire
vise´ en mettant a` jour la distribution de probabilite´ des pre´cipitations obtenue avec les sce´narios
analogues. En pratique la mise a` jour s’effectue a` l’aide de deux sous-mode`les, l’un pour la probabilite´
d’occurrence des pre´cipitations, l’autre pour la quantite´ pre´cipite´e. Ces deux sous mode`les prennent
chacun la forme d’une re´gression line´aire ge´ne´ralise´e. Les valeurs des pre´dictands et des pre´dicteurs
ne´cessaires a` l’e´tablissement des re´gressions sont extraites des dates analogues retenues par le mode`le
MA. Pour chacun des pre´dictands, la mise a` jour se fait donc avec un mode`le de re´gression sur noyau,
le noyau e´tant de´fini par les diffe´rentes dates analogues au jour cible vise´. L’inte´reˆt de cette approche
consiste a` pouvoir mettre a` jour a` la fois la probabilite´ d’occurrence et la quantite´ de pre´cipitations
par la se´lection d’un jeu de pre´dicteurs adapte´s pour chaque pre´diction et/ou site cible. Ce mode`le
MA+GLM nous a permis de mettre en e´vidence que :
• Pour pre´dire la probabilite´ d’occurrence, les variables d’humidite´ relative et d’occurrence de
la veille constituent de bons pre´dicteurs. L’he´licite´ et la vitesse verticale se re´ve`lent aussi tre`s
informatives pour certains types de situations. Pour la quantite´, la vitesse verticale et l’humidite´
relative se sont re´ve´le´es eˆtre, en moyenne, les meilleurs pre´dicteurs. L’he´licite´ et la tempe´rature
sont aussi souvent mobilise´es.
• L’adaptation journalie`re du lien d’e´chelle semble robuste dans l’espace, que ce soit au niveau
des pre´dicteurs utilise´s mais aussi au niveau des coefficients estime´s dans les re´gressions. Ceci se
traduit par une organisation spatiale marque´e des structures re´gressives utilise´es conditionne´e
par les reliefs.
• Une augmentation moyenne de la performance e´gale a` 6,5 points de CRPSS est obtenue par le
mode`le MA+GLM. Elle est supe´rieure de 3 points a` celle obtenue avec un mode`le base´ sur deux
niveaux d’analogie (au regard de la circulation atmosphe´rique, puis de l’humidite´ relative). Ceci
met en lumie`re l’inte´reˆt d’un mode`le adaptatif dans le temps et dans l’espace.
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Quelques perspectives... ?
Certaines questions aborde´es dans cette the`se n’ont toutefois pas e´te´ entie`rement explore´es et il
serait ne´cessaire de mener des recherches plus approfondies. En particulier :
La ge´ne´ration de sce´narios de pre´cipitations spatialement cohe´rents
• La transposabilite´ spatiale du mode`le MA s’est ave´re´e eˆtre sensible a` la saison et au type de
circulation atmosphe´rique conside´re´. Lorsque l’e´valuation est conditionne´e a` la situation atmo-
sphe´rique, il semblerait que la transposabilite´ soit sensible a` l’origine des flux. Une identification
plus robuste du domaine d’analogie (e.g. pour un ensemble de mailles Safran re´parties sur une
re´gion donne´e) pourrait peut eˆtre permettre de confirmer cette hypothe`se.
• La mise en place d’un mode`le combine´ MA+GLM a permis de montrer qu’il e´tait possible
d’accroˆıtre localement les performances de pre´diction. Dans nos travaux, la distribution pre´dite
des pre´cipitations en chaque maille est mise a` jour sur la base de dates analogues optimise´es
localement. Par conse´quent, les aspects de cohe´rence spatiale des sce´narios ge´ne´re´s n’ont pas
e´te´ traite´s. Un meˆme jeu de dates analogues, optimise´es pour la France et assurant ainsi la
cohe´rence spatiale des sce´narios ge´ne´re´s, pourrait eˆtre utilise´ pour explorer la capacite´ d’un
mode`le MA+GLM a` pre´dire les pre´cipitations en chaque maille. Il serait inte´ressant d’e´valuer
si le gain de performance apporte´ par un mode`le MA+GLM permet de compenser la perte
de performance induite par un mode`le MA unique pour la France. Par ailleurs, l’utilisation
d’un meˆme jeu de dates analogues pourrait augmenter la robustesse spatiale des pre´dicteurs
e´chantillonne´s pour la re´gression line´aire ge´ne´ralise´e.
• Sur la base de l’e´tude publie´e [Chardon et al., 2014], un travail similaire pourrait eˆtre d’e´valuer
la perte de performance lorsqu’un mode`le MA+GLM, optimise´ localement pour la pre´diction des
pre´cipitations en une maille donne´e, est applique´ a` l’e´chelle du territoire franc¸ais, i.e. sa trans-
posabilite´ spatiale. S’il s’ave`re que des pertes de performance similaires sont obtenues lorsqu’un
mode`le MA+GLM et un mode`le MA optimise´s localement sont transpose´s, cela indiquerait
qu’une meˆme transposabilite´ spatiale est obtenue pour les mode`les MA+GLM et MA, avec
potentiellement de meilleures performances pour le mode`le MA+GLM.
• La mise en place d’un mode`le combine´ MA+GLM a permis de montrer qu’il e´tait possible d’ac-
croˆıtre localement les performances de pre´diction. En revanche, nous n’avons pas eu le temps de
traiter les aspects de cohe´rence spatiale des sce´narios ge´ne´re´s. La mise en place d’un mode`le de
re´gression line´aire ge´ne´ralise´e sur la base des dates analogues permet d’e´mettre une distribution
pre´dictive pour chaque site du territoire. Sur la base de cette dernie`re, diffe´rents sce´narios de
pre´cipitations locales peuvent eˆtre de´duits. La mise a` jour de la distribution pre´dictive obtenue
avec le mode`le combine´ ne fournit cependant pas d’information sur les structures de corre´lation
spatiales entre sites. La ge´ne´ration de champs de pre´cipitations cohe´rents dans l’espace, permet-
tant de prendre en compte les mises a` jour locales des distributions et de produire un sce´nario
spatial re´aliste, est un challenge ardu, similaire (si ce n’est plus difficile) a` celui de la ge´ne´ration
stochastique de champs spatiaux. Il est donc e´minemment complexe. Il ne´cessite probablement
d’adjoindre une e´tape de post-traitement statistique spatial au mode`le MA+GLM [e.g. Clark
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et al., 2004].
Application pour des sce´narios futurs
• La transposabilite´ spatiale des dates analogues a ici e´te´ e´value´e pour le pas de temps journalier.
Pour certaines applications, dont celles lie´es au changement climatique, il est possible que la
re´solution journalie`re ne soit pas la re´solution temporelle la plus importante a` conside´rer. On
pourrait alors s’interroger sur le comportement de la transposabilite´ spatiale lorsque le mode`le
MA est applique´ pour la pre´diction de pre´cipitations cumule´es sur des pas de temps plus grands,
i.e. l’e´chelle mensuelle, saisonnie`re ou annuelle.
• Nous avons cible´ une partie de nos analyses sur la transposabilite´ spatiale des dates analogues.
De`s lors que le mode`le doit eˆtre applique´ pour la ge´ne´ration de sce´narios futurs se pose aussi la
question importante de la transposabilite´ temporelle du mode`le. L’application en climat futur
repose en effet sur l’hypothe`se que les liens d’e´chelle identifie´s sur les de´cennies re´centes sont
toujours valables pour un contexte climatique donne´. Ce qui est loin d’eˆtre acquis. Evaluer la
transposabilite´ temporelle du mode`le utilise´ est e´videmment une ne´cessite´ pour ce type d’ana-
lyse. Cette e´valuation n’est pas e´vidente. Elle est souvent effectue´e en e´valuant la performance du
mode`le a` reproduire les observations sur une pe´riode non utilise´e pour la calibration du mode`le.
Cependant, l’e´valuation en transposabilite´ temporelle est souvent pollue´e par l’he´te´roge´ne´ite´ des
donne´es observe´es [Lafaysse, 2011]. Dans ce contexte, une optimisation des domaines d’analogie
effectue´e sur une se´lection d’ anne´es e´chantillonne´es de fac¸on syste´matique (e.g. une anne´e sur
deux) permettrait de s’affranchir des proble`mes lie´s a` l’he´te´roge´ne´ite´ des archives [Ben Daoud,
2010]. L’e´valuation en transposabilite´ temporelle est par ailleurs aussi limite´e du fait en particu-
lier que le climat de la pe´riode d’e´valuation est ge´ne´ralement tre`s proche de celui de la pe´riode
de calibration, beaucoup plus proche en tous les cas que des climats attendus pour les de´cennies
futures. Cette question est de´finitivement aussi une question importante a` explorer par la suite.
Enfin, ces travaux laissent place a` de nouvelles perspectives, a` savoir :
Des sce´narios multivarie´s pour des e´chelles continentales ?
• La transposabilite´ spatiale des dates analogues a e´te´ e´value´e a` l’e´chelle de la France. Similaire-
ment, l’utilisation de re´-analyses couvrant de plus vastes domaines [e.g. Maurer et al., 2002,
pour l’Ame´rique du Nord ; Liebmann & Allured, 2005, pour l’Ame´rique du Sud ; Xie et al.,
2007, pour l’Asie ; Haylock et al., 2008, pour l’Europe] permettrait d’e´valuer la transposabi-
lite´ spatiale des dates analogues a` l’e´chelle d’un continent. Les questions qui se posent dans ce
contexte sont : si l’on souhaitait ge´ne´rer avec le mode`le MA des sce´narios spatialement cohe´-
rents a` l’e´chelle d’un sous-continent, quel serait la perte de performance locale par rapport a` un
mode`le optimal ? Si cette perte est trop importante, quelle strate´gie alternative devrions-nous
adopter ?
• L’utilisation des dates analogues permet de satisfaire la cohe´rence spatiale des sce´narios de pre´-
cipitation, mais aussi leur cohe´rence physique. Le mode`le MA peut alors eˆtre applique´ pour
la pre´diction de plusieurs variables me´te´orologiques locales sur un territoire donne´. Une e´tude
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similaire e´valuant la transposabilite´ spatiale des dates analogues pour la pre´diction de plusieurs
variables pourrait eˆtre de´veloppe´e. Dans ce contexte, des travaux de the`se sont actuellement
effectue´s par D. Raynaud (LTHE, 2013–2016) dans le cadre du projet europe´en COMPLEX –
Knowledge Based Climate Mitigation Systems for a Low Carbon Economy 1.
Mieux comprendre les facteurs atmosphe´riques explicatifs des pre´cipitations
• Le mode`le MA+GLM a permis de montrer que certains pre´dicteurs e´taient plus facilement
e´chantillonne´s pour certaines situations atmosphe´riques. Ce mode`le pourrait alors eˆtre applique´
pour la de´termination de pre´dicteurs cle´s a` l’origine des pre´cipitations observe´es pour certains
e´ve`nements spe´cifiques. Il serait inte´ressant de voir en quoi les pre´dicteurs identifie´s permet-
traient de conforter ou d’e´clairer les analyses cognitives que l’on pourrait imaginer sur certains
types d’e´ve`nements particuliers.
• Nous avons montre´ que certaines combinaisons de pre´dicteurs e´taient plus souvent e´chantillon-
ne´es que d’autres. Ces pre´dicteurs (i.e. la tempe´rature, l’humidite´ relative et la vitesse verticale)
sont cohe´rents avec ceux de´termine´s par les e´tudes ante´rieures [Bontron, 2004 ; Ben Daoud,
2010]. Le roˆle joue´ par d’autres variables explicatives telle que l’he´licite´ a aussi e´te´ mis en e´vi-
dence pour certaines re´gions et/ou situations synoptiques. Ces pre´dicteurs comptent parmi ceux
qui ont – sous les contraintes de nos expe´riences – permis d’obtenir la meilleure performance sur
l’ensemble des jours de pre´diction. Ils sont donc informatifs pour la majeure partie des pre´dic-
tions et la plupart des sites conside´re´s. Pour des situations spe´cifiques et donc moins fre´quentes,
et/ou des sites isole´s, il est fortement envisageable que des pre´dicteurs “secondaires” soient tou-
tefois tre`s explicatifs. Notre e´tude n’a cependant pas permis de le mettre en e´vidence. Cela
ne´cessiterait alors de ne plus travailler a` l’e´chelle globale, mais de zoomer sur ces cas spe´cifiques,
repre´sentant une perspective inte´ressante d’un point de vue cognitif et ope´rationnel pour l’aug-
mentation des performances de pre´dictions.
Vers un mode`le de pre´diction comple`tement adaptatif
Les e´tudes que nous avons mene´es dans cette the`se se basent toutes sur un domaine d’analogie
optimise´ globalement sur la base de l’ensemble des pre´dictions. Il re´sulte donc d’un compromis entre
l’ensemble des situations synoptiques rencontre´es. Or, Wetterhall et al. [2006] montrent que le
domaine d’analogie optimal diffe`re en fonction de la saison conside´re´e. Bontron [2004] observe meˆme
qu’un gain de performance peut eˆtre obtenu lorsqu’une feneˆtre d’analogie est optimise´e pour des types
de temps pre´alablement de´finis. Le domaine d’analogie pourrait alors eˆtre optimise´ par type de temps.
Toutefois, l’inconve´nient d’une classification par type de temps concerne les de´finitions des frontie`res
entre les diffe´rentes classes qui sont force´ment arbitraires et toujours sujettes a` insatisfactions. A
l’image de ce que nous avons fait pour le mode`le de mise a` jour de la pre´diction qui s’adapte en
fonction de la journe´e cible, il serait inte´ressant d’explorer la possibilite´ d’adapter le domaine d’
analogie a` la journe´e cible.
1. www.complex.ac.uk
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AnnexeA
Le mode`le Analog de re´fe´rence
1. Nombre optimal de dates analogues
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Figure A.1 – a) Nombre de dates analogues optimal a` retenir en fonction de la maille Safran conside´re´e
pour l’optimisation du mode`le MA. b) Perte en CRPSS entre un mode`le MA retenant 25 dates
analogues et un mode`le MA optimal.
La figure A.1.a) repre´sente le nombre de dates analogues optimal pour l’obtention des meilleures
performances de pre´diction en chaque maille Safran. Pour celles situe´es sur la partie Nord-Ouest
de la France, le nombre de dates analogues optimal est proche de 25. Pour les autres re´gions telles
que le Sud et la partie Est de la France, le nombre de dates analogues optimal varie entre 15 et 25.
Dans les travaux de Bontron [2004], ce nombre variait plutoˆt entre 30 et 35. La diffe´rence obtenue
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ici pourrait toutefois provenir du fait qu’entre ces deux e´tudes, la re´-analyse de grande e´chelle, les
pre´cipitations et le nombre d’analogues candidates (de´termine´ par la pe´riode de calibration et le filtre
saisonnier) ne sont pas les meˆmes. Par suite, nous avons de´cide´ de retenir un nombre Nd de dates
analogues e´gal a` 25, car il s’agit du nombre pour lequel la meilleure performance moyenne en CRPSS
est obtenue.
La figure A.1.b) repre´sente la perte de performance entre un mode`le Analog localement optimise´
retenant 25 dates analogues et le meˆme mode`le Analog avec un nombre de dates optimal en chaque
maille Safran. Sur cette figure, la perte de performance est au maximum d’un demi point de CRPSS
pour une minorite´ de mailles situe´es dans le Sud-Est, ce qui est relativement faible.
2. Sensibilite´ de l’optimisation de la feneˆtre d’analogie a` une
transformation de la variable d’inte´reˆt
La figure A.2 repre´sente le biais obtenu (cf. e´quation III.11) par un mode`le MA dont l’optimisation
a e´te´ effectue´e sur la racine carre´e des pre´cipitations. La figure A.3 repre´sente ce biais en fonction
des saisons.
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Figure A.2 – Biais relatif obtenu lorsque la feneˆtre d’analogie des mode`les MA est optimise´e sur la racine
carre´e des pre´cipitations.
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2. Sensibilite´ de l’optimisation de la feneˆtre d’analogie a` une transformation de la variable d’inte´reˆt
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Figure A.3 – Biais relatifs saisonniers obtenus lorsque la feneˆtre d’analogie des mode`les MA est optimise´e sur
la racine carre´e des pre´cipitations.
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AnnexeB
Transposabilite´ des dates analogues en
fonctions des types de temps
Les figures B.1 a` B.8 repre´sente la perte de performance en CRPSS lorsque le mode`le MA de
chacune des mailles d’accroche (cf. figure IV.1) est transpose´ sur l’ensemble de la France pour les
types de temps allant du TT1 au TT8.
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Figure B.1 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT1.
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Figure B.2 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT2.
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Figure B.3 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT3.
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Figure B.4 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT4.
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Figure B.5 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT5.
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Figure B.6 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT6.
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Figure B.7 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT7.
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Figure B.8 – Transposabilite´ spatiale de chaque mode`le MA optimise´ pour chaque maille d’accroche pour le
TT8.
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AnnexeC
Simulation d’une MDES
1. Performance en CRPS moyen lorsque les dispersions de
l’erreur et des sce´narios re´gionaux sont e´gales a` celle du
signal re´gional du predictand
Si l’e´cart-type σ∆ de l’erreur moyenne re´gionale ∆i et l’e´cart-type σH des sce´narios ge´ne´re´s M̂Yi
sont e´gaux a` l’e´cart-type du signal re´gional MYi a` pre´dire, le syste`me de pre´diction P n’apporte aucune
valeur ajoute´e par rapport a` un syste`me de pre´diction climatologique Pϕ. Pour une pre´diction i, la
distribution e´mise F
M̂Yi
des sce´narios re´gionaux e´mis est repre´sente´e par la loi normaleN (µYi+δi, σ2H).
Le CRPS obtenu par un syste`me P pre´disant la variable MYi peut eˆtre e´crit comme suit :
CRPS (P,MY ) = E
[
CRPS
(
F
M̂Yi
(µYi), µYi
)]
= E
[
CRPS
(N (µYi + δi, σ2H), µYi)] (C.1)
En retranchant de chaque coˆte´ l’erreur re´gionale δi, le CRPS devient :
CRPS (P,MY ) = E
[
CRPS
(N (0, σ2H),−δi)]
= E [CRPS (N (0, 1),−δi)]
(C.2)
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Comme MYi et ∆i suivent tous les deux la meˆme distribution normale lorsque σH et σ∆ sont e´gaux
a` 1, le CRPS peut alors s’e´crire pour un nombre suffisant de M pre´dictions :
CRPS (P, RY ) ' E [CRPS (N (0, 1), µYi)]
' E
[
CRPS
(
F
M̂Yi
(µYi), µYi
)]
' CRPS (Pϕ,MY ) = U
(C.3)
ou` Pϕ repre´sente un syste`me de pre´diction base´ sur la climatologie de MYi .
2. Expression du CRPS dans le cas d’un syste`me de
pre´diction fiable
Gneiting et al. [2005] ont montre´ que le CRPS pour une distribution e´mise suivant une loi normale
de moyenne µ et de variance σ2 pouvait s’e´crire :
CRPS(N (µ, σ2), y) = σ
[
y − µ
σ
{
2Ψ
(
y − µ
σ
)
− 1
}
+ 2ψ
(
y − µ
σ
)
− 1√
pi
] (C.4)
Ou` Ψ et ψ correspondent respectivement a` la cdf et la pdf d’une distribution normale standard. y est
la re´alisation du predictand Y et (y − µ)/σ repre´sente l’erreur moyenne normalise´e de la pre´diction.
Dans notre e´tude, µ correspond a` la somme de deux variables distribue´es normalement MYi et ∆i
de´finies aux e´quations V.3 et V.10. Comme notre syste`me P est conside´re´ fiable, σ∆ est e´gal a` σH
(cf. section 3.2.2 du chapitre V). En remplac¸ant y par µYi , µ par µYi + δi et σ par σ∆ dans l’e´quation
C.4 et par le calcul de l’espe´rance, le CRPS peut eˆtre exprime´ en trois termes :
CRPS = σ∆ {A+B + C} (C.5)
Avec
A = E
[ −δi
σ∆
{
2Ψ
(−δi
σ∆
)
− 1
}]
B = E
[
2ψ
(−δi
σ∆
)]
C = − 1√
pi
(C.6)
Comme la variable −∆i suit une distribution normale de moyenne 0, et que Ψ (−δi/σ∆) = 1 −
Ψ (δi/σ∆), le terme A devient e´gal a` :
A = 2E
[
δi
σ∆
·Ψ
(
δi
σ∆
)]
(C.7)
228
2. Expression du CRPS dans le cas d’un syste`me de pre´diction fiable
Selon le lemme de Stein [Stein, 1981], si F est une fonction pour laquelle les deux espe´rances
E [F (x)(x− µ)] et E [F ′(x)] existent, alors
E [F (x)(x− µ)] = σ2E [F ′(x)] (C.8)
ou` x est une re´alisation d’une variable X normalement distribue´e de moyenne µ et de variance σ2. En
remplac¸ant F par Ψ, F ′ par ψ et X par la variable ∆i/σ∆ de moyenne 0 et de variance 1, l’e´quation
C.8 devient
E
[
Ψ
(
δi
σ∆
)
· δi
σ∆
]
= E
[
ψ(
δi
σ∆
)
]
(C.9)
En introduisant l’e´galite´ de l’e´quation C.9 dans l’e´quation C.7, A devient e´gal a` B et le CRPS est
alors e´gal a` :
CRPS = σ∆ {D + C} (C.10)
Avec,
D = 4E
[
ψ(
δi
σ∆
)
]
(C.11)
Pour une variable X suivant une loi normale standard, la valeur de l’espe´rance dans l’e´quation
C.11 est calcule´e graˆce a` l’inte´grale de Gauss,
E [ψ(X)] =
1
2pi
∫ +∞
−∞
exp(−u2)du
=
1
2
√
pi
(C.12)
Le terme D devient e´gal a` 2/
√
pi et l’espe´rance du CRPS pour un syste`me de pre´diction P fiable
pre´disant une loi normale devient finalement :
CRPS =
σ∆√
pi
=
σH√
pi
(C.13)
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AnnexeD
Comple´ments d’e´valuation sur le mode`le
combine´
1. Influence de la multi-coline´arite´ des pre´dicteurs sur
l’estimation des coefficients de la re´gression
Dans le cas d’une re´gression line´aire multiple, le vecteur des coefficients β̂ peut eˆtre estime´ par
(XTX)−1XTY . Dans ce cas, le calcul de l’inverse de XTX s’effectue graˆce au de´terminant et a` la
matrice des cofacteurs C de XTX comme :
(XTX)−1 =
1
det(XTX)
C (D.1)
Or le de´terminant est e´gal a` :
det(XTX) =
K+1∏
k=1
λk (D.2)
ou` λk est la k
e`me valeur propre de XTX et λ1 > λ2 > λ3 > . . . > λK+1, K correspondant au
nombre de pre´dicteurs. La re´solution de l’e´quation D.1 est possible si et seulement si l’ensemble des
valeurs propres λk sont diffe´rentes de 0. Si une des valeurs propres est e´gale a` 0, on dit qu’il y a
multicoline´arite´ exacte et le calcul de β̂ n’est pas possible. En pratique, les pre´dicteurs sont plus
ou moins coline´aires. Dans le cas d’une forte multicoline´arite´, les valeurs de λk, et par suite celle
de det(XTX), seront proches de 0. Par conse´quent, les valeurs de (XTX)−1 varient fortement et les
coefficients du vecteur β̂ deviennent alors tre`s sensibles a` une petite variation de Y .
Pour une illustration de l’influence de la multi-coline´arite´ des pre´dicteurs, le lecteur pourra se
re´fe´rer aux travaux de Tremblay [2012, pp. 8–13].
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2. Mode`le d’occurrence
2.1. Pouvoir pre´dictif des pre´dicteurs
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Figure D.1 – Gains en BSS obtenus par le mode`le d’occurrence seulement base´ sur le pre´dicteur Z1 pour les
types de temps 1, 2, 6 et 7.
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Figure D.2 – Gains en BSS obtenus par le mode`le d’occurrence seulement base´ sur le pre´dicteur H pour le
type de temps 6.
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2.2. Illustration de la multi-coline´arite´ des pre´dicteurs
De fac¸on a` ve´rifier la pre´sence de relations multi-coline´aires entre les pre´dicteurs retenus a` la
section 3 du chapitre VII, nous avons utilise´ le crite`re d’inflation de la variance (ou Variance Inflation
Factor - VIF). Pour le j e`me pre´dicteur Xj , le crite`re VIFj est de´fini comme :
VIFj =
1
1−R2j
(D.3)
ou` R2j est e´gal au coefficient de de´termination de Xj re´gresse´ par rapport aux autres pre´dicteurs. Plus
le pre´dicteur Xj est explique´ par les autres pre´dicteurs, plus la valeur de R
2
j tend vers 1, plus la valeur
du VIFj est importante. Par conse´quent, une forte valeur du VIF indique une forte multicoline´arite´ et
inversement. Notons toutefois que la valeur du coefficient de de´termination R2j ne peut qu’augmenter
lorsqu’un pre´dicteur est rajoute´. Le crite`re VIF s’ave`re donc sensible a` la taille du mode`le.
Dans notre cas, nous avons e´value´ la multicoline´arite´ en calculant les valeurs de VIF obtenus
entre chaque pre´dicteur Xj et les autres pre´dicteurs dont les valeurs sont extraites a` partir des dates
analogues pour chaque pre´diction. Le pre´dicteur obtenant le VIF le plus important est alors celui qui
peut eˆtre le mieux exprime´ par les autres pre´dicteurs.
D’apre`s Tremblay [2012], les seuils utilise´s pour attester de la multicoline´arite´ diffe`rent en fonc-
tion des auteurs. Ils varient entre 4 et 30. La figure D.3 repre´sente, pour la maille d’accroche NW,
les distributions des VIF maximaux journaliers pour deux simulations : 1) une premie`re simulation
ou` le mode`le de re´gression pour l’occurrence dispose de l’ensemble des neufs pre´dicteurs potentiels
et 2) une seconde simulation ou` le mode`le de re´gression dispose du jeu optimise´ de pre´dicteurs pour
la pre´diction de l’occurrence a` la section 2 du chapitre VIII. Dans le premier cas, presque 15% des
pre´dictions obtiennent un VIF maximal supe´rieur a` 4, tandis que le second cas conduit a` une absence
de mutlicoline´arite´ pour presque toutes les pre´dictions.
0 1 2 3 4 5 6
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
VIF
Fn
(x)
Opt
All
Figure D.3 – Distribution des valeurs maximales des VIF obtenues pour un mode`le d’occurrence faisant
intervenir l’ensemble des pre´dicteurs potentiels retenus a` la section 1 du chapitre VIII (ligne
rouge) et pour le mode`le d’occurrence optimise´ a` la section 2 du chapitre VIII (ligne noire)
applique´s a` la maille d’accroche NW.
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2. Mode`le d’occurrence
2.3. Fre´quence d’e´chantillonnage des structures re´gressives
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Figure D.4 – Diffe´rence d’e´chantillonnage de la structure no 2 base´e sur le pre´dicteur H en fonction des saisons
et des types de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est infe´rieure
a` 5% ont e´te´ repre´sente´es en gris.
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Figure D.5 – Diffe´rence d’e´chantillonnage de la structure no 3 base´e sur le pre´dicteur W en fonction des saisons
et des types de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est infe´rieure
a` 5% ont e´te´ repre´sente´es en gris.
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Figure D.6 – Diffe´rence d’e´chantillonnage de la structure no 4 base´e sur le pre´dicteur Occ-1 en fonction des
saisons et des types de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est
infe´rieure a` 5% ont e´te´ repre´sente´es en gris.
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Figure D.7 – Diffe´rence d’e´chantillonnage de la structure no 5 base´e sur le pre´dicteur R2 + H en fonction
des saisons et des types de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est
infe´rieure a` 5% ont e´te´ repre´sente´es en gris.
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Figure D.8 – Diffe´rence d’e´chantillonnage de la structure no 6 base´e sur le pre´dicteur R2 + W en fonction
des saisons et des types de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est
infe´rieure a` 5% ont e´te´ repre´sente´es en gris.
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Figure D.9 – Diffe´rence d’e´chantillonnage de la structure no 7 base´e sur le pre´dicteur R2 + Occ-1 en fonction
des saisons et des types de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est
infe´rieure a` 5% ont e´te´ repre´sente´es en gris.
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Figure D.10 – Diffe´rence d’e´chantillonnage du mode`le alternatif MA25 en fonction des saisons et des types
de temps. Les mailles pour lesquelles la fre´quence d’e´chantillonnage est infe´rieure a` 5% ont e´te´
repre´sente´es en gris.
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Figure D.11 – Valeur moyenne du pre´dicteur d’he´licite´ H en fonction des saisons et des types de temps.
242
3. Mode`le de quantite´
3. Mode`le de quantite´
3.1. Erreur du mode`le de quantite´ en fonction de la complexite´ de la
structure re´gressive
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Figure D.12 – Distributions a) du CRPS et b) de la diffe´rence des erreurs en CRPS obtenus par
MA100+GLM par rapport au mode`le MA25 en fonction des structures re´gressives liste´es dans
le tableau IX.2. Application a` la maille Safran NW.
3.2. Echantillonnage des structures re´gressives
Les figures D.13 a` D.21 repre´sentent les diffe´rences de fre´quences d’e´chantillonnage des structures
1, 3, 5, 6, 7, 9, 12, 13 du mode`le de quantite´ retenu par rapport a` leurs fre´quences d’e´chantillonnage
respectives moyennes (figure IX.5).
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Figure D.13 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 1 (seulement base´e surR2) par rapport
a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des types de
temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e tandis
qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par rapport
a` la moyenne.
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Figure D.14 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 3 (seulement base´e sur H) par rapport
a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des types de
temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e tandis
qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par rapport
a` la moyenne.
245
Annexe D. Comple´ments d’e´valuation sur le mode`le combine´
DJF
16
00
20
00
24
00
28
00
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
MAM JJA
SON
16
00
20
00
24
00
28
00
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
TT1 TT2
TT3
16
00
20
00
24
00
28
00
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
TT4 TT5
TT6
200 600 1000
16
00
20
00
24
00
28
00
X [km]
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
TT7
200 600 1000
X [km]
TT8
200 600 1000
X [km]
−
60
−
50
−
40
−
30
−
20
−
10
5
10
20
30
40
50
60
%
Y 
[km
]
X [km]
Figure D.15 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 5 (seulement base´e sur R2 + T ) par
rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des
types de temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e
tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par
rapport a` la moyenne.
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Figure D.16 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 6 (seulement base´e sur R2 +H) par
rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des
types de temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e
tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par
rapport a` la moyenne.
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Figure D.17 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 7 (seulement base´e sur R2 +W ) par
rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des
types de temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e
tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par
rapport a` la moyenne.
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Figure D.18 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 9 (seulement base´e sur T + W ) par
rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des
types de temps. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e
tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par
rapport a` la moyenne.
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Figure D.19 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 12 (seulement base´e sur R2 +T +W )
par rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons
et des types de temps. Les mailles repre´sente´es en bleu indique que la structure est sur-
e´chantillonne´e tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-
e´chantillonne´e par rapport a` la moyenne.
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Figure D.20 – Diffe´rence de fre´quence d’e´chantillonnage de la structure 13 (seulement base´e sur T +H +W )
par rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des saisons
et des types de temps. Les mailles repre´sente´es en bleu indique que la structure est sur-
e´chantillonne´e tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-
e´chantillonne´e par rapport a` la moyenne.
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Figure D.21 – Diffe´rence de fre´quence d’e´chantillonnage du mode`le alternatif MA25par rapport a` sa fre´quence
d’e´chantillonnage globale (figure IX.5) pour chacune des saisons et des types de temps. Les
mailles repre´sente´es en bleu indique que le mode`le MA25est sur-e´chantillonne´e tandis qu’une
maille colorie´e en jaune indique que ce dernier est sous-e´chantillonne´e par rapport a` la moyenne.
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4. Mise en place d’un nouvel algorithme de se´lection des
structures re´gressives
A la section 1 du chapitre X, nous avons montre´ que, dans certains cas relativement peu fre´quents,
l’algorithme de se´lection des structures re´gressives pouvait mener a` l’utilisation du mode`le MA25 al-
ternatif lorsqu’une large majorite´ des dates analogues retenues pour une pre´diction donne´e conduit
a` des pre´cipitations analogues positives. De fac¸on a` palier ce proble`me, l’algorithme de se´lection des
structures re´gressives a e´te´ modifie´ en conse´quence. Pour la pre´diction de la probabilite´ d’occurrence
et de la quantite´ de pre´cipitation, il est de´sormais le suivant :
i. Un mode`le GLM est de´termine´ pour chacune des 15 structures re´gressives liste´es dans les
tableaux IX.2 et VIII.3.
ii. Le mode`le GLM qui obtient le crite`re BIC le plus faible et qui satisfait les conditions de
significativite´ de´finies a` la section 3.2 du chapitre VI est alors retenu. Si aucun mode`le GLM
ne statisfait les conditions de significativite´, le mode`le MA25 est alors se´lectionne´ comme lien
d’e´chelle alternatif.
iii. Le lien d’e´chelle retenu est enfin utilise´ pour l’e´mission de la pre´diction.
De nouveaux calculs utilisant ce nouvel algorithme de se´lection des structures re´gressives ont e´te´
effectue´s entre le de´poˆt du manuscrit de the`se aupre`s du jury et la date de soutenance. Certains
re´sultats pre´sente´s aux chapitre IX et X ont e´te´ mis a` jour et sont disponibles dans cette annexe.
253
Annexe D. Comple´ments d’e´valuation sur le mode`le combine´
R2
15
00
20
00
25
00
T H W
R2 + T
15
00
20
00
25
00
R2 + H R2 + W T + H
T + W
15
00
20
00
25
00
H + W R2 + T + H R2 + T + W
R2 + H + W
200 600 1000
15
00
20
00
25
00
T + H + W
200 600 1000
R2 + T + H + W
200 600 1000
MA25
200 600 1000
Y 
[km
]
X [km]
0
5
10
15
20
25
30
35
40
45
50
55
60
65
70
%
Figure D.22 – Mise a` jour de la figure IX.5 : Fre´quences d’e´chantillonnage des structures re´gressives
et du mode`le MA25 du mode`le de quantite´ unique pour la France (fre´quences moyennes sur
l’ensemble de la pe´riode 1982–2001) en utilisant la nouvelle strate´gie de se´lection des
structures re´gressives. Les mailles blanches indiquent que la structure re´gressive concerne´e
n’a jamais e´te´ utilise´e.
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Figure D.23 – Mise a` jour de la figure IX.6 : Diffe´rence moyenne des erreurs en CRPS obtenues entre les
mode`les MA100+GLM et MA25 par les structures re´gressives et du mode`le MA25 du mode`le
de quantite´ unique pour la France en utilisant la nouvelle strate´gie de se´lection des
structures re´gressives.
255
Annexe D. Comple´ments d’e´valuation sur le mode`le combine´
DJF
16
00
20
00
24
00
28
00
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
MAM JJA
SON
16
00
20
00
24
00
28
00
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
TT1 TT2
TT3
16
00
20
00
24
00
28
00
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
TT4 TT5
TT6
200 600 1000
16
00
20
00
24
00
28
00
X [km]
Y 
[km
]
16
00
20
00
24
00
28
00
Y 
[km
]
TT7
200 600 1000
X [km]
TT8
200 600 1000
X [km]
−
60
−
50
−
40
−
30
−
20
−
10
5
10
20
30
40
50
60
%
Y 
[km
]
X [km]
Figure D.24 – Mise a` jour de la figure IX.7 : Diffe´rence de fre´quence d’e´chantillonnage de la structure 4
(seulement base´e sur W ) par rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour
chacune des saisons et des types de temps en utilisant la nouvelle strate´gie de se´lection
des structures re´gressives. Les mailles repre´sente´es en bleu indique que la structure est
sur-e´chantillonne´e tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-
e´chantillonne´e par rapport a` la moyenne.
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Figure D.25 – Mise a` jour de la figure IX.8 : Diffe´rence de fre´quence d’e´chantillonnage de la structure 10
(H+W ) par rapport a` la fre´quence d’e´chantillonnage globale (figure IX.5) pour chacune des sai-
sons et des types de temps en utilisant la nouvelle strate´gie de se´lection des structures
re´gressives. Les mailles repre´sente´es en bleu indique que la structure est sur-e´chantillonne´e
tandis qu’une maille colorie´e en jaune indique que cette dernie`re est sous-e´chantillonne´e par
rapport a` la moyenne.
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Figure D.26 – Mise a` jour de la figure IX.9 : Distribution spatiale des structures re´gressives pour lesquelles
la diffe´rence d’e´chantillonnage est maximale en fonction des saisons et des types de temps en
utilisant la nouvelle strate´gie de se´lection des structures re´gressives.
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Figure D.27 – Mise a` jour de la figure IX.10 : Pourcentage de fois ou` la structure utilise´e par l’une
des mailles d’accroche (repre´sente´e en bleu sur les cartes) est similaire a` celles utilise´es par
les autres mailles Safran en utilisant la nouvelle strate´gie de se´lection des structures
re´gressives.
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Figure D.28 – Mise a` jour de la figure X.1 : Distribution spatiale de l’e´chantillonnage des quatre assem-
blages possibles pour la combinaison des mode`les d’occurrence et de quantite´ en utilisant la
nouvelle strate´gie de se´lection des structures re´gressives.
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4. Mise en place d’un nouvel algorithme de se´lection des structures re´gressives
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Figure D.29 – Mise a` jour de la figure X.2 : a) Distribution spatiale du quotient des pluies moyennes
observe´es pour un assemblage conside´re´ sur la pluie moyenne totale et b) distribution de la
fre´quence des jours secs pour chacun des quatre assemblages. 1) NoMAJ, 2) MAJOcc, 3)
MAJQu et 4) MAJall. Utilisation de la nouvelle strate´gie de se´lection des structures
re´gressives.
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Inte´reˆts de la me´thode des analogues pour la ge´ne´ration de sce´narios de pre´cipita-
tions a` l’e´chelle de la France me´tropolitaine. Cohe´rence spatiale et adaptabilite´ du lien
d’e´chelle.
Les sce´narios hydrologiques requis pour les e´tudes d’impacts hydrologiques ne´cessitent de disposer de sce´narios
me´te´orologiques non biaise´s et qui soient de surcroˆıt adapte´s aux e´chelles spatiales et temporelles des hydro-syste`mes
conside´re´s. Les sce´narios me´te´orologiques obtenus en sortie brute des mode`les de climat et/ou des mode`les de pre´vision
nume´rique du temps sont de ce fait non approprie´es. Les sorties de ces mode`les sont par suite souvent adapte´es a` l’aide
de Me´thodes de Descente d’Echelle Statistique (MDES). Depuis les anne´es 2000, les MDES ont beaucoup e´te´ utilise´es
pour la ge´ne´ration de sce´narios me´te´orologiques en un site. En revanche, la ge´ne´ration de sce´narios spatiaux couvrant
de larges territoires est une taˆche plus difficile, en particulier lorsque l’on souhaite respecter la cohe´rence spatiale des
pre´cipitations a` pre´dire. Parmi les MDES usuelles, les approches base´es sur la recherche de situations analogues passe´es
permettent de satisfaire cette contrainte.
Dans cette the`se, nous e´valuons la capacite´ d’un Mode`le Analog (MA) – ou` l’analogie porte sur les ge´opotentiels
1 000 et 500 hPa – pour la ge´ne´ration de sce´narios de pre´cipitation spatialement cohe´rents pour le territoire Franc¸ais
me´tropolitain. Dans un premier temps, la transposition spatiale du mode`le MA est e´value´e : le mode`le s’ave`re utilisable
pour la ge´ne´ration de sce´narios spatiaux cohe´rents sur des territoires couvrant plusieurs dizaines de milliers de kilo-
me`tres carre´s de`s lors qu’aucune barrie`re climatique n’est rencontre´e. Dans un second temps, nous e´valuons la sensibilite´
des performances de pre´diction a` l’agre´gation spatiale de la variable a` pre´dire. L’augmentation de performance avec
l’agre´gation s’explique alors par la diminution de la variabilite´ du pre´dictand, pour autant que les variables de grande
e´chelle conside´re´es soient de bons pre´dicteurs pour la re´gion conside´re´e. Dans une dernie`re e´tude, nous explorons la
possibilite´ d’ame´liorer la performance locale du mode`le analogue par l’ajout de pre´dicteurs locaux. Le mode`le combine´
qui en re´sulte permet d’accroˆıtre sensiblement les performances de pre´diction par l’adaptation du lien d’e´chelle sur la
base d’un jeu de pre´dicteurs additionnels. Il apparaˆıt de plus que la pertinence de ces pre´dicteurs de´pend de la situation
de grande e´chelle rencontre´e ainsi que de la re´gion conside´re´e.
Mots cle´s : Analogue, Descente d’Echelle Statistique, Pre´cipitation, Pre´diction, Cohe´rence spatiale, GLM, France.
Interests of the analog method for the generation of precipitation scenarios for the
French territory. Spatial consistency and adaptability of the scale relation.
Hydrological scenarios required for the impact studies need to have unbiased meteorological scenarios adapted to
the space and time scales of the considered hydro-systems. Hence, meteorological scenarios obtained from global climate
models and/or numerical weather prediction models are not really appropriated. Outputs of these models have to be
post-processed, which is often carried out thanks to Statistical Downscaling Methods (SDMs). Since the 2000’s, SDMs
are widely used for the generation of scenarios at a single site. The generation of relevant precipitation fields over large
regions or hydro-systems is conversely not straightforward, in particular when the spatial consistency has to be satisfied.
One strategy to fulfill this constraint is to use a SDM based on the search of past analog situations.
In this PhD, we evaluate the ability of an Analog Model (AM) – where the analogy is applied to the geopotential
heights 1000 and 500 hPa – for the generation of spatially coherent precipitation scenarios over the French metropo-
litan territory. In a first part, the spatial transferability of an AM is evaluated : the model appears to be usable for
the generation of spatial coherent scenarios over territories covering several tens of thousands squared kilometers if no
climatological barrier is met in between. In a second part, we evaluate the sensitivity of the prediction performance to
the spatial aggregation of the predictand. The performance increases with the aggregation level as long as the large
scale variables are good predictors of precipitation for the region under consideration. This performance increase has
to be related to the decrease of the predictand variability. We finally explore the possibility of improving the local
performance of the AM using additional local scale predictors. For each prediction day, the prediction is obtained from
a parametric regression model, for which predictors and parameters are estimated from the analog dates. The resulting
combined model noticeably allows increasing the prediction performance by adapting the downscaling link for each
prediction day. The selected predictors for a given prediction depend on the large scale situation and on the considered
region.
Keywords : Analog, Statistical Downscaling, Precipitation, Prediction, Spatial consistency, GLM, France.
