Let (T, d) be a metric space and ϕ : R + → R an increasing, convex function with ϕ(0) = 0. We prove that if m is a probability measure m on T which is majorizing with respect to d, ϕ, i.e. S := sup x∈T
Introduction
In the paper (T, d) is a fixed metric space and m a fixed probability measure (defined on Borel subsets) on T . We assume that supp(m) = T . For x ∈ T and ε 0, B(x, ε) denotes the closed ball with center at x and the radius ε, i.e. B(x, ε) = {y ∈ T : d(x, y) ε}. Let D(T ) be the diameter of T , that is D(T ) = sup{d(s, t) : s, t ∈ T }. We define C(T ) as the space of all continuous functions on T and B(T ) as the space of all Borel and bounded functions on T . For a, b 0 we denote by G a,b the class of all functions ϕ : R + → R which are increasing, continuous, ϕ(0) = 0 and such that We say that m is a majorizing measure if S < ∞. In the sequel we will use the convention that 0/0 = 0. The following Theorem is the main result of the paper. 
It is a generalization of Theorem 4.6 from Talagrand [3] . The method we use in the paper is new and the proof is simpler. Contrary to Talagrand's result it works for all Young functions ϕ, in particular for ϕ(x) ≡ x. The author arrived at the idea of chaining with balls of given measure by studying Talagrand [4] (see also [5] ). Our main tool to obtain Theorem 1.1 will be a Sobolev type inequality.
Theorem 1.2
Suppose ϕ ∈ G a,b and R 2. Then there exists a probability measure ν on T × T such that for each bounded, continuous function f on T the inequality
holds for all t ∈ T , where A = 
The result is of interest ifS < ∞ which is valid for a larger class of measures than majorizing measures.
We use Corollary 1.2 to prove the main result (Theorem 1.1).
Proofs and generalizations
Proof of Theorem 1.2 We can assume that D(T ) < ∞, otherwise σ(x) = ∞, for x ∈ T and there is nothing to prove. There exists k 0 ∈ Z such that
For x ∈ T , and k > k 0 we define
Proof. Indeed, r k 0 is constant and if k > k 0 then for each s, t ∈ T we obtain by the definition
, which means r k is 1-Lipschitz.
We have
For each k k 0 we define the linear operator S k : B(T ) → B(T ) by the formula
If f, g ∈ B(T ), k k 0 , then we easily check that:
The last property holds true since lim k→∞ r k (x) = 0
Proof. First we will show that for i, j k 0
Indeed, due to Lemma 2.1, we obtain r j (v)
We will prove Lemma 2.2 by an induction on m. For m = k+1 the inequality (2.3) has the form S k+1 r k r k + 2r k+1 and it follows by (2.4). Suppose that for m − 1, such that m − 1 > k k 0 , it is
Applying (2.4) to the above inequality, we get
Let us notice that
By the properties (1-4) of the operators S k , k k 0 , we get
We check easily that
which gives
The condition (1.1) implies that for v ∈ B k (u)
. Thus for v ∈ B k (u) the following inequality holds
Consequently
Using (2.5), (2.6) and then (2.2) we obtain
where A = R 3 (R−1)(R−2) . Let ν be a probability measure on T × T defined by
where B =
There is a standard way to strengthen the obtained inequalities. We provide it here for the sake of completeness. 
where K = (aA + bB)S, and A, B, ν are as in Theorem 1.2.
Proof. Given function f , let c be chosen in such a way that
By (2.8) we get for all u, v ∈ T
Therefore by Theorem 1.2 we obtain
which is the same as sup t∈T
Remark 2.1 Similarly we can prove that, for each f ∈ C(T ), the following inequality holds true 
we obtain the minimal constant K p := 2(
3 An application to sample boundedness
The theorems from the preceding section allow us to prove the results concerning the boundedness of stochastic processes. In this paper we consider only separable processes. For such a process X(t), t ∈ T we have
where the supremum is taken over all finite sets F ⊂ T . Proof. Our argument follows the proof of Theorem 2.3, Talagrand [3] . The process X(t) t ∈ T is defined on a probability space (Ω, F, P). Take any point t 0 ∈ T . The condition (1.2) implies E|X(t) − X(t 0 )| < ∞, for t ∈ T .
We define Y (t) := X(t) − X(t 0 ). Necessarily E|Y (t)| < ∞, for t ∈ T , the condition (1.2) holds and E sup s,t∈T |X(s)−X(t)| = E sup s,t∈T |Y (s)−Y (t)|.
First we suppose that F is finite. We may identify points in each atom of F, so we can assume that Ω is finite. Let us notice that 
In the general case, we have to show that for any finite
so we may assume that F is countably generated. There exists an increasing sequence F n of finite σ-fields whose union generates F. Since E|Y (t)| < ∞ it is possible to define Y n (t) = E(Y (t)|F n ). The Jensen's inequality shows
Each Young function ϕ ∈ G 1,1 andS S, so choosing R = 4, a = b = 1 in Theorem 3.1, we obtain Theorem 1.1.
Remark 3.1 Our assumption that ϕ is a Young function is not necessary.
Suppose we have an arbitrary function ϕ ∈ G a,b , and R 2. R−1 . Proof. Following the proof of Theorem 11.9 from the book by LedouxTalagrand [2] for every finite F ⊂ T there exists a measurable map f : T → F , such that d(f (t), x) 2d(t, x), for t ∈ T, x ∈ F . We define µ F = f (m) so that µ F is supported by F . Thus f (B(x, ε)) ⊂ B F (x, 2ε), and finally we get m(B(x, ε)) µ F (B F (x, 2ε) ). Since the process X is continuous on F , similarly as in the proof of Theorem 3.1, we get 
