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The propagation of nonlinear waves in a lattice of repelling particles is studied theoretically
and experimentally. A simple experimental setup is proposed, consisting of an array of coupled
magnetic dipoles. By driving harmonically the lattice at one boundary, we excite propagating waves
and demonstrate different regimes of mode conversion into higher harmonics, strongly influenced by
dispersion and discreteness. The phenomenon of acoustic dilatation of the chain is also predicted and
discussed. The results are compared with the theoretical predictions of α-FPU equation, describing
a chain of masses connected by nonlinear quadratic springs and numerical simulations. The results
can be extrapolated to other systems described by this equation.
I. INTRODUCTION
Repulsive interactions among particles are known to
form ordered states of matter. One example is Coulomb
interaction, which is on the basis of the solid state physics
[25]. In a crystal, atoms and ions are organized in or-
dered lattices by means of repulsive forces acting among
them. Such non-contact forces provide also the coupling
between neighbour atoms, what allows the propagation of
perturbations in the form of phonons, or elementary exci-
tations of the lattice. This picture is not restricted to the
atomic scale. At a higher scale, the interaction of charged
particles other from atoms and ions has shown the forma-
tion of crystal lattices. A remarkable case is ionic crystals
in a trap [26]. Such crystals, which are considered a par-
ticular form of condensed matter, are formed by charged
particles, e.g. atomic ions, confined by external electro-
magnetic potentials (Paul or other traps), and interacting
by means of the Coulomb repulsion. Crystallization re-
quires low temperature that is achieved by laser cooling
techniques. Different crystallization patterns have been
observed by tuning the shape and strengths of the traps.
Crystals of trapped ions have been subject of great at-
tention as a possible configuration to perform quantum
computation [27]. Crystallization of a gas of confined
electrons, known as Wigner crystals, have been also pre-
dicted and observed [28, 29].
Waves in such crystals show strong dispersion at
wavelengths comparable with the lattice periodicity.
The linear (infinitesimal amplitude) dispersion relation,
and some nonlinear characteristics of wave propagation
have been experimentally determined in an electrically
charged, micrometer-sized dust particles immersed in the
sheath of a parallel plate rf discharge in helium in a rf
plasma [30], where the waves are excited by transferring
the momentum from a laser to the first particle in the
chain.
In other type of plasma crystals, linear wave mix-
ing and harmonic generation of compressional waves has
been theoretically [31] and experimentally [32] demon-
strated. Also, nonlinear standing waves have been dis-
cussed in a two-dimensional system of charged particles
[33]. Here the generation of second and third harmonics
was predicted on the long-wavelength (non- or weakly
dispersive) limit.
Some experiments with analogue models of repulsive
lattices have been done using magnets as interacting
particles, with the aim of demonstrating the genera-
tion and propagation of localized perturbations (discrete
breathers and solitons). For example, in the seminal work
of Russel [34] a chain of magnetic pendulums (very simi-
lar to the setup presented in this paper) was used to simu-
late at the macroscopic level some natural layered silicate
crystals, such as muscovite mica. More recently, in [35],
the authors proposed another configuration of a chain of
repelling magnets, for the study of solitary waves, sim-
ilar to the highly discrete kinks studied theoretically in
Coulomb chains including realistic interatomic and sub-
strate potentials [36].
We finally note that repulsive potentials are not re-
stricted to those of electric or magnetic nature. A cel-
ebrated case is the granular chain of spherical particles
interacting via Hertz potentials. Many studies have been
done in this system, theoretical and experimental, on the
propagation of the solitary waves. Recently, several non-
linear effects related to the propagation of intense har-
monic waves in such granular lattices has been described
in [37], with special attention to the dispersive regime.
In this work, we investigate experimentally and numer-
ically the propagation of nonlinear and dispersive waves
in harmonically driven repulsive lattices with on-site po-
tentials. In particular, we study the harmonic generation
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2of monochromatic waves travelling in an array of cou-
pled magnetic dipoles, comparing the observations with
the predictions from the α-FPU equation and numerical
results including an on-site potential. Two main results
are reported: first, the experimental observation of the
generation of second harmonic in highly dispersive non-
linear lattices and, second, the saturation in the gener-
ation of the evanescent zero frequency mode in lattices
with on-site potential. The paper is organized as follows:
In Sec. II, the theoretical model, the equation of motion
of a lattice of particles interacting by inverse power-law
forces, is presented. The weakly nonlinear limit is con-
sidered, where the model approaches to the celebrated
α-FPU equation. The linear dispersion relation and the
analytical solutions for propagating and evanescent non-
linear periodic waves, are given. In Sec. III, the the-
ory is particularized for the case of an array of coupled
magnetic pendula, and it is presented the experimental
setup based on a lattice of magnetic pendula rotating by
means of a magnetic bearing system that guarantees low
friction. In Sec. IV we discuss the experimental results,
concerning the generation of harmonics and a static dis-
placement (dilatation) mode. Finally, the conclusions of
the study are given in Sec. V.
II. THEORETICAL MODEL
A. Equation of motion
We consider an infinite chain of identical particles with
mass M aligned along the x-axis, interacting with their
nearest neighbours via repulsive potentials, Vint. In the
absence of perturbations, every mass has a fixed equilib-
rium position, with the interparticle distance given by a,
as shown in Figure 1. Since the forces are repulsive, note
that for a finite chain this is only possible if there is an
external potential Vext that keeps the particles confined.
This effect can be provided by a periodic on-site poten-
tial, or a force keeping the boundary particles at fixed
positions. The equation of motion can be written as
Mu¨n = V
′
int (un+1 − un)− V ′int (un − un−1) + V ′ext, (1)
where un stands for the displacement of the n-th par-
ticle measured with respect to its equilibrium position,
M is the mass of the particle, V are the potentials and
n
u
n
 = x
n
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+ + + + + + + + +
FIG. 1. Scheme of the lattice of non-linearly coupled oscilla-
tors.
V ′ their derivatives with respect to the spatial coordi-
nate, i.e., the forces. For small displacements, the inter-
action forces, V ′int, can be considered linear with respect
to the distance between the particles, r, i.e., V ′(r) = κr
where κ is a constant, then Eq. (1) represents a system
of coupled harmonic oscillators. For higher amplitude
displacements, the linear approximation of the interac-
tion force cannot be assumed in most real systems and
nonlinearity must be considered. Chains of nonlinearly
coupled oscillators have been extensively studied in the
past for different types of anharmonic interaction poten-
tials. Some relevant cases are the α-FPU lattice, where
V ′(r) = κ1r + κ2r2 (quadratic interaction), the β-FPU
lattice where V ′(r) = κ1r+ κ3r3 (cubic interaction), the
Toda lattice, with V ′(r) = exp(−r) − 1 or the granular
lattice, with V ′(r) = κr3/2. Here we consider the case of
forces that decrease with an inverse power law of the dis-
tance, V ′(r) = βr−α, typical of interatomic interactions,
e.g. as the Coulomb repulsive interaction. For such a
force, the equation of motion results in
Mu¨n =
β
(a− un+1 + un)α −
β
(a− un + un−1)α + V
′
ext.
(2)
The exponent α can take different values depending on
the particular system: α = 2 for electrically charged par-
ticles, e.g. in ion Coulomb crystals [26] or dusty plasma
crystals [32], α = 4 for distant magnetic dipoles [34], or
any other non-integer power [35].
In general, Eq. (2) do not possess analytical solutions.
Approximate analytical solutions can be obtained in the
small amplitude limit, i.e., assuming that the particle dis-
placement |un| is small compared to the lattice constant
a. Under this assumption, the forces can be expanded in
Taylor series and Eq.(2) can be reduced, neglecting cubic
and higher order terms, to an equation in the normalized
form
u¨n =
1
4
(un−1 − 2un + un+1)−
ε
8
(un−1 − 2un + un+1) (un−1 − un+1) + Ω20un,
(3)
where the normalization un = un/a has been introduced,
dots indicate now derivative with respect to a dimension-
less time τ = ωmt, where ωm =
√
4αβ/Maα+1 is the
maximum frequency of propagating waves (upper cutoff
frequency of the dispersion relation), ε = (1+α)u0 is the
nonlinearity coefficient and Ω0 = ω0/ωm is the on-site
potential characteristic frequency. The on-site restoring
force V ′ext is in general nonlinear. However, for small
displacements, as considered here, it may be represented
by a term V ′ext = MΩ
2
0una, where Ω0 is related with
the frequency of oscillation of the particle in the exter-
nal potential. The particular form of this term for the
proposed experimental setup will be discussed later. If
the on-site potential term is neglected (no external forces
acting on the chain), Eq. (3) reduces to the celebrated α-
FPU equation. It has been considered as an approximate
3description of many different physical systems, and has
played a central role in the study of solitons and chaos
[38].
B. Dispersion Relation
Some important features of the propagation of waves in
a lattice can be understood by analyzing its dispersion
relation. For infinitesimal amplitude waves, it can be
obtained analytically by neglecting the nonlinear terms
in the equation of motion, and solving for a harmonic
discrete solution in the form un = exp i(Ωt− kn), where
Ω = ω/ωm is the normalized wave frequency and k is the
wavenumber. By replacing this solution in the linearized
Eq. (3), we obtain the well-known dispersion relation for
a monoatomic lattice, that in normalized form reads
Ω =
√
sin2
(
k
2
)
+ Ω20. (4)
On one hand, there is an upper cutoff frequency at which
the transition from propagative to evanescent solutions
is produced, i.e., |Im(k)| > 0, and it is given in this nor-
malization by Ω =
√
1 + Ω20. On the other hand, the
effect of the on-site potential is to create a low frequency
bandgap in the dispersion relation, i. e., Ω0 represents
the lower cut-off frequency. In the absence of external
confining potential, Ω0 → 0, the dispersion relation re-
duces to Ω = |sin (ka/2)|. In this case the upper cutoff
normalized frequency is Ω = 1.
Although the dispersion relation has been derived as-
suming infinitesimal amplitude (linear) waves, it de-
scribes also the propagation of other modes as the higher
harmonics of a fundamental harmonic wave (FW), when
these are generated by weakly nonlinear processes, as de-
scribed in the following sections.
C. Analytical solutions
One known effect of the quadratic nonlinearity is the
generation of second and higher harmonics of an input
signal. This is the basic effect, for example, of nonlin-
ear acoustic waves propagating in homogeneous, non-
dispersive media [39, 40], where the amplitude of the
harmonics depends on the nonlinearity of the medium,
the excitation signal and the propagated distance (the
excitation amplitude in the chain u0, the frequency Ω
and its position n).
In general, the generation of harmonics is strongly
dependent of the dispersion of the system, as occurs
in the discrete lattice described by Eq. (3). To study
the process of harmonic generation, an analytical solu-
tion can be obtained by perturbative techniques, such
as the successive approximations method. We follow
this approach, by assuming that the nonlinear parame-
ter ε is small (which implies displacements much smaller
than the interparticle separation), and expressing the dis-
placement as a power series in terms of ε, in the form
un = u
(0)
n + εu
(1)
n + ε2u
(2)
n + . . .. After substituting the
expansion into Eq. (3), and collecting terms at each or-
der in ε, we obtain a hierarchy of linear equations that
can be recursively solved. This has been done in Ref. [37]
to study nonlinear waves in a granular chain, formed by
spherical particles in contact interacting by Hertz po-
tentials, and the result is readily extendible to chain of
particles interacting by inverse power laws of arbitrary
exponent, which results in a particular value of the non-
linearity coefficient. The equation of motion is always
given by Eq. (3), the value of ε being dependent on the
exponent α. In case of granular chain, it was shown that
ε = u0/2. In this work a chain with quasi-dipolar inter-
action, α = 4, gives ε = 5u0, i.e. the nonlinear effects are
one order of magnitude higher.
Up to second order of accuracy in ε, the displacement
field can be expressed as (the details of the derivation
can be found in Ref. [37])
un =εΩ
2n+
1
2
[
1 +
1
4
iε2CΩ sin
(
∆k
2
n
)
ei
∆k
2 n
]
eiθn+
ε
4
cot
(
k
2
)
sin
(
∆k
2
n
)
ei
∆k
2 ne2iθn + c.c., (5)
where θn = Ωt − kna, n is the oscillator number corre-
sponding to the discrete propagation coordinate, and
CΩ = 1− sin[k(2Ω)/2]
sin[∆k(Ω)/2]
, (6)
where ∆k = 2k(Ω)−k(2Ω) is the wavenumber mismatch
between the forced, 2k(Ω), and free, k(2Ω), contributions
to the second harmonic.
The solution given by Eq. (5) describes wave propa-
gation in the system when the frequency of the second
harmonic belongs to the dispersion relation, which is the
case for driving frequencies Ω < 1/2. For higher driving
frequencies, the second harmonic frequency is outside the
propagation band (becoming an evanescent mode) and
the solution takes the form
un =εΩ
2n+
1
2
[
1 +
1
8
ε2CΩ
(
1− e−k′′neik′n
)]
eiθn+
ε
8
cot
(
k
2
)(
1− e−k′′neik′n
)
e2iθn + c.c., (7)
where k′′ = 2 cosh−1(2Ω) and k′ = 2k(Ω) − 1 and the
mismatch take now the form ∆k = k′ + ik′′.
The previous analytical solutions (5-7) predict a num-
ber of distinctive features in the nonlinear dynamics of
the system, depending on the frequency regime. In the
case of the second harmonic belonging to the propaga-
tion band, Eq. (5), dispersion causes a beating in the
4FIG. 2. Photograph of the experimental setup. The chain of magnets is driven mechanically by a dynamic sub-woofer speaker.
On right, a detail of the construction of the pendula with the magnetic quasi-levitation system for minimize the losses at the
bearing.
amplitudes of the different harmonics, since two compo-
nents of the second harmonic with different wavenumbers
propagate asynchronously. Both, the fundamental wave
and its second harmonic oscillate out of phase in space:
the displacement of the fundamental is maximum where
the second harmonic vanishes, which occurs at positions
satisfying the following condition: n = 2pi/∆k. This pro-
cess repeats periodically in space as energy is transferred
between the two waves as they propagate. The half dis-
tance of the spatial beating period corresponds to the
coherence length lc:
lc =
pi
∆k
, (8)
and it physically corresponds to the position where the
free and forced waves are exactly in phase, i.e., the loca-
tion of the maximum of first spatial beat.
When the second harmonic frequency lies beyond the
cut-off frequency, the free wave is evanescent. There still
exists however a forced wave, driven by the first harmonic
at any point in the chain. Due to this continuous forc-
ing, the amplitudes of the fundamental and its second
harmonic do not oscillate, reaching the amplitude of the
second harmonic a constant value after a short transient
of growth. This implies propagation of the second har-
monic even in the forbidden region. We note that similar
results about the behaviour of harmonics have been ob-
tained for nonlinear acoustic waves propagating in a 1D
periodic medium or superlattice [41]. Finally, we note
that the theory predicts the existence of a zero-frequency
mode, un = εΩ
2n, which represents an static deforma-
tion of the lattice, i.e., a constant dilatation. This effect
will be studied in detail in Sect. IV.
III. THE LATTICE OF MAGNETIC DIPOLES
A. Forces acting on a magnet
Consider two magnetic dipoles, with magnetic mo-
ments ~m1 and ~m2. The force between them is given by
the exact relation [42]
~F1,2 =
µ0
4pi
~∇ ·
[
~m1 · ~m2
r3
− 3(~m1 · ~r) (~m2 · ~r)
r5
]
, (9)
where ~r is the vector joining the centres of the dipoles.
This relation implies that, in general, the force depends
on the angle between the dipoles. In the particular case
when the dipole moments are equal in magnitude, paral-
lel to each other, and perpendicular to ~r (dipoles in the
same plane), the force takes the simpler form
~F1,2 =
3µ0
4pi
m2
r4
xˆ, (10)
where m = |~m1| = |~m2|, µ0 is the permeability of the
medium and xˆ is an unitary vector in the direction of the
axis that connect the centres of the magnets. Eq. (10)
gives the force at equilibrium position (r = a) at a mag-
netic dipole (n = 1) of the chain produced by is neighbour
(n = 2) in the chain. A opposite force is produced on the
oscillator n = 2.
In the case of the perturbed chain of magnets with
nearest neighbour interactions, the distance between cen-
tres is a dynamic variable. Assuming small displacements
of the magnets, i.e., the angles between the dipole mo-
ments are small, we can use Eq. (10) with r = a− un +
un+1 to describe the interaction between two neighbour
oscillators
~Fn,n+1 =
3µ0m
2
4pi
1
(a− un + un+1)4
. (11)
Comparing with the equation of motion of the chain,
given by Eq. (2), we identify the parameters
β = (3/4pi)µ0m
2, α = 4. (12)
5This small angle Eq. (11) for the forces is a crude approx-
imation and exact expressions can be found in Ref. [34].
However, since our aim is to obtain simple analytical ex-
pressions based on the FPU equation, Eq. (3), we will
keep this degree of accuracy. The validity of this approx-
imation to describe our setup will be tested in the next
sections comparing with the experimental results and nu-
merical simulations.
The above expressions for the forces between magnetic
dipoles are valid for loop currents or magnets of negligi-
ble dimensions. Expressions for finite size magnets can
be found in the literature [43] and are in general lengthy
and cumbersome. Gilbert’s model of magnetic field of
magnets used here results in approximate but simple ex-
pressions for the forces [42]. For cylindrical magnets of
length h, with their magnetic moments parallel, and their
axis perpendicular to the line joining the centres, the
force between adjacent magnets can be expressed as
~F1,2 =
µ0m
2
2pih2
(
1
r2
− r
(r2 + h2)
3/2
)
xˆ, (13)
where the magnetic moment is m = MhpiR2, M is the
magnetization and R the radius of a the cylindrical mag-
net. In the limit h r, Eq. (13) reduces to Eq. (10), i.e.,
magnets with small dimensions compared to their sepa-
ration interact via dipolar forces, i.e., α = 4. In the oppo-
site limit h r, parallel magnets close to each other, the
interaction law approaches to a Coulomb-type force, i.e.,
α = 2. In general, the interaction law of magnets can be
approximated by an inverse-law with any given exponent
that ranges between monopole and dipole cases.
B. Experimental setup
A chain of coupled magnets was built in order to test
the theoretical predictions. The experimental setup is
shown in Fig. 2. The chain was composed by 53 identical
cylindrical neodymium magnets (Webcraft GmbH, DE,
magnet type N45), with massM = 2 g, arranged in a one-
dimensional periodic lattice. The radius and height of the
magnets were R = 2.5 mm and h = 14 mm, respectively,
and its magnetization was M = 1.07 106 A/m. The
magnets were oriented with the closest poles being those
of the same polarity, therefore the produced forces were
repulsive.
To achieve the necessary stability of the chain, the
magnets were attached to a rigid bar which allows them
to oscillate around a T-shaped support, being each mag-
net actually a pendulum (see Fig. 2). The length of the
vertical bars was L = 100 mm, and the distance between
supports (and therefore the distance between magnets at
equilibrium) was a = 20 mm. The bearing of the T-
shaped support was specially designed to minimize the
effects of friction and giving stability to the system. This
was achieved by using an additional ring-shaped magnets
which keep the oscillators quasi-levitating on air, with
just one contact point, as shown in the inset of Fig. (2).
The effect of the pendulums is to introduce an addi-
tional external force to the dynamics of the chain, cor-
responding to the term V ′ext in Eq. (2). If θn is the
angle formed by a magnet with respect to its vertical
equilibrium position, the restoring force due to gravity is
Fz = Mg sin θn. For small angles θn, and using the nota-
tion of Eq. (2), the force per mass can be approximated
as V ′ext ' Ω20un, with Ω0 =
√
g/L/ωm.
All magnets oscillate freely except the outermost
boundary magnets. The last magnet is fixed, and the
first one is attached to the excitation system. The
driving system consists of an electrodynamic sub-woofer
(Fostex-L363) connected to an audio amplifier (Eu-
ropower EPS2500) and excited by an arbitrary function
generator (Tektronix AFG-2021). The first magnet is
attached to the loudspeaker’s diaphragm, thus, being it
forced with a sinusoidal motion for different values of fre-
quencies and amplitudes.
The motion of the chain is recorded by using a GoPro-
Hero3 camera. The camera is placed at a proper distance
from the chain in order to track the motion of a cer-
tain number of magnets. In this work, the first 18 mag-
nets were recorded simultaneously. Then, each pendulum
was optically tracked using image post-processing tech-
niques. Image calibration was employed here to correct
the lens aberration using the image processing toolbox
in Matlab R©, allowing the measurement of the displace-
ment waveforms un. We considered the travelling wave
regime, ignoring the reflected wave by time windowing
the recorded video. The measurement in a finite time
window guarantees no reflections from the n = N bound-
ary. Due to the quasi-instantaneous temporal duration of
the impulse response of the system, after some temporal
cycles of measurement the system reaches the stationary.
Therefore, the transient measurement is equivalent to the
response of an infinite chain and the finite size effects of
the chain do not influence the experiments.
The duration of each record was about 3.5 s, the cam-
era resolution was set to 960p with a frame rate of 100
frames per second, i.e., leading to a sampling frequency
of 100 Hz. Using the measured waveforms, the ampli-
tude of each harmonic was estimated as usual using the
Fourier transform.
IV. EXPERIMENTAL RESULTS
A. Dispersion relation
To obtain the dispersion relation experimentally, the
first magnet was excited with short duration impulse with
low amplitude excitation in order to ensure that the ex-
cited waves are described by linear theory. The generated
travelling pulse was recorded at two consecutive magnets,
i.e., n and n+1. The real part of the wavenumber was cal-
culated by estimating the phase difference between them
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(a) (b) FIG. 3. Dispersion relations of
a mono-atomic chain obtained
analytically by using Eq. (4)
(continuous line), by the exper-
imental measurements (squares),
and numerically including damp-
ing (circles). Horizontal bars
indicate the experimental error
of the normalized wavenumber.
(a) Real part of the wavenum-
ber, (b) imaginary part of the
wavenumber.
and the imaginary part of the wavenumber was calculated
estimating the attenuation, as
Re(k) =
ω
Re(cp)
=
arg[Un+1(ω)/Un(ω)]
a
, (14)
Im(k) =
ω
Im(cp)
=
log |Un+1(ω)/Un(ω)|
a
, (15)
where Un(ω) is the Fourier transform of the measured
displacement of the n-th magnet and cp is the phase ve-
locity. A set of 10 measurements at the oscillator n = 3
were used to compute the mean value of the phase speed.
Figures 3 (a-b) show the real and imaginary part of the
wavenumber respectively, where the experimental results
and the dispersion relation of Eq. (4) were evaluated
at frequencies with step of ∆f = 0.66 Hz. The small
magnitude of the experimental errors in the propagat-
ing band indicates good repetitiveness of the measure-
ments. The experimental lower frequency cut-off was
f0 = 1.68 Hz, which agrees with the theoretical value
f0 = (1/2pi)
√
g/L = 1.48 Hz, (f0 = 1.56 Hz if we con-
sider the rigid-body pendulum taking into account the
momentum of inertia of the steel rod). The measured
upper cut-off frequency was fm = 17.7 Hz. This value
was used to fit Eq. (13) to an inverse power law, using the
theoretical prediction fm = (1/2pi)
√
4αβ/Maα+1 = 17.6
we obtained an inverse power law with exponent α = 3.6
(quasi-dipolar interaction), which is in agreement with
the ratio between the height and the separation distance
between of the magnets given by Eq. (13). Both, up-
per and lower values of the dispersion relation obtained
experimentally can slightly change with the amplitude
of the input excitation u0, which is in fact a signature
of nonlinear dispersion caused by the finite amplitude of
the wave. Note that for higher amplitudes the pulsed ex-
citation used in this experiments leads to the generation
of KdV-like compression solitons [35]. However, as long
as the condition u0  a is fulfilled, the chain propagates
linear modes and the dispersion relation can be obtained.
One remarkable result is the low damping of the sys-
tem, given by the smallness of the imaginary part of the
wavenumber in the propagating band.
The complex dispersion relation obtained by numerical
integration of Eq. (2) adding a damping term γ∂un/∂t
to the equation of motion is shown in Figs 3 (a-b). The
damping coefficient, γ, was fitted to the experiments and
corresponds to 0.52 dB/m (note the chain is 1 m long).
The damping terms produces a force that opposes the
pendulum movement. It is worth noting here that, in the
propagating band, the total drag force is roughly twice
the viscous drag force estimated for a cylinder of the size
of a single magnet oscillating in air [44]: the magnetic
bearing system itself produces only small damping. The
effect of the small losses is to smooth the limits of the
band gap, as it is also observed in other highly disper-
sive systems, e.g., as in Acoustics [45], and to produce a
small attenuation in the propagating band. The damping
term is used in the numerical simulations in the following
sections.
B. Harmonic generation
By driving the first magnet with a sinusoidal motion,
u1 = u0 sinωt, harmonic waves are excited and they
propagate along the chain. On one hand, the amplitude
u0 was u0 = 2.4 mm. On the other hand, according to the
dispersion relation shown in Fig. 3, the driving frequency,
Ω, can be chosen among to three different regimes regard-
ing the propagation of the second harmonic: (a) weakly
dispersive, (b) strongly dispersive, and (c) evanescent.
The first case (a) is obtained when the frequency of
the fundamental wave lies in the lower part of the pass
band and, the generated second harmonic is also in the
pass band, in the region of weak dispersion. Thus, in
this regime the motion equations of the lattice can be
approximated by a continuum whose dynamics follows
the Boussinesq equation [37] and the wave roughly prop-
agates without dispersion. In this low frequency regime,
the lower harmonics propagate with nearly the same
phase velocity. The amplitude of the second harmonic
increases roughly linearly with distance while the first
harmonic amplitude decreases due to the energy transfer
from the fundamental component to the higher harmon-
ics. This case is shown in Fig. 4 (a), where a funda-
mental wave with frequency f = 5 Hz (Ω = 0.27) gener-
ates a second harmonic whose frequency 2f = 10 Hz lies
72f
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FIG. 4. Three different regimes
of harmonic generation, mea-
sured at different frequencies. (a)
Weakly dispersive regime (f = 5
Hz, Ω = 0.27) obtained using the
analytical equation (continuous
lines), numerical solution of the
motion equations (crosses) and
experimental results (squares).
(b) Corresponding experimental
spectrum as a function of the os-
cillator number. (c) Strongly dis-
persive regime (f = 8.8 Hz, Ω =
0.48), and (d) its corresponding
spectrum. (e) Evanescent regime
for the second harmonic (f =
10.1 Hz, Ω = 0.55), (f) corre-
sponding spectrum.
on the weakly-dispersive region of the propagative band
(Ω = 0.54). We note that in this regime, third harmonic
is also generated, as shown Fig. 4 (b), although it is not
predicted by the perturbative analytical solution due to
its second-order accuracy.
Secondly, the case (b), corresponding to strongly dis-
persive second harmonic, is shown in Fig. 4 (b). Here,
the driving frequency approaches the half of the pass-
band frequency. The second harmonic lies in the highly
dispersive part of the band, but still in a propagative
region (slightly below the cutoff frequency fm). As ob-
served in the previous case, the amplitude of the second
harmonic increases with distance, but now at a partic-
ular distance given by the coherence length, lc, it de-
creases. Both, the fundamental wave and its second har-
monic present spatial oscillations, i.e., spatial beatings.
Figures 4 (c-d) illustrate this case for a fundamental wave
with frequency f = 8.8 Hz, i.e. a second harmonic with
frequency Ω = 0.96. The experimental value of the co-
herence length was lc ≈ 4.5a, which is in agreement with
the theoretical given by Eq. (8).
Finally, the case (c) corresponds to the second har-
monic lying within the band-gap, as shown in Fig. 4 (e-
f) for a excitation frequency of f = 10.1 Hz (Ω = 0.55).
In this case, the second harmonic is evanescent and its
amplitude does not change with distance. One would ex-
pect the absence of the SH field (since it is an evanescent
mode) but a finite amplitude is observed in agreement
with theory and numerical simulations. The second har-
monic component is generated locally as it is “pumped”
by the fundamental wave. Its amplitude value remains
constant all along the chain, being its amplitude depen-
dent on the driving amplitude and on the properties of
the medium (the non-linearity and the magnitude of the
dispersion).
The experimental results shown in Fig. 4 are in good
agreement with the analytical predictions of the asymp-
totic theory (solid lines), and also with the numerical
simulation of Eq. (3). However, small discrepancies can
be observed between the theory and the experiments, as
well as between the theory and the simulations. The
value of the nonlinear coefficient used in the experiments
was ε = (1 + α)u0 = 0.55. Thus the small disagreements
between the theory and the experiments and simulations
are mainly explained due to the non smallness of the
nonlinear parameter ε. For small excitation amplitudes,
i.e., small ε, the theory and numerical solutions converge
to the similar result. However, due to the precision of
the motion-tracking acquisition system, it was difficult
to accurately measure small amplitude perturbations.
C. Chain dilatation
Besides the harmonic generation, the FPU equation
also predicts the presence of a static (zero-frequency)
mode. It physically represents an incremental shift of
the average position of each oscillator, which in turn re-
sults in a constant dilatation or expansion of the chain.
This term is accounted for by the first term in Eq. (5).
Since the average displacement grows linearly with dis-
tance, it can be interpreted as a constant strain produced
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FIG. 5. (a) Amplitude
of the static displace-
ment mode as a func-
tion of the space ob-
tained by numerical inte-
gration of the equation of
motion (continuous lines)
and measured experimen-
tally (markers) at differ-
ent frequencies. (b-e) Cor-
responding experimental
(coloured lines) and simu-
lated (grey) waveforms ac-
quired at oscillator n =
14.
by the acoustic mode along the lattice.
The phenomenon was originally reported for acous-
tic waves propagating in a solid described by a nonlin-
ear wave equation [46], which is actually the continuous
(long-wavelength) analogue of Eq. (3). The effect was
described there as an acoustic-radiation-induced strain.
The physical origin of the expansion of the discrete chain
(and also in the continuous solid) is the anharmonicity of
the interaction potential, and therefore is a general non-
linear effect. Note radiation forces also appear in other
nonlinear systems as acoustic waves in fluids, soft solids
or even light (radiation pressure), being the generation
of acoustic radiation forces a general mechanism of any
wave motion [47]. We remark that the phenomenon of
acoustic expansion is analogous to the thermal expansion
of solids, which also has its physical origin in the lattice
anharmonicity. The link between these two effects and its
relation with the acoustic nonlinear parameter has been
pointed out in Ref. [48].
We have shown in Fig. 5 the generation of the zero-
mode in the particular case of the chain of coupled os-
cillators and for different excitation frequencies. The ex-
perimental results agree with simulations of the full equa-
tions of motion including the restoring force. We can see
that for all the frequencies the linear increasing of the
displacement predicted by the analytical solutions is not
observed. Instead, we can observe two regimes, and a
transition between them at a particular distance. First,
in the region near the boundary (extending up to n ≈ 8 in
our experiment), the displacement grows roughly linearly
with distance, as predicted by the theory without restor-
ing force. However, beyond a given distance the growth
of the static displacement mode saturates, and the chain
attains an unstrained state, with the oscillators moving
around positions shifted with respect to their initial val-
ues. This behaviour is not predicted by the theory.
The saturation effect can be understood if we recall
that the theory was developed assuming that there was
not a prescribed equilibrium position for any oscillator in
the chain, the chain was assumed semi-infinite, and the
only force acting on the masses was the nearest neigh-
bours interaction. However, in the experimental setup
an additional restoring force is present, due to gravity.
For small perturbations this is equivalent to an on-site
potential. Since the magnets are pendula, the maximum
shift of a magnet with respect to the equilibrium position
is also bounded. Note in Fig. 5 the oscillators are dis-
placed less than a lattice step. Note also that for a finite
value of the on-site potential Ω0 the zero-th mode is al-
ways evanescent. Then, as described previously with the
second harmonic in the evanescent case, only the forced
contribution to the zero-th order mode is present, leading
to a constant value of the zero-th mode.
Finally, Fig. 6 shows the dependence of the zero-mode
with frequency, measured at n = 3, n = 5 and n = 10. It
can be observed that the experimental results agree with
the simulations of the full equations of motion, while the
simulations of the FPU equation roughly does with the
theory (in this case the excitation amplitude was u0 = 4.8
mm, leading to a value of the nonlinear parameter of
ε = 0.96). For frequencies below Ω ≈ 0.8, the ampli-
tude of the zero-mode roughly follows a quadratic de-
pendence with frequency. In addition, the period average
displacement of an oscillator corresponds to the position
where there exist a balance between the gravity restor-
ing force and the equivalent acoustic-radiation force pro-
duced by the nonlinear compressional wave, correspond-
ing to FARF = Ω
2
0 〈un〉, where 〈un〉 is the amplitude of the
zero mode. Thus, the induced acoustic-radiation force in
the experimental chain also follows a quadratic depen-
dence with frequency for low frequency waves.
V. CONCLUSIONS
The propagation of nonlinear monochromatic waves in
a lattice of particles coupled by repulsive forces following
an inverse power-law with distance has been studied the-
oretically, numerically and experimentally. In the limit
of small amplitudes, the system is described by a FPU
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FIG. 6. Dependence of the amplitude of static mode with the excitation frequency obtained using the analytical solution
(dashed lines), numerical integration of the FPU equation (crosses), numerical integration with the pendulum restoring force
(grey thick line) and experiments (squares), measured at the oscillator (a) n = 3, (b) n = 5 and (c) n = 10.
equation with quadratic nonlinearity, where analytical
solutions were generalized for the case of an arbitrary in-
verse frequency power-law interactions. In particular, it
has been developed an experiment consisting in a lattice
of coupled magnetic dipoles sinusoidally driven at one
boundary, while a magnetic bearing system for the rota-
tion of each pendulum provides low mechanical damping.
In spite of the simplifying assumptions made in the the-
oretical analysis, the observations agree quite well with
the model concerning the generation of the second har-
monic, e.g., the characteristic spatial beatings of the sec-
ond harmonic due to the dispersion of the lattice are
observed.
One particular feature of the studied lattice is the ex-
istence of a restoring force due to the action of gravity
on the pendula. This is roughly equivalent to the in-
troduction of an on-site potential, leading to the gener-
ation of a low frequency band gap. In this work, it has
been observed for the first time that the generated zero
mode is evanescent due to the presence of the on-site po-
tential, therefore, only the forced component of the zero
mode propagates through the chain and a saturation of
the amplitude of the zero mode is observed. There ex-
ist discrepancies between the analytical FPU theory and
the experimental measurements of the static dilatation
mode. They are caused, mainly, because the developed
theory is based on a FPU equation that lacks of the on-
site potential that produces the low frequency band gap.
Therefore, while the FPU theory predicts a linear mono-
tonic growth of the zero-mode, the presence of the low-
frequency band gap makes the zero-frequency mode to
be evanescent, and, as a consequence, a saturation of the
dilatation of the chain is observed in the experiments and
in the numerical simulations. The particular dynamics of
the generated zero-mode are discussed in analogy with
the radiation force produced by a nonlinear monochro-
matic travelling wave. This result has an interest beyond
the particular studied system, since there exist a number
of systems, e.g. as condensed matter or granular crys-
tals, that present similar of dispersion relations, with a
low-frequency band gap.
Additionally, the present low-friction experimental
setup can be used to explore other effects of nonlinear
discrete systems that have been predicted in the litera-
ture, e.g., nonlinear localized modes. Under the assump-
tion of small amplitude, these results indicate that the
lattice of magnetic dipoles is well described by an α-
FPU equation, which opens the possibility of extending
the results to other systems which are described by the
same generic equation. The proposed system can be also
viewed as a mechanical analogue of a microscopic crys-
tal of interacting charged particles (atoms or ions) at a
macroscopic scale. Despite the limited applicability of
this simple one dimensional lattice to describe real crys-
tals, the approach possess however some advantages, as
the possibility of varying parameters that are normally
fixed, as the strength of the interaction and on-site po-
tentials, or exploring strongly nonlinear regimes which
are hardly achievable at atomic scales.
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