ABSTRACT Traditional panoramic image stitching, which refers to single-viewpoint cylindrical or spherical panorama generation, has two crucial limitations when it is used for planelike scenes. One is the severe distortion induced by warping, and the other is that the optical center of camera must be fixed. However, existing stitching methods designed for plane-like scenes also have some drawbacks, such as ghosting and limited adaptability. In this paper, an Automatic Stitching System for Images of Plane-like Scenes (AS-SIPS) is proposed to overcome the limitations and drawbacks. In ASSIPS, input images are taken with a handheld camera which is translated along the scene. Images are firstly used to estimate their camera poses and calculate the sparse structure of the scene. Then a dominant plane is found out and all the input images are warped according to the plane. Finally, warped images are aligned incrementally with similarity model and a simplified multiband blending algorithm is used in the process of image blending. Results of ASSIPS for various plane-like scenes prove that it can provide visually attractive panoramic images which look like taken with the direction perpendicular to the scene, and effectively eliminate stitching seams, blurs and ghosts.
Introduction
The aim of panoramic image stitching is to combine a sequence of overlapped images to generate a panorama with wide view. The panoramic image can not only provide visual attraction but also help viewers achieve a more general and direct understanding of the scenes. Panoramic image stitching has been studied for years, and there are some remarkable literatures ( [1] , [2] , [3] , [4] , [5] ), and useful applications such as Realviz [6] and AutoStitch [7] . In the process of traditional panoramic image stitching (cylindrical or spherical panorama generation), images should firstly be warped to a cylindrical or spherical surface, then a motion model for each image, namely homography matrix [8] , is calculated according to overlapping regions of image pairs, and at last images are aligned and blended to form a panoramic image. Traditional panoramic image stitching is widely used by commercial applications nowadays, but it has two crucial limitations.
One of the limitations is the severe distortion induced by warping the image to cylindrical or spherical surface (Figure 8 (a), 9(a), 10(a), 11(a)). In some cases, for example, stitching of aerial images, geo-referencing is required [9] . The geo-referencing is an ability to display ground scenes accurately, in other words, geographic accuracy. With distortions, geo-referencing degrades obviously. While stitching images of pure-plane scenes such as largescale maps, posters or documents, this kind of distortion is also intolerable because the scene shown in the output panoramic image will lose the planar characteristics (Figure 9(a) ).
The other limitation is that the optical center of camera must be fixed. Traditional panoramic image stitching requires a fixed optical center, and the camera can only undergo rotational motions around this optical center ( Figure  1 (a), stitching is also valid if the translation of the optical center is negligible compared with its distance from the scene). But when we want to take images of a long fresco or take aerial images using an unmanned aerial vehicle, the most natural way is to shift the camera optical center in order to cover the whole scene, and take photos with the direction perpendicular to the scene, as shown in Figure  1 (b). If we take images for these scenes with fixed optical center, parts of the scenes far from the optical center will suffer severe distortions and lose many details in the photos (Figure 8(a) ).
Note that the scenes mentioned above are all planelike scenes, because traditional panoramic image stitching will lead to distortions and restrict the camera from moving along the scenes to acquire images. So in this paper we will focus on the problem that how to stitch images of plane-like scenes well and introduce our Automatic Stitching System for Images of Plane-like Scenes (ASSIPS) which can solve this problem effectively and automatically. ASSIPS also proves that stitching of images that warped according to the dominant plane can provide satisfactory visual attraction, 
Related Works
Several research works have been done to cope with specific plane-like scenes, but far from perfect. In whiteboard and document scanning [10] , one simply takes a series of overlapping pictures of a whiteboard or other large planar object. Then for successive pairs of images that overlap, extract features, match them up, and estimate the motion models. Single images are stitched incrementally according to their motion models without being pre-warped to a cylindrical or spherical surface. Obviously, this method can only be applied to pure-plane scenes.
Similar method can be found in [11] where aerial images are taken from an airplane at high altitude, so ground surface can be regarded as a pure plane. SIFT [12] and RANSAC [13] are used to make the method robust, but because the view direction of camera is not perpendicular to the ground, the ground plane in the panoramic image looks slanted and geo-referencing is poor. Aerial images taken at a relatively low altitude are studied in [14] , where ground surface can't be treated as a pure plane. For this typical plane-like scene, GPS and inertial sensors are used to obtain camera positions and directions, and these camera parameters are refined with image features. Then, before the stitching stage, single images are warped so that they look like taken from the "nadir view". The output panoramic image can be perceived as orthophoto, if we only consider the planar ground and neglect objects on the ground, but these objects cause ghosting and blurring in the panoramic image because of parallax. Moreover, the help of auxiliary sensors is required. Other related works of this group for low-altitude aerial images can be found in [9] , [15] . In the field of satellite imagery, true orthophotos are used to solve problems caused by parallax such as ghosting and blurring [16] [17] . However, the generation of true orthophotos requires the help of DSM or DTM, which makes the approach only fit for satellite images.
To stitch images of plane-like scenes on the ground, strip panoramas [18] [19] are created from a translating camera. Generation of strip panoramas requires heavily overlapped images (usually video sequences) because only thin vertical strips are used in the composition. However, strip panoramas still contain vertical seams and distortions, and the image acquisition method is restricted. Agarwala et al. [20] build a system to produce multi-viewpoint panoramas of long, roughly planar scenes (e.g. side of a street, grocery store aisle). They walk along the other side of the scene and translate the handheld camera to take images. Markov Random Field optimization is used to construct a composite from arbitrarily shaped regions of the source images. Although images of very long scenes are stitched up and resultant panoramas are visually attractive and informative, user efforts are needed in picture surface selection and interactive refinement. That is to say, their system is not fully automatic.
To overcome the limitations of traditional panoramic image stitching and the drawbacks of approaches for planelike scenes mentioned above, we put forward a novel approach and implement the ASSIPS. There are several dominant advantages of ASSIPS:
-Visual attraction and utility: ASSIPS provides seamless and almost undistorted panoramic images. The ghosting and blurring caused by parallax are eliminated. Moreover, the output panoramic image can be perceived as a photo taken with the direction perpendicular to the scene plane, which makes it of good utility (e.g. the georeferencing for aerial image).
-Ease of image acquisition: Only a handheld camera is required, and camera optical center can be freely translated.
-Strong robustness: The camera direction that firmly perpendicular to the scene plane is not necessary. AS-SIPS can endure the slanting and rotation of camera. The distance from the camera to the scene plane can also vary during image acquisition.
-High adaptability: ASSIPS can be applied to a variety of plane-like scenes.
-Full automation: No user effort and auxiliary sensor are needed during the stitching. 
Automatic Image Stitching for Plane-like Scenes
The structure and stages of ASSIPS are shown in Figure 2 , where labeled rectangles denote intermediate results, and arrows denote processing steps of ASSIPS. ASSIPS can be divided into 3 stages. The first stage is feature matching and sparse reconstruction (leftmost part in Figure 2 ), where successive pairs of images that overlap are used to estimate the poses of their cameras and calculate the partial sparse structure of the scene. The second stage is dominant plane extraction and image warping (middle part in Figure  2 ), where a dominant plane of the plane-like scene is found out and the former image of each pair is warped so that it looks like taken with the direction perpendicular to the scene plane. The last stage is incremental alignment and blending (rightmost part in Figure 2 ), where warped images are stitched with partial panoramic image incrementally, and stitching seams, ghosts and blurs are erased.
Feature Matching and Sparse Reconstruction
Here, for ASSIPS, we assume that the sequence of n input images is known and every successive pair of images has sufficient overlap (around 30% according to the experiments). The intrinsic parameter matrix of the camera, denoted by K, has been calculated by calibration, because it won't change in the whole process. Distortion coefficients can also be calculated by calibration and we apply 1st order radial distortion correction and tangential distortion correction to all the images. For a successive pair of corrected images, {I i , I i+1 } (i = 1, 2, ..., n − 1), the SIFT algorithm is used to find out feature points on both images, and then these features are matched by nearest neighbor search. However, the set of feature matches usually contains mismatched point pairs. We use RANSAC to remove the mismatched pairs while calculating the 3 × 3 essential matrix E i of I i and I i+1 according to:
wherex i andx i+1 denote homogeneous picture coordinates of matched features in I i and I i+1 . Note that herê
i+1 is at the right side of E i , because the camera transformation of image I i relative to the camera of image I i+1 is needed. After applying RANSAC, we get the essential matrix E i and a set of correct matches Extrinsic parameter matrices {M i , M i+1 } represent the camera poses of {I i , I i+1 }. Without loss of generality, we set M i to identity matrix, then we get:
where 3 × 3 matrix R i+1 denotes the rotation from I i+1 to I i , and 3D vector t i+1 denotes the translation. Because of:
where [ ] × denotes cross-product, t i+1 and R i+1 can be calculated by performing singular value decomposition (SVD) of E i , and then we get M i and M i+1 . Every point pair in F i is then reconstructed in the camera coordinate system of I i . As shown in Figure 3 , for every pair of feature points f i j , f i+1 j , we calculate a corresponding spatial point p i j using triangulation. After the reconstruction, for {I i , I i+1 }, we get a set of spatial points denoted by P i (i = 1, 2, ..., n − 1), which represents a partial sparse structure of the scene.
Dominant Plane Extraction and Image Warping
Since the partial sparse structure of the plane-like scene is known, we can search for a plane that best fit for the scene and we call this plane "dominant plane". Least square method is useful if we want to find out a plane among many points and simultaneously minimize the sum of distances from points to the plane. However, there may be inaccurate spatial points and points far from the scene plane in P i , Figure 3 . Sparse reconstruction of the scene which make no contribution to the "plane-like" characteristic of the scene. These points are outliers and will lead to meaningless result if we use least square method directly, so a RANSAC-like algorithm is used to extract the dominant plane. The algorithm can be described as following:
Algorithm 1 For the kth (k = 1, 2, 3...) iteration:
1. Randomly select 3 points from P i as a sample, and calculate their corresponding plane. Denote this plane plane k .
2. For every point in P i , calculate its Euclidean distance to plane k . If the distance is below the threshold t p , add this point to set S(plane k ).
3. If k is above the threshold T k , go to 6).
4. If the proportion #S(plane k )/#P i (# denotes the number of elements) is above the threshold T s , go to 6).
5. Increase k to k + 1. Go to step 1) and start another iteration.
6. From {S(plane m ) | m = 1, 2, ..., k }, find out the S(plane M ) that has most points. With all the points in S(plane M ), use least square method to calculate parameters of the corresponding plane (denoted by Π i ). Plane Π i is the dominant plane and algorithm ends.
Here we set T k to log z/ log(1−ω 3 ), where ω is a pessimistically estimated proportion of points lying near the dominant plane in P i , and z is the probability that all the samples are bad samples (i.e. contain outliers) after T k iterations. ω varies according to the scene and setting z to 0.01 is sufficient. When the algorithm ends, the normal vector of the dominant plane Π i is denoted by n i (i = 1, 2, ..., n−1).
Then we set up a virtual camera V i , whose optical axis (Z v axis) is parallel to n i and optical center (O v ) is overlapped with the camera center of image I i (O i ), as shown in Figure 4 (coordinate system of V i is denoted by dashed line). Obviously, the view direction of camera V i is perpendicular to the dominant plane. Let 3 × 3 matrix Rv i denote the rotation of camera V i relative to the camera of image I i (i.e. the rotation from the camera of image I i to V i ):
where α is the rotation angle around X axis and β is the rotation angle around Y axis, as shown in Figure 4 . Because extrinsic parameter matrix of image I i is an identity matrix and the view direction of camera V i is parallel to the normal vector n i :
If α and β are restricted below 90 degree, unique Rv i can be calculated by solving equation (4) and (5) (taking triangular relations into account). With Rv i we can calculate a homography matrix H i (i = 1, 2, ..., n − 1):
H i is then used to warp image I i into image I i according to equation (7), so that I i can be perceived as taken with the direction perpendicular to the scene plane:
which means that the pixel value in picture coordinate (x , y ) of I i is the same as that in picture coordinate (x, y) of I i . s is a scale factor. For n input images, by applying methods above we can get a set of n − 1 warped images {I i | i = 1, 2, ..., n − 1}. The last input image I n can also be warped similarly according to the homography matrix H n :
where 3 × 3 matrix R n from equation (3) (when i = n − 1) denotes the rotation from I n to I n−1 , and R −1 n changes Figure 5 . Weights in simplified multi-band blending the view direction of I n so that it is parallel to the view direction of I n−1 . Then there are n warped images {I i | i = 1, 2, ..., n} at last.
Effect of dominant plane extraction and image warping can be found in Figure 6 .
Incremental Alignment and Blending
All the warped images are aligned incrementally using the same motion-based method as used in the traditional panoramic image stitching. Note that similarity model is adopted here to deal with various movements of the camera while keeping the output panoramic image still looks like taken with the direction perpendicular to the scene plane.
Image blending or image merging is the process of adjusting the values of pixels in two aligned images. If we put aligned images together by simple blending methods such as alpha-blending, visible seams, ghosts and blurs will appear, which are annoying in many related works. In AS-SIPS, the simplified multi-band blending [4] [21] algorithm is proposed by us to solve this problem effectively.
In the process of the simplified multi-band blending, for an aligned image pair, parts of the two images within their overlapping region are denoted by {I i , I i+1 } (i = 1, 2, ..., n − 1), as shown in Figure 5 . With {I i , I i+1 }, we firstly use Gaussian filter to build two 4-layer Gaussian pyramids, denoted by {G 
are combined using the corresponding blend weights:
where the blend weight W i (x, y) is the distance between (x, y) and the leftmost edge of the overlapping area, and W i+1 (x, y) is the distance between (x, y) and the rightmost edge, as shown in Figure 5 . Note that the overlapping area is usually an irregular quadrilateral but not a rectangle, and Figure 5 is only a simple schematic diagram. From the equation we could see, filtered I i and I i+1 with higher frequency (L i j and L i+1 j with bigger j), are combined with weights that change more rapidly.
After the combination, we get a new Laplacian pyramid {L :
I blended i will take over I i and I i+1 , and be used to form the final panoramic image.
Effect of simplified multi-band blending can be found in Figure 7 .
Results
To show the functionality of ASSIPS, an experimental scene and 3 scenes in real world are examined, and results of ASSIPS are compared with panoramic images generated by AutoStitch Demo Version [7] . AutoStitch is designed and implemented by a top research group in computer vision which is led by D. G. Lowe, and it is one of the best commercial software for image stitching. Many powerful methods of traditional panoramic image stitching are integrated into AutoStitch to make it robust and visually attractive, so that our comparisons between ASSIPS and AutoStitch are convincing and valuable.
In the experimental scene, 9 pieces of patterned papers are laid on a table consecutively. Objects of various height (the highest one is a can of 10cm height) are laid on these papers to make the scene just "plane-like". We take images with a handheld camera at the height of 50cm to the papers.
Result of dominant plane extraction and image warping is shown in Figure 6 . The result is satisfactory since the warped image looks like taken with the direction perpendicular to the papers.
Result of simplified multi-band blending for an overlapping area is shown in Figure 7 , where visible seams are removed, and ghosts and blurs cause by light parallax are fully eliminated. A sequence of 9 images that cover the whole scene is taken with a camera translated along the scene. It is used to test ASSIPS. Note that in order to show the robustness of ASSIPS, camera poses are manually slanted and rotated while translation. Another sequence of 6 images taken with a camera rotating around a fixed optical center is used as input of AutoStitch. Result of ASSIPS is compared with that of AutoStitch in Figure 8 . Figure 8 shows that, not like AutoStitch, ASSIPS can effectively stitch images of the plane-like scene without inducing heavy distortions. ASSIPS is also robust as cameras can undergo various movements. The output panoramic image of ASSIPS can be perceived as a photo taken with the direction perpendicular to the scene plane, and is of visual attraction. However, in Figure 8(d) , there are still blurs on the top of the can, which shows that ASSIPS can't fully eliminate blurs caused by heavy parallax.
The first scene in real world is a poster, which is a pure plane. 4 images taken by a handheld camera are used as the input of ASSIPS, and 4 images taken by a camera with fixed optical center are used as the input of AutoStitch. Results are compared in Figure 9 . We can regard the result of ASSIPS as a well copy of the original poster, but the result of AutoStitch suffers a heavy distortion.
The second scene is a corridor wall, and doors and bulletins make it a plane-like scene. Similar experiment is done with 2 image sequences (4 images each), and results are compared in Figure 10 . ASSIPS also outperforms AutoStitch because of negligible distortion and perpendicular view direction.
The third scene is a shelf. Since there are many boxes and instruments on it, and while taking images the camera is relatively close to it, the shelf is less plane-like. Similar experiment as above is done with 2 image sequences (4 images each) and results are compared in Figure 11 . The result of ASSIPS is still visually attractive and looks more "planar" than that of AutoStitch, although few ghosts and discontinuities appear due to heavy parallax. That is to say, ASSIPS is not that preferable to AutoStitch for less planelike scenes, but it still works well.
From all the results above, we can draw a conclusion that for plane-like scenes our ASSIPS outperforms AutoStitch because of visual attraction, utility, ease of image acquisition and robustness. Since AutoStitch is a representative software for traditional panoramic image stitching, our ASSIPS is proved to be effective and useful. What's more, AutoStitch also overcomes many drawbacks of existing stitching methods designed for plane-like scenes, such as partial automation, ghosting, blurring and limited adaptability.
Conclusion
In this paper, an automatic stitching system for images of plane-like scenes is proposed to overcome the limitations of traditional panoramic image stitching and drawbacks of existing stitching methods designed for plane-like scenes. Firstly, standard Structure From Motion method with RANSAC is used to estimate camera poses and sparse structure of the scene. Then image warping according to the dominant plane and the usage of similarity model in the incremental alignment not only restrict the distortions, but also ensure that resultant panoramic image looks like taken with the direction perpendicular to the scene plane. Last but not least, our proposed simplified multi-band blending effectively eliminates the seams, blurs and ghosts in the final output panoramic image. The whole system is fully automatic and can provide attractive and informative results. The system also shows its robustness and adaptability in the experiments. However, the performance of our system is downgraded for less plane-like scenes due to heavy parallax.
In future, parts of the plane-like scenes with high parallax will be especially considered. To solve the problems caused by heavy parallax, view interpolation method such as multi-perspective plane sweep [22] may be a good choice. More robust techniques such as bundle adjustment will be added to the system so that hundreds of images from a large-scale plane-like scene can be stitched effectively. Techniques like "recognizing panoramas" [23] will be implemented as well in order to stitch out-of-order images automatically.
