Abstract. This paper generalizes a construction of Geramita, Harima, and Shin (Illinois J. Math. 45 (2001), 1-23). They give an inductive description of a certain set of elements called n-type vectors, and use these objects to prove various results about Hilbert functions of sets of points. We extend their notation by inductively describing the monomial ideals in R and identifying certain interesting subsets. We demonstrate that this new notation is useful by using it to calculate multiplicity and the degree of the Hilbert polynomial for quotients of Borel fixed ideals, and by giving another proof of the result of Geramita, Harima, and Shin: The set of n-type vectors is in bijective correspondence with all Hilbert functions of finite length cyclic R-modules over the polynomial ring R = k[x 1 , . . . , xn], where k is a field.
Introduction
In a recent paper [GeHaSh1] , Geramita, Harima, and Shin explore the Hilbert function invariant in a novel way. First they inductively describe a new set of elements, called n-type vectors. These n-type vectors are then shown to be in one-to-one correspondence with the set of all Hilbert functions of finite length, cyclic k[x 1 , . . . , x n ]-modules, where k is a field.
This "alternative to the Hilbert function" has immediate applications. For instance, the set of n-type vectors can be used to classify the Hilbert functions of all depth 2 complete intersections. This new set is also sufficient to recover the numerical character of Gruson-Peskine and slightly generalize a result of M. Boij. In [GeHaSh2] , Geramita, Harima, and Shin use n-type vector notation to calculate the graded Betti numbers of I X , where X ⊂ P n is any set of points with a given Hilbert function. This resolution is then shown to be extremal in the sense of Bigatti [Bi] , Hulett [Hu] , and Pardue [Pa] . Type vector notation is further used to calculate the graded Betti numbers of certain Gorenstein ideals. When the corresponding Hilbert functions have the weak Lefschetz property, n-type vectors expedite showing that these resolutions are extremal among those occurring for Gorensteins.
The purpose of this paper is to generalize the set of n-type vectors and demonstrate that such a generalization is useful. In particular, we define a new set, the set of n-lists, obtained by relaxing the definition of the set of n-type vectors (in such a way that we can embed the set of n-type vectors in the set of n-lists). Then we develop an injective map from the set of nlists to the set of monomial ideals in k[x 1 , . . . , x n ]. This map and its inverse are both very important tools for manipulating n-lists, and they turn out to be the key ingredients used to prove the results we give as applications of our construction. These results are as follows. First we classify all Artinian monomial ideals using n-lists. Next, we use our notation to calculate the multiplicity and Hilbert polynomial degree for the quotient of any Borel fixed ideal. Finally, we use our results to give a new proof of Geramita, Harima, and Shin's correspondence between n-type vectors and the Hilbert functions of Artinian monomial ideals in k[x 1 , . . . , x n ]. We conclude the paper by exploring a limitation of our new construction, and offer a slight generalization which addresses this constraint.
A more detailed outline is in order. In [GeHaSh1] , the set of n-type vectors is defined roughly as follows (up to notation). A 1-type vector is an element of N + . A 2-type vector is a finite, ordered, strictly decreasing collection of 1-type vectors. A 3-type vector is a finite, ordered, "strictly decreasing" collection of 2-type vectors, where strictly decreasing is defined appropriately, and so on. Then there exists a bijective map, which we will call ψ n , from the set of n-type vectors to the set of all Hilbert functions of Artinian ideals in k[x 1 , . . . , x n ]. In [GeHaSh1] this map happens to be factored through the set of Hilbert functions of sets of points in P n . It turns out that ψ n can also be factored through the set of monomial ideals in k[x 1 , . . . , x n ]. For example, let T be the 2-type vector T = (7, 4, 2). Then in this case ψ n (T ) is the Hilbert function
where
that is, H = {1, 2, 3, 3, 2, 1, 1}. We can also obtain a monomial ideal from T . Let I be the ideal generated by monomials of the form x a 1 x i 2 , where a is the ith entry of (7, 4, 2, 0), counting from zero. That is,
Remarkably, the Hilbert function of R/I is exactly H = {1, 2, 3, 3, 2, 1, 1}.
The reason for generalizing the set of n-type vectors is that factoring ψ as demonstrated above does not require the definition of an n-type vector to be quite so rigid. Thus in Section 2 we define a new set, the set of n-lists, to capitalize on this latitude. Roughly, a 1-list is defined to be an element of N.
A 2-list is an ordered, decreasing collection of 1-lists. A 3-list is an ordered, "decreasing" collection of 2-lists, where decreasing is defined appropriately, and so on. The apparent differences between n-lists and n-type vectors are that n-lists may be infinite, contain zero, and need only be decreasing. In Section 3, we show that n-type vectors can be thought of as n-lists.
Next, in Section 4, we give a map from the set of n-lists to the set of monomial ideals in k[x 1 , . . . , x n ]. This map, which we denote by Φ n , is shown to be injective. Then in Section 5 we give an inverse to Φ n . This pair of functions is crucial for successfully manipulating the set of n-lists.
In Section 6 we give the first application of our construction by characterizing all Artinian monomial ideals in terms of n-lists. Our second application is to calculate the multiplicities and Hilbert polynomial degrees for the quotients of Borel fixed ideals. This proceeds as follows. First, in Section 7 we give a bijection between the set of all Borel fixed ideals in k[x 1 , . . . , x n ] and a certain subset of the set of n-lists. Then, in Section 8 we explore the characteristics of these "Borel" n-lists. Finally, in Section 9 we use our newfound knowledge about "Borel" n-lists to calculate the multiplicities and Hilbert polynomial degrees promised.
For our third application, in Section 10 we use the set of n-lists and the map Φ to give a new proof of Geramita, Harima, and Shin's result. In particular, we show that the set of n-type vectors, as a subset of the set of n-lists, is in bijective correspondence with the set of lex Artinian ideals in k[x 1 , . . . , x n ]. By Macaulay [Ma] , this is enough to give a bijection between the set of ntype vectors and the set of all Hilbert functions of Artinian monomial ideals in k[x 1 , . . . , x n ]. We also demonstrate that Φ n factors ψ n , and thus that our construction actually yields the same map as in [GeHaSh1] .
Finally, to be complete, in Section 11 we generalize the set of n-lists one step further to make Φ n surjective. This allow us to classify all monomial ideals in k[x 1 , . . . , x n ].
Definition of the set of n-lists
The set of n-lists is formed by relaxing the parameters defining the set of n-type vectors, and this requires changing the notation slightly. Therefore, the following definition of Geramita, Harima, and Shin has been reformatted to make the similarities between n-type vectors and n-lists more obvious.
Definition 2.1 (Geramita, Harima, Shin) . A 1-type vector is a length 1 vector T ∈ N. For such a vector, define α T = σ(T ) = T .
Inductively, an n-type vector T is an ordered collection of (n − 1)-type vectors T 0 , . . . , T s−1 , T = (T 0 , . . . , T s−1 ), where α Ti > σ(T i+1 ), for i = 0, . . . , s − 2. Given such a T we define α T = s and σ(T ) = σ(T 0 ).
A more detailed explanation with several elucidating examples can be found in [GeHaSh1] .
Next we give the definition of the set of n-lists. Note the following notational convention: If v is a vector in some set D ∞ , say v = (v 0 , v 1 , . . . ), where v i ∈ D for i = 0, 1, . . . , then we will write v(i) to indicate the ith element, v i . Definition 2.2. A 1-list is a natural number A ∈ N. For two 1-lists A and B we say that A ≥ B as 1-lists if A ≥ B as natural numbers. Inductively, an n-list for n > 1 is a vector A ∈ {(n − 1)
The fact that n-lists are relaxed n-type vectors will require some proof, but is clear for n = 1 and n = 2. The set of 1-type vectors is N + , while the set of 1-lists is N. A 2-type vector is a finite, ordered, strictly decreasing collection of non-zero natural numbers, while a 2-list is an ordered, decreasing collection of natural numbers.
In general, we want to show that the set of n-type vectors embeds in the set of n-lists. Of course, on the face of it this cannot be true, as n-type vectors are finite and n-lists are infinite, for n ≥ 2. This turns out, however, to be a purely notational difficulty. Given an n-type vector T , we simply suppose that T (i) = 0 for all i ≥ α T , that is, wherever Geramita, Harima, and Shin leave T undefined. Then to show that T is an n-list, it is enough by induction to show that T (i) ≥ T (i + 1) for all i ∈ N. This is the goal of Section 3. First, however, we collect a few more notations.
Definition 2.3. Let A be an n-list. Then inductively we define σ n (A) = A for n = 1, and σ n−1 (A(0)) for n > 1. This extends Geramita, Harima, and Shin's σ notation. We will shortly define α in such a way that it also recovers Geramita, Harima, and Shin's use of the term.
If there is a smallest α ∈ N with A(α) = A(α + i) = 0 for all i ∈ N, then we will write A = (A(0), A(1), . . . , A(α) →), where the arrow indicates that the (n−1)-list A(α) is to be infinitely repeated. If instead there is a smallest α such that A(α) = A(α + i) = 0 for all i ∈ N, then we will write A = (A(0), A(1), . . . , A(α − 1)).
Shortly, in Section 4, we will show that all n-lists stabilize, and thus that we can write down any n-list using this notation.
We also need a notion of the "zero" n-list.
Definition 2.5. Let A be an n-list. We will write A = 0 and call A the zero n-list if, for n = 1, A = 0, and inductively for n > 1, A(i) = 0 as an (n − 1)-list for all i ∈ N.
Example 2.6. The integers 5 and 0, for instance, are 1-lists, with 5 ≥ 0. Note that 5 is a 1-type vector, but of course 0 is not.
The vector A = (5, 4, 4, 2) is a 2-list. Here A is not a 2-type vector because it is not strictly decreasing.
Since (5, 4, 4, 2) ≥ (4, 2), the vector B = ((5, 4, 4, 2), (4, 2)) is clearly a 3-list. It fails to be a 3-type vector, both because (5, 4, 4, 2) is not a 2-type vector, as mentioned before, and because α (5,4,4,2) = 4 > σ((4, 2)) = 4.
Note that C = (5, 4, 4, 2 →) is a 2-list, where the arrow indicates that the 1-list 2 is to be infinitely repeated. Furthermore D = (4, 2) and E = (2, 1) are 2-lists and C ≥ D ≥ E, so (C, D, E →) = (5, 4, 4, 2 →), (4, 2), (2, 1) → is a 3-list, where the final arrow indicates that the 2-list (2, 1) is to be infinitely repeated. Here
The vector F = (5, 4, 3, 1), (2, 1 →) fails to be a 3-list because F (0) ≥ F (1), that is, because F (0)(4) = 0 ≥ 1 = F (1)(4).
3. Embedding the set of n-type vectors in the set of n-lists
We now demonstrate that the set of n-type vectors embeds naturally into the set of n-lists. This is not difficult if one proves the right lemmas. Note that we overcome the simple obstruction to this embedding, that n-type vectors are not infinite, by supposing that they take the value zero everywhere Geramita, Harima, and Shin left them undefined. Thus for an n-type vector T , we let
We also extend the definitions of σ and α in the expected way by taking σ(0) = α 0 = 0. It is helpful to note that if T = 0, then α T = 0 by definition. In particular, α T (α T −1) = 0.
Example 3.1. Consider the 3-type vector T = (7, 5, 3, 2, 1), (4, 3, 2), (2, 1) .
Then α T = 3, T (α T − 1) = T (2) = (2, 1), and α T (α T −1) = α (2,1) = 2.
Lemma 3.2. Let T be an n-type vector, n ≥ 2. Then σ(T ) ≥ α T , and
Proof. Note that if n = 1, then σ(T ) ≥ α T by definition. Thus when n ≥ 2 we may assume that σ(T (i)) ≥ α T (i) , for i = 0, . . . , (α T − 1). Recall that by definition α T (i) > σ(T (i + 1)). Also, as mentioned above, α T (α T −1) > 0, so writing λ = α T − i − 1, we conclude that
Moreover, when i = 0, we have that
Proof. The proof is by descending induction on l.
by the definition of an n-type vector and Lemma 3.2.
For l < n we can conclude that
. . , (l + 1). This allows us to iterate Lemma 3.2 whence we conclude that α T (in)..
and by iterating Lemma 3.3, we conclude that
Finally by Lemma 3.2, we know that
Proposition 3.5. Let T be an n-type vector. Then T is an n-list.
Proof. If n = 1 this is clear. If n > 1, then it is enough to show that T (i) ≥ T (i + 1) for all i ∈ N. This is only interesting if 0 ≤ i < (α T − 1). Given such an i, we are required to show that
and
Thus Lemma 3.4 completes the proof.
Remark 3.6. Let T be an n-type vector. Then in Proposition 3.5 we not only show that
The injective map
We now give a map from the set of n-lists to the set of monomial ideals in
Definition 4.1. Let A be an n-list. Then let
be the function defined inductively as
for n > 1.
When the meaning is clear, we will drop the subscript from Φ n .
Example 4.2. Let us evaluate Φ n on two of the n-lists found in Example 2.6. First
Before we prove that Φ is injective, it is helpful to collect the following facts. We omit the proof of the lemma. 
Proposition 4.4. Let A and B be n-lists. Then A ≥ B if and only if
Proof. The proof is by induction. If n = 1, then A ≥ B if and only if
Suppose, on the other hand, that
. Now because B is an n-list, we know that B(i) ≥ B(i + 1) for all i ∈ N. Thus Φ n−1 [B(i)] ⊆ Φ n−1 [B(i + 1)] by induction, and hence Remark 4.6. As we used in the proof of Proposition 4.4, if A is an n-list, then
there is a smallest α ∈ N such that A(α) = A(α + i) for all i ∈ N. This result, which follows from Proposition 4.4 and its corollary as well as the fact that k[x 1 , . . . , x n ] is Noetherian, makes it apparent that we can write down any n-list using the notation in Remark 2.4.
Definition 4.7. Let A be an n-list. If n > 1, then we define α A to be the smallest integer such that A(α A ) = A(α A + i) for all i ∈ N. If n = 1 our convention will be to let α A = A. 
Remark 4.9. Note that on n-type vectors, our definition of α coincides with that of Geramita, Harima, and Shin as given in Definition 2.1.
The inverse map
The next step is to construct an inverse to Φ.
Definition 5.1. Let I ⊆ k[x 1 , . . . , x n ] be a non-zero monomial ideal with unique x n -graded decomposition
containing a power of x 1 } → {n-lists} be the function defined by
This definition needs some justification, namely, we must show that ρ n (I) is an n-list. At the same time we can show that ρ n provides an inverse to Φ n .
Proposition 5.2. Let I be a monomial ideal in k[x 1 , . . . , x n ] which contains some power of x 1 . Then ρ n (I) is an n-list, and Φ n [ρ n (I)] = I.
Proof. We use induction. If n = 1, then I = (x λ(I) 1 ) for some λ(I) ∈ N. It is clear both that ρ 1 (I) = λ(I) is a 1-list and that Φ 1 [ρ 1 (x
Thus by Proposition 4.4, ρ n−1 (I j ) ≥ ρ n−1 (I j+1 ). We conclude that ρ n (I) is an n-list. Also it is clear that
The correspondence with Artinian monomial ideals
We now give a few results which demonstrate the efficacy of n-list notation. Our first application is to use n-lists to classify the Artinian monomial ideals in k[x 1 , . . . , x n ]. As well as being independently interesting, this will prove useful in Section 9 when we calculate Hilbert polynomial degrees and multiplicities of Borel fixed monomial ideals, and in Section 10 when we recover Geramita, Harima, and Shin's bijection.
Our procedure is to identify a subset of the set of n-lists in bijective correspondence, under Φ n , with the set of Artinian monomial ideals.
Definition 6.1. Let A be an n-list. Then if n = 1, we call A Artinian. For n > 1, we call A Artinian if A(α A ) = 0 and A(i) is Artinian for all 0 ≤ i ≤ α A − 1.
We must, of course, justify Definition 6.1, but first we give an example. The justification follows. Thus it remains to demonstrate that the image of an Artinian monomial ideal under ρ n is an Artinian n-list. So let I ⊆ k[x 1 , . . . , x n ] be an Artinian monomial ideal with unique x n -graded decomposition I = I 0 ⊕ x n I 1 ⊕ x 2 n I 2 ⊕ · · · ⊕ x j n I j ⊕ · · · . If n = 1, then the result is obvious. If n > 1, then write ρ n (I) = A. By induction, ρ n−1 (I j ) = A(j) is Artinian for all j ∈ N, so we only need to show that A(α A ) = 0. Because I is Artinian, x α n ∈ I for some α 0. In particular, this implies that 1
Thus by Lemma 4.3, A(α) = 0 and because A(α) ≥ A(α A ) we conclude that A(α A ) = 0.
Remark 6.4. It is clear that an n-type vector is an Artinian n-list. Thus Φ n sends any n-type vector to an Artinian ideal.
The correspondence with Borel fixed ideals
Our next application is somewhat more involved. The goal is to calculate the multiplicities and Hilbert polynomial degrees of quotients of Borel fixed ideals using n-list notation. This program will require three steps. First, in this section, we will identify the subset of n-lists in bijective correspondence with the set of Borel fixed ideals in k[x 1 , . . . , x n ]. Next, in Section 8 we will explore the properties of these so-called "Borel" n-lists. Finally, in Section 9, we will use the results of Sections 7 and 8 to make the calculations promised.
In order to identify the n-lists corresponding to Borel fixed ideals, we must first specify an order on the variables. Note that given any n-list A, some power of x 1 must be in Φ [A] . Borel fixed ideals also have this property when x 1 is the largest variable, so we take x 1 > · · · > x n . The inability of n-list notation to represent monomial ideals which do not contain a power of x 1 will be discussed in Section 11.
To describe the set of "Borel" n-lists, we need a new n-list relation.
Definition 7.1. Let A and B be n-lists. Then we say A ≤ B B when, for n = 1, A − B ≤ 1, and inductively for n > 1, A(i + 1) ≤ B(i) for all i ∈ N.
Example 7.2. We have (6, 3, 1 →), (3, 2, 1 →), (2, 1) → ≤ B (4, 3, 1 →), (2, 2, 1), (2, 1) → , but (6, 3, 1 →), (3, 2, 1 →) → ≤ B (3, 1 →) as (3, 2, 1 →) ≤ (3, 1 →). To prove that Definition 7.3 is justified we first show that Φ takes Borel n-lists to Borel fixed ideals. Then we demonstrate that the image of ρ on any Borel fixed ideal is Borel. 
. If j = n, then in particular i n = 0, and we must show that
Theorem 7.6. Φ n is a bijection from the set of Borel n-lists to the set of non-zero Borel fixed ideals in k[x 1 , . . . , x n ].
Proof. By Corollary 4.5 and Propositions 5.2 and 7.5 it is enough to show that ρ n sends a non-zero Borel fixed ideal to a Borel n-list. If n = 1, then this is obvious. If n > 1, then suppose that I ⊆ k[x 1 , . . . , x n ] is Borel fixed, I = 0, and let I = I 0 ⊕ x n I 1 ⊕ x 2 n I 2 ⊕ · · · ⊕ x j n I j ⊕ · · · be the unique x n -graded decomposition of I. Write ρ n (I) = A. Then each I j is non-zero and Borel fixed, so A(j) is Borel by induction. It remains to show that A(j) ≤ B A(j + 1) for all j ∈ N. We treat separately the cases n = 2 and n > 2. If n = 2, then for any j ∈ N,
) and x
) implies that A(j) ≤ A(j + 1) + 1, as required. If n > 2, then we must show that A(j)(t + 1) ≤ A(j + 1)(t) for all j, t ∈ N, which by Proposition 4.4 is equivalent to demonstrating that
, and we conclude that the necessary inclusion is true.
Some properties of Borel n-lists
In order to compute Hilbert polynomial degrees and multiplicities in Section 9 a short study of Borel n-lists is required.
Lemma 8.1. Let A and B be n-lists such that A ≥ B and
Proof. It is enough to show that A(i n ) ≤ B B(i n ). For n = 1 this is vacuous. If n = 2, then B(i 2 ) ≥ A(i 2 + 1) and
Definition 8.2. Let A be an n-list. If A(α A ) = 0, then we say that A has an (n−1)-arrow. We say that A has a p-arrow if, for some {i n , . . . , i p+2 } ∈ N n−p−1 , the (p + 1)-list A(i n ) . . . (i p+2 ) has a p-arrow.
Example 8.3. The 2-list (5, 4, 4, 2 →) has a 1-arrow (a 1-list is repeated) while the 2-list (5, 4, 4, 2) does not have a 1-arrow. The 3-list (4 →), (2 →) has a 1-arrow, but does not have a 2-arrow. The terminology was chosen to be suggestive of the notation: A 1-arrow signifies the repeat of a 1-list, a 2-arrow repeats a 2-list, and so on. 
is Borel, and thus Lemmas 8.1 and 8.4 complete the proof.
Lemma 8.7. If A is a Borel n-list and the (p+1)-list A(i n ) . . . (i p+2 ) has a p-arrow, then A(j n ) . . . (j p+2 ) has a p-arrow for all {j n , . . . , j p+2 } ∈ N n−p−1 .
Proof. This is a clear result of Lemmas 8.5 and 8.6. Lemma 8.7 will be the main technical result we need to calculate multiplicities and Hilbert polynomial degrees in Section 10. To be complete, however, we also include the following corollary. We find this result useful when attempting to show by hand that an n-list is not Borel.
Corollary 8.8. If A is a Borel n-list and A(i n ) . . . (i p+2 ) fails to have a p-arrow for some {i n , . . . , i p+2 } ∈ N n−p−1 , then A fails to have an l-arrow for all 1 ≤ l ≤ p. (0)(0) has a 1-arrow while A(0)(1) and A(1)(0) do not. Likewise, it is easy to see that A = (3, 2, 1), (2, 1) → , (2, 1) → is not Borel because it fails to have a 3-arrow, but has a 2-arrow, contradicting Corollary 8.8.
Multiplicity and the Hilbert polynomial
Given our increased understanding of Borel n-lists, we can now calculate multiplicities and Hilbert polynomial degrees. Our method computes these invariants using n-list notation and as such could be easily implemented in a computer algebra system. For other methods of computing multiplicities and dimensions we direct the reader to Bayer and Stillman's paper on computing Hilbert functions [BaSt] , or Herzog and Srinivasan's paper on multiplicities [HeSr] .
Definition 9.1. Let A be an n-list. Then define
Example 9.2. We can calculate that
= 5 + 4 + 4 + 2 + 4 + 2 + 0 + 2 + 1 + 0 = 24.
Simply put, ξ counts up the numbers which appear when we write down an n-list. Definition 9.5. Let A be a Borel n-list. If A is not Artinian, then define q A to be the largest number such that A has an (n−q A )-arrow, and let m(A)
If A is Artinian, we take q A = 0, and If n > 1 inductively define
Proof. The proof is by induction.
If n > 1 then by induction
. It is clear then that
as required.
The next few lemmas deal with the Artinian case.
Lemma 9.10. Let A be an n-list, and suppose that r ∈ N is such that
Proof. The fact that 0 = H A (r) = r j=0 H A(j) (r−j) forces H A(i) (r−i) = 0 when i ≤ r. By definition, H A(i) (r − i) = 0 for i > r. Furthermore, taking i = r and using Lemma 9.9, we find that
. . , x n−1 ], and by Lemma 4.3 this implies that A(r) = 0. We conclude that r ≥ α A as required.
Lemma 9.11. Let A be an n-list, and suppose that r ∈ N is such that
Proof. The proof is by induction. If n = 1, then by Lemma 9.9,
If n > 1, then again using Lemma 9.9, we find that
By Lemma 9.10 and induction we furthermore conclude that
Now because H(R/Φ[A], r) = 0, we know that Φ[A] is Artinian. By Theorem 6.3, A is Artinian, so that ξ n−1 [A(i)] = 0 for i ≥ α A . Note that r ≥ α A by Lemmas 9.9 and 9.10. Thus
Remark 9.12. Recall that for any Artinian ideal I, the Hilbert polynomial of R/I is zero, hence has degree −1, and the multiplicity of R/I is To prove the main theorem, we still require two lemmas.
Proof. The proof is by induction on t. If t = 1, then
Lemma 9.14. Let A be a Borel n-list for n ≥ 3 such that q A > 1. Then m(A) = m(A(α A )).
Proof. Notice that q A(α A ) = q A − 1. Then using Lemma 9.13, we have 
and A is Borel fixed. We also have that 
. Thus we may write the
.
is a polynomial of degree (q A − 2), while
The remaining expression, the sum
, is a polynomial of degree (q A − 2 + 1) = (q A − 1), and using Lemma 9.14, has leading coefficient ( Finally, suppose that n > 2 and q A = 1, so that each A(i) is Artinian. Then mimicking the construction above, we have the constant Hilbert polynomial
, so by Lemma 9.11 and the fact that A(α A ) is Artinian, No simple procedure for determining the actual Hilbert polynomial, either in the Borel fixed or the general case, seems to be forthcoming.
Recovering Geramita, Harima, and Shin's correspondence
In [GeHaSh1] , Geramita, Harima, and Shin show that the set of n-type vectors is in one-to-one correspondence with the set of all Hilbert functions of finite length k[x 1 , . . . , x n ]-modules. We will now use n-list notation and the tools developed thus far to give a new proof of this correspondence.
Recall that the set of n-type vectors can be considered a subset of the set of n-lists in a natural way, by Proposition 3.5. In this section we will show that Φ maps the set of n-type vectors bijectively onto the set of lex Artinian monomial ideals in k[x 1 , . . . , x n ]. This is enough to imply the advertised result, because by Macaulay [Ma] we know that the set of lex Artinian ideals and the set of Artinian Hilbert functions correspond bijectively.
To show that we have recovered Geramita, Harima, and Shin's particular bijection, we will then demonstrate that Φ factors their map ψ n . That is, we show that given an n-type vector T , we have H(R/Φ n [T ]) = ψ n (T ).
Note that in this section we will use the lex order for which x n > · · · > x 1 . This choice, although necessary to factor ψ n , was disappointing for two reasons. First, by taking x n > · · · > x 1 while studying lex ideals, we restrict ourselves to the Artinian case. This is because every ideal in the image of Φ contains a power of x 1 , and in a lex ideal this forces powers of all larger variables to be present. Second, the set of lex ideals for which x 1 > · · · > x n is a natural subset of the set of Borel fixed ideals characterized in Section 7, an inclusion we did not wish to forgo.
The first step in our argument is an easy lemma concerning Φ and σ.
Lemma 10.1. Let A be an n-type vector. Then x
Proof. The proof is by induction. If n = 1, the result is obvious. If n > 1, then σ n (A) = σ n−1 (A(0)), and by induction x
is a minimal generator of Φ n [A] as required.
The proof that Φ is a bijection between the set of n-type vectors and the set of lex Artinian ideals is similar in form to the argument in Section 7. We begin by showing that the image of Φ is contained in the set of lex Artinian ideals.
Proposition 10.2. Let A be an n-type vector. Then Φ n [A] is a lex Artinian ideal.
Proof. As we noted in Remark 6.4, Φ n send n-type vectors to Artinian ideals, so it only remains to show that Φ n [A] is lex. We use induction. If n = 1, the result is obvious. If n > 1 we must show that, given x in n . . . x In order to establish the bijection, we next show the other inclusion, that the image under ρ of any lex Artinian ideal is an n-type vector.
Theorem 10.3. The map Φ n is a bijection from the set of n-type vectors to the set of lex Artinian ideals in k[x 1 , . . . , x n ].
Proof. Let I ⊆ k[x 1 , . . . , x n ] be a lex Artinian ideal with unique x n -graded decomposition I = I 0 ⊕ x n I 1 ⊕ x 2 n I 2 ⊕ · · · ⊕ x j n I j ⊕ · · · . By Corollary 4.5 and Propositions 5.2 and 10.2, it is enough to show that ρ n (I) is an n-type vector. We proceed by induction. If n = 1, then the result is obvious. If n > 1, then write ρ n (I) = A. For all 0 ≤ j ≤ α A − 1 we have by induction that A(j) is an (n − 1)-type vector, and by Theorem 6.3 it is clear that (A(α A )) = 0, so it remains to show that α A(j) > σ n−1 (A(j + 1)) for 0 ≤ j ≤ α A − 2.
Note that α A(j) = 0. Then because A(j) is Artinian we have x (A(j + 1) ), or α A(j) > σ n−1 (A(j + 1)). We conclude that ρ n (I) is an n-type vector as required.
As mentioned above, Macaulay's bijection between lex Artinian ideals is enough to show that the set of n-type vectors and the set of Artinian Hilbert functions are in one-to-one correspondence.
We have not yet shown, however, that our correspondence recovers the particular bijection given in [GeHaSh1] . For that, we must show that Φ factors ψ, that is, that given an n-type vector T , the Hilbert function H(R/Φ[T ]) is exactly ψ(T ). This is, however, obvious given the definition of ψ n . From [GeHaSh1] , if T = (t T ) is a 1-type vector, then ψ 1 (T ) is the Hilbert function 
Recovering all ideals
It should be noted that in all the preceding material, the map from n-lists to monomial ideals is clearly not surjective. All ideals in the image of Φ contain some power of x 1 . This did not prove detrimental when considering the subsets corresponding to Artinian, Borel fixed, or lex Artinian ideals, because each of these in fact contains a power of x 1 as required. In this section we generalize our discussion again so that we might characterize all monomial
