Introduction
Let C n and M n (C) stand for the standard n-dimensional complex space and the algebra of all n × n matrices with complex entries, respectively. Denote also by ·, · the scalar product on C n , and by · the norm associated with it. The numerical range of A ∈ M n (C), defined as W (A) = Ax, x : x = 1 , has been studied extensively since the pioneering work by Toeplitz [13] and Hausdorff [6] in which the convexity of W (A) was established; see e.g. [5] or [7, Chapter 1] for a systematic and relatively up to date exposition of this and further results on the subject.
A recent development in the theory of numerical ranges was the introduction in [4] Further results on k( A) were obtained in [14] . Namely, the values of k( A) are completely classified when n = 3 (Proposition 2.11). Conditions are also given that characterize weighted shift matrices A ∈ M n (C) for which k( A) = n (Theorem 3.1).
In this paper, we consider k( A) for yet some other classes of matrices. In particular, Section 2 treats the case of almost normal matrices (as defined by Ikramov [8] ). Theorem 1 shows that k( A) = 2 for pure almost normal matrices, while the Gau-Wu number for general almost normal matrices is calculated in Theorem 3. In Section 3 the case of tridiagonal Toeplitz matrices is considered and the Gau-Wu number is explicitly calculated in Theorem 5. Section 4 is devoted to matrices with maximal Gau-Wu number, i.e. k( A) = n, for which we verify the conjecture in [9] by proving Theorem 6. For the numerical range of unitarily irreducible matrices of maximal Gau-Wu number, Theorem 7 claims that Ax j , x j are concentrated on two parallel support lines.
Almost normal matrices
There are various generalizations of the notion of normal matrices. We here adopt Ikramov's in [8] , according to which A ∈ M n (C) is almost normal if it has n − 1 orthogonal eigenvectors.
This notion of almost normality was further dealt with in [11] , where in particular it was mentioned that every almost normal matrix is unitarily similar to A n ⊕ A a , where the block A n is normal while A a is almost normal and unitarily irreducible. Recall that a matrix A is unitarily reducible if and only if U * AU = A 1 ⊕ A 2 for some unitary matrix U and for some lower dimensional matrices A 1 and A 2 . Each of the blocks A n and A a in the decomposition of an almost normal matrix is defined up to a unitary similarity; for convenience of reference we will call them the normal and pure almost normal components of A. Note that each of the components may be void: if A a disappears, then A is normal. At the other extreme are unitarily irreducible almost normal matrices, called pure almost normal in [11] .
Theorem 1. For every pure almost normal matrix A, k(
Proof. Let A be a pure almost normal matrix. According to [11, Theorem 2.1] , it is then unitarily similar to 
So, the scalar product of two such vectors, corresponding to the angles θ 1 and θ 2 , is evaluated as follows:
Since each term of the sum in the right hand side of (2) is positive, for this scalar product to equal zero it is necessary that θ 1 − θ 2 = π mod 2π . Obviously, this condition is also sufficient for orthogonality, because then x(θ 1 ) and x(θ 2 ) are eigenvectors corresponding to distinct eigenvalues of the same Hermitian matrix. Therefore, only two mutually orthogonal vectors generating boundary points of W (A) can be picked simultaneously. 2
Note that as a byproduct of the proof we have shown that for pure almost normal matrices A, every point of ∂ W (A) is singularly generated, i.e. its pre-image under the mapping x → Ax, x of the unit sphere in C n is one-dimensional. Actually, this condition must hold for every matrix A ∈ M n (C) with k( A) = 2. The converse is obviously true for n = 2; it still holds for n = 3 but fails starting with n = 4 ([14], Corollary 2.12 and examples stemming from Theorem 3.10, respectively). A description of all matrices A ∈ M n (C) with k( A) = 2 remains an open problem for n 4.
We now turn to the computation of k( A) for general (that is, not necessarily pure) almost normal matrices A. The key ingredient here, besides Theorem 1, is one of Lee's results from [9] on the computation of k( A) for unitarily reducible matrices A, i.e. for A which are unitarily similar to some reduction A 1 ⊕ A 2 . To formulate this result, we denote by n j the size of the block A j and introduce (also following [9] ) k 1 (A j ) as the maximal number of orthonormal vectors x js ∈ C n j for which 
Before stating the result for almost normal matrices A, recall the decomposition A n ⊕ A a with normal A n and pure almost normal A a which can be achieved for such A via a unitary similarity. Proof. For pure almost normal matrices 1 = 0, 2 = 2, and the result follows from Theorem 1. So, we need only to consider the case when the block A n is actually present.
Theorem 3. Let A be almost normal. Then k(
Recall that the numerical range of every normal matrix is the convex hull of its spectrum. Con- 
Since there is an orthogonal basis of L whose elements are eigenvectors of A n , we see that
On the other hand, as each unit vector x for which A n x, x ∈ P ∩ ∂ W (A) is a linear combination of (at most two) such eigenvectors, the converse inequality also holds. So,
Passing on to the second block, A a , observe that as was shown while proving Theorem 1, the unit 
Tridiagonal Toeplitz matrices
As usual, let us denote the (i, j)-entry of A ∈ M n (C) by a ij . Toeplitz matrices, by definition, have constant diagonals: a ij = a i+1, j+1 for i, j = 1, . . . ,n − 1. For tridiagonal matrices, on the other hand, a ij = 0 only if |i − j| 1. So, tridiagonal Toeplitz matrices are those of the form
depending on three parameters a, b, c ∈ C. Denoting J = T (0, 0, 1), we may rewrite (4) as follows: 
The respective eigenvectors are
T , with the entries given by
For more details, see e.g. [10] 
. , x n (θ)]
T has the coordinates
Note that φ maps [0, 2π ) bijectively onto the unit circle T. Therefore, in order to find the maximal number of pairwise orthogonal vectors x(θ ) for θ ∈ T, we may consider them as functions of φ ∈ T.
From (8) we conclude that
Denoting by α = e 2π i/(n+1) the (n + 1)st root of unity, one arrives at
So, in order for the set {x(φ 1 ), . . . , x(φ k )} to be orthogonal, the ratios of the distinct φ j involved must all be among the roots of the polynomial 
Case 2. Even n. Suppose an orthogonal set {x(φ 1 ), . . . , x(φ k )} contains two vectors with opposite φ j 's, that is, −1 is one of the ratios. Then this set cannot contain any other vectors. Indeed, if (without loss of generality) φ 2 /φ 1 = −1, then for any other choice of φ ∈ T at least one of the ratios φ/φ 1 and φ/φ 2 will not belong to the admissible set.
So, in order to achieve more than 2 vectors, all the ratios must lie within {α 2 , . . . , α n−1 }. Now the reasoning of Case 1 can be repeated, with an obvious replacement of the left (and middle) side of (9) by its integer part. 2
Observe that matrices (4) with b, c = 0 and |b| = |c| for n 5 deliver new examples of the situation when every boundary point of W (A) is singularly generated while k( A) > 2.
As an example, for n = 7, consider the matrix (4) 
respectively generate the points 
Matrices with maximal Gau-Wu number
Let us return to the situation of A being unitarily similar to the direct sum A 1 ⊕ A 2 , and recall the notation k 1 (A j ) introduced just before Theorem 2. Equality (3) is valid, according to Theorem 2, when one of the blocks is normal, but it actually holds under various other additional conditions as well, e.g., when
is a scalar multiple of the identity; see [9] . Note also that the inequality
It was conjectured in [9] that (3) holds without any additional conditions imposed on the blocks A j . It is presently not known whether the conjecture is true. However, here is yet another case in which formula (3) is valid. Proof. According to [14, Theorem 2.7] , A is unitarily similar to a direct sum of the blocks
with the real parts of e −iθ j α
) all coinciding with the maximal (resp. minimal) eigenvalue of Re(e −iθ j A), implying that the diagonal entries of B j (generated by the respective standard basis) lie on the boundary of W (A).
In [14] , the angles θ j were distinct and the blocks B j could be unitarily reducible. Observe, however, that every reducing subspace L of a matrix (10) 
where M (resp. m) is the maximal (resp., minimal) eigenvalue of Re(e −iθ j A), provided that M = m. The case m = M is trivial, because then A is normal.
Moreover, L 1 and L 2 must be invariant under diag[α
Therefore we can break down each matrix (10) into unitarily irreducible blocks of the same form while maintaining the diagonal entries. In other words, A is in fact unitarily similar to the direct sum of unitarily irreducible blocks (10) , with the diagonal entries lying on ∂ W (A) and with not necessarily distinct θ j .
Since the decomposition of any matrix into unitarily irreducible blocks under unitary similarity is unique up to the order of the blocks and their unitary similarities (see e.g. [12, Section 8] ), the matrices A j from the statement of the theorem must in turn be unitarily similar to direct sums of the blocks (10). Consequently, for each A j there are exactly n j orthonormal vectors which generate points on the boundary of W (A). 2
Finally, let us consider a unitarily irreducible matrix A ∈ M n (C) with k( A) = n. It must then be unitarily similar to just one block of the form (10) . Therefore, from now on we will suppress the index j for θ , α i , β i , and D. Rotating by the corresponding angle θ will align all of the α i on one vertical line, a supporting line on the right of the rotated numerical range. Similarly, all of the β i will then lie on another vertical supporting line on the left. Therefore, the numerical range W (A) of the originally given (that is, not subjected to the rotation) matrix A has two parallel supporting lines 1 , 2 such that for some orthonormal basis {x j :
For n = 2, naturally, every pair of supporting lines will satisfy (12), regardless of their direction. Starting with n = 3, the pair becomes unique and, moreover, at least one of the supporting lines will have to intersect W (A) in a line segment (that is, contain a flat portion of ∂ W (A)). is not a singleton.
Proof. Since A is unitarily irreducible, (11) implies that Re(e −iθ A) is a linear combination of some orthogonal projection P and the identity I for θ determining the direction of the supporting lines in (12) . Equivalently, H cos θ + K sin θ = aI + b P for some a, b ∈ R, (13) where H = Re A, K = Im A. So, if there are two pairs of supporting lines with property (12), then (13) holds with θ replaced by two different (mod π) values θ 1 , θ 2 , and P respectively replaced by two (possibly, but not necessarily different) orthogonal projections P 1 , P 2 . Consequently, H, K , and therefore A itself, are linear combinations of I, P 1 , P 2 . It remains to observe that all matrices from an algebra generated by two orthogonal projections are unitarily similar to direct sums of at most twodimensional blocks, see e.g. [2] .
We now pass to the part of the proof concerning the flat portion. Suppose that both 1 In particular, we can change Z to the middle factor of its singular value decomposition, thus making A unitarily similar to the direct sum of at most two-dimensional blocks (again). 2
Examples of unitarily irreducible A ∈ M 4 (C) with two parallel flat portions on the boundary of W (A) can be found e.g. in [3] (Example 20).
