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a b s t r a c t
In data envelopment analysis (DEA), identification of the strong defining hyperplanes of
the empirical production possibility set (PPS) is important, because they can be used for
determining rates of change of outputs with change in inputs. Also, efficient hyperplanes
determine the nature of returns to scale. The present work proposes a method for
generating all linearly independent strongdefininghyperplanes (LISDHs) of the PPSpassing
through a specific decisionmaking unit (DMU). To this end, corresponding to each efficient
unit, a perturbed inefficient unit will be defined and, using at mostm+ s linear programs,
all LISDHs passing through the DMU will be determined, where m and s are the numbers
of inputs and outputs, respectively.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Data envelopment analysis (DEA) is a nonparametric approach for identifying best practices for peer decision making
units (DMUs) with multiple inputs and outputs. This performance analysis approach was initially developed by Charnes
et al. [1] and Banker et al. [2]. An empirical production set is a collection T of pairs (x, y)where x = (x1, . . . , xm) is a vector
of quantities ofm inputs, and y = (y1, . . . , ys) is a vector of quantities of s outputs, that have the property of being feasible
ones. The ‘empirical production set ’ T is stated as follows:
T = {(x, y) : The input x can produce the output y} .
The boundary points in Tmake a piecewise linear frontier and the characterization of this frontier is important in various
settings. The construction of DEA efficient hyperplanes will bring the analysis of production efficiencies to depth; the
equation for all strong defining hyperplanes which pass through a specific DMU can be used to determine the nature of
returns to scale. Moreover, the identification of the efficient frontiers of the production possibility set (PPS) is a step toward
determining the rate of change of outputs with changes in inputs.
One of the most frequently studied subjects in the DEA context is the identification of efficient hyperplanes of the PPS.
As far as we are aware, only few DEA-based papers have been published regarding the subject of efficient hyperplanes. Yu
et al. [3] studied the construction of DEA efficient surfaces under the generalized DEA model. The identification of Pareto-
efficient facets was investigated by Pitaktong [4]. An alternative approach for determining these hyperplanes was proposed
by Jahanshahloo et al. [5]. This work proposes a method for generating all LISDHs of the PPS passing through a specific
decisionmaking unit. To this end, corresponding to each efficient unit, a perturbed inefficient unit will be defined and, using
at mostm+ s linear programs, all LISDHs of the PPS passing through a specific DMU will be determined, wherem and s are
the numbers of inputs and outputs, respectively.
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2. The PPS and the structure of its defining hyperplanes
This section discusses the structure of the PPS and its defining hyperplanes. We employ the notation (xj, yj) for the
observed vectors of the inputs and outputs, respectively, for theDMUj : j = 1, . . . , n. For a given point (xj, yj) : j = 1, . . . , n,
the xj ≥ 0 are (m×1) input vectors and the yj ≥ 0 are (s×1) output vectors. The empirical PPS Tv , defined to be the convex
hull of these observed points, is stated as follows:
Tv =

(x, y) : x ≥
n−
j=1
λjxj, y ≤
n−
j=1
λjyj,
n−
j=1
λj = 1, λj ≥ 0, j = 1, . . . , n

.
Tv is constructed axiomatically and it is a closed and convex set. DMUp ∈ Tv is said to be extremely efficient in Tv if and
only if it is an extreme point in Tv .
Definition 1. Let (x¯, y¯) ∈ Tv . A hyperplane H = {(x, y) : ut(y − y¯) − vt(x − x¯) = 0, u ≥ 0, v ≥ 0} is called a supporting
hyperplane of Tv at (x¯, y¯) ∈ H if for each (x¯, y¯) ∈ Tv , ut(y− y¯)− vt(x− x¯) ≤ 0.
Definition 2. A hyperplane H is a strong defining hyperplane of Tv if it is supporting and there exists at least one affine
independent set withm+ s elements of strongly efficient DMUs that lie on H .
From Definition 2, one can find that a hyperplane H in the (m + s)-dimensional input/output space, passing through
DMUo(xo, yo), can be expressed by the equation H : ut(y− yo)− vt(x− xo) = 0, u ≥ 0, v ≥ 0.
3. Finding the LISDHs of Tv
Suppose we need to find all LISDHs of Tv passing through DMUo ∈ E. (Note that E is the set of all extremely efficient
units.) Consider the envelopment constraints of the additive model as follows:−
j∈E
λjxij + s−i = xio, i = 1, . . . ,m−
j∈E
λjyrj − s+r = yro, r = 1, . . . , s−
j∈E
λj = 1, λj ≥ 0, s−i ≥ 0, s+r ≥ 0, for all i, r, j
in which DMUo(xo, yo) is under consideration. We make the following perturbation in DMUo(xo, yo):
xio → xio + ε, i = 1, . . . ,m and yro → yro − ε, r = 1, . . . , s
where ε > 0 is sufficiently small. Clearly the perturbed DMU′o(x1o + ε, . . . , xmo + ε, y1o − ε, . . . , yso − ε) is inefficient
because it is dominated by DMUo. Consider the followingm+ s linear programs:
Max s−t t = 1, . . . ,m Max s+k k = 1, . . . , s
s.t.
∑
j∈E λjxij+s−i = xio+ε : i = 1, . . . ,m s.t.
∑
j∈E λjxij+s−i = xio+ε : i = 1, . . . ,m∑
j∈E λjyrj − s+r = yro − ε : r = 1, . . . , s
∑
j∈E λjyrj − s+r = yro − ε : r = 1, . . . , s∑
j∈E λj = 1, λj, s−i , s+r ≥ 0 ∀i, j, r
∑
j∈E λj = 1, λj, s−i , s+r ≥ 0 ∀i, j, r
(2) (3)
Inmodels (2) and (3), λj, s−i and s+r are decision variables. In all programs, DMU
′
o is under evaluation and in each program,
DMU′o is projected onto the efficient frontier in the direction of one of them+ s linearly independent dimensions. The dual
formulations of (2) and (3) in standard forms are respectively as follows:
Min
∑m
i=1 vi(xio+ ε)−
∑s
r=1 ur(yro− ε)+µ Min
∑m
i=1 vi(xio+ε)−
∑s
r=1 ur(yro−ε)+µ
s.t.
∑m
i=1 vixij−
∑s
r=1 uryrj+µ−sj = 0, j ∈ E s.t.
∑m
i=1 vixij−
∑s
r=1 uryrj+µ−sj = 0 j ∈ E
vt − dt = 1, ur , vi, sj ≥ 0, for all i, j, r uk + dk = −1, ur , vi, sj ≥ 0 for all i, j, r
(4) (5)
ur , vi, µ and sj are the decision variables in (4) and (5).
Lemma 1. For the optimality of (4) and (5) we have d∗t = 0 and dk = 0.
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Proof. Suppose that (u∗, v∗, s∗, d∗t , µ∗) is an optimal solution to (4) with the objective value Z∗ =
∑m
i=1 v
∗
i (xio + ε) −∑s
r=1 u∗r (yro − ε)+ µ∗. Suppose to the contrary that d∗t > 0. The feasibility of (u∗, v∗, s∗, d∗t , µ∗) implies that
m−
i=1
v∗i xij −
s−
r=1
u∗r yrj + µ∗ − s∗j = 0
⇒
m−
i=1
v∗i xij −
s−
r=1
u∗r yrj + µ∗ + d∗t xtj − d∗t xtj − s∗j = 0
⇒
m−
i=1
i≠t
v∗i xij −
s−
r=1
u∗r yrj + µ∗ + v∗t xtj + d∗t xtj − d∗t xtj − s∗j = 0
⇒
m−
i=1
i≠t
v∗i xij −
s−
r=1
u∗r yrj + µ∗ +

v∗t + d∗t

xtj −

d∗t xtj + s∗j
 = 0.
Now, v¯t = v∗t + d∗t , s¯j = d∗t xtj + s∗j , v¯i = v∗i : i = 1, . . . ,m, i ≠ t, u¯r = u∗r : r = 1, . . . , s, µ¯ = µ∗ is a feasible solution
to (3) and
Z =
m−
i=1
vi (xio + ε)−
s−
r=1
ur (yro − ε)+ µ =
m−
i=1
i≠t
v∗i (xio + ε)+

v∗t + d∗t

(xto + ε)−
s−
r=1
u∗r (yro − ε)
=
m−
i=1
v∗i (xio + ε)−
s−
r=1
u∗r (yro − ε)+ µ∗ + d∗t (xto + ε) > Z∗.
This is a contradiction and we must have dt = 0. In a similar manner it can be shown that dk = 0.
As a result of the foregoing lemmas and the Karush–Kuhn–Tucker (KKT) optimality conditions, we find that s−∗t > 0 and
s+∗t > 0. 
Lemma 2. Consider DMUp(xp, yp). If there exists t ∈ {1, 2, . . . ,m} such that xto = Min1≤j≤n{xtj}, then the optimal value
for (2) is ε.
Proof. Clearly λo = 1, λj = 0, j ≠ 0, s−i = ε, i = 1, . . . ,m, s+r = ε, i = 1, . . . , s, is a feasible solution to (2) and hence
s−
∗
t ≥ ε. On the other hand,−
j∈E
λ∗j xtj + s−
∗
t = xto + ε⇒ xto + ε =
−
j∈E
λ∗j xtj + s−
∗
t ≥
−
j∈E
λ∗j xto + s−
∗
t = xto + s−
∗
t ⇒ s−
∗
t ≤ ε.
Then we must have s−
∗
t = ε.
From Lemma 2, we can find that if there exists t ∈ {1, 2, . . . ,m} such that xto = Min1≤j≤n{xtj}, then v∗t = 1, µ∗ =−xto, v∗i = 0, i ≠ t, u∗r = 0, r = 1, . . . , s, s∗j = xtj − xto, j ∈ E, is an optimal solution for (4), when we come to evaluating
DMU′o. In this case, the hyperplane obtained is a weak efficient hyperplane of Tv . 
Theorem 1. If all defining hyperplanes of Tv passing through DMUo are strong, then, the m+ s LP models (4) and (5) give us all
of the strong defining hyperplanes of Tv passing through DMUo.
Proof. Suppose x˜ = (u∗, v∗, s∗, d∗t , µ∗) is an optimal extreme point to (4). The number of linearly independent hyperplanes
tight at x˜ is m + s + n + 2. Since d∗t = 0, n + 2 linearly independent hyperplanes are clearly binding at x˜. The remaining
m+ smust be chosen from the nonnegativity constraints sj ≥ 0, j = 1, . . . , n. In other words, m+ s of the sj are equal to
zero, and this means that there exists at least one affine independent set with m + s elements of strongly efficient DMUs.
This completes the proof. 
Theorem 2. Consider DMUo. If xio > Min1≤i≤n{xij}, i = 1, . . . ,m, then the optimal objective value to (2) is greater than ε.
Proof. Suppose that (λ∗, s∗−, s∗+) is an optimal solution to (1). Let Min1≤j≤n{xij} = xiji , i = 1, . . . ,m. Clearly, wemust have
s∗−t ≥ ε. A general point on the straight line segment ℓ joining DMU0(x0, y0) and DMUjt (xjt , yjt ) is given as
xi = xio + θ(xijt − xio), i = 1, . . . ,m
yr = yro + θ(yrjt − yro), r = 1, . . . , s
where θ is a real-valued parameter in [0, 1]. Let θ1 = Minxijt−xio>0{ εxijt−xio } > 0 and θ2 = Minyrjt−yro>0{
ε
yrjt−yro } > 0,
and also θ = Min; {θ1, θ2}, s−t = ε + θ(xto − xtjt ). It is easy to show that (x¯, y¯) = (x¯1, . . . , x¯m, y¯1, . . . , y¯s) ∈ ℓ in which
x¯i = xio + ε − s−i ≥ 0 and y¯r = yro + ε − s+r ≥ 0. Clearly, s−t > ε and this completes the proof. 
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Table 1
Data set for the numerical example.
DMU A B C D E F
x 1 2 4 3 5 3
y 1 3 5 3 2 4
Fig. 1. The production possibility set and projection process.
Theorem 3. Consider DMUo. If yro < Max1≤j≤n{yrj}, r = 1, . . . , s, then the optimal objective value for (3) is greater than ε.
Proof. A similar proof can be put forward.
As a result, each of the m + s linear models (4) and (5) give a defining hyperplane of Tv passing through DMUo and if
DMUo is such that xio > Min1≤i≤n{xij}, i = 1, . . . ,m and yro < Max1≤j≤n{yrj}, r = 1, . . . , s, these defining hyperplanes are
strong. 
Theorem 4. If the optimal objective value for (4) is greater than ε, then the LP model (4) gives a strong defining hyperplane
of Tv .
Proof. Consider the LP model (3) in the following matrix form:
Min Z = CW
s.t. Aw = b, w ≥ 0.
Here,
A =

−x11 · · · −xt1 · · · −xm1 y11 · · · ys1 1 · · · 0 0
...
...
...
...
...
...
...
...
−x1n · · · xtn · · · −xmn y1n · · · ysn 0 · · · 1 0
0 · · · 1 · · · 0 0 · · · 0 0 · · · 0 −1
 , b =

0
...
0
1

w = v1 · · · vm u1 · · · us s1 · · · sn dtt .
Letw = [v∗, u∗, s∗, d∗t ]t be an optimal solution to (4) and consider H = {(x, y) : v∗x− u∗y+ µ = 0} ∩ Tv .
We show that there exists at least one affine independent set withm+ s elements of strongly efficient DMUs that lie on
H . To this end, we show that at leastm+ s of the sj are equal to zero. Sincew∗ is an extreme optimal solution, it lies on some
n + m + s + 2 linearly independent defining hyperplanes of Tv . The system (6) and Lemma 1 provide n + 2 hyperplanes
and the remaining m + s must be taken from sj = 0 (note that since the optimal objective value is greater than ε, then
ur > 0, r = 1, . . . , s, and vi > 0, i = 1, . . . ,m). This means that an affine independent set with m+ s efficient DMUs lies
on H and this completes the proof. 
4. A numerical example
To illustrate the applicability of the procedure introduced in this work, the Jahanshahloo et al. [5]data set is used. There
are six DMUs with one input and one output. The input/output data are summarized in Table 1.
From Fig. 1 we see that DMUA,DMUB,DMUC and DMUF are efficient.
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The LP models (4) and (5) have been solved for when DMUB is under consideration. The LISDHs obtained are as follows:
F B1 = {(x, y) : y− 2x = −1} ∩ Tv and F B2 = {(x, y) : y− x = 1} ∩ Tv .
Now, consider DMUA and DMUC . The models (4) and (5) generate two weak efficient hyperplanes:
FA1 = {(x, y) : x = 1} ∩ Tv and F C1 = {(x, y) : y = 5} ∩ Tv.
5. Conclusion
This work introduced a procedure for finding all LISDHs of the PPS passing through a specific efficient unit. A key feature
of the procedure developed is that it uses m + s linear programs and in all programs a perturbed DMU obtained from an
efficient unit is under evaluation. By applying the proposed systematic approach, we ensure that all defining hyperplanes
passing through an efficient DMU are found.
Acknowledgments
The authors are grateful for comments and suggestions made by the anonymous referees and to the editor Professor
Ervin Y. Rodin for ensuring a timely review process. Any errors and omissions are our own.
References
[1] A. Charnes, W.W. Cooper, E. Rhodes, Measuring the efficiency of decision making units, European Journal of Operational Research 2 (1978) 429–444.
[2] R.D. Banker, A. Charens,W.W. Cooper, Somemodels for estimating technical and scale inefficiencies in data envelopment analysis,Management Science
30 (1984) 1078–1092.
[3] G. Yu, Q. Wei, P. Brockett, L. Zhou, Construction of all DEA efficient surfaces of the production possibility set under the GDEA, European Journal of
Operational Research 95 (1996) 491–510.
[4] U. Pitaktong, Data envelopment analysis models and structures and their use in the management of army recruitment, Ph.D. Dissertation, Graduate
School of Business, the University of Texas at Austin.
[5] G.R. Jahanshahloo, A. Shirzadi, S.M. Mirdehghan, Finding strong defining hyperplanes of PPS using multiplier form, European Journal of Operational
Research 194 (2009) 933–938.
