Abstract-Spacecraft missions such as spacecraft docking and formation flying require high-precision relative position and attitude data. Although a global positioning system can provide this capability near the earth, deep space missions require the use of alternative technologies. One such technology is the vision-based navigation (VISNAV) sensor system developed at Texas A&M University. VISNAV comprises an electro-optical sensor combined with light sources or beacons. This patented sensor has an analog detector in the focal plane with a rise time of a few microseconds. Accuracies better than one part in 2000 of the field of view have been obtained. This paper presents a new approach involving simultaneous activation of beacons with frequency division multiplexing as part of the VISNAV sensor system. In addition, it discusses the synchronous demodulation process using digital heterodyning and decimating filter banks on a low-power fixed point digital signal processor, which improves the accuracy of the sensor measurements and the reliability of the system. This paper also presents an optimal and computationally efficient six-degree-of-freedom estimation algorithm using a new measurement model based on the attitude representation of modified Rodrigues parameters.
to calculate 6DOF estimates of the sensor location and orientation. The PSD sensor generates four currents whose imbalances are linearly proportional to the azimuth and elevation of the light source with respect to the sensor. The individual currents, which depend on the intensity of the light, are kept nearly constant by using a feedback control of the light source output power. This is done to accommodate for variable received energy due to range dependence and other factors. By having four or more light sources (called beacons) in the target frame at known positions, the 6DOF data associated with the sensor are calculated. An electromagnetic signature is given to the beacon by modulating the beacon (an array of LEDs) at a distinct frequency to distinguish target energy from the ambient optical energy such as sunlight. The beacons are operated at a single frequency in time division multiplexing (TDM) mode in the original VISNAV configuraton. Demodulation of the sensor currents to recover the signals is done via analog circuitry in this configuration.
In the new configuration of VISNAV, different targets are operated simultaneously at different frequencies for identification purposes as done in frequency division multiplexing (FDM). The advantage of using FDM is that it satisfies the implicit assumption of the 6DOF estimation that all the beacon measurements are taken at the same time. If the beacons are operated in TDM and the rate of change of 6DOF data is high, the estimates based on the measurements, even without considering the motion between successive measurements, will induce errors. These errors can be reduced by the FDM approach. In the case of TDM, the lowpass filter after the demodulation needs to have a passband of about 100 Hz ( is the number of beacons, 100 Hz is the 6DOF data update rate), where as in FDM, it needs to be only 100 Hz, resulting in an factor improvement in the signal-to-noise power ratio (SNR) of the beacon currents. To achieve the same factor improvement in the SNR in the TDM mode, the peak power of the LED beacons has to be increased by so that it will consume the same average power as in the FDM mode. However, this may not be a viable solution since a large number of LEDs is required because of the increased peak power requirements. Here, the beacon channel separation and demodulation are done on a fixed point digital signal processor (DSP) Texas Instruments TMS320C55x (C55x) [2] using digital down conversion, synchronous detection, and multirate signal processing techniques. The demodulated sensor currents due to each beacon are communicated to a floating-point DSP Texas Instruments TMS320VC33 (VC33) [2] for the subsequent navigation solution by the use of colinearity equations and a Gaussian least squares differential correction (GLSDC) algorithm. There are several advantages in performing the demodulation in the digital domain. The new configuration of the VISNAV sensor system is easily reprogrammed 1530-437X/02$17.00 © 2002 IEEE and insensitive to temperature variations and aging effects. It is also easily scaled up to 16 beacons with slight modifications in the software.
The experimental results show that a beacon's line-of-sight vector can be determined with an accuracy of approximately one part in 2000 of the sensor field of view (90 cone) angle at a distance of 30 m with an update rate of 100 Hz. Six-degree-offreedom (6DOF) navigation accuracies of less than 2 mm in translation estimates and less than 0.01 in orientation estimates at rendezvous, updated at 100 Hz, are routinely possible by solving the colinearity equations for four or more beacons. Processing of these 6DOF estimates with a Kalman filter permits estimation of the relative motion velocity and acceleration with heretofore unachievable accuracy. Autonomous rendezvous and docking operations are thus enabled as a direct consequence of precise, reliable, high bandwidth proximity navigation. The VISNAV sensor system has several advantages such as small sensor size, wide sensor field of view, no time-consuming image processing, relatively simple electronics, and very small errors in 6DOF data of the order of 2 mm in position estimates and 0.01 in attitude estimates at rendezvous.
Among other competitive systems [3] [4] [5] [6] [7] [8] , a differential global positioning system (GPS) is limited to mid-range accuracies, lower bandwidth, and requires complex infrastructure. The sensor systems based on differential GPS are also limited by geometric dilution of precision, multipath errors, receiver errors, etc. These sensor systems provide good 6DOF estimates with position errors of the order of subcentimeters and attitude errors of the order of 1 to 2 . Although by using carrier phase measurement of GPS, the errors due to multipath and other factors can be reduced, all the errors cannot be eliminated and these GPS-based systems become complicated. Other sensing systems based on lasers, charge couple devices (CCDs) and high-speed cameras require complex image processing and target identification with associated occasional failures. These systems have typically slower update rates limited by frame rates and time-consuming image processing algorithms. Different applications of VISNAV such as formation flying and aerial refueling are discussed in [9] , [10] , and more information can be found at the VISNAV Lab website [11] . The photographs of the sensor and active beacons of VISNAV are shown in Figs. 1 and 2 , respectively. A 3.5" floppy disk is shown at the back to illustrate the compactness of the sensor and the beacons. Fig. 3 illustrates a spacecraft docking scenario using the VISNAV sensor.
II. SENSOR DESCRIPTION
The PSD is a single substrate photodiode capable of finding or locating a light beam within a defined sensing area. One class of PSDs is the area PSD that can measure the two-dimensional beam position. When photons reach the PSD sensor, electric currents are generated that flow through its four terminals, each terminal being on one side of the rectangular PSD. The closer the incident light is to a particular terminal, the larger the current flowing through that terminal. Comparisons of these four currents then determine the centroid location of the incident light 3 . Spacecraft docking using the VISNAV sensor system. Active beacons are fixed on one spacecraft while the PSD sensor is fixed on another spacecraft. Some beacons are placed near the docking point and some are placed wide apart to provide a wide range of field of view.
from the target light source (beacon). As indicated in Fig. 4 , the following unitless normalized voltages are defined: where is a constant of value 1. corresponds to the angle that the incident light beam makes about the image space -axis. Similarly corresponds to the angle that the incident light beam makes about the image space -axis.
However, there are several problems in this simple approach that get resolved by the VISNAV sensor [1] . Often, there exists a large amount of ambient light at short wavelengths and low frequencies due to the sun, its reflections, incandescent or discharge tube lights, LCD and cathode ray tube displays, etc. In many cases, this ambient energy swamps the relatively small beacon signal and the PSD centroid data then mostly correspond to this unwanted background light. In order for the beacon light to dominate the PSD response, all energy at shorter wavelengths than those of the beacon are significantly reduced by an optical color filter. Furthermore, a sinusoidal carrier of approximately 40 KHz frequency is applied to modulate each beacon LED drive current. The resulting induced PSD signal currents then vary sinusoidally at approximately the same frequency (depending on the position and attitude of the PSD sensor with respect to the beacon) and are demodulated to recover the currents that are proportional to the beacon light centroid. This modulation/demodulation scheme leads to a high degree of insensitivity to variations in ambient lighting conditions, and it is thus the key to making the PSD sensing approach practical.
The DSP unit of the sensor controls the intensity of beacon lights by sending control data to the beacon controller via a radio data link to achieve the power modulation feature [1, Fig. 5 ]. The control data contains bytes where each byte is an integer approximation to the average PSD current level induced by each beacon during the most recent measurement. If a beacon output power level is too high, one or more of the four PSD signal transimpedance amplifiers may saturate and the incident light centroid cannot be accurately determined. In order to prevent this, feedback control is used to hold the beacon light intensity at a level that results in a maximum PSD current at approximately 70% of the transimpedance amplifier input saturation level; this is also important for optimizing the system signal-to-noise ratio. The beacon controller compares the "maximum PSD current" byte to the beacon control intensity to determine whether this intensity should be increased, decreased, or left unchanged next time it is activated. If there are beacons, only those beacons which are in the near field of view can be activated as long as at least four beacons are turned on. This power modulation feature automatically accommodates for variable received energy due to range variations, viewing angle dependence, atmospheric conditions, and off-nominal beacon performance [1] .
For solving a 6DOF estimation problem, it is required to have PSD measurements for at least four beacons, which are (ideally) arranged in a nonplanar surface [1] . In practical applications, more beacons may be used for the sake of robustness and to better cover the sensor field of view (FOV) at different beacon/sensor separations. These beacons may be selected from a larger set of beacons based on a figure of merit such as the magnitude of the largest PSD signal current. In the present configuration of VISNAV, the beacons are operated in the TDM mode. Operating all beacons simultaneously at different frequencies (i.e., FDM) has advantages in terms of higher SNRs for the PSD measurements and more accurate 6DOF estimates.
III. MODULATON AND FREQUENCY DIVISION MUTIPLEXING
The PSDs are relatively fast compared to even high-speed cameras, having rise times of about 5 s. This permits light sources to be structured in the frequency domain and utilization of radar-like signal processing methods to discriminate target energy in the presence of highly cluttered ambient optical scenes. If there is a single beacon excited by a sinusoidal oscillator operating at a frequency , the emitted light induces sinusoidal currents in the PSD with the frequency at the four terminals of the PSD sensor. Therefore, all the four currents can be processed in a similar fashion to estimate the amplitudes of the carrier waveforms. The amplitudes of these currents are related to the azimuth and elevation of the light source with respect to the image coordinate frame. If the PSD has a relative motion with respect to the beacon, the current envelopes are modulated by that relative motion and this modulation is analogous to amplitude modulation (AM). Thus, the currents can be written as follows (3) where , 2, 3, and 4 and it corresponds to the terminal number of the PSD, and is the amplitude of the current waveform generated at the terminal of the PSD by the beacon that is fixed with respect to the PSD sensor. The function denotes the signal envelope variation induced by the relative movement of the sensor. This bandwidth-limited signal is assumed to be dominated by less than 10 Hz frequencies. The noise term is considered to be white Gaussian with a maximum frequency of , where , , with indicating the sampling frequency.
If there are multiple beacons operating at different frequencies, then the PSD terminal currents consist of current components at those frequencies, and can be written as follows (4) where is the number of beacons and it should be greater than four for solving the 6DOF inverse problem, is the peak amplitude of the current generated at the terminal of the PSD corresponding to a light beam from the beacon driven by a sinusoidal oscillator of frequency while the beacon is fixed with respect to the PSD sensor, is the signal due to the relative movement of the sensor with respect to the beacon, and is the noise component due to the beacon at the terminal. It is required to demodulate the above composite currents in real-time for channels. The components to be recovered can thus be modeled as (5) It is worth pointing out that the normalized voltages, which are proportional to azimuth and elevation of the beacon with respect to the image coordinate frame, are obtained from the following relation, similar to (1) (6) and (7) The selection of frequencies for the beacons is based on several factors. The beacon frequency should ideally be above 20 KHz in order to distinguish it from lower frequency background ambient light that might include extraneous lighting sources. If the beacon frequency is too high, the PSD/preamplifier noise will be greater. For practical purposes, the beacon frequency is selected to be near 40 KHz. The separation between the beacon frequencies depends on the bandwidth of the beacon signal. The bandwidth is proportional to the relative motion of the sensor with respect to the beacons and the required 6DOF data update rate. The VISNAV sensor system is designed for applications with movement frequency components mostly limited to 10 Hz and for the 6DOF data update rate of 100 Hz. The 6DOF update rate is set to 100 Hz ( Hz) in order to allow feedback control at up to 10 Hz, and to provide relatively accurate monitoring of spacecraft acceleration profiles during thrusting. Accounting for the two sidebands resulting from the modulation of the beacon signal, the beacon channel bandwidth is chosen to be around 200 Hz. In order to achieve an acceptable adjacent beacon channel rejection with reasonable filtering requirements, the guard band is set at 300 Hz. For the test configuration of eight beacons, the beacon carrier frequencies are chosen to start from 48.5 Khz with an inter channel separation of 500 Hz. When the sensor faces sunlight, extra noise of about five to 10 times the usual noise level is expected. In this case, defocusing of the lens helps to minimize the maximum energy density at the silicon surface of the PSD sensor preventing damage to the sensor. Accelerometers can be added for high-frequency state information if noise is considered too excessive in some applications. Beacon intensities can also be increased to obtain greater signal strength.
IV. DEMODULATION APPROACHES
Considering that it is needed to determine the amplitude of the sinusoidal signal and the associated signal due to the relative movement of the sensor, an approach similar to AM demodulation is used here. The main difference, however, is that we are also interested in the carrier amplitude. Although analog circuits can be used to perform the channel separation and demodulation, the DSP-based approach provides a more cost-effective solution with a higher degree of reliability, programmability, and scalability.
In the foregoing discussion, it is shown that for real-time implementation on a DSP processor, straight envelope detection is not feasible and the use of multirate signal processing can overcome this limitation. The PSD sensor generates four currents and a four channel synchronous analog to digital converter (ADC) samples these four currents. Each current contains the frequency components from around 48.25 to 52.25 KHz. Also, each current contains low frequency components whose strength depends on the intensity of ambient cluster and preamplifier noise components, which are modeled as additive white Gaussian noise as high as 105 KHz depending on the bandwidth of the preamplifier. Since the signal bandwidth is only 2 KHz (48.25-52.25 KHz), bandpass filtering can be performed requiring a sampling frequency of only 4 KHz ( KHz), but this demands a complex analog bandpass filter before the ADC to achieve the required attenuation in the stopband. Such a filter requires many poles to achieve the stringent attenuation requirements and also mechanisms for tuning, such as switched capacitors to have stable bandwidth. Therefore, this approach is rather complex and costly when done in the analog-front-end. Hence, an alternative approach based on multirate signal processing is deployed here to overcome the complexity problem.
The sampling frequency of the ADC is chosen to be 210 KHz, which is four times the anticipated maximum frequency component of interest or 52.5 KHz. This sampling frequency satisfies the Nyquist sampling rate for frequencies up to 105 KHz, noting that the requirements on the anti-aliasing filter is very moderate. Four preamplifiers with unity gain in the range of 48.25 KHz to 52.25 KHz together with a gradual attenuation at other frequencies are used to supply the currents to the ADC. This attenuation reaches 80 dB at higher frequencies around 105 KHz and also at lower frequencies near 0 Hz. The word length of the ADC is chosen to be 12 bits to obtain a signal-to-quantization-noise ratio (SQNR) of 72 dB so that the quantization noise does not deteriorate the input SNR, which is around 50 dB.
Since all the four PSD currents are similar in terms of frequency components, the beacon channel separation and demodulation methods are common to all of them. Bandpass filtering for the selection of the beacon channel and then envelope detection consisting of rectification and lowpass filtering are performed. Since the beacon carrier frequencies are separated by 500 Hz, the bandpass filter is designed to have a unity gain passband from to Hz, a transition bandwidth of 150 Hz from to and from to . The stopband attenuation is around 80 dB. Using the Remez formula [12] , a finite impulse response (FIR) filter of the order 3000 is required. There are four PSD currents and each current has eight separate components due to eight different beacons. Implementing 32 ( eight beacons four PSD currents) FIR filters of order 3000 at a sampling frequency of 210 KHz is not practical on current DSP processors. The number of operations (multiply and accumulate) and memory accesses per sample are directly proportional to the filter order. Therefore, simple envelope detection in the digital domain at higher sampling frequencies for multiple channels is not realizable from a practical standpoint. Furthermore, it should be realized that such a filter is not realizable in the analog domain either since an impractical number of poles are needed. Although the situation can be improved slightly by increasing the separation between the beacon carriers, this increases the maximum frequency of the system and the sampling frequency requirements. In addition, there exist bounds for the modulation process (at around 40 KHz and 100 KHz based on the sensor requirements) as described in Section III and one may want to deploy up to 24 beacons to improve the redundancy of the system.
Another alternative is to multiply the PSD sensor current with a synchronous carrier. This demodulates the components corresponding to the beacon from the higher frequency range ( to ) to a lower frequency range (0 to 100 Hz). With this approach, it is no longer required to do bandpass filtering to separate the beacon channels since multiplying the composite PSD signal with the required beacon carrier incorporates this separation. This operation involves only one multiplication per sample (multiplication of sine carrier coefficient with the sample) and three memory accesses per sample (reading of sample, reading of sine coefficient from a circular buffer, and writing the product into memory). Computationally, this is very efficient as compared to the bandpass filtering approach. Note that the local digital oscillator's carrier must be in synchronization with the beacon carrier both in phase and frequency. The beacons are excited by stable crystal oscillators. Since the configuration of the beacons and the frequencies of the beacons are known in advance, only phase synchronization has to be performed at the beginning of the system operation, assuming that there is no significant fading of the channel for an operating range of around 100 m between the transmitter and the receiver. After the synchronous multiplication, a lowpass filter of passband 0 to 100 Hz and a transition bandwidth of 100 to 500 Hz with a stopband attenuation of 80 dB is utilized. To implement this filter at the sampling frequency of 52.5 KHz, a FIR filter of order of about 1942 is needed. However, implementing 32 FIR filters of order 1942 at the sampling frequency of 52.5 KHz is not practical. For the signal of interest from 0 to 100 Hz, the Nyquist rate is only 200 Hz. By using the multirate signal processing techniques discussed in [12] , this problem is resolved by implementing a narrowband filter at higher frequencies via a combination of decimation and interpolation. Considering that only low-frequency components are needed, and there is no need to restore the original sampling rate, such a filter can be achieved by just using decimation. The computational requirements on the anti-aliasing or decimation filter are reduced by breaking the decimation into stages [12] .
Since the PSD signal is a narrowband signal of only 2 KHz spanning from 48.25 KHz to 52.25 KHz, if we heterodyne this signal with 52.5 KHz ( ), the PSD signal is down converted to between 0.25 KHz and 4.25 KHz. Consequently, the beacon carriers are down converted to the "beated beacon carriers" 0.5 to 4 KHz with a channel separation of 500 Hz . These frequencies can be written as (8) Note that the Nyquist rate for the above signal is only 8.5 KHz. Decimation is applied to remove the higher frequency components and to reduce the sampling rate. The decimation is performed in steps of 4 and 3 achieving a decimation of 12 and sampling frequency of 17 500 Hz, which is approximately four times the maximum frequency of the down converted PSD signal, 4.25 KHz. Hence, essentially this heterodyning and decimation procedure transforms the PSD signal from a higher sampling rate of 210 KHz to a lower sampling rate of 17.5 KHz.
Next, we proceed with the synchronous detection or envelope detection on the composite signal. However, as explained previously, synchronous detection is computationally more efficient as compared with the bandpass filtering and envelope detection. For the synchronous detection, it is required to multiply the composite PSD signal with carriers s between 0.5 and 4 KHz with an increment of 500 Hz instead of the carriers s between 48.5 and 52 KHz with an increment of 500 Hz. Synchronous detection requires one to know the value of the carrier sinusoid corresponding to the composite signal. Although this can be calculated by using trigonometric functions, for real-time implementation it is not practical. Instead, a full cycle of the sampled sinusoids at the least common multiple of sampling frequency, i.e., 17.5 KHz, and the frequency of the "beated beacon carrier " are stored. The number of sine values to store for the synchronous detection of a carrier at a sampling frequency , if both and are integers, is given by lcm
For the synchronous detection after heterodyning for the carriers , ; , the following total number of entries is needed lcm 
From (8) and
Hz, we get a value of 222 for . If the q-15 integer format representation [13] is used to represent these values, 444 ( ) bytes of memory is needed. This storage requirement is easily achieved using the on-chip DSP memory. On the other hand, the synchronous detection approach for the carriers , ; , at a sampling frequency of Hz requires and 3252( ) bytes of memory for the q-15 integer format representation.
After the multiplication with different beat carriers to get different channels, each channel current is lowpass filtered using the decimation technique. The output SNR for the demodulation system is derived easily by noting that the noise performance of the demodulation is mainly determined by the lowpass filter following the demodulator. Heterodyning mixes the noise band into the band of interest decreasing the SNR by a factor of 2. Table I provides a comparison of the computational requirements and tradeoffs for different demodulation schemes and shows that heterodyning with synchronous detection is the best choice.
As previously explained, for the test configuration of 8 beacons, the beacon carrier frequencies start from 48.5 KHz with an inter channel separation of 500 Hz. In other words, the beacon carriers are 48.5, 49.0, 49.5, 50.0, 50.5, 51.0, 51.5, and 52.0 KHz. Since the sampling frequency is selected to be 210 KHz, the beacon carriers can be written as (10) As a result, the PSD sensor current at the terminal can be written as (11) By heterodyning with a carrier of frequency equal to one fourth of the sampling frequency, i.e., the product signal can be written as (12) , shown at the bottom of the page.
(12) Due to heterodyning, the PSD signal gets shifted to low frequencies around 500 Hz and also to high frequencies around . Now, decimation is used to remove the high frequency components and to reduce the sampling rate. Note that heterodyning splits the signal power into two components and causes no difference in the spectral density of white noise. Since only one component is taken, the effective signal spectral density to the noise spectral density in the band of interest is decreased by a factor of 2, or 3 dB deterioration. This is considered to be minimal as the final SNR is around 77 dB. Heterodyning with is deliberately chosen to reduce the computational load. Multiplying a signal sampled at with a sinusoid involves multiplication with a circular sequence of (0,1,0, 1). Hence, the alternate samples can be ignored and the only operations involved are one sign reversal for every four samples and two memory accesses (refer to Fig. 6 ).
After the decimation by a factor of 12 in steps of 4 and 3, we will get the following signal sampled at 17.5 KHz [see (13) , shown at the bottom of the page]. The power spectrum for is equal to the power spectral density of the output of the lowpass filter for the input and the impulse response is the convolution of and , where and are the impulse responses of the lowpass filters for the decimation 4 and 3, respectively. Consequently, noise is filtered out and the SNR improves. The transition band for these decimation filters start from Hz, thus relaxing the requirements on these filters. This generates some attenuation for the unwanted signal above Hz. Now, to get the PSD response due to the beacon, the above composite signal is mixed with the carrier as shown below [see (14)- (16) at the bottom of the page].
It is required to get the first term in the above equation and to get rid of the high frequency terms. A lowpass filter with the passband from 0 to 100 Hz, transition band from 100 to 200 Hz, and stopband from 200 to 17 500 Hz is used for this purpose. The stopband attenuation should be around 80 dB. The sampling frequency is 17 500 Hz. To minimize the computational requirements, this filter is implemented using the decimation technique. Since the maximum frequency of the first term in (16) is around 100 Hz, a Nyquist rate of 200 Hz is needed assuming no high frequency components. So, given the reduction in the high frequency components and sampling rate, such a lowpass filter is readily realized. Decimation of 16 in steps of 4 and 4 is performed on . This process removes many of the higher frequency terms in (16) giving a sampling frequency of 1093.75 Hz ( Hz). The transition band for these decimation filters start from 100 Hz, again relaxing the requirements on these filters. The signals after the decimation and fil- (13) (14) (15) (16) Fig. 7 . Synchronous detection for getting PSD response due to a single beacon channel after heterodyning and down conversion of the composite signal from a PSD terminal. The demodulated currents are communicated from the C55x DSP to the VC33 DSP for navigation solution using the GLSDC algorithm.
tering contain the first term and few high frequency components from (16) and can be written as (17), shown at the bottom of the page.
The power spectral density for is equal to the power spectral density of the lowpass filtering output for the input and the impulse response is the convolution of and , where and are the impulse responses of the lowpass filters for the decimation 4 and 4, respectively, used in the above formulation. Here, the noise is also filtered out improving the SNR.
As a result, the required lowpass filter is implemented using the new sampling frequency of 1093.75 Hz with a FIR filter of order 50. The output of the lowpass filter is given by (18) The power spectrum for is equal to the power spectral density of the output of the above lowpass filter for the input . The demodulated current is similar to (5) except for a scaling factor and noise in the passband of the filter (see Fig. 7 ).
V. DSP IMPLEMENTATION
The channel separation and demodulation algorithms can be implemented on a DSP, an FPGA, or an ASIC. The choice depends on several factors including sampling frequency, computational requirements, amount of parallelism in the algorithm, programmability, power consumption, design time, and nonrecurring costs. We chose a DSP implementation to gain system flexibility. Given the computational and power requirements, we selected the low power 16-bit fixed-point DSP TMS320C55 manufactured by Texas Instruments. The TMS320C55 architecture is widely used in portable communication devices such as cellular phones.
The TMS320C55 architecture consists of a 16-bit fixed-point data computation unit, an address data flow unit, a program flow unit, and an instruction buffer unit. The processor includes four 40-bit accumulators, four 16-bit data registers, and eight 16-bit auxiliary registers. The fixed-point data path contains five main execution units: a 40-bit ALU, a 16-bit ALU, a 40-bit barrel shifter, and two 17 17-bit multiply-accumulate units. In the VISNAV sensor system, a four-channel synchronous A/D converter operating at 210 KHz supplies the four currents from the preamplifiers, which follow the PSD sensor. These samples are transferred to the internal DSP memory using the direct memory access (DMA) transfer mode of the DSP. The algorithms are programmed in the C55x assembly for the optimal use of the DSP architecture. The method of heterodyning and synchronous detection on a TMS320C55x takes around 20% of the CPU time for eight beacons. The DSP allows up to 16 beacons to be accommodated. A comparison with the other methods is provided in Table I .
The TMS320C55 DSP communicates the demodulated beacon currents to a floating point DSP TMS320VC33 for a subsequent navigation solution. The TMS320VC33 supports 75MIPS and 150 MFLOPS at an operating clock of 150 MHz and consumes 0.5 mW per MFLOP [2] .
VI. SIX DOF ESTIMATION
The normalized voltages computed from the PSD imbalance currents using (6) and (7) due to the target are mapped to the horizontal and vertical displacement ( ) estimates of that target beacon's image with respect to the sensor frame (see Fig. 4 ). This mapping compensates primarily for lens distortion using Chebyshev polynomials [1] .
As indicated in Fig. 4 , , are the normalized voltages; , , are the known object space coordinates of the target light source ( beacon); , , are the unknown object space coordinates of the sensor attached to the chase frame; is the unknown direction cosine matrix of the image space coordinate frame with respect to the object space coordinate frame; , are the lens calibration maps; is the focal length of the sensor lens and , are the ideal image spot centroid coordinates in the image space coordinate frame corresponding to the target light source.
A. System Equations
The sensor electronics, the ambient light sources, and the inherent properties of the sensor produce noise in the PSD measurements. This noise is considered to be zero mean Gaussian noise. The measurement model is given by
where denotes the state vector of the sensor, and is the position vector, is the orientation vector, which depends on the attitude parameters used, and is an ideal measurement model and is a function of and (20) and is the Gaussian measurement noise with covariance (21) Using the GLSDC algorithm to determine the states, attitude and position, the best geometric solution in the least square sense is obtained upon convergence through iterations [1] . Estimates for position and attitude are refined through iterations of GLSDC as it minimizes the weighted sum of squares given by (22) where is the weighting matrix and (23) From the geometric colinearity equations, the ideal image centroid coordinates can be written as [1] (24)
An alternate representation for the above equations can be written based on the unit line of sight vector as [9] (25) where (26) are the sensor frame unit vectors (27) are the object frame unit vectors, and (28)
We have choices to make in the coordinate representation for the directional cosine matrix in terms of different attitude representations such as Euler's angles and modified Rodrigues parameters (MRPs). MRPs are derived from the quaternions and yield better results in terms of linearity since they linearize like quarter-angles instead of half-angles for the quaternions, the interested reader is referred to [15] for more details.
The MRPs are defined as (29) where is the rotation axis; is the principal rotation angle. The 3 3 direction cosine matrix in terms of MRPs is given by [15] (30) and (31)
B. Measurement Models
We can now use the parameters in (24), or the normalized parameters in (26), as the parameters of the measurement model in (19). Here, these two models are referred to for convenience as MRP-B2 and MRP-B3, respectively. Since is constant, there is no need to consider this parameter and this will eliminate the redundancy in calculations. Most of the redundancy is eliminated due to the fact that now the measurement sensitivity matrix in (40) The actual measurement matrix for beacons using (15) is (38) The estimated ideal measurement matrix using estimated position and orientation in the colinearity (16) Stop iterating when one of these conditions is met.
1) The states are no longer improved.
2) The number of iterations reaches a specified limit. This version of GLSDC algorithm is robust when there are four or more beacons measured except near certain geometric conditions that are rarely encountered. An extended Kalman filter can be applied to smooth out these 6DOF estimates and to get the velocities and accelerations of the sensor. The combination of this GLSDC algorithm and a Kalman filter to get the complete navigation solution is more robust than a sequential estimation process using a Kalman filter or a predictive filter for different initial errors and different geometric conditions.
D. Considerations for FDM
If the beacons are operated sequentially, the beacon measurements can be modeled as (42) where (43) and is the change in position and orientation from the ideal position and orientation, respectively, due to the sensor relative movement that may have occurred while taking the beacon measurements. If FDM is used for the beacons, the error , which is significant if the sensor relative velocity is greater than 10 m/s, can be eliminated from the beacon measurements. In the case of TDM, the lowpass filter after the demodulation needs to have a passband of about 100 Hz (100 Hz is the 6DOF data update rate), whereas in FDM, it needs to have only 100 Hz and this results in an factor improvement in the SNR for the demodulated beacon currents in (18). To achieve the same factor improvement in the SNR for the TDM mode, the peak power of the LED beacons has to be increased by so that it consumes the same average power as in the FDM mode. However, this may not be a viable solution since as a result a large number of LEDs is required due to the increased peak power requirements. The factor improvement in signal to noise power of demodulated beacon currents is the same as a factor improvement in signal to noise amplitude ratio (denoted by SNRa) for demodulated beacon currents. If we assume that all the beacons have the same SNRa, then the diagonal elements in the weighting matrix in (22), (23), i.e., s, will be SNRa. If we assume no cross correlation between noise sources for different beacons, then all the diagonal elements in the weighting matrix will be zero. The 1-sigma outliers for 6DOF data estimates using GLSDC depends on the covariance matrix and is given by (44) where which is a nonlinear function of the system in (41), and 1 gives the 3-sigma outlier for the 6DOF data . So a factor improvement in SNRa reduces the final 6DOF data estimate errors by nearly an order of . For very low SNRas, the nonlinearity of the system is going to dominate and little reduction in errors is observed with the increase in SNRa. For the TDM configuration, SNRa is in the high range of 2000 at a sensor to beacon distance of 25 m so the FDM configuration has a SNRa of around 5650. This leads to 
VII. RESULTS AND DISCUSSION
Different algorithms for channel separation and demodulation as discussed in Section IV were implemented on the TMS320C55x DSP processor running at 200 MHz. Table I provides the comparison of different methods for the demodulation in terms of the theoretical signal to noise ratio, the obtained signal to noise ratio, and the number of clock cycles needed per second. Note that means the processor could not complete the specified algorithm in real-time and required more clock cycles than the available clock cycles. For testing the 6DOF estimation algorithm, the VISNAV sensor system was used for navigation during a 100 m to zero approach of a vehicle in 50 s. Simulations were used for sensor measurements and noise estimates for these measurements were obtained from the calibration and accuracy experiments [1] , which consisted of the sensor sitting on a yaw-pitch actuator and the beacons on a rectangular optical table. Initially, PSD was at the starting point and moved toward the docking point where the beacons were placed, see Fig. 8 . The simulated VISNAV sensor measurements were calculated from the ideal forward model of the colinearity equations. Gaussian noise was added to the measurements based on the signal to noise amplitude ratio (SNRa) variations, which was a function of the sensor distance to the target. A constant voltage SNRa of 5000 ( 74 dB) and a SNR of 225 ( 47 dB) for the PSD sensor were considered. Channel separation and demodulation using heterodyning and synchronous detection provided a gain of 27 dB for the outputs generated by the C55x DSP. For a sensor distance to target beacons greater than 35 m, the beacons were assumed to be unable to provide enough power to bring the maximum PSD signal current to 70% of its saturation level. So beyond 35 m, the SNRa was assumed to vary inversely with the square of the distance.
Figs. 9 and 10 illustrate the variation of position errors and attitude errors as a function of distance along the -axis for the GLSDC algorithm with the measurement model MRP-2N.The true ( , , ) positions of the sensor relative to the target frame at the start of the trajectory were ( 100, 30, 10 m) and the initial guesses supplied to the GLSDC algorithm were ( 1, 1, 1 m). The true MRPs of the sensor relative to the target frame at the start of the trajectory were (4.7315e-002, 3.9702e-002, 4.7315e-002) and the initial guesses supplied to the GLSDC algorithm were (0,0,0). The standard deviations of the GLSDC estimated data were represented by the envelope lines, lying symmetrically above and below the zero error axis. The -axis estimate contained the least noise everywhere along the trajectory, its standard deviation being approximately half that of the -axis and -axis. This was a consequence of all the targets lying close to a plane. A similar result was observed for the three spacecraft Euler angles where the roll angle estimate contained the least noise. The position errors at the beginning of the maneuver were around 5 m and reduced to a few millimeters as the vehicle reached its target destination. The attitude errors at the beginning of the maneuver were around 5 and reduced to 1/100 degree as the vehicle reached its target destination. As illustrated in Fig. 10 , the errors reduced gradually as the sensor was approaching rendezvous. The condition number of the matrix in (22) improved as the sensor approached the target due to a better beacon/sensor geometry as shown in Fig. 11. Fig. 12 shows the plot of the required iterations for the convergence of the GLSDC algorithm for each and every measurement assuming no limit on the iteration limit. The accuracies and convergence results are almost similar to the results obtained by the GLSDC algorithm using the measurement model-3N. Figs. 11-13 provide a comparison of the MRP-3n and the MRP-2n models. For the simulated trajectory, the average number of iterations for MRP-3n was 1.29 and for MRP-2n was 1.47.
For real-time operation, instead of trying to achieve convergence with one measurement set (the normalized voltages for all the beacons), we attempted to achieve convergence over a number of measurement sets. The maximum number of iterations for a measurement set on the TMS320VC33 for an eight-beacon configuration with 100 Hz 6DOF data update rate, is set to an integer number greater than or equal to the average number of iterations. So, the maximum number of iterations allowed for one measurement set for both the models MRP-2n and MRP-3n was set to be the same and equal to 2. The 6DOF data estimates from the VC33 were computed using ten measurement sets from the C55x. Each measurement set was available from the C55x at around 1000 Hz (1093.75 Hz).
Various estimation algorithms such as the GLSDC with attitude representation in Euler angles [1] , called Euler-2 here, and in MRPs were implemented on the floating point DSP TMS320VC33 (VC33). Table II provides the comparison of computational requirements and the robustness for the GLSDC algorithms with different measurement models. Here, MRP-3n was considered to be the reference frame for the required number of floating point operations (flops). The number of flops required by Matlab for this algorithm was equal to . The robustness measure is based on the algorithm lock after applying different guesses for the initial position and attitude estimates at the start of the navigation. The algorithm was implemented on the TMS320VC33 in optimized assembly and the results are shown in Table II for the case of eight beacon configuration.
VIII. CONCLUSION
A new method for operating beacons and demodulating the beacon currents for the VISNAV sensor system is introduced in this paper. It is shown that target differentiation based on FDM yields higher signal to noise ratios for the sensor measurements and the demodulation in the digital domain using multi-rate signal processing techniques brings reliability and flexibility to the sensor system. An optimal associated six degrees of freedom data estimation algorithm using MRPs is presented which is applied to the measurements from the VISNAV sensor to get the navigation solution. This algorithm is robust when there are four or more line of sight measurements except near certain geometric conditions that are rarely encountered. It is shown that this algorithm is computationally efficient and achieves better results than the algorithms that deploy Euler angles for attitude representation.
