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Abstract
Negative magnetoresistivity is a special magnetotransport property associ-
ated with chiral anomaly in four dimensional chiral anomalous systems, which
refers to the transport behavior that the DC longitudinal magnetoresistivity
decreases with increasing magnetic field. We calculate the longitudinal magne-
toconductivity in the presence of backreactions of the magnetic field to gravity
in holographic zero charge and axial charge density systems with and without
axial charge dissipation. In the absence of axial charge dissipation, we find that
the quantum critical conductivity grows with increasing magnetic field when the
backreaction strength is larger than a critical value, in contrast to the monoton-
ically decreasing behavior of quantum critical conductivity in the probe limit.
With axial charge dissipation, we find the negative magnetoresistivity behavior.
The DC longitudinal magnetoconductivity scales as B in the large magnetic field
limit, which deviates from the exact B2 scaling of the probe limit result. In both
cases, the small frequency longitudinal magnetoconductivity still agrees with the
formula obtained from the hydrodynamic linear response theory, even in the large
magnetic field limit.
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1 Introduction
In four dimensions, there exist systems of chiral fermions which possess chiral anomaly,
including quark-gluon plasma, Dirac or Weyl (semi-) metals, see [1, 2] for recent reviews
and references therein. In these systems, due to the existence of the chiral anomaly,
there are several associated anomalous transport behaviors, including negative magne-
toresistivity [3], anomalous Hall effect, chiral magnetic effect [4], chiral vortical effect
[5, 6], etc. Chiral magnetic and vortical effects have been studied extensively in holo-
graphic chiral anomalous systems [5, 6, 7, 8, 9, 10, 11, 12, 13] via the gauge/gravity
duality (see [14, 15, 16] for recent reviews). Meanwhile, anomalous Hall effect was
proposed as an order parameter in the realization of a holographic quantum phase
transition between a topological and a trivial semi-metal state [17, 18].
Negative magnetoresistivity refers to the anomalous transport behavior of the lon-
gitudinal DC magnetoresistivity decreasing with increasing magnetic field, or the lon-
gitudinal DC magnetoconductivity increasing with increasing magnetic field in the
presence of chiral anomaly, in contrast to the positive magnetoresistivity behavior for
normal metal [19]. Negative magnetoresistivity has been observed in several experi-
ments during the last several years, including [20, 21, 22, 23, 24, 25, 26].
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Using a linear response theory in the hydrodynamic regime [27, 28], it was shown
in [29] (and later generalized to Lifshitz spacetime in [30]) that the longitudinal DC
magnetoconductivity in the presence of chiral anomaly is divergent, even in the zero
density limit. Energy, momentum and axial charge dissipations are all needed to make
it finite. At the zero charge and axial charge density limit, only axia charge dissipation
is needed to have a finite DC longitudinal magnetoconductivity. At weak coupling,
from the kinetic theory [3, 31, 32, 33], it was calculated that at small B  T 2, the
DC longitudinal magnetoconductivity has a B2 behavior while at large B  T 2, it
goes linearly in B. Negative magnetoresistivity behavior was also found in strongly
coupled holographic chiral anomalous systems [34, 29, 35, 36]. In [29] we found that
when there is no axial charge dissipation, the longitudinal magnetoconductivity indeed
has a pole at ω = 0 which leads to a δ-function in the real part of the longitudinal
magnetoconductivity. The real part of the conductivity at zero frequency excluding
the δ-function is a monotonically decreasing function of B and decreases from piT at
B = 0 to 0 at B = ∞. The coefficient in front of i/ω of the imaginary part is a
monotonically increasing function of B and increases from B2 at B = 0 to linear in B
behavior at large B. This kind of scaling behavior in a strongly coupled holographic
system coincides with the weakly coupled result, and was also found in experiments
[20].
There are at least two ways to introduce axial charge dissipations into the holo-
graphic system [36]. The first is by explicitly breaking the U(1)A symmetry with a
U(1)A charged scalar in the bulk which has a nonzero source at the boundary. The
second way is to make the U(1)A gauge field massive [37, 35, 38] so that there is no
U(1)A gauge symmetry in the bulk anymore. The two ways are in fact equivalent
in the following sense: the equations for the perturbations are the same for the two
mechanisms at zero charge and axial charge density after choosing suitable gauges and
substituting the mass of the U(1)A gauge field by the background scalar field. In fact
the massive U(1)A case is one special limit of the explicit breaking case where the
mass of the scalar field is chosen to be zero. With explicit breaking of the axial charge
conservation symmetry, we found that the DC conductivity is composed of two terms
and the non-constant term has an exact B2 dependence on the magnetic field B. This
qualitatively agrees with the experimental result of [21]. In both of the holographic
zero density systems with and without axial charge dissipation, the hydrodynamic re-
sults agree with the holographic results as long as τ5 is large enough to stay in the
hydrodynamic regime while B can be very large which is outside of the hydrodynamic
regime.
Previous study of negative magnetoresistivity in holographic chiral anomalous sys-
tems focused on the probe limit, where the magnetic field cannot be very large so that
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backreactions of the magnetic field to gravity are not important. To study the large B
behavior more accurately, we need to take into account the backreaction effects of the
magnetic field. In this paper, we study the holographic zero charge and axial charge
density systems with the backreactions of the magnetic field. This is also a first step
towards the study of magnetotransport behavior in holographic finite charge and axial
charge density chiral anomalous systems, where backreactions of guage fields should
always be considered. In this paper we consider both the cases without and with axial
charge dissipation for the zero density system. We find that in the case without ax-
ial charge dissipation, the small frequency longitudinal magnetoconductivity deviates
from the probe limit at larger B/T 2 region. At B/T 2 →∞, the imaginary part of the
longitudinal magnetoconductivity coincides with the probe limit result while the real
part diverges for backreaction strength larger than a critical value, in contrast to being
zero in the probe limit. In the case with axial charge dissipation, at large B/T 2 the
DC longitudinal magnetoconductivity becomes linear in B, which deviates from the
exact B2 behavior for the probe limit.
The rest of the paper is organized as follows. In section 2, we will calculate the lon-
gitudinal magnetoconductivity with backreactions to the gravity without axial charge
dissipation at both finite and zero temperature. In section 3, we add axial charge
dissipations and calculate the longitudinal magnetoconductivity at finite temperature.
Section 4 is devoted to conclusion and discussions.
2 Backreacted U(1)V×U(1)A holographic system with
magnetic field: without axial charge dissipation
In this section, we calculate the magnetoconductivity in the presence of backreactions
of the magnetic field to the gravity at both zero charge density and zero axial charge
density without introducing any dissipations and compare the result with the probe
case, especially at the large magnetic field limit. We will consider the following action3
S =
∫
d5x
√−g
[
1
2κ2
(
R + 12
)
− 1
4e2
(F2 + F 2) + α
3
µνρστAµ
(
FνρFστ + 3FνρFστ
)]
(2.1)
with
Fµν = ∂µVν − ∂νVµ , Fµν = ∂µAν − ∂νAµ (2.2)
where the gauge fields Vµ and Aµ correspond to the vector and axial U(1) currents
respectively. κ is the Newton constant, e is the Maxwell coupling constant and α is
the Chern-Simons coupling constant. Here we did not introduce any dissipation terms
3We have set the curvature scale L = 1.
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and according to the hydrodynamic formula in [29] we will get a δ-function at zero
frequency which leads to an infinite DC magnetoconductivity.
The equations of motion are
Rµν − 1
2
gµν
(
R− 12− κ
2
2e2
(F2 + F 2)
)
− κ
2
e2
FµρF ρν −
κ2
e2
FµρF
ρ
ν = 0 (2.3)
∇νFνµ + 2αµτβρσFτβFρσ = 0 , (2.4)
∇νF νµ + αµτβρσ
(
FτβFρσ + FτβFρσ
)
= 0 (2.5)
We will first solve this system with a finite magnetic field and then consider perturba-
tions on this background to get the longitudinal magnetoconductivity.
2.1 Background solution at finite temperature
We turn on a nonzero magnetic field at zero charge density and zero axial charge
density. The ansatz for the background solutions are
ds2 = −f(r)dt2 + dr
2
f(r)
+ n(r)(dx2 + dy2) + h(r)dz2, (2.6)
and
Vµ = (0, 0, By, 0, 0), Aµ = (0, 0, 0, 0, 0). (2.7)
The background equations of motion become
f ′′
f
− n
′′
n
+
(f ′
f
− n
′
n
) h′
2h
− λB
2
n2f
= 0 , (2.8)
f ′′
2f
+
n′′
n
+
(f ′
f
− n
′
4n
)n′
n
+
(
− 6 + λB
2
4n2
) 1
f
= 0 , (2.9)(n′2
n2
+
2n′h′
nh
)
f +
(h′
h
+
2n′
n
)
f ′ +
λB2
n2
− 24 = 0 , (2.10)
where λ = 2κ
2
e2
is a dimensionless constant, which represents the strength of backre-
actions. For this system, there are three second order equations and one first order
equation coming from the Einstein’s equations of motion and only three of them are
independent. For convenience in numerics, we choose the three equations above to
eliminate the second derivative of h in the equations: (2.8) is a linear combination of
the tt and xx components of the Einstein’s equations of motion, (2.9) is the zz compo-
nent and (2.10) is the rr component, which is a first order equation. Note that in the
regime of classical gravity, κ 1, while λ can be arbitrarily large or small depending
on the ratio of κ/e. At zero charge and axial charge density, these equations of motion
coincide with the equations for the case with only one U(1) gauge field [39, 40].
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One exact solution to this system is the BTZ× R2 solution
f = 3(r2 − 1), n = B
√
λ
2
√
3
, h = r2 (2.11)
with the AdS3 radius being 1/
√
3. However, we cannot find irrelevant deformations
to flow this solution to asymptotic AdS5 geometry and only marginal deformations
can be found, which render the near horizon geometry no longer BTZ× R2 any more.
Thus at finite temperature, it is more convenient to directly expand the solutions at
the horizon as follows
f ' 4piT (r − 1) + · · · , n ' n0 + · · · , h ' h0 + · · · , (2.12)
where the near horizon parameter T is the temperature of the background solution and
the horizon radius r0 has already been rescaled to 1. The “· · · ” represents higher order
expansions which can be determined order by order given the values of T, n0 and h0.
The asymptotic AdS5 boundary behaviors of the metric fields are
f ' r2
(
1 +
2f0
r
+
f 20
r2
− B
2λ ln r
6r4
− M
r4
+ · · ·
)
(2.13)
n ' r2
(
1 +
2f0
r
+
f 20
r2
+
B2λ ln r
12r4
+
n2
r4
+ · · ·
)
(2.14)
h ' r2
(
1 +
2f0
r
+
f 20
r2
− B
2λ ln r
6r4
− 2n2
r4
+ · · ·
)
, (2.15)
where M and n2 are parameters which are determined by the horizon data and f0
can be eliminated by performing a coordinate translation r → r− f0. This coordinate
transformation changes the position of the horizon but does not change the temperature
of the geometry. In this system there is a conserved quantity along the radial direction
f ′hn−h′fn√
h
associated with a scaling symmetry in the background equations of motion.
We can also derive this radially conserved quantity from a linear combination of the
tt and zz components of the Einstein’s equations of motion. From this conserved
quantity we find that at zero temperature n2 = M/2, and at nonzero temperature
2n2 = M − piTn0
√
h0.
In numerics, n0 and h0 can be fixed to arbitrary values and finally need to be
rescaled according to the boundary coefficients in front of r2 in n and h. In this case,
the physical value of the magnetic field B will also be rescaled and become different
from the input value of B. In our numerics we fix n0 and h0 to numerically convenient
values for simplicity, and we can read out the physical value of the magnetic field from
the boundary values of the metric fields by B = B˜r2/gxx|r→∞. With the two free
parameters T , B˜ at the horizon, we can integrate the equations to the boundary and
produce background solutions characterized by the temperature T and the physical
magnetic field B.
5
2.2 Longitudinal magnetoconductivity
To calculate the longitudinal magnetoconductivity in the backreacted geometry above,
we consider perturbations δVz = vze
−iωt, δAt = ate−iωt on the background solutions.
As we are studying the system at zero charge and axial charge density, these per-
turbations do not couple to the metric perturbations. The equations for vz and at
are
a′t +
8αB
n
√
h
vz = 0 , (2.16)
v′′z +
(f ′
f
+
n′
n
− h
′
2h
)
v′z +
ω2
f 2
vz +
8αB
√
h
nf
a′t = 0 , (2.17)
and we can simplify them into one single equation for vz
v′′z +
(f ′
f
+
n′
n
− h
′
2h
)
v′z +
(ω2
f 2
− (8αB)
2
n2f
)
vz = 0. (2.18)
At the boundary, the asymptotic behavior for vz is
vz ' vz0
(
1 +
ω2 ln r
2r2
)
+
vz1
r2
(2.19)
and the definition of the conductivity is [41]
σ =
2vz1
iωvz0
+
iω
2
(2.20)
under infalling boundary conditions at the horizon. This definition of conductivity cor-
responds to the retarded two point function of the consistent current with the covariant
current, whose definition can be found in [42, 29].
Without an exact background solution, it is not possible to solve this equation ana-
lytically. We instead solve it numerically by integrating the equation from the horizon
to the boundary with infalling boundary condition at the horizon. As shown in [29],
in general for a chiral anomalous system we need to impose three kinds of dissipations
in order to make the DC magnetoconductivity finite, including the energy, momentum
and axial charge dissipations. Here as a special case of zero charge and axial charge
density, only the axial charge dissipation is needed for a finite DC magnetoconductivity,
which we will consider in the next section. In this section, with no axial charge dissipa-
tion mechanism, the imaginary part of the longitudinal magnetoconductivity behaves
as 1/ω at ω → 0 and the real part consequently gets a δ-function at ω = 0, which means
that the DC magnetoconductivity is divergent. The longitudinal magnetoconductivity
takes the form of
σzz = σE +
i
w
c0 (2.21)
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at low frequency, where σE is the quantum critical conductivity.
Different from the probe limit, the backreacted background solutions depend on the
value of λB but not α while the perturbations only depend on αB so the final result
of the magnetoconductivity will depend on all three parameters of λ, α and B/T 2. As
λ or B/T 2 increases, the effects of backreactions will become more apparent.
Figure 1: Real (left) and imaginary (right) parts of the AC longitudinal magnetoconductivity
for different values of B = 0 (Black), 0.5 (Orange), 1 (Red), 5 (Blue). λ = 1, α = 1 and
T = 1/pi.
In Fig. 1, we show the real part and the imaginary part of the AC magnetoconduc-
tivity as a function of ω/T for different values of B/T 2 separately at fixed λ = 1 and
α = 1. The δ-function at ω = 0 cannot be seen from the real part of this figure but
as we will see from the coefficient in front of 1/ω in the imaginary part, the height of
the δ-function grows as a function of B/T 2. As B increases, the gap region in the real
part becomes wider and wider as can be seen from the figure, which is consistent with
the fact that weight is transferred to the ω → 0 region as B increases. At larger values
of ω/T quasinormal modes start to show up which lead to peaks in the real part of σzz
and as B increases, more and higher peaks will arise. This behavior was also found in
the axial charge dissipation system in the probe limit [35].
In Fig. 2, we show the real part of the DC magnetoconductivity (excluding the δ-
function), i.e. the quantum critical conductivity σE, as a function of B/T
2 for various
values of λ and α. In the left figure, we fix α = 1 and choose λ = 1, 50, 100 respectively.
In the right figure, we fix λ = 1 and choose α = 0.5, 1, 5 respectively. When B = 0,
Reσzz(0) = piT , which is universal regardless of the value of α or λ. From the left
figure in Fig. 2, we can see that at α = 1, when λ becomes larger, Reσzz(0) decreases
more slowly with increasing B, which deviates from the probe case, but the qualitative
behavior is the same and as we will see later Reσzz(0) finally vanishes at B → ∞ as
long as λ is not too large. From the right figure we can see that at λ = 1, Reσzz(0)
7
Figure 2: Left: real part of the DC longitudinal magnetoconductivity as a function of B/T 2
for α = 1 and λ = 1, 50, 100. Right: real part of the DC longitudinal magnetoconductivity
as a function of B/T 2 for λ = 1 and α = 0.5, 1, 5.
decreases monotonically as B increases at values of α not too small.
Figure 3: Real (left) and imaginary (right) parts of the DC longitudinal magnetoconductivity
at large λ = 100 for α = 0.5, 1, 5 respectively.
However, when λ is very large while α very small, Reσzz(0) would start to grow
monotonically as B increases. Fig. 3 shows that this would be the case for λ = 100
and α = 0.5. This behavior is related to the divergence of Reσzz(ω → 0)/T for small
α <
√
λ/16 at the limit B/T 2 → ∞ as we will explain in the next subsection for the
zero temperature limit. Note that in this figure, the horizontal axis is αB/T 2 instead
of B/T 2, and this shows that σzz(0) depends on both α and B/T
2 separately.
In Fig. 4, we show the imaginary part of the DC magnetoconductivity Imσzz(ω → 0)
as a function of B for various values of λ and α. Because there is no dissipation and
Imσzz(0) behaves as 1/ω near ω → 0, we plot the coefficient in front of 1/ω in Imσzz(0)
in the figure. When λ increases the deviation from the probe limit becomes more
apparent, but similar to the real part, the qualitative behavior is still the same as
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Figure 4: Left: coefficient in front of 1/ω in the imaginary part of the DC longitudinal
magnetoconductivity as a function of B/T 2 for α = 1 and λ = 1, 50, 100. Right: coefficient
in front of 1/ω in the imaginary part of the DC longitudinal magnetoconductivity as a function
of B/T 2 for λ = 1 and α = 0.5, 1, 5.
the probe limit. In Fig. 5, we zoom in at the small B/T 2 region. At small B/T 2, as
shown in Fig. 5, ωImσzz(ω → 0) is proportional to B2 and the coefficient does not
depend on λ as we will see from the hydrodynamic formula below, which means that
it is the same as in the probe case at leading order. At large B/T 2, ωImσzz(ω → 0)
is linear in B. This result is qualitatively the same as in the probe case, however,
the quantitative difference due to backreaction becomes apparent for large B/T 2 and
large λ. To investigate the large B region more carefully we will study the system at
zero temperature which corresponds to the B/T 2 → ∞ limit in the next subsection.
Surprisingly we will see that at B/T 2 → ∞ the behavior of σzz(ω → 0) goes back to
the probe result. From Fig. 3 we can see that at large λ and small α when the real
part starts to diverge at B/T 2 →∞, the leading order in ω behavior of the imaginary
part remains qualitatively the same as those with other values of λ and α.
As shown in [29] the hydrodynamic formula for the small ω longitudinal magneto-
conductivity at both zero charge and axial charge density, which the holographic probe
system obeys is
σzz = σE +
i
ω
(8αB)2
χ5
, (2.22)
where σE is the quantum critical conductivity, χ5 = ∂ρ5/∂µ5 is the static axial charge
susceptibility. To calculate χ5, we start from the following equation for at which can
be obtained from equations (2.16) for ω → 0
(n
√
ha′t)
′ =
(8αB)2
√
h
nf
at. (2.23)
Here an integration constant from the equation of motion for vz has been chosen to
be zero from the boundary conditions at the horizon. At finite temperature and small
9
Figure 5: Small B/T 2 region for the coefficient in front of 1/ω in the imaginary part of the
DC longitudinal magnetoconductivity for λ = 1 and α = 0.5, 1, 5.
B/T 2, we can solve this equation order by order in B/T 2 and the leading order con-
tribution to χ5 only depends on B from the background small λB/T
2 corrections,
which means that at small B/T 2 and small λB/T 2, the leading order contribution to
ωImσzz(0) is
(8αB)2
2pi2T 2
, which is the same as the probe limit and is subject to λB/T 2 and
B2/T 4 order corrections. This is also consistent with our numerical findings. This
hydrodynamic formula should be valid in the hydrodynamic regime:B/T 2  1, which
is indeed the case as in this regime the leading order result is the same as the probe
limit result. In the following subsection we will see that even at zero temperature, this
hydrodynamic formula still agrees with the holographic result.
2.3 Zero temperature
The zero temperature limit of this system is equivalent to the large B/T 2 limit at finite
temperature. Due to numerical difficulties at large B/T 2 in the finite temperature cal-
culation, in this subsection we study the system at exact zero temperature to approach
the B/T 2 →∞ limit. At zero temperature, an exact solution to this system is AdS3×
R2 [39, 43, 44]. We need irrelevant perturbations at the horizon to flow this solution to
asymptotic AdS5 solutions. The near horizon solution with irrelevant perturbations is
ds2 = −3r2(1 + f1rβ + · · · )dt2 + dr
2
3r2(1 + f1rβ + · · · ) + r
2(1 + f1r
β + · · · )dz2 +
B
√
λ
2
√
3
(
1 −19 + 2
√
57
14
f1r
β + · · ·
)
(dx2 + dy2), (2.24)
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where the “· · · ” are higher order corrections and f1 has to be negative in order to flow
to asymptotic AdS5 solutions. The value of β can be solved from the equations of
motion for the perburbations to be β = 1
3
(
√
57 − 3). As B can always be absorbed
into rescaling of x and y, and f1 can also be rescaled to −1 by rescaling r, it seems
that we can only get one effective value of B at zero temperature. However, when we
scale r to rescale f1 to −1, the boundary behavior of gxx will change accordingly with
a different coefficient in front of r2 and leads to a different physical value of B: the
physical magnetic field for f1 = −1 is (−f1)2/β times the physical magnetic field for
other values of f1. Thus tuning the near horizon parameter f1 will give solutions with
different values of B, though these solutions are in fact equivalent physically as B is
the only scale in the background solutions at zero temperature.
From the background equations it looks like that the value of λ only affects the
details of the one to one correspondence between the horizon initial value of f1 and the
final value of the physical magnetic field, however, with different values of λ the back-
ground geometry is different even for the same physical magnetic field. Thus λ, which
does not appear in the equations of perturbations, would still affect the conductivity at
zero temperature. The only dimensionful quantity at zero temperature is B, thus from
dimensional analysis, we know that Reσzz(0) ∼
√
B while ωImσzz(0) ∼ B. Due to the
fact that the background geometry depends on λ while the equations of perturbations
only depend on α, the behavior of σzz(ω → 0) is expected to depend on both α and
λ. As we will explain below, there are three different kinds of qualitative behavior of
σzz(ω → 0) depending on the value of α/
√
λ: for α/
√
λ = 1/32, Reσzz(0)/
√
B is a
constant at zero frequency, for α/
√
λ > 1/32, Reσzz(0)/
√
B = 0 at leading order in ω,
and for α/
√
λ < 1/32, Reσzz(0)/
√
B diverges as ω32α/
√
λ−1.
This characterization of the three different kinds of qualitative behaviors can be
derived from the IR equations using the near far matching method [45] as follows. The
equation of motion for vz(r) reduces to the following in the IR region r 
√
B
v′′z +
v′z
r
+
( ω2
9r4
− (16α)
2
λr2
)
vz = 0. (2.25)
The infalling solution to this equation is the Bessel K-function K 16α√
λ
(−iω
3r
)
. Expanding
this function at the boundary of the IR region ω  r  √B we can get the relative
coefficient in front of the two linearly independent solutions v
(1)
z |ωr√B = r
16α√
λ +
· · · and v(2)z |ωr√B = r−
16α√
λ + · · · of this region. It turns out that the relative
coefficient of the two solutions scales as ω
32α√
λ with a complex coefficient. The two
linearly independent solutions r
16α√
λ and r
− 16α√
λ are both real so the boundary coefficients
v
(1,2)
z0 and v
(1,2)
z1 associated with these two solutions are all real. Substituting these into
the formula for σzz in (2.20) it is easy to see that the leading order in the imaginary
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part Imσzz(ω → 0) ∼ 2v
(1)
z1
iωv
(1)
z0
while the leading order contribution to the real part scales
as Reσzz(ω → 0) ∼ ω32α/
√
λ−1. Thus more explicitly the scaling behavior of the small
frequency longitudinal magnetoconductivity at zero temperature is the following.
• For 32α√
λ
< 1, Reσzz(ω → 0) ∼ c1(λ, α)
√
B
(
ω√
B
) 32α√
λ
−1
and Imσzz(ω → 0) ∼
B
ω
d(λ, α);
• For 32α√
λ
= 1, Reσzz(ω → 0) ∼ c2(λ, α)
√
B and Imσzz(ω → 0) ∼ Bω d(λ, α);
• For 32α√
λ
> 1, Reσzz(ω → 0) ∼ 0 and Imσzz(ω → 0) ∼ Bω d(λ, α),
where c1,2(λ, α) and d(λ, α) are constants which might depend on λ and α while do
not depend on ω or B. The condition that this behavior only exists for
√
λ > 32α
shows that this is a backreaction effect which cannot be seen in the probe limit. This
also explains the strange monotonically increasing behavior for the finite temperature
Reσzz(ω → 0) with B for large values of
√
λ compared to α.
Note that to compare this result with the finite temperature case of last subsection,
we should focus on the B scaling instead of the ω scaling behavior because in numerics
we always have a small while nonvanishing value of ω. The B scaling behavior for the
real part of the longitudinal magnetoconductivity is
Reσzz(ω → 0) ∼ c1(λ, α)B1−
16α√
λ ω
32α√
λ
−1
, (2.26)
which means that for 16α√
λ
< 1, the real part of the finite temperature DC longitudi-
nal magnetoconductivity would diverge at B/T 2 → ∞, which is consistent with the
numeric result of last subsection.
We confirm this analytic finding with numerics. Numerically we obtain the zero
temperature background solutions with different values of magnetic field by choosing
different initial values of f1 at the horizon. Then we solve the equation of motion for
vz with infalling boundary condition at the horizon and read the boundary coefficients
of vz0 and vz1 with the solutions for vz.
For 32α√
λ
> 1, we numerically checked that for a continuous range of parameters
α and λ, Reσzz(ω → 0) ∼ 0 and Imσzz(ω → 0) ∼ 8αBω , which coincides with the
large B/T 2 probe limit result at leading order in ω. This is also consistent with the
large B/T 2 behavior of the backreacted finite temperature results in this parameter
region. This numerical finding shows that in the small λ region
√
λ < 32α the result
for the DC longitudinal magnetoconductivity still agrees with the probe limit result
quantitatively at leading order in ω. However, at subleading orders of ω in both the
real and imaginary parts of σzz, effects of λ will appear.
Then we choose λ = 100 and α = 5/32, which gives 32α/
√
λ = 1/2 < 1. We find
that Reσzz(ω → 0) indeed scales as c1
√
B
(
ω√
B
)−1/2
where c1 is around 0.84 at λ = 100
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and α = 5/32. The imaginary part Imσzz(ω → 0) ∼ Bω d(λ, α) where d is still 8α for
this set of values of λ and α.
At λ = 100 and α = 5/16, which gives 32α/
√
λ = 1, we find that Reσzz(ω → 0)
indeed scales as c2
√
B where c2 is around 1.21 at λ = 100 and α = 5/16. Again the
imaginary part Imσzz(ω → 0) ∼ Bω d(λ, α) where d is 8α for this set of values of λ
and α. We expect that for all values of α and λ the leading order in ω behavior of
Imσzz(ω → 0) is always 8α iω . The zero temperature divergence of the quantum critical
conductivity was also found in Einstein-dilaton systems at zero density when there is
no chiral anomaly [46].
We can now check if the hydrodynamic formula is still valid at zero temperature,
which is already out of the hydrodynamic regime. At zero temperature the equation
for at is still the same as the finite temperature one of (2.23) and we can solve it
numerically on the zero temperature background. From dimensional analysis χ5 ∼ B,
and numerically we find that for any value of λ, which is larger or smaller or equal to
(32α)2, we always have χ5 = 8αB. By substituting χ5 into the hydrodynamic formula
we find that this formula still gives the exact holographic result at leading order in ω
even at T = 0 which is outside the hydrodynamic regime. The fact that χ5 = 8αB for
all values of α and λ is also consistent with that the imaginary part of σzz is always
8αB/ω at leading order in ω. At the same time, the explicit value of the quantum
critical conductivity cannot be obtained from the hydrodynamic formula.
The results of this subsection show that in holography we can find a parameter
region in which the real part of the longitudinal DC magnetoconductivity, i.e. the
quantum critical conductivity diverges at B/T 2 →∞, in contrast to the previous probe
limit result where the quantum critical conductivity always vanishes at B/T 2 →∞.
3 Adding axial charge dissipation
In this section, we add axial charge dissipation to the backreacted zero density system
of last section to get a finite DC longitudinal magnetoconductivity. As shown in [36],
there are two simple mechanisms to encode axial charge dissipation: one is to introduce
a mass for the UA(1) gauge field and the other is to source the system by an axially
charged scalar field. However, for the massive UA(1) gauge field case, there exists a
problem that the scaling dimension of the axial current has changed, so in this section
we use the second way to introduce the axial charge dissipation. The massive scalar
corresponds to a massive operator which can be interpreted as the mass of the dual
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fermions. We will consider the following action4
S =
∫
d5x
√−g
[
1
2κ2
(
R + 12
)
− 1
4e2
F2 − 1
4e2
F 2 +
α
3
µνρστAµ
(
FνρFστ + 3FνρFστ
)
− (DµΦ)∗(DµΦ)−m2Φ∗Φ
]
(3.1)
with
Fµν = ∂µVν − ∂νVµ , Fµν = ∂µAν − ∂νAµ , Dµ = ∇µ − iqAµ (3.2)
where the gauge fields Vµ and Aµ correspond to the vector and axial U(1) currents
respectively and Φ is a complex scalar field with mass m. As in [36], we choose
m2 = −3 throughout this paper to match the dimension of the dual massive operator
with the dimension of the weak coupling limit.
The equations of motion are
Rµν − 1
2
gµν
(
R− 12− κ
2
2e2
(F2 + F 2)− (DµΦ)∗(DµΦ)−m2Φ∗Φ
)
−κ
2
e2
FµρF ρν −
κ2
e2
FµρF
ρ
ν − κ2((DµΦ)∗DνΦ + (DνΦ)∗DµΦ) = 0 (3.3)
∇νFνµ + 2αµτβρσFτβFρσ = 0 , (3.4)
∇νF νµ + αµτβρσ
(
FτβFρσ + FτβFρσ
)
+ iq
(
Φ(DµΦ)∗ − Φ∗(DµΦ)) = 0 , (3.5)
DµD
µΦ−m2Φ = 0 . (3.6)
3.1 Background solutions at finite temperature
We solve this system at finite temperature with a finite magnetic field B at zero charge
and axial charge density. The assumption for the background solutions is
ds2 = −f(r)dt2 + dr
2
f(r)
+ n(r)(dx2 + dy2) + h(r)dz2, (3.7)
and
Vµ = (0, 0, By, 0, 0), Aµ = (0, 0, 0, 0, 0), Φ = φ(r). (3.8)
4We have set the curvature scale L = 1.
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The equations become
f ′h′
2fh
+
f ′n′
fn
+
h′n′
hn
+
n′2
2n2
− λφ′2 − 12
f
+
λB2
2fn2
+
λm2φ2
f
= 0 , (3.9)
f ′′
f
− n
′′
n
+
h′
2h
(
f ′
f
− n
′
n
)
− λB
2
fn2
= 0 , (3.10)
f ′′
2f
+
n′′
n
+
n′
n
(
f ′
f
− n
′
4n
)
− 6
f
+
λB2
4fn2
+
λm2φ2
2f
+
λφ′2
2
= 0 , (3.11)
φ′′ + φ′
(
f ′
f
+
n′
n
+
h′
2h
)
− m
2
f
φ = 0 , (3.12)
where λ = 2κ2/e2 and we have rescaled eφ → φ. It is difficult to find exact finite
temperature solutions to this system, so we numerically integrate the equations to
produce background solutions. The leading order near horizon expansion of the fields
are
f ' 4piT (r − 1)(1 + · · · ), n ' n0(1 + · · · ), h ' h0(1 + · · · ), (3.13)
and
φ ' φ0(1 + · · · ), (3.14)
where the “· · · ” denotes higher order corrections which can be solved order by order
given the leading order parameters. The horizon radius can always be rescaled to
r0 = 1. The free parameters are the temperature T , the effective physical magnetic
field related to n0 or the input value B˜ and the initial value φ0 which is related to the
boundary value of φ.
At the asymptotic AdS5 boundary the leading order expansions of the fields are
φ ' M
r
(
1− f0
r
−
(
1 +
3η
2λ
)
λM2
3
ln r
r2
+
f 20
r2
+ f0λM
2
(
1 +
3η
2λ
)
ln r
r3
)
+
ψ+
r3
+ · · · ,(3.15)
f ' r2
(
1 +
2f0
r
− λM
2 − 3f 20
3r2
+
(λ2M4
9
− λB
2
6
+
ηλM4
6
) ln r
r4
+ · · ·
)
, (3.16)
n ' r2
(
1 +
2f0
r
− λM
2 − 3f 20
3r2
+
(λ2M4
9
+
λB2
12
+
ηλM4
6
) ln r
r4
+ · · ·
)
, (3.17)
h ' r2
(
1 +
2f0
r
− λM
2 − 3f 20
3r2
+
(λ2M4
9
− λB
2
6
+
ηλM4
6
) ln r
r4
+ · · ·
)
, (3.18)
where M corresponds to the source of the axial charged scalar field φ and ψ+ gives
the response to the source. The parameter f0 can be set to zero by a coordinate
transformation r → r− f0, which does not change the temperature. With the horizon
parameters T , n0 and φ0, we can integrate the system to the boundary to get solutions
at temperature T , with magnetic field B and scalar source M .
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3.2 Longitudinal magnetoconductivity
To calculate the longitudinal magnetoconductivity we consider perturbations δVz =
vz(r)e
−iωt, δAt = at(r)e−iωt, δAr = ar(r)e−iωt, δΦ = Φ1(r, t) + iΦ2(r, t) =
φ1(r)e
−iωt+iφ2(r)e−iωt on the background above, where φ1 decouples from other modes.
As discussed extensively in [36], there are two kinds of gauge choices we can choose,
ar = 0 or φ2 = 0, based on the fact that the equations in the bulk are invariant under
the transformation
δAµ → δAµ + ∂µΛ, Φ2 → Φ2 + qΛφ. (3.19)
With the gauge ar = 0, the equations for these perturbations are
v′′z + v
′
z
(
f ′
f
+
n′
n
− h
′
2h
)
+
ω2vz
f 2
+
8αB
√
ha′t
fn
= 0, (3.20)
a′′t + a
′
t
(
n′
n
+
h′
2h
)
+
8αBv′z
n
√
h
− 2q
2atφ
2
f
− 2iqωφ2φ
f
= 0, (3.21)
and the equation for ar is
− 8iαBωvz
f 2n
√
h
− iωa
′
t
f 2
− 2qφ2φ
′
f
+
2qφφ′2
f
= 0. (3.22)
At the horizon, we have the ingoing boundary conditions
vz ' (r − r0)− iω4piT
(
v(0) +
(
v(0)
(
5B2λ+ 2n20(−12 + λm2sφ2(0))
)
(−2piiT + ω)ω
192pi2T 2n20(2piT − iω)
− αBa(1)
√
h0(4piT − iω)
piTn0(2piT − iω)
)
(r − r0) + ...
)
(3.23)
at ' (r − r0)− iω4piT
(
a(1)(r − r0) + ...
)
(3.24)
φ2 ' (r − r0)− iω4piT
(
− 32v(0)αBpiT + a(1)
√
h0n0(4piT − iω)
8
√
h0piTn0φ(0)q
+ ...
)
, (3.25)
where v(0) and a(1) are two arbitrary constants.
At the boundary we have the following expansions
vz ' vz0
(
1 +
ω2
2
ln r
r2
)
+
vz1
r2
+ · · · (3.26)
at ' at0 − (at0M2q2 + iMφ20qω) ln r
r2
+
at1
r2
+ · · · (3.27)
φ2 ' φ20
r
(
1− f0
r
)
+
(
− 1
3
λM2φ20 +
1
2
ω
(− iat0Mq + φ20ω)) ln r
r3
+
φ21
r3
+ · · · .(3.28)
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Figure 6: Real and imaginary parts of the AC longitudinal magnetoconductivity for M/T =
pi and B/T 2 = 0.1pi2, 0.5pi2, pi2 respectively.
We can solve these equations numerically by integrating from the horizon to the
boundary with the boundary condition that the source of at and φ2 is 0. The conduc-
tivity can be calculated from
σzz =
2vz1
iωvz0
+
iω
2
. (3.29)
Using the fact that the system is invariant under the residual symmetry at → at +
iωΛ, φ2 → φ2 − qΛφ where Λ is a constant independent of r, we will be able to
generate solutions with at = 0 for each independent numerical solution. Then we can
use the two free parameters at the horizon to generate solutions which has no source
of φ2 at the boundary. In Fig. 6 we show the AC longitudinal magnetoconductivity
for M/T = pi and B/T 2 = 0.1pi2, 0.5pi2, pi2 respectively. We can see from the figures
that after adding this axial charge dissipation, the zero frequency pole in the imaginary
part indeed vanishes and instead a drude peak develops at small frequency even for
M/T ∼ O(1), i.e. when the axial charge conservation symmetry is completely broken.
As B increases, the height of the drude peak also increases which means that the axial
relaxation time increases with B. At larger B quasinormal modes start to develop at
large values of ω.
As can be seen from the numerics above, with the axial charge dissipation we have
a finite DC longitudinal magnetoconductivity. In this case, we can calculate the DC
conductivity using the radially conserved quantity [47] following [48, 36]. Consider
δVµ = (0, 0, 0, 0,−Et+ vz(r)) and δAµ = (at(r), 0, 0, 0, 0), the equations are now
v′′z + v
′
z
(
f ′
f
+
n′
n
− h
′
2h
)
+
8αB
√
ha′t
fn
= 0 (3.30)
a′′t + a
′
t
(
n′
n
+
h′
2h
)
+
8αBv′z
n
√
h
− 2q
2atφ
2
f
= 0 (3.31)
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The radially conserved current is
Jz(r) = − fn√
h
v′z − 8αBat, (3.32)
and we have Jz(∞) = Jz(r0). At the horizon, we have the ingoing boundary condition
vz(r0) ' −Et− E
4piT
ln(r − r0) (3.33)
and
at ' −4αBE
n0
√
h0q2φ2(r0)
. (3.34)
Thus we have the DC longitudinal magnetoconductivity
σzz = Jz(∞)/E = n0√
h0
+
32α2B2
n0
√
h0q2φ2(r0)
. (3.35)
This formula contains two parts of contributions. The first part is n0/
√
h0 which re-
duces to piT in the probe limit. This part now also has a dependence on the background
magnetic field. The rest is the second part, which reduces to exact B2 behavior in the
probe limit. Due to backreactions, the B2 scaling behavior of this part might also
become different. We numerically checked that the analytic result agrees with our
numerical results. With this analytic formula for the DC longitudinal magnetoconduc-
tivity, we can reach for arbitrary large B region. Thus we do not need to go to the zero
temperature limit to work on the large B behavior and we give the zero temperature
background solutions to this system in the appendix. In the following we focus on the
small M region where τ5 is large enough to stay in the hydrodynamic regime.
Different from the universal B2 behavior of the probe limit, after taking into account
the backreactions to the geometry, n0, h0 and φ0 now all depend on both B and M .
At small B/T 2, the leading order dependence on B in all these parameters should be
the same as the probe limit and deviations from the probe limit only arise at larger
B/T 2 and λ. In the following we mainly focus on the large B/T 2 behavior of the DC
longitudinal magnetoconductivity at fixed small values of M/T and large λ. In Fig. 7
we plot the DC longitudinal magnetoconductivity σzz(0) as a function of B/T
2 at fixed
M/T = 0.005pi (left) and M/T = 0.00005pi (right) at λ = 200. At large B/T 2, σzz(0)
grows linearly in B/T 2. To analyze the scaling of σzz(0) on B more explicitly, it is
better to study the two parts in the analytic formula (3.35) separately.
We denote the scaling exponent of B/T 2 in the first part n0/
√
h0 in the formula
(3.35) as γf , i.e. n0/
√
h0 ' c(M/T )(B/T 2)γf at large B/T 2. In numerics we can get the
value of the scaling exponent γf using γ1 = B(n0/
√
h0)
′/(n0/
√
h0) and by definition
this value that we obtained only has the meaning of the scaling exponent when it
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Figure 7: Top: the DC longitudinal magnetoconductivity σzz(0) as a function of B/T 2 for
fixed M/T = 0.005pi (left) and M/T = 0.00005pi (right). Bottom: log-log plots for the same
figures above. The red lines are slope 1 functions at the large B region, which indicates that
at large B/T 2, σzz(0) is indeed a linear function of B/T
2 .
remains a constant in a finite region of B/T 2. In Fig. 8 we show the dependence of
n0/
√
h0 and the value of γ1 at fixed M/T = 0.005pi (top figure) and M/T = 0.00005pi
(bottom) separately. Due to numerical constraints, we can reach for much larger values
of B/T 2 for the M/T = 0.00005pi case. As we can see from the figure, the value of γ1
reaches a constant 1 at large B, indicating a scaling behavior at large B with scaling
exponent being γf = 1, in contrast to the behavior of n0/
√
h0 ' piT + csB2 at small
B/T 2 and
√
λB/T 2, where cs denotes a constant independent of B. However, at large
B/T 2 this term is not the main contribution to σzz(0) in the formula (3.35) as this
term is much smaller than the second part.
In the second part of formula (3.35), the numerator in 32α
2B2
n0
√
h0q2φ2(r0)
is exactly B2
and the full dependence of this term on B is determined by the dependence on B in
the denominator n0
√
h0φ
2(r0). We denote the scaling exponent of B in n0
√
h0φ
2(r0)
as γs for large B, i.e. n0
√
h0φ
2(r0) ' c(M,T )Bγs . In numerics we can get the value of
the scaling exponent γs using γ2 = B(n0
√
h0φ
2(r0))
′/(n0
√
h0φ
2(r0)) and by definition
this value that we obtained only has the meaning of the scaling exponent when it
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Figure 8: The dependence of the first part n0/
√
h0 in the analytic formula for the DC
longitudinal magnetoconductivity (3.35) as well as γ1 = B(n0/
√
h0)
′/(n0/
√
h0) as a function
of B/T 2 at fixed M/T = 0.005pi (top) and M/T = 0.00005pi (bottom) at λ = 200.
remains a constant in a finite region of B/T 2. In Fig. 9 we plot the dependence on B
of n0
√
h0φ
2(r0) as well as γ2 at fixed M/T = 0.005pi (top figure) and M/T = 0.00005pi
(bottom) separately. For the case of M/T = 0.005pi, due to numerical constraints, we
cannot reach very large B/T 2 region, but we can already see that γ2 is approaching 1
slowly as B becomes larger, indicating a scaling behavior with γs = 1. In the figure
of M/T = 0.00005pi we can already see that γ2 almost goes to 1 at large B/T
25.
Substituting this scaling behavior into the second part of the analytic formula for
σzz(0) (3.35), we can see that the second part in the formula also goes linearly in
B at large B/T 2, compared to the B2 behavior of the small B/T 2 limit. Note that
the second part is much larger than the first part in the analytic formula of the DC
conductivity. Thus we can see that after considering backreaction effects, the DC
longitudinal magnetoconductivity is linear in B at large B/T 2, which is different from
the exact B2 behavior of the probe limit. This scaling behavior coincides with the
weakly coupled kinetic result qualitatively [3, 31]. In one of the experiments [20], the
5However we cannot at present rule out a power law which deviates slightly from 1 due to the
numerical constraints.
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Figure 9: The dependence of the denominator 32α
2B2
n0
√
h0q2φ2(r0)
in the second part of the
analytic formula for the DC longitudinal magnetoconductivity (3.35) as well as γ2 =
B(n0
√
h0φ
2(r0))
′/(n0
√
h0φ
2(r0)) as a function of B/T
2 at fixed M/T = 0.005pi (top) and
M/T = 0.00005pi (bottom) at λ = 200.
same scaling behavior was also found.
From the hydrodynamic formula, at small B/T 2 and large axial charge relaxation
time, the DC longitudinal magnetoconductivity obeys the following formula
σDC = σE + (8αB)
2 τ5
χ5
, (3.36)
where τ5 is the axial charge relaxation time. We can calculate τ5 and χ5 numerically
using this same setup but with different boundary conditions at the asymptotic AdS5
boundary. For χ5, we choose the boundary condition that vz and φ2 are sourceless
at the boundary. We can also simplify the three equations for perturbations into one
equation of motion for at at zero frequency
a′′t + a
′
t
(n′
n
+
h′
2h
)
− 64α
2B2at
n2f
− 2q
2φ2at
f
= 0. (3.37)
τ5 can be determined from the zero momentum quasinormal mode under the bound-
ary condition that all three fields vz, at and φ2 are sourceless at the boundary. When
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Figure 10: The dependence of τ5 and its scaling exponent γτ5 at large B on B/T
2 for two
fixed values of M/T = 0.005pi (top), 0.00005pi (bottom), λ = 200 and α = 1.
we find a pure imaginary quasinormal mode at frequency −IωI we can get τ5 = 1/ωI .
The detailed procedure of this calculation can be found in [36]. Here we show the
numerical results for these two quantities. In Fig. 10, we show the dependence of τ5
and its scaling exponent γτ5 at large B (τ5 ' cτ5Bγτ5 ) on B/T 2 for two fixed values of
M/T = 0.005pi (top), 0.00005pi (bottom), λ = 200 and α = 1. Note that in the figure,
we defined γτ5 = Bτ
′
5/τ5, which only has the meaning of the scaling exponent when it
reaches a constant in a certain region of B. We can see that τ5 increases as B increases
and reaches a finite and constant value at large B/T 2 → ∞, i.e. at B/T 2 → ∞,
the scaling exponent γτ5 → 06. This means that at fixed M , there will be an upper
limit in τ5 no matter how large the magnetic field is and this is very different from the
probe limit result, where at large B/T 2, γτ5 → 1 and τ5 diverges at infinite B/T 2. We
will see later that this caused the deviation in the dependence of the DC longitudinal
magnetoconductivity on B at B/T 2 →∞ from the probe limit result.
At small B it is expected that τ5 ∼ M−2 at small M/T , which is the result from
the probe limit. Here we show in Fig. 11 that at two large and fixed values of B/T 2,
6We cannot rule out the possibility that the scaling exponent is slightly above 0 due to the numerical
constraints.
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Figure 11: For two large and fixed values of B/T 2 = 25pi2, 2.5× 105pi2, τ5M2 is a constant
at small M/T . Here λ = 200 and α = 1.
we still have τ5 ∼ M−2 at small M/T . The holographic axial charge relaxation time
and its property was also studied recently in a top down model in [49] in AdS/QCD.
In Fig. 12, we plot the dependence of χ5 and its scaling exponent γχ5 at large
B (χ5 ' cχ5Bγχ5 ) on B/T 2 for two fixed values of M/T = 0.005pi (top), 0.00005pi
(bottom), λ = 200 and α = 1. Note that in the figure, we defined γχ5 = Bχ
′
5/χ5,
which only has the meaning of the scaling exponent when it reaches a constant in a
certain region of B. We can see that χ5 is a monotonically increasing function of B
and at B/T 2 →∞ χ5 grows linearly in B, which is the same as the probe limit result.
With the scaling behaviors of τ5 and χ5 we can see that the hydrodynamic formula
also predicts a linear in B behavior for the longitudinal DC magnetoconductivity at
B/T 2 → ∞. We also checked numerically that the leading order contribution in the
hydrodynamic formula (3.36), i.e. the second term (8αB)2 τ5
χ5
agrees with the leading
order contribution in the analytic formula 32α2B2/n0
√
h0q
2φ2(r0) as can be seen from
Fig. 13. This shows that in this backreacted holographic system with axial charge
dissipation, the hydrodynamic formula is still valid as long as τ5 is large enough to stay
in the hydrodynamic regime, while B/T 2 can be infinitely large, which is outside the
hydrodynamic regime.
4 Conclusion and discussion
In this paper, we considered the backreaction effects of the magnetic field to the holo-
graphic longitudinal magnetoconductivity for zero charge and axial charge density chi-
ral anomalous systems. Backreaction effects are important at large B/T 2 and large
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Figure 12: The dependence of χ5 and its scaling exponent γχ5 at large B on B/T
2 for two
fixed values of M/T = 0.005pi (top), 0.00005pi (bottom), λ = 200 and α = 1.
backreaction strength λ. In the case without axial charge dissipation, the longitudinal
magnetoconductivity has a pole in the imaginary part at ω = 0. The small frequency
result deviates from the probe limit at larger B/T 2 region. At B/T 2 →∞, we instead
work in the zero temperature limit and find that the imaginary part of the small fre-
quency longitudinal magnetoconductivity coincides with the probe limit result while
the real part of the DC longitudinal magnetoconductivity diverges for backreaction
strength λ larger than a critical value λc = (32α)
2, in contrast to being zero in the
probe limit. In the case with axial charge dissipation, the negative magnetoresistivity
behavior still exists after including backreactions. At large B/T 2 the DC longitudinal
magnetoconductivity becomes linear in B, which deviates from the exact B2 behavior
for the probe limit. Surprisingly we also found that for both cases the hydrodynamic
formula for the small frequency longitudinal magnetoconductivity obtained in [29] still
gives the holographic result at zero temperature, which is already out of the hydrody-
namic regime.
The calculations in this paper are a first step to the study of holographic negative
magnetoresistivity for finite charge and axial charge density systems, where the back-
reactions of the gauge fields are important to the gravity background. At finite charge
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Figure 13: The ratio of the leading order contribution in the hydrodynamic formula for
the longitudinal magnetoconductivity (3.36) over the leading order contribution in the ana-
lytic formula 32α2B2/n0
√
h0q
2φ2(r0) for two fixed values of M/T = 0.005pi (left), 0.00005pi
(right), λ = 200 and α = 1.
density, momentum relaxation is needed in order to have a finite DC longitudinal mag-
netoconductivity, and at finite axial charge density, energy dissipation will be needed.
The next step in this direction would be to add momentum dissipations in the holo-
graphic system [50, 51, 52, 53, 54, 55, 56, 57, 58] at finite charge density and compare
the holographic result with the hydrodynamic formula. At finite chemical potential
and a finite magnetic field background, there exists an instability to spatially modu-
lated phases as shown in [59], which possibly leads to much richer magnetotransport
behavior. We will report the study of magnetoresistivity in holographic finite density
chiral anomalous systems in the future work.
It is still an open question how to add energy dissipations in holography. At finite
axial charge density, it would be interesting to check if there is indeed still a pole at ω =
0 after including momentum and axial charge dissipations. Another interesting question
is to study the axial charge relaxation and momentum relaxation time from the memory
matrix formalism [50, 60] in the hydrodynamic regime for chiral anomalous systems
with a background magnetic field and also check it in strongly coupled holographic
systems. Finally, as was found in [26], chiral anomaly also induces strong suppression
of the thermopower in a chiral anomalous system. It would be interesting to study this
effect from both the hydrodynamic and holographic point of view.
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A Zero temperature background solutions with ax-
ial charge dissipation
In this appendix, we present the zero temperature background solutions in the case
with axial charge dissipations in the presence of a background magnetic field. We
consider the following action
S =
∫
d5x
√−g
[
1
2κ2
(
R + 12
)
− 1
4e2
F2 − 1
4e2
F 2 +
α
3
µνρστAµ
(
FνρFστ + 3FνρFστ
)
− (DµΦ)∗(DµΦ)−m2Φ∗Φ− η
2
(Φ∗Φ)2
]
, (A.1)
where we have introduced an η|Φ|4/2 term for the convenience of analytic calcula-
tion at zero temperature, which does not affect the qualitative properties of transport
coefficients.
The equations of motion are
Rµν − 1
2
gµν
(
R− 12− κ
2
2e2
(F2 + F 2)− (DµΦ)∗(DµΦ)−m2Φ∗Φ− η
2
(Φ∗Φ)2
)
−κ
2
e2
FµρF ρν −
κ2
e2
FµρF
ρ
ν − κ2((DµΦ)∗DνΦ + (DνΦ)∗DµΦ) = 0 (A.2)
∇νFνµ + 2αµτβρσFτβFρσ = 0 ,(A.3)
∇νF νµ + αµτβρσ
(
FτβFρσ + FτβFρσ
)
+ iq
(
Φ(DµΦ)∗ − Φ∗(DµΦ)) = 0 ,(A.4)
DµD
µΦ−m2Φ− ηΦ∗2Φ = 0 .(A.5)
The assumption for the background solutions is
ds2 = −f(r)dt2 + dr
2
f(r)
+ n(r)(dx2 + dy2) + h(r)dz2, (A.6)
and
Vµ = (0, 0, By, 0, 0), Aµ = (0, 0, 0, 0, 0), Φ = φ(r). (A.7)
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The equations become
f ′h′
2fh
+
f ′n′
fn
+
h′n′
hn
+
n′2
2n2
− λφ′2 − 12
f
+
λB2
2fn2
+
λm2φ2
f
+
ληφ4
2f
= 0 , (A.8)
f ′′
f
− n
′′
n
+
h′
2h
(
f ′
f
− n
′
n
)
− λB
2
fn2
= 0 , (A.9)
f ′′
2f
+
n′′
n
+
n′
n
(
f ′
f
− n
′
4n
)
− 6
f
+
λB2
4fn2
+
λm2φ2
2f
+
ληφ4
4f
+
λφ′2
2
= 0 (A.10)
φ′′ + φ′
(
f ′
f
+
n′
n
+
h′
2h
)
−
(
m2φ
f
+
ηφ3
f
)
= 0 , (A.11)
where λ = 2κ2/e2 and we have rescaled eφ → φ and η/e2 → η. At zero temperature,
an exact solution to the equations above is AdS3 ×R2 with a constant scalar
ds2 = −3(1 + 3λ
8η
)r2dt2 +
1
3(1 + 3λ
8η
)
dr2
r2
+ r2dz2 +
B
√
λ
2
√
3(1 + 3λ
8η
)
(dx2 + dy2),(A.12)
φ =
√
3
η
.
To flow this solution from the horizon to asymptotic AdS5 we need to find appro-
priate irrelevant perturbations. Thus up to the first order in perturbations the near
horizon solution becomes
f = 3
(
1 +
3λ
8η
)
r2(1 + f1r
β + · · · ), (A.13)
n =
B
√
λ
2
√
3(1 + 3λ
8η
)
(
1− 1
14
(
19 + 2
√
57
)
f1r
β
)
, (A.14)
h = r2(1 + f1r
β + · · · ), (A.15)
φ =
√
3
η
(1 + f2r
ξ + · · · ), (A.16)
where β = 1
3
(
√
57 − 3) and ξ =
√
1 + 2
1+ 3λ
8η
− 1. f1 and f2 are two free parameters
which can be tuned to get different values of physical B and M .
At zero temperature, the equations for the perturbations vz, φ2 and at are the
same as equations (3.20) of the finite temperature case. The φ4 term appears in the
equation of motion for φ2 but does not change the equation of motion for ar. When
we derive the equation of motion for φ2 from the three equations (3.20), the φ
4 term
will arise automatically from the equation of motion of the background scalar field. At
zero temperature, in the near horizon region it is difficult to solve for the near horizon
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behavior of the three fields vz, at and φ2 at r  1 while w can be smaller or bigger
than r. However, we can get the near horizon behavior at r  w
vz ' vz0
√
re
iω
3(1+3λ8η )r (1 + · · · ), (A.17)
at ' at0r3/2e
iω
3(1+3λ8η )r (1 + · · · ), (A.18)
φ2 ' φ20√
r
e
iω
3(1+3λ8η )r (1 + · · · ), (A.19)
where
φ20 =
(
− 8αvz0
q
√
3
λ
+
9
8η
+
iωat0
6(1 + 3λ
8η
)q
)
/
√
3
η
, (A.20)
and · · · represent subleading order corrections at order rη, r, rβ and so on.
With these boundary conditions in principle we can solve the zero temperature case
numerically and the result would only depend on B/M2, α and λ. This corresponds
to the B/T 2 →∞ and M/T →∞ limit. As we are more interested in the small M/T
while large B/T 2 limit, which we already obtained in the finite temperature section,
we will not study the zero temperature longitudinal magnetoconductivity here.
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