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RANDOM DYNAMICAL SYSTEMS GENERATED BY STOCHASTIC
NAVIER–STOKES EQUATION ON THE ROTATING SPHERE
Z. BRZEZ´NIAK, B. GOLDYS, AND Q. T. LE GIA
Abstract. In this paper we first prove the existence and uniqueness of solution to the
stochastic Navier–Stokes equation on the rotating 2-dimensional sphere. Then we show
the existence of an asymptotically compact random dynamical system associated with the
equation.
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1. Introduction
The aim of this work is to initiate systematic analysis of rotating stochastic fluids on
surfaces, notably on a sphere, and in thin shells. Importance of such problems for geophysical
fluid dynamics and climate modelling are well known. This paper is concerned with two
basic questions concerning the stochastic Navier–Stokes equation (SNS) on the 2-dimensional
rotating sphere. The first one is about the existence and uniqueness of appropriately defined
solutions and the second one is about the existence of stochastic flow and its asymptotic
compactness.
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2 Z. BRZEZ´NIAK, B. GOLDYS, AND Q. T. LE GIA
The deterministic Navier–Stokes equations (NSEs) on the sphere has been object of intense
study since early 1990’s. Il’in and Filatov [31, 30] considered the existence and uniqueness of
solutions to these equations and estimated the Hausdorff dimension of their global attractors
[32]. Temam and Wang [45] considered the inertial forms of NSEs on sphere while Temam
and Ziane [46], see also [3], proved that the NSE on a 2-dimensional sphere is a limit of NSEs
defined on spherical shells [46]. In other directions, Cao, Rammaha and Titi [14] proved the
Gevrey regularity of the solution and found an upper bound on the asymptotic degrees of
freedom for the long-time dynamics.
Concerning the numerical simulation of the deterministic NSEs on sphere, Fengler and
Freeden [22] obtained some impressive numerical results using the spectral method, while the
numerical analysis of a pseudo-spectral method for these equations has been carried out in
Ganesh, Le Gia and Sloan in [26].
The question of the existence and uniqueness of solutions to the stochastic Navier–Stokes
equation on 2D bounded domains has been thoroughly investigated by many authors, be-
ginning with the paper by Bensoussan and Temam in 1973[4]. In the case when continuous
dependence on initial data remains open (for example, when the initial data is merely in L2),
the existence of martingale solutions have been considered by Capinski and Gatarek [15],
Flandoli and Gatarek [24, 25] and Mikulevicius and Rozovskii [36]. The uniqueness of the
martingale solution for the SNS on flat 2D bounded domains has been proved by Ferrario in
[23]. When working in spaces where continuous dependence on the initial data can be ex-
pected, the existence of solutions can sometimes be established on a preordained probability
space. Such solutions are often referred to as “strong” (in probabilistic sense) or “pathwise”
solutions. The existence of pathwise solutions in L∞([0, T ], L2) has been established by Da
Prato and Zabczyk [19] and later by others [5, 34]. The existence of local solutions evolving
in Sobolev spaces, such as W 1,p, was addressed by Mikulevicius and Rozovskii in [35] and
Brzezniak and Peszat in [11].
The first result of our work is Theorem 3.2 on the existence and uniqueness of pathwise
variational solutions to the SNS equation on the rotating sphere for a general Gaussian noise.
The only condition we require is, roughly speaking, that the corresponding linear stochastic
equation (obtained by neglecting the nonlinear term in the SNS) has an L4-solution. The
fact that the equation is considered on the sphere and the presence of the Coriolis force lead
to only minor modifications in the proof of existence. We can still use the classical Galerkin
arguments based on expansions into series of vector spherical harmonics. In order to prove
uniqueness we modify the classical argument of Lions and Prodi [33]. Next, in Theorem 3.3
we prove continuous dependence on the force and the driving noise.
The main result of this paper is presented in Theorem 6.11, where we prove that the random
dynamical system associated to equation (3.4) is asymptotically compact. This result is crucial
for the proof the existence of a compact random attractor and the existence of an invariant
measure. These questions are addressed in an accompanying paper [9]. A similar result was
obtained in [27] for the deterministic NSE for a time-dependent force. A similar results for
the stochastic NSE in unbounded domain was obtained in [10]
We emphasize, that the aforementioned results are obtained under the minimal assumptions
on the regularity of the noise and of the external force. In particular, the external force f is
an element of of the dual V ′ of an appropriately defined energy space V
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2. The Navier–Stokes equations on a rotating unit sphere
2.1. Preliminaries. Let S2 be a 2-dimensional unit sphere in R3, i.e. S2 = {x = (x1, x2, x3) ∈
R3 : |x| = 1}. An arbitrary point x on S2 can be parametrized by the spherical coordinates
x = x̂(θ, φ) = (sin θ cosφ, sin θ sinφ, cos θ), 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π.
If x = x̂(θ, φ) as above, then the corresponding angles θ and φ will be denoted by θ(x) and
φ(x), or simply by θ and φ. By x̂ we will also denote the unit normal vector field on S2, i.e.
x̂(x) = x, for x ∈ S2.
Let θ = θ(θ, φ) and φ = φ(θ, φ) be the standard unit tangent vectors to S2 at point
x̂(θ, φ) ∈ S2 in the spherical coordinates, that is
θ = (cos θ cosφ, cos θ sinφ,− sin θ), φ = (− sinφ, cosφ, 0).
For a scalar function f on S2, its surface gradient is given by
∇ f =
∂f
∂θ
θ +
1
sin θ
∂f
∂φ
φ.
Unless specified otherwise, by a vector field on S2 we mean a tangential vector filed, i.e. in
the language of differential geometry, a section of the tangent vector bundle.
For a vector field u = (uθ, uφ) on S
2, i.e. u = uθθ+ uφφ, its surface divergence is given by
divu =
1
sin θ
(
∂
∂θ
(uθ sin θ) +
∂
∂φ
uφ
)
.
The velocity field u(x̂, t) = (uθ(x̂, t), uφ(x̂, t)) of a geophysical fluid flow on a rotating unit
sphere S2 ⊂ R3 under the external force f is governed by the Navier-Stokes equations (NSEs),
which is written as [21, 43]
(2.1) ∂tu+∇uu− νLu+ ω × u+
1
ρ
∇ p = f , divu = 0, u(x̂, 0) = u0.
Here ν is the viscosity and ρ is the density of the fluid, the normal vector field ω = 2Ω(cos θ)x
is the Coriolis acceleration, ∇ and div are the surface gradient and divergence, respectively.
The covariant derivative ∇uu is the nonlinear term in the equations. Here, the operator L is
given by [43]
(2.2) L =∆ + 2Ric,
where ∆ is the Hodge Laplacian (or Laplace-de Rham) operator and Ric denotes the Ricci
tensor, which in case of the sphere coincides with the Riemannian tensor.
It is easy to check that the Ricci tensor of the sphere is given by,
(2.3) Ric =
[
1 0
0 sin2 θ
]
We consider now the nonlinear term ∇uu. Given two vector fields u and v on S
2, by [20],
we can find vector fields u˜ and v˜ defined in some neighbourhood of the surface S2 and such
that their restrictions to S2 are equal to, respectively, u and v, i.e. u˜|S2 = u ∈ TS
2 and
v˜|S2 = v ∈ TS
2. Then we put
[∇vu](x) = πx
(
3∑
i=1
v˜i(x)∂iu˜(x)
)
= πx
(
(v˜(x) · ∇˜)u˜(x)
)
, x ∈ S2,
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where ∇˜ is the usual gradient in R3 and, for x ∈ S2, πx is the orthogonal projection from R
3
onto the tangent space TxS
2 to S2 at x.
Note that, by decomposing u˜ and v˜ into tangential and normal components of TxS
2, using
the orthogonal properties of πx, one can show that
(2.4) πx(u˜× v˜) = u× ((x · v)x) + (x · u)x× v for any x ∈ S
2.
In the above formula, as in many to follow, unless there is a danger of ambiguity, we omit the
symbol x. For example, the LHS of (2.4) should be read as πx(u˜(x)× v˜(x)).
We set v = u and use the formula
(u˜ · ∇˜)u˜ = ∇˜
|u˜|2
2
− u˜× (∇˜ × u˜)
to obtain
(2.5) ∇uu = ∇
|u|2
2
− πx̂
(
u˜× (∇× u˜)
)
Using (2.4) for the vector fields u˜ and v˜ = ∇˜ × u˜, we have
(2.6) πx(u˜× (∇˜ × u˜)) = u× ((x · (∇˜ × u˜))x) + (u˜ · x)x× (∇˜ × u˜), x ∈ S
2.
With a vector field u on S2, since the normal component is zero, (2.6) is reduced to
(2.7) πx(u˜× (∇˜ × u˜)) = u× ((x · (∇˜ × u˜))x), x ∈ S
2.
So, for a vector field u on S2, one can define
(2.8) curlu := x̂ · (∇˜ × u˜)|S2 .
Given a tangential vector field v on S2, with a slight abuse of notation, we write
v × curlu := v × x(curlu).
Hence from (2.7), (2.8) we obtain
πx[u˜× (∇˜ × u˜)](x) = [u(x)× x]curlu(x) x ∈ S
2,
and thus
(2.9) ∇uu = ∇
|u|2
2
− u× curlu.
We have the following well-defined operators [30]:
Definition 2.1. Let u be a tangent vector field on S2, and let the vector field ψ be normal
to S2. We set
(2.10) curlu = (x̂ · (∇˜ × u˜))|S2 , Curlψ = (∇˜ × ψ˜)|TS2 ,
where (as before) the vector field u˜ is defined in some neighbourhood of S2 in R3 and satisfies
u˜|S2 = u.
The first equation in (2.10) indicates a projection of ∇× u˜ onto the normal direction while
the second equation means a restriction of ∇×ψ to the tangent field on S2. The definitions
in (2.10) are independent of the extensions u˜ and ψ˜. A vector field ψ normal to S2 will often
be identified with a scalar function on S2 when it is convenient to do so. The relationships
among Curl of a scalar function ψ, Curl of a normal vector field w = wx̂, of a scalar function
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v, and curl of a vector field v on S2 and the surface div and ∇ operators are given as (see
[14])
(2.11) Curlψ = −x̂×∇ψ, Curlw = −x̂×∇w, curlv = −div (x̂× v).
The surface diffusion operator acting on vector fields on S2 is denoted by ∆ (known as
the vector Laplace-Beltrami or Laplace-de Rham operator) and is defined as
(2.12) ∆v = ∇ divv −Curl curlv.
Using (2.11), one can derive the following relations connecting the above operators:
(2.13) div Curl v = 0, curl Curl v = −x̂∆v, ∆Curl v = Curl∆v.
We introduce the standard inner products on the space L2(S2) of square integrable scalar
functions on S2, and on the space L2(S2) of vector fields on S2, denoted by :
(v1, v2) = (v1, v2)L2(S2) =
∫
S
v1v2 dS, v2, v2 ∈ L
2(S2),(2.14)
(v1, v2) = (v1, v2)L2(S) =
∫
S2
v1 · v2 dS, u,v ∈ L
2(S2),(2.15)
where
∫
S2
vdS denotes integration with respect to the surface (or riemannian volume) measure
on S2. In the spherical coordinates we have, locally, dS = sin θdθdφ. Throughout the paper,
the induced norm on L2(S2) is denoted by ‖ · ‖ and for other inner product spaces, say X
with inner product (·, ·)X , the associated norm is denoted by ‖ · ‖X .
We have the following identities for appropriate real valued functions and vector fields on
S2, see for instance [30, (2.4)-(2.6)].
(∇ψ, v) = −(ψ, divv),(2.16)
(Curlψ, v) = (ψ, curlv),(2.17)
(Curl curlw, z) = (curlw, curl z).(2.18)
In (2.17), the L2(S2) inner product is used on the left hand side and the L2(S2) inner product
is used on the right hand side. Throughout the paper, we identify a normal vector field w
with a scalar field w by w = x̂w and hence we put
(2.19) (ψ, w) := (ψ, w)L2(S2), w = x̂w, ψ,w ∈ L
2(S2).
Using the identity (2.16) the unknown pressure can be eliminated from the first equation
in (2.1) through the weak formulation.
2.2. The weak formulation. We now introduce Sobolev spaces Hs(S2) and Hs(S2) of scalar
functions and vector fields on S2 respectively.
Let ψ be a scalar function and let u be a vector field on S2, respectively. For s ≥ 0 we
define
(2.20) ‖ψ‖2Hs(S2) = ‖ψ‖
2
L2(S2) + ‖(−∆)
s/2ψ‖2L2(S2),
and
(2.21) ‖u‖2Hs(S2) = ‖u‖
2 + ‖(−∆ )s/2u‖2,
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where ∆ is the Laplace–Betrami and ∆ is the Laplace–de Rham operator on the sphere. In
particular, for s = 1,
‖u‖2H1(S2) = ‖u‖
2 + (u,−∆u)
= ‖u‖2 + ‖divu‖2 + ‖curlu‖2,(2.22)
where we have used formulas (2.12),(2.16)–(2.18).
By the Hodge decomposition theorem [2, Theorem 1.72] the space of C∞ smooth fields on
S2 can be decomposed into three components :
(2.23) C∞(TS2) = G ⊕ V ⊕H,
where
(2.24) G = {∇ψ : ψ ∈ C∞(S2)}, V = {Curlψ : ψ ∈ C∞(S2)},
and H is the finite-dimensional space of harmonic fields. Since the sphere is simply connected,
H = {0}. We introduce the following spaces
H = closure of V in L2(S2),
V = closure of V in H1(S2).
Note that
H = {u ∈ L2(S2) : divu = 0},
V = H ∩H1(S2).
Since V is densely and continuously embedded into H and H can be identified with its
dual H ′, and denoting by V ′ the dual of V , we have the following Gelfand triple:
(2.25) V ⊂ H ∼= H ′ ⊂ V ′.
We consider the following linear Stokes problem, i.e. given f ∈ V ′, find v ∈ V such that
(2.26) νCurl curlu− 2νRic(u) +∇ p = f , divu = 0.
Taking the inner product of the first equation of (2.26) with a test vector field v ∈ V and
then using (2.18), we obtain
(2.27) ν(curlu, curlv)− 2ν(Ric u,v) = (f ,v), v ∈ V.
We define a bilinear form a : V × V → R by
a(u,v) := (curlu, curlv)− 2(Ric u,v), u,v ∈ V.
In view of (2.22) and (2.3), the bilinear form a satisfies
a(u,v) ≤ ‖u‖H1‖v‖H1 ,
and hence it is continuous on V . So by the Riesz Lemma, there exists a unique operator
A : V → V ′, such that a(u,v) = (Au,v), for u,v ∈ V . Using the Poincare´ inequality, we
also have a(u,u) ≥ α‖u‖2V , for some constant α > 0, which means a is coercive in V . Hence
by the Lax-Milgram theorem the operator A : V → V ′ is an isomorphism. Furthermore, by
using [42, Theorem 2.2.3], we conclude that the operator A is positive definite, self-adjoint
and D(A1/2) = V . Thus, the spectrum of A consists of an infinite sequence 0 < λ1 < λ2 <
. . . < λℓ → ∞ of eigenvalues (of finite multiplicity), and there exists an orthogonal basis
{wℓ}ℓ≥1 of H consisting of eigenvectors of A.
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By using the stream function ψℓ for which wℓ = Curlψℓ and identities (2.13) we can show
that λℓ is an eigenvalue of the Laplace-Beltrami operator ∆. It is well known that, see [37],
these eigenvalues are λℓ = ℓ(ℓ+1) for ℓ = 0, 1, . . . and that the eigenfunctions are the spherical
harmonics Yℓ,m(θ, φ), for θ ∈ [0, π], φ ∈ [0, 2π), which are defined by (in spherical coordinates)
(2.28) Yℓ,m(θ, ϕ) =
[
(2ℓ+ 1)
4π
(ℓ− |m|)!
(ℓ+ |m|)!
]1/2
Pmℓ (cos θ)e
imϕ, m = −ℓ, . . . , ℓ,
with Pmℓ being the associated Legendre polynomials.
Hence for each positive integer ℓ = 1, 2, . . ., the eigenvectors of the operatorA corresponding
to the eigenvalue λℓ are given by
(2.29) Zℓ,m(θ, ϕ), m = −ℓ, . . . , ℓ.
Since {Zℓ,m : ℓ = 1, . . . ;m = −ℓ, . . . , ℓ} is an orthonormal basis for H, an arbitrary v ∈ H
can be written as
(2.30) v =
∞∑
ℓ=1
ℓ∑
m=−ℓ
v̂ℓ,mZℓ,m, v̂ℓ,m =
∫
S2
v · Zℓ,mdS = (v, Zℓ,m).
Next we define an operator A in H as follows:
(2.31)
{
D(A) := {u ∈ V : Au ∈ H},
Au := Au, u ∈ D(A).
Let P be the Leray-Helmholtz orthogonal projection from L2(S2) to H. It can be shown
[28] that D(A) = H2(S2)∩ V , A = −P(∆ +2Ric), and A is self-adjoint in H. It can also be
show that V = D(A1/2) and
‖u‖2V ∼ (Au,u), u ∈ D(A),
where A ∼ B indicates that there are two positive constants c1 and c2 such that c1A ≤ B ≤
c2A.
Let us now recall the definition of the fractional power As/2 of the Stokes operator A in
H. For any s ≥ 0 its domain is given by
(2.32) D(As/2) =
{
v ∈ H : v =
∞∑
ℓ=1
ℓ∑
m=−ℓ
v̂ℓ,mZℓ,m,
∞∑
ℓ=1
ℓ∑
m=−ℓ
λsℓ|v̂ℓ,m|
2 <∞
}
,
which is equal to the set of divergence-free vector fields from the Sobolev space Hs(S2). For
v ∈ D(As/2), we define
(2.33) As/2v :=
∞∑
ℓ=1
ℓ∑
m=−ℓ
λ
s/2
ℓ v̂ℓ,mZℓ,m ∈ H.
The Coriolis operator C1 : L
2(S2)→ L2(S2), is defined by the formula
(2.34) (C1v)(x) = 2Ω cos θ(x× v(x)), x ∈ S
2,
From the definition, it can be seen that C1 is a bounded linear operator defined on L
2(S2).
In the sequel we will need the operator C = PC1 which is well defined and bounded in H.
Furthermore, for u ∈ H
(2.35) (Cu,u) = (C1u,Pu) =
∫
S2
2Ω cos θ(x)((x× u) · u(x))dS(x) = 0.
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We consider the trilinear form b on V × V × V , defined as
(2.36) b(v,w, z) = (∇vw, z) =
∫
S2
∇vw · z dS, v,w, z ∈ V.
Using the following identity
2∇wv = −curl (w × v) +∇ (w · v)− vdivw(2.37)
+ wdivv− v × curlw −w × curlv.
and (2.17), for divergence free fields v,w, z, the trilinear form can be written as
(2.38) b(v,w, z) =
1
2
∫
S2
[−v ×w · curl z+ curlv ×w · z− v × curlw · z] dS.
Moreover [30, Lemma 2.1]
(2.39) b(v,w,w) = 0, b(v, z,w) = −b(v,w, z) v ∈ V,w, z ∈ H1(S2).
We have the following inequality from [31]
(2.40) ‖u‖L4(S2) ≤ C‖u‖
1/2
L2(S2)
‖u‖
1/2
V , u ∈ H
1(S2).
Thus, using (2.12), (2.17), (2.31), and (2.38), a weak solution of the Navier-Stokes equa-
tions (2.1) is a vector field u ∈ L2([0, T ];V ) with u(0) = u0 that satisfies the weak form of
equation (2.1), i.e.
(2.41) (∂tu,v) + b(u,u,v) + ν(curlu, curlv)− 2ν(Ric u,v) + (Cu,v) = (f ,v), v ∈ V.
This weak formulation can be written in operator equation form on V ′, the dual of V . Let
f ∈ L2([0, T ];V ′) and u0 ∈ H. We want to find a vector field u ∈ L
2([0, T ];V ), with
∂tu ∈ L
2([0, T ];V ′) such that
(2.42) ∂tu+ νAu+B(u,u) +Cu = f , u(0) = u0,
where the bilinear form B : V × V → V ′ is defined by
(2.43) (B(u,v),w) = b(u,v,w) w ∈ V.
With a slight abuse of notation, we also denote B(u) = B(u,u).
The following are some fundamental properties of the trilinear form b; see [22]: There exists
a constant C > 0 such that
(2.44) |b(u,v,w)| ≤ C

‖u‖1/2‖u‖
1/2
V ‖v‖
1/2
V ‖Av‖
1/2‖w‖, u ∈ V,v ∈ D(A),w ∈ H,
‖u‖1/2‖Au‖1/2‖v‖V ‖w‖, u ∈ D(A),v ∈ V,w ∈ H,
‖u‖1/2‖u‖
1/2
V ‖v‖V ‖w‖
1/2‖w‖
1/2
V , u,v,w ∈ V.
We also need the following estimates:
Lemma 2.2. There exists C > 0 such that
(2.45) |b(u,v,w)| ≤ C‖u‖‖w‖(‖curl v‖L∞(S2) + ‖v‖L∞(S2)), u ∈ H,v ∈ V,v ∈ H,
and
(2.46) |b(u,v,w)| ≤ C‖u‖‖v‖V ‖w‖
1/2‖Aw‖1/2, u ∈ H,v ∈ V,w ∈ D(A),
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and
(2.47) |b(u,v,w)| ≤ C‖u‖L4(S2)‖v‖V ‖w‖L4(S2), v ∈ V,u,w ∈ H
1(S2).
Proof. Following [30, Page 574], for u ∈ C∞(TS2), we extend u to the spherical layer Ω =
S2 × I, I = (r1, r2), 0 < r1 < 1 < r2 <∞ by the formula
(2.48) u˜(x) = ϕ(|x|)u(x/|x|), x ∈ Ω,
where ϕ ∈ C∞0 (I), ϕ(t) ≥ 0, t ∈ I, and ϕ(1) = 1. Since∫
S2×I
|u˜|p =
∫ r2
r1
ϕp(r)dr
∫
S2
|u|pdS,
there exists cp = cp(ϕ, r1, r2) such that
(2.49) ‖u˜‖Lp(S2×I) = cp‖u‖Lp(S2).
Using identities (4.24)–(4.26) and inequality (3.7) from [30] we can also deduce that there
exists c > 0 such that for every tangent vector field u ∈ V ,
(2.50) ‖∇u˜‖L2(Ω) ≤ c‖u‖V ,
and
(2.51) ‖∇u˜‖L∞(Ω) ≤ c(‖curlu‖L∞(S2) + ‖u‖L∞(S2)).
Suppose u,v,w are extended from S2 to the spherical layer S2 × I by (2.48). Then from
[30, Lemma 4.3] we have
(2.52) b(u,v,w) = cb˜(u˜, v˜, w˜),
where b˜ is the extenstion of b to Ω, i.e.,
b˜(u˜, v˜, w˜) =
3∑
i,j=1
∫
Ω
u˜j
∂v˜i
∂xj
w˜idx.
Since by the Cauchy-Schwarz inequality
|b˜(u˜, v˜, w˜)| =
∣∣∣∣∣∣
3∑
i,j=1
∫
Ω
u˜j
∂v˜i
∂xj
w˜idx
∣∣∣∣∣∣ ≤ ‖u˜‖‖∇v˜‖L∞(S2)‖w˜‖,
by restricting to the sphere by (2.52) and using (2.51) we obtain (2.45).
On the sphere S2, we have the following version of Sobolev embedding inequality [2, Propo-
sition 2.11]
(2.53) ‖u‖Lq(S2) ≤ C‖u‖Hs(S2), s < 1,
1
q
=
1
2
−
s
2
.
By the Cauchy-Schwarz inequality, we have
(2.54) |b˜(u˜, v˜, w˜)| =
∣∣∣∣∣∣
3∑
i,j=1
∫
Ω
u˜j
∂v˜i
∂xj
w˜idx
∣∣∣∣∣∣ ≤ ‖u˜‖L2(Ω)‖∇v˜‖L2(Ω)‖w˜‖L∞(Ω)
Restricting to the sphere by (2.52) and using (2.50) we obtain
|b(u,v,w)| ≤ C‖u‖‖v‖V ‖w‖L∞(S2).
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By the Sobolev imbedding theorem (2.53) and the Ho¨lder inequality for Riemannian manifolds
(see [2, Proposition 3.62]) we have
‖w‖L∞(S2) ≤ ‖w‖
1/2‖Aw‖1/2.
Combining those inequalities, we arrive at inequality (2.46).
By the Ho¨lder inequality, we obtain
|b˜(u˜, v˜, w˜)| =
∣∣∣∣∣∣
3∑
i,j=1
∫
Ω
u˜j
∂v˜i
∂xj
w˜i
∣∣∣∣∣∣ ≤ ‖u˜‖L4(Ω)‖∇v˜‖L2(Ω)‖w˜‖L4(Ω).
Restricting to the sphere by (2.52) and using (2.50), we obtain (2.47). 
In view of (2.47), b is a bounded trilinear map from L4(S2)× V × L4(S2) to R. Moreover,
we have the following result:
Lemma 2.3. The trilinear map b : V × V × V → R has a unique extension to a bounded
trilinear map from
(
L4(S2) ∩H
)
× L4(S2)× V to R.
It follows from (2.47) that b is a bounded trilinear map from L4(S2) × V × L4(S2) to R.
It follows that B maps L4(S) ∩H (and so V ) into V ′ and
(2.55) ‖B(u)‖V ′ ≤ C1‖u‖
2
L4(S2) ≤ C2‖u‖‖u‖V ≤ C3‖u‖
2
V , u ∈ V.
3. Stochastic Navier–Stokes equation on a rotating unit sphere
By adding a white noise term to (2.1), we obtain the stochastic NSE on the sphere, which
is the main object of our analysis: is
(3.1) ∂tu+∇uu− νLu+ ω × u+∇ p = f + n(x, t), divu = 0, u(x, 0) = u0.
We assume that u0 ∈ H, f ∈ V
′ and n(x, t) is a Gaussian random field which is a white noise
in time. By applying the Leray-Helmholtz projection we can interpret equation (3.1) as the
following abstract Itoˆ equation in H
(3.2) du(t) +Au(t)dt+B(u(t),u(t))dt +Cu = fdt+GdW (t), u(0) = u0.
Here f is the deterministic forcing term and u0 is the initial velocity.
We assume that W is a cylindrical Wiener process [18] defined on a probability space
(Ω,F ,P). G is a linear continuous operator, which determines the spatial smoothness of the
noise term, satisfying further assumptions to be specified later.
Roughly speaking, a solution to problem (3.2) is a process u(t), t ≥ 0, which can be
represented in the form u(t) = v(t) + zα(t), where zα(t), t ∈ R, is a stationary Ornstein–
Uhlenbeck process with drift −νA−C− αI, i.e. a stationary solution of
(3.3) dzα + (νA+C+ α)zαdt = GdW (t), t ∈ R,
and v(t), t ≥ 0, is the solution to the following problem (with v0 = u0 − zα(0)):
(3.4)
{
∂tv = −νAv −B(v + zα,v + zα)−Cv + αzα + f ,
v(0) = v0.
Definition 3.1. Suppose that z ∈ L4loc([0,∞);L
4(S2)), f ∈ V ′ and v0 ∈ H. A function
v ∈ C([0,∞);H) ∩L2loc([0,∞);V ) is a solution to problem (3.4) if and only if v(0) = v0 and
(3.4) holds in the weak sense, i.e. for any φ ∈ V ,
(3.5) ∂t(v, φ) = −ν(v,Aφ)− b(v + z,v + z, φ)− (Cv, φ) + (αz+ f , φ).
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We remark that for (3.5) to make sense, it is sufficient to assume that v ∈ L2(0, T ;V ) ∩
L∞(0, T ;H).
Theorem 3.2. Assume that α ≥ 0, z ∈ L4loc([0,∞);L
4(S2) ∩H), v0 ∈ H and f ∈ V
′. Then
then there exists a unique solution v of problem (3.4).
Theorem 3.3. Assume that u0n → u0 in H, and, for some fixed T > 0,
zn → z in L
4([0, T ];L4(S2) ∩H) and fn → f in L
2(0, T ;V ′).
Let us denote by v(t, z)u0 the solution of problem (3.4) and by v(t, zn)u0n the solution of
problem (3.4) with z, f ,u0 being replaced by zn, fn,u0n. Then
v(·, zn)u0n → v(·, z)u0 in C([0, T ];H) ∩ L
2(0, T ;V ).
In particular, v(T, zn)u0n → v(T, z)u0 in H.
4. Proofs of Theorems 3.2 and 3.3
4.1. Proof of Theorem 3.2. For the proof, we need the following classical result, see [44,
Lemma III.1.2].
Lemma 4.1. Suppose that V ⊂ H ∼= H ′ ⊂ V ′ is a Gelfand triple of Hilbert spaces. If a
function u belongs to L2(0, T ;V ) and its weak derivative belongs to L2(0, T ;V ′), then u is
a.e. equal to a continuous function from [0, T ] to H, the real-valued function ‖u‖2 is absolutely
continuous and, in the weak sense of (0, T ), one has (with 〈·, ·〉 being the duality between V ′
and V )
(4.1) ∂t‖u(t)‖
2 = 2〈∂tu(t),u(t)〉.
Let us assume that X0 ⊂ X ⊂ X1 are Hilbert spaces with the injections being continuous
and the injection of X0 into X is compact.
If v is a function from R to X1, we denote by vˆ its Fourier transform
vˆ(τ) =
∫
R
e−2iπtτv(t)dt.
The fractional derivative in t of order γ of v is the inverse Fourier transform of the X1-valued
function {R ∋ τ 7→ (2iπτ)γ vˆ(τ)}, i.e.
D̂γt v (τ) = (2iπτ)
γ vˆ(τ), τ ∈ R.
For a given γ > 0, we define the space
Hγ,2(R;X0,X1) = {v ∈ L
2(R;X0) : D
γ
t v ∈ L
2(R;X1)}.
This is a Hilbert space equipped with the norm
‖v‖Hγ,2(R;X0,X1) =
(
‖v‖2L2(R;X0) + ‖|τ |
γ vˆ‖L2(R;X1)
)1/2
For a given set K ⊂ R, the subspace Hγ,2K of H
γ,2 = Hγ,2(R;X0,X1) is defined by
Hγ,2K (R;X0,X1) = {u ∈ H
γ(R;X0,X1), supp u ⊂ K}.
The compactness theorem ([44, Theorem III.2.2]) is stated as follows
Theorem 4.2. Suppose that X0 ⊂ X ⊂ X1 is a Gelfand triple of Hilbert spaces and the
injection of X0 into X is compact. Then for any bounded set K and γ > 0, the injection of
HγK(R;X0,X1) into L
2(R,X) is compact.
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Part I. Existence of solutions
Let HL = lin span{Zℓ,m : ℓ = 1, . . . , L; |m| ≤ L} with the norm inherited from H and
VL = lin span{Zℓ,m : ℓ = 1, . . . , L; |m| ≤ L} with the norm inherited from V . We denote
by PL the orthogonal projection from H onto HL. We consider the following approximate
problem for (3.4) on the finite dimensional space HL:
(4.2)
{
∂tvL = PL
[
− νAvL −B(vL)−B(vL, z)−B(z,vL)−CvL + F
]
,
vL(0) = PLv0,
where F = −B(z) + αz+ f .
From the condition z ∈ L4loc([0,∞);L
4(S2) ∩ H) and Lemma 2.3 we conclude that F ∈
L2(0, T ;V ′).
The equation (4.2) can written in the following equivalent form
(4.3)
{
dvL
dt = G(t,vL(t)), t ≥ 0,
vL(0) = PLv0,
where the function G(t,v) is a function locally Lipschitz with respect to v and measurable
with respect to t.
By the local existence and uniqueness theorem for ordinary differential equations, the
system of nonlinear differential equations (4.3) has a maximal solution defined on some interval
[0, TL). If TL <∞, then ‖uL(t)‖ must tend to +∞ as t→ tL; the a priori estimates we shall
prove later show that this does not happen and therefore tL =∞.
We observe that
−ν(PLAvL,vL) = −ν(AvL,vL) = −ν‖vL‖
2
V
and by (2.39)
(PLB(vL,vL) = (B(vL),vL) = 0, (PLB(z,vL),vL) = (B(z,vL),vL) = 0,
and by (2.35),
(PLCvL,vL) = (CvL,vL) = 0.
Using (2.47),(2.40) and the Young inequality (ab ≤ ap/p + bq/q with p = 4 and q = 4/3) we
have
|b(vL,vL, z)| ≤ C‖vL‖L4(S2)‖vL‖V ‖z‖L4(S2)
≤ C‖vL‖
1/2‖vL‖
3/2
V ‖z‖L4(S2)
≤
C
ν3
‖vL‖
2‖z‖4L4(S2) +
ν
4
‖vL‖
2
V(4.4)
We also have
(4.5) 〈F (t),vL〉 ≤ ‖F (t)‖V ′‖vL‖V ≤
1
ν
‖F (t)‖2V ′ +
ν
4
‖vL‖
2
V .
Therefore, using Lemma 4.1 with the triple VL,HL, V
′
L we have on [0, T )
1
2
∂t‖vL(t)‖
2 = −ν‖vL‖
2
V − b(vL(t),vL(t), z(t)) + 〈F (t),vL(t)〉 , t ∈ [0,∞).
Using (4.4)-(4.5) we conclude that
(4.6) ∂t‖vL(t)‖
2 + ν‖vL(t)‖
2
V ≤
C
ν3
‖vL‖
2‖z‖4L4(S2) +
2
ν
‖F (t)‖2V ′ , t ∈ [0,∞).
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Next by using the Gronwall lemma, we obtain
‖vL(t)‖
2 ≤ ‖vL(0)‖
2 exp
(
C
ν3
∫ t
0
‖z(τ)‖4L4(S2)dτ
)
+
∫ t
0
2
ν
‖F (s)‖2V ′ exp
(
C
ν3
∫ t
s
‖z(τ)‖4
L4(S2)dτ
)
ds, t ∈ [0,∞).
Let us fix T > 0. Denoting
ΨT (z) = exp
(
C
ν3
∫ T
0
‖z(τ)‖4L4(S2)dτ
)
<∞, CF =
∫ T
0
2
ν
‖F (s)‖2V ′ ,
we find that
‖vL(t)‖
2 ≤ ‖vL(0)‖
2ΨT (z) +CF ≤ ‖v(0)‖
2ΨT (z) + CF <∞, t ∈ [0, T ).
Therefore,
(4.7) sup
t∈[0,T )
‖vL(t)‖
2 ≤ ΨT (z)‖v(0)‖
2 + CF ,
which implies that
(4.8) the sequence {vL} is bounded in L
∞(0, T ;H).
Next we integrate equation (4.6) from 0 to T and then using (4.7) we obtain
‖vL(T )‖
2 + ν
∫ T
0
‖vL(t)‖
2
V dt
≤
C
ν3
∫ T
0
‖z(t)‖4L4(S2)‖vL(t)‖
2dt+
2
ν
∫ T
0
‖F (t)‖2V ′dt+ ‖vL(0)‖
2
≤
C
ν3
(ΨT (z)‖vL(0)‖
2 + CF )
∫ T
0
‖z(t)‖4L4(S2)dt+
2
ν
∫ T
0
‖F (t)‖2V ′dt+ ‖v(0)‖
2
The last inequality implies that
(4.9) the sequence {vL} is bounded in L
2(0, T ;V ).
The claims (4.8) and (4.9) are sufficient to infer that the sequence {vL} has a subsequence
that converges weakly in L2(0, T ;V ) and weakly∗ in L∞(0, T ;H). However, in order to show
that the limit function v is a solution to our problem, we need to show that vL converges to
v in the strong topology of L2(0, T ;H).
Let v˜L = 1(0,T )vL and let the Fourier transform (in the time variable) of v˜L is denoted by
vˆL. We want to show that∫
R
|τ |2γ‖vˆL(τ)‖
2dt <∞ for some γ > 0.
We observe that (4.2) can be written as
d
dt
v˜L = f˜L + vL(0)δ0 − vL(T )δT ,(4.10)
where δ0, δT are Dirac distributions at 0 and T and
fL = F − νAvL −BvL −B(vL, z)−B(z,vL)−CvL
f˜L = 1[0,T ]fL
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Applying the Fourier transform (with respect to the time variable t) to (4.10) we obtain
2iπτ vˆL(τ) = fˆL(τ) + vL(0)− vL(T ) exp(−2iπTτ), τ ∈ R,
where vˆL and fˆL are the Fourier transforms of u˜L and f˜L respectively. By multiplying this
equation with the Fourier transform of vL we obtain
(4.11) 2iπτ‖vˆL(τ)‖
2 = 〈fˆL(τ), vˆL(τ)〉 + (vL(0), vˆL(τ))− (vL(T ), vˆL(τ)) exp(−2iπTτ).
From the Parseval equality and (2.39) and (2.35), we have
〈fˆL(τ), vˆL(τ)〉 = 〈fL,vL〉 = (F,vL)− ν(AvL,vL)− b(vL, z,vL)
Therefore, by using the Cauchy-Schwarz inequality and (4.4), we have
(4.12) |(fL,vL)| ≤ ‖F‖V ′‖vL‖V + ν‖vL‖
2
V +
C
ν3
‖vL‖
2‖z‖4L4(S2) +
ν
4
‖vL‖
2
V
Taking into account the fact that ‖vL‖ is bounded (cf.(4.7)), we conclude∫ T
0
‖fL‖V ′dt ≤
∫ T
0
(
‖F‖V ′ +
3ν
4
‖vL‖V +
C1
ν3
‖z‖4L4(S2)
)
dt,
and this remains bounded since F ∈ L2(0, T ;V ′), z ∈ L4loc([0,∞);L
4(S2)) and vL remains in
a bounded set of L2(0, T ;V ) (cf.(4.7)). Therefore,
(4.13) sup
τ∈R
‖fˆL(τ)‖V ′ ≤ C, ∀L.
Due to (4.7), ‖vL(0)‖ < C, ‖vL(T )‖ < C, and we deduce from (4.11) and (4.13) that
(4.14) |τ |‖vˆL‖
2 ≤ c2‖vˆL‖V + c3‖vˆL‖ ≤ c4‖vˆL‖V .
For γ fixed, γ < 1/4, we observe that |τ |2γ ≤ C(γ)(1 + |γ|)/(1 + |τ |1−2γ) for all τ ∈ R and
hence ∫
R
|τ |2γ‖vˆL(τ)‖
2dτ ≤ C(γ)
∫
R
1 + |τ |
1 + |τ |1−2γ
‖vˆL(τ)‖
2dτ
≤ c5
∫
R
|τ |‖vˆL(τ)‖
2dτ
1 + |τ |1−2γ
+ c6
∫
R
‖vˆL(τ)‖
2
V dτ(4.15)
The last integral of (4.15) is bounded by Parseval identity and by (4.9). We bound the first
integral by (4.14),∫
R
|τ |‖vˆL(τ)‖
2dτ
1 + |τ |1−2γ
≤ c4
∫
R
‖vˆL(τ)‖V dτ
1 + |τ |1−2γ
≤ c4
(∫
R
dτ
(1 + |τ |1−2γ)2
)1/2(∫ T
0
‖vL(t)‖
2
V dt
)1/2
(4.16)
where we have used the Parseval equality and the Cauchy-Schwarz inequality in the last step.
The first integral in (4.16) are finite since γ < 1/4 and the second integral is bounded as
L→∞ by (4.9).
Hence, we have shown that
(4.17) v˜L belongs to a bounded set of H
γ,2(R;V,H)
and this will enable us to apply the compactness result of Theorem 4.2.
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Because of (4.8) and (4.9), without loss of generality we may assume that there exists
v ∈ L2(0, T ;V ) ∩ L∞(0, T ;H) such that
(4.18)
{
vL → v, weakly in L
2(0, T ;V ),
vL → v, weakly-star in L
∞(0, T ;H).
Since the sphere S2 is bounded, the embedding H1(S2) →֒ L2(S2) is compact, and since
(4.17)
(4.19) v˜L is bounded in H
γ(0, T ;H1(S2),L2(S2)).
By Theorem 4.2 the imbedding Hγ(0, T ;H1(S2),L2(S2)) →֒ L2(0, T ;L2(S2)) is compact, we
may deduce from (4.19) that we can find a subsequence {vL} (which is denoted as the whole
sequence for sake of simplicity of notation) such that
(4.20) vL → v strongly in L
2(0, T ;L2(S2)).
It remains to show that v ∈ C([0, T ];H) and that v is a solution to problem (3.4). To prove
the latter we take a continuously differentiable function ψ : [0, T ] → R such that ψ(T ) = 0.
Then by taking the inner product of (4.2) with ψ(t)φ where φ ∈ Hℓ for some ℓ ∈ N
+ then
integrating by parts, we get
−
∫ T
0
(vL(t), ψ
′(t)φ)dt = −ν
∫ T
0
(PLAvL(t), ψ(t)φ)dt
+
∫ T
0
(PLB(vL(t)), ψ(t)φ)dt +
∫ T
0
(PLB(vL(t), z), ψ(t)φ)dt(4.21)
+
∫ T
0
(PLB(z,vL(t)), ψ(t)φ)dt +
∫ T
0
〈PLF (t), ψ(t)φ〉 dt+ (vL(0), ψ(0)φ).
We aim to take the limit of (4.21) when L→∞. Since ψ(·)φ ∈ L2(0, T ;L2(S2)) and (4.20)
we can use the Cauchy-Schwartz inequality to infer that∫ T
0
(vL(t)− v(t), ψ
′(t)φ)→ 0.
Therefore, the left-hand side of (4.21) converges to −
∫ T
0 (v(t), ψ
′(t)φ)dt.
Next let us take ℓ ≤ L so that Hℓ ⊂ HL and PLφ = φ. For the first term on the right-hand
side of (4.21), we observe that∫ T
0
(PLAvL(t), ψ(t)φ)dt =
∫ T
0
(AvL(t), ψ(t)PLφ)dt
=
∫ T
0
(AvL(t), ψ(t)φ)dt =
∫ T
0
(vL(t), ψ(t)φ)V dt
Since ψ(·)φ ∈ L2(0, T ;V ), it follows from (4.18) that, as L→∞,∫ T
0
(PLvL(t), ψ(t)φ)dt −
∫ T
0
(v(t), ψ(t)φ)V =
∫ T
0
(vL(t)− v(t), ψ(t)φ)V dt→ 0.
For the second term in the right-hand side of (4.21), we need to prove the following lemma
16 Z. BRZEZ´NIAK, B. GOLDYS, AND Q. T. LE GIA
Lemma 4.3. Suppose u : [0, T ] × S2 → R2 is a C1 function and all first derivatives of
components of u are bounded on S2 × [0, T ]. Suppose vm → v weakly in L
2(0, T ;V ) and
strongly in L2(0, T ;L2(S2)). Then∫ T
0
b(vm(t),vm(t),u(t))dt→
∫ T
0
b(v(t),v(t),u(t))dt
Proof. By (2.39) we have b(vm,vm,u) = −b(vm,u,vm). We also have
b(vm,u,vm)− b(v,u,v) = b(vm,u,vm − v) + b(vm − v,u,v).
Using (2.45), we have
|b(vm,u,vm − v)| ≤ C‖vm‖‖vm − v‖(‖curlu‖L∞(S2) + ‖u‖L∞(S2)).
In view of (4.9)), and vm → v strongly in L
2(0, T ;H) we conclude that∫ T
0
b(vm,u,vm − v)dt→ 0.
Similarly, we can show that ∫ T
0
b(vm − v,u,v)dt → 0.
Hence the lemma is proved. 
Corollary 4.4. Suppose {vm} is bounded in L
∞(0, T ;H), v ∈ L∞(0, T ;H), and vm → v
weakly in L2(0, T ;V ) and strongly in L2(0, T ;L2loc(S
2)). Then for any w ∈ L4(0, T ;L4(S2)),∫ T
0
b(vm(t),vm(t),w(t))dt →
∫ T
0
b(v(t),v(t),w(t))dt.
By applying Lemma 4.3 to the second term on the right-hand side of (4.21) with u(t, x̂) =
ψ(t)φ(x̂), for t ∈ [0, T ], x̂ ∈ S2, and noting that (PLB(vL), ψ(t)φ) = (B(vL), ψPLφ) =
(B(vL), ψφ) = b(vL,vL, ψφ), we obtain the following convergence:∫ T
0
(PLB(vL(t)), ψ(t)φ)dt =
∫ T
0
b(vL(t),vL(t), ψ(t)φ)dt
→
∫ T
0
b(v(t),v(t), ψ(t)φ)dt.
We now consider the third term on the right-hand side of (4.21). Since∫ T
0
(PLB(vL, z), ψ(t)φ)dt =
∫ T
0
(B(vL, z), ψ(t)PLφ)dt
=
∫ T
0
(B(vL, z), ψ(t)φ)dt =
∫ T
0
b(vL, z, ψ(t)φ)dt,
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by using (2.39) and (2.45) we obtain∣∣∣∣∫ T
0
(PLB(vL, z), ψ(t)φ)dt −
∫ T
0
b(v, z, ψ(t)φ)dt
∣∣∣∣
=
∣∣∣∣∫ T
0
b(vL(t)− v(t), z(t), ψ(t)φ)dt
∣∣∣∣ = ∣∣∣∣∫ T
0
b(vL(t)− v(t), ψ(t)φ, z)dt
∣∣∣∣
≤
∫ T
0
|b(vL(t)− v(t), ψ(t)φ, z)|dt
≤ C
∫ T
0
‖vL(t)− v(t)‖‖z‖(‖ψ(t)curl φ‖L∞(S2) + ‖ψ(t)φ‖L∞(S2)).
Since vL → v strongly in L
2(0, T ;H), and z ∈ L4([0, T ];L4(S2)) we conclude that the last
integral converges to 0 as L→∞. Therefore,∫ T
0
(PLB(vL, z), ψ(t)φ)dt −
∫ T
0
b(v, z, ψ(t)φ)dt → 0.
Similarly, we have∫ T
0
(PLB(z,vL), ψ(t)φ)dt −
∫ T
0
b(z,v(t), ψ(t)φ)dt → 0.
As for the fifth term on the right-hand side of (4.21) we have∫ T
0
〈PLF,ψ(t)φ〉 dt =
∫ T
0
〈F,ψ(t)φ〉 dt.
Hence, by taking L→∞ in (4.21), we arrive at
−
∫ T
0
(v(t), ψ′(t)φ)dt = −ν
∫ T
0
(Av(t), ψ(t)φ)dt
+
∫ T
0
(B(v(t)), ψ(t)φ)dt +
∫ T
0
(B(v(t), z), ψ(t)φ)dt(4.22)
+
∫ T
0
(B(z,v(t)), ψ(t)φ)dt +
∫ T
0
〈F (t), ψ(t)φ〉 dt+ (v0, ψ(0)φ).
Since (4.22) has been proved for any φ ∈
⋃∞
n=1Hn and the set
⋃∞
n=1Hn is dense in V , by
using a standard continuity argument we can show that (4.22) holds for any φ ∈ V and any
ψ ∈ C10 ([0, T )). In particular, it is satisfied for all ψ ∈ C
1
0 (0, T ). Hence, v solves problem
(3.5) and hence it satisfies equation (3.4).
Now we will show that v ∈ C([0, T ],H). Since v solves (3.4), v ∈ L2(0, T ;V ) and A :
V → V ′ is a bounded linear operator, Av ∈ L2(0, T ;V ′). Since z ∈ L4loc([0,∞);L
4(S2)) ∩
L2loc([0,∞);V
′), it follows from Lemma 2.3 that all terms −B(z) + αz + f ∈ L2(0, T ;V ′),
B(v),B(v, z),B(z,v) belong to L2(0, T ;V ′). Hence ∂tv ∈ L
2(0, T ;V ′). Thus, it follows from
Lemma 4.1 that v ∈ C([0, T ];H).
Next, we will show that v(0) = v0. Recall that v ∈ L
2(0, T ;V ) ∩ C([0, T ];H). ∂tv ∈
L2(0, T ;V ′) and v satisfies (3.4). Let us take an arbitrary function φ ∈ V and ψ ∈ C10 ([0, T ))
such that ψ(0) = 1. Multiplying equation (3.4) by ψ(t)φ and then using integration by parts,
we obtain
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−
∫ T
0
(v(t), ψ′(t)φ)dt = −ν
∫ T
0
(Av(t), ψ(t)φ)dt
+
∫ T
0
(B(v(t)), ψ(t)φ)dt +
∫ T
0
(B(v(t), z), ψ(t)φ)dt(4.23)
+
∫ T
0
(B(z,v(t)), ψ(t)φ)dt +
∫ T
0
〈F (t), ψ(t)φ〉 dt+ (v(0), ψ(0)φ).
By comparing equation (4.22) to (4.23) we infer that (v0−v(0), φ)ψ(0) = 0. Since ψ(0) = 1
we infer that (v0 − v(0), φ) = 0, for all φ ∈ V . Hence, since V is dense in H, we obtain
v(0) = v0.
Part II. Uniqueness of solutions This is based on the proof of the uniqueness of solutions
due to Lions-Prodi [33]; see also Theorem III.3.2 in [44]. Let us assume that v1 and v2 are
two solutions of (3.4), and we let w = v1 − v2. Then, by definition both v1 and v2 (and
hence w as well) belong to L2(0, T ;V ) ∩C([0, T ],H), and by the argument above their weak
time derivatives belong to L2(0, T ;V ′). Moreover, w solves the following:
(4.24)
{
∂tw + νAw = −B(w, z) −B(z,w) −B(w,v1)−B(v2,w),
w(0) = 0.
The regularity of w allows us to integrate (4.24) against w and then use Lemma 4.1 and
(2.39) to obtain
∂t‖w‖
2 + 2ν‖w‖2V = −2b(w, z,w) − 2b(w,v1,w).
By using (2.39),(2.47),(2.40), and then the Young inequality, we get
∂t‖w‖
2 + 2ν‖w‖2V ≤ C‖w‖
1/2‖w‖
3/2
V (‖z‖L4(S2) + ‖v1‖L4(S2))
≤
3ν
4
‖w‖2V +
C
ν3
‖w‖2(‖v1‖
4
L4(S2) + ‖z‖
4
L4(S2)).
Therefore,
∂t‖w(t)‖
2 ≤
C
ν3
‖w‖2(‖v1‖
4
L4(S2) + ‖z‖
4
L4(S2)) a.e. on (0, T ).
Since
∫ T
0 ‖v1‖
4
L4(S2) + ‖z‖
4
L4(S2)dt < ∞ and w(0) = 0, by applying the Gronwall Lemma, we
infer that ‖w(0)‖2 = 0 for all t ∈ [0, T ]. This means that v1(t) = v2(t) for all t ∈ [0, T ], which
proves the uniqueness of the solution.
4.2. Proof of Theorem 3.3. We introduce the following notations:
vn(t) = v(t, zn), v(t) = v(t, z), yn(t) = v(t, zn)− v(t, z), t ∈ [0, T ],
ẑn = zn − z, f̂n = fn − f .
It is easy to see that yn(t) solves the following initial value problem:
(4.25)
{
∂tyn(t) = νAyn(t)−B(vn(t) + zn(t)) +B(v(t) + z(t))−Cyn + αẑn + f̂n,
yn(0) = u0n − u0.
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It follows from Lemma 4.1 that 12∂t‖yn(t)‖
2 = (∂tyn(t),yn(t)). Therefore, noting that
(Cyn,yn) = 0,
1
2
∂t‖yn(t)‖
2+ν(Ayn,yn) = −b(yn,vn,yn)− b(v,yn,yn)
−b(ẑn,vn,yn)− b(z,yn,yn)− b(vn, ẑn,yn)
−b(yn, z,yn)− b(zn, ẑn,yn)− b(ẑn, z,yn)
+α(ẑn,yn) + (f̂n,yn), t ≥ 0.
By using the Young inequality, in view of inequalities (2.40) and (2.47), we infer that
b(yn,vn,yn) ≤ ‖yn‖
2
L4(S2)‖vn‖V ≤ ‖yn‖‖yn‖V ‖vn‖V
≤
ν
20
‖yn‖
2
V +
5
ν
‖vn‖
2
V ‖yn‖
2,
b(v,yn,yn) ≤ ‖v‖L4(S2)‖yn‖V ‖yn‖L4(S2) ≤ ‖v‖L4(S2)‖yn‖
3/2
V ‖yn‖
1/2
≤
ν
20
‖yn‖
2
V +
153
4ν3
‖yn‖
2‖v‖4L4(S2)
b(ẑn,vn,yn) ≤ ‖ẑn‖L4(S2)‖yn‖V ‖vn‖L4(S2)
≤
ν
20
‖yn‖
2
V +
5
ν
‖ẑn‖
2
L4(S2)‖vn‖‖vn‖V
b(z,yn,yn) ≤ ‖z‖L4(S2)‖yn‖V ‖yn‖L4(S2) ≤ ‖z‖L4(S2)‖yn‖
3/2
V ‖yn‖
1/2
≤
ν
20
‖yn‖
2
V +
153
4ν3
‖yn‖
2‖z‖4L4(S2)
b(vn, ẑn,yn) ≤ ‖vn‖L4(S2)‖yn‖V ‖ẑn‖L4(S2)
≤
ν
20
‖yn‖
2
V +
5
ν
‖vn‖‖vn‖V ‖ẑn‖
2
L4(S2)
b(yn, z,yn) ≤ ‖yn‖
2
L4(S)‖z‖V ≤ ‖yn‖‖yn‖V ‖z‖V
≤
ν
20
‖yn‖
2
V +
5
ν
‖z‖2V ‖yn‖
2,
b(zn, ẑn,yn) ≤ ‖zn‖L4(S2)‖yn‖V ‖ẑn‖L4(S2)
≤
ν
20
‖yn‖
2
V +
5
ν
‖zn‖
2
L4(S2)‖ẑn‖
2
L4(S2)
b(ẑn, z,yn) ≤ ‖ẑn‖L4(S2)‖yn‖V ‖z‖L4(S2)
≤
ν
20
‖yn‖
2
V +
5
ν
‖z‖2L4(S2)‖ẑn‖
2
L4(S2)
α(ẑn,yn) ≤ α‖yn‖V ‖ẑn‖V ′
≤
ν
20
‖yn‖
2
V +
5α2
ν
‖ẑn‖
2
V ′ ,
(f̂n,yn) ≤ ‖yn‖V ‖fn‖V ′
≤
ν
20
‖yn‖
2
V +
5
ν
‖f̂n‖
2
V ′ .
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Hence we have, weakly on (0, T ),
∂t‖yn‖
2 + ν‖yn‖
2
V ≤
10
ν
‖vn‖
2
V ‖yn‖
2 +
153
2ν3
‖yn‖
2‖v‖4L4(S2)
+
10
ν
‖ẑn‖
2
L4(S2)‖vn‖‖vn‖V +
153
2ν3
‖yn‖
2‖z‖4L4(S2)
+
10
ν
‖vn‖‖vn‖V ‖ẑn‖
2
L4(S2) +
10
ν
‖z‖2V ‖yn‖
2
+
10
ν
‖zn‖
2
L4(S2)‖ẑn‖
2
L4(S2) +
10
ν
‖z‖2L4(S2)‖ẑn‖
2
L4(S2)
+
10α2
ν
‖ẑn‖
2
V ′ +
10
ν
‖f̂n‖
2
V ′ .
Integrating the above inequality from 0 to t, for t ∈ [0, T ], we get
(4.26)
‖yn(t)‖
2 + ν
∫ t
0
‖yn(s)‖
2
V ds ≤ ‖yn(0)‖
2
+
10
ν
∫ t
0
βn(s)ds+
∫ t
0
γn(s)‖yn(s)‖
2ds, t ∈ [0, T ],
where
βn = ‖ẑn‖
2
L4(S2)‖vn‖‖vn‖V + ‖vn‖‖vn‖V ‖ẑn‖
2
L4(S2) + ‖zn‖
2
L4(S2)‖ẑn‖
2
L4(S2)
+ ‖z‖2L4(S2)‖ẑn‖
2
L4(S2) + α
2‖ẑn‖
2
V ′ + ‖f̂n‖
2
V ′ ,
γn =
10
ν
‖vn‖
2
V +
153
2ν3
‖v‖4L4(S2) +
153
2ν3
‖z‖4L4(S2) +
10
ν
‖z‖2V .
Then by the Gronwall inequality,
‖yn(t)‖
2 ≤
(
‖yn(0)‖
2 +
10
ν
∫ t
0
βn(s)ds
)
exp
(∫ t
0
γn(s)ds
)
.
We observe that∫ T
0
βn(s)ds =
∫ T
0
[‖ẑn(s)‖
2
L4(S2)‖vn(s)‖‖vn(s)‖V + ‖vn(s)‖‖vn(s)‖V ‖ẑn(s)‖
2
L4(S2)
+ ‖zn(s)‖
2
L4(S2)‖ẑn(s)‖
2
L4(S2) + ‖z(s)‖
2
L4(S2)‖ẑn(s)‖
2
L4(S2)
+ α2‖ẑn(s)‖
2
V ′ + ‖f̂n(s)‖
2
V ′ ]ds,
≤
[
2‖vn‖L∞(0,T ;H)‖vn‖L2(0,T ;V )+
‖zn‖
2
L4(0,T ;L4) + ‖z‖
2
L4(0,T ;L4)
]
‖ẑn‖
2
L4(0,T ;L4)
+ α2‖ẑn‖
2
L2(0,T ;V ′) + ‖f̂n‖
2
L2(0,T ;V ′).
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Therefore,
∫ T
0 βn(s)ds → 0, as n → ∞. Since ‖yn(0)‖ → 0, as n → ∞ and for some
constant C <∞ and all n ∈ N,∫ T
0
γn(s)ds =
∫ T
0
(
10
ν
‖vn‖
2
V +
153
2ν3
‖v‖4L4(S2) +
153
2ν3
‖z‖4L4(S2) +
10
ν
‖z‖2V
)
ds
≤
10
ν
‖vn‖
2
L2(0,T ;V ) ++
153
2ν3
‖v‖2L2(0,T ;H)‖v‖
2
L2(0,T ;V )
+
153
2ν3
‖z‖4L4(0,T ;L4) +
10
ν
‖z‖2L2(0,T ;V )
≤ C,
we infer that yn(t)→ 0 in H as n→∞, uniformly in t ∈ [0, T ]. In other words,
v(·, zn)u0n → v(·, z)u0 in C([0, T ];H).
From inequality (4.26) we also have
ν
∫ T
0
‖yn(s)‖
2
V ds ≤ ‖yn(0)‖
2 +
10
ν
∫ T
0
βn(s)ds +
∫ T
0
γn(s)‖yn(s)‖
2ds
≤ ‖yn(0)‖
2 +
10
ν
∫ T
0
βn(s)ds + sup
s∈[0,T ]
‖yn(s)‖
2
∫ T
0
γn(s)ds.
Hence,
∫ T
0 ‖yn(s)‖
2
V ds→ 0 as n→∞ and therefore,
v(·, zn)u0n → v(·, z)u0 in L
2([0, T ];V ).
5. Ornstein-Uhlenbeck processes
5.1. Preliminaries. Let γK be a standard cylindrical Gaussian measure on a real separable
Hilbert space K. Let us recall that for a real separable Banach space X, a bounded linear
operator U : K → X is said to be γ-radonifying iff the cylindrical measure νU = γK ◦ U
−1
extends (uniquely) to a countably additive probability measure on the Borel σ-algebra of X.
By R(K,X) we denote the Banach space of γ-radonifying operators from K to X with the
norm
‖U‖R(K,X) :=
(∫
X
|x|2XνU (dx)
)1/2
, U ∈ R(K,X).
Let U : H → H be a bounded symmetric operator with the complete orthonormal system
of eigenfunctions (el) ⊂ L
p
(
S2
)
and the corresponding set of eigenvalues (λl). It follows from
[13, Theorem 2.3] that for a self adjoint operator U ≥ cI in H, where c > 0, such that U−1
is compact, the operator U−s : H → Lp(S2) is well defined and γ-radonifying iff
(5.1)
∫
S2
[∑
ℓ
λ−2sℓ |eℓ(x)|
2
]p/2
dS(x) <∞.
Lemma 5.1. Let ∆ denote the Laplace–de Rham operator on S2. Then the operator
(5.2) (−∆ )−s : H → L4(S2) is γ − radonifying iff s > 1/2.
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Proof. Let us recall that all the distinct eigenvalues of −∆ are λℓ = ℓ(ℓ+1), ℓ = 0, 1, . . . and
the corresponding eigenfunctions are given by the divergence free vector spherical harmonics
Yℓ,m for |m| ≤ ℓ, ℓ ∈ N [47, page 216]. Let us recall also the addition theorem for vector
spherical harmonics [47, formula (81), page 221]∑
|m|≤ℓ
|Yℓ,m(x)|
2 =
2ℓ+ 1
4π
Pℓ(1), x ∈ S
2,
and the fact that Pℓ(1) = 1 with Pℓ being the Legendre polynomial of degree ℓ. Therefore,
(5.1) yields ∫
S2
∑
ℓ=0
(ℓ(ℓ+ 1))−2s
∑
|m|≤ℓ
|Yℓ,m|
2
4/2 dS
=
∫
S2
[∑
ℓ=0
(ℓ(ℓ+ 1))−2s
2ℓ+ 1
4π
Pℓ(1)
]2
dS <∞
if and only if s > 12 and the lemma follows. 
Let X = L4(S2) ∩H denote the Banach space endowed with the norm
‖x‖X = ‖x‖H + ‖x‖L4(S2).
It can be shown that X is an M -type 2 Banach space, see [7] for details.
It follows from Lemma 5.1 that the operator
(5.3) A−s : H → L4(S2) ∩H is γ-radonifying if s > 1/2.
Let us recall, that the Stokes operator A generates an analytic C0-semigroup {e
−tA}t≥0 in X.
While this fact is known, we could not find a direct reference. We provide a brief argument in
Theorem 7.1 in the Appendix. Since the Coriolis operator C is bounded on X we can define
in X an operator
Aˆ = νA+C, dom(Aˆ) = dom(A),
with ν > 0.
Proposition 5.2. The operator Aˆ with the domain dom(Aˆ) = dom(A) generates a strongly
continuous and analytic semigroup {e−tAˆ}t≥0 in X. Then there exist certain M ≥ 1 and
µ > 0
(5.4) ‖e−tAˆ‖L(X,X) ≤Me
−µt, t ≥ 0.
Moreover, for any δ > 0 there exists Mδ ≥ 1 such that
(5.5) ‖Aˆ
δ
e−tAˆ‖L(X,X) ≤Mδt
−δe−µt, t > 0.
Before we embark with the proof of the above result let us formulate the following quite
obvious its consequence.
Corollary 5.3. In the framework of Proposition 5.2 let us additionally assume that there
exists a separable Hilbert space K ⊂ X such that AˆX ⊂ K and the operator Aˆ
−δ
: K → X is
γ-radonifying for some δ > 0. Then∫ ∞
0
∥∥∥e−tAˆ∥∥∥2
R(K,X)
dt <∞.
STOCHASTIC NAVIER-STOKES ON SPHERE 23
Proof of Proposition 5.2. Since C is a bounded linear operator on X, Theorem 7.1 and Corol-
lary 2.2 on p. 81 of [38] imply that the operator A is a generator of another analytic C0
semigroup on X.
Suppose u(t) = e−t(νA+C)u0 for some u0 ∈ V ⊂ X. We will show first that
(5.6)
∫ ∞
0
‖u(t)‖2dt =
∫ ∞
0
‖e−t(νA+C)u0‖
2
L2(S2) <∞.
By Lemma 4.1 and equation (2.35) we have
1
2
d
dt
‖u(t)‖2 = (u′(t),u(t)) = −(νAu,u)− (Cu,u) = −ν‖u‖2V .
Hence
(5.7)
1
2
d
dt
‖u(t)‖2 + ν‖u(t)‖2V = 0.
Since ‖u‖2V = ‖A
1/2u‖2 ≥ λ1‖u‖
2, we obtain
1
2
d
dt
‖u(t)‖2 ≤ −2λ1ν‖u(t)‖
2.
Using the Gronwall inequality, we obtain ‖u(t)‖2 ≤ e−2λ1νt‖u0‖
2 for u0 ∈ H
1
(
S2
)
, hence for
all u0 ∈ X by the density argument and (5.6) follows.
We also deduce from (5.7) that
‖u(T )‖2 + 2ν
∫ T
0
‖u(t)‖2V dt = ‖u(0)‖
2,
and letting T →∞ we obtain
(5.8)
∫ ∞
0
‖u(t)‖2V <∞,
for all u0 ∈ H. Using inequality (2.40), the Cauchy-Schwarz inequality and inequalities (5.6)–
(5.8) we obtain∫ ∞
0
‖u(t)‖2L4dt ≤
(∫ ∞
0
‖u(t)‖2L2dt
)1/2(∫ ∞
0
‖u(t)‖2V dt
)1/2
<∞.
Using Theorem 1.1 on p. 116 of [38] with X = L4(S2) ∩H we conclude that ‖e−tA‖L(X,X) ≤
Me−µt for some constants M ≥ 1 and µ > 0.
Using [38, Theorem 6.13, page 74] with X = L4(S2) ∩H we arrive at conclusion (5.5). 
Let E be the completion of A−δ(X) with respect to the image norm
‖v‖E = ‖A
−δv‖X , v ∈ X.
For ξ ∈ (0, 1/2) we set
Cξ1/2(R, E) := {ω ∈ C(R, E) : ω(0) = 0, sup
t,s∈R
|ω(t)− ω(s)|E
|t− s|ξ(1 + |t|+ |s|)1/2
<∞}.
The space Cξ1/2(R, E) equipped with the the norm
‖ω‖
Cξ
1/2
(R,E)
= sup
t6=s∈R
|ω(t)− ω(s)|E
|t− s|ξ(1 + |t|+ |s|)1/2
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is a nonseparable Banach space. However, the closure of {ω ∈ C∞0 (R) : ω(0) = 0} in
Cξ1/2(R, E), denoted by Ω(ξ,E), is a separable Banach space.
Let us denote by C1/2(R,X) the space of all continuous functions ω : R → X with O(1 +
|t|1/2) growth condition, i.e. for some C = C(ω) > 0,
(5.9) |ω(t)| ≤ C(1 + |t|1/2), t ∈ R.
The space C1/2(R, E) endowed with the norm
‖ω‖C1/2(R,E) = sup
t∈R
|ω(t)|E
1 + |t|1/2
is a nonseparable Banach space.
We denote by F the Borel σ-algebra on Ω(ξ,E). One can show that [6] for ξ ∈ (0, 1/2),
there exists a Borel probability measure P on Ω(ξ,E) such that the canonical process wt,
t ∈ R, defined by
(5.10) wt(ω) := ω(t), ω ∈ Ω(ξ,E),
is a two-sided Wiener process such that the Cameron-Martin (or Reproducing Kernel Hilbert)
space of the Gaussian measure L(w1) on E is equal to K. For t ∈ R, let Ft := σ{ws : s ≤ t}.
Since for each t ∈ R the map z ◦ it : E
∗ → L2(Ω(ξ,E),Ft,P), where it : Ω(ξ,E) ∋ γ 7→ γ(t) ∈
E, satisfies E|z ◦ it|
2 = t|z|2K , there exists a unique extension of z ◦ it to a bounded linear
map Wt : K → L
2(Ω(ξ,E),Ft,P). Moreover, the family (Wt)t∈R is an H-cylindrical Wiener
process on a filtered probability space (Ω(ξ,E), (F)t∈R,P) in the sense of e.g. [12].
5.2. Ornstein-Uhlenbeck process. The following is our standing assumption.
Assumption 1. There exists a separable Hilbert space K ⊂ H∩L4(S2) such that for a certain
δ ∈ (0, 1/2), the operator
(5.11) A−δ : K → H ∩ L4(S2) is γ-radonifying.
It follows from (5.3) that if K = D(As) for some s > 0, then Assumption 1 is satisfied. See
also remark 6.1 in [10].
On the space Ω(ξ,E) we consider a flow ϑ = (ϑt)t∈R defined by
ϑtω(·) = ω(·+ t)− ω(t), ω ∈ Ω(ξ,E), t ∈ R.
For ξ ∈ (δ, 1/2) and ω˜ ∈ Cξ1/2(R,X) we define
(5.12) zˆ(t) = zˆ(Aˆ; ω˜)(t) =
∫ t
−∞
Aˆ
1+δ
e−(t−r)Aˆ(ω˜(t)− ω˜(r))dr, t ∈ R.
By Proposition 5.2, for each δ > 0 there exists C = C(δ) > 0 such that
(5.13) ‖Aˆ
δ
e−tAˆ‖L(X,X) ≤ Ct
−δe−µt, t ≥ 0.
This was an assumption in [10, Proposition 6.2]. Rewriting that proposition in a slightly more
general form we have
Proposition 5.4. For any α ≥ 0, the operator −(Aˆ + αI) is a generator of an analytic
semigroup {e−t(Aˆ+αI)}t≥0 in X such that
‖Aˆ
δ
e−t(Aˆ+αI)‖L(X,X) ≤ Ct
−δe−(µ+α)t, t ≥ 0.
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If t ∈ R, then zˆ(t) defined in (5.12) is a well-defined element of X and the mapping ω˜ 7→ zˆ(t)
is continuous from Cξ1/2(R,X) to X. Moreover, the map zˆ : C
ξ
1/2(R,X)→ C1/2(R,X) is well
defined, linear and bounded. In particular, there exists a constant C < ∞ such that for any
ω˜ ∈ Cξ
1/2
(R,X)
(5.14) |zˆ(ω˜)| ≤ C(1 + |t|1/2)‖ω˜‖C1/2(R,X).
The following results are respectively Corollary 6.4, Theorem 6.6 and Corollary 6.8 from
[10].
Corollary 5.5. Assume that A is a generator of an analytic semigroup {e−tA}t≥0 such that
A has bounded inverse. Then for all −∞ < a < b < ∞ and t ∈ R, for ω˜ ∈ Cξ1/2(R,X) the
map
ω˜ 7→ (zˆ(ω˜)(t), zˆ(ω˜)) ∈ X × L4(a, b;X)
is continuous. Moreover, the above result is valid with the space Cξ1/2(R,X) being replaced by
Ω(ξ,X).
Theorem 5.6. Assume that A is a generator of an analytic semigroup {e−tA}t≥0 such that
A has bounded inverse.Then for any ω ∈ Cξ1/2(R,X),
zˆ(ϑsω(t)) = zˆ(ω)(t+ s), t, s ∈ R.
In particular, for any ω ∈ Ω and all t, s ∈ R, zˆ(ϑsω)(0) = zˆ(ω)(s).
For ξ ∈ C1/2(R,X) we put
(τsζ) = ζ(t+ s), t, s ∈ R.
Thus, τs is a linear a bounded map from C1/2(R,X) into itself. Moreover, the family (τs)s∈R
is a C0 group on C1/2(R,X).
Using this notation Theorem 5.6 can be rewritten in the following way.
Corollary 5.7. For s ∈ R, τs ◦ zˆ = zˆ ◦ ϑs, i.e.
τs(zˆ(ω)) = zˆ(ϑs(ω)), ω ∈ C
ξ
1/2(R,X).
We define
zα(ω) := zˆ(Aˆ+ αI; (Aˆ + αI)
−δω) ∈ C1/2(R,X),
i.e. for any t ≥ 0,
zα(ω)(t) :=
∫ t
−∞
(Aˆ+ αI)1+δe−(t−r)(Aˆ+αI)(5.15)
[(Aˆ+ αI)−δω(t)− (Aˆ+ αI)−δω(r)]dr
By the fundamental theorem of calculus, we obtain
dzα(t)
dt
= −(Aˆ+ αI)
∫ t
−∞
(Aˆ+ αI)1+δe−(t−r)(Aˆ+αI)
[(Aˆ+ αI)−δω(t)− (Aˆ+ αI)−δω(r)]dr + ω˙(t),
where ω˙(t) = dω(t)/dt. Hence zα(t) is the solution of the following equation
(5.16)
dzα(t)
dt
+ (Aˆ+ αI)zα = ω˙(t), t ∈ R.
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It follows from Theorem 5.6 that
(5.17) zα(ϑsω)(t) = zα(ω)(t+ s), ω ∈ C
ξ
1/2(R,X), t, s ∈ R.
Similar to our definition (5.10) of the Wiener process w(t), t ∈ R, we can view the formula
(5.15) as a definition of a process zα(t), t ∈ R, on the probability space (Ω(ξ,E),F ,P).
Equation (5.16) suggests that this process is an Ornstein-Uhlenbeck process.
Proposition 5.8. The process zα(t), t ∈ R, is a stationary Ornstein-Uhlenbeck process. It
is the solution of the equation
dzα(t) + (Aˆ+ αI)zαdt = dw(t), t ∈ R,
i.e. for all t ∈ R, a.s.
(5.18) zα(t) =
∫ t
−∞
e−(t−s)(Aˆ+αI)dw(s),
where the integral is the Itoˆ integral on the M -type 2 Banach space X in the sense of [7].
In particular, for some constant C depending on X,
E|zα(t)|
2
X = E
∣∣∣∣∫ t
−∞
e−(Aˆ+αI)(t−s)dw(s)
∣∣∣∣2
X
≤ C
∫ t
−∞
‖e−(Aˆ+αI)(t−s)‖2R(K,X)ds(5.19)
≤ C
∫ ∞
0
e−2αs‖e−sAˆ‖2R(K,X)ds.(5.20)
Moreover, E|zα(t)|
2
X tends to 0 as α→∞.
Proof. Stationarity of the process zα follows from equation (5.17). The equality (5.18) follows
by finite-dimensional approximation, and inequality (5.19)–(5.20) follows from [7].
By Corollary 5.3
(5.21)
∫ ∞
0
‖e−sAˆ‖2R(K,X)ds <∞.
Hence, using the Cauchy-Schwarz inequality, we conclude that the last integral is finite.
Finally, the last statement follows from (5.20) by applying the Lebesgue Dominated Con-
vergence Theorem. 
By Proposition 5.8, zα(t), t ∈ R, is a stationary and ergodic X-valued process, by the
Strong Law for Large Numbers (see Da Prato and Zabczyk [19] for a similar argument),
(5.22) lim
t→∞
1
t
∫ 0
−t
|zα(s)|
2
Xds = E|zα(0)|
2
X , a.s.
Denote by Ωα(ξ,E) the set of those ω ∈ Ω(ξ,E) for which the equality (5.22) holds true.
It follows from Corollary 5.7 that this set is invariant with respect to the flow θ, i.e. for all
α ≥ 0 and all t ∈ R, ϑt(Ωα(ξ,E)) ⊂ Ωα(ξ,E). Therefore, the same is true for a set
Ωˆ(ξ,E) =
∞⋂
n=0
Ωn(ξ,E).
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It follows that as a model for a metric dynamical system we can take either the quadruple
(Ω(ξ,E),F ,P, ϑ) or the quadruple (Ωˆ(ξ,E), Fˆ , Pˆ, ϑˆ), where Fˆ ,Pˆ, and ϑˆ are respectively the
natural restrictions of F ,P and ϑ to Ωˆ(ξ,E).
6. Random dynamical systems generated by the stochastic NSEs on the
sphere
In this section we use standard constructions and basic theory of random dynamical systems
as presented in a fundamental monograph [1]. For a short summary of facts relevant for this
section the reader may consult [8] or [10].
We fix a parameter α ≥ 0 that we will vary in the following sections. We also fix ξ ∈ (δ, 1/2)
and put Ω = Ω(ξ,E).
We define a map ϕ = ϕα : R+ × Ω×H → H by
(6.1) (t, ω,x) 7→ v(t, zα(ω))(x − zα(ω)(0)) + zα(ω)(t).
In what follows, we put for simplicity z = zα.
Because z(ω) ∈ C1/2(R,X), z(ω)(0) is a well-defined element of H and hence ϕ is well
defined. Furthermore, we have the main result of this section.
Theorem 6.1. (ϕ, ϑ) is a random dynamical system.
Proof. All properties of a random dynamical system, except the cocycle property, follow from
Theorem 3.3. Hence we only need to show that for any x ∈ H,
ϕ(t+ s, ω)x = ϕ(t, ϑsω)ϕ(s, ω)x, t, s ∈ R
+.
The proof follows from apply similar techniques used in [10, Theorem 6.15] to the stochastic
Navier-Stokes equations on the sphere. 
Suppose that Assumption 1 is satisfied. If us ∈ H, s ∈ R, f ∈ V
′ and Wt, t ∈ R is a two-
sided Wiener process introduced after (5.10) such that the Cameron-Martin (or Reproducing
Kernel Hilbert) space of the Gaussian measure L(w1) is equal to K. A process u(t), t ≥ 0,
with trajectories in C([s,∞);H)∩L2loc([s,∞);V )∩L
2
loc([s,∞);L
4(S2)) is a solution to problem
(3.2) iff u(s) = us and for any φ ∈ V , t > s,
(6.2)
(u(t), φ) = (u(s), φ) − ν
∫ t
s
(Au(r), φ)dr −
∫ t
s
b(u(r),u(r), φ)dr
−
∫ t
s
(Cu(r), φ)dr +
∫ t
s
(f , φ)dr +
∫ t
s
〈φ, dWr〉.
Proposition 6.2. In the framework as above, suppose that u(t) = zα(t) + vα(t), t ≥ s,
where vα is the unique solution to problem (3.4) with initial data u0− zα(s) at time s. If the
process u(t), t ≥ s, has trajectories in C([s,∞);H) ∩ L2loc([s,∞);V ) ∩ L
2
loc([s,∞);L
4(S2)),
then it is a solution to problem (3.2). Vice-versa, if a process u(t), t ≥ s, with trajectories
in C([s,∞);H)∩L2loc([s,∞);V )∩L
2
loc([s,∞);L
4(S2)) is a solution to problem (3.2), then for
any α ≥ 0, a process vα(t), t ≥ s, defined by zα(t) = u(t)−vα(t), t ≥ s, is a solution to (3.4)
on [s,∞).
Our previous results yield the existence and the uniqueness of solutions to problem (3.2)
as well as its continuous dependence on the data (in particular on the initial value u0 and the
force f). Moreover, if we define, for x ∈ H, ω ∈ Ω, and t ≥ s,
(6.3) u(t, s;ω,u0) := ϕ(t− s;ϑsω)u0 = v(t, s;ω,u0 − z(s)) + z(t),
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then for each s ∈ R and each u0 ∈ H, the process u(t), t ≥ s, is a solution to problem (3.2).
Before presenting the main results of this section, we discuss the weak continuity of the
RDS generated by the SNSE on the sphere.
Lemma 6.3. If T > 0 then the map
H ∋ x 7→ v(·,x) ∈ L2([0, T ];V )
is continuous in the weak topologies.
Lemma 6.4. Let T > 0. Then the maps
H ∋ x 7→ v(t,x) ∈ H, t ∈ [0, T ],
are uniformly continuous in the weak topologies. More precisely, if xn → x weakly in H, then
for any φ ∈ H, (v(·,xn), φ)→ (v(·,x), φ) uniformly on [0, T ], as n→∞.
We have the Poincare´ inequalities
(6.4)
‖u‖2V ≥ λ1‖u‖
2, for all u ∈ V,
‖Au‖2 ≥ λ1‖u‖
2, for all u ∈ D(A).
For any u,v ∈ V , we define a new scalar product [·, ·] : V × V → R by the formula
[u,v] = ν(u,v)V − ν
λ1
2 (u,v). Clearly, [·, ·] is bilinear and symmetric. From (6.4), we can
prove that [·, ·] define an inner product in V with the norm [·] = [·, ·]1/2, which is equivalent
to the norm ‖ · ‖V .
Lemma 6.5. Suppose that v is a solution to problem (3.4) on the time interval [a,∞) with
z ∈ L4loc(R
+,L4(S2))∩L2loc(R
+, V ′) and α ≥ 0. Denote g(t) = αz(t)−B(z(t), z(t)), t in[a,∞).
Then, for any t ≥ τ ≥ a,
(6.5)
‖v(t)‖2 ≤ ‖v(τ)‖2e−νλ1(t−τ)+
3C2
ν
∫ t
τ ‖z(s)‖
2
L4
)ds
3
ν
∫ t
τ
(‖g(s)‖2V ′ + ‖f‖
2)e−νλ1(t−τ)+
3C2
ν
∫ t
s ‖z(ξ)‖
2
L4
)dξds
(6.6)
‖v(t)‖2 = ‖v(τ)‖2e−νλ1(t−τ)+
2
∫ t
τ
e−νλ1(t−s)(b(v(s), z(s),v(t)) + 〈g(s), v(s)〉 + 〈f ,v(s)〉 − [v(s)]2)ds
Here the scalar product [·, ·] : V × V → R is defined by the formula [u,v] = ν(Au,v) −
ν λ12 (u,v).
Proof. By [44, Lemma III.1.2], we have 12∂t‖v(t)‖ = (v(t),v(t)). Hence
(6.7)
1
2
d
dt
‖v‖2 = ν(Av,v) − (Cv,v) − (B(v,v),v) − (B(z,v),v)
− (B(v, z),v) + 〈g,v〉 + 〈f ,v〉
= ν‖v‖2V − b(v, z,v) + 〈g,v〉 + 〈f ,v〉.
From (2.47) and invoking the Young inequality, we have
|b(v, z,v)| ≤ C‖v‖L4‖v‖V ‖z‖L4
≤
ν
6
‖v‖2V +
3C2
2ν
‖v‖2‖z‖2L4 ,
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and
|〈g,v〉 + 〈f ,v〉| ≤ ‖g‖V ′‖v‖V + ‖f‖V ′‖v‖V
≤
ν
3
‖v‖2 +
3
2ν
‖g‖2V ′ +
3
2ν
‖f‖2V ′ .
Hence from (6.7) and (6.4), we get
d
dt
‖v(t)‖2 ≤ −ν‖v(t)‖2 +
3C2
ν
‖z(t)‖2L4‖v(t)‖
2 +
3
ν
‖g(t)‖2V ′ +
3
ν
‖f‖2V ′
≤
(
−νλ1 +
3C2
ν
‖z(t)‖2L4
)
‖v(t)‖2 +
3
ν
‖g(t)‖2V ′ +
3
ν
‖f‖2V ′ .
Next, using the Gronwall Lemma, we arrive at (6.5). By adding and subtracting ν λ12 ‖v(t)‖
2
from (6.7) we find that
d
dt
‖v(t)‖2 + νλ1‖v(t)‖
2 + 2[v(t)]2(6.8)
= 2b(v(t), z(t),v(t)) + 2〈g(t),v(t)〉 + 2〈f(t),v(t)〉.(6.9)
Hence (6.6) follows by the variation of constants formula. 
Proposition 6.6. The RDS ϕ is asymptotically compact provided for any bounded set B ⊂ H
there exists a closed and bounded random set K(ω) absorbing B.
Let us recall that the RDS ϕ is independent of the auxiliary parameter α ∈ N. For reasons
that will become clear later, we choose α such that E‖zα(0)‖
2
L4
≤ ν
2λ1
6C2 , where zα(t), t ∈ R, is
the Ornstein-Uhlenbeck process from Section 5, C > 0 is a certain universal constant, λ1 is
the constant from (6.4) and ν > 0 is the viscosity.
Proof. Suppose that B ⊂ H is a bounded set, (tn)
∞
n=1 is an increasing sequence of positive
numbers such that tn → ∞ and (xn)n is a B-valued sequence. By our assumptions we can
find a closed bounded random set K(ω) in H that absorbs B. We fix ω ∈ Ω.
Step I. Reduction. Since K(ω) absorbs B, for n ∈ N sufficiently large,
ϕ(tn, ϑ−tnω)B ⊂ K(ω). Since K(ω) is closed and bounded, and hence weakly compact,
without loss of generality we may assume that ϕ(tn, ϑ−tnω)B ⊂ K(ω) for all n ∈ N and, for
some y0 ∈ K(ω),
(6.10) ϕ(tn, ϑ−tnω)xn → y0 weakly in H.
Since z(0) ∈ H, we also have
ϕ(tn, ϑ−tnω)xn − z(0)→ y0 − z(0) weakly in H.
In particular,
(6.11) ‖y0 − z(0)‖ ≤ lim inf
n→∞
‖ϕ(tn, ϑ−tnω)xn − z(0)‖.
We claim that it is enough to prove that for some subsequence {n′} ⊂ N
(6.12) ‖y0 − z(0)‖ ≥ lim sup
n′→∞
‖ϕ(tn′ , ϑ−tn′ω)xn′ − z(0)‖.
Indeed, since H is a Hilbert space, (6.11) in conjunction with (6.12) imply that
ϕ(tn, ϑ−tnω)xn − z(0)→ y0 − z(0) strongly in H
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which implies that
ϕ(tn, ϑ−tnω)xn → y0 strongly in H.
Therefore, in order to show that {ϕ(tn, ϑ−tnω)xn}n is relatively compact in H we need to
prove that (6.12) holds true.
Step II. Construction of a negative trajectory, i.e. a sequence (yn)
0
n=−∞ such that yn ∈
K(ϑnω), n ∈ Z
−, and yk = ϕ(k − n, ϑnω)yn, n < k ≤ 0.
Since K(ϑ−1ω) absorbs B, there exists a constant N1(ω) ∈ N, such that
{ϕ(−1 + tn, ϑ1−tnϑ−1ω)xn : n ≥ N1(ω)} ⊂ K(ϑ−1ω).
Hence we can find a subsequence {n′} ⊂ N and y−1 ∈ K(ϑ−1ω) such that
(6.13) ϕ(−1 + tn′ , ϑ−tn′ω)xn′ → y−1 weakly in H.
We observe that the cocycle property, with t = 1, s = tn′−1, and ω being replaced by ϑ−tn′ω,
reads as follows:
ϕ(tn′ , ϑ−tn′ω) = ϕ(1, ϑ−1ω)ϕ(−1 + tn′ , ϑtn′ω).
Hence, by Lemma 6.4, from (6.10) and (6.13) we infer that ϕ(1, ϑ−1ω)y−1 = y0. By induction,
for each k = 1, 2, . . . , we can construct a subsequence {n(k)} ⊂ {n(k−1)} and y−k ∈ K(ϑ−kω),
such that ϕ(1, ϑ−kω)y−k = y−k+1 and
(6.14) ϕ(−k + tn(k) , ϑ−tn(k)
ω)xn(k) → y−k weakly in H, as n
(k) →∞.
As above, the cocycle property with t = k, s = tn(k) and ω being replaced by ϑ−tn(k)
ω
yields
(6.15) ϕ(tn(k) , ϑ−tn(k)
ω) = ϕ(k, ϑ−kω)ϕ(tn(k) − k, ϑ−tn(k)
ω), k ∈ N.
Hence, from (6.14) and by applying Lemma 6.3, we get
(6.16)
y0 = w− lim
n(k)→∞
ϕ(tn(k) , ϑ−tn(k)
ω)xn(k)
= w− lim
n(k)→∞
ϕ(k, ϑ−kω)ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k)
= ϕ(k, ϑ−kω)(w− lim
n(k)→∞
ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k))
= ϕ(k, ϑ−kω)y−k,
where w-lim denotes the limit in the weak topology on H. The same proof yields a more
general property:
ϕ(j, ϑ−kω)y−k = y−k+j if 0 ≤ j ≤ k.
Before continuing with the proof, let us point out that (6.16) means precisely that y0 =
u(0,−k;ω,y−k), where u is defined in (6.3).
Step III. Proof of (6.12). From now on, unless explicitly stated, we fix k ∈ N, and we will
consider problem (3.2) on the time interval [−k, 0]. From (6.3) and (6.15), with t = 0 and
s = −k, we have
(6.17)
‖ϕ(tn(k) , ϑ−tn(k)ω)xn(k) − z(0)‖
2
= ‖ϕ(k, ϑ−kω)ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(0)‖
2
= ‖v(0,−k;ω,ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k))‖
2.
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Let v be the solution to (3.4) on [−k,∞) with z = zα(·, ω) and the initial condition at time
−k: v(−k) = ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k). In other words,
v(s) = v
(
s,−k;ω,ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k)
)
, s ≥ −k.
From (6.17) and (6.6) with t = 0 and τ = −k we infer that
(6.18)
‖ϕ(tn(k) , ϑ−tn(k)
ω)xn(k) − z(0)‖
2 = e−νλ1k‖ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k)‖
2
+ 2
∫ 0
−k
eνλ1s(b(v(s), z(s),v(s)) + 〈g(s),v(s)〉 + 〈f ,v(s)〉 − [v(s)]2)ds.
It is enough to find a nonnegative function h ∈ L1(−∞, 0) such that
(6.19) lim sup
n(k)→∞
‖ϕ(tn(k) , ϑ−tn(k)
ω)xn(k) − z(0)‖
2 ≤
∫ −k
−∞
h(s)ds + ‖y0 − z(0)‖
2.
For, if we define the diagonal process (mj)
∞
j=1 by mj = j
(j), j ∈ N, then for each k ∈ N, the se-
quence (mj)
∞
j=k is a subsequence of the sequence (n
(k)) and hence by (6.19), lim supj ‖ϕ(tmj , ϑ−tmjω)xmj−
z(0)‖2 ≤
∫ −k
−∞ h(s)ds + ‖y0 − z(0)‖
2. Taking the k → ∞ limit in the last inequality we infer
that
lim sup
j
‖ϕ(tmj , ϑ−tmjω)xmj − z(0)‖
2 ≤ ‖y0 − z(0)‖
2,
which proves claim (6.12).
Step IV. Proof of (6.19). We begin with estimating the first term on the RHS of (6.18). If
−tn(k) < −k, then by (6.3) and (6.5) we infer that
(6.20)
‖ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k)‖
2
= ‖v(−k,−tn(k) ;ϑ−kω,xn(k) − z(−tn(k))‖
2e−νλ1k
≤ e−νλ1k
{
‖xn(k) − z(−tn(k))‖
2e
−νλ1(tn(k)−k)+
3C2
ν
∫
−k
−t
n(k)
‖z(s)‖2
L4
ds
+
3
ν
∫ −k
−t
n(k)
[‖g(s)‖2V ′ + ‖f‖
2
V ′ ]e
−νλ1(−k−s)+
3C2
ν
∫
−k
s ‖z(ζ)‖
2
L4
dζ}
≤ 2In(k) + 2IIn(k) +
3
ν
IIIn(k) +
3
ν
IVn(k) ,
where
In(k) = ‖xn(k)‖
2e
−νλ1tn(k)+
3C2
ν
∫
−k
−t
n(k)
‖z(s)‖2
L4
ds
IIn(k) = ‖z(tn(k))‖
2e
−νλ1tn(k)+
3C2
ν
∫
−k
−t
n(k)
‖z(s)‖2
L4
ds
IIIn(k) =
∫ −k
−t
n(k)
‖g(s)‖2V ′e
−νλ1s+
3C2
ν
∫
−k
s
‖z(ζ)‖2
L4
dζ
IVn(k) =
∫ −k
−t
n(k)
‖f(s)‖2V ′e
−νλ1s+
3C2
ν
∫
−k
s ‖z(ζ)‖
2
L4
dζ
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We will find a nonnegative function h ∈ L1(−∞, 0) such that
(6.21) lim sup
n(k)→∞
‖ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k)‖
2e−νλ1k ≤
∫ −k
−∞
h(s)ds, k ∈ N.
This will be accomplished as soon as we prove the following four lemmas.
Lemma 6.7. lim supn(k)→∞ In(k) = 0.
Lemma 6.8. lim supn(k)→∞ IIn(k) = 0.
Lemma 6.9.
∫ 0
−∞ ‖g(s)‖
2
V ′e
−νλ1s+
3C2
ν
∫ 0
s ‖z(ζ)‖
2
L4
dζ <∞.
Lemma 6.10.
∫ 0
−∞ e
−νλ1s+
3C2
ν
∫ 0
s ‖z(ζ)‖
2
L4
dζ <∞.
Proof of Lemma 6.7. We recall that for α ∈ N, z(t) = zα(t), t ∈ R, being the Ornstein-
Uhlenbeck process from Section 5, one has
E‖z(0)‖2X = E‖zα(0)‖
2
X <
ν2λ1
6C2
.
Let us recall that the space Ωˆ(ξ,E) was constructed in such a way that
lim
n(k)→∞
1
−k − (−tn(k))
∫ −k
t
n(k)
‖zα(s)‖
2
Xds = E‖z(0)‖
2
X <∞.
Therefore, since the embedding X →֒ L4(S2) is a contraction, we have for n(k) sufficiently
large,
(6.22)
3C2
ν
∫ −k
t
n(k)
‖zα(s)‖
2
L4ds <
νλ1
2
(tn(k) − k).
Since the set B is bounded in H, there exists ρ1 > 0 such that for all n
(k), ‖xn(k)‖ ≤ ρ1.
Hence
(6.23) lim sup
n(k)→∞
‖xn(k)‖
2e
−νλ1tn(k)+
3C2
ν
∫
−k
−t
n(k)
‖z(s)‖2
L4
ds
≤ lim sup
n(k)→∞
ρ21e
−
νλ1
2
(t
n(k)
−k) = 0.

Proof of Lemma 6.10. We denote by p(s) = νλ1s +
3C2
ν
∫ 0
s ‖z(s)‖
2
L4
. As in the proof of
Lemma 6.7 we have, for s ≤ s0, p(s) <
νλ1
2 s. Hence
∫ 0
−∞ e
p(s)ds <∞, as required. 
Proof of Lemma 6.8. Because of (5.14), we can find ρ2 ≥ 0 and s0 < 0, such that,
(6.24) max
(
‖z(s)‖
|s|
,
‖z(s)‖V ′
|s|
,
‖z(s)‖L4
|s|
)
≤ ρ2, for s ≤ s0.
Hence by (6.22) we infer that
(6.25)
lim sup
n(k)→∞
‖z(−tn(k))‖
2e
∫
−k
−t
n(k)
(−νλ1+
3C2
ν
‖z(s)‖2)ds
≤ lim sup
n(k)→∞
‖z(−tn(k))‖
2
|tn(k) |
2
lim sup
n(k)→∞
|tn(k) |
2e−
νλ1
2
(t
n(k)
−k) ≤ 0.
This concludes the proof of Lemma 6.8. 
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Proof of Lemma 6.9. Since
‖g(s)‖2V ′ = ‖αz(s) + 2B(z(s))‖
2
V ′ ≤ 2α
2‖z(s)‖2V ′ + 2C‖z(s)‖
4
L4 ,
we only need to show that∫ 0
−∞
‖z(s)‖4L4e
νλ1s+
3C2
ν
∫ 0
s
‖z(ζ)‖2
L4
dζds+
∫ 0
−∞
‖z(s)‖2V ′e
νλ1s+
3C2
ν
∫ 0
s
‖z(ζ)‖2
L4
dζds <∞.
It is enough to consider the case of ‖z(s)‖4
L4
since the proof will be similar for the remaining
case. Reasoning as in (6.22), we can find t0 ≥ 0 such that for t ≥ t0,∫ −t0
−t
(
−νλ1 +
3C2
ν
‖z(ζ)‖2L4
)
dζ ≤ −
νλ1
2
(t− t0).
Taking into account the inequality (6.24), we have ‖z(t)‖ ≤ ρ2(1+ |t|), t ∈ R. Therefore, with
ρ3 := exp(
∫ 0
−t0
(−νλ1 +
3C2
ν
‖z(ζ)‖2L4)dζ,
we have ∫ −t0
−∞
‖z(s)‖4L4e
∫ 0
s
(νλ1+
3C2
ν
‖z(ζ)‖2
L4
)dζds
= ρ3
∫ −t0
−∞
‖z(s)‖4L4e
∫
−t0
s
(νλ1+
3C2
ν
‖z(ζ)‖2
L4
)dζds
≤ ρ42ρ3e
νλ1t0/2
∫ t0
−∞
|s|4eνλ1s/2ds <∞.
By the continuity of all relevant functions, we can let t0 → 0 to get the result. 
This concludes the proof of (6.21), and it only remains to complete the proof of (6.19).
Let us denote by
vn(k)(s) = v(s,−k;ω,ϕ(tn(k) − k, ϑ−tn(k)
ω)xn(k) − z(−k)), s ∈ (−k, 0),
vk(s) = v(s,−k;ω,y−k − z(−k)), s ∈ (−k, 0).
From (6.14) and Lemma 6.3 we infer that
(6.26) vn(k) → vk weakly in L
2(−k, 0;V ).
Since eνλ1·g, eνλ1·f ∈ L2(−k, 0;V ′), we get
(6.27) lim
n(k)→∞
∫ 0
−k
eνλ1s〈g(s),vn(k)(s)〉ds =
∫ 0
−k
eνλ1s〈g(s),vk(s)〉ds
and
(6.28) lim
n(k)→∞
∫ 0
−k
eνλ1s〈f ,vn(k)(s)〉ds =
∫ 0
−k
eνλ1s〈f ,vk(s)〉ds.
Using the same methods as those in the proof of Theorem 3.2, we can find a subsequence
of {vn(k)}, which, for the sake of notational simplicity simplicity, is still denoted as {vn(k)},
that satisfies
(6.29) vn(k) → vk strongly inL
2(−k, 0;L2loc(S
2)).
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Next, since z(t) is an L4-valued process, so is eνλ1tz(t). Thus by Corollary 4.4, (6.26) and
(6.29), we infer that
(6.30)
lim
n(k)→∞
∫ 0
−k
eνλ1sb(vn(k)(s), z(s),vn(k)(s))ds
=
∫ 0
−k
eνλ1sb(vk(s), z(s),vk(s))ds.
Moreover, since the norms [·] and ‖ · ‖ are equivalent on V , and for any s ∈ (−k, 0],
e−νkλ1 ≤ eνλ1s ≤ 1, we invoke (6.26) to obtain,∫ 0
−k
eνλ1s[vk(s)]
2ds ≤ lim inf
n(k)→∞
∫ 0
−k
eνλ1s[vn(k)(s)]
2ds.
Equivalently, ,
(6.31) lim sup
n(k)→∞
(
−
∫ 0
−k
eνλ1s[vn(k)(s)]
2ds
)
≤ −
∫ 0
−k
eνλ1s[vk(s)]
2ds.
From (6.18), (6.21), (6.30) and (6.31) we infer that
(6.32)
lim sup
n(k)→∞
‖ϕ(tn(k) , ϑ−tn(k)
ω)xn(k) − z(0)‖
2
≤
∫ −k
−∞
h(s)ds+ 2
∫ 0
−k
eνλ1s
{
b(vk(s), z(s),vk(s))
+ 〈g(s),vk(s)〉+ 〈f ,vk(s)〉 − [vk(s)]
2
}
ds
On the other hand, from (6.16) and (6.6), we have
(6.33)
‖y0 − z(0)‖
2 = ‖ϕ(k, ϑ−kω)yk − z(0)‖
2 = ‖v(0,−k;ω,yk − z(−k))‖
2
= ‖yk − z(−k)‖
2e−νλ1k + 2
∫ 0
−k
eνλ1s
{
〈g(s),vk(s)〉
+ b(vk(s), z(s),vk(s)) + 〈f ,vk(s)〉 − [vk(s)]
2
}
ds.
Hence, by combining (6.32) with (6.33), we get
lim sup
n(k)→∞
‖ϕ(tn(k) , ϑ−tn(k)
ω)xn(k) − z(0)‖
2
≤
∫ −k
−∞
h(s)ds+ ‖y0 − z(0)‖
2 − ‖yk − z(−k)‖
2e−νλ1k
≤
∫ −k
−∞
h(s)ds+ ‖y0 − z(0)‖
2,
which proves (6.19), and Proposition 6.6 follows. 
Theorem 6.11. Consider the metric dynamical system T = (Ωˆ(ξ,E), Fˆ , Pˆ, ϑˆ), and consider
the RDS ϕ over T generated by the stochastic Navier-Stokes equations on the 2D-unit sphere
(3.2) with additive noise. Then the RDS ϕ is asymptotically compact.
Proof. Let B ⊂ H be a bounded set. In view of Proposition 6.6, it is sufficient to prove
that there exists a closed bounded random set K(ω) ⊂ H which absorbs B. In fact, we will
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show below that an even stronger property holds. Namely, that there exists a closed bounded
random set K(ω) ⊂ H which absorbs every bounded deterministic set B ⊂ H.
Let ω ∈ Ω be fixed. For a given s ≤ 0 and x ∈ H, let v be the solution of (3.4) on [s,∞)
with the initial condition v(s) = x− z(s). Applying (6.5) with t = 0, τ = s ≤ 0, we get
(6.34)
‖v(0)‖2 ≤ 2‖x‖2eνλ1s+
3C2
ν
∫ 0
s ‖z(r)‖
2
L4
dr + 2‖z(s)‖2eνλ1s+
3C2
ν
∫ 0
s ‖z(r)‖
2
L4
dr
+
3
ν
∫ 0
s
{‖g(t)‖2V ′ + ‖f‖
2
V ′}e
νλ1t+
3C2
ν
∫ 0
s ‖z(r)‖
2
L4
drdt
Set
r1(ω)
2 =+ sup
s≤0
{
2‖z(s)‖2eνλ1s+
3C2
ν
∫ 0
s ‖z(r)‖
2
L4
dr
}
+
3
ν
∫ 0
−∞
∫ 0
s
{‖g(t)‖2V ′ + ‖f‖
2
V ′}e
νλ1t+
3C2
ν
∫ 0
s
‖z(r)‖2
L4
drdt
Similar to (6.25) we can prove that
lim sup
t0→−∞
‖z(t0)‖
2e
νλ1t0+
3C2
ν
∫ 0
t0
‖z(r)‖2
L4 = 0.
Hence, by the continuity of the map s 7→ z(s) ∈ H,
sup
s≤0
‖z(s)‖2eνλ1s+
3C2
ν
∫ 0
s ‖z(r)‖
2
L4
dr <∞
and in conjunction with Lemmas 6.9 and 6.10, we infer that
(6.35) r21(ω) <∞, for all ω ∈ Ω.
On the other hand, given ρ > 0, by (6.23) we can find tρ(ω) ≤ 0 such that, for all s ≤ tρ(ω),
ρ2eνλ1s+
3C2
ν
∫ 0
s ‖z(r)‖
2
L4
dr ≤ 1.
Therefore, from (6.34), if ‖x‖ ≤ ρ and s ≤ tρ(ω), then
‖v(0, s;ω,x − z(s)‖2 ≤ r21(ω).
Thus, we infer that
‖u(0, s;ω,x)‖ ≤ ‖v(0, s;ω,x − z(s))‖ + ‖z(0)‖ ≤ r2(ω), for all ω ∈ Ω,
where r2(ω) = r1(ω) + ‖z(0, ω)‖. From (6.35) and our assumptions, we infer that for all
ω ∈ Ω, r2(ω) <∞. Defining K(ω) := {u ∈ H : ‖u‖ ≤ r2(ω)} concludes the proof. 
7. Appendix
Theorem 7.1 below seems to be well known but we could not find a reference with the
required statement. A sketch of the argument is presented below.
We will consider differential operators acting in the space Lp
(
S2, TS2
)
, where p ∈ [1,∞).
Elements of Lp
(
S2, TS2
)
are p-integrable vector fields, that is
‖θ‖p =
(∫
S2
|θ(x)|p dx
)1/p
, θ ∈ Lp
(
S2, TS2
)
,
where |θ(x)| is the length of θ(x) in the tangent space Tx, and dx denotes the Riemannian
volume on S2. We will denote the Le´vy-Civita connection by ∇. It can be shown that the
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operator ∇⋆∇ defined on C∞ vector fields is essentially selfadjoint in L2
(
S2, TS2
)
. This
fact is proved in [41] for the Laplace-Beltrami Laplacian and the proof for ∆B is an easy
modification. The unique selfadjoint extension of ∇⋆∇ is called the Bochner Laplacian or
Rough Laplacian and dented by ∆B. The Hodge Laplacian is given by ∆H = d⋆d + dd⋆ and
by the Weitzenbock formula
∆H = ∆B +Ric,
where Ric ∈ C
(
S2, TS2 ⊗ TS2
)
is the Ricci tensor on the sphere. Let us note that on the
two-dimensional sphere Ric is equal to the metric tensor.
Let V is a bounded and smooth potential and let P denote the projection of L2
(
S2, TS2
)
onto the kernel of divergence operator. Then on smooth vector fields u defined on S2
P∆Hu = ∆HPu.
Therefore
P
(
∆Hu+ V u
)
= ∆Hu+ PV u.
For such an operator we can prove the following
Theorem 7.1. The operator L = −
(
∆H + PV
)
defined on C∞ vector fields extends to a
generator of an analytic semigroup (Tt) in the space L
p
(
S2, TS2
)
for every p ∈ (1,∞).
Proof. Let us fix p ∈ (1,∞). It has been proved Theorem 2.4 in [41], see also [48], that the
operator ∆H defined on C∞ vector fields is essentially self-adjoint in L2
(
S2, TS2
)
. We will
still denote by ∆H the selfadjoint extension of this operator in L2
(
S2, TS2
)
. The strongly
continuous semigroup
(
e−t∆
H
)
generated in L2
(
S2, TS2
)
by −∆H is dominated by a C0
semigroup
(
SLB(t)
)
generated by the Laplace-Beltrami operator ∆LB acting in L2
(
S2,R
)
.
More precisely,
(7.1)
∣∣∣e−t∆Hf(x)∣∣∣ ≤ SLB(t)|f |(x), x ∈ S2, f ∈ L2.
This fact is essentially proved in [29], where the semigroup domination is proved for the
Bochner Laplacian. Since in our case Ric ≥ 0, the result easily follows. For a direct argument
for ∆H in a more general situation see p. 106 of [39]. Estimate (7.1) implies immediately that(
e−t∆
H
)
extends to C0-semigroup of contractions on L
p
(
S2, TS2
)
for every p ∈ [1,∞). It is
easy to see that the proof of Theorem 1 on p. 67 of [40] extends trivially to the semigroup(
e−t∆
H
)
if (7.1) holds and therefore
(
e−t∆
H
)
is analytic in Lp
(
S2, TS2
)
. Since PV is a
bounded operator on Lp
(
S2, TS2
)
, the operator −∆H − PV generates an analytic semigroup
in every Lp
(
S2, TS2
)
by standard arguments, see for example [38]. 
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