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Abstract 
In the laminar-turbulent transition process of a mixing layer formed downstream of a two-dimensional nozzle exit, an 
analysis was performed based on various information measures. Shannon entropy, permutation entropy and Kullback-Leibler 
divergence were introduced, and former studies in which they were used in the turbulent analysis were then reviewed. In the 
present study, the probability distribution of time series of hot-wire output voltage data was obtained, then analyzed. The aim 
of the investigation was to clarify the effectiveness of the analysis for the transition and turbulent flow. In addition, equations 
which Shannon entropy must satisfy in the turbulent flow field were derived. The Shannon entropy of the fluctuating velocity 
changed monotonically in the downstream direction. Thus, it appears to measure the transition process in the mixing layer. 
The permutation entropy of the fluctuating velocity first increased, then decreased, then increased again, and decreased 
finally. It reflected the increase of the fluctuating velocity and change of fluctuation manner (from periodic to irregular 
fluctuation) during the transition process. The Kullback-Leibler divergence based on the probability density function of the 
fluctuating velocity increased first, then decreased downstream, and thus did not show a monotonic change during the 
transition process in the mixing layer. 
Key words : Transition, Turbulence, Turbulent flow, Shannon entropy, Permutation entropy, 
Kullback-Leibler divergence, Probability density function, Mixing layer 
1. 序 論 
層流から乱流への遷移過程の大きな特徴は流れの複雑さの増大である．Kolmogorov は事象の複雑さとは何か，
の考察を行い(Kolmogorov, 1965, 1983)，“対象記号系列 xを表現する最小プログラム長さ yが xの複雑度である”
と定義し，計算量理論の基礎を築いた．この計算不可能と証明されているコルモゴロフ複雑度を圧縮ソフトで近
似的に求める方法が後に提案された(Vitányi, 2006)．著者らは層流乱流遷移過程の定量的評価にこれを利用するこ
とを考え，混合層(一宮，中村，2012)(Ichimiya and Nakamura, 2013)，平板上の突起により発生する乱流くさび(一
宮他，2014)，円管中への吹き出しによる遷移(一宮他，2015)を調べ，この客観的定量的方法の妥当性を示した．
なお，一宮らは，佐藤(Sato and Saito, 1975)によるスペクトルの広がりを利用する雑然度の解析も行ったが，これ
には判定が主観的であるという問題点がある(一宮他，2011b)(Ichimiya et al., 2013a)． 
事象の複雑さを定量化するものの一つに1948年にShannonが定義した確率分布のエントロピーがある(Shannon, 
1948)．これを Shannon は，情報の大きさ，選択の可能性，不確かさの度合いなどを示す量として説明しており
(Shannon and Weaver, 1949)，情報理論の最重要な基礎量の一つである．(甘利，1970)(Gray, 1990)(韓，小林，1999)(高
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シャノンエントロピーを乱流場に適用した最初は，著者らの調べた範囲では， 1986 年の Corke と









と類似の形であることは注目に値する(Oberlack, 2001)(Lindgren et al., 2004)(Tsuji et al., 2005)．開水路問題ではその
後，広くこの方法が活用されている．なお流れの問題にシャノンエントロピーを用いることを提案した最初は，
環境・土木工学の分野で，水文学的流域自然景観の変化問題に適用されている(Leopold and Langbein, 1962)．この
方面では，最近の展望(Singh, 2011)や著書(Singh, 2013)を参照されたい． 














があるので注意が必要である）が適切な距離的性質を持ち重要である(韓，小林，1999)．文献(Tsuji and Nakamura, 
1999)では乱流境界層の内部のKLダイバージェンスを求め 3次元図を示して，対数領域でこれがほぼ一定である
ことを明らかにしている．また文献(Tsuji et al., 2005)では零圧力勾配下の PDFの相似性が調べられ，この存在が
示されている．これについては展望(Nakamura and Tsuji, 1995)を参照されたい．Cerbusと Goldburgはシャノンエ
ントロピーを一般化してブロックエントロピーを提案し，2 次元石鹸膜乱流を調べている(Cerbus and Goldburg, 
2013)．彼らはまた，同じ流れの空間的予測問題を扱うためにシャノンエントロピーの他に Cruchfield複雑度 Cを
利用している(Cerbus and Goldburg, 2015)．またこの 2次元乱流場について Richardsonカスケードの発達を条件付
エントロピーにより解析している(Cerbus and Goldburg, 2016)．文献(Buxton, 2015)では乱流混合層の数値シミュレ
ーションデータの諸量の解析に KL ダイバージェンスが用いられ，大スケールの影響が解明されている．また，
乱流の情報のスケーリングにシャノンエントロピーが利用されている(Granero-Belinchon et al., 2016)．このように
KLダイバージェンスが乱流遷移過程に適用された例は無い． 
さらに最近，データの並びの複雑度を考慮する順列エントロピー（permutation entropy）が提案され(Bandt and 
Pompe, 2002)，各種の場合に適用が試みられている(Cao et al., 2004)(Rosso et al., 2007)(Zanin et al., 2012)(Riedl et al., 
2013)(Li and Fu, 2014)(Weck et al., 2015)．また力学系と順列エントロピーの関係が著書で論じられている(Amigó, 
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解析した流れは，静止流体中に噴出する噴流の初期に形成される混合層である．噴流は幅 310 mm，高さ h = 10 
mmの 2次元ノズル出口（流れ方向座標 x = 0）から噴出する．図 1に流れ場の上半分及び座標系を示す．著者ら
はこれまでこの流れの平均，変動速度分布，噴流の広がり，撹乱の運動エネルギの生成率，対流率及び散逸率の
下流への変化などを調べた(一宮他，2011a)(Ichimiya et al., 2011)．また乱流遷移過程の垂直方向への進行を明らか
にしたり，佐藤の雑然度を求めて遷移進行への適用可能性を調べた(一宮他，2011b)(Ichimiya et al., 2013a)．またノ
ズル出口に撹乱として取り付けた振動板の振幅や周波数の影響(一宮他，2013b)を調べ，振動板の振動様式の影響
(Ichimiya et al., 2014)を検討した． 
本解析は，この流れのコルモゴロフ複雑度解析(一宮，中村，2012)(Ichimiya and Nakamura, 2013)と同様に，ノズ
ル出口に上下一枚ずつ設置した振動板がノズル出口断面を狭めないように静止した場合のみを対象とした．実験
は，板を静止させたときのノズル出口直後の速度 U0とノズル出口高さ hに基づくレイノルズ数を 5000（U0 ≒ 7.5 
m/s）として行なった．測定には各受感部直径 5 m，長さ 1 mmの X型熱線プローブを用い，風速に比例したそ
の出力電圧はサンプリング周波数 5 kHzで 262144個（約 52秒間）サンプリングされた．そのデータから合成さ
れた流れ方向変動速度 uに対応する電圧 e（分解能e = 0.001 V）を解析する． 
測定は垂直方向座標 y ≧ 0の範囲で行った．測定は，ポテンシャルコアが消滅して混合層の自己保存が成立す
Fig. 1 Schematic diagram of two-dimensional mixing layer and coordinate system. The mixing layer is formed between the jet 
and the surrounding quiescent fluid.  
Fig. 2 Contour map of streamwise fluctuating velocity in x–y plane. The root mean square value of the fluctuating velocity is 
normalized by the nozzle exit velocity. Three representative positions are shown by ○, ◎ and ● symbols. Nine 
contour lines are drawn with ten equal intervals between the maximum and minimum values. 
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る位置よりも十分下流の x/h = 25まで行った．この中で，ノズル出口直後の中心線上（x / h = 0.5, y / (h/2) = 0），流
れ方向時間平均速度からの変動速度の rms値 u’が最大の位置 x / h = 8, y / (h/2) = 1.3と，十分下流の x / h = 20, y / 
(h/2) = 3.6の 3位置を代表として示す．u’をノズル出口速度U0で無次元化した値のコンタ（図 2）において，それ
ら 3位置をそれぞれ○，◎，●印で示す．図 2の等高線は，最大値と最小値間を 10等分した間隔で 9本を引いた．
x / h = 0.5, y / (h/2) = 0（○印）はポテンシャルコア内の層流である．x / h = 8, y / (h/2) = 1.3（◎印）では優先(preferred)
周波数（渦合併の連続経過の最後に残る卓越周波数）が存在する．x / h = 20, y / (h/2) = 3.6（●印）では十分に乱






換されたデータを離散確率変数として調べることにする．前述の文献(Corke and Guezennec, 1986)に於いても熱線
出力を離散化して，離散量として扱っている．なお，情報論的に見た場合の離散量と連続量の差異は，提案者の
Shannonが詳細に論じているので文献(Shannon and Weaver, 1949)を参照されたい． 
ある離散確率空間上の確率分布 Pが与えられたとき，n個存在する各事象 Xiの確率は，pi = P(Xi)であり，Xiの










  （1） 
 
対数の底は通常 2とすることが多く，この場合は単位[bit]を用いる．また pi = 0のときは pi log pi = 0と定義する．
このシャンノンエントロピーを計算するに於いて，まず piを決定する必要があるが，この方法はある区間に速度
信号が含まれる時間割合を求める通常の方法によって求めた 
ここで，確率分布を含む一般の 1価有界関数 y = F(x)のグラフを統計学でいう離散棒グラフで表現し分類するこ
とを考えてみる．有限個の点，x1 < x2 < … < xn に対して，Fi = F(xi) と置けば，有限離散数値集合が得られる．
ただし，簡単のため，F(x)≧0とする．∑Fi = Mとし，fi = Fi / Mととると， 
 
fi ≧ 0, ∑fi = 1 （2） 
 
なる性質の離散数値集合{ f1, f2, …, fn}が得られる．これを 1, 2, …の順序で棒グラフに描けば F(x)のグラフの正規
化した棒グラフ表現となる．単なる集合では要素の並びは意味を持たないが，ここでは要素 fiの並びの順序が意
味を持つので離散時系列と考えられる．すなわち{ fi }は連続データ F(x)のサンプリング値集合（通常，xi は等間
Table 1  Statistics at three representative positions. 
















0.5 0 ○ 0.003 22.7 3.18 203 1.71 7.19
8 1.3 ◎ 0.222 1.18 1.28 0.67 0.10 5.14
20 3.6 ● 0.130 6.55 1.91 0.95 0.12 2.85
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隔にとられる）を正規化したものである．上記の性質から，H = －∑fi log fi が定められ，Hはこの棒グラフの分





な Hを最初に考え提案したのが，前述のWijeskeraと Dillon(Wijeskera and Dillon, 1997)である．彼らはこの量をス
ペクトルの topological measureと呼んでいるが，この”topological”は単純に形状を意味している．なお，上に与え
たような説明は彼らの論文にはない．また，Hでは要素の順序の意味は失われる．次にこの方法に着目したのは，









ータ中の最大値 emaxと最小値 eminの差）を 2のべき乗の 13通りの分割数（16 (= 24) ～ 65536 (= 216)）で等分割し
たシャノンエントロピーの変化を図 3 に示す．初めは区間数の増加と共にシャノンエントロピーは増加する．3
位置の(emax – emin) /e の値に縦破線を引いたが，区間数がこれを越えるとシャノンエントロピーは一定値に飽和






ーである．これは Bandtと Pompe(Bandt and Pompe, 2002)が提案したデータ解析法である．要素 T個の時系列(x1, x2,
…, xT)から要素 n個の数列(xt+1, xt+2,…, xt+n)を，0≦t≦(T– n) に亘って T – n +1回取り出すとき，n個要素内に相等し
い値がまったくなければ，大小関係の事象（順列）の数は n! である．このとき各順列の確率 piは，（0≦t≦(T – n)
の範囲内での，その順列の個数）/ (T – n +1) となるので，そのエントロピー（順列エントロピー）Hpがシャノン
エントロピーと同様に， 
Fig. 3 Shannon entropy as a function of section number. ○, black, x/h = 0.5, y/(h/2) = 0; ◎, green, x/h = 8, y/(h/2) = 1.3; ●, red, 
x/h = 20, y/(h/2) = 3.6. Vertical broken lines indicate values of (emax – emin)/e of respective positions. Shannon entropies 
increase first, then become constant. 
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  （3） 
で定義される．順列エントロピーを，n – 1または log n!で正規化することもある． 
順列エントロピーを求めるに当り，決定するべきパラメーターや事項は大きく 3つある．まず n個の要素内に
相等しい値が複数あるときの取り扱いであるが，白色雑音を等しい値に加えて異なる値にする方法が提案されて





次に，取り出す数列の要素数 n の選択であるが，n が少なければ順列の種類が少なくなるので，データの変化
を十分に反映できない．しかし nが多すぎると取り出せる数列の数（T－n +1）が少なくなる．図 4に元の時系列
の要素数 Tを熱線風速計データサンプリング総数の 262144に等しくとり，nを変化させた時の順列エントロピー
の変化を示す．図 4(a)の有次元順列エントロピーが nと共に増加するのは，順列数が増加するからである．この
ため順列数の変化を図 5 に示す．順列数は初めは n と共に増加している．要素数 T は 262144 という大きい数な
ので，3位置とも n = 2では，取り得る順列最大数（= 3）になっているが，n = 3になると差が出てくる．nがさ
らに増えると順列数は一定に飽和する．これは取り出す熱線風速計時系列信号のデータ数 nが十分に長くなると
（長さはおそらく Taylorの積分スケールのオーダ）その中に現れるパターンの種類が有限になることを意味する
と思われる．本研究では図 4(b)の n－1で正規化した順列エントロピーが最大に近い n = 8（図 4，5中の縦破線位
置）を採用する．これは文献(Riedl et al., 2013)で調べられている値 2～10に入っている． 
最後に元の時系列の要素数 Tの選択である．n = 8とした時の，順列エントロピーと順列数の Tに対する変化
Fig. 5 Permutation number as a function of data number. ○, black, x/h = 0.5, y/(h/2) = 0; ◎, green, x/h = 8, y/(h/2) = 1.3; ●, 
red, x/h = 20, y/(h/2) = 3.6. Permutation number increases first, then it becomes constant when the data number increases 
sufficiently. This means that the pattern variation within sufficiently long hot-wire output data is definite. 
 






















Fig. 4 Permutation entropy as a function of data number. (a) dimensional; (b) normalized by n-1; (c) normalized by log n!; ○, 
black, x/h = 0.5, y/(h/2) = 0; ◎, green, x/h = 8, y/(h/2) = 1.3; ●, red, x/h = 20, y/(h/2) = 3.6. The dimensional permutation 
entropy increases first because of the increase of the permutation number, then becomes constant when the data number 
increases sufficiently. 
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を図 6(a), (b)にそれぞれ示す．層流の x / h = 0.5, y / (h/2) = 0（○印）において Tが小さいうちは順列数が 1である
のは，n = 8個のデータがすべて等しいからである．順列エントロピーも順列数も Tと共に単調に増加しているの
で，Tはサンプリング総数の 262144（図 6中の縦破線位置）を採用する． 
また，特に層流においては，信号中に存在する高周波ノイズのために値の差異が生じるので，この高周波ノイ
ズを除去するために，原データにそのデータの変動速度 rms値 u’を乗じることにより，u’が小さい層流では変動
がデータの分解能以下に減衰するようにさせた．具体的には，前述の変動最大位置 x / h = 8, y / (h/2) = 1.3では局












log)(  （4） 
 
ここで 0log(0/a) = 0 (a≧0)と約束する．本研究では 2つの位置 X, Yにおける流れ方向変動速度 u / U0の PDFである














X   （5） 
 
基準位置 Xは，過去に行なったコルモゴロフ複雑度解析(一宮，中村，2012)(Ichimiya and Nakamura, 2013)と同
様に，ノズル出口直後の中心線上（x / h = 0.5, y / (h/2) = 0）とした．PDFはすべて-1≦u / U0≦1の範囲を 400分割，




シャノンエントロピーの x－y平面上のコンターマップを図 7に示す．x/h ≦ 3ではノズル外端の y/(h/2) = 1付
近で最大である．これよりも内側（ y/(h/2)の小さい側）にはポテンシャルコアがあるために小さい．すなわち層
Fig. 6 (a) Permutation entropy and (b) permutation number as a function of base data number. n = 8. ○, black, x/h = 0.5, y/(h/2) 
= 0; ◎, green, x/h = 8, y/(h/2) = 1.3; ●, red, x/h = 20, y/(h/2) = 3.6. Both increase with the base data number. 
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流では小さい．ポテンシャルコアが消滅すると，中心線（ y = 0）を含むある程度 y/(h/2)の広い範囲でシャノンエ
ントロピーは大きい． 
中心線 y = 0上（○印），及び各 xにおける変動速度 rms値 u’の y方向分布において最大となる位置（●印）に
おけるシャノンエントロピーの x方向変化を図 8(a)に示す．どちらも x/h = 4まで単調増加して，以後はほぼ一定
となる．ゆえにシャノンエントロピーは混合層の乱流遷移進行の測度としても有効と考えられる．佐藤が提案し
た雑然度は単調に変化しなかったが(一宮他，2011b)(Ichimiya et al., 2013a)，このシャノンエントロピーは単調に増
加して最大になった後もあまり減少しない．これはコルモゴロフ複雑度解析における近似コルモゴロフ複雑度
AK(一宮，中村，2012)(Ichimiya and Nakamura, 2013)とも異なり，コルモゴロフ複雑度解析における正規化圧縮距
離 NCD と同様の優れた性質である．ただし NCD と同様に，乱流遷移が完成する x/h = 10~14(一宮他，
2011b)(Ichimiya et al., 2013a)よりもかなり上流で最大になる． 
代表的な 5つの xにおけるシャノンエントロピーの y方向変化図 8(b)に示す．y/(h/2)が増加するとシャノンエン
トロピーは減少する．x/h = 3 の分布は特徴的である．図 7 のコンター図の対応位置と比較すると，ノズル外端
（ y/(h/2) = 1）付近でシャノンエントロピーが最大となっており，これは遷移がこの付近から始まることを示すと
考えられる． 
ここで，シャノンエントロピーが層流で小さく，乱流で大きくなる理由を確率分布から考察する．図 2に示し









Fig. 8 Shannon entropy as a function of (a) streamwise distance, and (b) flow-normal distance. In the streamwise variation, the 
Shannon entropy first increases, then becomes constant. Therefore, the Shannon entropy can be a measure of the transition 
process. In the flow-normal variation, it decreases as the flow-normal distance except for x/h = 3. 
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Fig. 7 Contour map of Shannon entropy in x–y plane. Nine contour lines are drawn with ten equal intervals between the 
maximum and minimum values. Shannon entropy is low in the laminar region and high in the turbulent region.  
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順列エントロピーのコンターを図 10 に示す．また，中心線 y = 0 上（○印），及び各 x における変動速度 rms
値 u’の y方向分布において最大となる位置（●印）における x方向変化と，代表的な 6つの xにおける y方向変
Fig. 11 Permutation entropy as a function of (a) streamwise distance, and (b) flow-normal distance. In the transition process, 
the permutation entropy increases first, then decreases and increases again in the streamwise direction. It finally 
decreases downstream. 
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Fig. 10 Contour map of permutation entropy in x–y plane. Nine contour lines are drawn with ten equal intervals between the 




Fig. 9 Probability distribution of fluctuating velocity at (a) x/h = 0.5, y/(h/2) = 0, (b) x/h = 8, y/(h/2) = 1.3. In the laminar region, 
(a), the probability distributes in a narrow range of the fluctuating velocity, and thus the Shannon entropy becomes small. 
On the other hand, in the turbulent region, (b), the probability distributes in a wide range of the fluctuating velocity, and 
thus the Shannon entropy becomes large. 
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るところがある．図 10では 3 < x/h < 8において順列エントロピーの低い領域が高い領域に挟まれて長く伸びてい
る部分が目立つ．この部分は秩序的乱流エディに対応するのであろう． 
順列エントロピーはシャノンエントロピーとは異なって複雑に変化するので，ここからはこの変化について詳
しく考察する．例えば図 11(a)の x 方向変化においては，どちらの位置 y でも，まずノズル直後では小さい値で，
次にいったん増加して極大となった後に減少し，再び増加するが最終的には再び減少する．2つの yでの分布は，
互いに前後（x方向）に多少シフトしているだけなので，代表として中心線上（○印）の変化を考察する． 
x方向断面の代表として，ノズル直後の小さい値の位置（x/h = 1.5），少し増加した位置（x/h = 2.0），極大位置
（x/h = 2.5），いったん減少して極小になる位置（x/h = 4），再び増加して x/h = 2.5の極大値と同程度になる位置（x/h 
= 8），及び最大位置（x/h = 14）の 6断面を選び，特徴の変化とその理由を考察する．図として変動速度波形（図
12．横軸はデータ 200個（時間 0.04秒）分で，1刻みが取り出した数列のデータ数 n = 8に等しい．縦軸は速度
に比例した熱線出力電圧である．），変動速度パワースペクトル（図 13．変動速度の分散で除している），全デー
タ（262144 個）内の 2 つの値のうち，時刻が後の方の値が早い方よりも増加（速度変化率u/t が正）または減
少（u/tが負）または等しい（u/tが 0）ものの比率（図 14），選び出した n = 8個の数列が完全に単調増加（数
列内の 7個のu/tがすべて正）または単調減少（すべて負）する比率（図 15）を描く．図 11(a)，14及び 15に
は 6断面の x/hに縦線を引く． 
まずノズル直後の x/h = 1.5では，変動速度波形（図 12(a)）から分かるように速度変動が小さい．ゆえに図 14
Fig. 13 Power spectrum density, y/(h/2) = 0. (a) 
x/h = 1.5; (b) x/h = 2.0; (c) x/h = 2.5; (d) 
x/h = 4; (e) x/h = 8; ( f ) x/h = 14. The 
power spectrum is divided by variance 
of the fluctuating velocity. Therefore, 
the area under the spectrum curve 
becomes unity. 





























Fig. 12 Fluctuating velocity signals, y/(h/2) = 0. (a) x/h = 1.5; (b) x/h = 2.0; (c) x/h 
= 2.5; (d) x/h = 4; (e) x/h = 8; ( f ) x/h = 14. The axis of the abscissa is 200 
of the data number. The range corresponds to 0.04 s of time. Note that the 
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順列エントロピーが少し増加した x/h = 2.0になると，変動速度波形（図 12(b)）から分かるように速度変動が増
加している．ゆえに図 14においてu/tの正（○印，36%）や負（▽印，35%）が増加し，0（□印，29%）が減
少した．このため変化パターン種類すなわち順列数は増加して順列エントロピーは増加した． 
極大位置 x/h = 2.5になると，引き続き速度変動の増加により，図 14においてu/tの正（○印，43%）や負（▽
印，42%）が増加し，0（□印，15%）が減少する．ただしこれは変化パターン種類の減少に寄与する．その代わ
り，変動が極めて大きな値にまでは達していないので，u/t の正や負の傾向は長続きしない．このことは図 15




いったん減少して極小位置 x/h = 4になると，引き続き変動の増加により，図 14においてu/tの正（○印，50%）
や負（▽印，48%）が増加し，0（□印，2%）がかなり減少した．すなわち変化パターン種類が減った．また x/h 





再び増加して極大値と同程度の x/h = 8になると，図 14からわかるように，u/tの正（○印），負（▽印），0
（□印）は x/h = 4とほぼ変わらず，正や負傾向の長続きも x/h = 4と変わらない（図 15の単調増加（○印）は 15.2%，
単調減少（▽印）は 16.1%）．加えてパワースペクトル（図 13(e)）からわかるように，支配的な周波数の数がさ
らに減少して優先周波数（100Hz強）だけになり，これは x/h = 4と同様に変化パターン種類すなわち順列数の減
少に寄与する．しかし変動速度波形図 12から分かるように不規則変動が出現する．これが変化パターン種類の増
加に寄与して順列エントロピーは増加した． 
最大位置 x/h = 14になると，図 14にあるように，u/tの正（○印），負（▽印），0（□印）は x/h = 4とほぼ
等しい．何よりも変動速度波形（図 12( f )）から分かるように不規則変動が支配的になる．このためu/tの正や
負が長続きする傾向が x/h = 8よりも減る（図 15の単調増加（○印）は 1.6%，単調減少（▽印）は 2.2%にまで減
少）．これが変化パターン種類すなわち順列数の増加に寄与して順列エントロピーは増加した． 




Fig. 15 Fraction of monotonic increase (○, red) or decrease (▽, 
blue) within one permutation, y/(h/2) = 0. With the 
growth of the fluctuating velocity, the monotonic change 
becomes dominant. As the irregular fluctuation becomes 
dominant, the monotonic change becomes less 
important.  



























Fig. 14 Fraction of positive (○, red), negative (▽, blue) or zero 
(□, black) of u/t within one permutation, y/(h/2) = 0. 
First, in the laminar region, the fluctuating velocity is low, 
therefore, the fraction of zero is larger than that of positive 
and negative. As the transition proceeds, the fraction of 
positive and negative increases.  
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KLダイバージェンスDのコンターを図 16に示す．図 16中の x/hや y/(h/2)における値が，その位置の uの PDF
を式(5)の PY (u / U0)とした Dである．図 7のシャノンエントロピーと同様に，ノズル直後の層流では値は小さく，
乱流遷移の進行と共に増加している．  
KLダイバージェンスの，中心線 y = 0上（○印），及び各 xにおける変動速度 rms値 u’の y方向分布において
最大となる位置（●印）における x方向変化を，また代表的な 5つの xにおける y方向変化を図 17(a)，(b)にそれ
ぞれ示す．図 17(a)の x方向変化では，中心線上では x/h = 7まで，また変動最大位置では x/h = 10まで増加した後，
下流方向に減少して，前述の近似コルモゴロフ複雑度 AKと同様な挙動を示し，単調に変化しないため，混合層
の乱流遷移進行の測度とするには無理がある．図 17(b)の y方向変化の中で，特徴的なものは x/h = 3の分布であ
り，ポテンシャルコアであるノズル中心で低く，ノズル端面位置で大きく，この間の遷移進行を示している． 
 










u = (u, v, w) → (u1, u2, u3)  （6a） 
Fig. 16 Contour map of Kullback–Leibler divergence in x–y plane. Nine contour lines are drawn with ten equal intervals between 
the maximum and minimum values. With the Shannon entropy, the K–L divergence is low in the laminar region, and high 
in the turbulent region.  
 
 
Fig. 17 Kullback–Leibler divergence as a function of (a) streamwise distance, and (b) flow-normal distance. In the transition 
process, the K–L divergence increases first, then slightly decreases downstream. 
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x = (x, y, z) → (x1, x2, x3)  （6b） 
 
である．Popeの本(Pope, 2000)の記号に合わせて uの標本空間を v = (v1, v2, v3)で表す．従って viは xi, tと同じ独立
変数である．変動速度の確率密度関数 PDFを Popeに従って gと書く．すなわち 
 
g(v; x, t)v  （7a） 
 
に於いて x, tは乱流場の物理的時空点を指している．式（7a）は変動速度の実現値 u = (ui)の各成分が 
 
vi ≦
 ui < vi +vi （7b） 
 
となる確率を表す．なお，これは連続場であることを注意する． 

















































































h = －g log g （10） 
 
(x, t)におけるシャノンエントロピーHは，そこでの hを標本空間全体に亘って積分した次式で与えられる． 
 
321 dvdvhdvH   （11） 
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ここでは統計力学に於いて Boltzmann 方程式から Bolzmann-Gibbs エントロピーを導く方法に従い，式（8）の
両辺に log gをかけて整理する．L ，M については次式が成り立つ． 
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6. 結   論 
2次元噴流出口に形成される混合層の層流－乱流遷移過程について，前報のコルモゴロフ複雑度による解析(一
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