Fault diagnosis by machine learning techniques is of great importance in wastewater treatment plants (WWTPs). A key factor influencing the accuracy of fault diagnosis lies in the imbalance between the sample data in minority classes (i.e. faulty situations) and that in majority classes (i.e. normal situations), which may cause misjudgments of faults and lead to failure in practical use. This study proposes a novel pre-processing method with a fast relevance vector machine (Fast RVM) reducing the data of majority class samples and the synthetic minority over-sampling technique expanding the minority class samples. A case study indicates that this pre-processing method could be a promising solution for imbalanced data classification in WWTPs and the pre-processed data can be well diagnosed by back-propagation neural networks, support vector machine, RVM and Fast RVM models.
INTRODUCTION
Monitoring and correcting the possible operation faults during wastewater treatment is of great importance, despite the fact that the process can be affected by various factors such as complex biological reaction mechanisms, highly time-varying and multivariable aspects (Hong et al.  ).
An optimal real-time fault diagnosis method can help maintain the stability of the water processing flow in wastewater treatment plants (WWTPs) and benefit the industry with adequate water output, lower operation cost and less secondary pollution to the environment (Hu & Hu ; Hamed et al. ) . However, due to the imbalance of data numbers between the situation under faulty states and ground states, misclassification and inaccurate diagnosis during water processing often occurs and leads to inadequate output and even damage to the equipment as the traditional classifiers bias to the majority classes due to more sample data compared with that of the minority. The classification between imbalanced classes is considered as the main challenge of fault diagnosis using machine learning techniques.
Research on classifying imbalanced data began in the 1960s (Cover & Hart ) . One way to improve the classification is to improve the algorithm of traditional machines that are used for balanced data classification or develop new algorithms because the previous machines assume or expect balanced class distributions or equal misclassification costs (He & Garcia ) . For instance, the improvement of support vector machines (SVM) (Raskutti & Kowalczyk ; Hwang et al. ) , and the development of back-propagation neural networks (BPNNs) (Chen et al. ) and extreme learning machines (Zong et al. ) are effective ways to compensate or increase the weight of data from minority classes. However, the weight of data strongly depends on methods. Another way is to minimize the gap between majority and minority classes through data pre-processing by either under-sampling the datasets of majority classes (Polat & Güneş; Yen & Lee ) or over-sampling datasets from minority classes (Chawla et al. ; Nguyen et al. ) . Data pre-processing has been recognized as an effective method for imbalanced data classification. However, the presented methods for data under-sampling have a risk of losing the representativeness of datasets, suggesting that more study is needed to understand how to minimize the loss of represen- () has enhanced the accuracy of minority data classification to some extent, which implies that data preprocessing can also be an applicable route to increasing the accuracy of fault diagnosis in WWTPs.
Based on the existing studies regarding data preprocessing in other areas and the present status of fault diagnosis in wastewater treatment, this study proposes a novel method for imbalanced data classification and applies it in a case study of wastewater treatment, where the synthetic minority over-sampling technique (SMOTE) algorithm is used for over-sampling and Fast RVM for under-sampling.
The fault diagnosis performance with different classifiers is shown to be enhanced compared with the results without pre-processing.
DATA AND METHODOLOGY

Introduction of the raw data
The raw data in this study are obtained from the UCI (University of California Irvine ) Machine Learning Repository 3, 4, 6, 7, 8, 10) , the number of datasets is limited to no more than four, compared with normal situations (i.e. class 1, 5, 9 and 11) at more than 53.
Based on this dramatic imbalance in data between faulty and normal situations, more sampled datasets will tend to represent the normal situations and cause inaccurate diagnosis of classifiers without pre-processing.
Methodology
Summary of methodology
The framework of the method is shown in Figure 1 . As shown, the data from the majority and minority classes are pre-processed separately to neutralize the imbalance before further diagnosis. The majority class data are reduced via K-means clustering and the fast relevance vector machine (Fast RVM) algorithm (Tipping & Faul ) , and the minority are expanded based on the SMOTE algorithm (Chawla et al. ) . Continuously, the data are combined together for classification study with different classifiers. 
Main algorithms used
Method for under-sampling of the majority class data. Considering the possible loss of useful data caused by the reduction of datasets in the majority classes, it is important to choose a proper model that can reduce the number of datasets and maintain the maximum representativeness of the remaining data. This study employed Fast RVM rather than SVM and RVM for the following reasons.
Generally, all of the three methods share common steps to reduce the datasets, as shown in Figure 1 . (Liu ) . Thus, we replace the majority class data with these RVs. In this way, the majority class is reduced and the effective information is retained. The reduction procedures are as follows: (1) cluster the majority class samples with K-means algorithm;
(2) build up a binary classifier on Fast RVM;
(3) replace the majority class samples with RVs.
The steps of Fast RVM classification are introduced as
The clustered majority class is defined as input-target
where N is the number of the dataset, i is the numbering of samples, d is the number of attributes. The predictive function is as shown in Equation (1):
where function y(z) is defined as Equation (2):
to the assumption of independence of the predictive function t i , it is easy to obtain the likelihood of the complete data p(t|σ 2 ,w).
To avoid over-fitting, it is assumed that the weights are modeled probabilistically as independent zero-Gaussian with variance α À1 i , where α is a vector of N+1 hyperparameters. So the corresponding target of a new test sample should be t* in terms of the predictive distribution p(tÃjt) ∼ p(w, α, σ 2 jt). According to the prior distribution and the maximum-likelihood estimation distribution, the posterior can be decomposed as shown in Equation (3):
To approximate Equation (3), the hyperparameter posterior p(α, σ 2 jt) ∝ p(tjα, σ 2 )p(α)p(σ 2 ) is represented by delta-function at its most-probable values α MP , σ 2 MP . Herein, sparse Bayesian 'learning' is formulated as the (local) maximization with α representing the marginal likelihood, or equivalently, the logarithm of which is
where L(α Ài ) is the marginal likelihood with the contribution of basis vector ϕ i removed when α i ¼ ∞, and l(α i ) represents the isolated part in L(α) where terms in α i . S i is the 'sparsity factor' and Q i is the 'quality factor'. More details about the definition and derivation of S i and Q i can be observed in Tipping & Faul () .
L(α) has a unique maximum according to the value of α i :
Based on Equation (5), an iterative analysis is followed to find the set of weights that maximize the function L(α), The over-sampling process method is created as follows:
(1) Calculate the Euclidean distances from a minority class sample p to the remaining samples in the minority class and record the subscripts of the nearest five samples.
The number of the nearest value is recorded as M.
(2) The number of added samples equals the expanding ratio D (less than M) and the added samples are recorded as q 1 , q 2 , . . . , q D .
(3) Create new synthetic samples s j for the minority class by randomly embedding a linear algorithm between the original sample p and q j (j ¼ 1, 2, Á Á Á , D) described as follows:
where rand(0, 1) is a random number between 0 and 1.
Multiple classification models. To characterize the effect of pre-processing on imbalanced data classification and its appli- 
Performance index
The classification performance of multiclass problems with imbalanced data is usually evaluated by G-mean, which is calculated as shown in the following equations:
where k is the number of classes, n ii is the number of the ith class samples correctly classified as the ith class, n ij (i ≠ j) is the number of the ith class samples incorrectly classified as the jth class. R i represents the recall of data in class i, which indicates the accuracy of classification for each class; while the index G-mean is defined as the geometric mean of the recall for all classes to express the classification accuracy and testing set {x i , t i } n 2 i¼1 at a ratio 2:1 by stratified random sampling, where n 1 and n 2 are the number of examples in training set and testing set respectively (n 1 þ n 2 ¼ 380).
It is clear from
Before classification, the training set {x i , t i } n 1 i¼1 is preprocessed by the proposed pre-processing method. Regarding the majority classes, class 1 is chosen as an identical majority class, the samples of which are reduced to approximately 20, 40, 60, 80, 100 and 120 RVs and comparisons are made to find an optimal input number for classification.
Regarding the minority class 3 and 4, the data are expanded by the SMOTE method as introduced above under 'Performance index'. After pre-processing, the proposed Fast RVM based multiclass processing model is employed for testing sets {x i , t i } n 2 i¼1 . The results are shown in Figures 3 and 4 , where 'Total acc.' is the total classification accuracy rate, 'G-mean' represents the geometric mean of the recall for all classes, 'R1 acc.' indicates the accuracy rate of class 1, 'R2 acc.' indicates the accuracy rate of class 2 and so on. Figure 3 , when the number of RVs is approximately 80, the G-mean and total classification accuracy are both at their highest. In Figure 4 , when the number of RVs is approximately 80, the classification accuracy of class 1 and class 4 are relatively higher than the classification accuracy of class 2 and class 3. The results suggest that the model performs well for class 1, when the number of RVs is at approximately 80. Distribution of the datasets is shown in Table 4 . From Table 4 , it can be observed that the distribution of the original training datasets is 39:5:14:5:8:1. After preprocessing, the new distribution of the training datasets is 4:2:9:2:5:1, which suggests that the imbalance of datasets is minimized.
As shown in
Simulation and analysis
Classification performance on original data
To analyze the classification performance on the preprocessed data, four classifiers, including a single multiple classifier BPNN, and three multiple binary classifiers based on SVM, RVM and Fast RVM, are chosen to classify the same data and the results are presented in Table 5 . The single multiple classifier, the BPNN, is constructed with a three-layer structure, 38 input nodes and four output nodes, and the optimal hidden layer node number is defined by searching from 1 to 30 with a grid search mechanism on the training set. Regarding SVM, RVM and Fast RVM, radial basis function function K(x, x i ) ¼ exp ( À jjx À x i jj 2 =σ 2 ) is chosen as the kernel function, the penalty factor C in SVM and the kernel width σ in SVM, RVM and Fast RVM are determined from À10 to 10 through 5-fold crossvalidation with a grid search mechanism on the training set. The OAO algorithm, a method combining several binary classifiers, is used to combine SVM, RVM and Fast RVM to yield a multiple classifier. The experimental classification performances are evaluated by the average values of 10 trials through 5-fold cross-validation. 'Time' in Table 5 indicates the training time. All experiments are simulated in the MATLAB 2013a simulation environment. The PC environment comprises: Core i3 2.1G, 2G ROM, more than 150 G remaining space of hard disk.
As shown in Table 5 The simulation results in Table 5 suggest that, for the four classifiers, the classification accuracies in class 4 are worse than the classification accuracies in class 1 because of the imbalance between the majority classes and the minority classes, indicating an unsatisfactory classification of the raw data. Among all of the classifiers, RVM performs best, but the G-mean remains quite low.
Classification performance on pre-processed data
The classification performances of classifiers on the preprocessed data are presented in Table 6 .
Regarding the BPNN, the class 3 and class 4 accuracies have been raised from 60 to 76.25% and 5 to 30% compared with Table 5 ; while class 1 accuracy has been decreased from 92.88 to 85.38% and class 3 accuracy remains almost the same. However, the G-mean value has improved remarkably from 0.07 to 0.42 because of the obvious increased classification accuracies in expanded minority classes (class 3 and class 4).
Regarding the SVM classifier, the accuracies of class 2, class 3 and class 4 have been increased from 67.33, 61.25 and 30% to 76.67, 73.75 and 50%, respectively, with class 1 accuracy being declined from 92.63 to 83%, and the Gmean value has been raised from 0.39 to 0.52.
Regarding the RVM, the accuracies of class 2, class 3 and class 4 are all improved, but there is an obvious decrease of class 1 accuracy (from 91.88 to 79.88%) because of the dramatic decrease in data number after pre-processing. The G-mean of RVM has also been improved to 0.57.
Lastly, regarding the Fast RVM, class 4 accuracy has increased from 22.22 to 45%. Notably, class 1 accuracy is the best among all of the classifiers because the data reduction with Fast RVM has considered the fitness of classifying data onto Fast RVM classifiers. The G-mean value has been improved to 0.63 as the best among all of the classifiers; while the processing time is decreased to less than 1 second at 0.92 s.
We found the G-mean values of all of the classifiers improved notably as shown in Table 7 , which highlights the value of data pre-processing. In the present case study, the multiple binary classifiers (i.e. SVM, RVM and Fast RVM) perform better than the multiple classifier BPNN and further study is needed for more in-depth discussions. 
