In this paper, we consider the construction of explicit General Linear Methods (GLM) for the numerical solution of non-stiff initial value problems (IVPs) in ordinary differential equations (ODEs). The discrete coefficients of the methods are obtained from the continuous coefficients of the continuous schemes which are derived using collocation and interpolation approach. One of the new method's stability matrix M (z ) has a single nonzero eigenvalue similar to that of the third order Runge Kutta method (RKM), while other eigenvalues being zero, such general linear method is referred to as GLM with Runge Kutta stability. Numerical results are provided to illustrate the application of the new schemes. The new schemes are found to have competitive accuracy with the existing Almost Runge Kutta Methods (ARKM) discussed in Butcher [9] . 
INTRODUCTION
Hybrid methods were introduced 40 years ago by independent authors in an attempt to search for good numerical schemes for the numerical solution of IVPs in ODEs. The three major sources of hybrid schemes are [1, 15] , and [16] . The modification of linear multistep methods into hybrid forms, by incorporating one or two off-step points is an alternative way of bypassing the order barrier that exist in linear multistep method and Runge Kutta methods. Further researches in [l-5] show that both linear multistep method and Runge Kutta methods can be derived from one source and such source is referred to as general linear methods or multistage-multivalue methods. General linear methods (GLM) [5] is a superclass scheme with several advantages which include, the ability to bypassed the Dahlquist's order barrier discussed in [13] . Also, it offers new possibilities of constructing formulas that are suitable for the numerical solution of initial value problems (IVPs) in ODEs. Example of such are variable stepsize diagonally implicit multistage methods adopted in [21] and the so-called Almost Runge Kutta methods in [9] whose properties are very close to that of explicit Runge Kutta methods. Other examples have been discussed in [6] [7] [8] [9] . The general form of the general linear method (GLM) [3] for the numerical solution of the initial value problems (IVPs) in ordinary equations (ODEs) 
denote the k inputs and outputs approximations in step n respectively. Here, h = x n − x n−1 . The order of (2) is obtained following the ideas in [3, 12] . The GLM in (2) is said to be explicit if the values of {a ii } i =1(2)s in the principal diagonal and above principal diagonal of matrix A are zeros, otherwise method is regarded as implicit. The first method is suitable for the numerical solution of non-stiff IVPs in ODEs while the latter is employed for stiff IVPs. Representing methods in general linear methods form is not unique. However, some striking examples of how to represent existing methods such as Runge Kutta methods, linear multistep methods, hybrid methods and predictor-corrector methods in general linear method form are explicitly given in [4, 17] and [18] . The aim of this paper is to consider hybrid scheme like that in Butcher [7] . An example is (3) (4) (5) (6) where y 1 (n −1) = y n−1 and y 2 (n −1) = hf (y n−1 ). The coefficients in (3), (4), (5) and (6) were obtained through rooted trees approach, see [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . The resulting coefficients of the hybrid methods in 
The interval of absolute stability of the methods in (3)-(7) was found to be (−2, 0). Again, in [8] , the author gave another example of hybrid method and when written as a general linear method [11] , the method takes the form 
but no numerical experiments were performed to show the accuracy of these methods as hybrid schemes or as general linear methods. The interval of absolute stability of the hybrid methods in general linear method representation in [8] is (−1.2, 0). In the spirit of [5, 8] , we propose another new hybrid methods in multistep collocation [18, 22] form which compute an approximate solution yˆn+ θ 1 through step n, predicts yˆn+ θ 2 at the end of the step and finally corrected by an approximation y n which is defined by (8) whose structures are analogous to the schemes discussed in [5] and [7] respectively. Here, {α j
are the continuous coefficients in t j and g respectively. The scale time variables t j and g are defined to be {t j = (x -x n )/h} ξ j = l and g = (x -x n )/h respectively. The choice of t j and g which lead to stable methods, that is stable behaviour of the schemes (7), (8) and (9), have been studied in [14, 22] and [23] . It has been proved in [22] , that the so called multistep collocation method is equivalent to the general linear method given in [5] , also see [ [18] , pp. 272. Theorem 3.3] . Being a collocation method, it gives the opportunity of deriving the preconsistency conditions automatically without the use of Taylor's series expansions as discussed in [6] [7] [8] [9] [10] [11] [12] , again, it offers the benefit of deriving the continuous order conditions, the continuous scheme and the discrete method [20] , [23] [24] [25] and [26] without the use of rooted trees [12] . In addition, the structure of multistep collocation methods provide the benefit of generating solution at any required output point for dense output. The paper is organized as follows: In section 2 we describe how to derive the hybrid schemes and the representation in general linear method form. Section 3 deals with the region of absolute stability while section 4 gives the details of the numerical experiments.
CONSTRUCTION OF THE HYBRID PREDICTOR (6)
Let the hybrid solution y n + θ 1 at the hybrid point x n + θ 1 be in the following polynomial form (10) of degree N, where {a j } N j = 0 are the real parameter constants to be determined. Differentiating (10) yields (11) Collocating (10) at x = x n−k , and interpolating (11) at x = x n−j , j = 0(1)k and x = x n + θ 1 , we obtain system of linear equations Solving the resulting system of linear equations by gaussian elimination method for a j , j = 0(1)N and substituting the resulting values of a′ j s into (10) with t 1 = (x − x n )/h and setting x n = 0 on the left hand side of (10) yield the continuous coefficients for the scheme in (6) . See Table 1 below.
Setting θ 1 = t − 1 -2 into the continuous coefficients in Table 1 , we obtain the discrete coefficients of (7), see Table 2 . 
CONSTRUCTION OF THE HYBRID PREDICTOR (8)
Following the approach in section 2 and setting t 2 = t we obtain the continuous hybrid predictor in (8) for k ≤ 4. Table 3 shows the continuous coefficients of the scheme in (8) for k ≤ 4. Fixing θ 2 = t = 0 into the continuous coefficients in Table 3 we obtain the discrete coefficients of the method in (8). 
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CONSTRUCTION OF THE HYBRID METHOD (9)
Again, following the same procedure in sections 2 and 3 and setting g = t we obtain the continuous hybrid scheme in (9) for k ≤ 4. Table 5 shows the continuous coefficients of the scheme in (9) for k ≤ 4. Setting g = t = 0 into the continuous coefficients in Table 5 yields the discrete coefficients of the method in (9), see Table 6 . Examples of methods obtained from (7), (8) The continuous coefficients of (7), (8) and (9) respectively are usually polynomials of degree less or equal to order p of the output method (14) . Following the idea in section 2, we obtained the discrete coefficients of y b g y hv g f y hv g f y n n n n (12)- (14) which as a general linear method, the partitioned matrix take the form
The order of the method in (15) is p = 4 and the stage order is q = 2. Since the order of the method in (15) exceed one, it shows that the order barrier associated with the traditional classical explicit Runge Kutta whose stage (q) cannot exceed one have been broken. Again, setting k = 2, m = 1 in (7), k = 2, m = 1 in (8) and k = 2, m = 1, ξ = 2 in (9) yield another hybrid method and as general linear method the matrix structure take the form Table 5 . (Continued ) the order of the method in (16) is p = 4 with stage order q = 3. For method with k = 3, m = 1 in (7), k = 3, m = 1 in (8) and k = 3, m = 1, ξ = 2 in (9) and using the ideas in [23] we obtain discrete coefficients of the hybrid scheme in (7)- (9) . The matrix representation of the discrete hybrid algorithms in (7)- (9) for k = 3, m = 1 in (7), k = 3, m = 1 in (8) and k = 3, m = 1, ξ = 2 in (9) in general linear method structure is Table 6 . The Discrete Coefficients of the Continuous Scheme in (9) , g = t = 0. The method in (17) is of order 5. Again, setting k = 4, m = 1 in (7), k = 4, m = 1 in (8) and k = 4, m = 1, ξ = 2 in (9) and following the procedure in sections 2 we obtained the discrete coefficients of the hybrid method (7)- (9) respectively. We give below the matrix representation of the discrete hybrid algorithms in (7)- (9) 
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with abscissae values vector Both methods have been applied to the problems below: Problem 1: Considered in [19] with exact solution for initial value problem is y(x) = e −x cos(5x). Problem 2:
with exact solution y(x) = tan(x + π/4). In our implementation we recast the hybrid linear multistep method in (7)- (9) 
60
Some General Linear Methods for the Numerical Solution of Non-Stiff IVPs in ODEs In this paper, some explicit general linear method (GLM) for the numerical solution of non-stiff initial value problems in ordinary differential equation (ODEs) are presented. The boundary locus plots reveals the methods have bounded interval of absolute stability and one is with Runge Kutta stability. The numerical results in Tables 7 and 8 shows that the proposed scheme in (15) is highly competitive with the so called Almost Runge Kutta method discussed in [9] .
