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ABSTRACT
Constraints on primordial non-Gaussianity (PNG) will shed light on the origin of primordial fluc-
tuations and the physics of the early universe. The intensity mapping technique is a promising probe
of structure formation on large scales; at high redshifts, it can provide complementary information
to other cosmological probes. We explore the potential of future wide-field [CII] and CO intensity
mapping surveys in constraining PNG of the local shape, which induces a distinct, scale-dependent
correction to the line bias. We explore the parameter space of CO and [CII] survey designs that can
achieve the nominal target of σ(f locNL) = 1, and further calculate what constraints such surveys can
place on PNG of the equilateral, orthogonal, and quasi-single field shapes. We further test the depen-
dence of these constraints on various model assumptions; namely the halo mass function, modeling of
line bias, and correlation between mass and [CII]/CO luminosity. We find that the ability of CO and
[CII] intensity mapping surveys to constrain f locNL relies heavily on the spectral (redshift) coverage, re-
quiring at least a coverage of an octave in frequency, to produce significant results, with the optimized
surveys generally covering between z ∼ [2− 8]. As this redshift window partially overlaps with 21-cm
EoR experiments like the Hydrogen Epoch of Reionization Array (HERA), we additionally explore
the prospects for a hypothetical set of surveys to place constraints on σ(f locNL) utilizing multi-tracer
analysis between the lines of HI, CO, and [CII].
Subject headings: early universe — galaxies: high-redshift — large-scale structure of universe
1. INTRODUCTION
Understanding the origin of primordial fluctuations is
one of the main open questions in cosmology. Current
cosmological observations (e.g., BICEP2/Keck Collabo-
ration et al. 2015; Planck Collaboration et al. 2016d) are
compatible with the simplest models of inflation predict-
ing adiabatic, super-horizon, scale-invariant, and nearly
Gaussian primordial perturbations. High-precision con-
straints on the level of primordial non-Gaussianity
(PNG) provides a unique window into the interactions
of quantum fields during inflation, enabling one to dis-
tinguish between multitude of inflationary models. Cur-
rently, the best constraints on PNG are those from the
Cosmic Microwave Background (CMB) data from Planck
satellite (Planck Collaboration et al. 2016c), obtained by
measuring the CMB temperature and polarization bis-
pectra. Going beyond the precision achieved by CMB
will likely be possible with large scale structure (LSS)
surveys through measurements of scale-dependent bias
(Dalal et al. 2008; Matarrese & Verde 2008; Afshordi
& Tolley 2008) and higher-order correlation functions
(Scoccimarro et al. 2004; Sefusatti & Komatsu 2007).
Current and future galaxy surveys such as BOSS
(Alam et al. 2017), DES (DES Collaboration et al. 2017),
DESI (DESI Collaboration et al. 2016), EUCLID (Amen-
dola et al. 2018) and LSST (LSST Science Collaboration
et al. 2009) probe the underlying matter distribution by
resolving individual biased tracers, such as galaxies and
quasars, to make a three-dimensional map of the Uni-
verse. In contrast, line intensity mapping probes the
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large-scale matter distribution by measuring the cumu-
lative light from an ensemble of sources, including faint
galaxies not resolved in galaxy surveys, while preserv-
ing accurate redshift information. The aggregate emis-
sion from galaxies is observed as fluctuations in the mean
line intensity (or equivalently, brightness temperature).
Therefore, it has a great potential to probe the Universe
at redshifts and scales beyond what is accessible with any
galaxy surveys.
In addition to the 21-cm hyperfine emission of neutral
hydrogen (e.g., Pritchard & Loeb 2012; Barkana 2016),
rotational lines of carbon monoxide (CO) (Visbal & Loeb
2010; Lidz et al. 2011; Carilli 2011; Pullen et al. 2013;
Breysse et al. 2014; Mashian et al. 2015; Li et al. 2016;
Padmanabhan 2018), the fine-structure line from ionized
carbon ([CII]) (Gong et al. 2012; Silva et al. 2015; Yue
et al. 2015; Lidz & Taylor 2016; Pullen et al. 2018) and
the Ly-α (Silva et al. 2013; Pullen et al. 2014) emis-
sion line are some of the most widely studied intensity
mapping candidates. Both the J1→0 transition of CO
(νrest = 115.271 GHz), herein referred to as CO(1-0),
and the [CII] 158-µm fine structure line (νrest = 1900.539
GHz) are interesting candidates for line intensity map-
ping studies, particularly as emission from both lines at
high redshifts is generally accessible from the ground.
CO is the second most abundant molecule in interstellar
medium after molecular hydrogen, and [CII] is typically
the brightest spectral line of star-forming galaxies, in the
far-infrared (FIR) (Carilli & Walter 2013). On small
scales, CO and [CII] typically trace star-forming galax-
ies – more specifically, the cool gas within these galaxies
that will provide the fuel for star formation. However,
on large scales these lines map the distribution of star-
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forming galaxies over a wide range of redshifts and can
be used as tracers of large scale structure to constrain
cosmology. CO and [CII] have been detected in indi-
vidual galaxies and quasars at high redshift (Carilli &
Walter 2013; Maiolino et al. 2015; Walter et al. 2016;
Pavesi et al. 2018).
Recent observation work has resulted in the first ten-
tative power spectrum detections of both CO and [CII].
Keating et al. (2016) reported a measurement of the
CO power spectrum intensity mapping at redshift 2.3 ≤
z ≤ 3.3, while [CII] was tentatively detected via cross-
correlation between Planck and SDSS (II and III) spectra
by Pullen et al. (2018). These early studies are com-
plemented by several upcoming ground-based dedicated
intensity mapping surveys such as COMAP (Li et al.
2016) for CO and TIME (Crites et al. 2014), CCAT-
prime, CONCERTO (Serra et al. 2016) for [CII]. More-
over, PIXIE (Kogut et al. 2011), the proposed NASA
Medium-class Explorer mission, has the capability of
high-precision measurement of [CII] over full-sky. There
are still many uncertainties in theoretical modeling of the
power spectrum of emission lines. However given its po-
tential and multitude of upcoming surveys dedicated to
intensity mapping with CO and [CII], it is worth explor-
ing the science potential.
In the presence of PNG, one needs to account for the
higher-order correlation functions in addition to the 2-
point function (or power spectrum in Fourier space) to
describe the statistics of primordial fluctuations. At
lowest order, the three-point function – or its Fourier
equivalent, the bispectrum – captures additional infor-
mation about PNG not captured by the power spectrum.
Commonly, the primordial bispectrum is parametrized in
terms of an overall amplitude fNL and a shape function.
Different models of inflation give rise to different shapes
of bispectrum. Therefore, constraints on the amplitude
of a given shape sets constraints on the physical mech-
anism at play during inflation. A non-zero primordial
bispectrum leaves a signature on the power spectrum of
biased tracers, by inducing a correction to the bias, which
can be used to constrain fNL. For the local shape in par-
ticular, the correction has a strong 1/k2 scale-dependence
(Dalal et al. 2008; Matarrese & Verde 2008). Since this
signal is not commonly sourced by other astrophysical
sources, it is considered a clean probe of local shape PNG
and has been already used to obtain constraint on f locNL
from redshift surveys (Slosar et al. 2008; Ross et al. 2013;
Giannantonio et al. 2014; Giannantonio & Percival 2014;
Ho et al. 2015; Leistedt et al. 2014).
As emission lines are biased tracers of underlying mat-
ter distribution, the presence of PNG induces a correc-
tion to the line bias. In this paper, we explore the po-
tential of future [CII] and CO intensity mapping surveys
in constraining PNG via the measurement of the clus-
tering power spectrum. We focus on PNG of the local
shape (Gangui et al. 1994; Wang & Kamionkowski 2000;
Verde et al. 2000; Komatsu & Spergel 2001), since its sig-
nature on the power spectrum is the most distinct, but
we also explore other shapes; namely equilateral (Crem-
inelli et al. 2006; Babich et al. 2004), orthogonal (Sen-
atore et al. 2010), and quasi-single field (Chen & Wang
2010) models. We first study what are the requirements
for a survey that can achieve the target sensitivity of
σ(f locNL) = 1, as a function of several parameters, includ-
ing integration time, survey area, and redshift coverage.
This is a theoretically motivated target, since all single-
field models of inflation in the attractor regime are ex-
pected to produce f locNL  1 (Maldacena 2003; Creminelli
& Zaldarriaga 2004). As the local shape is a sensitive
probe of multifield inflation, achieving such a precision in
the measurement of local non-Gaussianity would enable
us to distinguish between the two scenarios. Further-
more, on very large scales the general relativistic pro-
jection effects (Yoo 2010; Bonvin & Durrer 2011; Challi-
nor & Lewis 2011; Jeong et al. 2012; Bruni et al. 2012)
also give rise to an effective scale-dependent correction
to the linear bias similar to that due to local PNG with
f locNL = O(1), providing an “observational floor” for the
measurement of large-scale scale-dependent bias. Hav-
ing characterized “optimal instruments” for achieving
the target sensitivity on measurement of f locNL, we then
study how the constraints from such a survey depend on
the astrophysical model assumptions. We further dis-
cuss the impact of the foregrounds and discuss the scale
of the required survey and instrument design in the con-
text of planned and upcoming intensity mapping surveys
targeting CO and [CII] lines.
The rest of the paper is organized as follows: in Section
2 we review the theoretical model of the power spectrum
of the line intensity. Next, in Section 3, we describe the
instrument and survey attributes that we probe in order
to determine the optimal specifications for constraining
PNG of the local shape. After detailing our forecasting
methodology in Section 4, we present our results in Sec-
tion 5. Based on these results, we discuss the impact of
the foregrounds and the experimental landscape in Sec-
tion 6, and draw our conclusions in Section 7.
2. POWER SPECTRUM OF LINE INTENSITY
Here we discuss our model of the power spectrum
of line intensity in the presence of PNG. These models
have primarily built on existing models in the literature,
accounting for redshift-space distortions (RSD) and the
Alcock-Paczynski (AP) effect. In order to test the de-
pendence of model properties on the constraining power
for a given survey, we generate both fiducial and variant
models for CO(1-0) and [CII] line emission, for which
constraints are separately calculated for in Section 5.2.
2.1. Power Spectrum for Gaussian Initial Conditions
We use a simple model to describe the power spectrum
of line emission from galaxies over a wide redshift range,
which relates the mean intensity of the emission line to
the abundance of halos that host CO- or [CII]-luminous
galaxies (Visbal & Loeb 2010; Gong et al. 2011; Lidz
et al. 2011; Silva et al. 2015) (see Popping et al. (2016);
Vallini et al. (2018); Popping et al. (2019); Lagache et al.
(2018) and references therein for more detailed model-
ing of CO and [CII], based on semi-analytical models in
combination with hydrodynamical simulations).
The mean brightness temperature (typically in units
of µK) at redshift z is given by
〈Tline〉(z) = c
2fduty
2kBν2obs
∫ Mmax
Mmin
dM
dn
dM
L(M, z)
4piD2L
(
dl
dθ
)2
dl
dν
,
(1)
where fduty is the duty cycle of line emitters defined as
a fractional time the halo hosts a CO- or [CII]-luminous
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galaxy, or alternatively, the fraction of halos with mass
larger thanMmin that actively emit a given line at a given
redshift. dn/dM is the halo mass function (i.e. number
of halos per unit mass at a given redshift), L(M, z) is
the specific luminosity of the galaxy located in a halo of
mass M at redshift z luminous in a given line, and DL
is the luminosity distance. The terms dl/dθ and dl/dν
reflect the conversion from units of comoving lengths,
l, to those of the observed specific intensity: frequency,
ν, and angular size, θ. The term dl/dθ is equivalent to
comoving angular diameter distance, whereas
dl
dν
=
c(1 + z)
νobsH(z)
, (2)
where H(z) is the Hubble parameter at a given redshift.
Clustering of matter induces fluctuations in the bright-
ness temperature of the line.
On large scales the bias, bline(z), between the line in-
tensity and matter density fluctuations is assumed to be
linear, and the clustering component of the line intensity
power spectrum (typically in units of µK2 Mpc−3) can
be expressed as
Pclust(k, z) = [〈Tline〉(z)]2 b2line(z)P0(k, z), (3)
where k is the comoving wavenumber, P0(k, z) is the
linear dark matter power spectrum, and bline(z) is the
luminosity-weighted bias of the line intensity. Since CO
or [CII] are emitted from within halos, their bias can
be related to the bias of halos of mass M at redshift z,
bh(M, z) as
bline(z) =
∫Mmax
Mmin
dM dndM bh(M, z)L(M, z)∫Mmax
Mmin
dM dndM L(M, z)
, (4)
where Mmin and Mmax are the minimum and maximum
mass of the CO- and [CII]-luminous halos.
An additional contribution to the observed power spec-
trum arises due to the fact that galaxies are discrete trac-
ers of the underlying dark matter distribution, inducing
shot noise in our measurement. Assuming galaxies are
sampled from a Poisson process, this adds a contribution
to the line power spectrum which is given by the inverse
number density of galaxies luminous in a given line, i.e.,
in every mass bin ∆M , the added power amounts to
(fduty∆Mdn/dM)
−1
. The shot power can be expressed
as
Pshot(z) =
c4fduty
4k2Bν
4
obs
∫ Mmax
Mmin
dM
dn
dM
[
L(M, z)
4piD2L
(
dl
dθ
)2
dl
dν
]2
.
(5)
Note the shot-noise has linear dependence on fduty while
the clustering power spectrum has quadratic dependence.
Finally, the instrumental noise, discussed further in
Section 3, plays an important role and affects the pre-
cision with which PNG can be extracted from the inten-
sity mapping surveys. We defer the discussion of this
component to Section 3.1.
2.2. Astrophysical Model Variations
Intrinsic CO luminosity: There have been two ap-
proaches in the literature in modeling the CO luminos-
ity, the first uses empirical data to model the relation be-
tween CO and far-infrared (FIR) luminosities, the corre-
lation of FIR luminosity and star-formation-rate (SFR)
and the relation between the SFR and the halo mass
(Righi et al. 2008; Visbal & Loeb 2010; Lidz et al. 2011;
Pullen et al. 2013; Li et al. 2016). The second approach
considers the SFR required to reionize the neutral IGM
at high redshift and subsequently converts the SFR to
CO luminosity (Gong et al. 2011; Carilli 2011).
In our analysis, we follow the first approach and con-
sider two models. As our base model, we use the model of
Li et al. (2016). This model uses the results of Behroozi
et al. (2013a,b) for SFR(M, z), the average SFR as a
function of halo mass M and redshift z. Note that the
star formation rate of Behroozi et al. (2013a) only goes
to z ' 8. For higher redshifts (z > 8), we extrapolate
their result at lower redshift according to
log SFR(M, z) = min
[
SFR(M, z = 8) + 0.2943(z − 8)
, 3.3847− (0.2413z)] (6)
The SFR (in units of Myr−1) is related to the total
infrared luminosity LIR (in units of L) via Kennicut
relation (Kennicutt 1998) of the form
SFR(M, z) = δMF × 10−10LIR. (7)
The normalization depends on the assumptions of initial
mass function, the duration of star-formation, etc. As in
Behroozi et al. (2013a); Li et al. (2016), we take δMF =
1. The far-infrared luminosity LIR (in units of L) is
then related to the CO line luminosity L′CO (in units of
K kms−1pc2), through a power-law fit of the form
logLIR = α logL
′
CO + β. (8)
As in the fiducial model of Li et al. (2016), we use the
fit from Carilli & Walter (2013) which found α = 1.37
and β = −1.74 using a census of high redshift galaxies.
For CO(1-0), the line luminosity can then be expressed
in units of solar luminosity (LCO(1−0)) via the following
expression:
LCO(1−0) = 4.9× 10−5L′CO. (9)
The second set of models we consider assume a linear,
redshift-independent relation between mass and specific
luminosity LCO(1−0) = ACOM . These models also uti-
lize the Kennicut relation to connect the FIR luminosity
and SFR but assume a simple power-law relation be-
tween SFR and halo mass. For this linear model, we con-
sider two values for the amplitude (in units of LM−1 ):
ACO = {2 × 10−6, 6.3 × 10−7} corresponding to model
A of Pullen et al. (2013), and the value constraint by
the measurement of the CO power spectrum by Keating
et al. (2016). In Figure 1 we show the CO luminosity
as a function of mass for z = 2 for our base model and
the two linear models. For the model of Pullen et al., we
show the luminosity with and without the fduty factor.
Intrinsic [CII] luminosity: [CII] emission is sourced
from the colder diffuse media of galaxies (i.e., the
cold and warm neutral media, as well as the photon-
dominated regions around molecular clouds), and is well-
correlated with the FIR emission of galaxies (Stacey et al.
1991). In modeling the luminosity of [CII]-luminous
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Fig. 1.— The CO luminosity as a function of halo mass at z = 2
for the models we consider in this work. The Li et al. model is
plotted without the log-scatter parameters σCO and σSFR. The
red solid line corresponds to model A of Pullen et al. without
multiplying by fduty while the dashed red line shows this model
accounting for the fduty.
galaxies, we use the results of Silva et al. (2015) and con-
sider the 4 models they presented in that work, labeled as
M1,M2,M3,M4, which relate the [CII] luminosity to the
star formation rate via a power-law scaling relationship,
where
logLCII = aLCII × log SFR(M, z) + bLCII, (10)
with the values of aLCII and bLCII given in Table 1. Sim-
ilar to our model for CO(1−0), we adopt the SFR from
Behroozi et al. (2013a), utilizing the same extrapolation
for z > 8. In Figure 2 we show the [CII] luminosity as
a function of mass for z = 2 for the four models of Silva
et al. (2015).
TABLE 1
Parameters of the models of [CII] luminosity given in Silva
et al. (2015) that we consider in our forecast.
Model aLCII bLCII
M1 0.8475 7.2203
M2 1.0000 6.9647
M3 0.8727 6.7250
M4 0.9231 6.5234
In Figure 3, we show the CO and [CII] biases, calcu-
lated from Equation (4) for models of the specific lu-
minosity as outlined in the next subsection. In the top
panel, the red line corresponds to the model where the
star formation rate is given by Behroozi et al. (2013a,b),
while the blue line corresponds to the case where a linear
relation between the SFR and halo mass is assumed. The
bottom panel shows the bias for four models of [CII] lumi-
nosity given in (Silva et al. 2015). We note that the small
deflection at z ≈ 8 is an artifact of the extrapolation used
to extend the Behroozi et al. (2013a,b) fit for the star-
formation rate at a given halo mass to higher redshifts
(as given in Equation (6)), and is not physical. As this
effect only exists over a limited redshift window, where
mean brightness temperature is rapidly falling, and thus,
not likely to contribute much to the constraining power
Fig. 2.— The [CII] luminosity as a function of halo mass at z = 2
for 4 models of Silva et al. (2015) that we consider in this work,
labeled as M1,M2,M3,M4, as stated in the text.
Fig. 3.— Biases of CO (top) and [CII] (bottom) as a function of
redshift. Lines correspond to different models of specific luminosity
as stated in the text.
of a given survey, we do not expect this artifact to sig-
nificantly impact the analyses presented here.
Duty cycle, fduty versus log-scatter σline : There is
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large uncertainty in modeling fduty, since it is poorly con-
strained observationally. Some models assume the star
formation timescale, ts, sets the duty cycle for molecular
gas emission, such that fduty = ts/tage(z), where tage(z)
is the age of the universe (Visbal & Loeb 2010; Lidz et al.
2011; Pullen et al. 2013; Breysse et al. 2014). As the
star-formation timescale of the order ts = 10
8yr, at the
redshift range of 1 < z < 5 for instance, the duty cycle
is 0.017 < fduty < 0.085. This choice of fduty is made
based on the assumption that at high redshifts, z & 6,
galaxies undergoing extreme starburst-like events are the
dominant source of CO emission (Righi et al. 2008; Lidz
et al. 2011). At lower redshifts of z ∼ (1 − 4), how-
ever, several observations (Lee et al. 2009; Noeske et al.
2007; Tacconi et al. 2013) indicated a near unity value
of fduty, significantly larger than the values predicted by
this model. For CO, Li et al. (2016) consider an alter-
native model to describe the observed variation. They
adopt a pair of log-normal scatter parameters σSFR and
σLCO (which in principle can be combined into a single
parameter) in the relation between star formation rate
and specific luminosity with halo mass, while assuming
fduty ∼ 1. Keating et al. (2016) utilize a variation of this
model with a single, aggregate scatter parameter σline.
Under this model, the fduty terms in the mean bright-
ness and shot power terms is replaced by
pn,σ =
∫ ∞
−∞
dx
10nx√
2piσline
e−x
2/2σ2line , (11)
with n = 1 for 〈Tline〉, and n = 2 for Pshot. Note that
pn,σ is a monotonically growing function of σline, and is
always equal or greater than unity, while fduty ≤ 1. In
our forecast for CO with Li et al. and Keating et al.
luminosities, we consider a single scatter parameter as in
Keating et al. (2016) and set the value of σCO = 0.37,
corresponding to fiducial model of Li et al. (2016). For
Pullen et al., we use the fduty parametrization and we
consider fduty = ts/tage(z). For [CII], we will also only
consider a single scatter parameter and set it to σ[CII] =
0.37.
Mass function and the line bias: In our base model,
we use the Sheth-Tormen (ST) (Sheth & Tormen 1999)
mass function (assuming Sheth et al. (2001) halo bias).
To study the dependence of our forecast on the choice of
halo mass function we also consider the Press-Schecter
(PS) (Press & Schechter 1974; Bond et al. 1991) and Tin-
ker (TR) (Tinker et al. 2010) mass functions. In model-
ing the line bias, we consider two models, one where the
values of biases at a given redshift are fixed to be that
given by Equation (4). In the second case, assuming the
biases in each redshift bin to be independent of one an-
other, we vary one free parameter for the value of bias
in each redshift bin and marginalize over them to obtain
constraints on PNG. In this case, we assume the fiducial
values of the bias to be given by Equation (4).
Minimum mass of [CII]- and CO-luminous ha-
los: In this work, Mmin can be interpreted as the point
at which the observed correlations between line emis-
sion and star-formation rate (Equations 8 and 10) break
down, such that galaxies with host halos below this mass
do not significantly contribute to the global line emis-
sion. CO and [CII] emission are both sensitive to the gas
Fig. 4.— Mean brightness temperature as a function of redshift,
for three values of Mmin, for CO (top) and CII (bottom). The
CO luminosity is assumed to be given by Li et al. (2016), while
CII luminosity is taken to be M1 model of Silva et al. (2015).
We accounted for the scatter in the mass-luminosity relation as in
Equation (11) and used the Sheth-Tormen halo mass function.
metallicity of a given galaxy; CO particularly so, due to
its reliance on dust for shielding from photo-dissociation
(Carilli & Walter 2013; Sargent et al. 2014; Olsen et al.
2017). This may be especially important for low-mass
objects at high redshift, whose star formation histories
and stellar masses are too limited to have molecular gas
with enough chemical enrichment to show significant CO
or [CII] line emission. We therefore use Mmin as a proxy
for constraining the impact of such an effect. We adopt
a fiducial value of Mmin = 10
9M for the minimum halo
mass in our base model, and study the dependence of the
obtained constraints on the assumed value of Mmin by
considering three values for Mmin = {109, 1010, 1011}M.
In Figure 4, we show the dependence of the mean bright-
ness temperature 〈Tline〉 on the value of Mmin in our base
models of CO and [CII].
2.3. Scale-dependent Bias and PNG
In the presence of PNG, the statistics of initial fluctu-
ations is modified. In the limit of small non-Gaussianity,
the dominant NG contribution is from the three-point
function or equivalently its Fourier-space counterpart,
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i.e. the bispectrum, which is defined as
〈ζk1ζk2ζk3〉 = (2pi)3δ(3)(k1+k2+k3)Bζ(k1, k2, k3). (12)
The local shape PNG (Gangui et al. 1994; Wang
& Kamionkowski 2000; Verde et al. 2000; Komatsu
& Spergel 2001) is originated by super-horizon non-
linear evolution of curvature perturbations and peaks at
squeezed configuration with k1  k2, k3. This shape
is a probe of multi-field models of inflation, since it is
expected to be very small for single-field models (Malda-
cena 2003; Creminelli & Zaldarriaga 2004). In addition
to local shape, we also consider equilateral (Babich et al.
2004; Creminelli et al. 2006) and orthogonal shapes Sen-
atore et al. (2010), which can be generated in general
single-field models of inflation such as DBI models (Sil-
verstein & Tong 2004; Alishahiha et al. 2004). Addi-
tionally, we consider quasi-single-field model of inflation
(Chen & Wang 2010), in which the background dynam-
ics is determined by a single degree of freedom but there
exist additional scalar fields which can generate non-zero
primordial bispectrum. The templates of these shapes
are given by
Blocζ (k1, k2, k3) =
6
5
f locNLA
2
ζ
[
1
k4−ns1 k
4−ns
2
+ 2 perms
]
,
(13)
Beq(k1, k2, k3) =
18
5
A2ζf
eq
NL
{
− 2
(k1k2k3)2(4−ns)/3
+
[
− 1
k4−ns1 k
4−ns
2
+ 2 perms
]
+
[
1
k
(4−ns)/3
1 k
2(4−ns)/3
2 k
(4−ns)
3
+ 5 perms
]}
,
(14)
Borth(k1, k2, k3) =
18
5
A2ζf
orth
NL
{
− 8
(k1k2k3)2(4−ns)/3
+
[
− 3
k4−ns1 k
4−ns
2
+ 2 perms
]
+
[
3
k
(4−ns)/3
1 k
2(4−ns)/3
2 k
(4−ns)
3
+ 5 perms
]}
,
(15)
Bqsfν (k1, k2, k3) =
54
√
3
5
A2ζf
qsf
NL
k
3/2
t (k1k2k3)
3/2
Yν(8k1k2k3/k
3
t )
Yν(8/27)
,
(16)
where kt =
∑3
i ki, and Yν is the Bessel function of the
second kind of degree ν ≡√9/4−m2/H2, with m being
the mass of the extra scalar field present during inflation.
The total matter fluctuation is related to the curvature
perturbations via the Poisson equation. At linear order
δ0(k, z) =M(k, z)ζ(k), (17)
where
M(k, z) = −2
5
k2T (k)D(z)
ΩmH20
. (18)
D(z) is the linear growth factor normalized to unity to-
day (D(0) = 1) and T (k) is the matter linear transfer
function that satisfies T (k → 0) = 1. A non-zero primor-
dial bispectrum, therefore, induces non-zero contribution
to the matter bispectrum, in addition to that from grav-
itational evolution.
In addition to generating a contribution to the matter
bispectrum, the presence of PNG leaves an imprint on
the power spectrum of biased tracers by inducing a scale-
dependent correction to the linear bias. In particular, for
halo bias we have
bh(M, z)→ b˜h(M,k, z) = bh(M, z) + ∆bNGh (M,k, z).
(19)
For primordial bispectrum of the local shape, the correc-
tion to the linear bias has a strong 1/k2 scale-dependence
(Dalal et al. 2008; Matarrese & Verde 2008; Afshordi &
Tolley 2008)
∆bNG,loch (M,k, z) =
6
5
f locNLδc [bh(M, z)− 1]
M(k, z) , (20)
which has been used to constrain f locNL from the power
spectrum of LSS biased tracers such as galaxies and
quasars (Slosar et al. 2008; Ross et al. 2013; Giannanto-
nio et al. 2014; Giannantonio & Percival 2014; Ho et al.
2015; Leistedt et al. 2014). Note that for the local shape,
the mass dependence of the scale-dependent bias is the
same as the linear Gaussian bias. For a general non-
Gaussian shape, this is not necessarily the case. The cor-
rection to the halo bias due to a general shape of primor-
dial bispectrum Bζ(k1, k2, k3), is given by
1(Desjacques
et al. 2011a,b)
∆bNGh (M,k, z) =
2F (3)R (k, z)
MR(k, z) (21)
×
[
(bh(M, z)− 1)δc + dlnF
(3)
R (k, z)
dlnσR
]
,
where δc = 1.686, is the threshold of spherical collapse at
redshift zero, and σR is the variance of the density field
smoothed on a scale R(M) = (3M/4piρ¯)1/3,
σ2R(z) =
∫ ∞
0
dk
2pi2
k2Pζ(k)M2R(k, z). (22)
MR(k, z) = WR(k)M(k, z), where WR(k) is the window
function which we chose to be Fourier transform of a
spherical top-hat filter with radius R,
WR(k) =
3 [sin(kR)− kR cos(kR)]
(kR)3
. (23)
The shape factor, F (3)R (k, z) is defined as
F (3)R (k, z) =
1
4σ2R(z)Pζ(k)
×
∫
d3q
(2pi)3
[MR(q, z)MR(|k− q|, z)
×Bζ(−k,q,k− q)] . (24)
For details of the derivation of the above result, we refer
the interested reader to Desjacques et al. (2011a,b). We
briefly comment here on the physical interpretation of
1 See Scoccimarro et al. (2012) for an alternative derivation.
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the two contributions in Equation (21). The abundance
of halos depends on the height of threshold regions, often
parametrized as ν = δc/σ
2
R. The presence of primordial
bispectrum, modulates the variance of the small scale
density field such that the variance and hence ν, vary
from point to point. This is the origin of the first term in
square brackets in Equation (21). Additionally, variation
of ν also changes the mapping between mass interval and
threshold height, which gives rise to the second term in
Equation (21). This mass-dependent contribution is im-
portant for most shapes of primordial bispectrum apart
from the local shape, in particular for lower mass halos.
As is shown for in Figs. 1 and 2, at z = 2 for instance,
halos of masses of ∼ 1012Mh−1 are the dominant con-
tribution to the CO/CII luminosities. We therefore use
the full expression given in Equation (21) in our analysis.
As emission lines, such as that from CO and [CII], are
biased tracers of the underlying dark matter distribution,
the scale-dependent correction to their bias can be used
to obtain constraints on the level of PNG (e.g., Camera
et al. (2013, 2015); Alonso et al. (2015)). In the presence
of non-zero primordial bispectrum, the line bias is given
by Equation (4), replacing the Gaussian linear halo bias
bh(M, z) by b˜h(M,k, z), as defined in Equation (19), with
non-Gaussian correction given by Equation (21).
In Fig. 5 we show the correction to the CO bias due to
PNG of local, equilateral, orthogonal and quasi-single-
field models, given in Equation (21) for z = 2 (z = 4)
in the top (bottom) panel. The dashed lines indicate
negative values. Note that at a fixed redshift, the lower
the mass of halos, the larger is the contribution from the
second term in Eq.(21). For a fixed halo mass, the higher
the redshift, the less significant is the second terms.
Note that in the presence of PNG, there are two ad-
ditional contributions to the halo bias (Desjacques et al.
2009) that we have neglected, first is a scale-independent
contribution which arises due to the modification of the
halo mass function due to PNG (Slosar et al. 2008; Af-
shordi & Tolley 2008). The second is a scale-dependent
correction due to corrections to matter power spectrum
in the presence of PNG (Scoccimarro et al. 2004; Taruya
et al. 2008; Pillepich et al. 2010). We also neglect the cor-
rections to the line bias that are directly induced by the
modification of the mass function (LoVerde et al. 2008)
in Equation (4).
2.4. Additional Effects
We account for two additional effects in modeling the
observed power spectrum: redshift-space distortion, and
the Alcock-Paczynski effect. RSD arises from the fact
that the power spectrum is measured in redshift space
rather than real-space, where the peculiar velocities of
galaxies modify their distribution. At linear level, the
effect is captured by Kaiser effect (Kaiser 1987) which
enhances the matter density field by a factor of (1+fµ2),
where f is the logarithmic growth factor. At non-linear
level, its effect is parametrized as a suppression factor on
small-scale densities. The line power spectrum therefore
becomes
P sclust(k, µ, z) = Pclust(k, z)
[
1 + µ2β(k, z)
]2
× exp
(
−k
2µ2σ2v
H2(z)
)
, (25)
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Fig. 5.— The correction to linear bias of CO due to primordial
bispectrum at z = 2 (top) and z = 4 (bottom). Dashed (solid)
lines indicate negative (positive) values. We considered f shapeNL = 1
and for qsf model, ν = 1.
where β(k, z) = f/bline(k, z), σv is the 1D pairwise veloc-
ity dispersion of the galaxies, H(z) is the Hubble expan-
sion rate and Pline(k, z) is given by Equation (3) replac-
ing b1(z) by b˜1(k, z) as in Equation (19). The velocity
dispersion is further defined as
σ2v = (1 + z)
2
[
σ2FOG(z)
2
+ c2σ2z
]
, (26)
and has two contributions at a given redshift: one from
the finger-of-god (FOG) effect (Seo & Eisenstein 2007)
and the other due to the intrinsic line width of individual
emitters, over which the emission is smeared out. We
assume the redshift dependence for the FOG effect to be
σFOG(z) = σFOG,0
√
1 + z, (27)
and vary a σFOG,0 as a free parameter in our forecast.
We further assume σz = 0.001(1 + z).
The second effect, the Alcock-Pazcynski effect origi-
nates from the fact that we infer the distances from the
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observed redshifts and angular position of galaxies as-
suming a reference cosmology. If the reference cosmology
is different than the “true” one, the radial and transverse
distances are distorted with respect to the true values.
The observed line intensity power spectrum of the refer-
ence cosmology is related to that in true cosmology as
(Seo & Eisenstein 2003)
P˜ sclust(k˜, µ˜, z) =
Htrue(z)
Href(z)
[
DA,ref(z)
DA,true(z)
]2
P sclust(k, µ, z),
(28)
where DA is the angular diameter distance and the dis-
tance ratios account for the difference in volume between
the two cosmologies. The tilde coordinates are those in
reference cosmology and are related to those in true cos-
mology as
k = k˜
[
(1− µ˜2) D
2
A,ref(z)
D2A,true(z)
+ µ˜2
H2true(z)
H2ref(z)
]1/2
,
µ = µ˜
k˜
k
Htrue(z)
Href(z)
. (29)
We take the reference cosmology to be our fiducial model,
as will be discussed in Section 4.
3. INSTRUMENT AND SURVEY DESCRIPTION
For our analysis, we evaluate a given survey as a func-
tion of five different primary attributes: the per-mode
noise, the sky coverage, the redshift coverage, as well as
the minimum and maximum spatial scales recoverable
within the survey.
3.1. Instrumental Noise
For a single mode, k, the estimated instrumental noise
is given by
PN = σ
2
NVvox, (30)
where σN is the RMS noise within a single voxel, of vol-
ume Vvox, in our hypothetical image cube. This volume
can be further defined as
Vvox = Ωbδν
(
dl
dθ
)2
dl
dν
, (31)
where Ωb is the field-of-view for the instrument, δν is
the width (resolution) of a single frequency channel, and
the terms dl/dν and dl/dθ reflect the change in units.
Utilizing the radiometer equation, we can rewrite σN as
σN =
Tsys,RJ
τintδν
√
NpolNbeam
, (32)
where Tsys,RJ is the system temperature of the instru-
ment (under the Rayleigh-Jeans approximation), τint is
the integration time per single pointing of the instru-
ment, Npol is the number of polarizations the instrument
is sensitive to, and Nbeam is the number of independent
spatial positions (i.e., beams) instantaneously sampled
on the sky. We note here that for incoherent detectors –
like those typically used in the sub-mm/FIR regime that
the [CII] line will be found in – one typically reports the
sensitivity in terms of noise-equivalent power (NEP; typ-
ically expressed in units of W Hz−1/2). The NEP, defined
in terms of the power absorbed by the detector (i.e., the
electrical NEP), can be related to Tsys,RJ as
Tsys,RJ =
NEP
kBηinst
√
2δν
, (33)
where ηinst is the end-to-end optical efficiency (including
the optical throughput and absorber efficiency of the in-
strument). Assuming total integration time, τtot, is equal
to τint multiplied by the ratio of the total survey area,
Ωsurvey, to that of the primary beam (i.e., the number of
independent pointings required for a given survey), and
combining Equations (30) and (32), we find
PN =
T 2sys
τtotNbeam
Ωsurv
(
dl
dθ
)2
dl
dν
. (34)
In Equation (34), we assume that the per-mode noise
is primarily dominated by the thermal or photon noise
of the instrument, absent significant contributions from
continuum or other foreground (or background) contam-
inants that may affect a given survey. We further discuss
the validity of this assumption, and what how such con-
tamination may limit a given survey, in Section 6.1.
3.2. Redshift Coverage
In principle, surveys targeting higher redshift provide
larger volumes, giving access to more modes on the large
scales where the constraining power on f locNL is the great-
est. However, this advantage can be offset by several
other aspects, not the least of which is that the emission
from high redshift may be much weaker than that from
lower redshift (as shown in Figure 4). The situation is
further complicated by he frequency-dependent contribu-
tions to the instrumental noise (e.g., limited transmission
of the atmosphere at high frequencies), which may fur-
ther drive one to a particular redshift range. We discuss
these effects further in Section 3.6, and note that in our
analysis, we assume no meaningful emission exists be-
yond z = 10, such that there is no direct gain for a given
survey to probe beyond this redshift.
3.3. Sky Coverage
Similar to the redshift coverage, access to larger ar-
eas of the sky affords a given survey the ability to probe
larger volumes, and therefore larger modes. However,
this increase in power is offset by decreased time spent
per position on the sky, translating to increased noise
per-voxel and per-mode, as shown in Equation (30). Ad-
ditionally, accessing larger areas of the sky may neces-
sitate observing in areas of the sky where Galactic fore-
ground emission becomes increasingly significant. The
ability to access these areas depends not only on the abil-
ity to accurately model such emission, but also to model
and well-calibrate the instrumental response. While we
have not explicitly modeled this emission in our anal-
ysis, we assume that this emission is likely to produce
correlated errors in the northern and southern Galactic
hemispheres, such that the largest mode accessible is set
(in part) by the largest contiguous patch of sky observed
in a survey.
For the purposes of our analysis, we set the maxi-
mum allowable value of fsky to be 80%, assuming that
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at least 20% will be sufficiently contaminated by Galac-
tic emission to make intensity mapping analyses of this
area impractical. This limit is likely an optimistic upper
threshold as to what could be achieved with a large-area
mm/sub-mm survey (Switzer 2017) – in Section 5.1, we
explore further how the change of fsky impacts our final
estimate for σ(fNL) in a given survey.
3.4. Maximum Recoverable Length Scale
While the total volume – set by the redshift and the
sky coverage – sets the maximum length-scale theoret-
ically accessible by a given survey, foreground emission
and errors in instrument calibration will set limits on
which modes are practical for use in an intensity map-
ping analysis. We describe the lowest wavenumber recov-
erable as kmin, where kmin,⊥ and kmin,‖ are the minimum
wavenumbers in the direction perpendicular and parallel
to the line of sight. The value of kmin is set in part by
two distinct groups of modes that are likely to be cor-
rupted by foregrounds, which we will want to exclude or
otherwise down-weight in our analysis.
The first set of modes are those purely perpendicular
to the line of sight, where the power from continuum
emission is likely to vastly exceed that from the target
of interest (Keating et al. 2015). Even with accurate
models, non-smooth spectral structure can be imparted
by the frequency-dependent response of the instrument,
making a sheet of modes around kz = 0 difficult to utilize
in an intensity mapping auto-correlation measurement.
As the bandwidth of a given redshift interval grows, so
too does the sum total continuum power within the map,
the residual power from which will eventually bleed into
modes outside of the kz = 0 sheet, which can add system-
atic noise to our measurement. Rather then calculating
this contribution – which depends heavily on the instru-
ment respones – we instead define ηmin as the ratio of the
observed frequency divided by the maximum bandwidth
over which the frequency-dependent response of the in-
strument (in the presence of foregrounds) is assumed to
be smooth. We then define the maximum recoverable
spatial scale in the direction parallel to the line of sight
as
k‖,min = 2piηmin
[
νobs
dl
dν
]−1
. (35)
As a practical consideration, we note here that the lowest
value of ηmin possible for a given experiment is set by the
redshift coverage of that experiment (e.g., for a survey
where ∆z/z = 0.1, ηmin ≥ 10). We further impose a limit
of ηmin ≥ 0.5. We also note that under this framework,
there may be indirect gain from measurements outside
the nominal redshift window of z = [0− 10] discussed in
Section 3.2, as the increased bandwidths may allow one
to achieve lower values of ηmin inside the frequency range
of interest.
The second set of likely corrupted modes are those
purely parallel to the line of sight, which can be af-
fected by position-dependent errors in the estimated to-
tal power (i.e., frequency-independent amplitude errors),
arising from either instrumental noise or foregrounds. In
the 3D power spectrum, this will make a cylinder of
modes around the kz axis relatively difficult for an in-
tensity mapping experiment to access, where the width
of this cylinder is set by the angular diameter of the
survey area, which can be written as a function of the
sky-coverage for the experiment. For the purposes of our
analysis, we assume this limit is set by the survey area
of a single contiguous patch of the sky, and therefore
the maximum recoverable spatial scale in the direction
perpendicular to the line of sight is given by
k⊥,min ≈ 2pi
[
2 sin (θmax/2)
dl
dθ
]−1
, (36)
where θmax is the largest angular scale covered by a given
survey. Generally speaking, we assume that θmax =√
Ωsurv, although we note that for very large-area sur-
veys, θmax may be limited by Galactic emission. Given
that angular scales larger than 180 degrees may suffer
from degraded sensitivity due to increased foregrounds
from Galactic emission, we set a limit of θmax < 160
◦
(i.e., surveys are restricted to β > 10◦). We further as-
sume that for fsky > 0.4, area coverage is equally split
in half between northern and southern Galactic hemi-
spheres, such that θmax =
√
Ωsurv/2. This effectively
down-weights the largest angular scales a full-sky survey
hypothetically has access to, which are most likely to be
contaminated by Galactic foreground emission (Switzer
2017). We note that at high redshift, this has only a
marginal impact on the lowest value of k that can be
accessed by a given survey, which is generally more sen-
sitive to the value of ηmin.
To account for the loss of the aforementioned modes,
we assume that there is some scale over which the com-
bination of astrophysical foregrounds (or their residuals
after modeling) and the instrumental response are rela-
tively smooth, which can then be subtracted out of the
data. This is equivalent to dropping modes where kz = 0
or kx = ky = 0, with some loss of sensitivity in modes
around kz ≈ 0 or kx ≈ ky ≈ 0, the degree of which
depends on the size and shape of the smoothing kernel.
Assuming two kernels are used (one for the spatial do-
main, one for the spectral), the size of which are set by
kmin,⊥ and kmin,‖, then we estimate the attenuation of
the signal of interest as
αmin(k⊥, k‖) =
(
1− e−k2⊥/(k⊥,min/2)2
)
×
(
1− e−k2‖/(k‖,min/2)2
)
(37)
We note that the loss estimated in Equation (37) is only
an approximation, and does not account for calibration
errors that may cast power into modes at higher values
of k. However, this additional source of error can be, to
first-order, approximated as an increase in the per-mode
noise in the power spectrum. While not explicitly mod-
eled in our analysis, we discuss a related scenario under
which the effective integration time is reduced (leading
to an increase in the per-mode noise) in Section 5.1. We
further note that ηmin and θmax may reflect optimistic
estimates for a given survey, and further consider the im-
pact of more pessimistic limits on our optimized survey
in Section 6.1.
3.5. Minimum Recoverable Length Scale
The minimum size-scale recovered, which corresponds
to the maximum wavenumber kmax at which our instru-
ment has sensitivity, is set by the spatial and spectral res-
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olution of the instrument. Larger apertures (with smaller
fields of view) and finer frequency resolution correspond
to greater values kmax, while coarser spectral resolution
and smaller aperture sizes correspond to smaller values.
We can further define the minimum scale recoverable in
the direction perpendicular to the line of sight as
kmax,⊥ ≈ 2pi
[
c/νobs
Dant
dl
dθ
]−1
, (38)
and the minimum scale recoverable in the direction par-
allel to the line of sight as
kmax,‖ ≈ 2pi
[
δν
dl
dν
]−1
. (39)
In Equation (38), Dant is the diameter of the aperture
used for our hypothetical survey. We assume the attenua-
tion of the signal due to finite resolution of th instrument
to be
αmax(k⊥, k‖) = e
−(k⊥2/k2⊥,max+k‖2/k2‖,max) (40)
For local shape PNG, the constraining power for a
given survey is expected to be relatively insensitive to the
value of kmax, as the enhancement in power is strongest
on the largest length scales (i.e., modes with wavenum-
bers k < 10−2). Our final estimate for the constraining
power for a given survey is relatively insensitive to the
value of kmax. However, for other shapes, the constraints
on PNG can significantly depend on the value of kmax.
3.6. Generalized Instrument Description
While there are existing and upcoming instruments for
conducing CO and [CII] intensity mapping-focused sur-
veys, none exist that are specifically focused on probing
PNG. Therefore, rather than focusing on specific exist-
ing instruments, as was done in Moradinezhad Dizgah
et al. (2019), we seek to define the scope of the instru-
ment required to achieve σ(f locNL) = 1, while minimizing
the effective “cost” of such an instrument. As a sim-
ple, first-order approximation, we assume that this cost
is proportional to
χinst = Nbeam log2(νmax/νmin)τint,hr, (41)
where τint,hr is the total on-source integration time for
a given survey (in hours), while νmin and νmax are the
minimum and maximum frequency covered by a given
survey. We further define the number of octaves of spec-
tral coverage as Noct = log2(νmax/νmin). As it is con-
structed, Equation (41) produces a value with units of
beam-octave-hours (abbreviated henceforth as BOHs).
For both CO and CII, we consider an instrument of fixed
aperture size, spectral resolution, and given noise perfor-
mance, allowing the sky and redshift coverage to vary as
free parameters.
As the atmosphere is generally transparent below 50
GHz, a ground-based instrument would be capable of
surveying CO(1-0) at z & 1. For this instrument, we as-
sume a 6-meter aperture with spectral resolving power,
R = νobs/δν, of R = 1000 (i.e., 300 km/sec spec-
tral resolution). For modeling the system temperature,
we utilize a simple model based on the performance of
present and future heterodyne-based radio astronomy in-
struments for centimeter wavelengths (e.g., Velazco et al.
2017; Prestage 2006; Murphy 2018), where
Tsys =
{
νobs (K/GHz) : νobs ≥ 20 GHz,
20 K : νobs < 20 GHz.
As the experiment under consideration is ground-based,
we assume that only one of two Galactic hemispheres is
sufficiently accessible for our hypothetical CO intensity
mapping survey, such that fsky < 0.4.
In contrast to CO(1-0), the 158-micron line of [CII]
is relatively inaccessible from the ground at z . 4, due
to limited atmospheric transmission at sub-mm wave-
lengths. We therefore consider a space-based experi-
ment for [CII] intensity mapping, modeled loosely on the
Planck satellite mission. For this instrument, we con-
sider a 1.5-meter aperture with R = 80, and a passively
cooled aperture with a temperature of 40 K and 1% emis-
sivity, in rough agreement with the design specifications
for Planck (Planck Collaboration et al. 2011a). In mod-
eling the sensitivity of the instrument, we include pho-
ton noise contributions of the CMB (TB = 2.725 K), as
well as that of Galactic (TB = 18 K) and Zodiacal dust
(TB = 240 K). We assume that the emissivity of the dust
(ε) can be described as a function of frequency,
ε = ε◦(ν/ν◦)β , (42)
where ε◦ = 2 × 10−4, ν◦ = 3 THz, β = 2 for Galactic
dust emission, and ε◦ = 3× 10−7, ν◦ = 2 THz, β = 2 for
Zodiacal dust emission (Finkbeiner et al. 1999; Fixsen
& Dwek 2002). We assume our [CII]-focused instrument
is background photon noise limited, requiring a detec-
tor NEP of . 1018 W Hz1/2, in line with an upcoming
generation of advance detectors for FIR astronomy (e.g.,
Khosropanah et al. 2016).
4. FORECASTING METHODOLOGY
4.1. Fisher Information Matrix
We use the Fisher matrix formalism to forecast the po-
tential of future CO and [CII] intensity mapping surveys
to constrain PNG of several shapes, namely local, equi-
lateral, orthogonal and quasi-single-field, focusing pri-
marily on the local shape. In general, the Fisher in-
formation matrix is defined as
Fαβ = −
〈
∂2ln L(x,λ)
∂λα∂λβ
〉
, (43)
where L is the likelihood of the data x given the param-
eters λ. In the case that all parameters are fixed except
for say αth parameter, the 1σ error on this parameter is
σ(λα) = 1/
√
Fαα. Otherwise, if marginalized over all the
other parameters, σ(λα) =
√
F−1αα .
Assuming a Gaussian likelihood, for a data of mean
µ =< x > and covariance matrix C ≡ 〈xxT 〉−µµT , the
Fisher matrix can be written as:
Fαβ =
1
2
tr
[
C,αC
−1C,βC−1
]
+ µT,αC
−1µ,β , (44)
where (,α) denotes the derivative with respect to param-
eter α. For the 3D intensity mapping, the average power
spectrum in a thin shell of radius ki, width dki and vol-
ume Vi = 4pik
2
i dki/(2pi)
3 in Fourier space is measured.
Therefore, for each redshift bin and angle, we have a
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non-zero mean and covariance. The dominant term of
the Fisher matrix is, thus, the second term in Equation
(44).
For a redshift bin zi, the Fisher matrix is given by:
F iαβ =
∫ 1
−1
∫ kmax
kmin
k2dk dµ
8pi2
Veff(k, µ, zi)
× ∂lnP˜
s
clust(k, µ, zi)
∂λα
∂lnP˜ sclust(k, µ, zi)
∂λβ
, (45)
where Veff is the effective volume of a given redshift bin
defined by:
Veff '
[
P˜ sclust(k, µ, zi)
P˜ sclust(k, µ, zi) + Pshot(zi) + P˜N (k, µ)
]2
Vi,
(46)
where P˜ sclust is the clustering component of CO or
[CII] power spectrum in redshift-space, Pshot is the
shot-noise given in Equation (5) and P˜N(k, µ, z) =
PNα
−1
max(k, µ)α
−1
min(k, µ) is the effective instrumental
noise as discussed in Section 3. For a survey covering
a fraction of the sky fsky, the volume of a redshift bin
between zmin and zmax is:
Vi =
4pi
3
× fsky
[
d3c(zmax)− d3c(zmin)
]
, (47)
where dc(z) is the comoving distance from redshift z
dc(z) =
∫ z
0
c
H(z)
dz. (48)
In all our forecasts, we vary 5 cosmological parame-
ters: the amplitude As, and the spectral index ns of the
primordial fluctuations, the Hubble parameter h, the en-
ergy density of cold dark matter Ωcdm and baryons Ωb.
Additionally we vary the amplitude of primordial bispec-
trum of a given shape f shapeNL , as well as a single parame-
ter σFOG0 for the velocity dispersion (assuming that the
redshift-dependence of the velocity dispersion is given by
σFOG = σFOG0
√
z). When considering the PNG shape
from quasi-single model, we also vary the parameter ν,
which quantifies the mass of the extra scalar field present
during inflation. In our base model, we fix the line bias
to that given in Equation (4). We also consider the case
that no prior knowledge of the the values of the biases
is assumed and biases in each redshift bin are taken as
a free parameter to be marginalized over. Therefore,
when varying the biases, our parameter array is given
by: λ =
[
ln(1010As), ns, h,Ωcdm,Ωb, f
shape
NL , σFOG,0,b
]
,
where b is an array of biases in the redshift bins con-
sidered. We set the fiducial values of the cosmological
parameters to that from Planck 2015 data (Planck Col-
laboration et al. 2016b) with ln(1010As) = 3.067, ns =
0.9672, h = 0.6778,Ωcdm = 0.2583,Ωb = 0.04856. We
choose the fiducial value of f shapeNL = 1, ν = 1 and
σFOG,0 = 250 kms
−1. When varying the biases, their
fiducial values are set according to Equation (4).
For each redshift bin, we take kmin = 2pi(3Vi/4pi)
−1/3
where Vi is the volume of the corresponding bin. We set
the kmax = 0.15 h Mpc
−1 at z = 0. At higher redshifts,
we obtain the kmax such that the following condition for
the variance of the linear matter density field is satisfied:
σ2(z) =
∫ kmax(z)
kmin(z)
d3k
(2pi)3
P0(k, z) = const = σ
2(z = 0).
(49)
This choice ensures that at a given redshift z, we are in
the regime where the fluctuations in matter density are
in nearly linear regime where the perturbation theory
is valid. We further impose a more conservative upper
bound of kmax ≤ 0.3 to ensure that our assumptions of
linear bias and linear RSD (linear Kaiser term) are valid.
5. RESULTS
For our survey optimization analysis, we evaluate the
best achievable value of σ(f locNL) given a fixed cost χinst
by using a simulated annealing algorithm to identify the
optimal sky and redshift coverage. The results of this
analysis are shown in Figure 6, where we have imposed
the Planck priors on cosmological parameters. Given the
aforementioned survey constraints found in Section 3.6,
we find that for CO, achieving σ(f locNL) = 1 requires a
minimum of 3.2 × 107 BOHs, which optimally requires
redshift coverage of z = [2.2 − 9.3] and sky coverage of
fsky = 0.18. For [CII], achieving the same target for
σ(f locNL) requires a minimum of 1.8×106 BOHs, with red-
shift coverage of z = [1.5 − 7.2], and sky coverage of
fsky = 0.34.
In the top row of Figure 7, we show how adjusting each
of the survey parameters (fixing all the others) affects the
constraint on σ(f locNL) for both CO and CII intensity map-
ping surveys, compared to optimized survey parameter
values. We find that the optimized surveys are only mod-
erately sensitive to the input parameters, with changes
of 10% (or more, in the case of Noct and fsky producing
negligible changes (< 5%) in σ(f locNL). In the matrix plots
shown at the bottom of Figure 7, we show the impact of
varying simultaneously two of the four survey parame-
ters for CO (shown in plots above the diagonal) and CII
(plots below the diagonal). The contours correspond to
constant σ(f locNL) constraints with values indicated on the
lines.
5.1. Dependence on Survey Parameters
Effective integration time requirements: Shown in the
top panel of Figure 6 is the best value of σ(f locNL) achiev-
able (with constraints on detector noise and survey pa-
rameters) as a function of BOHs – a proxy for the effec-
tive integration time (i.e., the number of detectors mul-
tiplied by the integration time). For both CO and [CII]
experimental setups, the constraints improve as χ−1/2,
until one reaches σ(f locNL) ≈ 0.4, at which point added
integration time provides diminishing returns. Not co-
incidently, this is also the point at which the volume
of the surveys are roughly maximized, such that cosmic
variance contributes an increasingly large fraction to the
overall uncertainty in the constraint.
Redshift and spectral coverage: For even the most
modest of constraints on f locNL, both CO and [CII] inten-
sity mapping require a significant spectral coverage. This
can be understood in the context of high-redshift nature
of these optimized surveys. At high redshift (z > 2),
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Fig. 6.— The minimum number of BOHs required to achieve a
target σ(f locNL) is shown (top panel), with the median redshift (sec-
ond panel), the spectral coverage expressed as the number of oc-
taves (third panel), and the required sky coverage (bottom panel)
for an optimized survey to achieve said target. The survey con-
straints and instrument noise properties are given in Section 3.6.
In the top panel, the best achievable values for σ(f locNL) differ for
CO and [CII] primarily due to the difference in maximum sky cov-
erage: our ground-based setup for CO is assumed to have access to
half of the sky (and thus, approximately half the number of unique
modes) available to the space-based setup for [CII].
the change in comoving distance as a function of frac-
tional change scale-factor, a, is smaller than it is at low
redshift, which makes accessing the largest length-scales
difficult without wide redshift coverage. Adding to this
is the loss of modes around k‖ = 0, which are presumed
to be contaminated by continuum emission. The com-
bination of the two factors requires both PNG-focused
CO and [CII] intensity mapping surveys to have more
than an octave of coverage in order to efficiently produce
meaningful constraints on σ(f locNL), such that they offer
an improvement on the constraints from Planck. How-
ever, most optimized survey configurations do not require
much spectral coverage beyond this range. For both CO
and [CII] intensity mapping, the optimal spectral cover-
age generally resides between 1.5 and 2 octaves (i.e., a
factor of 3-4 in spectral coverage), with the median red-
shift generally set around z ≈ 5. As shown in Figure 7,
we find that for a survey with a target of σ(f locNL) = 1,
said survey is only weakly dependent on the precise red-
shift coverage, particularly when the number of octaves
remains fixed.
We note the appearance of a small, step-like feature
that can be seen in both the median redshift and number
of octaves for the optimized surveys, which appears to be
an artifact of the redshift binning interval chosen for our
analysis (log10(∆[1 + z]) = 0.1). As the sensitivity to
these parameters is sufficiently small (see Figures 6 and
7), these artifacts are unlikely to meaningfully affect our
analysis. We also note that the up-tick in the optimal
spectral coverage around σ(f locNL) . 0.2 is driven in large
part by our assumption that broader spectral coverage
allows access to a handful of modes with very low values
of k‖, as accessing these modes becomes more important
as one approaches the cosmic variance limit.
Sky Coverage: For the optimized cases shown in Fig-
ure 6, fsky scales almost linearly with the required in-
tegration time, such that for a target σ(f locNL) & 0.6, the
per-mode remains roughly constant (PN ∼ 104µK2 Mpc3
for CO, PN ∼ 103µK2 Mpc3 for [CII]). Therefore, most
of the gain in constraining power for an optimized exper-
iments comes from having more modes to average over,
by way of surveying an increasingly large volume.
Minimum recoverable scale: To verify our assumption
in Section 3.5 that the minimum recoverable scale will
have little effect on the constraining power of a given
survey, we additionally test the dependence of the spa-
tial and spectral resolution (controlled by Dant and R)
– both of which affect the maximum value of k acces-
sible by a given experiment. To test this, we evaluate
the marginalized constraint on σ(f locNL) when Dant is al-
lowed to vary between 0.3 and 30 meters, and R is al-
lowed to vary between 10 and 1000. Generally speaking,
we find that the constraining power of a given survey
is minimally affected by changes in spatial and spectral
resolution, generating changes on the order of only a few
percent; larger losses in constraining power are only when
Dant or R reach their respective minima. We further find
that these losses only appear significant (i.e., > 10%)
when the spectral or spatial resolution limits correspond
to kmax . 10−2 hMpc−1.
5.2. Dependence on the astrophysical model
With our optimized survey designs for CO and [CII]
defined, we now seek to understand how the constraints
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Fig. 7.— The effects of adjusting the four survey parameters on our optimized surveys. Top row: The value of σ(f locNL) achieved when
adjusting a single parameter (and holding all others constant) for the optimized CO (blue) and CII (red) intensity mapping surveys, with
respect to the survey parameter values (diamonds) required for the σ(f locNL) = 1 target, as discussed in Section 5. We find that the optimized
surveys are only moderately sensitive to the input parameters, with changes of 10% (or more, in the case of Noct and fsky) producing
negligible changes (< 5%) in σ(f locNL). Bottom panels: The impact of varying two of four parameters simultaneously for CO (shown in plots
above the diagonal) and CII (plots below the diagonal).
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on local non-Gaussianity depend on astrophysical mod-
eling, i.e. the choice of specific luminosity, halo mass
function and the minimum mass of halos hosting a given
line. We also test how our forecast is affected by model-
ing the line bias. In all the tables below the constraints
are obtained for the fiducial value of f locNL = 1, marginal-
izing over all the other parameters as discussed in Section
4, and imposing the Planck priors.
In Tables 2 and 3 we show the dependence of the fore-
casted constraints on the assumption of CO and CII lu-
minosity. In addition to our base luminosity models, for
CO, we considered two models with linear relation be-
tween CO luminosity and halo mass as explained in Sec-
tion 2.2. The Keating et al. (2016) model for specific lu-
minosity implies an improved constraint on PNG (about
20% better than our base model), whereas the Pullen
et al. model would imply a weaker constraint (a factor
of 4 decrease in constraining power), versus what our
fiducial model would suggest. For [CII], we considered
the four models in Silva et al. shown as M1,M2,M3,M4.
The constraints are the best (worst) for M1 (M4) model.
The constraints can vary by nearly a factor of 7, depend-
ing on the assumed model of CII luminosity.
TABLE 2
Dependence of the 1-σ marginalized constraints on local
non-Gaussianity on the modeling of CO luminosity.
LCO(M, z) σ(f
loc
NL)
Li et al. 1.00
Keating et al. 0.807
Pullen et al. 3.61
TABLE 3
Dependence of the 1-σ marginalized constraints on local
non-Gaussianity on the modeling of [CII] luminosity.
L[CII](M, z) σ(f
loc
NL)
M1 1.00
M2 1.22
M3 4.08
M4 6.75
In Table 4, we show the dependence of the forecasted
constraint on the assumption of the mass function. In
addition to Sheth-Tormen (ST) considered in our base
model, we consider Press-Schecter (PS) and Tinker (TR)
functions. The choice of the mass function affects the
constraints from CII and CO similarly. Using the PS
function degrades the constraint on PNG by a few per-
cent with respect to the ST function, while using TR
function degrades the constraints by nearly a factor of 3.
TABLE 4
Dependence of the 1-σ marginalized constraints on local
non-Gaussianity from CO and [CII] on the assumption of
halo mass function.
dn/dM CO : σ(f locNL) [CII] : σ(f
loc
NL)
PS 1.09 1.02
ST 1.00 1.00
TR10 2.74 2.65
In Table 5 we show the dependence of the forecast
of f locNL on the assumed value of minimum mass of ha-
los contributing to CO and [CII] intensity. In general,
the assumption of Mmin affects the constraints from CO
more than that from CII. Compared to our fiducial model
with Mmin = 10
9M, the constraints on f locNL is degraded
by about 26% for CO and 7% for CII when assuming
1010M. Assuming Mmin = 1011M significantly de-
grades the constraints (by about a factor of 2 for CO
and 40% for CII). While the loss of constraining power
at the highest choice of Mmin is significant for CO, we
note that some of this loss can be mitigated by a differ-
ent choice of redshift range. As shown in Figure 4, the
optimal range for the Mmin = 10
9M extends to a much
higher redshift than it does for Mmin = 10
11M.
That the constraints are more sensitive to the choice
of Mmin for CO than [CII] can be understood in part
as a by-product of our models: the highest mass halos
contribute more to total [CII] luminosity versus CO lu-
minosity, as the slope of the CII luminosity for M1 model
is shallower than that for CO, particularly for masses of
Mhalo > 10
12M. These higher-biased halos therefore
better compensate for the “loss” of the lower mass ha-
los in the [CII] model versus the CO model. We note
however that this makes the [CII] more sensitive to as-
sumptions about Mmax: setting Mmax = 10
12M, we
find that the CII constraints degrade by approximately
20%, whereas the constraints on CO only degrade by
about 5%.
TABLE 5
Dependence of the 1-σ marginalized constraints on local
non-Gaussianity from CO and [CII] on the assumption of
minimum halo mass Mmin.
Mmin CO : σ(f
loc
NL) [CII] : σ(f
loc
NL)
109M 1.00 1.00
1010M 1.26 1.07
1011M 2.07 1.39
In Table 6, we show the constraints on local shape for
our base astrophysical model when fixing the line bias
to that in Equation (4), or when considering one free
bias parameter for each redshift bin and marginalizing
over them. Allowing for biases to be float, marginally
degrades the constraint. We note that when assuming
the bias to be given by Equation (4), we account for the
dependence of the bias on cosmological parameters when
marginalizing, such that the bias is not completely fixed
in this case.
TABLE 6
Dependence of the constraints on local non-Gaussianity
from CO and [CII] on assumption of bias.
b(z) CO : σ(f locNL) [CII] : σ(f
loc
NL)
bias dep on cosmo params 1.00 1.00
5 floating biases 1.03 1.03
Finally, we note that some theoretical models (e.g.,
Li et al. 2016; Chung et al. 2017) remove the enhance-
ment in power from the scatter, by effectively normaliz-
ing the power spectrum by the p1, σ term from Equation
11. This is particularly important for the σSFR scatter
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term found in Li et al., as the halo mass to SFR cor-
relation from Behroozi et al. (2013a) reports the mean
SFR across halos of a given mass, thus any increase in
that mean induced by the logarithmic scatter should be
corrected for. However, the same is not necessarily true
for the other scaling relationships, particularly those that
utilize logarithmic fits to data, like what appears to have
been used in the LIR − LCO correlation adopted from
Carilli & Walter (2013). As we have parameterized the
scatter between halo mass and line luminosity with a sin-
gle aggregate parameter for CO and [CII] (σCO and σCII,
respectively), normalizing by p1, σ is likely to underesti-
mate the power spectrum, given the scaling relationships
used. In our nominal model, we have therefore chosen
not to normalize by this term, but here we evaluate the
impact of doing so. In normalizing the power spectrum
by p1,σ, we find that the expected constraints increase
to σ(f locNL) = 1.45 for CO-optimized experiment, and
σlocNL = 1.54 for the [CII]-optimized experiment. While
significant, we note that this difference is well within the
range of the astrophysical models that we have consid-
ered in this work (as shown in Tables 2 and 3).
5.3. Constraints on other shapes of PNG
For the optimal survey specifications, which achieve
σ(f locNL) = 1, we also forecast the constraints on the equi-
lateral, orthogonal, and quasi-single shapes of PNG. In
Table 7 we show the constraints on the amplitude of these
shapes, f shapeNL , in addition to the mass parameter of the
quasi-single-field model, ν.
TABLE 7
1-σ marginalized constraints on the amplitude of local,
equilateral and orthogonal shapes and the amplitude and
the mass parameter of quasi-single-filed non-Gaussianity
with CO and [CII] intensity mapping.
line σ(f locNL) σ(f
eq
NL) σ(f
orth
NL ) σ(f
qsf
NL ) σ(ν)
CO 1.00 125 44.9 62.1 14.8
[CII] 1.00 89.8 39.6 45.9 11.7
Our results indicate that, between the two experi-
ments, the optimized [CII] intensity mapping survey
achieves tighter constraints on all shapes. Among the
shapes considered, the constraints on equilateral PNG is
the weakest, since on the large scales, the non-Gaussian
correction to the halo bias is nearly constant. For orthog-
onal shape, the constraints are weaker than local shape
and stronger than equilateral, since on large scales the
non-Gaussian bias has a k−1 scaling. For quasi-single-
field model, the scale-dependence correction to the lin-
ear bias on large scales has a scaling of k−1/2−ν . Over
the allowed range of the mass parameter ν in this model,
0 ≤ ν ≤ 3/2, the scale-dependent correction can have a
scaling between k−1/2 to k−2, the latter being the same
as that from local shape. Therefore, for our fiducial value
of ν = 1, the large-scale non-Gaussian correction to the
line bias has a steeper scale-dependence than for the or-
thogonal shape. One would thus expect the constraint
on quasi-single field model to be better than that for the
orthogonal shape. We note that while this expectation
is correct for unmarginalized errors, parameter degen-
eracies, in particular between the fqsfNL and ν render the
marginalized error on fqsfNL larger than f
orth
NL . We also note
that imposing the Planck priors on cosmological param-
eters, improves the constraints on local, orthogonal and
quasi-single field shapes by a few percent, while for equi-
lateral shape the improvement is about 20%. Overall,
our results are in broad agreement with forecasted con-
straints for upcoming galaxy surveys, such as EUCLID
and LSST (e.g., Sefusatti et al. 2012; Moradinezhad Diz-
gah et al. 2018; Karagiannis et al. 2018).
The current best constraints on local, equilateral and
orthogonal shapes is from measurements of tempera-
ture and polarization bispectra of CMB by Planck satel-
lite (Planck Collaboration et al. 2016c) which achieved
σ(f locNL) ' 6.5, σ(f eqNL) ' 56 and σ(forthNL ) ' 27 (hav-
ing converted the CMB constraints to LSS convention
by multiplying the Planck reported constraints by a fac-
tor of 1.3). Therefore, while future line intensity map-
ping surveys have considerable potential to improve upon
the current constraints on local shape, improvements on
other shapes via power spectra measurements alone will
likely prove to be challenging. However, constraints on
these other shapes can potentially be improved via mea-
surement of higher-order correlation functions, in partic-
ular the bispectrum, which we have not considered here,
nor optimized our hypothetical surveys for. Further anal-
ysis is required to obtain a more complete estimate of the
potential for intensity mapping to constrain these other
shapes, which we leave to a future study.
6. DISCUSSION
6.1. The Impact of Foregrounds
It is important to recognize that in modeling the sensi-
tivity of our hypothetical surveys, we have made several
optimistic assumptions about the impact of continuum
foregrounds: we assumed that foregrounds are smooth
over the entirety of survey area (and do not significantly
vary in shape as a function of sky position), and that
the residuals from these foregrounds are sub-dominant
to the spectral line of interest. The modes most likely
to show contamination beyond what we have accounted
for in Section 3.5 are the largest-scale modes, where the
enhancement in power from PNG is likely to be greatest
(Switzer 2017). To further examine the impact of losing
these modes on a potential measurement, we evaluate the
impact of increasing the values of ηmin in Equation (35)
and θmax in Equation (36).
Shown in Figure 8 is the results of this analysis, with
similar effects seen for both the CO and [CII] optimized
surveys. In evaluating the impact of ηmin, we estimate
a loss of 10% in constraining power i.e., σ(f locNL) > 1.1,
when ηmin ≈ 1.0, and a loss of 50% when ηmin ≈ 2.5.
This would be equivalent to the assumption that the
combined foreground and instrumental is smooth over
an octave an half an octave, respectively. Similarly for
θmax, we find a 10% loss in constraining power when
θmax ≈ 25◦, and a 50% loss when θmax = 8◦.
It is worth noting that for both CO and [CII], the mean
brightness of the continuum foregrounds in question can
be of order 103−106 times stronger than that of the signal
of interest (Switzer 2017; Keating et al. 2015). For CO,
the strongest foregrounds are Galactic synchrotron emis-
sion, radio point sources, and CMB anisotropies (Planck
Collaboration et al. 2016a; La Porta et al. 2008; Keating
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Fig. 8.— Left: The impact of screening out the largest-scale k‖ modes from our optimized surveys, where modes with η < ηmin are
down-weighted. The achieved value of σ(f locNL) in our optimized surveys increases steadily with increasing ηmin, further highlighting the
importance of recovering the longest-scale modes along the line of sight. Right: The impact of screening out the largest-scale k⊥ modes
from our optimized surveys, down-weighting modes whose size corresponds to larger angular scales than some given value for θmax. For
both CO and [CII], σ(f locNL) is only marginally effected until θmax ≈ 20 degrees, at which point there is a significant reduction in constraining
power due to the loss of most modes with wavenumber k . 10−2.5 hMpc).
et al. 2015), while for [CII], the strongest foregrounds
are likely to originate from Galactic dust emission and
the cosmic infrared background (Planck Collaboration
et al. 2011b; Switzer 2017). In both cases, for the rela-
tively wideband configuration of our optimized surveys,
the amount of power in the kz = 0 sheet can be as high
as 107−1010µK2 Mpc3, which is a factor of ∼ 106 higher
than the shot power for the lines of interest (which scales
approximately with total bandwidth per redshift win-
dow). This would argue that in order for these contri-
butions to be negligible (i.e., sub-dominant to the shot
power), one needs to effectively isolate this contribution
to one part in a million in the power spectrum domain.
Both Keating et al. (2015) and Switzer (2017), have
demonstrated, for CO and [CII] respectively, that this
level of isolation is possible via rejection of common mode
power between frequency channels alone, achieving isola-
tion of one part in ∼ 104− 105. Both works also suggest
that the addition of detailed modeling may be capable of
further suppressing contaminant power, although more
detailed work would be required for any particular in-
strument setup.
We note that for both `min (the Fourier dual to θmax)
and ηmin, the point at which there exists a meaningful
loss of constraining power is only of order a few times
larger than the minimum wavenumber our idealized sur-
veys can reach, as discussed in Section 3.4. However,
we have made an optimistic assumption for the point-
spread function (PSF) in the Fourier domain (effectively,
the square of a cylindrical Bessel function), with no con-
sideration for the sidelobes of the PSF causing power
from a wider range of k to “bleed” into each bin within
the 1-D power spectrum. Proper suppression of fore-
grounds may require more optimized approach than the
top-hat style windowing function we have assumed here:
e.g., a Gaussian-like windowing function would reduce
such bleeding of power, at the cost of increasing `min
and ηmin by a factor of ∼
√
2, and would translate to a
loss of ≈ 10% in constraining power for our optimized
survey. While beyond the scope of this work, we note
that proper accounting of the instrument-specific impact
of foregrounds is of critical importance for survey opti-
mization, and defer more detailed work of this issue to
future studies.
Beyond continuum foregrounds, we note that we have
not explicitly considered the impact of spectral line fore-
grounds for intensity mapping experiments. While this
is not likely to impact intensity mapping experiments
targeting the CO(1-0) transition (Keating et al. 2016;
Chung et al. 2017), the same is not necessarily true
for [CII] experiments. In particular, multiple rotational
transitions from CO (e.g., CO(3-2), CO(4-3), CO(5-4),
CO(6-5)) from moderate redshifts between z ∼ [1 − 3]
may dominate over the higher redshift [CII] signal, par-
ticularly at z > 6 (Crites et al. 2014; Yue et al. 2015).
Recent analysis has shown multiple methods to be po-
tentially effective in removing this foreground emission,
including masking of known galaxy positions (Sun et al.
2018), and utilization of the Alcock-Paczynski effect to
separate lines emanating from different redshifts (Lidz &
Taylor 2016; Cheng et al. 2016). Rather than attempting
to model the losses from a specific foreground suppres-
sion method (which is likely to be instrument specific),
we consider the cost of foreground avoidance, limiting our
hypothetical [CII] survey to z ≤ 6, where the mean [CII]
emission is likely to be greater than the aggregate CO
emission (Fonseca et al. 2017). Preserving the amount of
spectral coverage would require centering the survey at
a redshift of z = 2.9, and would achieve σ(f locNL) = 1.05.
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6.2. Experimental Landscape
Given that the experiments described in Section 5 uti-
lize hypothetical, idealized instruments, we take a mo-
ment here to consider the scope of such an instrument,
in the context of existing and future, planned instru-
ments. For CO, given the detectors with the sensitivity
listed in Section 3.6, a single octave of spectral coverage,
and observing efficiency of 50%, such a survey would re-
quire 2000 single-polarization (or 1000 dual-polarization)
receivers a total of ∼ 4 years to complete. For compar-
ison, we note that such an instrument would be only
a factor of ∼ 2 times larger (and twice the survey ob-
serving length) than the next stage of the CO Mapping
Array Pathfinder (COMAP; Li et al. (2016).) In fact, if
one were able to construct an instrument with instanta-
neous redshift coverage between z = [2.2 − 9.2], the re-
quired instrument would only require Nbeam = 552 dual-
polarization beams in order to reach the required survey
depth in 4 years time – nearly identical to the planned
Nbeam = 500 planned for Phase II of the COMAP exper-
iment. We note that one critical limitation for COMAP
(as currently designed) for performing PNG experiments
is the redshift coverage of the instrument – with less than
half an octave of spectral coverage, the final constraint
that one might produce with an optimized survey using
a Phase II-like instrument is σ(f locNL) = 7.31. In contrast,
we consider a large-scale, 5000 hr program on a vari-
ant of the Next-Generation Very Large Array2 (ngVLA),
a centimeter-wave interferometer array proposed for de-
ployment in 2034. The aforementioned variant assumes
the use of an ultra-wideband receiver with continuous
spectral coverage between 8 − 48 GHz (Murphy 2018;
Velazco et al. 2017), with total power measurement ca-
pabilities. With only 214 independent dual-polarization
beams, and a factor of 2 less in integration time, our
hypothetical ngVLA survey would produce a constraint
of σ(f locNL) = 2.69; a factor of three improvement on the
COMAP Phase II survey, and most significantly limited
only by the per-mode noise. The difference in constrain-
ing power between these two experiments highlights the
need for large bandwidths with intensity mapping sur-
veys to produce meaningful measurements of the local
shape of PNG.
For [CII], given the detector sensitivity found in Sec-
tion 3.6, and similarly assuming 50% observing efficiency,
such a survey would require a camera with approximately
1.1× 104 detectors (Nbeam = 62 with 120 spectral chan-
nels per beam) 4 years to complete. Such an instrument
would have an order of magnitude more detectors than
the SPIRE Instrument on the Hershel Space Observa-
tory3, but two orders of magnitude fewer detectors what
is being discussed in the design of the Origins Space Tele-
scope4 (Pilbratt et al. 2010; Bradford & Origins Space
Telescope Study Team 2018). For further comparison, we
consider first the Primordial Inflation Explorer (PIXIE;
Kogut et al. (2011), a spaced-based CMB instrument,
utilizing a Fourier-transform Spectrometer (FTS) with
spectral coverage between 30 GHz and 6 THz. Due to
the low frequency-resolution of PIXIE (fixed at 15 GHz),
we limit our consideration to the frequency range to that
2 http://ngvla.nrao.edu/
3 http://herschel.cf.ac.uk/mission/spire
4 https://asd.gsfc.nasa.gov/firs/
above 150 GHz. With a proposed 4-year survey, we find
that CII intensity mapping with PIXIE would produce a
constraint of σ(f locNL) = 2.1
5 . We also consider the Ori-
gins Space Telescope6 (OST), a spaced-based FIR tele-
scope proposed for deployment in the 2035. More specif-
ically, we evaluate the capability of the Medium Res-
olution Survey Spectrometer (MRSS) instrument, with
wavelength coverage between 30 − 660 µm (Bradford &
Origins Space Telescope Study Team 2018). With an
integration time of τint,hr = 3000, we find that an op-
timized survey with Origins could achieve a constraint
of σ(f locNL) = 2.21: competitive with other single-tracer
constraints with surveys of the next decade. Similar to
COMAP, the limiting factor for PIXIE is due limited
sensitivity to the CII signal at high redshift, such that
the there is little constraining power from z & 3. For
Origins, the limiting factor is both redshift and sky cov-
erage. An MRSS-like instrument capable of performing
a full-sky survey, or a broader redshift range, would be
capable of improving upon the above constraints by a fac-
tor of two; an instrument capable of both could achieve
σ(f locNL) = 0.73.
Table 8 summarizes the survey specifications and the
expected constraints on the amplitude of local non-
Gaussianity for the four mentioned discussed in this sec-
tion.
6.3. Alternative Survey Strategies
Our focus up to this point has been on surveys that
are capable of achieving σ(f locNL) = 1, in part as theoret-
ical work suggests that general relativistic effects ought
to produce a power spectrum feature similar to what
would be observed with the scale-dependent bias asso-
ciated with f locNL ∼ 1, providing a natural “floor” for an
experiment driven towards a first detection. However, as
discussed in Section 6.2, the scope of such an instrument
for both CO and [CII] is generally beyond the scope of
currently planned intensity mapping experiments. More-
over, upcoming galaxy surveys such as DESI, LSST, and
Euclid are expected to improve the constraints on f locNL via
measurements of galaxy power spectrum and bispectrum.
Measurement of scale-dependent bias from galaxy power
spectrum is forecasted to achieve σ(f locNL) = 3.9 with EU-
CLID and σ(f locNL) = 1.4 for LSST (Moradinezhad Dizgah
& Dvorkin 2018)), and σ(f locNL) = 4.8 with DESI (Gari-
azzo et al. 2015). We therefore consider what scope of
instrument would be required to achieve σ(f locNL) = 3,
of similar order to the single-tracer constraints of the
aforementioned galaxy surveys, which may potentially
be constructed on a more timely scale than that required
achieve they survey outlined in Section 5.
For CO, such an instrument would require 3.3 × 106
BOHs, with redshift coverage between z = [3.0−9.0] and
fsky = 0.034 – approximately 1400 sq. degrees. With a
single receiver capable of covering this redshift range,
and assuming a 2-year survey (with 50% observing effi-
ciency), the instrument required to reach this relaxed tar-
get would have Nbeam = 290. Such an experiment would
5 We note that this value is different than that recorded in
Moradinezhad Dizgah et al. (2019) due to significant differences
in instrument modeling, and the accounting of for loss of modes as
discussed in Section 3.4
6 https://asd.gsfc.nasa.gov/firs/
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TABLE 8
Comparison of hypothetical CO and [CII] intensity mapping surveys
Inst Name line z Nbeam Noct τint,hrs fsky σ(f
loc
NL)
COMAP Phase II CO(1-0) 2.4− 3.4 500 dual-pol 0.4 10000 0.208 7.31
ngVLA CO(1-0) 1.4− 13.4 214 dual-pol 2.6 5000 0.027 2.69
PIXIE [CII] 0.2− 11.7 1 full-pol 3.4 10500 0.750 2.10
OST MRSS [CII] 0.2− 3.2 64 single-pol 1.8 3000 0.100 2.21
be well-matched to surveys designed to complement on-
going 21-cm epoch of reionization experiments like the
Hydrogen Epoch of Reionization Array (HERA; DeBoer
et al. (2017)), where cross-correlation with CO(1-0) and
CO(2-1) could offer independent verification of the de-
tection of the neutral hydrogen signal (Lidz et al. 2011).
For CII, an instrument of reduced scale would re-
quire 2.0 × 105 BOHs, with redshift coverage between
z = [2.2− 7.1] and fsky = 0.052, or roughly 2100 sq. de-
grees . Given a background-limited set of detectors (as
described in 3.6), a one-year survey (assuming 50% ob-
serving efficiency) with such an instrument would require
Nbeam = 34, which is of similar scope (half the number of
beams, but twice the bandwidth per beam) to the MRSS
instrument. We note that our noise-estimates assume an
aperture temperature of 40 K, whereas part of the design
of Origins is the use of an actively-cooled aperture with
temperature ≈ 6 K. With an actively cooled aperture, we
note that the effective cost of the survey is reduced by
nearly an order of magnitude, such that the survey could
be completed with an instrument with Npix ≈ 7 (or com-
pleted with an MRSS-like instrument in approximately
a month of observing).
Several theoretical works (e.g., Lidz et al. 2011; Gong
et al. 2012) have suggested either CO or [CII] as po-
tential tracers to cross-correlate against 21-cm Epoch of
Reionization (EoR) experiments. As the optimal redshift
window for both CO and [CII] PNG-focused experiments
partially overlap with the EoR window (z ≈ [6−10]), we
consider here what scale of instrument would be required
to cross-correlate with the HERA (DeBoer et al. 2017)
which will survey 1440 square degrees, with redshift cov-
erage between z = [4.7− 27]. As this redshift interval is
largely accessible from the ground for [CII], we here con-
sider the requirements for a ground-based instrument,
assuming a precipitable water vapor of 0.25 mm (appro-
priate for winter at Ridge A of the South Pole; Lane
1998) for our [CII] optimized experiment. Limiting our
consideration to z = [4.7 − 10], with the same sky cov-
erage, we find that reaching σ(f locNL) = 3 would require
4.1 × 106 and 6.0 × 106 BOHs for CO and [CII] respec-
tively. For CO, the instrument requirements are very
similar to that required for the optimized σ(f locNL) = 1
case. For [CII], the scope of instrument required for un-
dertaking such a survey would be considerable, requiring
Nbeam = 240 for a 4-year survey with 50% observing
efficiency, with an approximate total of 104 detectors –
approximately an order of magnitude less than that re-
quired for the proposed CMB-S47 experiment. We note
that while this estimate does account for the effective in-
crease in ηmin due to frequency-dependent transmission
7 https://cmb-s4.org/
through the atmosphere, it is at least somewhat opti-
mistic, in that it assumes static atmospheric conditions
and instrument performance.
Utilizing multi-tracer techniques (Seljak 2009), the
combined constraining power of both CO and [CII] sur-
veys would be σ(f locNL) = 2.1. While modeling of the HI
signal is beyond the scope of this particular work, we
note that other theoretical work suggests that the bias
for HI ought to be lower than that shown for CO and
[CII] here (Li & Ma 2017), suggesting that a combined
multi-tracer analysis that utilizes HI, CO, and CII in-
tensity maps could produce constraints on f locNL of order
unity.
While the above estimates were modeled with cross-
correlation with the HERA experiment in mind, we note
that the above estimates do not account for the high as-
pect ratio of the survey geometry, which measures more
than 20 : 1 (with the survey measuring 180◦ × 8◦). Our
choice of θmax (and by extension, k⊥,min) rested on the
assumption of a roughly symmetrical survey area. How-
ever, one can account for this by separately defining
θmax,x and θmax,y (as based on the diameter across the
major and minor axes of the survey area) to calculate
values for kx,min and ky,min. Accounting for this be-
havior (via modification of Equation 37), we find that
constraining power of a given survey is relatively insen-
sitive to changes in survey geometry unless one of the
dimensions of the survey drops below ≈ 20◦, generally
mimicking the behavior shown in Figure 8. Accounting
for this additional loss, reaching σ(f locNL) = 3 would re-
quire increasing the integration time by at least ∼ 30%.
Under the given scenario, the most efficient approach is
to expand the survey area across the shortest dimension
of the survey, reducing the number of modes lost at low-k
at the cost of limited overlap between the HI and hypo-
thetical CO and [CII] surveys.
7. CONCLUSION
Constraints on PNG provide a unique window into the
physics of early universe and the origin of primordial fluc-
tuations. In this paper we investigated the potential of
future CO and [CII] intensity mapping surveys in con-
straining PNG. Our focus has been on finding an opti-
mal survey to achieve target sensitivity of σ(f locNL) = 1,
and study the impact of variations of astrophysical mod-
eling on the forecasted constraints. We also obtained
constraints on other shapes of PNG. Our findings can be
summarized as follows:
• Achieving σ(f locNL) = 1 with a single tracer (either
CO or [CII]) requires an instrument beyond what is
planned in current experimental landscape. How-
ever, achieving σ(f locNL) = 3, a target in line with
expected constraints from power spectrum mea-
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surements with upcoming galaxy surveys, may be
achievable by an upcoming generation of instru-
ments. With ∼ 104 hours of integration time, and
1.6 octaves of spectral coverage, a ground-based
CO-focused instrument would require a few hun-
dred independent beams, and a space-based [CII]-
focused instrument would require a few dozen.
• For both CO and [CII] intensity mapping experi-
ments, achieving the best possible constraints on
σ(f locNL) requires broad spectral coverage, optimally
covering between a factor of three and five in fre-
quency range. This is due in large part to contin-
uum emission, which will contaminate the longest
spatial modes along the line of sight.
• We studied the impact of various assumptions in
the modeling of the line power spectrum on the
forecasted constraints on f locNL, including the specific
luminosity of galaxies luminous in a given line, halo
mass function and minimum mass of halos hosting
a given line. Among all, the assumption of spe-
cific luminosity of the line has the most significant
impact on the constraints on PNG.
• We also obtained constraints on PNG of several
other shapes from a survey that is optimized to
probe local PNG. For the survey specifications we
chose, achieving improved constraints on orthogo-
nal and equilateral shapes, beyond the limits set by
Planck satellite, proves to be challenging. More-
over, constraints on quasi-single-field model are
weaker than those forecasted for upcoming galaxy
surveys. We note however that the survey specifi-
cations that are optimal for constraining the local
shape, whose signal is primarily on large scales, are
not necessarily optimal for other shapes. There-
fore in order to have a more accurate estimation
of the potential of line intensity mapping surveys
in constraining other shapes, one has to perform a
dedicated instrument optimization analysis. More-
over, taking advantage of multi-tracer technique or
the bispectrum of line intensity can significantly
improve the constraints on all shapes.
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