Communicating arbitrarily correlated sources over interference channels is considered in this paper. A sufficient condition is found for lossless transmission of a pair of correlated sources over a discrete memoryless interference channel. With independent sources, the sufficient condition reduces to the Han-Kobayashi achievable rate region for interference channels. For sources with a special correlation structure, the proposed region reduces to the known achievable region for interference channels with common information. Moreover, the proposed coding scheme is optimal for transmitting such set of correlated sources over a class of deterministic interference channels as defined in El Gamal and Costa, 1982.
I. INTRODUCTION
C OMMUNICATING correlated sources over multiterminal networks has been a topic of research interest in the past decades. Slepian and Wolf [1] studied the problem of communicating correlated information over a two-user multiple access channel (MAC) where the correlation is of a special structure in the form of three independent sources, with one of them observed by both encoders while each of the other two observed only at individual encoders. Later, Cover, El Gamal, and Salehi studied the problem of communicating discrete correlated sources over a multiple access channel [2] , where the correlation structure can be arbitrary. A sufficient condition was obtained for lossless transmission of such correlated source pair that includes various known capacity results as its special cases. These include the capacity region for a MAC [3] , [4] ; distributed lossless source coding, i.e., the Slepian-Wolf coding [5] ; cooperative multiple access channel capacity; and the correlated source multiple access channel capacity region of Slepian and Wolf [1] . The key technique used in [2] , aside from making use of the so-called common part of correlated random variables (in the sense of Gács, Körner [6] and Witsenhausen [7] ), is the correlation preserving codeword generation. By Manuscript generating codewords that depend, probabilistically, on the source sequences, the correlation between the sources induces correlation in the generated codewords. In addition, a simple example was given to show that the separation approach which concatenates a Slepian-Wolf code [5] and the optimal channel code for MAC [3] , [4] is strictly suboptimal. Subsequently, Han and Costa [8] studied the problem of communicating arbitrarily correlated sources over a discrete memoryless broadcast channel. The sufficient condition derived in [8] (with correction by Kramer and Nair [9] ) recovers the Marton region for broadcast channels with independent messages ([10, Theorem 2]). In [11] , Minero and Kim proposed an alternative coding scheme and the obtained region was shown to be equivalent to that of Han and Costa. It was pointed out in [11] that the common part does not play a role for the broadcast channel case which is consistent with the engineering intuition because of the centralized transmitter, i.e., the encoder has access to both source sequences. It is worth noting that the same coding scheme proposed by Han and Costa can also be easily modified to obtain the same region without the use of the common part, as to be elaborated in Section II.
Communicating correlated sources over interference channels has previously been studied by Salehi and Kurtas [12] . However, the obtained sufficient condition, derived by largely following the coding scheme for MAC [2] , [13] does not reduce to the well known Han and Kobayashi (HK) region for interference channels [14] when the sources are independent. The HK region, originally proposed in 1981 [14] and recently simplified by Chong et al. [15] , is still the largest known achievable rate region for interference channels with independent messages.
In this work, we derive a sufficient condition for lossless transmission of a pair of arbitrarily correlated sources over a discrete memoryless interference channel (DMIC). The coding scheme takes advantage of the common part of the random source pair, if it exists. Moreover, it utilizes the correlation preserving technique for the multiple access channel [2] and the random source partition for the broadcast channel [8] . We show that the proposed region includes the HK region as its special case. In addition, for a special correlation structure (in the sense of Slepian-Wolf, 1973 [1] ), the proposed region coincides with the known achievable region for interference channels with common information [16] - [18] . Finally, the proposed coding scheme is shown to be optimal for transmitting such set of correlated sources over a class of deterministic interference channels studied by El Gamal and Costa [19] .
The rest of this paper is organized as follows. Section II gives the problem formulation and introduces some previous results related to this work. The main result as well as its implications are presented in Section III. Section IV concludes this paper. 0018-9448/$26.00 © 2011 IEEE 
II. DEFINITIONS, PROBLEM STATEMENT, AND RELATED WORKS
The model studied in this paper is shown in Fig. 1 . Let be a sequence of independent drawings of a pair of random variables with joint distribution , i.e.,
This pair of source sequences and are to be transmitted losslessly over a two user DMIC defined by the transition probability , where are the channel inputs and are the channel outputs. Denote by and the respective alphabet sets for and , a length source channel block code for the channel consists of two encoder mappings
and two decoder mappings
The probability of error at decoders 1 and 2 are defined as (6)
Definition 1: A source pair is said to be admissible for the interference channel if for any and sufficiently large , there exist a sequence of block codes such that
The goal of this paper is to find a sufficient condition for a source pair to be admissible for a given DMIC. In the following, we summarize some previous results related to this work.
Cover, El Gamal, and Salehi [2] obtained the following sufficient condition for lossless transmission of arbitrarily correlated sources over a multiple access channel.
can be sent with arbitrarily small probability of error over a discrete memoryless multiple access channel if (9) (10) (11) (12) where (13) and
is the common part of two variables , in the sense of Gács, Körner [6] and Witsenhausen [7] .
The key technique in deriving the sufficient condition is the correlation preserving codeword generation. For fixed distribution , and independently generate one codeword for each that carries the information of the common part. Next, for each source sequence , find the corresponding and independently generate one codeword . The codeword is similarly generated. Therefore, the correlation between the source pair induces correlation in the generated codewords, the so-called correlation preserving codeword generation. To transmit the source sequences and , encoder 1 sends the corresponding codeword and encoder 2 sends the corresponding codeword . The decoder uses joint typicality decoding: upon receiving , the decoder finds the unique pair of such that , where the typical set is defined as in, e.g., ([20, Chapter 15] ).
Han and Costa [8] proposed the following sufficient condition for lossless transmission of arbitrarily correlated sources over a discrete memoryless broadcast channel.
Proposition 2: (Han and Costa [8] , with correction by Kramer and Nair [9] ) A source pair can be sent with arbitrarily small probability of error over a discrete memoryless broadcast channel if there exist auxiliary random variables satisfying the Markov chain such that
Notice that the above conditions, due to Minero and Kim [11] , are slightly different from the original expressions in [8] . The original expressions in [8] involves the common part although the region was shown to be equivalent to that specified in Proposition 2 [11] .
The key technique in Han and Costa's coding scheme that is of particular use to our problem is random source partition, which is reminiscent of superposition coding for the channel coding problem [14] . Specifically, source sequences are randomly placed into and cells, respectively. The cell indices for and , denoted by and , respectively, play the same role as the common information to be decoded by both receivers. The coding scheme is sketched as follows: fix distribution , and . For each and , independently generate codewords . Next, for each pair of , independently generate codewords , and for each pair of generate codewords . For each pair of source sequences , the encoder chooses a triple such that , and the existence of such a triple is ensured with high probability by properly chosen and . The two decoders use joint typicality decoding, that is, decoder finds a unique sequence such that . Similarly, decoder finds a unique sequence such that .
In [11] , Minero and Kim proposed an alternative, and conceptually simple, coding scheme. The obtained region does not involve the common part of the two variables , but was shown to be equivalent to that of Han and Costa, thus yields the intuitive explanation that the common part does not play a role for the broadcast channel case because of the centralized transmitter. Indeed, the same coding scheme proposed by Han and Costa can also be easily modified to obtain the same region without the use of the common part. For the encoding scheme in [8] , sketched above, if we remove the part related to the common variable , in both the encoding and decoding processes, straightforward error probability analysis leads to the same sufficient condition as in Proposition 2.
For interference channels with independent messages, the largest achievable rate region was given by Han and Kobayashi [14] . The HK region was recently simplified by Chong et al. and we repeat in Proposition 3 this simplified HK inner bound. 
III. MAIN RESULTS
We begin with a quick review of the HK achievable rate region for interference channels with independent messages. The major ingredients in the coding scheme for the HK region are rate splitting and joint decoding. Specifically, user , splits its message into two parts, a common message and a private message . Therefore, where denotes the cardinality of a set. The common message needs to be decoded by both decoders and the private message is only intended for its own receiver. This rate splitting can be implemented using sequential superposition encoding as described in [15] . Let and . First generate auxiliary codewords , which carry the information of common message . Next, for each , generate codewords superimposed on top of , which carry the information of the private message . Each decoder jointly decodes both common messages and its own private message, i.e., decoder 1 finds unique codewords and such that , and decoder 2 finds unique codewords and such that . Consider now the model of interest in the present paper, i.e., DMIC with correlated sources. Let us first disregard the common part between the source variables and . We start with Han and Costa's random source partition: the sequences and are randomly placed respectively into and cells. This source partition is tantamount to rate splitting in the channel coding problem: the cell index associated with a given sequence plays the role of common information and the index of the source within the cell the private information. This is then followed by superposition coding [15] . First, generate an auxiliary codeword for each cell index. The codeword is then generated on top of that also carries the source index within the cell. Different from [15] is that the codeword is statistically dependent on the input source, thereby preserving the correlation contained in the original source pair. The common part , if it exists, is then put back in the encoding process by generating an auxiliary codeword . This codeword, known to both encoders, will be used in generating all the other codewords through a superposition code structure. This encoding process is illustrated in Fig. 2 .
For decoding, joint typicality decoding is used at both decoders. That is, decoder 1 finds a unique such that , and decoder 2 finds a unique such that . The above coding scheme leads to the following sufficient condition for lossless transmission of a correlated source pair over a DMIC. 
where is the common part of and in the sense of Gács, Körner [6] and Witsenhausen [7] .
Remark 1: Separate source and channel coding is known to be strictly suboptimal for transmitting correlated sources over multiple access channels [2] and broadcast channels [8] . The same statement can be made for transmitting correlated sources over interference channels. Consider the special case of transmitting the triangular source as in [2] with the joint distribution given by
over an interference channel defined by and , where and .
Notice that this is a special case of one sided deterministic interference channels studied in [19] , where the sum rate capacity is given by
For the source pair, bits; therefore, lossless transmission is not attainable by a simple concatenation of the Slepian-Wolf code [5] followed by an optimal channel code. However, it can be easily checked that a trivial way to reliably transmit this source is to choose and , which results in zero error probability at both receivers. This example shows that separate source and channel coding is strictly suboptimal. In fact, the source and channel in this example are perfectly matched when choosing and in the sense that and . More specifically, given there is no uncertainty of , and given , the only ambiguity of when is removed by considering the structure of the sources. We comment here that one can easily check that this special case is included in Theorem 1 by letting , and . We now discuss some implications of Theorem 1. The fact that Theorem 1 includes the HK region as its special case is evident from Corollary 1. If and are independent, choose the joint distribution as (50) Fig. 2 . Coding structure for IC with correlated sources. and let and . Corollary 1 then yields an achievable region for the interference channel which coincides with that described in Proposition 3.
Consider now another special case where the source pair has a special correlation structure similar to that of [1] . Corollary 2 can be used to establish that the obtained sufficient condition includes that of [16] - [18] as its special case. Specifically, define and , the sufficient condition reduces to the achievable rate region of interference channels with common information obtained in [16] - [18] . Moreover, Corollary 2 can be used to establish a necessary and sufficient condition for transmitting the above class of correlated sources over a class of deterministic interference channels.
Consider the class of deterministic interference channel defined in [19] (see Fig. 3 ). The definitions of a length block code and admissible sources remain the same as in (2)- (8) . The difference lies in the channel model, which is given by the following deterministic functions:
where and represent the interference signals caused by transmitters 1 and 2, and are deterministic functions. Furthermore, we assume that there exist two deterministic functions (69)
As pointed out in [18] , conditions (69) and (70) are more general than conditions and as used in [19] . We denote this class of deterministic interference channel as . Let denote the set of joint distributions that factor as (71) where is the realization of an auxiliary random variable defined over a finite set . We have the following theorem. 
IV. CONCLUSION
In this paper, we studied the problem of communicating arbitrarily correlated sources over a discrete memoryless interference channel. Using the techniques of correlation preserving coding and random source partition, a sufficient condition was derived for lossless transmission of correlated sources over interference channels. The proposed region includes the Han and Kobayashi achievable rate region for interference channels with independent messages as its special case. Furthermore, it includes the known rate region for interference channels with common information as its special case when the source correlation is in the sense of [1] . Finally, the proposed coding scheme was shown to be optimal for transmitting the set of correlated sources as in [1] Therefore, it suffices to prove, for decoder 1, that (85)-(89) constitute a sufficient condition. As sketched in Section III, the coding scheme utilizes Cover-El Gamal-Salehi's [2] correlation preserving coding and also Han and Costa's [8] random source partition.
A. Random Partition of the Source Sequences
Let be any nonnegative real numbers. Randomly place each source sequence into cells and denote the cell index for a given by . Similarly, randomly place each into cells and denote the cell index for a given by . For this random source partition, we have the following lemma as in [8] .
Lemma 1: Let be any subset of and , respectively. Then for any and , we have (97)
where denotes the expectation, taken with respect to the random index assignments and .
B. Codebook Generation
For any given joint distribution defined in (26) 
E. Error Analysis
Encoding error occurs only if the source sequence pairs whose probability is bounded by from the asymptotic equipartition property (AEP) [20] . By symmetry, we only need to consider decoding errors at receiver 1.
Suppose are the source outputs, with . Without loss of generality, we assume that and , i.e., and , and also . Denote by . Then an error occurs if any one of the following events happens: 1) .
2)
: there exists some in the cell , i.e.,
, and , such that, .
3)
4)
5)
6)
, and , such that, and .
7)
, and , such that, and . Hence, the probability of error at decoder 1 is (101)
We evaluate the probabilities of the seven error events individually. First, by the AEP (102) for sufficiently large . For the second event, we have (103), shown on the next page, 1 where is because and form Markov chains and is a deterministic function of ; (b) is from Lemma 1 and the fact that the cardinality of is upper bounded by . Lemma 1 will be used repeatedly, and in similar fashion, in upper bounding the error probabilities of some other error events.
For the third event, we have (104) is because is independent of and forms a Markov chain and also is a deterministic function of .
For the fifth event, we have (106), shown at the bottom of the page, where is because is independent of is because forms a Markov chain; is because forms a Markov chain; is because forms a Markov chain. For the sixth event, we have (107), shown on the next page, where is because forms a Markov chain.
For the last event, we have (108), shown on the next page, where is because forms a Markov chain and is a deterministic function of .
From (103)-(108), if the following conditions are satisfied, then the probability of error at decoder 1 will vanish as goes to infinity (109) (110) (111) (112) (113) (114) Among the above conditions (114) is redundant because of (113) and the fact that . This establishes (85)-(89). Similarly, (90)-(94) can be established symmetrically for decoder 2. The proof of Theorem 1 is complete by applying the Fourier-Motzkin elimination to (85)-(96).
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