We compare stellar models produced by different stellar evolution codes for the CoRoT/ESTA project, comparing their global quantities, their physical structure, and their oscillation properties. We discuss the differences between models and identify the underlying reasons for these differences. The stellar models are representative of potential CoRoT targets. Overall we find very good agreement between the five different codes, but with some significant deviations. We find noticeable discrepancies (though still at the per cent level) that result from the handling of the equation of state, of the opacities and of the convective boundaries. The results of our work will be helpful in interpreting future asteroseismology results from CoRoT.
different numerical implementations of the stellar evolution equations and related input physics on the internal structure, evolution and seismic properties of stellar models. As a result, we aim at improving the stellar evolution codes to get a good agreement between models built with different codes and same input physics. For that purpose, several study cases have been defined that cover a large range of stellar masses and evolutionary stages and stellar models have been calculated without (in TASK 1) or with (in TASK 3) microscopic diffusion (see Monteiro et al., 2006; Lebreton et al., 2007a) .
In this paper, we present the results of the detailed comparisons of the internal structures and seismic properties of TASKs 1 and 3 target models. The comparisons of the global parameters and evolutionary tracks are discussed in Monteiro et al. (2007) . In order to ensure that the differences found are mainly determined by the way each code calculates the evolution and the structure of the model and not by significant differences in the input physics, we decided to use and compare models whose global parameters (age, luminosity, and radius) are very similar. Therefore, we selected models computed by five codes among the ten participating in ESTA: ASTEC (Christensen-Dalsgaard, 2007a) , CESAM (Morel and Lebreton, 2007) , CLÉS , GARSTEC (Weiss and Schlattl, 2007) , and STAROX (Roxburgh, 2007) .
In Section 2 we recall the specifications of TASKs 1 and 3 and present the five codes used in the present paper. We then present the comparisons for TASK 1 in Sect. 3 and for TASK 3 in Sect. 4. For each case in each task, we have computed the relative differences of the physical quantities between pairs of models. We display the variation of the differences between the more relevant quantities inside the star and we provide the average and extreme values of the variations. We then compare the location of the boundaries of the convective regions as well as their evolution with time. For models including microscopic diffusion we examine how helium is depleted at the surface as a function of time. Finally, we analyse the effect of internal structure differences on seismic properties of the model.
Presentation of the ESTA-TASKs and tools
In the following we briefly recall the specifications and tools of TASK 1 and TASK 3 that have been presented in detail by Lebreton et al. (2007a) .
TASK 1: basic stellar models
The specifications for the seven cases that have been considered in TASK 1 are recalled in Table 1 The evolutionary stages considered are either on the pre main sequence (PMS), the main sequence (MS) or the subgiant branch (SGB). On the PMS the central temperature of the model (T c = 1.9 × 10 7 K) has been specified. On the MS, the value of the central hydrogen content has been fixed: X c = 0.69 for a model close to the zero age main sequence (ZAMS), X c = 0.35 for a model in the middle of the MS and X c = 0.01 for a model close to the terminal age main sequence (TAMS). On the SGB, a model is chosen by specifying the value of the mass M He c of the central region of the star where the hydrogen abundance is such that X ≤ 0.01. We chose M He c = 0.10 M ⊙ . All models calculated for TASK 1 are based on rather simple input physics, currently implemented in stellar evolution codes and one model has been calculated with overshooting. Also, reference values of some astronomical and physical constants have been fixed as well as the mixture of heavy elements to be used. These specifications are described in Lebreton et al. (2007a) . Thoul and Montalbán, 2007) . The other physical assumptions proposed as the reference for the comparisons of TASK 3 are the same as used for TASK 1, and no overshooting. Three study cases have been considered for the models to be compared. Each case corresponds to a given value of the stellar mass (see Table 2 ) and to a chemical composition close to the standard solar one (Z/X = 0.0243). For each case, models at different evolutionary stages have been considered. We focused on three particular evolution stages : middle of the MS, TAMS and SGB (respectively stage A, B and C). 
Numerical tools
Among the stellar evolution codes considered in the comparisons presented by Monteiro et al. (2007) , we have considered 5 codes -listed below -for further more detailed comparisons. These codes have shown a very good agreement in the comparison of the global parameters which ensures that they closely follow the specifications of the tasks in terms of input physics and physical and astronomical constants.
-ASTEC -Aarhus STellar Evolution Code, described in Christensen-Dalsgaard (2007a). Modu- laire, see Morel and Lebreton (2007) . -CLÉS -Code Liégeois d'Évolution Stellaire, see Scuflaire et al. (2007a) . -GARSTEC -Garching Evolution Code, presented in Weiss and Schlattl (2007) . - STAROX -Roxburgh's Evolution Code, see Roxburgh (2007) . The oscillation frequencies presented in this paper have been calculated with the LOSC adiabatic oscillation code (Liège Oscillations Code, see Scuflaire et al., 2007b) . Part of the comparisons between the models has been performed with programs included in the Aarhus Adiabatic Pulsation Package ADIPLS 1 (see Christensen-Dalsgaard, 2007b) .
Comparisons for TASK 1

Presentation of the comparisons and general results
The TASK 1 models span different masses and evolutionary phases. Cases 1.1, 1.2 and 1.3 illustrate the internal structure of solar-like, low-mass 0.9 M ⊙ and 1.2 M ⊙ stars, at the beginning of the main sequence of hydrogen burning (Case 1.2), in the middle of the MS when the hydrogen mass fraction in the centre has been reduced to the half of the initial one (Case 1.1) and in the post-main sequence when the star has already built a He core of 0.1 M ⊙ (Case 1.3). Cases 1.4 and 1.5 correspond to intermediate-mass models (2.0 M ⊙ ), the first one, in a phase prior to the MS when the nuclear reactions have not yet begun to play a relevant role, and the second one, at the end of the MS, when the matter in the centre contains only 1% of hydrogen. Finally, Cases 1.6 (3.0 M ⊙ ) and 1.7 (5.0 M ⊙ ) sample the internal structure of models corresponding to middle and late B-type stars. For these more massive models, the beginning and the middle of their MS are examined.
The models provided correspond to a different number of mesh points: the number of mesh points is 1202 in the ASTEC models; it is in the range 2300 − 3700 in CESAM models, 2200 − 2400 in CLÉS models, 1500 − 2100 in models by GARSTEC and 1900 − 2000 in STAROX models. As explained in the papers devoted to the description of the participating codes (Christensen-Dalsgaard, 2007a; Morel and Lebreton, 2007; Roxburgh, 2007; Scuflaire et al., 2007a; Weiss and Schlattl, 2007) , the numerical methods used to solve the equations and to interpolate in the tables containing physical inputs are specific to each code and so are the possibilites to choose the number and repartition of the mesh points in a model or the time step of the evolution calculation and, more generally, the different levels of precision of the computation. The specifications for the tasks have concerned mainly the physical inputs and the constants to be used and have let the modelers free to tune up the numerous numerical parameters involved in their calculation which explains why each code deals with different numbers (and repartition) of mesh points. Table 3 TASK 1 models: Global parameter differences given in per cent, between each code and CESAM. For each parameter we give the mean and maximum difference of the complete series of TASK 1 models Table 3 gives a brief summary of the differences in the global parameters of the models by providing the mean and maximum differences in radius, luminosity and effective temperature obtained by each code with respect to CESAM models. The mean difference is obtained by averaging over all the cases calculated (not all cases have been calculated by each code). The differences are very small, i.e. below 0.5 per cent for CLÉS and GARSTEC. They are a bit larger for two ASTEC models (1-2% for Cases 1.2 and 1.7) and for two STAROX models (1-3% for Cases 1.2 and 1.5, but note that for the latter overshooting is treated differently than in other codes as explained in Sect. 3.2.2). For a detailed discussion, see Monteiro et al. (2007) .
For each model we have computed the local differences in the physical variables with respect to the corresponding model built by CESAM. The physical variables we have considered are the following:
1. P: pressure 2. ρ: density 3. L r : luminosity through the sphere with radius r 4. X: hydrogen mass fraction 5. c: sound speed 6. Γ 1 : adiabatic exponent 7. C p : specific heat at constant pressure 8. ∇ ad : adiabatic temperature gradient 9. κ: radiative opacity
where N BV is the BruntVäisälä frequency and g the local gravity.
To compute the differences we used the grid of a given model (either mass grid or radius grid, see below) and we interpolated the physical variables of the CESAM model on that grid. We used the so-called diff-fgong.d routine in the ADIPLS package. We performed both interpolations at fixed relative radius (r/R) and at fixed relative mass (q = m/M). In both cases, we have computed the local logarithmic differences (δ ln Q) of each physical quantity Q with respect to that of the corresponding CESAM model (except for X where we computed δ X). The interpolation is cubic (either in r/R or q = m/M) except for the innermost points where it is linear, either in (r/R) 2 or (m/M) 2/3 , in order to improve the accuracy of the interpolation of L and m/M.
Since not all the codes provide the atmosphere structure, we have calculated the differences inside the star up to the photospheric radius (R). To provide an estimate of these differences we have defined a kind of "mean-quadratic error":
(1) where the differences x CODE − x CESAM are calculated at fixed mass. The values of variations resulting from this computation are collected in Table 4 . We note that the "meanquadratic differences" between the codes generally remain quite low except for a few particular cases. For the unknowns of the stellar structure equations P, T , L r and for r, ρ and κ, the differences range from 0.1 to at most 7%. Concerning the variation in the thermodynamic quantities we note that while the values of δΓ 1 , δ ∇ ad , δC p for three of the codes are quite Table 4 TASK 1 models: Mean quadratic difference in the physical variables between each code and CESAM calculated according to Eq. 1. The differences are given in per cent (except for δ X) and represent an average over the whole star from centre to photospheric radius. The local differences were computed at fixed relative mass. small, the differences are systematically larger than 0.1% in the GARSTEC code. Some differences in the thermodynamic quantities might indeed be expected since each code has its own use of the OPAL equation of state package and variables (Rogers and Nayfonov, 2002) , see the discussion concerning CLÉS and CESAM in Montalbán et al. (2007a) .
Similarly, we expect some differences in the opacities derived by the codes even though all codes use the OPAL95 opacities (Iglesias and Rogers, 1996) and the AF94 opacities (Alexander and Ferguson, 1994) at low temperature. In Fig. 2 we provide the differences, with respect to CESAM, of the opacities calculated by ASTEC, CLÉS and STAROX for two (ρ, T, X, Z) profiles extracted from CESAM models. The at given physical conditions may amount to 2 percents due to the way the OPAL95 data are generated and used (e.g. period when the OPAL95 data were downloaded or obtained from the Livermore team, interpolation programme, mixture of heavy elements). As can be seen in Fig. 2 , a major source of difference (well noticeable for the 2.0 M ⊙ , X c = 0.50 model) is due to the fact that ASTEC, CESAM and STAROX (and also GARSTEC) use early delivered OPAL95 tables (hereafter unsmoothed) while CLÉS uses tables that were provided later on the OPAL web site together with a (recommanded) routine to smooth the data. Once this source of difference has been removed (see CLÉS curves with and without smoothed opacities) there remain differences which are probably due to interpolation schemes and to slight differences in the chemical mixture in the opacity tables (see Montalbán et al., 2007a) . Finally, when comparing models calculated by different codes (i.e. not simply comparing opacities), it is difficult to disentangle differences in the opacity computation from differences in the structure. As an example, Montalbán et al. (2007a) compared CLÉS and CESAM models based on harmonised opacity data and in some cases found a worsening of the agreement between the structures.
We have derived the maximal relative differences in c, P, ρ, Γ 1 , L r and X from the relative differences, considering the maximum of the differences calculated at fixed r/R and of those obtained at fixed m/M. Note that for the latter estimate we removed the very external zones (i.e. located at m > 0.9999M) where the differences may be very large. We report these maximal differences in Table 5 together with the location (r/R) where they happen. We note that, except for X and L r , the largest differences are found in the most external layers and (or) at the boundary of the convection regions. This will be discussed in the following.
The effects of doubling the number of (spatial) mesh points and of halving the time step for the computation of evolution have been examined in ASTEC and CLÉS models for Cases 1.1, 1.3 and 1.5 (Christensen-Dalsgaard, 2005; Miglio, and Montalbán, 2005; Montalbán et al., 2007a) . Some results are displayed in Figs. 3 for Cases 1.3 and 1.5. For the Case 1.3 model of 1.2 M ⊙ on the SGB, the main differences are obtained when the time step if halved and are seen at the very center (percent level), in the convective envelope and close to the surface (0.5% for the sound speed). In the rest of the star they remain lower than 0.2%. For the Case 1.5 model, which is a 2 M ⊙ model at the end of the MS (with overshooting), differences at the percent level are noticeable in the region where the border of the convective core moved during the MS. Differences may also be at the percent level close to the surface. For the Case 1.1 model of 0.9 M ⊙ on the MS(not plotted), the differences are smaller by a factor 5 to 10 than those obtained for Cases 1.3 and 1.5. Further comparaisons of CESAM models with various CLÉS models (doubling either the number of mesh points or halving the time step) have shown different trends: doubling the number of mesh points did not change the results in Case 1.3 but improved the agreement in Case 1.5 for L, ρ, c and the internal X-profile, halving the time step worsened the agreement in both cases.
Internal structure
Low-mass models: Cases 1.1, 1.2 and 1.3
For these models, the differences in c, ρ, X, and L r as a function of the relative radius are plotted in Fig. 1 . Table 4 and Fig. 1 show that the five evolution codes provided quite similar stellar models for Case 1.1 -which has an internal structure and evolution stage quite similar to the Sun -and for Case 1.2. We note that the variations found in ASTEC model for Case 1.2 are larger than for Case 1.1 which is probably due to the lack of a PMS evolution in present ASTEC computations. On the other hand, the systematic difference in X observed in CLÉS models, even in the outer layers, results from the detailed calculation of deuterium burning in the early PMS. For the most evolved model (Case 1.3) the differences increase drastically with respect to previous cases. It is worth to mention that at m ∼ 0.1M (r ∼ 0.03R) the variations of sound speed, Brunt-Väisälä frequency (Fig. 4) and hydrogen mass fraction are large. This can be understood as follows. Case 1.3 corresponds to a star of high central density which burns H in a shell. The middle of the H-burning shell -where the nuclear energy generation is maximum -is located at ∼ 0.1M. Moreover, before reaching that stage, i.e. during a large part of the MS, the star had had a growing convective core (see Sect. 3.4 below) which reached a maximum size of m ∼ 0.05M, when the central H content was X ∼ 0.2, before receding. The large differences seen at m ∼ 0.1M can therefore be linked to the size reached by the convective core during the MS as well as to the features of the composition gradients outside this core.
For Case 1.3 we have looked at the values of the gravitational ε grav and nuclear energy ε nuc in the very central regions, i.e. in the He core (from the centre to r/R ∼ 0.02) and in the inner part of the H-burning shell (r/R ∈ [0.02, 0.03]). We find that in the He core, from the border to the centre, CLÉS values of ε grav are larger by 0 − 30 % than the values obtained by GARSTEC and CESAM. This probably explains the large differences in L r , i.e. around 20 − 25 per cent, seen for CLÉS model in the central regions (see Fig. 1 ). We also find differences in ε grav of a factor of 2 (CLÉS vs. CESAM) and 3 (GARSTEC vs. CESAM) in a very narrow region in the middle of the H-shell, but these differences appear in a region where ε nuc is large and therefore are less visible in the luminosity differences.
The differences in X seen in the ASTEC model for Case 1.3 in the region where r/R ∈ [0.1, 0.3] are probably due to the nuclear reaction network it uses. ASTEC models have no carbon in their mixture since they assume that the CN part of the CNO cycle is in nuclear equilibrium at all times and include the original 12 C abundance into that of 14 N. That means that the nuclear reactions of the CNO cycle that should take place at r ∼ 0.1R do not occur and hence the hydrogen in that region is less depleted than in models built by the other codes.
Intermediate mass models: Cases 1.4 and 1.5
Case 1.4 illustrates the PMS evolution phase of a 2 M ⊙ star when the 12 C and 14 N abundances become that of equilibrium. We can see in Fig. 6 that the largest differences in X are indeed found in the region where 12 C is transformed into 14 N (i.e. where r ∼ < 0.14R, see Fig. 5 ), that is in the region in-between m ∼ 0.1M (edge of the convective core) and m = 0.2M.
In central regions, the contribution of the gravitational contraction to the total energy release is important: the ratio of the gravitational to the total energy ε grav /(ε grav + ε nuc ) varies from ∼ 6% in the centre up to ∼ 50% at r/R ∼ 0.1. Comparisons between CLÉS, CESAM and GARSTEC show differences in ε grav and ε nuc of a few per cent which eventually partially cancel. We note in Fig. 6 a difference in L r of ∼ 12% for the STAROX model but the data made available for this model do not allow to determine if the difference comes from the nuclear or the gravitational energy generation rate. Case 1.5 deals with a 2 M ⊙ model at the end of the MS when the central H content is X c = 0.01. In this model, the star was evolved with a central mixed region increased by 0.15 H p (H p being the pressure scale height) with respect to the size of the convective core determined by the Schwarzschild criterion. CESAM, ASTEC and CLÉS assume, as specified, an adiabatic stratification in the overshooting region while STAROX generated the model assuming a radiative stratification in this zone. That smaller temperature gradient, even if it affects only a quite small region, works in practice like an increase in opacity. This leads to an evolution with a larger convective core, and therefore to a higher effective temperature and luminosity in the STAROX model. Therefore in Fig. 6 we only show the differences between the ASTEC and CLÉS models with respect to CESAM. The largest differences in c (as well as in ρ and X) are found in the region in-between r = 0.03R and 0.06R (m/M ∈ [0.07−0.2]). They reflect the differences in the mean molecular weight gradient (∇ µ ) left by the inwards displacement of the convective core during the MS evolution. The strong peak at r ∼ 0.06R (m ∼ 0.2M) found in ASTEC-curves, as well as the plateau of δ X between r ∼ 0.06R and 0.2R probably result from the treatment of chemical evolution in the ASTEC code, that assumes the CN part of the CNO cycle to be in nuclear equilibrium at all times.
High mass models: Cases 1.6 and 1.7
For the more massive models (Cases 1.6 and 1.7) the agreement between the 5 codes is generally quite good. In the ZAMS model (Case 1.6, Fig. 7 ) only a spike in δ X is found at the convective core boundary (r ∼ 0.16R). Again, we can see a plateau of δ X above the convective core boundary in the ASTEC models which probably results from the fact that it assumes the CN part of the CNO cycle to be in nuclear equilibrium at all times. We can also note that the model provided by GARSTEC corresponds to a model slightly more evolved than specified, with X c = 0.6897 instead of 0.69. In the model in the middle of its MS (Case 1.7), the features seen in the differences are similar to those in Case 1.5 models, the largest differences being concentrated in the ∇ µ -region left by the shrinking convective core.
External layers
The variations of c, ρ, and Γ 1 at fixed radius in the most external layers of the models are plotted for selected cases in Fig. 8 . As we shall show in Sect. 3.5 these differences play an important role in the p-mode frequency variations.
Convection regions and ionisation zones
The location and evolution with time of the convective regions are essential elements in seismology. Rapid changes in the sound speed, like those arising at the boundary of a convective region, introduce a periodic signature in the oscillation frequencies of low-degree modes (Gough, 1990 ) that in turn can be used to derive the location of convective boundaries. In addition, the location and displacement of the convective core edge leave a chemical composition gradient that affects the sound speed and the Brunt-Väisälä frequency and hence the frequencies of g and p-g mixed modes.
For each model considered we looked for the location of the borders of the convective regions by searching the zeros of the quantity A = N 2 BV r/g. The results, expressed in relative radius and in acoustic depth, are collected in Table 6 . Since variations of the adiabatic parameter Γ 1 can also introduce periodic signals in the oscillation frequencies, we also display in Table 6 the values of the relative radius and acoustic depth of the second He-ionisation region that were determined by locating a minimum in Γ 1 . We find a good agreement between the radii at the bottom of the convective envelope obtained with the 5 codes. The dispersion in the values is smaller than 0.01% for Cases 1.4, 1.6 and 1.7. It is of the order of 0.3% for Cases 1.1, 1.2 and 1.5 while the largest dispersion (0.7%) is found for Case 1.3. Concerning the mass of the convective core, the differences between codes increase as the stellar mass decrease: the differences are in the range 0.1-4% for Case 1.7, 0.05-2% for Case 1.6, 2.5-4% for Case 1.5, 2.5 -17% for Case 1.4 and 3-30% for Case 1.2. We point out that the convective core mass is larger in the Case 1.5 model provided by STAROX which is due to the fact that STAROX sets the temperature gradient to the radiative one in the overshooting region while the other codes take the adiabatic gradient.
We now focus on the models for Cases 1.3, 1.5 and 1.7. They illustrate the situations that can be found for the evolution of a convective core on the MS. Case 1.3 deals with a 1.2 M ⊙ star which has a growing convective core during a large fraction of its MS. Case 1.5 considers a 2 M ⊙ star for which the convective core is shrinking during the MS and which undergoes nuclear reactions inside but also outside this core. Finally for the Case 1.7, which is for a 5 M ⊙ star, the convective core is shrinking on the MS with nuclear reactions concentrated in the central region. In Fig. 9 we show, for the 3 cases, the variation of the relative mass in the convective core (q c = m cc /M) as a function of the central H mass fraction (which decreases with evolution).
For the most massive models (Cases 1.5 and 1.7), all the codes provide a similar evolution of the mass of the convective core, and the variations of q c between them are in the range 0.5-5% (corresponding to ∆ m/M = 2.10 −4 − 7.10 −3 ). We note that ASTEC behaves differently for the 2 M ⊙ model at the beginning of the MS stage when X c ∼ > 0.5. This is probably due to the fact that ASTEC does not include in the total energy the part coming from the nuclear reactions that transform 12 C into 14 N. Case 1.3 is the most problematic one. For a given chemical composition there is a range of stellar masses (typically between 1.1 and 1.6 M ⊙ ) where the convective core grows during a large part of the MS. This generates a discontinuity in the chemical composition at its boundary and leads to the onset of semiconvection (see e.g. Gabriel and Noels, 1977; Crowe and Matalas, 1982) . The crumple profiles of q c in Fig. 9 (left) are the signature of a semiconvection process that has not been adequately treated. In fact, none of the codes participating in this comparison treat the semiconvection instability. The large difference between the ASTEC model curve and the CESAM and CLÉS ones results from the way the codes locate convective borders. While ASTEC searches these boundaries downwards starting from the surface, CLÉS and CESAM search upwards beginning from the centre. We point out that semiconvection also appears below the convective envelope of these stars if microscopic diffusion is included in the modelling (see e.g. Richard, Michaud, and Richer, 2001 , and Sec. 4 below). 
Seismic properties
Using the adiabatic oscillation code LOSC we computed the oscillation frequencies of p and g modes with degree ℓ = 0, 1, 2, 3 and for frequencies in the range σ = 0.3 − 70/τ dyn where σ is the angular frequency and τ dyn = (R 3 /GM) 1/2 is the dynamical time. In these computations we used the standard option in LOSC, that is, regularity of solution when P = 0 at the surface (δ P/P + (4 + ω 2 )δ r/r = 0). The frequencies were computed on the basis of the model structure up to the photosphere (optical depth τ = 2/3). When evaluating differences between different models they were scaled to correct for differences in stellar radius. The frequency differences ν CODE − ν CESAM are displayed in Figs. 10 to 14. cutoff frequency at the photosphere ν ac , frequency ν max expected at the maximum of the power spectrum and corresponding radial order k max , and differences δ ν(ℓ = 0) in the frequencies between the different codes On the basis of the Kjeldsen and Bedding (1995) theory, we have estimated the frequency ν max at which we expect the maximum in the power spectrum. This value together with (1) the radial order corresponding to the maximum (k max ), (2) the acoustical cutoff frequency at the photosphere (ν ac = c/4πH p ), and (3) the differences in the frequencies between different codes are collected in Table 7 . The frequency domains covered are in the range ν ∼ 200 − 5000 µHz for Case 1.1, 200 − 4000 µHz for Case 1.2 and 100 − 2000 µHz for Case 1.3 models. The radial orders are in the range k ∼ 0 − 50. To explore the effects of the model frequencies in the asymptotic p-mode region we have included modes well above the acoustical cutoff frequency. In addition to the differences δ ν = ν CODE − ν CESAM , we have computed the large frequency separation for ℓ = 0 and 1 (∆ ν ℓ,k = ν ℓ,k − ν ℓ,k−1 ) (see Figs. 10 and 11), and for Cases 1.1 and 1.2 we derived the frequency-separation ratios defined in Roxburgh and Vorontsov (2003) . For these quantities the original model frequencies, without corrections for differences in radius, were used; indeed a substantial part of the visible differences in ∆ ν are caused by the radius differences. As shown by Roxburgh and Vorontsov (see also Floranes, Christensen-Dalsgaard, and Thompson, 2005 ) the frequency-separation ratios have the advantage to be independent of the physical properties of the outer layers. The almost perfect agreement between the value of these ratios for the models computed with all the codes indicates that the differences observed in the frequencies and in the large frequency separation are only determined by the differences in the surface layers (see also Fig. 8 ).
For the highly condensed Case 1.3 model, the differences in ℓ = 0 mode frequencies come from surface differences. On the other hand, the peaks observed in the ℓ = 1 mode frequency differences and in the large frequency separation come from variations of Brunt-Väisälä frequency and from the mixed character of the corresponding modes, see Christensen-Dalsgaard, Bedding, and and references therein. The frequencies of the modes trapped in the µ-gradient region depend not only on the location of this gradient but also on its profile. Differences shown in Fig. 4 reflect the different behaviour of the µ gradient in ASTEC with respect to CLÉS, GARSTEC, and CESAM which in turn can explain the different behaviour of the ASTEC frequencies seen in Fig. 11 .
Cases 1.4 and 1.5
Figure 12 (left panel) displays the differences in the p-mode frequencies for the PMS model of 2 M ⊙ . Two bumps appear in the differences between STAROX and CESAM. The inner one at ν ∼ 300µHz can be attributed to differences in the sound speed close to the centre as seen in Fig. 6 . The outer bump at ν ∼ 1500µHz results from differences in Γ 1 in the second He-ionisation region. Figure 12 (right panel) shows the differences in the pmode frequencies for the evolved Case 1.5 model. As in Case 1.3, the differences mainly result from differences in the surface layers (see Fig. 8 ). Also, this model is sufficiently evolved to present g-p mixed modes. In fact, the peaks observed at low frequency for ℓ = 1 modes correspond to modes trapped in the µ-gradient region. Figure 13 displays the profile of A showing that even though the µ gradient is generated at the same depth in the star, its slope is quite different, and therefore the mixed-mode frequencies also differ. We point out that the smoother decrease of A observed in CESAM models with respect to others at r ∼ 0.065R is due to the scheme used for the integration of the temporal evolution of the chemical composition, i.e. an L-stable implicit Runge-Kutta scheme of order 2 (see Morel and Lebreton, 2007) . We have checked that when the standard Euler backward scheme is used, the A profile becomes quite similar to what is obtained by other codes (see Fig. 13 ) and that, as can be seen in Fig. 12 the frequencies of the mixed modes are also modified.
Cases 1.6 and 1.7
The frequency differences for p modes in Case 1.6 and 1.7 are smaller than 0.2 µHz except for the GARSTEC models, for which the differences can be slightly larger than 0.2 µHz for the more massive model, and reach 0.8 µHz for the ZAMS one. We recall, however, that this latter has a central hydrogen content slightly smaller than specified, differing by −3.4 × 10 −4 from the specified X c = 0.69. To investigate the effect of such a small difference in the central H content, the frequencies of two CLÉS models differing by δ X c = 3.4 × 10 −4 have been calculated: they show differences in the range −0.05 to ∼ 0.3µHz that only partially account for the differences found.
The stellar parameters of Case 1.7 models match quite well those of a typical SPB star (Slowly Pulsating B type star). This type of pulsators presents high-order g modes with periods ranging from 0.4 to 3.5 days for modes with low degree (ℓ = 1 and 2) (Dziembowski, Moskalik, and Pamyatnykh, 1993) . We have estimated for Case 1.7 models, the period differences for g modes with radial order k = −30 to −1. As has been shown in Miglio, Montalbán, and Noels (2006) the periods of g modes can present also a oscillatory signal, whose periodicity depends on the location of the µ gradient, and whose amplitude is determined by the slope of the chemical composition gradient. The profile of the quantity A for Case 1.7 is quite similar to that of Case 1.5 (Fig. 13) , that is with the profile in CESAM model being smoother than in models obtained by the other codes.
The effect on the variation of g-mode periods is shown in Fig. 14 (right) where the periodicity of the signature is related to the location of the µ gradient and the amplitude of the difference is increasing with the steepness of the gradient.
Comparisons for TASK 3
Presentation of the comparisons and general results
TASK 3 deals with models that include microscopic diffusion of helium and metals due to pressure, temperature and concentration gradients. The codes examined here have adopted different treatments of the diffusion processes. The ASTEC code follows the simplified formalism of Michaud and Proffitt (1993) (hereafter MP93) while the CLÉS and GARSTEC codes compute the diffusion coefficients by solving Burgers' equations (Burgers, 1969, hereafter B69) according to the formalism of Thoul, Bahcall, and Loeb (1994) . On the other hand, CESAM provides two approaches to compute diffusion velocities: one, which will be denoted by CESAM-MP is based on the MP93 approximation, the other (hereafter is based on Burger's formalism, with collisions integrals derived from Paquette et al. (1986) . We point out that after preliminary comparisons for TASK 3 models presented by Montalbán, Théado, and Lebreton (2007b) and Lebreton et al. (2007b) , we fixed some numerical problems found in the CE-SAM calculations including diffusion with the B69 approach. Therefore, all the CESAM models presented here (both CESAM-MP and CESAM-B69 ones) are new recalculated models. Table 9 TASK 3 models: Mean quadratic difference in the physical variables between each code and CESAM calculated according to Eq. 1. The differences are given in per cent (except for δ X) and represent an average over the whole star from centre to photospheric radius. The local differences were calculated at fixed relative mass.
Case 3.1A -Case 3.1B -Case 3.1C Code Left and central panels: p-mode frequency differences between models produced by different codes, for Case 1.6 (left) and 1.7 (centre). CESAM model is taken as reference, and the frequencies have been scaled to remove the effect of different stellar radii. For each code, we plot two curves corresponding to modes with degrees ℓ = 0 and ℓ = 1. Right panel: Plots of the g-mode period differences, between models produced by different codes for Case 1.7 (the CESAM model -horizontal dotted line -is taken as reference).
Low stellar masses (1.0, 1.2 and 1.3 M ⊙ ) corresponding to solar-type stars, for which diffusion resulting from radiative forces can be safely neglected, have been considered at 3 stages of evolution (middle of the MS when X c = 0.35, end of the MS when X c = 0.01 and on SGB when the helium core mass represents 5 per cent of the total mass of the star).
The models provided again have a different number of mesh points: the number of mesh points is 1200 in the ASTEC and CESAM models, 2300 − 2500 in CLÉS models and 1700-2000 in models by GARSTEC. Table 8 gives the mean and maximum differences in the global parameters (mass, radius, luminosity, effective temperature and age) obtained by each code with respect to CESAM-MP models. For each code, the mean difference has been obtained by averaging over the number of cases and phases calculated. The differences are generally very small, i.e. below 0.5 per cent for CESAM-B69, CLÉS and GARSTEC. They are a bit larger for ASTEC evolved models and they are high (25-37%) for one GARSTEC model (the Case 3.2C, subgiant model). We note that there are small differences in mass in ASTEC and GARSTEC models: ASTEC uses a value of the solar mass slightly smaller than the one specified for the comparisons while GARSTEC starts from the specified mass but takes into account the decrease of mass during the evolution which results from the energy lost by radiation.
As in TASK 1 we have examined the differences in the physical variables computed by the codes. ASTEC results are only considered for Case 3.1 as further studies are under way for models including convective cores (see Christensen-Dalsgaard, 2007c) . Table 9 provides the "mean quadratic differences" (Eq. 1).
As in TASK 1 we note that the "mean-quadratic differences" between the codes generally remain quite low. The differences in P, T , L r , r, ρ and κ range from 0.1 to 6%. The differences in the thermodynamic quantities (Γ 1 , ∇ ad , C p ) are often well below 1 per cent with, as in TASK 1, larger differences in the GARSTEC code which are probably due to a different use of the OPAL equation of state package and variables.
The maximal differences 2 in c, P, ρ, Γ 1 , L r and X between codes, and the location (r/R) where they happen are reported in Table 10 . Again we note that the largest differences are mainly found in the most external layers and (or) at the boundary of the convection regions.
Internal structure
The variations in X, c, L r and Γ 1 are displayed in Figures 15,  16 , 17, for Cases 3.1, 3.2 and 3.3 respectively. Here, to spare space, we do not plot differences in ρ which are reflected in those in c.
Solar models: Case 3.1
The solar model is characterised by a radiative interior and a convective envelope which deepens as evolution proceeds. The differences in the hydrogen abundance X seen in Fig. 15 can be compared to those found in TASK 1, Case 1.1 model (Fig. 1, top-right) . In the centre, where there exists an H gradient built by nuclear reactions and where (in the present case) H is drawn outwards by diffusion, the differences are roughly of the same order of magnitude. In the middle-upper radiative zone, where the settling of He and metals leads to an H enrichment, and in the convection zone, much larger differences are found which reflect different diffusion velocities and also depend on the extension and downward progression of the convective envelope. We note that differences grow with evolution from phase A to C. The sound speed differences reflect differences (i) in the stellar radius, (ii) in the chemical composition gradients in the central regions and below the convective envelope (see the features in the region where R ∈ [0.65, 0.9]) and finally (iii) in the location of Table 10 TASK 3 models: Maximum variations given in per cent (except for δ X) of the physical variables between each code and CESAM and value of the relative radius (r/R) where they happen. The local differences were computed both at fixed relative mass and fixed relative radius and the maximum of the two values was searched (see footnote 2).
Case 3.1A -Case 3.1B -Case 3.1C Code the convective regions boundaries. They remain quite modest except at the border of the convective envelope and in the zone close to the surface. The differences in Γ 1 , seen in the external regions, reflect differences in the He abundance in the regions of second He ionisation. We also note that large differences in luminosity are found on the SGB (phase C).
Solar-type stars with convective cores: Cases 3.2 and 3.3
Those stars of 1.2 and 1.3 M ⊙ have, on the MS, a convective envelope and a convective core. The differences in the hydrogen abundance X seen in the centre in Fig. 16 and 17 are rather similar to those found in TASK 1, Case 1.2 and 1.3 models (Fig. 1, centre and bottom, right). As explained in Sect. 3.4, the core mass is growing during a large fraction of the MS. Due to nuclear reactions a helium gradient builds up at the border of the core. In these regions, the diffusion due to the He concentration gradient competes with the He settling term and finally dominates which makes He move outwards from the core regions. As a consequence metals also diffuse outwards preventing the metal settling. Because of the metal enrichment which induces an opacity increase, the zone at the border of the convective core is the seat of semiconvection (Richard, Michaud, and Richer, 2001 ).
Also, large differences appear at the bottom of and in the convective envelope in the presence of diffusion. In fact, in these models, diffusion makes the metals pile up beneath the convective envelope which induces an increase of opacity in this zone which in turn triggers convective instability in the form of semiconvection (see Bahcall, Pinsonneault, and Basu, 2001 ). Fig. 18 shows the evolution of the radius of the convective envelope in the models for Cases 3.1, 3.2 and 3.3 while Fig. 19 displays the evolution of the mass of the convective core in Cases 3.2 and 3.3. The crumpled zones in the r cz /R and m cc /M profiles are the signature of the regions of semiconvection which we find for Cases 3.2 and 3.3 either in the regions above the convective core or beneath the convective envelope. As pointed out by Montalbán, Théado, and Lebreton (2007b) , in the presence of metal diffusion, it is difficult to study the evolution of the boundaries of convective regions. The numerical treatment of those boundaries in the codes is crucial for the determination of the evolution of the unstable layers: it affects the outer convective zone depths and surface abundances as well as the masses of the convective cores and therefore the evolution of the star.
Convection zones
Rather small differences in the location of the convective boundaries are seen in Figs. 18 and 19. Table 11 displays the properties of the convective zone boundaries. The radii found at the base of the convective envelope in all cases differ by 0.1-0.7 per cent. On the other hand the mass in the convective cores differs by 2-4 per cent except for Case 3.2A where the mass in GARSTEC model differs from the others by more than 10 per cent. Figure 20 displays the helium abundance Y s in the convective envelope for the different cases and phases considered. The evolution of Y s is linked to the efficiency of microscopic diffusion inside the star and to the evolution with time of the internal border of the convective envelope. We note that the surface helium abundance differs by less than 2% for Case 3.1 (any phase) and 3% for Case 3.2 (any phase) and Case 3.3 (phases B and C) whatever the prescription for the diffusion treatment is. For Case 3.3A which is hotter with a thinner convection envelope, the differences between the MP93 prescription for diffusion used in CESAM-MP models and the complete solution of Burger's equations B69 are rather large. For CESAM-B69 models this difference is of the order of 16%, and a maximum of about 30% in the diffusion efficiency is found between GARSTEC and CESAM-MP. Such differences can indeed be expected and result from the different approaches used to treat microscopic diffusion (MP93 vs. B69) and from the approximations made to calculate the collision integrals. For the solar model, Thoul, Bahcall, and Loeb (1994) found differences of about 15 per cent between their results -based on the solution of Burger's equations but with approximations made to estimate the collision integrals-and the MP93 formalism of Michaud and Proffitt (1993) -where the diffusion equations are simplified but in which the collision integrals are obtained according to Paquette et al. (1986) .
Helium surface abundance
Further tests made by one of us (JM) have shown that for Case 3.2, the use of collision integrals of Paquette et al. (1986) within the formalism by Thoul, Bahcall, and Loeb (1994) leads to differences in the surface He abundance that may amount to ∼ 2.5 per cent. Since we can expect that the differences of the diffusion coefficients increase as the depth of the convective zone decreases, it is not surprising that in Case 3.3 models differences in the surface helium abundance are even larger. We also point out that the helium depletion is also sensitive to the numerical treatment of convective borders, in particular in the presence of semiconvection.
Seismic properties
As in Sec. 3.5 we present in Fig. 21 the frequency differences ν CODE − ν CESAM , where again the frequencies have been scaled to correct for differences in the stellar radius. They can be compared to the results obtained in TASK 1 Cases 1.1, 1.2 and 1.3 ( Fig. 10 and 11) .
Differences increase as evolution proceeds and as the mass increases. We find that the trend of the differences found in MS models (phase A) for the 3 cases (3.1, 3.2, 3.3) is very similar to what has been found for Case 1.1 and 1.2 MS models. Again the similar behaviour of curves with different degree indicates that the frequency differences are due to near-surface effects. Differences between curves corresponding to modes of degree ℓ = 0 and 1, which reflect differences in the interior structure, remain small, below 0.1-0.2µHz (a bit larger for ASTEC). The magnitude of the differences is, on the average, higher in models including microscopic diffusion, due to larger differences in the sound speed in particular in the central regions (or border of the convective core) and at the base of the convective envelope. Two different oscillatory components with a periodicity of ∼ 2000 s and ∼ 4000 s appear in the frequency differences. The first one which is mainly visible in the GARSTEC models is due to differences in the adiabatic exponent, and its amplitude is related to different helium abundances in the convective envelope. The second one makes the "saw-tooth" profile, and is due to differences at the border of convective envelope.
For TAMS models (phase B), in addition to differences observed for MS models, peaks become clearly visible at low frequencies for ℓ = 1 modes. As in Case 1.3 they can be attributed to differences in the Brunt-Väisälä frequency in the interior and to the mixed character of the corresponding modes. Any difference in the µ gradient in the region just above the border of the helium core is indeed expected to be seen in the frequency differences. This effect is even larger in SGB models (phase C). 
Summary and conclusions
We have presented detailed comparisons of the internal structures and seismic properties of stellar models in a range of stellar parameters -mass, chemical composition and evolutionary stage -covering those of the CoRoT targets. The models were calculated by 5 codes (ASTEC, CESAM, CLÉS, STAROX, GARSTEC) which have followed rather closely the specifications for the stellar models (input physics, physical and astronomical constants) that were defined by the ESTA group, although some differences remain, sometimes not fully identified. The oscillation frequencies were calculated by the LOSC code (see Sect. 2.3).
In a first step, we have examined ESTA-TASK 1 models, calculated for masses in the range 0.9 − 5 M ⊙ , with different chemical compositions and evolutionary stages from PMS to SGB. In all these models microscopic diffusion of chemical elements has not been included while one model accounts for overshooting of convective cores. In a second step, we have considered the ESTA-TASK 3 models, in the mass range 1.0 − 1.3 M ⊙ , solar composition, and evolutionary stages from the middle of the MS to the SGB. In all these models, microscopic diffusion has been taken into account.
For both tasks we have discussed the maximum and average differences in the physical quantities from centre to surface (hydrogen abundance X, pressure P, density ρ, luminosity L r , opacity κ, adiabatic exponent Γ 1 and gradient ∇ ad , specific heat at constant pressure C p and sound speed c). We have found that the average differences are in general small. Differences in P, T , L r , r, ρ and κ are on the percent level while differences in the thermodynamical quantities are often well below 1%. Concerning the maximal differences, we have found that they are mostly located in the outer layers and in the zones close to the frontiers of the convective zones. As expected, differences generally increase as the evolution proceeds. They are larger in models with convective cores, in particular in models where the convective core increases during a large part of the MS before receding. They are also higher in models including microscopic diffusion or overshooting of the convective core.
We have then discussed each case individually and tried to identify the origin of the differences.
The way the codes handle the OPAL-EOS tables has an impact on the output thermodynamical properties of the models. In particular, the choice of the thermodynamical quantities to be taken from the tables and of those to be recalculated from others by means of thermodynamic relations is critical because it is known that some of the thermodynamical quantities tabulated in the OPAL tables are inconsistent (Boothroyd and Sackmann, 2003) . In particular, it has been shown by one of us (IW) during one of the ESTA workshops that it is better not to use the tabulated C V -value. Some further detailed comparisons of CLÉS and CESAM models by Montalbán et al. (2007a) , have demonstrated that these inconsistencies lead to differences in the stellar models and their oscillation frequencies substantially dominating the uncertainties resulting from the use of different interpolation tools. Similarly, the differences in the opacity derived by the codes do not come from the different interpolation schemes but mainly from the differences in the opacity tables themselves. Discrepancies depend on stellar mass and for the cases considered in this study the maximum differences in opacities are of the order of 2% for 2 M ⊙ models except in a very narrow zone close to log T ≃ 4.0 where there are at a Table 2 ) for 1.0 M ⊙ (left), 1.2 M ⊙ (centre) and 1.3 M ⊙ (right).
Fig. 21
TASK 3: p-mode frequency differences between models produced by different codes, for Case 3.1 (top row), 3.2 (centre) and 3.3 (bottom). CESAM model is taken as reference, and the frequencies have been scaled to remove the effect of different stellar radii. For each code, we plot two curves corresponding to modes with degrees ℓ = 0 and ℓ = 1. few percents level for all models due to the way the OPAL95 and AF94 tables are combined.
In unevolved models, differences have been found that pertain either to the lack of a detailed calculation of the PMS phase or to the simplifications in the nuclear reactions in the CN cycle. In evolved models we have identified differences which are due to the method used to solve the set of equations governing the temporal evolution of the chemical composition. The shape and position of the µ gradient and the numerical handling of the temporal evolution of the border of the convection zones are critical as well. The star keeps the memory of the displacements of the convective core (either growing or receding) through the µ gradient. Models with microscopic diffusion show differences in the He and metals distributions which result from differences in the diffusion velocities and that affect in turn thermodynamic quantities and therefore the oscillation frequencies. The situation is particularly thorny for models that undergo semiconvection, either below the convective zone or at the border of the convective core (for models with diffusion), because none of the codes treats this phenomenon.
We found that differences in the radius at the bottom of the convective envelope are small, lower than 0.7%. The differences in the mass of the convective core are sometimes large as in models that undergo semiconvection or in PMS and low-mass ZAMS models (up to 17 − 30%). In other models, the mass of the convective core differs by 0.5 to 5%. Differences in the surface helium abundance in models including microscopic diffusion are of a few per cent except for the 1.3 M ⊙ model on the MS where they are in the range 15 − 30% due to the different formalisms used to treat diffusion (see Sect. 4).
We have examined the differences in the oscillation frequencies of p and g modes of degrees ℓ = 0, 1, 2, 3. For solartype stars we also calculated and examined the large frequency separation for ℓ = 0, 1 and the frequency separation ratios defined by Roxburgh and Vorontsov (1999) .
For solar-type stars on the MS, the differences in the frequencies calculated by the different codes are in the range 0.05 − 0.1µHz (for ℓ = 0, no microscopic diffusion) and 0.1 − 0.2µHz (models with diffusion). For advanced models (TAMS or SGB) differences are larger (up to 1µHz for ℓ = 0 modes). We find that the frequency separation ratios are in excellent agreement which confirms that the differences found in the frequencies and in the large frequency separation have their origin in near-surface effects. Differences are larger in models including microscopic diffusion where the sound speed differences are larger (in the centre and at the borders of convection zones). In addition, in evolved models, at low frequency for ℓ = 1 modes, we found differences of up to 4µHz that result from differences in the Brunt-Väisälä frequency and from the mixed character of the modes. For stars of 2.0 M ⊙ , frequency differences (ℓ = 0, 1 modes) are lower than 0.5µHz (PMS) and may reach 1µHz for the evolved model with overshooting. They are due to structure differences in regions close to the surface, in the region of second He-ionisation and close to the centre. In the evolved model some modes are mixed modes sensitive to the location of and features in the µ gradient. Finally, we found that the frequency differences of the massive models (3 and 5 M ⊙ ) are generally smaller than 0.2µHz. This thorough comparison work has proven to be very useful in understanding in detail the methods used to handle the calculation of stellar models in different stellar evolution codes. Several bugs and inconsistencies in the codes have been found and corrected. The comparisons have shown that some numerical methods had to be improved and that several simplifications made in the input physics are no longer satisfactory if models of high precision are needed, in particular for asteroseismic applications. We are aware of the weaknesses of the models and therefore of the need for further developments and improvements to bring to them and we are able to give an estimate of the precision they can reach. This gives us confidence on their ability to interpret the asteroseismic observations which are beginning to be delivered by the CoRoT mission where an accuracy of a few 10 −7 Hz is expected on the oscillation frequencies as well as those that will come from future missions as NASA's Kepler mission to be launched in 2009 (Christensen-Dalsgaard et al., 2007) .
