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Abstract
In this work we present a new approach to the construction of high order finite volume central
schemes on staggered grids for general hyperbolic systems, including those not admitting a conser-
vation form. The method is based on finite volume space discretization on staggered cells, central
Runge-Kutta time discretization, and integration over a family of paths, associated to the system
itself, for the generalization of the method to nonconservative systems. Applications to the one and
the two layers shallow water models as prototypes of systems of balance laws and systems with source
terms and nonconservative products respectively, will be illustrated.
1 Introduction
Shock capturing schemes for the numerical approximation of systems of conservation laws have been an
active field of research for the last thirty years (see for example [25], [47], and [45]). Many papers have
been also devoted to their extension to hyperbolic systems with source terms and/or nonconservative
products putting special emphasis on the exact preservation of steady solutions (well-balanced property):
see [3], [35] or [39].
In the particular case of systems of conservation laws, central schemes have the attractive feature of
producing accurate results without requiring the solution of the Riemann problem. From the original
second order scheme of Nessyahu and Tadmor [33], a considerable progress has been made, to produce
general purpose, high order shock capturing schemes on staggered grids [40, 2] or [23] for the 2D case.
See also [27]. Let us briefly recall the basis of these methods: we consider a system of conservation laws
ut + f(u)x = 0, x ∈ R, t > 0. (1.1)
where u ∈ Rm, f : Rm → Rm is continuous and differentiable in Rm. Let us consider computational cells
Ij = [xj−1/2, xj+1/2] with constant width ∆x, and a constant time step ∆t. Let us suppose that some
approximations u¯nj of the cell averages of the sought weak solution are known at time t
n = n∆t. A high
order reconstruction operator is then applied to these cell averages in order to obtain a piecewise smooth
approximation of the solution at the time tn:
un(x) =
∑
j
Rnj (x)χIj (x), ∀x,
where χIj is the characteristic function of the interval Ij . Thus the reconstruction is smooth in the
interior of the cells, but it is in general discontinuous across cell interfaces. The reconstruction operator
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has to be essentially non-oscillatory: the reconstruction step should not introduce a significant increase of
the total variation. Some examples of conservative, high order, essentially non-oscillatory reconstruction
operators are MUSCL, ENO, WENO, PPM, or PHM (see [49], [20], [45], [46], [16], [28], [22]).
Next, as in Godunov-type methods, the initial value problem
u˜t + f(u˜)x = 0, x ∈ R, t ∈ (tn, tn+1],
u˜(x, tn) = un(x), x ∈ R,
(1.2)
is considered. The difference with Godunov-type methods is that, instead of calculating or approximating
the cell averages of the solution u˜ at cells Ij , the cell averages are updated on the staggered grid whose
cells are given by Ij+1/2 = [xj , xj+1]. The cell averages computed on the staggered grid
u¯j+1/2(t) =
1
∆x
∫
Ij+1/2
u˜(x, t) dx
satisfy the equation:
u¯′j+1/2 = −
1
∆x
[f(u˜(xj+1, t))− f(u˜(xj , t))] . (1.3)
Notice that, if ∆t is small enough, u˜ is continuous at the center of the cells xj and thus no exact
or approximate Riemann solver is required to compute accurate numerical fluxes to approximate the
right-hand side of (1.3). For the time integration, a Runge-Kutta method is applied to solve (1.3) with
initial condition
u¯j+1/2(t
n) = u¯nj+1/2 =
1
∆x
∫ xj+1
xj
un(x) dx =
1
∆x
∫ xj+1/2
xj
Rnj (x) dx +
1
∆x
∫ xj+1
xj+1/2
Rnj+1(x) dx.
The goal of this paper is to explore the possibility of extending this strategy to hyperbolic systems of
balance laws
ut + f(u)x = S(u)σx, (1.4)
or hyperbolic systems with source terms and nonconservative products
ut + f(u)x = B(u)ux + S(u)σx, (1.5)
where u ∈ Rm, f : Rm → Rm is continuous and differentiable; S : Rm → Rm is continuous; B is a
matrix-valued continuous function; and σ : R → R is a continuous and differentiable known function.
Most PDE systems arising in fluid models have the form (1.4) or (1.5).
By adding the artificial equation
σt = 0,
(1.5) can be reformulated in the form
wt +A(w)wx = 0, x ∈ R, t > 0, (1.6)
with:
w =
[
u
σ
]
, A(w) =
( ∇f(u)−B(u) −S(u)
0 0
)
, (1.7)
where ∇f(u) represents the Jacobian of the flux function. Therefore, we will consider the more general
problem of extending the strategy of central schemes to hyperbolic systems of the form (1.6). The
extended methods are expected to be well-balanced and to reduce to the conservative case whenever the
source terms and the nonconservative products vanish. In particular, if some of the equations of the system
are conservation laws (as it often happens), the method should be conservative for these equations. The
advantages we expect from this approach consist in improved efficiency due to the minimal characteristic
information required.
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The natural comparison for the schemes proposed in this work is with the path conservative schemes
for non conservative systems developed by Castro, Pares and coworkers, see the recent review in [39]. In
path conservative schemes the contribution of the non conservative products must be split in left going
and right going waves at interfaces to account for the correct direction of the fluxes into and outside cells.
This requires to take into account some knowledge of the eigenstructure of the matrix of the quasi linear
system. As we will see the methods proposed in this work do not need this distinction. A strategy similar
to the path conservative Roe scheme by [9] can be found in [17]. Here the path integral is computed using
Osher numerical flux, and, as for the Roe flux, a detailed knowledge of the eigenstructure of the flux
matrix is needed. Among methods recently proposed for non conservative systems we also mention the
entropy stable, time splitting method found in [4]. This method applies to the two layers shallow water
system of equations, and it is based on a time splitting which ensures that the contribution of the non
conservative products is circumvented. The scheme proposed in that work is very fast, and it satisfies
non linear stability through an entropy condition. However the time splitting used simplifies the system
up to the point that spurious solutions are observed.
The organization of the paper is as follows: in Section 2 the strategy to extend central schemes
on staggered grids to general systems of the form (1.6) is introduced and the main theoretical and
practical difficulties are also discussed. In Section 3 the suitable notation for the precise description of
the algorithms is set and two different strategies to compute the RK fluxes are introduced. In Section 4
the methods are applied to systems of the form (1.4) and (1.5). The particular cases of the one and the
two-layer shallow water models are singled out and we show how to enforce the well-balanced property
for these particular cases. Several numerical 1D and 2D tests are presented in Section 5 to check the
properties and the accuracy of the numerical methods here introduced. Finally, some concluding remarks
are drawn.
2 Central Runge-Kutta methods for nonconservative systems:
main idea and difficulties
We consider general systems of the form
wt +A(w)wx = 0, x ∈ R, t > 0, (2.1)
where w ∈ Rm, and A(w) is a smooth locally bounded matrix-valued function from Rm to Rm×m. The
system is supposed to be strictly hyperbolic and the characteristic fields ri(w), i = 1, . . . ,m, are supposed
to be either genuinely nonlinear:
∇λi(w) · ri(w) 6= 0, ∀w,
or linearly degenerate:
∇λi(w) · ri(w) = 0, ∀w.
Here, λ1(w), . . . , λm(w) represent the real eigenvalues of A(w) (in increasing order) and r1(w), . . . , rm(w)
is a set of associated eigenvectors.
A first important difficulty comes from the definition of weak solution, as the framework of the theory
of distributions cannot be applied to define them when the system cannot be written in divergence form.
Under some hypotheses of regularity for A, the theory introduced by Dal Maso, LeFloch, and Murat
[13] allows one to define the nonconservative product A(w)wx as a bounded measure for functions w
with bounded variation, which may have step-like singularities, provided a family of Lipschitz continuous
paths, Φ(s;wL, wR), s ∈ [0, 1], is prescribed, which must satisfy certain regularity and compatibility
conditions, in particular
Φ(0;wL, wR) = wL, Φ(1;wL, wR) = wR, Φ(s;w,w) = w. (2.2)
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The interested reader is addressed to [13] for a rigourous and complete presentation of this theory. Here,
the family of paths will be just understood as a tool to give a sense to integrals of the form:∫ b
a
A(v(x))vx(x) dx,
for functions v with jump discontinuities. More precisely, given a bounded variation function v : [a, b]→
R
m, we define:
−
∫ b
a
A(v(x))vx(x) dx =
∫ b
a
A(v(x))vx(x) dx +
∑
n
∫ 1
0
A(Φ(s; v−n , v
+
n ))
∂Φ
∂s
(s; v−n , v
+
n ) ds. (2.3)
In this definition, v−n and v
+
n represent, respectively, the limits of v to the left and right of its n-th
discontinuity (remember that the set of discontinuities of a bounded variation function is countable).
Observe that, in (2.3), the family of paths has been used to determine the Dirac measures placed at the
discontinuities of v, and the first term on the RHS is the integral computed in regions of smoothness of v,
in the usual sense. In the following with the dashed integral we will always consider the operator defined
in (2.3).
Notice that the meaning of the nonconservative products and thus the concept of weak solution has
to be assigned together with the system of equations, and its initial/boundary conditions. A concept of
entropy is also necessary to select the relevant physical solutions as it occurs in systems of conservation
laws. Thus we consider an entropy pair (η, g), i.e. a pair of regular functions from Rm to R, η being
convex, such that
∇g(w) = ∇η(w) · A(w), ∀ w ∈ Rm.
A weak solution is said to be an entropy solution if it satisfies the inequality
η(w)t + g(w)x ≤ 0 (2.4)
in the distributional sense.
We are now ready to extend the construction of CRK finite volume schemes based on staggered grids
[40] to the case of hyperbolic systems with nonconservative products.
Let us suppose that some approximations w¯nj of the cell averages of the sought weak solution are
known at the time tn = n∆t and that a high order essentially non-oscillatory reconstruction operator is
applied to these cell averages to obtain a piecewise smooth approximation of the solution at the time tn:
wn(x) =
∑
j
Rnj (x)χIj (x), ∀x.
The initial value problem: 
w˜t +A(w˜)w˜x = 0, x ∈ R, t ∈ (tn, tn+1],
w˜(x, tn) = wn(x), x ∈ R,
(2.5)
is then considered. The averages of its solution at the staggered grid satisfy now the initial value problem:
w¯′j+1/2(t) = −
1
∆x
−
∫ xj+1
xj
A(w˜(x, t))w˜x(x, t) dx, t ∈ (tn, tn+1)
w¯j+1/2(t
n) = w¯nj+1/2,
(2.6)
where
w¯nj+1/2 =
1
∆x
∫ xj+1
xj
wn(x) dx =
1
∆x
∫ xj+1/2
xj
Rnj (x) dx +
1
∆x
∫ xj+1
xj+1/2
Rnj+1(x) dx. (2.7)
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(2.6) is satisfied in the weak sense:∫ tn+1
tn
ϕ′(t) w¯j+1/2(t) dt−
1
∆x
∫ tn+1
tn
−
∫ xj+1
xj
ϕ(t)A(w˜(x, t))w˜x(x, t) dx dt
+ϕ(tn) w¯nj+1/2 = 0, ∀ϕ ∈ C10
[
tn, tn+1
)
,
where C10
[
tn, tn+1
)
represents the space of C1 functions ϕ : [tn, tn+1) 7→ R with compact support.
Since the reconstruction is only discontinuous at the intercells, if ∆t is small enough the resulting
Riemann fan will remain within (xj , xj+1) and thus the solution of (2.5) will remain smooth at the
boundaries of the staggered cell. As a consequence no exact or approximate Riemann solver is required
to compute and split Dirac masses located at the extrema of the interval, as it is done in path-conservative
numerical methods: see [38]. In these methods, the equations satisfied by the cell averages of the solution
of (2.5) which are now
w¯′j(t) = −
1
∆x
−
∫ xj+1/2
xj−1/2
A(w˜(x, t))w˜x(x, t) dx, t ∈ (tn, tn+1),
w¯j(t
n) = w¯nj ,
(2.8)
are approached by:
w¯′j(t) = −
1
∆x
(
D+i−1/2(t) +D
−
i+1/2(t) +
∫ xj+1/2
xj−1/2
A(Rtj(x))∂xR
t
j(x) dx
)
, t ∈ (tn, tn+1),
w¯j(t
n) = w¯nj ,
(2.9)
where
wt(x) =
∑
j
Rtj(x)χIj (x), ∀x,
is the piecewise smooth function obtained by applying the reconstruction operator to the vector {w¯j(t)};
D±j+1/2(t) = D
±(wt,−j+1/2, w
t,+
j+1/2),
where
wt,−j+1/2 = lim
x→x−
j+1/2
Rtj(x), w
t,+
j+1/2 = lim
x→x+
j+1/2
Rtj+1(x),
and D± are two functions satisfying
D−(wL, wR) +D
+(wL, wR) =
∫ 1
0
A(Φ(s;wL, wR))
∂Φ
∂s
(s;wL, wR) ds, ∀wL, wR ∈ Rm,
D±(w,w) = 0, ∀w ∈ Rm.
The definition of the functions D±, which are used to split the Dirac masses at the boundaries of the
cells, depends on the method. An adequate choice of these two functions requires some knowledge of the
Riemann problems to ensure stability. For instance, in Roe methods
D±(wL, wR) = A
±(wL, wR) · (wR − wL),
where A(wL, wR) is a matrix with m different real eingenvalues satisfying the generalized Roe property
(see [48]):
A(wL, wR) · (wR − wL) =
∫ 1
0
A(Φ(s;wL, wR))
∂Φ
∂s
(s;wL, wR) ds,
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and A±(wL, wR) are the positive and negative part of A(wL, wR) in the usual sense. Note that the
calculations of the positive and negative part requires an explicit knowledge of the eigenstructure of the
matrix.
Coming back to the central approach based on staggered grids, one of its main advantages is that no
information concerning the Riemann problems is needed to design the numerical method: to advance in
time, a Runge-Kutta scheme is applied to (2.6). The Runge-Kutta fluxes will be obtained by computing
the dashed integrals in the RHS of (2.6) at the stage values. While at the first stage (corresponding to
t = tn) the value of the dashed integral can be explicitly calculated by:
−
∫ xj+1
xj
A(w˜(x, tn))w˜x(x, t
n) dx =
∫ xj+1/2
xj
A(Rnj (x)) ∂xR
n
j (x) dx
+
∫ 1
0
A(Φ(s;wn,−j+1/2 , w
n,+
j+1/2)
∂Φ
∂s
(s;wn,−j+1/2, w
n,+
j+1/2)) ds
+
∫ xj+1
xj+1/2
A(Rnj+1(x))∂xR
n
j+1(x) dx, (2.10)
(where wn,±j+1/2 represent the reconstructed states at the intercells), at the stages corresponding to times
t ∈ (tn, tn+1] an explicit knowledge (or at least an approximation) of w˜(·, t) in [xj , xj+1] is needed to
compute this dashed integral. This is the main difference with conservative problems, for which this
integral can be written as flux differences, so that only the solutions at xj and xj+1 have to be known (or
approached). As solving exactly (2.6) is completely out of scope, we will look for suitable approximations.
In Section 3 two different strategies to compute the RK fluxes leading to two different versions of the
method will be proposed.
Before describing in detail these two versions, we wish to address two theoretical difficulties linked to
the discretization of nonconservative systems using families of paths. The first difficulty is related to the
choice of the family. Once a family of paths has been chosen, the jump conditions are
ξ · (w+ − w−) =
∫ 1
0
A(Φ(s;w−, w+))
∂Φ
∂s
(s;w−, w+) ds, (2.11)
where ξ is the speed of propagation of the discontinuity, and w− and w+ are the left and right limits of
the solution at the discontinuity. Therefore, the speed of propagation of shocks, and thus the definition
of the weak solutions, explicitly depends on the choice of the family of paths. The crucial question is
thus how to choose the ’good’ family of paths. The key point is that, in general, first order hyperbolic
models are obtained by neglecting some higher order terms whose effects are supposed to be small.
Therefore, discontinuities appearing in weak solutions are supposed to be the limits of travelling waves
of the regularized system as the high order terms tend to 0. While in systems of conservation laws the
jump conditions given by this passage to the limit are the classical Rankine-Hugoniot conditions
ξ[u] = [f(u)], (2.12)
independently of the particular form of the vanishing high order terms, in nonconservative systems the
jump conditions and thus the definition of weak solutions of the hyperbolic system do depend on their
particular form. Therefore, the family of paths to be chosen has to be such that the jump conditions
(2.11) coincide with the ones obtained from the travelling waves of the regularised problems by passing to
the limit. If, for instance, the hyperbolic model has been obtained by neglecting a diffusion term, a good
family of paths has to be consistent with the viscous profiles of the parabolic problem with vanishing
viscosity: see [30] for a review. Moreover, it has also to be consistent with the integral curves of the
characteristic fields and the solutions of the Riemann problems: see [29]. Therefore, the computation of
a good family of paths may require both the computation of viscous profiles and the solution of Riemann
problems, what may be very costly and/or very difficult. Here, we propose to use the family of straight
segments:
Φ(s;wL, wR) = wL + s(wR − wL), (2.13)
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as, at least for smooth flows or weak shocks, this choice will give first order approximation of the actual
path, since for a general Lipshitz continuous Φ:
Φ(s;wL, wR) = wL + s(wR − wL) + o(||wR − wL||),
The second main difficulty is related to the convergence of the numerical solutions: even if the correct
family of paths is chosen, the limits of the numerical solutions may be weak solutions corresponding to
a different choice of paths from the prescribed one. In fact, whenever a numerical scheme having some
numerical viscosity is applied to a nonconservative system, the shocks appearing in the numerical solutions
are consistent with the viscous profiles induced by the numerical viscosity of the scheme. Since these
viscous terms are different in general from the physical ones they may lead to different jump conditions.
This fact, which is strongly related to the difficulties of convergence appearing when a nonconservative
method is applied to a system of conservation laws (see [21]), has been analyzed in [8] for nonconservative
systems when a path-conservative method is applied. Recently, a new example illustrating the difficulties
discussed in [21] has been studied in [1]: the authors show that, as expected, the difficulties of convergence
are still present when a system of conservation laws is discretized by means of a nonconservative method
which is path-conservative with respect to a nonconservative reformulation of the system.
Therefore, with the proposed ansatz it cannot be expected to obtain numerical methods whose so-
lutions converge to the physical weak solutions for general nonconservative systems. Nevertheless, what
can be expected is to obtain stable, robust, easy-to-implement numerical methods such that:
• For systems of balance laws (1.4) with smooth σ the limits of the numerical solutions satisfy the
physical jump conditions: see [32].
• For nonconservative systems in which the nonconservative products vanish across shocks and only
act on contact discontinuities, the limits of the numerical solutions also satisfy the physical jump
conditions. This is the case for systems coupling some balance laws with some transport equations
(as it happens in turbidity currents models) or for some two-phase fluids models, as the Bae¨r-
Nunziato one: see [5], [31], [15] and the references therein.
• For general nonconservative systems the limit of the numerical solution, for the mesh width going to
zero, may be a weak solution consistent with the viscous profiles related to the numerical viscosity
and not to the physical one. But the difference between these two weak solutions is expected to be
small at least for small amplitude shocks: the numerical Hugoniot curves of the states that can be
linked by an entropy shock to a given state are expected to be at least first order approximations
of the exact Hugoniot curves: see [8].
• Finally, as it will be proven below, paths of the form (2.13) preserve steady states for many systems,
as shallow water models.
Let us discuss the relation between the well-balanced property and the choice of paths. For this
purpose, let us suppose that w(x) is a smooth stationary solution of (2.1), i.e.
A(w(x))wx = 0, ∀x. (2.14)
Observe that this equation can be interpreted as follows: for every x such that wx(x) 6= 0, 0 is an
eigenvalue of A(w(x)) and wx(x) is an associated eigenvector. Therefore, if wx(x) only vanishes in some
isolated points, the parametric curve
x→ w(x) ∈ Rm (2.15)
lies on an integral curve Γ of a characteristic field whose corresponding eigenvalue takes always the value
0. Therefore, the characteristic field has to be linearly degenerate. Let us suppose that the chosen family
of paths has the following property: if two states wL and wR belong to Γ, then
Φ(s;wL, wR) ∈ Γ, ∀s ∈ [0, 1], (2.16)
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and thus
A(Φ(s;wL, wR))∂sΦ(s;wL, wR) = 0, ∀s ∈ [0, 1], ∀wL, wR ∈ Γ. (2.17)
If in particular the family of straight segments has been chosen, (2.16) is satisfied for all the stationary
solutions such that the parametric curve (2.15) lies on a straight line. This is the case for water at rest
solutions for both the one and the two-layer shallow water systems: see Section 4.
Let us also suppose that the reconstruction operator R has the following property: given a stationary
solution w taking values on Γ, then
Rw(x) ∈ Γ, ∀x, (2.18)
being Rw the piecewise smooth function obtained by applying the reconstruction operator to the cell
averages of w. Therefore:
A(Rw(x))∂xRw(x) = 0, ∀x. (2.19)
Notice that the reconstruction operator produces piecewise smooth functions whose restrictions at the
cells, in our case, are polynomials or hyperbolas, so that (2.18) is not expected to be satisfied in general,
but it is possible to design reconstruction operators on the basis of standard ones that satisfy this property
either exactly or numerically with a much higher accuracy than the order of the method: see [10], [36],
[42], [43] for some recent results. Nevertheless, for the shallow water systems considered here, the integral
curves Γ corresponding to water at rest solutions are straight lines, and (2.19) can be easily obtained
with a standard operator just by reconstructing along equilibrium variables.
If (2.17), (2.19) are satisfied and a stationary solutionw taking values in Γ is chosen as initial condition,
the solution of (2.5) for n = 0 is w˜(x, t) = w(x) and thus, for any t ∈ [tn, tn+1]:
−
∫ xj+1
xj
A(w˜(x, t))w˜x(x, t) dx =
∫ xj+1/2
xj
A(Rj(x)) ∂xRj(x) dx
+
∫ 1
0
A(Φ(s;w−j+1/2 , w
+
j+1/2))
∂Φ
∂s
(s;w−j+1/2, w
+
j+1/2)) ds
+
∫ xj+1
xj+1/2
A(Rj+1(x))∂xRj+1(x) dx, (2.20)
where:
w+j−1/2 = lim
x→x+
j−1/2
Rj(x), w
−
j+1/2 = lim
x→x−
j+1/2
Rj(x),
are the reconstructed states which also belong to Γ by (2.18). Now the three integrals in (2.20) vanish
because of (2.17) and (2.19). Therefore all the RK fluxes also vanish and thus
w¯n+1j+1/2 = w¯
n
j+1/2. (2.21)
However this equality is not enough to ensure the well-balanced property: the reconstruction step at the
staggered grid should be performed in such a way that
w¯n+2j = w¯
n
j . (2.22)
We will show in Subsections 4.1 and 4.2 that, to obtain (2.22) for water at rest solutions, it is enough
again to reconstruct along equilibrium variables.
3 Central Runge-Kutta methods for nonconservative systems:
detailed description
Before giving a precise description of Central Runge-Kutta methods for nonconservative systems, we need
to set a suitable notation for Runge-Kutta schemes applied to initial value problems. Therefore let:{
y′ = g(y),
y(t0) = y0.
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Let us apply to the initial value problem above an explicit Runge-Kutta scheme with ν stages to obtain
the numerical solution at time n∆t as:
yn+1 = yn +∆t
ν∑
i=1
biK
(i).
The K(i) are called Runge-Kutta fluxes and are defined by:
K(i) = g(y(i)) i = 1, · · · , ν,
where the y(i) will be called stage values, and, for an explicit scheme, are given by:
y(i) = yn +∆t
i−1∑
l=1
ai,lK
(l), i = 1, · · · , ν.
The matrix A = (ai,l), and the vector b = (bi) uniquely define the RK scheme. With the present notation,
A is a ν × ν lower triangular matrix, with zero elements on the diagonal.
We will describe now the two versions of our scheme. Both of them require the introduction of an
essentially non-oscillatory reconstruction operator, i.e. an operator that, starting from a vector of cell
averages {v¯}, provides a piecewise smooth function of the form:
R(x; {v¯}) =
∑
j
Rj(x; [v¯j−k0 , . . . , v¯j+k1 ])χIj (x), (3.1)
where v¯j denotes the cell average on the j-th cell; χIj is the characteristic function of the interval Ij ;
k0, k1 are two fixed natural numbers; and Rj(x; [v¯j−k0 , . . . , v¯j+k1 ]) is a smooth function obtained by using
interpolation or approximation techniques from the values at some neighboring cells Ij−k0 , . . . , Ij+k1 that
constitute the stencil of the reconstruction.
Given a function v, we will denote by v¯j its average at the cell Ij : v¯j =
1
∆x
∫
Ij
v(x) dx, and by Rv the
approximation function obtained by applying the reconstruction operator to the vector {v¯} collecting all
its cell averages, i.e.
Rv(x) = R(x, {v¯}), ∀x.
The reconstruction has to be conservative in the following sense R(x; {v¯})j = v¯j , ∀j, and it has to
give accurate estimates of the point values and derivatives of smooth functions. More precisely, if v is a
smooth function, we want that:
v±j+1/2 = lim
x→x±
j+1/2
Rv(x) = v(xj+1/2) +O(∆x
p), (3.2)
and, if x ∈ (xj−1/2, xj+1/2) for some j:
Rv(x) = v(x) +O(∆xq), ∂xRv(x) = v
′(x) + O(∆xq−1). (3.3)
Rv(x) = v(x) +O(∆xq), (3.4)
∂xRv(x) = v
′(x) +O(∆xq−1). (3.5)
For most reconstruction operators, as MUSCL, ENO or PHM, q = p, while for WENO one can achieve
p = 2q − 1. Here, only reconstruction operators satisfying q = p will be considered.
Let us suppose that the approximations of the cell averages of the sought solution at time tn, w¯nj , have
been obtained. Then, in order to evaluate the initial staggered cell average, the reconstruction operator
is applied to the vector of cell averages {w¯n}. The following notation will be used:
wn(x) = R(x, {w¯n}) =
∑
j
Rj(x; [w¯
n
j−k0 , . . . , w¯
n
j+k1 ]), ∀x. (3.6)
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If the integrals are exactly computed, the initial staggered cell average is given by (2.7). Otherwise,
a quadrature formula has to be chosen on the intervals [xj , xj+1/2] and [xj+1/2, xj+1] whose nodes and
weights will be denoted respectively by
xlj+1/4, x
l
j+3/4, α
l
j+1/4, α
l
j+3/4, l = 0, . . . , µ,
Then wn is evaluated at the nodes of the quadrature rule:
wl,nj+1/4 = w
n(xlj+1/4) w
l,n
j+3/4 = w
n(xlj+3/4), l = 0, . . . , µ. (3.7)
In the numerical experiments we will show, the point xj+1/2 is a quadrature node on each of the two
sub-cells, namely xj+1/2 = x
µ
j+1/4 and xj+1/2 = x
0
j+3/4, and the points xj and xj+1 are also quadrature
nodes xj = x
0
j+1/4 and xj+1 = x
µ
j+3/4, so in particular:
wµ,nj+1/4 = w
−,n
j+1/2, w
0,n
j+3/4 = w
+,n
j+1/2. (3.8)
Thus the approximation to (2.7) becomes:
wnj+1/2 =
µ∑
l=0
[
αlj+1/4 w
l,n
j+1/4 + α
l
j+3/4 w
l,n
j+3/4
]
. (3.9)
The new cell averages will be computed by integrating (2.6) with an order p Runge-Kutta scheme:
w¯n+1j+1/2 = w¯
n
j+1/2 − λ
ν∑
i=1
biK
(i)
j+1/2, (3.10)
where λ = ∆t∆x and the quantities K
(i)
j+1/2 are the RK fluxes. We describe hereafter two different strategies
to evaluate these fluxes.
Version 1.
This version, which follows closely the usual ansatz in central schemes on staggered grids for con-
servative problems, is targeted on minimazing the points on which the Runge Kutta stage values are
computed. To do this, a new reconstruction operator is needed, R˜, which starting from a vector of point
values {v}, provides again a piecewise smooth function of the form:
R˜(x; {v}) =
∑
j
R˜j(x; [vj−k˜0 , . . . , vj+k˜1 ])χIj (x), (3.11)
where k˜0, k˜1 are two fixed natural numbers and R˜j(x; [vj−k˜0 , . . . , vj+k˜1 ]) is again a smooth function
obtained by using interpolation or approximation techniques from the values in the stencil.
Given a function v, we will denote by R˜v the approximation function obtained by applying this new
reconstruction operator to the vector {v} collecting the point values of v at the center of the cells xj , i.e.
R˜v(x) = R˜(x, {v}), ∀x.
As the reconstruction is calculated on the basis of point values and not cell averages, R˜ does not
need to be conservative, but still it has to give accurate estimates of the point values and derivatives of
a smooth function v:
v˜±j+1/2 = lim
x→x±
j+1/2
R˜v(x) = v(xj+1/2) +O(∆x
p), (3.12)
and, if x ∈ (xj−1/2, xj+1/2) for some j:
R˜v(x) = v(x) +O(∆xq), (3.13)
∂xR˜v(x) = v
′(x) +O(∆xq−1). (3.14)
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Note that since R˜ acts across discontinuities, it needs to be a non-oscillatory reconstruction operator.
With these information, we evaluate the stage values, using the PDE in its differential form, as in
CRK schemes, see [40]:
For i = 1, . . . , ν:
w
(i)
j = w
n(xj)−∆t
i−1∑
l=1
ai,lKˆ
(l)
j , (3.15)
Kˆ
(i)
j = A(w
(i)
j )∂xR˜
(i)(xj), (3.16)
where
R˜(1)(x) = wn(x) = R(x, {w¯n}), ∀x, (3.17)
R˜(i)(x) = R˜(x; {w(i)}) =
∑
j
R˜j(x; [w
(i)
j−k˜0
, . . . , w
(i)
j+k˜1
])χIj (x), ∀x. (3.18)
Once this is done, the Runge-Kutta fluxes appearing in (3.10) can be computed as:
K
(i)
j+1/2 =
∫ xj+1/2
xj
A(R˜(i)(x)) ∂xR˜
(i)(x) dx +
∫ xj+1
xj+1/2
A(R˜(i)(x))∂xR˜
(i)(x) dx
+
∫ 1
0
A(Φ(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2))
∂Φ
∂s
(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2) ds, (3.19)
where
w˜
(i),±
j+1/2 = lim
x→x±
j+1/2
R˜(i)(x). (3.20)
In practice, the quadrature formulae are used to compute the RK fluxes:
K
(i)
j+1/2 =
µ∑
l=0
[
αlj+1/4A(w
l,(i)
j+1/4) (wx)
l,(i)
j+1/4 + α
l
j+3/4A(w
l,(i)
j+3/4) (wx)
l,(i)
j+3/4
]
+
∫ 1
0
A(Φ(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2))
∂Φ
∂s
(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2) ds,
(3.21)
where, for l = 0, . . . , µ, γ = 1/4, 3/4, i = 1, . . . , ν, w
l,(i)
j+γ = R˜
(i)(xlj+γ), and (wx)
l,(i)
j+γ = ∂xR˜
(i)(xlj+γ). This
completes the description of Version 1 of the scheme. In this approach, we perform the following steps:
• At the beginning of the time step, we compute a non-oscillatory reconstruction from cell averages,
yielding all values of the solution and of its space derivative at all quadrature nodes, and with this
information we evaluate the cell average on the staggered cell.
• We evolve the stage values only in the middle of each cell.
• At each stage value, a non-oscillatory reconstruction step from point values is needed to compute
all quantities appearing in (3.19).
Version 2.
In this version, which is designed in order to minimize the essentially non-oscillatory reconstruction
steps, the solution of (2.5) is approached by:
w˜(x, t) ∼=
∑
j
w˜j(x, t)χIj (x), x ∈ R, t ∈ [tn, tn+1], (3.22)
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where w˜j is the solution of the initial value problem
∂tw˜j + A(w˜j)∂xw˜j = 0, x ∈ R, t ∈ (tn, tn+1],
w˜j(x, t
n) = Rnj (x), x ∈ R,
(3.23)
where we assume that the reconstruction functions at the cells, Rnj , have a natural smooth extension to
the whole real line, as it happens in practice. If ∆t is small enough, the solution w˜j of the problems
(3.23) is expected to remain smooth in [xj , xj+1] × [tn, tn+1] so that (3.22) provides a piecewise smooth
approximation of the solution of (2.5) whose discontinuities are placed at the intercells and whose restric-
tions to the cells are classical solutions: a similar approach has been followed in [14], [15] in the context
of ADER or Garlerkin-discontinuous methods.
The initial staggered cell value is computed again by (3.9), but now all the reconstructed values of
the solution at the quadrature nodes (3.7) are evolved in time by using again the differential form of the
PDE (3.23):
For l = 0, . . . , µ , γ = 1/4, 3/4, i = 1, . . . , ν, ∀j:
w
l,(i)
j+γ = w
l,n
j+γ −∆t
i−1∑
k=1
ai,kKˆ
l,(k)
j+γ , (3.24)
Kˆ
l,(i)
j+γ = A(w
l,(i)
j+γ)(wx)
l,(i)
j+γ , (3.25)
where
wl,nj+γ = R
n
j (x
l
j+γ), (wx)
l,(1)
j+γ = ∂xR
n
j (x
l
j+γ), (wx)
l,(i)
j+γ = ∂xP
(i)
j+γ(x
l
j+γ ).
Here, P
(i)
j+γ is obtained by interpolating the data (x
0
j+γ , w
0,(i)
j+γ ), . . . , (x
µ
j+γ , w
µ,(i)
j+γ ). In order to achieve order
p, at least p+ 1 data are required, so that µ ≥ p.
At this point, the RK fluxes simplify using (3.25) and reduce to:
K
(i)
j+1/2 =
µ∑
l=0
[
αlj+1/4Kˆ
l,(i)
j+1/4 + α
l
j+3/4Kˆ
l,(i)
j+3/4
]
+
∫ 1
0
A(Φ(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2))
∂Φ
∂s
(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2)) ds.
(3.26)
Here the data w˜
(i),±
j+1/2 are computed from eq. (3.8). This completes the description of Version 2 of the
scheme. In this case, we perform the following tasks:
• At the beginning of the time step, we compute a non-oscillatory reconstruction from cell averages,
yielding all values of the solution and of its space derivative at all quadrature nodes, and the cell
average on the staggered cell.
• We evolve the stage values in each quadrature node.
• At each stage value, a local and simple polynomial interpolation is needed to evaluate w and its
derivative at each quadrature node.
Notice that this strategy entails a significant increase in the number of points in which the system in
differential form is solved by means of the RK method. But, on the other hand, a standard interpolation
operator is used at every stage so that no regularity estimates or non-oscillatory techniques are required.
In fact, in all the numerical tests shown in Section 5 the second strategy leads to algorithms which are
less costly in terms of CPU time.
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Once the approximation at time tn+1 has been obtained, the next step consists in applying the
Runge-Kutta scheme to the equation
w¯′j = −
1
∆x
−
∫ xj+1/2
xj−1/2
A(w(x, t))wx(x, t) dx. (3.27)
to obtain the new cell averages w¯n+2j , starting from the cell values w¯
n+1
j+1/2 on the unstaggered grid.
Although in the general presentation of the methods the time step has been supposed to be constant
for simplicity, in practice a CFL-condition is imposed: if we define
CFL = max
j
{∣∣λnj,i∣∣ , i = 1, . . . ,m} ∆t∆x, (3.28)
where λnj,i, i = 1, . . . ,m are the eigenvalues of A(w¯
n
j ) (or some adequate approximations), then the value
of the parameter CFL belonging to the interval (0, 1/2] is fixed, and ∆t varies accordingly.
In Section 5 the reconstruction operators, the quadrature formulae, and the specific values of the
parameters adopted here will be reported.
4 A particular case
Let us consider the particular case (1.5) This system can be considered as a particular case of (2.1) where
w and A(w) are given by (1.7).
In order to apply the CRK scheme to this problem, the cell averages of σ are calculated both at the
initial and the staggered grids at the beginning:
σ¯j =
1
h
∫ xj+1/2
xj−1/2
σ(x) dx, (4.1)
σ¯j+1/2 =
1
h
∫ xj+1
xj
σ(x) dx, (4.2)
as well as their reconstructions at both grids:
Rσ(x) =
∑
j
R(x; [σ¯j−k0 , . . . , σ¯j+k1 ])χIj (x), (4.3)
R∗σ(x) =
∑
j
R(x; [σ¯j+1/2−k0 , . . . , σ¯j+1/2+k1 ])χIj+1/2(x). (4.4)
The corresponding reconstructed states at the interfaces will be denoted by σ±j+1/2 and σ
±
j . These averages
and reconstructions will not be updated during the calculations.
For the sake of shortness, only the details of Version 1 will be described: the expression of the algorithm
corresponding to Version 2 is similar. By taking into account the definition of w and A(w), the numerical
scheme can be written as follows:
u¯n+1j+1/2 = u¯
n
j+1/2 − λ
ν∑
i=1
biK
(i)
j+1/2, (4.5)
where now K
(i)
j+1/2 approximates the forcing term of the equation, namely
K
(i)
j+1/2 ≃ −
∫ xj+1
xj
[
∂xf(u
(i))−B(u(i))∂xu(i) − S(u(i))∂xσ
]
(4.6)
The following notation will be used:
Φ(s;wL, wR) =
[
Φu(s;wL, wR)
Φσ(s;wL, wR)
]
,
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un(x) = R(x; {u¯n}), ∀x,
R˜(1)(x) = R(x; {u¯n}), R˜(i)(x) = R˜(x; {u(i)}), i = 2, . . . , ν, ∀x,
and the reconstructions R and R˜ have been defined in (3.1) and (3.11). Finally:
w˜
(i),±
j+1/2 =
[
u˜
(i),±
j+1/2
σ±j+1/2
]
,
{u˜(i),±j+1/2} being the reconstructed states corresponding to the vector of stage values {u(i)}. These states
are calculated now as follows:
u
(i)
j = u
n(xj)−∆t
i−1∑
l=1
ai,lKˆ
(l)
j , i = 1, · · · , ν, (4.7)
with the Runge-Kutta fluxes:
Kˆ
(l)
j =
(
∇f(u(l)j )−B(u(l)j )
)
∂xR˜
(l)
j (xj)− S(u˜(l)j ) ∂xRσj(xj), l = 1, · · · , ν. (4.8)
We exploit the fact that part of the system is in conservative form. Thus some straightforward calculations
allow us to rewrite the RK fluxes of the numerical solution as follows:
K
(i)
j+1/2 = f(u
(i)
j+1)− f(u(i)j )
−
∫ xj+1/2
xj
B(R˜(i)(x)) ∂xR˜
(i)(x) dx−
∫ xj+1
xj+1/2
B(R˜(i)(x))∂xR˜
(i)(x) dx
−
∫ xj+1/2
xj
S(R˜(i)(x)) ∂xRσ(x) dx −
∫ xj+1
xj+1/2
S(R˜(i)(x))∂xRσ(x) dx
−
∫ 1
0
B(Φu(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2))
∂Φu
∂s
(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2) ds
−
∫ 1
0
S(Φu(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2))
∂Φσ
∂s
(s; w˜
(i),−
j+1/2, w˜
(i),+
j+1/2) ds, (4.9)
This expression makes it apparent that the method reduces to the conservative CRK method whenever
the source and nonconservative terms vanish. This is in particular the case for the equations of the system
that have the form of a conservation law.
Although the expression (4.9) is equivalent to (3.19), when the integrals are computed exactly, they
lead to different schemes when numerical integration is applied, unless the chosen quadrature formula is
exact for all the integrals containing the Jacobian of the flux function. When the reconstruction functions
are polynomial, it is enough to choose an adequate quadrature formula, but if they are hyperbolas (as it
is the case for the third order reconstruction operator considered in Section 5), it is not trivial to find
such a formula. In that case, the expression (4.9) seems to be more adequate a priori, as it stills reduces
to the conservative CRK method when the source and the nonconservative terms vanish. Nevertheless,
if this expression is used, the well-balanced properties of the method with exact integration may be lost.
In effect, let us suppose that the family of paths satisfies (2.16) for a certain integral characteristic curve
Γ of the null eigenvalue. Then (2.17) can be written in this case as follows:
∇f(Φu(s;wL, wR))∂Φu
∂s
(s;wL, wR)−B(Φu(s;wL, wR))∂Φu
∂s
(s;wL, wR)
− S(Φu(s;wL, wR))∂Φσ
∂s
(s;wL, wR) = 0, ∀s ∈ [0, 1], wL, wR ∈ Γ. (4.10)
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Let us also suppose that the reconstruction operator R and R˜ are well-balanced for Γ. In this case,
property (2.19) writes as follows:
∇f(Ru(x))∂xRu(x)−B(Ru(x))∂xRu(x)− S(Ru(x))∂xRσ(x) = 0, (4.11)
for every x ∈ (xj−1/2, xj+1/2) for some j. The expression of the well-balanced property for R˜ is analogous.
If all of these properties are satisfied, it can be easily checked that the method with RK fluxes given
by (3.19) either with exact or numerical integration is well-balanced for stationary solutions taking values
in Γ. But this is not the case in general if the expression of the RK fluxes (4.9) is chosen. Therefore,
a compromise between the two possible writings of the flux term is needed in order to have both the
well-balanced and the conservation property independently of the quadrature formula. We show hereafter
how such a compromise can be found for the one and the two-layer shallow water models.
4.1 Shallow water equations
The shallow water model considered here is the particular case of (1.5) corresponding to the choices
m = 2, B = 0, σ = H ,
u =
(
h
q
)
, f(u) =
 qq2
h
+
g
2
h2
 , S(u) = ( 0
gh
)
,
where q(x, t) and h(x, t) represent the mass-flow and the water thickness, respectively; g, the acceleration
due to gravity; H(x), the depth measured from a fixed level of reference; and η = h−H is the free surface
elevation: see Figure 1.
Figure 1: Shallow water model.
The eigenvalues of this system are: λ1 = v − c, λ2 = v + c, where v = q/h represents the averaged
velocity along the vertical direction and c =
√
gh. A state u is said to be supercritical, critical o subcritical
if Fr > 1, Fr = 1, or Fr < 1 respectively, Fr =
|v|
c being the Froude number.
The stationary solutions of the system satisfy the equations:
q = constant, h+
q2
2gh2
−H = constant. (4.12)
In the particular case q = 0 these curves are straight lines in h, q,H space, and they correspond to water
at rest solutions:
q = 0, h−H = constant. (4.13)
If the family of straight segments (2.13) is chosen, (2.16) is satisfied for the straight lines Γ whose
equations are (4.13). In this case, given a pair of states wL = [hL, qL, HL]
T , wR = [hR, qR, HR]
T that
belong to the same curve (4.13), i.e.
qL = qR = 0, hL −HL = hR −HR, (4.14)
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eq. (4.10) reduces to:
qR − qL = 0;
−
(
Φq(s;WL,WR)
Φh(s;WL,WR)
)2
(hR − hL) + gΦh(s;WL,WR)(hR −HR − (hL −HL)) = 0, ∀s ∈ [0, 1],
(4.15)
which is trivially satisfied due to (4.14) and the fact that Φq(s;WL,WR) = 0, ∀s ∈ [0, 1].
On the other hand, a well-balanced reconstruction should satisfy (4.11). If we have a stationary
solution taking values on a curve (4.13), the reconstructions Rh, Rq, and RH should satisfy (4.15), which
is guaranteed if:
∂xRq = 0, gRh(x)(∂xRh(x)− ∂xRH(x)) = 0, ∀x. (4.16)
This property can be easily achieved for any reconstruction able to preserve constant states, if the
reconstruction step is performed as follows: given a vector of cell averages {w¯} with components w¯j =
[h¯j , q¯j , H¯j ]
T , the reconstruction operator is first applied to the vector {q¯} to obtain Rq and to the vector
{η¯} whose components are η¯j = h¯j − H¯j to obtain Rη. Finally, Rh is defined by:
Rh = Rη +RH,
recalling that the cell averages ofH and its reconstructionRH are computed and fixed at the beginning of
the calculations. With this reconstruction procedure, it is clear that (4.16) is satisfied for the reconstruc-
tions of stationary solutions taking values on (4.13). The same procedure is applied to the reconstuction
operator R˜. This reconstruction procedure may introduce negative values of h even if the reconstruction
operator is positivity preserving, as close to wet/dry fronts it may happen that Rη(x) < RH(x), but
suitable techniques can be used to prevent the appearance of negative values of h as in [18].
In order to evaluate the cell averages at the staggered grid, we use first the reconstructions Rq and
Rη to compute q¯nj+1/2, η¯
n
j+1/2, and then we obtain h¯
n
j+1/2 by:
h¯nj+1/2 = η¯
n
j+1/2 + H¯j+1/2.
At water at rest equilibria q = 0, η = C, we obtain q¯nj+1/2 = 0, η¯
n
j+1/2 = C both when the integrals are
computed exactly and when they are computed numerically, and
h¯n+1j+1/2 = C + H¯j+1/2,
so that the equilibrium is preserved when passing to the staggered grid. Once the new approximations
u¯n+1j+1/2 have been obtained, the same procedure is used to compute u¯
n+2
j .
Concerning the expression of the RK fluxes (3.19), we write as a flux difference all the conservative
terms, as in (4.9), except the one related to the pressure in the momentum equation gh2/2. The resulting
expression of the two components of the RK fluxes are thus the following:
K
(i)
1,j+1/2 = q
(i)
j+1 − q(i)j , (4.17)
K
(i)
2,j+1/2 =
(
q
(i)
j+1
)2
h
(i)
j+1
−
(
q
(i)
j
)2
h
(i)
j
+
∫ xj+1/2
xj
gR˜h(i)(x)
[
∂xR˜h
(i)(x)− ∂xRH(x)
]
dx +
∫ xj+1
xj+1/2
gR˜h(i)(x)
[
∂xR˜h
(i)(x) − ∂xRH(x)
]
dx
+
g
2
(
h˜
(i),−
j+1/2 + h˜
(i),+
j+1/2
) (
h˜
(i),+
j+1/2 −H+j+1/2 − h˜
(i),−
j+1/2 +H
−
j+1/2
)
(4.18)
Reconstructing along the equilibrium variable η, ∂xR˜h− ∂xRH = ∂xR˜η, and
h˜
(i),+
j+1/2 −H+j+1/2 − h˜
(i),−
j+1/2 +H
−
j+1/2 = η
(i),+
j+1/2 − η
(i),−
j+1/2
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Clearly, if q = 0 and η = const, then ∂xRη(x) = 0, and η
(i),+
j+1/2 − η
(i),−
j+1/2 = 0. Thus at equilibrium all
RK fluxes are zero and the evolution equation for the cell averages reduces to:
u¯n+1j+1/2 = u¯
n
j+1/2,
and this is also the case if a quadrature formula is used in the integral terms, as the integrand vanishes
at every node. On the other hand, the way in which the reconstructions at the initial grid are evaluated
ensures that u¯n+2j = u¯
n
j .
Therefore, the numerical method is conservative for the mass equation and well-balanced for water
at rest solutions, independently of the quadrature formula used to compute the integral terms. It can be
also checked that these properties are satisfied by Version 2 if the analogous expressions of the RK fluxes
are used.
4.2 The two-layer shallow water system
The two-layer shallow water model (see [11]) is the particular case of (1.5) corresponding to m = 4,
σ = H ,
u(x, t) =

h1
q1
h2
q2
 , F (u) =

q1
q21
h1
+
g
2
h21
q2
q22
h2
+
g
2
h22
 , S(u)

0
gh1
0
gh2
 , B(u) =

0 0 0 0
0 0 −gh1 0
0 0 0 0
−grh2 0 0 0
 ,
where the index 1 refers to the upper layer and the index 2 to the lower one, qi(x, t) and hi(x, t) represent
respectively the mass-flow and the thickness of the i-th layer, g is the acceleration due to gravity, H(x)
represents the depth function measured from a fixed level of reference. Each layer is assumed to have a
constant density, ρi, i = 1, 2 (ρ1 < ρ2), and
r =
ρ1
ρ2
represents the density ratio: see Figure 2.
Figure 2: Two-layer shallow water model.
The characteristic equation of the homogeneous system, i.e. the P.D.E. obtained when H = cons, is(
λ2 − 2v1λ+ v21 − gh1
)(
λ2 − 2v2λ+ v22 − gh2
)
= rg2h1h2, (4.19)
where vi = qi/hi represents the averaged velocity of the i-th layer and ci =
√
ghi, i = 1, 2.
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In the case r ∼= 1 (which is the situation arising in many geophysical flows) a first-order approximation
of the eigenvalues was given in [44]:
λ±ext
∼= v1h1 + v2h2
h1 + h2
± (g(h1 + h2)) 12 , (4.20)
λ±int
∼= v1h2 + v2h1
h1 + h2
±
(
g′
h1h2
(h1 + h2)
[
1− (v1 − v2)
2
g′(h1 + h2)
]) 12
. (4.21)
In the above expression, g′ is the reduced gravity: g′ = (1− r)g. These approximations of the eigenvalues
will be used to compute the CFL parameter (3.28). Note that, λ±int may become complex, corresponding
to the development of shear instabilities. In the present work only the case where λ±int ∈ R is considered,
i.e., the flow is supposed to remain in the region of strict hyperbolicity.
The stationary solutions of the system satisfy the equations:
q1 = constant,
v21
2
− v
2
2
2
+ g′h1 = constant,
q2 = constant,
v21
2
+ g(h1 + h2 −H) = constant.
In particular, if q1 = 0, q2 = 0, we obtain the solutions:
q1 = 0, h1(x) = constant, q2 = 0, h2(x) −H(x) = constant, (4.22)
representing water at rest, that again lie on straight lines of the space of states h1, q1, h2, q2, H . Therefore,
(2.16) is again satisfied by the family of straight segments and, in order to have the well-balanced property
for the reconstruction operators, we reconstruct along the variables:
q1, q2, η1 = h1 + h2 −H, η2 = h2 −H.
To calculate the cell averages at the staggered grids, first the equilibrium variables are computed
q¯n1,j+1/2, q¯
n
2,j+1/2, η¯
n
1,j+1/2, η¯
n
2,j+1/2, and then we define:
h¯n2,j+1/2 = η¯
n
2,j+1/2 + H¯j+1/2, h¯
n
1,j+1/2 = η¯
n
1,j+1/2 − η¯n2,j+1/2.
Once the new approximations u¯n+1j+1/2 have been obtained, the same procedure is used to compute u¯
n+2
j .
Finally, in the RK fluxes of the numerical solution all the conservative terms are written as flux
differences but those related to the pressure terms. Using the variables η1 and η2 we obtain the following
expression:
K
(i)
1,j+1/2 = q
(i)
1,j+1 − q(i)1,j, (4.23)
K
(i)
2,j+1/2 =
(
q
(i)
1,j+1
)2
h
(i)
1,j+1
−
(
q
(i)
1,j
)2
h
(i)
1,j
+
∫ xj+1/2
xj
gR˜h
(i)
1 (x) ∂xR˜η
(i)
1 (x) dx +
∫ xj+1
xj+1/2
gR˜h
(i)
1 (x) ∂xR˜η
(i)
1 (x) dx
+g
h
(i),−
1,j+1/2 + h
(i),+
1,j+1/2
2
(
η
(i),+
1,j+1/2 − η
(i),−
1,j+1/2
)
(4.24)
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K
(i)
3,j+1/2 = q
(i)
2,j+1 − q(i)2,j , (4.25)
K
(i)
4,j+1/2 =
(
q
(i)
2,j+1
)2
h
(i)
2,j+1
−
(
q
(i)
2,j
)2
h
(i)
2,j
+
∫ xj+1/2
xj
gR˜h
(i)
2 (x) ∂xR˜η
(i)
2 (x) dx +
∫ xj+1
xj+1/2
gR˜h
(i)
2 (x) ∂xR˜η
(i)
2 (x) dx
+
∫ xj+1/2
xj
rgR˜h
(i)
2 (x) ∂xR˜h
(i)
1 (x) dx +
∫ xj+1
xj+1/2
rgR˜h
(i)
2 (x) ∂xR˜h
(i)
1 (x) dx
+gr
h
(i),−
2,j+1/2 + h
(i),+
2,j+1/2
2
(
h
(i),+
1,j+1/2 − h
(i),−
1,j+1/2
)
+g
h
(i),−
2,j+1/2 + h
(i),+
2,j+1/2
2
(
η
(i),+
2,j+1/2 − η
(i),−
2,j+1/2
)
. (4.26)
At steady state, R˜η1 ≡ C1, R˜η2 ≡ C2, R˜h1 = C1 − C2 (where C1 and C2 denote constants), and all
RK fluxes clearly vanish. Thus the time step reduces to u¯n+1j+1/2 = u¯
n
j+1/2, and the way in which the
reconstructions at the initial grid are evaluated ensures u¯n+2j = u¯
n
j .
5 Numerical tests
In this Section, the well-balanced properties, accuracy and efficiency of the numerical schemes introduced
in the paper are tested for the one layer and the two layer shallow water systems. In order to avoid
the appearance of negative values for the water layers thickness when wet/dry fronts are present, the
corrections proposed in [6] have been applied.
We have constructed and tested three CRK schemes:
• A first order scheme, based on the explicit Euler method and on piecewise constant reconstructions.
No quadrature formula is needed in this case.
• A second order scheme, based on the standard second order TVD-RK scheme and MUSCL re-
constructions. Trapezoidal rule (µ = 1) is used as quadrature formula and Version 2 is followed
to compute the RK fluxes: the values at the quadrature points are evolved and standard linear
interpolation is used.
• A third order scheme, based on the third order TVD-RK scheme [46] and on the third order recon-
struction operator PHM (piecewise hyperbolic method) introduced in [28]. Version 2 is followed to
compute the RK fluxes. Lagrange quadratic interpolation is used for the reconstruction of the stage
values. The quadrature rule is a fourth order formula with 3 nodes (µ = 2) based on numerical
extrapolation (see [34] for details).
These schemes are compared with three Roe-type methods (see [9, 37] for details):
• A first order Roe scheme with explicit Euler method in time, denoted by ROE.
• A second order scheme combining the second order TVD-RK scheme and MUSCL reconstructions,
denoted by MUSCL-ROE.
• A third order scheme combining the third order TVD-RK scheme and the third order PHM recon-
struction operator, denoted by PHM-ROE.
Moreover, a 2D extension of the first and second order CRK schemes on structured meshes have been
also implemented. Second order accuracy is achieved using a MUSCL reconstruction operator and the
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trapezoidal rule is used as quadrature formula. Here, Version 2 is again followed to compute the RK
fluxes.
In all cases, the family of paths considered is the family of straight segments (2.13).
5.1 Test 1: One layer system. Well-balanced property.
The numerical schemes considered in this work solve exactly water at rest solutions. The objective of
this first test case is to check numerically this fact. To do it, we consider the interval [0, 1] with depth
function H(x) given by an exponential perturbed with random noise (the resulting bottom topography
is shown in Fig. 9(a)). As initial conditions we take h(x, 0) = H(x) and q(x, 0) = 0, x ∈ [0, 1]. Table 1
shows the L1 errors obtained with the numerical schemes, for a given mesh with ∆x = 0.01 at t = 1.0.
The CFL parameter is set to 0.5. As expected, all numerical schemes preserve the steady state up to
machine accuracy.
Table 1: Test 1: Water at rest solution. Errors at t = 1.0
1st order 2nd order 3rd order
h q h q h q
Cells L1 error L1 error L1 error L1 error L1 error L1 error
100 1.12E-15 1.75E-15 2.23E-15 2.17E-15 1.78E-15 2.05E-15
Next, we test the well-balanced property for smooth stationary solutions with q 6= 0. We consider
the interval [0, 10] with depth function H(x) = 1 − 0.3e−(x−5)2. We consider the subcritical solution
corresponding to the integral curve
q = 1, h−H + q
2
2gh2
=
1
2g
.
.
Table 2 shows the L1 errors in h obtained for the first, second and third order methods, for five
regular meshes with increasing number of cells. The CFL parameter is set to 0.5. The expected orders
of accuracy are achieved. Similar results are obtained for the discharge, q. As we see from the data in
the table, none of the methods preserves exactly this equilibrium solution, otherwise the errors would be
comparable with machine precision; however, the error decreases very quickly when increasing the order
of the method.
Table 2: Test 1: Errors and order.
1st order 2nd order 3rd order
Cells L1 error L1 order L1 error L1 order L1 error L1 order
20 9.39E-02 - 5.62E-02 - 9.09E-02 -
40 5.89E-02 0.67 2.66E-02 1.08 2.58E-02 1.81
80 3.97E-02 0.57 8.38E-03 1.66 3.84E-03 2.75
160 2.33E-02 0.77 1.98E-03 2.08 5.68E-04 2.76
320 1.24E-02 0.91 4.41E-04 2.17 8.47E-05 2.75
5.2 Test 2: One layer system. Well balanced property for a non-smooth
solution.
This test is designed to assess the long time behavior of the solution and the convergence to a steady
state including a regular transition and a shock. The computational domain is the interval [0, 20]. The
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bottom topography is given by the function
H(x) =

0.05(x− 10)2, if 8 < x < 12;
0.2, otherwise.
The initial conditions are h(x, 0) = 0.13+H(x), q(x, 0) = 0.18, and the boundary conditions are q(0, t) =
0.18, h(0, t) = 0.33. The CFL parameter is set to 0.5.
A reference solution is computed with ROE scheme with a mesh of 6400 points. Table 3 shows the
L1 errors on h obtained for five regular meshes with increasing number of cells. Again, similar results are
obtained for q. Figures 3(a) and 3(b) show the comparison of the numerical results with the reference
solution at time t = 200 with the coarsest grid ∆x = 1/10. In this case, as the steady state solution is
not regular, some accuracy loss can be observed. Nevertheless notice that, for a fixed mesh width, the
error decreases as the the order of accuracy increases, so that even though full accuracy is not achieved,
still higher order schemes provide a better resolution.
Table 3: Test 2: Errors and order at t=200.
1st order 2nd order 3rd order
Cells L1 error L1 order L1 error L1 order L1 error L1 order
50 4.98E-01 - 1.61E-01 - 4.90E-01 -
100 3.05E-01 0.71 4.94E-02 1.70 3.32E-02 3.88
200 1.79E-01 0.77 1.81E-02 1.45 9.16E-03 1.86
400 9.70E-02 0.88 7.04E-03 1.36 3.33E-03 1.46
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Figure 3: Test 2: Comparison with the reference solution at t = 200 with ∆x = 1/10.
5.3 Test 3. Order of accuracy: one layer system
This test is designed to evaluate the accuracy of the schemes for smooth time-dependent solutions. We
consider the interval [0, 20] with depth functionH(x) = 5.0−e−(x−10)2. The initial condition is q(x, 0) = 0
and
h(x, 0) = H(x) + 0.1 sin
(πx
5
)
.
The final time is t = 0.1. Periodic boundary conditions are considered. The CFL parameter is set to 0.3.
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A reference solution is computed with PHM-ROE scheme using a mesh of 6400 points. Table 4 shows
the L1 errors and the orders obtained on the variable h. Similar results are observed on q. As expected,
first, second and third order accuracy are achieved.
Table 4: Test 3: Errors and order at t=0.1.
1st order 2nd order 3rd order
Cells L1 error L1 order L1 error L1 order L1 error L1 order
50 2.85E-01 - 6.17E-02 - 2.85E-01 -
100 1.53E-01 0.90 1.66E-02 1.90 5.41E-02 2.40
200 7.95E-02 0.95 4.39E-03 1.92 1.97E-03 4.78
400 3.99E-02 0.99 1.16E-03 1.92 2.52E-04 2.97
800 2.02E-02 0.99 2.99E-04 1.96 3.23E-05 2.97
Figure 4 shows the CPU versus the error (logarithmic scale) for the first, second and third order CRK
schemes and first, second and third order Roe schemes. Note that the first order Roe scheme is more
efficient than the first order CRK, but, when the second or third order version of the schemes are used,
both CRK and Roe approximately provide the same efficiency for a fixed error. It is clear from this
Figure that the second and third order CRK scheme are a competitive choice in comparison with the
corresponding Roe scheme, when unsteady solutions are considered. Note that the results are similar to
those obtained with the schemes introduced in [12].
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Figure 4: Test 3: CPU vs. Error (log scale).
5.4 Test 4: Propagation of perturbations.
In order to test the performance of the schemes on a rapidly varying flow over a smooth bed, we consider
a test proposed by LeVeque in [24]. Specifically, a steady state solution is perturbed by a pulse that splits
into two waves propagating in opposite directions over a continuous bed. The left-going wave travels over
a horizontal bottom while the right-going wave propagates over a bump. The computational domain is
the interval [0, 2]. Outflow boundary conditions have been considered. The bottom topography is given
by the function
H(x) =

1− 0.25(cos(10π(x− 0.5)) + 1), if 1.4 < x < 1.6;
1, otherwise.
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The initial data is q(x, 0) = 0, and
h(x, 0) =

H(x) + ∆h, if 1.1 < x < 1.2;
H(x), otherwise.
Here ∆h is the height of the perturbation, that takes the value ∆h = 0.001 (small pulse). Free boundary
conditions are imposed and the CFL parameter is set to 0.5.
A reference solution is computed with ROE scheme using a mesh of 6400 cells. In Figure 5 we compare
the results obtained for first, second and third order schemes with the reference solution at time t = 0.2
taking ∆x = 1/80.
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Figure 5: Test 4: Comparison with the reference solution at t=0.2 with ∆x = 1/80.
5.5 Test 5: Wet/dry fronts in a non-flat basin.
In order to test the performance of the schemes in the presence of wet/dry zones, we consider a problem
proposed by Galloue¨t et al. in [19], specifically designed to assess the behaviour on drying a non-flat
basin. In this test case, a dry bed is formed in the middle of two rarefaction waves travelling in opposite
directions. The generation of the dry bed makes this problem numerically difficult, especially when the
left-going rarefaction wave propagates over the step. The computational domain is the interval [0, 25].
The bottom topography is given by the function
H(x) =

13, if 25/3 < x < 25/2;
14, otherwise.
The initial condition is
h(x, 0) = H(x)− 4, q(x, 0) =

−300, if 503 ≤ x;
300, if 503 > x.
.
A reference solution is computed using ROE scheme with a mesh of 6400 points. Figure 6 is a zoom
of the left going wave and it shows the comparison of the numerical results obtained with the reference
solution at time t = 0.25 taking ∆x = 1/16, yielding 400 points. As it can be seen, the numerical schemes
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Figure 6: Test 5: Comparison with the reference solution at t=0.25 with ∆x = 1/16.
can run this difficult test, but some small differences can be observed close to the step. Moreover, the
first order numerical scheme does not completely dry the area placed to the right of the step, while the
second and third order tend to overdry the region just to the left of the right edge of the step. This is due
to an overestimation of the velocities: the computation of accurate approximation of the velocity with
a high-order reconstruction operator near a wet/dry front is a difficult task which is out of the scope of
this paper.
5.6 Test 6: 2D Circular dam-break problem
We consider the following 2D dam break problem proposed in [7]: the domain is the square D = [0, 2]×
[0, 2]. The bottom topography function is given by:
H(x, y) = 0.6− 1
8
(cos(2π(x − 0.5)) + 1) (cos(2πy) + 1) ,
and the initial condition is:
h(x, y, 0) =
{
0.5 +H(x, y) if (x− 1.25)2 + (y − 1)2 ≤ (0.1)2,
H(x, y) otherwise,
, ~q = 0.
and ~q = 0. Wall boundary conditions are set at y = 0 and y = 2 and free boundary conditions at x = 0
and x = 2. The CFL is set to 0.25 and ∆x = ∆y = 0.02. A reference solution is computed with first
order Roe scheme with ∆x = ∆y = 0.0025.
Figure 7 shows the free surface computed with the first and second order CRK scheme at different
times (t = 0.1 and 0.2 s). Note that the second order scheme reduces sharply the numerical diffusion
introduced by the first order CRK scheme, as expected. Thsi behavior is even more apparent in Figure
8 which contains a comparison between the two numerical solutions and a reference solution at the
longitudinal section y = 1.
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Figure 7: Test 6: Circular dam-break. Evolution of the free surface at different time steps. Comparison
between first (left) and second (right) order CRK schemes.
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Figure 8: Test 6: Circular dam-break. Longitudinal cut at y = 1 of the evolution of the free surface at
different time steps. Comparison between first and second order CRK schemes and a reference solution
computed with Roe scheme.
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5.7 Test 7: two-layer system. Well-balanced property.
As for the one-layer problem, the purpose of this test is to check numerically that all schemes solve
exactly water at rest solutions for the two-layer system. We consider the same set up defined in Test 1.
As initial conditions we take h1(x, 0) = 1.0, h2(x, 0) = H(x), and q1(x, 0) = q2(x, 0) = 0, x ∈ [0, 1]. The
CFL parameter is set to 0.5. Table 5 shows the L1 errors obtained with the numerical schemes, for a
given mesh with ∆x = 0.01. As expected, all numerical schemes preserve the steady state up to machine
accuracy, even with such a rough bottom: see Table 5 . Figure 9 shows the free surface, the interface,
and the discharges at time t = 1.0.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−2.5
−2
−1.5
−1
−0.5
0
t=1.0
 
 
Free surface
Interface
Bottom topography
(a) Free surface - Interface -Bottom topography
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x 10−5 t=1.0
 
 
Discharge. First layer
Discharge. Second layer
(b) Discharge. First and second layers
Figure 9: Test 7: water at rest solution at t = 1.0 with ∆x = 0.01.
Table 5: Test 7: Water at rest solution. Errors.
1st order 2nd order 3rd order
Cells error error error
100 1.07E-15 1.63E-15 1.23E-15
5.8 Test 8: Order of accuracy: two layer system
This test is designed to evaluate the accuracy of the schemes for smooth time-dependent solutions of the
non-homogeneous two-layer shallow water system. We consider the interval [0, 20] with depth function:
H(x) = 5.0− e−(x−10)2 .
The initial condition is q1(x, 0) = q2(x, 0) = 0, h1(x, 0) = 1.0 and
h2(x, 0) = H(x) + 0.1 sin
(πx
5
)
.
The final time is t = 0.1. Periodic boundary conditions are considered. The CFL parameter is set to 0.2.
A reference solution is computed with ROE scheme using a mesh of 6400 points. Table 6 shows the
L1 errors for CRK and Roe schemes of the same order (only the maximum error in the four unknowns is
shown), together with the speedup obtained using the CRK scheme with respect to the Roe scheme of
the same order, for five regular meshes with increasing number of cells. All schemes achieve the expected
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Table 6: Test 8: Errors for CRK and ROE schemes together with the Speedup (Sp) with respect to Roe
scheme at t=0.1.
1st order 2nd order 3rd order
Cells CRK ROE Sp CRK ROE Sp CRK ROE Sp
50 1.02 4.87E-01 1.96 2.01E-01 1.09E-01 2.43 1.32E-01 2.37E-01 2.22
100 5.45E-01 2.96E-01 2.76 8.60E-02 2.63E-02 2.90 4.71E-02 1.70E-01 2.34
200 2.82E-01 1.52E-01 3.44 2.66E-02 7.10E-03 3.12 1.32E-02 6.85E-03 2.43
400 1.43E-01 7.59E-02 3.72 6.52E-03 1.78E-03 3.20 2.87E-03 8.95E-04 2.46
800 7.01E-02 3.61E-02 3.75 1.63E-03 4.45E-04 3.20 4.08E-04 1.20E-04 2.48
order of accuracy. Note that the errors for Roe schemes are smaller than the ones obtained by comparable
central schemes on the same grid.
However, we note that the speedup is about 3.75 for the first order numerical scheme, 3.20 for the
second order one, and 2.5 for the third order one. This CPU time reduction is due to the fact that the
implementation of Roe schemes requires the explicit knowledge of the eigenstructure of the intermediate
matrices, which is performed numerically as there is not an easy analytical expression available for the
eigenvalues and eigenvectors of the system. Therefore, if we compute the error as a function of the CPU
time, the CRK schemes proposed in this work become competitive. Figure 10 shows the CPU versus the
error for the six schemes. Note that the efficiency is similar for CRK and Roe-type schemes with the
same order of accuracy, even in the first order case.
Figure 10 contains much interesting information. First of all it clearly shows the advantage in terms of
CPU time of using a second order scheme rather than a first order scheme. The situation is more complex
for the third order scheme: the higher order scheme in this test produces comparable accuracy with the
same effort of a second order scheme. On the other hand, we expect a better resolution of discontinuities
with the higher order method, so the third order scheme seems still to be preferable. Secondly, we note
that the central scheme provides comparable errors for a fixed CPU time to a Roe type scheme of the
same order. Thus the artificial diffusion induced by the central approach is compensated by the fact that
the scheme is faster than Roe for a given mesh size. In other words, the central scheme is convenient over
a Roe type method when the eigenstructure of the system is complicated, slowing down the computation
of Roe numerical fluxes. Note that the results are similar to those obtained with the schemes introduced
in [12].
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Figure 10: Test 8: CPU vs. Error (log scale).
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5.9 Test 9: Two-layer shallow water. Well-balanced property for a non-
smooth solution
In this test the computational domain is the interval [0, 10]. The bottom topography is given by the
function
H(x) = 1.0− e−(x−5.0)2 .
The initial condition is q1(x, 0) = q2(x, 0) = 0, and
h1(x, 0) =
{
1.0 if x < 5,
0.0 otherwise,
h2(x, 0) =
{
1.0− e−(x−5)2 if x < 5,
2.0− e−(x−5)2 otherwise.
As boundary conditions, the relation q1(·, t) = −q2(·, t) is imposed at x = 0, and the free surface is fixed
to z = 1 at x = 10, that is h1(10, t) + h2(10, t) − H(x) = 1.0. The CFL parameter is set to 0.5 and
r = 0.98.
A reference solution is computed with PHM-ROE scheme using a mesh of 3200 points. Figure 11
shows the comparison of the numerical solutions obtained with the reference solution at time t = 300
taking ∆x = 1/40, resulting in 400 points.
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Figure 11: Test 9: Comparison with the reference solution at time t = 300 with ∆x = 1/40.
5.10 Test 10: Internal dam-break problem.
This test is designed to evaluate the accuracy of the schemes for non-regular time-dependent solutions
over a flat bottom. We consider the interval [0, 10] along a rectangular channel.
The initial conditions are q1(x, 0) = q2(x, 0) = 0,
h1(x, 0) =

0.2, if x < 5,
0.8, otherwise,
h2(x, 0) =

0.8, if x < 5,
0.2, otherwise.
Free boundary conditions are considered. The CFL parameter is set to 0.5 and r = 0.98. A reference
solution is computed with PHM-ROE scheme using a mesh of 3200 points.
Figure 12 shows the comparison of the numerical results with the reference solution at time t = 10
taking ∆x = 1/20.
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Figure 12: Test 10: Comparison with the reference solution at t = 10 s with ∆x = 1/20.
Although we know from the theoretical analysis (see [8]) that each scheme might converge to different
shock speeds (as each one of them has a different numerical viscosity and thus provides a different
regularization to the nonconservative system), the actual differences we observe in computations are
indeed very small.
5.11 Test 11: 2D Internal circular dam-break problem
Finally, let us consider the domain [−2, 2]× [−2, 2] with the following bottom topography:
H(x, y) = 2.0− 0.5e−5(x2+y2).
As initial condition we set ~q1 = ~q2 = 0 and
h2(x, y, 0) =
{
0.2− 0.5e−5(x2+y2) if (x2 + y2) > 1,
1.8− 0.5e−5(x2+y2) otherwise,
h1(x, y, 0) =
{
1.8 if (x2 + y2) > 1,
0.2 otherwise.
The CFL is set to 0.25 and ∆x = ∆y = 0.02. A reference solution is computed with first order Roe
scheme with ∆x = ∆y = 0.005.
Figure 13 shows the evolution of the interface (η2 = h2 −H) for the first (left column) and second
(right column) order CRK schemes. Figure 14 shows a comparison between the computed interface
obtained with first and second order CRK schemes with the reference solution computed with first order
Roe scheme with a fine mesh at the longitudinal section y = 0. Finally, Figure 15 shows the evolution
of the free surface (η1 = h1 + h2 −H) for the first (left column) and second (right column) order CRK
schemes. Observe that the second order scheme is able to capture the complicated structure of the free
surface waves after several reflections at the closed boundaries. Again, the second order scheme is more
accurate than the first order, as expected. Concerning the speedup of CRK with respect to Roe scheme,
it is approximately a factor of 3.7 for the first order scheme and 3.2 for the second order case.
6 Conclusions
In this paper we show how to construct high order well balanced central schemes on staggered grids for
hyperbolic systems, possibly with non-conservative terms. The proposed schemes preserve static equilib-
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Figure 13: Test 11: Evolution of the interface: Left (first order), right (second order) with ∆x = 0.02.
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Figure 14: Test 11: Internal circular dam-break. Longitudinal cut at y = 0 of the evolution of the interface
at different time steps. Comparison between first and second order CRK schemes and a reference solution
computed with Roe scheme.
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ria. The central approach allows very efficient implementation, because it requires minimal characteristic
information from the system. Several numerical tests show the effectiveness of the proposed scheme,
which compete favorably with state-of-the-art schemes of the same order. In fact, we obtain similar
efficiencies to those obtained with path-conservative schemes introduced in [12].
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(b) Free surface (second order) at t = 1
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Figure 15: Test 11: Evolution of the free surface: Left (first order), right (second order) with ∆x = 0.02.
Our tests show that second and third order central methods based on staggered grids provides compa-
rable errors for a fixed CPU time with respect to path conservative schemes based on the Roe numerical
flux, for the one and two layers shallow water models. Thus in this case the artificial viscosity introduced
by central schemes on staggered grids with respect to standard solvers is compensated by the fact that
central schemes are much faster than Roe type schemes on a given grid. We believe that the break-even
point between central and upwind schemes depends on the complexity of the system of equations. Central
schemes seem to have an edge over upwind schemes when the eigenstructure of the system of equations
requires a strong computational effort. A further advantage of the central approach is due to its ease of
design. Since it is faster to implement a central scheme than a Roe type scheme, central schemes are
suited when the eigenstructure of the flux matrix is complex, or when one wishes to test several different
models, which can be implemented with rather minor modifications of the code.
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