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1. INTRODUCTION 
Let C2c R” be a bounded smooth domain. In Q =52 x (0, + 00) we 
consider the problem (P) 
u,-Au+uP,=O, in Q, (1.1) 
u= 1, in &2x {0}, (1.2) 
u= 1, on f=dSZx(O, +a), (1.3) 
where p>O, and s+= max{s, O}. Problem (P) has a unique solution 
u(x, t), which solves Eqs. (1.1 )-( 1.3) in the classical sense. 
We are mainly concerned with the case p E (0, 1). In this case, an inter- 
esting phenomenon takes place if a is large enough (for instance, in the 
sense that the radius of a ball contained in R is larger than some critical 
value) [3]. Namely, indicating by N, = {x E a: u(x, t) = 0}, then a t* exists 
such that N, # 0 for t > t* and N,, c int N,, if t* < tI < t,. Moreover for 
any t, N, c N, where N is the null set of the solution of the stationary 
problem (S) 
-Au+up=O, in Sz, (1.4) 
u= 1, on as2. (1.5) 
On the contrary, if N = 0, then u(x, t) > 0 for any t. 
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Problem (P) has been the object of a wide literature, especially concern- 
ing the formation of the “dead core” N, and the estimate of the minimal 
time t* (see [3, 6, lo] and references therein). 
The object of this paper is to study the asymptotic behavior of the 
solution of problem (P). In particular, we want to estimate how fast the 
solution u(x, t) approaches the stationary solution U,(X). In this direction, 
a first result was obtained in [9] for 52 c R’. In this case, the authors 
proved that the convergence is exponentially fast. 
Here we are going to extend this estimate to the case 52 c R”, proving the 
following: 
THEOREM 1.1. Let 0 < p < 1 and let 52 c R” be a bounded C2 + ’ domain. 
Then there exist two positive constants K, and K2 such that 
Ilub, t) - u,(~)ll~=(~) 6 Kle-K2’. (1.6) 
This estimate holds whether N # (21 or not. Moreover, if the dead core is 
nonvoid, there exists a constant K, such that 
d(aN,, 8N,) < K3ePK*((1-P)‘2)‘, for t large, (1.7) 
where N, and N, are the dead cores of the solution at time t and of the 
stationary solution, respectively. 
The proof is based on the construction of an upper solution U(x, t), i.e., 
a function satisfying 
ii,-Aii+iP>O, in Q, (1.8) 
ii3 1, in Qx (01, (1.9) 
u3 1, on IY (1.10) 
The method we use to construct U has, in our opinion, some interest in 
itself, as it could be applied to other equations (trivial extension to any(u) 
similar to up will be given here, and the case p > 1 will be treated too). 
Let us explain it briefly: we consider the family of elliptic problems (S,) 
-Au + lup = 0, in 9, (1.11) 
u= 1, on f3Q (1.12) 
where ;1 is a positive parameter. Let us indicate by u( .; A) the unique 
solution of (S,) corresponding to a given II. Then u( -; A) E C* +B(Q), 
B = min{a, p} [7]. 
Then the candidate for the upper solution (or lower solution) is a curve 
U: t -+ u( .; A(t)) from R + into the family of the solutions of (S,). U will be 
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the requested upper solution if we can satisfy (l.Sk(l.10) (in fact (1.9) 
cannot be satisfied but we can circumvent this if we show that 
U(X, t) < U(X; X) for some i> 0 and some X > 0). Since (1.10) is automati- 
cally satisfied, it remains to prove that we can choose n(t) in such a way 
that (1.8) holds. 
In Section 2 we analyze the behavior of u( .; 2) when 1 varies in IR! +. In 
particular we show that 1+ u( .; A) admits a derivative, and we establish an 
upper and a lower bound for it. 
In Section 3 we construct upper and lower solution for (P) and we prove 
Theorem 1.1. 
In Section 4 we extend these results to the case of the Robin problem 
[ 11, replacing condition (1.3) by 
au 
~+B(u- l)=O, on Z, p>O. 
2. THE ELLIPTIC PROBLEM 
Let Q c Iw” be a bounded domain with C2+’ boundary, and let 0 <p < 1, 
A> 0. We are interested in the solutions of family of Dirichlet problems 
(SJ: 
-Au + w  = 0, in Q, (2.1) 
u= 1, on 60 (2.2) 
We know that (2.1) and (2.2) have a unique solution u( .; 1) for any 
2 > 0, which belongs to C 2 +fl(fi) with /? = min{or, p}, and it satisfies 
u(x; A) < 1, in 0, (2.3) 
u(x;;l)20, in 0. (2.4) 
Here we are mainly concerned with the dependence of the solution upon 
the parameter 1. Results in this direction can be found in [7], where the 
authors give a detailed analysis of the properties of the dead core, and of 
its behavior for A --f co. A first simple result of [7] will be useful for our 
analysis: 
LEMMA 2.1 (Monotonicity). Zf A1 < A2 then 
u(x; A,) 2 u(x; n21, in 0, (2.5) 
4% 1,) > 4x; 41, where u(x; A,) > 0. (2.6) 
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Moreover, indicating by N, = {x E l2: u(x; 2) = 0}, we have 
NI, c int N,, , if N,, Z 0. (2.7) 
Another important property is the Lipschitz continuity w.r.t. I of the 
solution in the Co(Q) norm. 
LEMMA 2.2 (Lipschitz continuity). There exists a constant K, depending 
only on Q, such that 
Proof. Let 1, < A, and v(x) = u(x; &) - u(x; 1,) d 0. It remains to give a 
lower bound for v(x). v vanishes on aQ and solves 
Av = I,zP(x; 1,) -I, zP(x; A,). 
Because of the monotonicity lemma, and of (2.3), we have 
Then, if B, is a ball containing Q, v is greater than the solution of 
AZ = (I, - A,), in B,, z = 0, on aB,, 
i.e., 
v(x)>z(x)> -g&-i.,), 
and (2.8) holds with K= R2/2n. 1 
We can now define a derivative of u w.r.t. 1 in the following way. From 
Lemma 2.2 and the fact that 52 is bounded we have, for any q > 1, 
IId’; 4) - 4.; Ml Lg(a) d K WI l/4 I& - &I; (2.9) 
i.e., the map ,4: 1+ u( -; 2) is uniformly Lipschitz continuous from R + into 
any L”(Q). Since Lq(Q) is a reflexive Banach space, there exists the 
derivative of /i for a.e. il (see [ 11, p. 1143); i.e., for a.e. A there exists the 
limit 
lim 
U(.;~+E)-u~.;q a 
6'0 E 
= z u( .; A) E Lysz) (2.10) 
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in the sense of the Lq convergence. Moreover, since the L” norm is 
preserved in the L4 limit we can say that 
Remark. Lemmas 2.1 and 2.3 as well the proof of inequalities (2.3) and 
(2.4) make use only of the fact that the nonlinear term vanishes for u = 0 
and it is monotone increasing. So they hold if we replace up by any such 
term f(u). 
We now want to get a better estimate of (a/aA)u( -; A); of course, from 
the monotonicity property we have 
-&(.;l)<O. (2.12) 
In order to improve the lower bound for (a/aA)u( .; A), let us first 
consider the case in which A is less than the critical value for the 
appearance of the dead core. In this case u(x; A) > 6 > 0 in 52, and one can 
prove that u = (a/aA)u( .; A) solves the elliptic problem 
Au - &mp- yx; A)u = uqx; A), in 52, (2.13) 
v = 0, on 8Q. (2.14) 
If A is larger than the critical value for the dead core, then Eq. (2.13) 
makes no sense in the whole Q. 
We can avoid any kind of trouble proving our estimate directly for the 
average rate of change 
u,(x) = 
U(.;/l+&)--(.;/I) 
E 
Let us take E > 0, then v,(x) < 0 in Sz because of (2.5) and u,(x) = 0 in N, 
because of (2.7). Moreover we have 
(2.15) 
Since u(x; A+ E) < u(x; A), we have 
uP(x; I + E) - uqx; A) =p{“-‘(x)(24(x; I + E) - u(x; A)), 
for some t(x) E (u(x; A + E), u(x; A)), and since p < 1 
uP(x; 2 + E) - uqx; A) <pup--I (x; I)(u(x; 1+ E) - u(x; A)). (2.16) 
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Substituting (2.16) into (2.15) we get 
h,(x) - ApuP-‘(x; Il)u,(x) 
< uqx; /I + E) < uqx; A), in SZj,=SZ\NI. 
(2.17) 
We can now obtain the requested estimate applying the following: 
LEMMA 2.3. Let O<p< 1, and let WE C’(Q,) satisfy 
dw-ApuP-l(x)w=g(x), in O,, 
w  = 0, on 852, w  = 0, in NA, 
(2.18) 
where g(x) < u*(x; 1) is a given function, then 
w(x)> - j&-j (u% 1) -4x J)), in 0. (2.19) 
Proof We define z(x) = w(x) + (l/n( 1 -p))(u”(x; 1) - u(x; A)). Then 
z E C?(sZ,J and z = 0 on aa,. Moreover 
LIZ - ApuP- I2 
= g(x) + ~(P(P-l)u~-21vu12+PU~-ld~-~pU~-~U) 
=g(x)+ &(P(P- 1)up-2 lW2)--~<0, in S2,, 
where we have indicated u( .; 1) simply by u. Since z cannot have interior 
negative minima, z(x) >O on D5,. Moreover z=O in N,, and (2.19) is 
proved. m 
As a consequence, we have 
u,(x)> - j&j (4c A) - 4x; n)), E > 0, in S2. (2.20) 
Taking the limit E + O+, the L” estimate is preserved and we get 
02g(x;A). - & (uP(x; 2) -4x; A)). (2.21) 
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Remark. In Lemma 2.3, N, can be void and 52, =sZ. Moreover, the 
Lemma extends trivially to a nonlinearity f(u) such that f(0) = 0, 
0 <f’(u)u < (1 - y)f(u), 0 < y < 1, and f”(u) d 0. 
Remark. We can check how good (2.19) is in the case of Q = (0,26). In 
this case, if I is large enough to have 
L,Jm 
l-p ’ 
- 
b>L 
4’ 
where 
then the solution of (2.1)-(2.2) can be written explicitly 
PI 
3 for O<xQb, 
and symmetrically in b < x < 2b. Then 
$ (x; 1) = - 
and 
If one looks for the best constant such that 
$ (x; 1) 2 - C(uP(x; A) - u(x; A)), 
one gets 
&[I--$]+ dc[Z--+I+, where C=2n(:-p). 
In the next section we shall use 
instead of (2.21). In this case the best constant in (0,2b) is given by 
C = l/41( 1 -p), i.e., f times the constant we have found for any domain Sz. 
Another important consequence of the Lipschitz continuity w.r.t. il is the 
following estimate of the distance of the free boundary corresponding to 
different values of 1. 
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LEMMA 2.4. Let 1, and ;1, be greater than the critical value 
1, = min{;l: NJ. # 0). Suppose that 1, > ,I*, and 1, sufficiently close to I,, 
then N,, c Ni., and 
d(aN,,, aN,,) < Const. II, - 121(1--P)i2, 
where d(A, B) indicates the distance of the set A from the set B. 
(2.22) 
Proof: The inclusion NA, c N,, is a trivial consequence of the 
monotonicity lemma. Some more work is needed to prove that Nnz is con- 
tained in the interior of NI, (see [7]). Inequality (2.22) can be obtained by 
comparison with an explicit solution. In fact, let x E N1, and let p be the 
distance from x to aNi,. Let B(x, p) be the ball of center x and radius p, 
then B(x, p) c N,, and from (2.8) we have u(z; A,)< K 11, --A,[ for 
z E aB(x, p). Then we can compare u(z; A,) with the spherically symmetric 
solution U, of du= 12up having value E = K I& - A21 on aB(x, p). If E 
and p are related by p = (E/U) Cl -p)‘2 the solution is given, in a spherical 
coordinate system centered in x, by U, = crr2’(‘-p), where aiep = 
A( 1 -p)*/(2N( 1 -p) + 4~). This implies that the function u(z, A,) vanishes 
in x, when x is at distance greater than (~/a)(~ Pp)/2 from i3N,, . 
3. UPPER AND LOWER SOLUTIONS 
The results of this section are based on the use of upper and lower 
solutions of the parabolic problem [4,3] 
u,-Lldu+up=o, in Qr=SZx(O, T), (3.1) 
u=u(J, in Szx {0}, (3.2) 
u= 1, on rr = asz x (0, T). (3.3) 
According to [4] we define the spaces I/= L2(0, T; W’ +“(G!)), q 2 2, and 
I” its dual, Vo=L2(0, T; WA’4(52)). Then we define the upper and lower 
solutions in the following way: 
DEFINITION 3.1.. A function U E V with U, E I” is called an upper dution 
of (3.1)~(3.3) if 17(x, t) > 1 on fr, ii(x, O)au,(x) in 0, and 
T  s 5 T  I s T  dt u,vdx+ dt Vii.Vvdxd 0 52 0 R s s dt iipv dx, 0 R 
for any nonnegative v E Vo. Conversely, u is called a lower solution, if the 
inequality signs are reversed. 
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In the following we make use of the comparison principle [4]: 
LEMMA 3.1. rf ii is an upper solution then U(x, t) ~u(x, t) a.e. in QT. 
Similarly if g is a lower solution then u(x, t) < u(x, t) a.e. in QT. 
The rest of the section is devoted to the construction of the upper 
solution which will give the estimate of Theorem 1.1. As we shall see the 
same procedure works to construct lower solutions. 
Let p E C’( [0, + co)) be a positive function. We define 
qx, t) = 45 At)), (3.4) 
where u(x; p(t)) is the unique solution of (2.1)-(2.2) with I = p(t). 
From our analysis of Section 2, it follows that ii E CO(&), 
ii(., t)EC * + B(0) for any t, and 6, E L”(QT). In particular this implies ii E V 
and ii, E I”, for any T > 0. 
We compute now 
u(n)=ii,dC+liP=$(x;p(t))/d(t)-[p(t)-l]uP(x;p(t)). 
Suppose now that p’(t) > 0. Then, from inequality (2.21), we get 
Tyfi)2 - [ -g$q + 1 -/J u%; /J(t)). 1 
Conversely, if p’(t) < 0, the sign in (3.5) is reversed, Now it is enough to 
choose p(t) such that 
P’= (1 -P)P(l -/J). (3.6) 
If p(O) < 1, then p’(t) > 0, so 5!(G) > 0 and ii(x, t) is an upper solution of 
(3.1b(3.3) with initial datum 
u(x; 1) < uo(x) = u(x;p(O)) < 1, in I;L, (3.7) 
where u(x; 1) is the stationary solution of our problem. Conversely, if 
p(O) > 1, then p’(t) ~0, so Z(6) GO and ii(x, t) is a lower solution of 
(3.1)-( 3.3) with initial datum 
u(x; 1) > Uo(X) = u(x; p(0)) > 0, in Sz. (3.8) 
We can summarize our result at this point: 
THEOREM 3.1. Let ~(t)=[l+(l/~o-l)exp(-(l-p)t)]-‘. Then, if 
p. < 1 (p. > l), thefunction ii(x, t) = u(x; p(t)) is an upper (a lower) solution 
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of (3.1)-(3.3), corresponding to the datum Q(X) = u(x; pO) > u(x; 1) ( G ). 
Moreover 
/Iu(x; 1)-ii(x, t)llcoca,<K IVpo- I’ exp(-(l -p)f) 
l+ (l/PO- l)exp(-(1 -pItI’ 
(3.9) 
where K is the constant in (2.8). 
This estimate is a trivial consequence of (2.8). 
Remark. If p B 1, then u(x, t) 2 6 > 0 and a similar result simply follows 
using (2.8). 
We have now almost proved Theorem 1.1. It remains to overcome the 
problem of the initial value: in fact u(x; po) < 1 in 52, for any p. > 0, and 
we cannot choose p. = 0 since zero is a stationary point of (3.6). However, 
we can prove that, for any p. E (0, 1) there exists a finite time to such that 
the solution u(x, t) of (P) satisfies 
4% to) d 4-F PO), in Q. (3.10) 
We can get estimate (3.10) by the same technique used in [3] for 
proving the finite time extinction of the solution of (P) at an interior point 
of the dead core. Let us recall it. 
Let p. be any number in (0, 1) (we do not need u(x; po) to have a dead 
core) and define 
z(x, t)=u(x;po)+ [l- (1 -p)(l -po)t]:l(‘~P). (3.11) 
Then z(x, t) is an upper solution of the problem (P), and u(x, t) < z(x, t). 
For to = l/( 1 -p)( 1 - po) we have u(x, to) 6 z(x, to) = u(x; po) and we can 
apply Theorem 3.1 starting from t = to. 
Finally, we can use estimate (2.22) to evaluate the distance of the free 
boundary of U(X, t) from the free boundary of the stationary solution, 
to obtain estimate (1.7); i.e., the convergence of the free boundary is 
exponential in the Co norm. 
4. THE THIRD BOUNDARY VALUE PROBLEM 
In this section we extend the results of Sections 2 and 3 to the third 
boundary value problem; i.e., we consider the problem (P’) 
u,-Au+uP=O, in Q=Qx(O, +m), (4.1) 
u=uo, in Ox {0}, (4.2) 
$+B(u- l)=O, on r=XJx(O, +co), (4.3) 
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where p E (0, l), /-I > 0 and a/& denotes the derivative with respect to the 
outward normal, 0 < z+,(x) d 1. 
Together with (P) we consider the family of elliptic problems (S,) 
-Au+M=O, in 52, (4.4) 
;+/qu- l)=O, on a54 (4.5) 
where 1, > 0. We indicate again by u(x; A) the unique solution of (S,) for a 
given A. We have 
0 d u(x; 2) d 1, in Q. (4.6) 
Moreover, from the Hopf principle it follows that u(x; A) > 0 on 852. 
Remark. Problem (S,) has been considered in [7], to which we refer 
for the proofs of existence and uniqueness of U(X; A), and for inequalities 
(4.6). In [7] the boundary condition (4.5) was resealed together with 
Eq. (4.4) and it reads au/& + & b(u - 1) = 0. However, with this resealing 
problem (S,) no longer has a monotonicity w.r.t. 1, which holds under 
condition (4.5). Further results can be found in [S] where no special 
relation between 1 and B is assumed, and more general estimates on the 
location of the free boundary are established using an estimate of the value 
of the solution on the boundary XJ. 
LEMMA 4.1. IfA,<& then u(x;I,)2u(x;i,) in 52. 
Proof: Let u(x) = u(x; A,) - u(x; A,); then 
Au(x) = I,zc’(x; 1,) - 12up(x; A,), in Q, (4.7) 
g++o, on asz. (4.8) 
From (4.8) it follows that u cannot have a negative minimum on an. 
Moreover, if we suppose that X E Q is a negative minimum then Au(X) < 
(A, - I,)up(X; A,) -C 0 which is a contradiction (notice that ~(2’; A,) has to 
be positive for X to be a negative minimum). 1 
LEMMA 4.2. We have 
ll~(-;~~)-~(~~~~)lle~~,~~I~~-~*l. (4.9) 
Proof: Take I, <A,, then u(x) = u(x; A,) - u(x; A,) 2 0 and u(x) <z(x) 
where z is the solution of AZ = Ai - I,, az/av + fiz = 0. But z(x) = 
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(A, -&)2(x) where Z solves AZ”= 1 with b.c. E/av + /?Z=O. Then (4.9) 
holds with K= -min, Z(x). 
It remains to give a sharp lower bound for (&/81)(x; A). We have just 
to repeat the proof of Lemma 2.3, using a new lower bound. 
Again we choose E >O and we consider the function u,(x) = 
(u( .; 1+ E) - u( .; A))/&. We have u,(x) < 0 and u,(x) E 0 in Nn if N, # 0, and 
au,/& + /Iv, = 0 on 852. Inside Q, (2.17) still holds. Now we define 
1 
z(x) = u,(x) + ~ 
( 
uP(x; 1) 
--u(x;;1) . 
41-P) P > 
Then z(x) solves 
Az-~pup~‘z<O, 
z = 0, 
in 52,, 
on aN,, 
on af2, 
(4.10) 
(4.11) 
(4.12) 
where 
ib)=P~ ( 
1-P -~p(x;4+up--(x;~)-1 . 
41-P) p > 
Since u(x; 2) < 1 on X!, b(x) > 0, so z cannot have a negative minimum on 
80, and z(x) 2 0 in 52, i.e., 
1 
u,(x)> -- 
( 
uP(x; A.) 
--u(x;l) * 
41-P) P > 
(4.13) 
Now we can proceed as in Section 3 to construct an upper and a lower 
solution for the parabolic problem. 1 
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