Introduction
In the papers [1] , [2] some methods for solving approximately the Fourier problems for certain parabolic equations have been proposed. Those methods, based on the least squares method, led to linear systems of equations.
In this paper the above-mentioned methods are applied to a numerical analysis of the first Fourier problem for the heat equation in one space variable. In view of "bad" properties of the systems received, a new method is proposed. An orthogonalization of a system of functions forming an approximate solution basis is an important tool in this new method.
Preliminaries
In [3] it was proved that the polynomials
form a complete system in the space of strong solutions of the heat equation (by a strong solution we mean that it is of class C 2 with respect to x and of class C 1 with respect to t)
h t = h xx .
In order to solve the initial boundary value problem (the first Fourier problem) for (2) with conditions
we can apply an approximate method based on the least squares method (see [1] , [2] ). Thus we will seek the approximate solution h N (x,t) as a linear combination of the first N + 1 functions of the form (1), i.e., N (4) h N (x,t) = J2 c M x ' t ),
3=0
where the coefficients co,...,c/v are evaluated from the linear system of N + 1 equations received by minimizing the function
That system has the form
After some calculations, we get ' 0, when i + j is odd,
when i + j is even.
Conditioning of the linear system of equation
Our goal will be a numerical analysis of the system (6) and in particular an analysis of the conditioning of that system. In general, a numerical problem is ill-conditioned, if "small" changes in the problem input data produce "large" changes in the solution (see for example [4] , [6] ). Usually for a numerical problem a so-called condition number is defined. It is the ratio of variations in solutions to input data perturbation. Certainly, an attempt to solve problems with a big condition number is very risky. Due to roundoff errors, one can obtain results completely different from the exact solution. In the case of linear systems of equations the condition number is defined by the formula (see for example [5] ) (8) cond
where || • || is a matrix norm. Let us come back to our system (6). The explicit form (7) of the elements of the matrix A may suggest the ill-conditioning of the system (6), because the term occurs in the well-known Hilbert matrix (see for example [5] ). Actually the condition numbers of the system (6) are big. It is illustrated in the case of the spectral norm ||A||2 = max yf\ by the following table. 
Orthogonalization
It is obvious that, dealing with so ill-conditioned problem, one should seek the approximation h N (x,t) in another way than by solving the system (6). One of such ways is the Gram-Schmidt orthogonalization of the system of functions (1) with respect to the scalar product the approximation h N (x,t) will be given by the formula
The Gram-Schmidt procedure is given by the formula
where (•, •) is the scalar product (9).
As we see, the most important point here is to evaluate scalar products (hi,gj) and (gj,gj)-We will deal with this problem in next two sections.
Recurrence formulae for the polynomials hj(x,t)
We will now determine recurrence relations for the polynomials hj(x,t) very useful in evaluating the values of these polynomials at a point (x,t). By the formula where Hj(z) is the Hermite polynomial (see [1] or [3] ), and by the recurrence formula for the Hermite polynomials
xhj-i(x,t) -2(j -1 )thj-2 (x,t).
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Thus (13)
( h 0 (x,t) = 1, h\{x,t) = x, \ hj(x,t) = xhj_i(x,t) -2(j -1 )thj-2 (x,t), j = 2,3,...
Algorithm for finding the approximation h N (x,t)
The recurrence formula (13) yields a simple algorithm for determining values of the polynomials hj(x,t). Therefore it is convenient to seek the functions gj(x, t) as linear combinations of the functions ho,. ..,hi, i.e., Comparing that with (14), we get a recurrence formula for the coefficients ßij as follows ¿-1 (17) /3ij = aij+ ^ a ikPkj, i = l,2,...,iV; j = 0,1,...,i-1. 
Let us remark that (/i,-, hj) = a,ij, where a,j are given by (7). Therefore we are entitled to write
The coefficients Cj can be computed in the following fashion
As seen, the problem of computing a,j and is reduced to the evaluation of the elements a t -j. These can be in turn found from the following formula being a consequence of (7) { 0, when i + j is odd,
: --+ > > ---, when i + j is even, where
It is convenient to complete the coefficients r\k with the algorithm
Taking into account (14), we will propose another form of the formula (10) yielding the approximation h N . Substituting (14) into (10) and changing the order of summation, we get
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Hence setting N (21) 7j = + E ¿ = 0,l,...,J\r-l, *=j+l we can rewrite the formula (10) in the following form
We propose the following algorithm for finding the approximation at a point (z, t) make use of the formula (22) . Evaluate values of the functions hj (x,t) from the recurrence relations (13).
Final remarks
At the end we would like to emphasize the virtues of the above described method. The first advantage is that the received approximation is determined at each point of the domain in which we seek solutions, because it is given in an analytical form. The second very important property is that the accuracy improvement of the approximation is connected only with adding consecutive terms to h N (x,t) determined by the formula (10). The popular in applications finite-difference methods have no these advantages.
