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ABSTRACT
We consider dyonic black hole in hyperscaling violating Lifshitz theories arised in a
four dimensional Einstein-Maxwell-dilaton system along with axion fields. Consid-
ering the linearised equation of relevant fluctuations in metric and gauge fields, we
analytically compute thermoelectric conductivity of the dual theory using Dirichlet
boundary condition and find agreement with conductivities obtained in near horizon
analysis. We also study temperature dependence of the conductivities.
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1 Introduction
Holographic techniques has been proved to be quite successful in analysing strongly cou-
pled systems arised in condensed matter [1–8]. In the original proposal [9–11] it was for
asymptotically anti de-Sitter spacetime and thus are amenable to theories at the bound-
ary characterised by relativistic invariance at the boundary. Soon it transpires it can
be generalised to other asymptotic spacetimes as well [12–19]. In particular, this has
been extended to systems having anisotropic scaling symmetry along temporal and spa-
tial direction. For such systems, asymptotically Lifshitz spacetimes turns out to be the
pertinent set up on the gravity side. An essential motivation for these is to understand
the novel behaviour of strongly correlated phases of matter, which cannot be explained
using conventional theories, as it does not show quasiparticle description. Application
of holographic methods for such phases are expected to provide new insights and deeper
understanding about dynamics of these systems.
In this vein, a number of works have considered non-relativistic geometries which are
asymptotically Lifshitz theories characterised by hyperscaling violation [20–24]. A four
dimensional Einstein-Maxwell-Axion-Dilaton theory gives rise to such geometries charac-
terised by two parameters z and θ, corresponding to Lifshitz scaling and the hyperscaling
violation respectively. The Axion is chosen linear in space coordinates to introduce inho-
mogeneity in order to model the feature of underlying lattice structure [25–27]. It involves
two U(1) gauge fields, one of which is required to introduce Lifshitz like behaviour, other
playing the role of electromagnetic field.
Electrically charged black hole background in this theory has been considered and
electrical DC conductivity was computed [20] using near horizon analysis [28]. In [21],
a magnetic field has been introduced in addition and thermoelectric conductivity was
studied using near horizon analysis, once again. However, near horizon analysis [28],
though very useful, does not provide the conserved current in the boundary theory. In
addition, it is not flexible to incorporate different boundary conditions of the fields in the
bulk. Instead, it chooses one boundary condition out of multiple possibilities.
In view of these, a different approach has been proposed in [22]. It considered linearised
fluctuations around the electrically charged black hole and from analysis of asymptotic
behaviour of the solutions they determine counterterms, obtain the physical observables
in the dual theory and compute the thermoelectric conductivities. Unlike near horizon
analysis, this approach is amenable to incoroporate different boundary conditions on the
fields, such as Dirichlet and Neumann or a combination of them.
In the present work, we have extended the approach of [22] in presence of magnetic
field. We consider a dyonic black hole background and from the analysis of linear fluctu-
ations of necessary fields we have computed the full thermal conductivity matrix. This
provides the dependence on magnetic field B and in particular enable one to compute Hall
angles. This analysis can accommodate different boundary coditions which may lead to
different behaviour of thermal conductivities. In the present case, we have used Dirichlet
1
boundary condition on spatial components of one of the gauge fields and find agreement
of conductivities derived in approach of near horizon analysis [21]. We have discussed
temperature dependence of thermoelectric cunductivities and Hall angle in several scaling
regimes.
This paper is structured as follows. In the next section we introduce the asymptotically
Lifshitz hyperscaling violating solution. In the section 3 we introduce the fluctuations in
metric and gauge fields, consider their linearised equations of motion and obtain solution
in low frequency limit. In section 4 we compute the thermoelectric coefficients and discuss
their temperature dependence. We conclude in section 5. Some of the materials related to
the necessary canonical transformation of the fields has been discussed in the appendix.
2 Hyperscaling violating Lifshitz Black Hole
In the present section we will discuss the asymptotically Lifshitz hyperscaling violating
solution, which we will use as the background. The electrically charged solution has been
discussed in [20, 22] and the dyonically charged solution has been mentioned in [21, 23].
They appear as a classical solution of an Einstein-Maxwell-dilaton-axion system. We will
consider two gauge fields coupled through a symmetric invertible matrix ΣIJ , I, J = 1, 2
which is a function of the dilaton φ, having positive eigenvalues. In addition, there are two
axion fields, χa, with a running over 1, 2 required to violate the momentum conservation,
which is necessary for computation of direct conductivity. The Axion term in the action
has a dilaton dependent prefactor Z(φ).
The four dimensional action is given by
S =
∫
d4x
√−g[R−α(∂φ)2−ΣIJF IµνF Jµν−Z(φ)(∂χa)2−V (φ)]+
1
2κ2
∫
∂M
d3x
√−γ2K, (2.1)
where κ2 in the second Gibbons-Hawking boundary term is given by 8πG. We consider
two axion fields and two guage fields with I = 1, 2. V (φ) is the potential, which is
functions of dilaton fields.
From the action (2.1) we get the following equation of motion. The Einstein, Maxwell
and dilaton, axion equations are
Rµν = α∂µφ∂νφ+
1
2
V (φ)gµν + Z(φ)∂µχ
a∂νχ
a + 2ΣIJ(φ)(F
I
µλF
Jλ
ν −
1
4
gµνF
I
ρσF
Jρσ),
∇µ(ΣIJ(φ)F Jµν) = 0,
∇µ(Z(φ)∂µχa) = 0 and 2αφ− V ′(φ) = Σ′IJ(φ)F IρσF Jρσ,
(2.2)
respectively.
In order to obtain asymptotically Lifshitz hyperscaling violating solution we choose
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the following ansa¨tz for the metric, axion and the gauge fields.
ds2B = γµνdx
µdxν = dr2 + e2A(−f(r)dt2 + dxadxa),
χaB = px
a, φB = φB(r), A
I = aI = aIt (r)dt+
BI
4
ǫabx
adxb,
(2.3)
Where γab denotes background metric tensor. We have chosen a linear axion to break
the translation invariance to incorporate momentum relaxation. The first gauge field is
required to generate a Lifshitz like behaviour of the metric. while the second one gives
rise to the dyonic charge of the solution. For the sake of generality, we have kept the
constant magnetic field F Iab =
1
2
BIǫab associated with both the gauge fields.
Substituting the ansatz (2.3) in the second equation of (2.2) implies the elctric charges
qI = −f−1/2eAΣIJ∂raJt is constant. The first and the last equation (2.2), on substitution
of the ansatz (2.3) reduces to the following equations:
f ′′
2f
+ 3A′
f ′
2f
− f
′2
4f 2
= p2Z(φ)e−2A + 2e−4A(ΣIJ(φ)qIqJ +
1
4
ΣIJ (φ)B
IBJ),
A′′ + A′(3A′ +
f ′
2f
) + p2Z(φ)e−2A +
1
2
V + e−4A(ΣIJ(φ)qIqJ +
1
4
ΣIJ (φ)B
IBJ),
(6A′2 + 4A′
f ′
2f
) = α(∂rφ)
2 − 2p2Z(φ)e−2A − V − 2e−4A(ΣIJ(φ)qIqJ + 1
4
ΣIJ (φ)B
IBJ),
2α[∂2rφ+ (3A
′ +
f ′
2f
)∂rφ]− V ′(φ) = 2e−4A(ΣIJ ′(φ)(φ)qIqJ + 1
4
Σ′IJ (φ)B
IBJ).
(2.4)
Given a form of Z(φ) and ΣIJ(φ) one can solve these equations to find out the metric,
the Maxwell field, the dilaton and the potential.
Like the electrically charged black hole, these equations do admit an exact dyonic
black hole solution [21, 23], which depends on two parameters z and θ. We present the
solution in radial coordinate v, which is particularly suited for asymptotic behavior. The
metric in terms of this radial coordinate v is given by
ds2 = v−θ[−v2zF (v)dt2 + dv
2
v2F (v)2
+ v2(dx2 + dy2)], (2.5)
where in our ansatz (2.3) we set e2A = v2−θ and the blackening factor F (v) is given by
F (v) = 1+
p2
(2− θ)(z − 2)v2z−θ−
m
v2+z−θ
+
8q22
(2− θ)(z − θ)v2(z+1−θ)+
B2v2z−6
16(4 + θ − 3z)(2− z) .
(2.6)
In terms of v coordinate, the role of the blackening factor is played by F (v). This v
coordinate is related to r through
dr = −sgn(θ)v−θ/2F−1/2(v)dv
v
. (2.7)
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Other fields and functions are given as follows: ΣIJ (φ) and Z(φ) are
Σ11(φ) =
1
4
e[(θ−4)/µ]φ, Σ22(φ) =
1
4
e[(2z−2−θ)/µ]φ, Σ12 = 0, Z(φ) =
1
2
e[µ/(θ−2)]φ, (2.8)
where α = 1/2 and µ is given by 2µ2α = (2− θ)(2z − 2− θ). The dilaton, the axion and
the gauge fields are given by
φ = µ log v, χa = pxa, a1t =
4sgn(θ)q1
2 + z − θ (v
2+z−θ−v2+z−θh ), a2t =
4sgn(θ)q2
θ − z (v
θ−z−vθ−zh ).
(2.9)
The charge q1 and the potential V (φ) are
q21 = (2+z−θ)(z−1)/8, V (φ) = −(2+z−θ)(1+z−θ)eθφ/µ−
2z − 2− θ
4(z − 2) B
2e(θ+2z−6)(φ/µ).
(2.10)
Unless otherwise mentioned we will keep our analysis general without commiting to
specific solution. The reason is as follows. For electrically charged case, BI = 0 it can
be shown that general solution with asymptotic behaviour exists. We expect a similar
general solution with specific asymptotic behaviour in the case of dyonic black hole, as
well. Therefore the present set up may be used to deal with general solutions. Though,
while studying the coefficients of conductivities we will use the specific exact solution
only.
3 Fluctuation
We will be interested in the thermoelectric coefficients, which are related to the correlation
function of operators. In order to compute those we consider linear fluctuations in the
metric and the gauge fields around its background solution.
γij = γBij + hij , A
I
i = A
I
Bi + a
I
i , φ = φB + ϕ, χ
a = χaB + τ
a, (3.1)
where i, j takes values on t, x and y. Defining Sji = γ
jkhik, one can set S
t
t = S
x
x =
Syy = S
y
x = 0 and ϕ = a
I
t = 0 consistently, leaving nonzero fluctuations to be S
a
t , S
t
a, a
I
a
and τa. Sta is related to S
a
t and so we will not consider the former. In what follows, we
will assume these fields depend on t and r only. With such dependence the linearised
equations satisfied by these fluctuations for the background given in the ansatz (2.3) turn
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out to be as follows:
[∂2r + (3∂rA−
∂rf
2f
)∂r − e−2A(2p2Z + e−2AΣIJBIBJ)]Sat = −2e−2A[pZ(∂tτa) + 2ΣIJ(∂raIt )(∂raJa )
+ e−2AΣIJ(∂ta
I
b)ǫabB
J ],
∂r∂tS
a
t + 2e
−2AΣIJ(∂ra
I
t )B
JǫabS
b
t = −2pfZ∂rτa − 4e−2AΣIJ∂raIt∂taJa − 2fe−2AΣIJBJǫab∂raIb
∂r{ΣIJeAf−1/2[(∂raJt )Sat + f∂raJa ]} = f−1/2e−AΣIJ(∂2t aJa +
1
2
ǫab∂tS
b
tB
J ,
∂2r τ
a + (3∂rA +
∂rf
2f
+
∂rZ
Z
)∂rτ
a − e
−2A
f
∂2r τ
a = −f−1e−2Ap∂tSat ,
(3.2)
where we have not included equations for Sta, which follows from the above set of equations.
Considering the time dependence of the various functions is given by eiωt, the above set
of equations reduce to the following
[∂2r + (3∂rA−
∂rf
2f
)∂r − e−2A(2p2Z + e−2AΣIJBIBJ)]Sat = −2e−2A[−iωpZτa + 2ΣIJ(∂raIt )(∂raJa )
+ iωe−2AΣIJa
I
bǫabB
J ],
iω∂rS
a
t + 2e
−2AΣIJ(∂ra
I
t )B
JǫabS
b
t = −2pfZ∂rτa − 4iωe−2AΣIJ∂raItaJa − 2fe−2AΣIJBJǫab∂raIb ,
∂r{ΣIJeAf−1/2[(∂raJt )Sat + f∂raJa ]} = f−1/2e−AΣIJ(−ω2aJa +
iω
2
ǫabS
b
tB
J),
∂r[e
3Af 1/2Z∂rτ
a] = −iωpZeAf−1/2(Sat −
iω
p
τa).
(3.3)
Following [22] we introduce new field
Θa = Sat −
iω
p
τa. (3.4)
The boundary operator associated with Θa plays the role of energy operator in the bound-
ary theory. Introducing Ω = ω2 − 2p2fZ we write down the equations in terms of this
new field Θa. Some of the terms, however, we have written in terms of Sat , which can be
expressed in terms of Θa and τa.
∂r[2p
2fZΩ−1(−f−1/2e3A∂rΘa + 4qIaIa)− 2iωΩ−1BIǫab(qISbt − f 1/2eAΣIJ∂raJb )]
− eAf−1/2(2p2Z + e−2AΣIJBIBJ)Θa = iω
p
e−Af−1/2ΣIJB
IBJτa − 2iωe−Af−1/2ǫabΣIJBJaIb ,
f−1/2eA∂r(f
1/2eAΣIJ∂ra
J
a − 2p2fZΩ−1qIΘa)−
2p2ω2
Ω2
f−1/2eA∂r(fZ)qIΘ
a + ω2f−1(ΣIJ
− 4Ω−1e−2AfqIqJ)aJa + 2iωΩ−1e−2AǫabqIBJ (qJSbt − eAf 1/2ΣJK∂raKb )−
iω
2
f−1ΣIJǫabS
b
tB
J = 0,
∂rS
a
t + 4e
−2AΣIJ(∂ra
I
t )a
J
a =
2i
ω
e−2AΣIJB
Jǫab(∂ra
J
t S
b
t + f∂ra
J
b ) +
2ipfZ
ω
∂rτ
a,
∂r[e
3Af 1/2Z∂rτ
a] = −iωpZeAf−1/2Θa.
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(3.5)
In order to obtain near horizon limit, we will use another radial coordinate u, which
is related to r through du = −f(r)1/2e−A(r)dr. In terms of u the metric becomes
ds2 = e2A(u)(−f(u)dt2 + du
2
f(u)
+ dxadxa). (3.6)
The derivative in u is related to that in r through
∂r = −
√
fe−A∂u, ∂u = −f−1/2eA∂r (3.7)
u is related to v through the relation du = sgn(θ)vz−3dv where z and θ are parameters
determining behavior of the metric. The horizon of the black hole solution is given by
u = uh, where f(uh) = 0 and at the near horizon limit f(r) ≡ 4πTρ + O(ρ2), where
ρ = uh−u. A, Z and ΣIJ approaches constant values at the near horizon limit. The near
horizon limit of the four equations can be arranged in the following manner.
2p2Z
ω2
[f∂u(f∂u(e
2AΘa))] + 2p2Ze2AΘa − 2i
ω
ǫabΣIJB
I [f∂u(f∂ua
J
b ) + ω
2aJb ] +
8p2Z
ω2
qIf∂u(fa
I
a)
− 2i
ω
qIB
Iǫab∂uS
b
t + ΣIJB
IBJSat = 0,
ΣIJ [f∂u(f∂ua
J
a ) + ω
2aJa ]−
2p2ZqI
ω2
f 2∂uΘ
a − 4e−2AqIqJfaJa +
2i
ω
e−2AqIB
JǫabΣJKf
2∂ua
K
b
+
2i
ω
e−2AǫabqIqJB
JfSbt −
iω
2
ΣIJǫabS
b
tB
J = 0,
∂uS
a
t −
2i
ω
e−2AǫabqIB
ISbt + 4e
−2AqIa
I
a −
2i
ω
e−2AǫabΣIJB
Jf∂ua
J
b −
2ip
ω
f∂uτ
a = 0,
f∂u(fZ∂ue
2Aτa) = −iωpZe2AΘa.
(3.8)
Considering the terms contributing in leading order of ρ we obtain
2p2Z
ω2
[f∂u(f∂u(e
2AΘa))] + 2p2Ze2AΘa − 2i
ω
ǫabΣIJB
I [f∂u(f∂ua
J
b ) + ω
2aJb ] + ΣIJB
IBJSat = 0,
ΣIJ [f∂u(f∂ua
J
a ) + ω
2aJa ]−
iω
2
ΣIJǫabS
b
tB
J = 0.
(3.9)
Introducing
ηIa = a
I
a +
1
2p
e2ABIǫabτ
b, (3.10)
and choosing the in-falling behaviour, we obtain the following near horizon behaviour
e2AΘa ∼ ρ−iω4piT , ηIa ∼ ρ
−iω
4piT . (3.11)
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We will use the above near horizon behaviour to determine the relations among the
constants that appear in the solutions of the various fields.
In order to study direct conductivity, we require the solution of the fields Θa, aIa and
τa. However, the differential equations are quite involved and since we will be interested
in the direct conductivity which depends on the behaviour of the fields at low frequency
limit we will expand the fields in powers of frequency and from there we will determine
the low frequency behaviour of the fields. So we consider the following expansions
Θa = Θa(0)+ωΘa(1)+ω2Θa(2)+..., aIa = a
I(0)
a +ωa
I(1)
a +ω
2a(2)a +..., τ
a = τa(0)+ωτa(1)+ω2τa(2)+....
(3.12)
We will substitute these expansions in the equations and will determine the fields at
different orders of frequency in an iterative manner.
First we will consider the equations at the order of zero frequency. Substituting the
expansions of (3.12) in (3.5) we obtain from the second equation in (3.5)
∂r(f
1/2eAΣIJ∂ra
J(0)
a − qIΘa(0)) = 0, (3.13)
which suggests it is convenient to define a new function
CaI = f
1/2eAΣIJ∂ra
J
a − qIΘa. (3.14)
Then (3.13) implies C
a(0)
I is a constant. From the first equation in (3.5)) we get
∂r[e
3Af 3/2∂r(f
−1Θa(0)) + 4aItC
a(0)
I ] = 0, (3.15)
where we have used the equation of background fields (2.4). From the third equation of
(3.5) one obtains for axion
∂uτ
a(0) = ǫab
C
b(0)
I B
I
e2AZ
f−1. (3.16)
From (3.13) and (3.15) we write the solutions in terms of integrals
Θa(0) = fΘa1 + fΘ
a
2
∫
du
e2Af 2
− 4fCa(0)I
∫
aItdu
e2Af 2
,
aI(0)a = a
I(0)
a0 − Ca(0)I
∫
ΣIJ
f
du− qJΘa1
∫
ΣIJdu− qJΘa2
∫
ΣIJ
∫
du
e2Af 2
− 4qJCa(0)K
∫
duΣIJ
∫
aKt du
e2Af 2
,
τa(0) = τ
a(0)
0 + ǫabC
b(0)
I B
I
∫
du
e2AfZ
,
(3.17)
where Θa1, Θ
a
2, a
I(0)
a0 and τ
a(0)
0 are constants of integration.
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At the near horizon limit, A, Z and ΣIJ are approaching constant value A(h), Z(h)
and ΣIJ(h). Behaviour of f(u) near u→ uh is f ∼ 4πTρ and aIt ∼ O(ρ), which leads to
Θa(0) = (4πTρ)Θ1 +
Θa2
4πTe2A(h)
− 4C
a(0)
I ∂ua
I
t
4πTe2A(h)
ρ log ρ,
aI(0)a = a
I(0)
a0 + (
qJΘ
a
2
4πTe2A(h)
+ C
a(0)
J )
ΣIJ(h)
4πT
log ρ+ qJΘ
a
1Σ
IJ(h)ρ,
τa(0) = τ
a(0)
0 − ǫab
C
b(0)
I B
I
4πTe2A(h)Z(h)
log ρ.
(3.18)
The equations at the zeroeth order of frequency are very much similar to that obtained
in absence of magnetic field [22] as in the equations BI appears at the first order of ω.
Next we will consider the equations at first order of frequency. As we have already
mentioned, we will use a recursive procedure to determine the solutions at different orders
of ω, by using solutions obtained in the lower orders. Substituting the (3.12)in the second
equation in (3.5)) we get
f−1/2eA∂r(f
1/2eAΣIJ∂ra
J(1)
a − qIΘa(1))−
2i
2p2fZ
e−2AǫabqIB
J (qJΘ
b(0) − eAf 1/2ΣJK∂raK(0)b )
− i
2
f−1ΣIJǫabΘ
b(0)BJ = 0,
(3.19)
which leads to
∂uC
a(1)
I = −if−1ǫabBJ(−
qIC
b(0)
J
p2Ze2A
+ ΣIJ
Θb(0)
2
). (3.20)
By integrating (3.20) we can write C
a(1)
I in terms of the zeroeth order terms. Similarly,
Θa(1) and τa(1) satisfy
∂u[e
2Af 2∂u(f
−1Θa(1))]− 4Ca(1)I ∂uaIt + 2iǫabΣIJBJaI(0)b
+
i
p2
ǫabB
IfC
a(0)
I ∂u(
1
fZ
)− i
p
ΣIJB
IBJτa(0) = 0,
∂u[e
2AfZ∂uτ
a(1)] = ipZe2Af−1Θa(0),
(3.21)
while a
I(1)
a can be obtained from
∂ua
I(1)
a = −f−1ΣIJCa(1)J − qIf−1Θa(1). (3.22)
Like C
a(1)
I , all these equations can be integrated to obtain expressions at first order in
terms of the zeroeth order fields.
The near horizon behaviour of the fields at first order can be obtained by integrating
the above equations after substituting the near horizon behaviour of f , A, Z and Σ and
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using the expressions obtained for the zeroeth order fields. For C
a(1)
I we obtain,
C
a(1)
I =C
a(1)
I0 +
iǫabB
J
e2A(h)4πT
[
(
− qIC
b(0)
J
p2Z(h)
+
Θb2ΣIJ (h)
8πT
)
log ρ+
1
2
Θa1ΣIJ (h)e
2A(h)4πTρ
+
2ΣIJC
a(0)
K ∂ua
K
t
4πT
(ρ log ρ− ρ)] + ...,
(3.23)
where C
a(1)
I0 is an integration constant.
Using this expression a similar near horizon expression can be obtained for Θa(1) from
(3.21) as follows
Θa(1) =
Θa3
e2A(h)4πT
+
i
p2
ǫabB
IC
a(0)
I
Z(h)
log ρ+Θa44πTρ+ ..., (3.24)
where Θa3 and Θ
a
4 are new integration constants. The fluctuation in gauge field at first
order, a
I(1)
a at the near horizon limit follows from (3.22) and is given by
aI(1)a = a
I(1)
a0 +
ΣIJ(h)
4πT
[
qJΘ
a
3
e2A(h)4πT
+ C
a(1)
J0
]
log ρ+ ...., (3.25)
where we have introduced the constant term of integration as a
I(1)
a0 . Finally the τ
a at first
order turns out to be
τa(1) = τ
a(1)
0 −
e−2A(h)
4πTpZ(h)
[
ǫabB
KC
b(1)
K0 −
i
2
(e2A4πTΘa1 + 4qia
I(0)
a0 ) +
i
p
qIB
Iǫabτ
b(0)
0
]
log ρ+ ....,
(3.26)
The constants of integration introduced at different orders can be determined by com-
paring with the near horizon behaviour with the full fledged expressions of the various
fluctuations, obtained in (3.11). For that we need to consider the equations to the second
order in ω.
At the second order of ω we obtain the following equation for C
a(2)
I
∂uC
a(2)
I =
qIe
−2A
2p2fZ
[(e2A∂uΘ
a(0) + 4qJa
J(0)
a ) + 2iǫab(C
b(1)
J −
i
p
qJτ
b(0))BJ ]
− ΣIJ
f
[aJ(0)a −
i
2
(Θb(1) +
i
p
τ b(0))BJ ]
(3.27)
On the other hand for Θa(2) we get
∂u[e
2Af 2∂u(f
−1Θa(2))] =4C
a(2)
I ∂ua
I
t − f∂u[
1
2p2fZ
[(e2A∂uΘ
a(0) + 4qJa
J(0)
a )
+2iǫab(C
b(1)
J −
i
p
qJτ
b(0))BJ ] +
i
p
ΣIJB
IBJτa(1) − 2iǫabaI(1)b .
(3.28)
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a
I(2)
a can be obtained as usual, from
C
a(2)
I = f
1/2eAΣIJ∂ra
J(2)
a − qIΘa(2). (3.29)
In order to compare to the boundary condition at horizon we need to find the leading
order behaviour of the fields near the horizon. Substituting the expressions we have
obtained for fields upto zeroeth order and first order on right hand side of (3.27) one can
easily find that the leading order terms of C
a(2)
I near horizon are of the order of log ρ and
(log ρ)2. In particular, it does not have any 1/ρ in its expression near the horizon. It
follows from equation for Θa(2) that the leading order expression of Θa(2) is given by
f−1Θa(2) = Θ6 +Θ5
∫
du
e2Af 2
+ S log ρ+ ..., (3.30)
where Θa5 and Θ
a
6 are constants of integration and S is given by
S =
1
2p2Z(h)
[(−4πTe2AΘa1 + 4qIaIa0) + 2iǫab(Cb(1)I0 −
i
p
qIτ
b(0)
0 )B
I ] +
Θa2
(4πT )2
. (3.31)
Collecting expressions of Θa at different orders of frequency together, we can write
near horizon expression of Θa valid upto O(ω2) as
Θa =
Θa2
e2A(h)4πT
+ 4πTΘa1ρ+ (
1
4πTe2A(h)
[
iωǫabC
b
I0
p2Z(h)
+
2(−πTe2A(h)Θa1 + qIaI0a0)
p2Z(h)
ω2
+
ω2
p3Z(h)
ǫabτ
b(0)
0 qIB
I ] + ω2
Θa2
(4πT )2
) log ρ+ ...
(3.32)
In this equation, following [22] we have absorbed all the pertinent integration constants
in Θa1, Θ
a
2 and C
a
I0, without any loss of generality, by redefining Θ
a
2, Θ
a
1 and C
a
I0. Similarly
the expression for the fluctuation in gauge field at near horizon limit is
aIa = a
I
a0 +
ΣIJ(h)
4πT
(CaJ0 +
qJΘ
a
2
e2A(h)4πT
) log ρ+ ... (3.33)
where we have absorbed all the constants of integration in aIa0. Fluctuation in the axion
τa at near horizon turns out to be
τa
p
=
τa0
p
+
1
4πTe2A(h)p2Z(h)
[−ǫabBICbI0+2iω(−πTe2A(h)Θa1+qIaI0a)+iω(qIBI)ǫab
τ
b(0)
0
p
] log ρ+...
(3.34)
where constants are absorbed in τa0 .
Comparing with the near horizon behaviour of Θa and ηIa = a
I
a+
1
2
BIǫab
τb
p
as given in
(3.11), we obtain
(ΣIJ(h) +
BIBJ
2p2Ze2A(h)
)CaJ0 +
ΣIJ(h)qJ
e2A(h)4πT
Θa2 = iω{(aIa0 +
1
2
BIǫab
τ b0
p
)− B
I
e2A(h)p2Z
[ǫab
(−πTe2A(h)Θb1 + qIaI0b) +
1
2
(qJB
J)
τa0
p
},
Θa2 = −
4πT
p2Z(h)
[ǫabB
ICbI0 − 2iω(−πTe2A(h)Θa1 + qIaIa0)− iω(qJBJ)ǫab
τ b0
p
].
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(3.35)
From the two equations above (3.35) we can express CaI0 and Θ
a
2 in terms of other
constants aIa0, Θ
a
1 and τ
a
0 in the following manner,
CaI0 = iω(M
J
I )ab{−[(ΣJK(h) +
2qJqK
p2Z(h)e2A(h)
)δbc +
ΣJN(h)B
NqK
p2Z(h)e2A(h)
ǫbc]a
k
c0 +
2πT
p2Z(h)
[qJδab
+
1
2
ΣJN (h)B
Nǫbc]Θ
c
1 −
1
2
[(ΣJK(h) +
4qJqK
p2Z(h)e2A(h)
)BKǫbc − (qMBM) ΣJK(h)B
K
p2Z(h)e2A(h)
δbc]
τ c0
p
},
Θa2 = −
4πT
p2Z(h)
ǫabB
ICbI0 + iω
4πT
p2Z(h)
[2(−πTe2A(h)Θa1 + qIaI0a) + (qIBI)ǫab
τ b0
p
],
(3.36)
upto leading order in ω, where we have introduced the matrix (MJI )ab satisfying
[(δJI +
ΣIN(h)B
NBJ
2p2Z(h)e2A(h)
)δab − qIB
J
p2Z(h)e2A(h)
ǫab](M
K
J )bc = δ
K
I δac. (3.37)
In absence of magnetic field it reduces to δJI δab.
In order to identify the operators in the boundary theory, we require the asymptotic
solution of Θa, aIa and τ
a. It is sufficient to determine the asymptotic solution of the
fields upto lowest order in frequency. From the linearised equations of motion of the
fluctutations it is clear that magnetic field contributes at a higher order in frequency.
Therefore, upto lowest order of frequency, expressions remain the same as those obtained
in absence of magnetic field [22]. To this end we introduce
Ψ(v) = sgn(θ)
∫
vθ−3z−1dv
F (v)2
,
Y 1(v) =
4sgn(θ)q1
2 + z − θ (−v
2+z−θ
h Ψ(v) + sgn(θ)
∫
dvv−2z+1F−2),
Y 2(v) =
4sgn(θ)q2
θ − z (−v
θ−z
h Ψ(v) + sgn(θ)
∫
dvv2θ−4z−1F−2).
(3.38)
In terms of these functions we can write the asymptotic expansions of the solutions of the
fields at small frequency
Θa(0) = v2(z−1)F (v)(Θa1 +Θ
a
2Ψ(v) + 4C
a
I Y
I(v)),
aIa = a
I
a0 −Θa1aIt − sgn(θ)Θ2qJ
∫
dvΣIJvz−3Ψ(v)
− sgn(θ)
∫
dvΣIJv−z−1(F−1δJK + 4qJv
2(z−1)Y K(v))CaK .
(3.39)
From (3.39) one can establish a relation between the parameters describing the asymp-
totic behaviour of the solutions and operators in the boundary theory. This relation has
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been discussed elaborately in [22] and we have included their discussion in the appendix.
As explained there, a basis of symplectic variables that parametrize the asymptotic so-
lutions can be identified from asymptotic behaviour of the generalised coordinates and
momenta. To this end one considers the radial Hamiltonian formulation and express
asymptotic solutions of the linear fluctuations of the fields Θa(0), a
I(0)
a and τa(0) and their
conjugates in terms of the modes Θa1, Θ
a
2, a
I
a0, C
a
I and τ
a
0 . Then one makes a suitable
canonical transformation, that can be realised by adding appropriate counterterms, lead-
ing to holographic renormalisation of the action. From the asymptotic behaviour of these
transformed canonical variables the operators can be identified in terms of the modes
parametrizing the asymptotic solution.
Choice of the boundary condition turns out to play critical role in this identification.
As explained in [22] adding an additional finite term in the renormalised on-shell action,
the Dirichlet boundary condition can be imposed on the gauge field. In the case of
electrically charged black hole as the background, it has been found that the expressions
of the conductivities obtained using the near horizon method agrees with the Dirichlet
boundary condition. In the present case, where we have magenteic field in addition, we
are considering the Dirichlet boundary condition so as to compare the results already
obtained using near horizon method. With the present set up generalising it to Neumann
or mixed boundary condition is quite straightforward.
In case of Dirichlet boundary condition, we are interested in energy operator Ea and
current operator J aI as shown in [22]. Their expressions in terms of different modes are
given by (A.10) and (A.11)
Ea = − 1
2κ2
(Θa2 + 4µ
ICaI0), J aI = −
2
κ2
(CaI0 −
iωqI
p
τa0 ), Xa = −
2iω
pκ2
qIα
I
a. (3.40)
where αIa is obtained from the asymptotic behaviour for the renormalised variables as
given in (A.12). From these expressions we can obtain the various correlation function,
that leads to computation of the coefficients of thermoelectric conductivity.
4 Thermoelectric DC conductivities
In this section we obtain thermoelectric conductivities for the present model. In the last
section we have derived Θa2 and C
a
I0 in terms of other constants in (3.35). We substitute
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these expressions in the energy operator Ea given in (3.40), we get
Ea = − iω
2κ2
[{8πT
p2Z
qKδad − (−4πT
p2Z
ǫabB
I + 4µIδab)(M
J
I )bc[(ΣJK +
4qJqK
p2Ze2A
)δcd +
ΣJMB
Mqk
p2Ze2A
ǫcd}αKd0
+ (
8πT
p2Z
(qKµ
K − πTe2A)δad + (−4πT
p2Z
ǫabB
I + 4µIδab)(M
J
I )bc{
2πT
2p2Z
(qJδcd +
1
2
ΣJMB
Mǫcd)
− [(ΣJK + 2qJqK
p2Ze2A
)µKδcd +
ΣJMB
MqKµ
K
p2Ze2A
ǫcd]})Θd1 + {−
1
2
(−4πT
p2Z
ǫabB
I + 4µIδab)(M
J
I )bc
[(ΣJK +
4qJqK
p2Ze2A
)BKǫcd − (qKB
K)ΣJMB
M
p2Ze2A
δcd] +
4πT
p2Z
(qKB
K)ǫad}τ
d
0
p
.
(4.1)
where we have used the asymptotic value of fluctuation in gauge field, αIa givn in (A.12). In
this section, to simplify the notation, unless otherwise mentioned A, ΣIJ and Z represents
their respective values at the near horizon limit.
Similarly, the current operator J aI turns out to be
JaI =
2iω
κ2
[(M JI )ab[(ΣJK +
2qJqK
p2Ze2A
)δbc +
ΣJMB
MqK
p2Ze2A
ǫbc]α
K
c0
− (M JI )ab{
2πT
2p2Z
(qJδbc +
1
2
ΣJMB
Mǫbc)
− [(ΣJK + 2qJqK
p2Ze2A
)µKδbc +
ΣJMB
MqKµ
K
p2Ze2A
ǫbc]}Θc1
+ {1
2
(M JI )ab[(ΣJK +
2qJqK
p2Ze2A
)BKǫbc − (qNBN )ΣJKB
K
p2Ze2A
δbc] + qIδac}τ
c
0
p
,
Xa = −2iω
pκ2
qIα
I
a,
(4.2)
where the matrix (MJI )ab is given by (3.37).
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From the above expressions one can obtain the following two-point functions
〈J aI (−ω)J bJ (ω)〉 =
2iω
κ2
(M KJ )bc[(ΣKI +
2qKqI
p2Ze2A
)δca +
ΣKMB
MqI
pZe2A
ǫca],
〈Ea(−ω)J bI (ω)〉 = −
2iω
κ2
(MJI )bc{
2πT
p2Z
(qJδca +
1
2
ΣJKB
Kǫca)
− [(ΣJK + 2qJqK
p2Ze2A
)δbc +
ΣJMB
MqK
p2Ze2A
ǫbc]µ
K},
〈J aI (−ω)E b(ω)〉 =
2iω
κ2
[(−2πT
p2Z
qIδba − (− πT
p2Z
BJǫbc + µ
Jδbc)(M
K
J )cd
[(ΣKI +
2qKqI
p2Ze2A
)δda +
ΣKMB
MqI
p2Ze2A
ǫda]},
〈Ea(−ω)E b(ω)〉 = 2iω
κ2
[
2πT
p2Z
(qKµ
K − πTe2A)δba + (− πT
p2Ze2A
ǫbcBI + 4µIδbc)
(MJI )cd[(
2πT
p2Z
qJ − (ΣJK + 2qJqK
p2Ze2A
)µK ]δda + ΣJMB
M(
πT
p2Z
− qKµ
K
p2Ze2A
)ǫda],
〈X a(−ω)J bI (ω)〉 =
2iω
κ2
[
1
2
(MJI )bc[(ΣJK +
4qJqK
p2Ze2A
)BKǫca − (qJBJ)ΣJKB
K
p2Ze2A
δca] + qIδba,
〈J aI (−ω)X b(ω)〉 = −
2iω
pκ2
qIδ
ab,
(4.3)
with rest of the two point functions vanishing.
Next following [22] we introduce the heat current
QaD = Ea − µIJ aI . (4.4)
The two point function for heat current and electric currents are given by
〈QaD(−ω)QbD(ω)〉 =
2iω
κ2
2(
πT
p2Z
)2{p2Ze2Aδab +BMǫac(M JM )cd[qJδda +
1
2
ΣJNB
Nǫda]},
〈QaD(−ω)J bI (ω)〉 = −
2iω
κ2
2πT
p2Z
[(M JI )bc[qJδca +
1
2
ΣJKB
Kǫca],
〈J aI (−ω)QbD(ω)〉 = −
2iω
κ2
{2πT
p2Z
qIδba +
πT
p2Z
ǫbcB
J(M KJ )
cd[(ΣKI +
2qKqI
p2Ze2A
)δda +
ΣKMB
MqJ
p2ZE2A
ǫda]}
〈J aI (−ω)J bJ (ω)〉 =
2iω
κ2
(M KJ )bc[(ΣKI +
2qKqI
p2Ze2A
)δca +
ΣKMB
MqI
pZe2A
ǫca],
(4.5)
We obtain the thermoelectric conductivities from the above two point functions as
follows.
σDCD =
(
T K¯ab T α¯abI
TαabI σ
ab
IJ
)
=
( 〈QaD(−ω)QbD(ω)〉 〈QaD(−ω)J bI (ω)〉
〈J aI (−ω)QbD(ω)〉 〈J aI (−ω)QbD(ω)〉
)
. (4.6)
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In order to obtain the following expressions for the components of the conductivity matrix
in a compact form we have introduced the following parameters
rI =
1
2
ΣIJB
J , bI =
BI
p2Ze2A
. (4.7)
In terms of these parameters the matrix (M JI )ab is given from (3.37)
(M JI )ab = δ
J
I δab −
[(1 + r.b)rI + (q.b)qI ]δab − [(1 + r.b)qI − (q.b)rI ]ǫab
(1 + r.b)2 + (q.b)2
bJ . (4.8)
where we have used (r.b) = rIb
I , (q.b) = qIb
I and △ = (1 + r.b)2 + (q.b)2. With these
expressions, components of conductivity matrix becomes
K¯
ab =
πsT
κ2p2Z
[(1 + r.b)δba + (q.b)ǫba]
△ ,
α¯abI = α
ab
I = −
4
sT
K¯
bc(qIδca + rIǫca)],
σabIJ =
2
κ2
ΣJIδ
ba +
16
s2T
K¯
bc(qJδcd + rJǫcd)(qIδda + rIǫda),
(4.9)
where we have used 4πe2A = s. All the components of the conductivity matrix reduce to
the expressions of the same given in [22] for setting BI = 0 It may be observed that both
the U(1) gauge fields are on the same footing and that we have got α¯abI = α
ab
I .
We have obtained the thermoelectric conductivities for the general case and in this
form the symmetry between and electric and magnetic fields is also becomes apparent.
We can apply this general result to the case of dyonic black hole discussed in section
2. Substituting values of the various quantities in the above expressions we obtain the
following forms for conductivities. For the solution we get △ = (p2 + B2
4
v4z−6−θ)2 +
(2q2Bv
2z−4)2 and using that we get,
K¯
ab =
8π2T
κ2p2
v
2(z−θ)
h
(p2 + B
2
4
v4z−6−θh )δba + 2q2Bv
2z−4
h ǫba
△ ,
αab1 = −
8π
κ2
v2z−θ−2h
(p2 + B
2
4
v4z−6−θh )q1δba + 2q1q2Bv
2z−4
h ǫba
△ ,
αab2 = −
8π
κ2
v2z−θ−2h
p2q2δba + [(p
2 + B
2
4
v4z−6−θh )
B
8
v2z−2−θh + 2q
2
2Bv
2z−4
h ]ǫba
△ ,
σab11 =
1
2κ2
vθ−4h δba +
8
κ2
q21v
2z−4
h
(p2 + B
2
4
v4z−6−θh )δba + 2q2Bv
2z−4
h ǫba
△ ,
σab12 =
8
κ2
q1
q2p
2δba + [2q
2
2Bv
2z−4
h +
B
8
v2z−2−θh (p
2 + B
2
4
v4z−6−θh )]ǫba
△ ,
σab22 =
p2
2κ2
v6z−8−2θh
B2
4
+ v6−4z+θh (p
2 + 16q22v
θ−2
h )
△ δba +
q2B
κ2
v8z−12−2θh
B2
4
+ (2p2 + 16q22v
θ−2
h )v
−4z+6+θ
h
△ ǫba,
(4.10)
15
Hall angle can be obtained from the above conductivities by taking the ratio of coef-
ficients of ǫab and δab in the expression of σ. We get
ΘH =
2q2B
p2
v2z−4h [
B2
4
+ v−4z+6+θh (2p
2 + 16q22v
θ−2
h )
B2
4
+ v−4z+6+θh (p
2 + 16q22v
θ−2
h )
]. (4.11)
As explained in [29] since the factor in the square bracket lies between 1 and 2 Hall
coefiicient can be approximated as
ΘH =
2q2B
p2
v2z−4h p
2. (4.12)
these expressions,after setting θ = 1− z, agree with the results obtained in [21] using the
near horizon method.
With the explicit expressions of various components of thermoelectric matrix we can
study temperature dependence. For the analytic black hole solution the temperature is
given by T = −sgn(θ)
4pi
vz+1h F
′(vh) which for the case of dyonic solution reduces to
T = −sgn(θ)
4π
[(z + 2− θ)vzh −
8q22
2− θv
2θ−z−2
h −
p2
2− θv
θ−z
h −
B2
4(2− z)v
3z−6
h . (4.13)
The expression of temperature is quite involved and it is difficult to obtan an analytic
expression of the conductivities in terms of the temperature. Nevertheless, choosing
appropriate limits of the quantities we can identify regimes, where one can discuss scaling
behaviour of the coefficients with the temperature.
We begin with θ < 0, where the first term is positive while rest of the terms are
negative in the expression of temperature. To identify a regime of large temperature,
following [22] we consider q22v
2θ−z−2
h << v
z
h, p
2vθ−zh << v
z
h and B
2v
3(z−2)
h << v
z
h. In this
regime one can identify T ≡ 8q21
4pi(z−1)
vzh. The behaviour of thermoelectric conductivity
matrix will depend on the relative strengths of the different terms in the temperature.
We have considered the following three regions of parameters. Apart from that one can
also obtain the cases, where two terms are comparable, but there it is difficult to identify
the scaling behaviour of the conductivities.
We begin with the range of parameters where momentum dissipaion is strong compared
to charge and magnetic field, which is given by, B2v
3(z−2)
h , q
2
2v
2θ−z−2
h << p
2vθ−zh << v
z
h.
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In this limit we obtain
K
ab ∼ 8π
2T
κ2p4
[T
2(z−θ)
z δba + 2q2BT
4z−2θ−4
z ǫab],
σab11 ∼
8q21
κ2p2
[T
2z−4
z δba +
2q2B
p2
T
4z−8
z ǫba],
σab12 ∼
q1
κ2p2
[8q2δba +BT
4z−6−θ
z ǫba]
σab22 ∼
1
2κ2
[T
2z−2−θ
z δba +
4q2B
p2
T
4z−6−θ
z ǫba],
αab1 ∼ −
8πq1
κ2p2
[T
2z−θ−2
z δba +
2q2B
p2
T
2z−4
z ǫba],
αab2 ∼ −
8π
κ2p2
[q2T
2z−θ−2
z δba +
B
8
T
4z−2θ−4
z ǫba].
(4.14)
The Hall angle is θH ∼ T 2z−4z . Since θ < 0 we cannot get linear resistivity for σxx22 in this
regime. Choosing z = 1 we get θH ∼ 1/T 2 and σxx22 ∼ T−θ showing a positive power of T
for conductivity. Instead if we choose, B2v
3(z−2)
h << p
2vθ−zh << q
2
2v
2θ−z−2
h << v
z
h, p
2 >>
2q2Bv
2z−4
h all the coefficients will remain the same except σ22. It becomes
σab22 =
8q22
κ2p2
[T
2z−4
z δba +
2q2B
p2
T
4z−8
z ǫba]. (4.15)
In this regime, σxx22 and Hall angle have similar temperature dependence. So for z = 1
both scale as ∼ T−2. Choosing z = 4/3 one gets σxx22 ∼ T−1 implying linear resistivity.
However, Hall angle also becomes θH ∼ T−1.
Another scaling regime, that one may consider corresponds to the range where the
charge is strong compared to momentum dissipation and magnetic field. That is given by
B2v
3(z−2)
h , p
2vθ−zh << q
2
2v
2θ−z−2
h << v
z
h and leads to the following conductivities:
K
ab ∼ 8π
2T
κ2(2q2B)
[
1
2q2B
T
2(4−θ−z)
z δba +
1
p2
T
2(2−θ)
z ǫab], for B
2v
3(z−2)
h << p
2vθ−zh ,
αab1 ∼ −
8πq1
κ2
[
p2
4q22B
2
T
6−2z−θ
z δba +
1
2q2B
T
2−θ
z ǫba] for B
2v
3(z−2)
h << p
2vθ−zh ,
αab1 ∼ −
8πq1
κ2
[
4
B2
T
2(z−θ)
z δba +
1
2q2B
T
2−θ
z ǫba] for p
2vθ−zh << B
2v
3(z−2)
h ,
αab2 ∼ −
8π
κ2
[
p2
4q2B2
T
6−2z−θ
z δba +
1
2B
T
2−θ
z ǫba],
σab11 ∼
q21
2κ2
[
4p2
q22B
2
T
4−2z
z δba +
16
2q2B
ǫba], for p
2vθh >> (q2Bv
z+θ−4
h )
2,
∼ q
2
1
2κ2
[T
θ−4
z δba +
16
2q2B
ǫba], for p
2vθh << (q2Bv
z+θ−4
h )
2,
σab12 ∼
8q1q2
κ2
[
p2
4q22B
2
T
8−4z
z δba +
1
2q2B
T
4−2z
z ǫba],
σab22 ∼
1
2κ2
[
4p2
B2
T
4−2z)
z δba +
8q2
B
ǫba].
(4.16)
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In this regime, σxx22 and Hall angle have opposite temperature dependence. Choosing z = 1
one gets temperature dependence to be T 2 and T−2 respectively. For z = 2, however both
will be independent of temperature. Similarly one can consider the regime where magnetic
field will be stronger compared to the momentum dissipation and charge. In that regime,
σxx22 ∼ T
(4−2z)
z with Hall angle having opposite temperature dependence, once again.
For small temperature, one can identify the following regions of parameters.
B2v
3(z−2)
h , q
2
2v
2θ−z−2
h << p
2vθ−zh . v
z
h, B
2v
3(z−2)
h , p
2vθ−zh << q
2
2v
2θ−z−2
h . v
z
h and
p2vθ−zh , q
2
2v
2θ−z−2
h << B
2v
3(z−2)
h . v
z
h . However, obtaining an analytical expression for
temperature for this region is difficult. The dependence on vh can be obtained from above
by replacing T by vzh in (4.14) and (4.16) a respectively in the three regimes.
For θ > 0 first term is negative and so large temperature may corresponds to the
regimes depending on whether p2vθ−zh , q
2
2v
2θ−z−2
h or B
2v
3(z−2)
h dominates. In these regimes,
temperature can be approximated by T ≡ p2
4pi(2−θ)
vθ−zh , T ≡ 8q
2
2
4pi(2−θ)
v2θ−z−2h or T ≡
B22
16pi(2−z)
v3z−6h , respectively. The scalings of conductivity matrix for various regimes will be
as follows:
For the parameter region corresponding to strong momentum dissipation, B2v
3(z−2)
h ,
q22v
2θ−z−2
h << p
2vθ−zh we get
K
ab ∼ 8π
2T
κ2p4
[
(
T
p2
) 2(z−θ)
θ−z
δba + 2
q2B
p2
(
T
p2
) 4z−2θ−4
θ−z
ǫab],
αab1 ∼ −
8πq1
κ2p2
[
(
T
p2
) 2z−θ−2
θ−z
δba +
2q2B
p2
(
T
p2
) 2z−4
θ−z
ǫba],
αab2 ∼ −
8π
κ2p2
[q2
(
T
p2
) 2z−θ−2
θ−z
δba +
B
8
(
T
p2
) 4z−2θ−4
θ−z
ǫba],
σab11 ∼
8q21
κ2p2
[
(
T
p2
) 2z−4
θ−z
δba +
2q2B
p2
(
T
p2
) 4z−8
θ−z
ǫba],
σab12 ∼
q1
κ2p2
[8q2δba +B
(
T
p2
) 2z−2−θ
θ−z
ǫba],
σab22 ∼
1
2κ2
[
(
T
p2
) 2z−2−θ
θ−z
δba +
4q2B
p2
(
T
p2
) 4z−6−θ
θ−z
ǫba.
(4.17)
For z → 2 σxx22 ∼ T−1, but Hall angle becomes independent of temperature.
For the regime, where charge is strong compared to other two factors, given by
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B2v
3(z−2)
h , p
2vθ−zh << q
2
2v
2θ−z−2
h , conductivities turn out to be
K
ab ∼ 8π
2T
κ2p2
[
p2
4q22B
2
(
T
q22
) 8−2z−2θ
2θ−z−2
δba +
1
2q2B
(
T
q22
) 2(2−θ)
2θ−z−2
ǫab], for B
2v
3(z−2)
h << p
2vθ−zh ,
∼ 8π
2T
κ2p2
[
1
16q22
(
T
q22
) 2z+2−3θ
2θ−z−2
δba +
1
2q2B
(
T
q22
) 2(2−θ)
2θ−z−2
ǫab], for p
2vθ−zh << B
2v
3(z−2)
h ,
αab1 ∼ −
8πq1
κ2
[
p2
4q22B
2
(
T
q22
) 6−2z−θ
2θ−z−2
δba +
1
2q2B
(
T
q22
) 2−θ
2θ−z−2
ǫba] for B
2v
3(z−2)
h << p
2vθ−zh ,
αab1 ∼ −
8πq1
κ2
[
1
16q22
(
T
q22
) 2(z−θ)
2θ−z−2
δba +
1
2q2B
(
T
q22
) 2−θ
2θ−z−2
ǫba] for p
2vθ−zh << B
2v
3(z−2)
h ,
αab2 ∼ −
8π
κ2
[
p2
4q2B2
(
T
q22
) 6−2z−θ
2θ−z−2
δba +
1
2B
(
T
q22
) 2−θ
2θ−z−2
ǫba].
σab11 ∼
8q21
κ2
[
p2
4q22B
2
(
T
q22
) 4−2z
2θ−z−2
δba +
1
2q2B
ǫba], for p
2vθh >> (2q2Bv
z+θ−4
h )
2,
∼ 1
2κ2
[
(
T
q22
) θ−4
2θ−z−2
δba +
1
2q2B
ǫba], for p
2vθh << (2q2Bv
z+θ−4
h )
2,
∼ 8q
2
1
κ2
[
1
16q22
(
T
q22
) 2z−2−θ
2θ−z−2
δba +
1
2q2B
ǫba], for p
2vθ−zh << B
2v
3(z−2)
h ,
σab12 ∼
8q1
κ2
[
p2
4q2B2
(
T
q22
) 8−4z
2θ−z−2
δba +
1
2B
(
T
q22
) 4−2z
2θ−z−2
ǫba],
σab22 ∼
1
2κ2
[
4p2
B2
(
T
q22
) 4−2z
2θ−z−2
δba +
8q2
B
ǫba].
(4.18)
As observed from above, σxx22 and Hall angle has opposite temperature dependence. for
For z = 1 σxx22 ∼ T−1, but Hall angle becomes independent of time. Small temperature
limit can be chosen in a similar way as in the case of θ < 0. The bahaviour will be similar
to those obtained in the case of θ < 0.
We have seen the behaviour of the various thermoelectric coefficients depends on com-
peting contributions from different terms. For high temperature limits we have discussed
several regimes where the scaling with temperature can be identified. For small tempera-
ture, however, the dependence is quite involved and it is difficult to identify the behaviour
with specific powers of temperature. In general, a numerical procedure can be used for
obtaining temperature dependence.
5 Conclusion
We have used holographic techniques to analyze thermoelectric properties of systems dual
to hyperscaling violating Lifshitz geometry. Considering a dyonically charged black hole
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as the background we have turned on necessary fluctuations in metrics and gauge fields.
Solving the equations of motion of the fluctuations and imposing in-falling boundary con-
dition at the horizon we have obtained the thermoelectric coefficients from the asymptotic
behaviour of fluctuations in low frequency limit. Compared to the near horizon method,
this method [22] has the advantage that it enables one to identify the boundary operators
explicitly and is amenable to accommodate different boundary conditions.
We have discussed the temperature dependence of various thermoelectric coefficients.
Because of the background solution is too involved, we can analytically discuss only a few
specific regimes. In one of the regimes, z = 4/3 leads to linear resistivity but Hall angle
goes as 1/T , though for z = 1 it shows 1/T 2 behaviour. Here we have explicitly consider
the dyonic background. It may be interesting to obtain the result in the case of electrically
charged background, by using mixed boundary condition on the gauge field. A natural
extension of the present work is to explore AC conductivity using numerical techniques
and study temperature dependence for intermediate frequencies. Another direction is
to consider turning on mass for the bulk gauge field [30], which gives rise to additional
exponents. The present method may also be applied to explore properties of the other
models towards obtaining agreement with experimental observations.
A Appendix
In order to determine the thermoelectric DC conductivities in this method we need to
identify the operators in the boundary theory with the parameters describing the asymp-
totic behaviour of the solutions. These has been elaborated in [22] and in this appendix
we include a brief review for convenience. First we will consider a new set of coordinates
parametrizing “dual frame”, where radial coordinate is r¯, which is related to the Einstein
frame radial coordinate r through the relation dr¯ = −sgn(θ)e θ2µφdr. The advantage of this
dual coordinate is it allows both positive and negative values of θ and the UV boundary
lies at r¯ →∞.
In order to identify the operators living in the boundary theory and the fields in
the bulk theory one considers [19, 22] the symplectic set of variables consisting gener-
alised coordinates and its canonically conjugate momenta in the bulk Hamiltonian radial
formalism. This enables one to identify the natural basis of symplectic variables that
parametrize the space of asymptotic solutions.
The metric in the Einstein or the dual frame can be decomposed in the following
manner. ds2 = dr2 + γijdx
idxj , where xi = t, xa. In the Hamiltonian formalism the
metric and the gauge field can be decomposed as
ds2 = (N2 +NiN
i)dr2 + 2Nidrdx
i + γijdx
idxj , AIµdx
µ = AIrdr + A
I
i dx
i, (A.1)
where N and Ni are the lapse and shift function and γij is the induced metric on radial
slices at fixed values of r. Similarly Ar and Ai are transverse and longitudinal components
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of the gauge fields to the radial slices. We also write down the extrinsic curvature, which
can be expressed as
Kij =
1
2N
(∂rγij −DiNj −DjNi), (A.2)
where Di is the covariant derivative with respect to the metric γij. We will use barred
quantities for dual frame and unbarred one for Einstein frame.
The lagrangian in the dual frame, as obtained in [22] is given by
Lξ =
1
2κ2
∫
d3x
√−γ¯N¯ [(1 + 4ξ
2
αξ
)K¯2 − K¯ijK¯ij − αξ
N¯2
(∂rφ− N¯ i∂iφ− 2ξ
αξ
N¯K¯)2
− 2
N¯2
ΣξIJ(φ)(F
I
ri − N¯kF Iki)(F Jir − N¯ lF Jil )−
1
N¯2
Zξ(φ)(∂rχ
a − N¯ i∂iχa)2
+R[γ¯]− αξ∂iφ∂¯iφ− ΣξIJF IijF Jij − Zξ∂iχa∂¯iχa − Vξ − 2γ¯ ]e2ξφ,
(A.3)
The canonical momenta in the dual frame can be obtained from the above lagrangian
as
π¯ij =
δL
δ˙¯γij
, π¯iI =
δL
δA˙Ii
, π¯φ =
δL
δφ˙
, π¯χa =
δL
δχ˙a
, (A.4)
with conjugate momenta of the non-dynamical fields, N¯ , N¯i and Ar being zero.
Expressing them in terms of quantities in the Einstein frame one gets
π¯ij =
1
2κ2
√−γe2ξφ(Kγij −Kij), π¯iI = −
2
κ2
√−γΣIJγijF Irj ,
π¯φ =
1
κ2
√−γ(2ξK − α∂rφ), π¯χa = − 1
κ2
√−γZ∂rχa.
(A.5)
These expressions evaluated around the background in linearised order of perturba-
tions in metric and other fields reduce to the following expressions.
πta =
1
4κ2
e2ξφBe−3Af−1/2∂r(e
4ASat ),
πaI = −
2
κ2
eAf 1/2ΣIJ(∂ra
J
a + f
−1(∂ra
J
t )S
a
t ),
πχa = − 1
κ2
e3Af 1/2Z∂rτ
a.
(A.6)
In order to make connection to the asymptotic expressions we will express the above
equations in terms of Θa, aIa and τ
a. We will consider only the expression in zeroeth order
of ω. Furthermore, we will use the radial coordinate v instead of r. Substituting the
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background values of the fields and using dr = −sgn(θ)v−θ/2F−1/2(v)dv
v
we obtain,
πta = −sgn(θ)
4κ2
vθ−z−1∂v(v
4−2θ(Θa(0) +
iω
p
τa(0))),
πa1 =
sgn(θ)
2κ2
[vz+θ−3F (v)∂va
1(0)
a + 4sgn(θ)q1(Θ
a(0) +
iω
p
τa(0))],
πa2 =
sgn(θ)
2κ2
[v3z+θ−1F (v)∂va
2(0)
a + 4sgn(θ)q2(Θ
a(0) +
iω
p
τa(0))],
πχa =
iω
2pκ2
[−sgn(θ)v5−z−θ∂vΘa(0) − 4qIaI(0)a ].
(A.7)
Substituting the expressions for the fields in small frequency limit we can obtain the
expressions of the canonical momenta. As has been explained in [22] the asymptotic
expressions provide a map between the two sets. One set is given by the fluctuations,
Θa(0), a
I(0)
a , τa(0) along with their conjugate momenta. The other set consists of the modes
Θa1, Θ
a
2, a
a
a0, C
a
I and τ
a.
The set of fluctuations should be identified with the local sources and operators in the
boundary theory but with these expressions they will not be independent of radial variable
v. In order to identify the local sources and operators one needs to consider holographic
renormalisation of the action. Since our case is very similar to [22] we refer their analysis
for details. This identification involves a canonical transformation among the fluctuations
and their conjugate momenta, which can be realised by adding appropriate counterterms
in the regularised action. The canonical transformation, in absence of magnetic field has
been described elaborately In [22]. They have considered on shell regularised action for the
model with the black hole solution as the background. Through addition of counterterms
at the boundary the variables πta, Aa1 and π
χa undergo canonical transformations, keeping
Aa2 and its canonical conjugate momentum unchanged.
As has been mentioned earlier, since the effect of the magnetic field appears at the
linear order in frequency or higher, small frequency expansion of the fluctuations Θa(0),
a
I(0)
a , τa(0) remain the same as in the case of zero magnetic field. However, there are
differences in the expression of the blackening factor F(v) and so the counterterms will be
modified in this case. In presence of magnetic field we are assuming one can make a similar
canonical transformation through addition of counterterms and obtain the transformed
variables which are appropriate to make identification of the local sources and operators on
the boundary. A similar addition of counterterms will give rise to the following asymptotic
expression of the transformed variables,
Πta = − 1
4κ2
v−2z(Θa2 + 4µ
ICaI ) + ..., a
1
a = a
1
a0 − µ1Θ1 + ...,
Πχa =
−2iω
pκ2
qIa
I
a + ..., a
2
a = a
2
a0 − µ2Θ1 + ...,
(A.8)
where the chemical potentials are given by
µ1 = −4sgn(θ)q1v
2+z−θ
h
2 + z − θ , µ
2 = −4sgn(θ)q2v
θ−z
h
θ − z . (A.9)
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These transformed variables are related to the original symplectic variables through a
canonical transformation. Following [22] we identify the asymptotic expressions of these
transformed variables with the observables in the dual field theory as follows. One can
define different holographically dual theory by imposing different boundary conditions.
For Dirichlet boundary condition onAa1, which requires addition of an additional boundary
term to the on shell action along with counterterms [22], the observables and the sources
for energy flux are given by
Ea = 2 lim
r¯→∞
e2zr¯Πta = − 1
2κ2
(Θa2 + 4µ
ICaI0), Θ
a
1 = lim
r¯→∞
e−2zr¯na, (A.10)
respectively where r¯ is related to r through r ∼ 2
|θ|
e− θr¯
2
and na is the shift function in the
decomposition of the metric γ¯ij as γ¯ijdx
idxj = −(n2 − nana)dt2 + 2nadtdxa + σabdxadxb,
a, b = 1, 2. Similarly the observable for U(1) currents and pseudoscalars are given by
J aI = lim
r¯→∞
ΠaI = −
2
κ2
(CaI0 −
iωqI
p
τa0 ), Xa = lim
r¯→∞
Πχa = −2iω
pκ2
qIα
I
a, (A.11)
respectively and αIa is given by
αIa = a
I
0 − µIΘa1. (A.12)
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