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Abstract
The objective of this paper is to derive a representation of symmetric G-martingales as
stochastic integrals with respect to the G-Brownian motion. For this end, we first study
some extensions of stochastic calculus with respect to G-martingales under the sublinear
expectation spaces.
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1 Introduction
Motivated by uncertainty problems, risk measures and superhedging in finance, Peng has intro-
duced recently a new notion of nonlinear expectation, the so-called G-expectation (cf. [6], [7],
[9]), which, unlike the classical linear one, is not associated with the linear but a nonlinear heat
equation. The G-expectation represents a special case of general nonlinear expectations Eˆ which
importance stems from the fact that they are related to risk measures ρ in finance by the rela-
tion Eˆ[X] = ρ(−X), where X runs the class of contingent claims. Although the G-expectations
represent only a special case, their importance inside the class of nonlinear expectations reflects
in the law of large numbers and central limit theorem under nonlinear expectation, proven by
Peng [8] and [10]. Together with the notion of G-expectation Peng also introduced the related
G-normal distribution and the G-Brownian motion. The G-Brownian motion is a stochastic
process which, under the G-expectation, has independent increments which are G-normally
distributed. Moreover, in [7] Peng developed an Itoˆ calculus for the G-Brownian motion.
A celebrated result of Le´vy [5] and Doob [3] states that a continuous classical martingale M
is a Brownian motion if and only if its quadratic variation process is the deterministic function
〈M〉t = t, t ≥ 0. Recently, the martingale characterization of the G-Brownian motion has been
obtained by Xu [11]. The objective of the present paper is to extend this characterization and
to investigate a representation of symmetric G-martingales as stochastic integrals with respect
to the G-Brownian motion in the framework of the sublinear expectation spaces. In order to
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obtain this, we first study the stochastic integral with respect to a larger class of symmetric G-
martingales M . This generalizes considerably the recent works by Xu [11], in which the process
{M2t − t}t∈[0,T ] has been supposed to be a G-martingale. We discuss even more general case in
our another paper.
However, there are several difficulties for studying the martingale characterization of the G-
Brownian motion: firstly, in contrast to the classical Brownian motion the G-Brownian motion
is not defined on a given probability space but only on a nonlinear expectation space. The
nonlinear expectation Eˆ[·] can be represented as the supremum over the linear expectations
EP [·], where P runs a certain class of probability measures which are not mutually equivalent.
Secondly, the quadratic variation process 〈B〉 of the G-Brownian motion is a random process
which satisfies the relation σdt ≤ d〈B〉t ≤ σdt, q.s., t ≥ 0. Thirdly, related with their absence
or restriction is the applicability of some well known tools in the classical case (i.e. localization
with stopping times, the dominated convergence theorem).
Our paper is organized as follows: Section 2 introduces the necessary notations and it gives
a short recall of some elements of the G-stochastic analysis, which will be used in what follows.
Moreover, the notion of G-martingales will be introduced. In Section 3 we extend the stochastic
calculus with respect to G-martingales to a larger class of G-martingales and study related
properties. Moreover, a downcrossing inequality for G-supermartingales is obtained. Finally,
section 4 investigates the representation of G-martingales as stochastic integrals with respect to
G-Brownian motion. This leads to the main result of this paper.
2 Notations and preliminaries
In this section, we introduce the G-framework which was established by Peng [6], and which we
will need in what follows.
Let Ω be a given nonempty set and H be a linear space of real functions defined on Ω such
that if x1, · · ·, xn ∈ H then ϕ(x1, · · ·, xn) ∈ H, for each ϕ ∈ Cl,lip(Rm). Here Cl,lip(Rm) denotes
the linear space of functions ϕ satisfying
|ϕ(x)− ϕ(x)| ≤ C(1 + |x|n + |y|n)|x− y|, for all x, y ∈ Rm,
for some C > 0 and n ∈ N, both depending on ϕ. The space H is considered as a set of random
variables.
Definition 2.1 A Sublinear expectation Eˆ on H is a functional Eˆ : H 7→ R satisfying the
following properties: for all X,Y ∈ H, we have
(i) Monotonicity: If X ≥ Y , then Eˆ[X] ≥ Eˆ[Y ].
(ii) Constant preserving: Eˆ[c] = c, for all c ∈ R.
(iii) Self-dominated property: Eˆ[X]− Eˆ[Y ] ≤ Eˆ[X − Y ].
(iv) Positive homogeneity: Eˆ[λX] = λEˆ[X], for all λ ≥ 0.
The triple (Ω,H, Eˆ) is called a sublinear expectation space.
Remark 2.2 The sublinear expectation space can be regarded as a generalization of the classical
probability space (Ω,F ,P) endowed with the linear expectation associated with P.
Definition 2.3 In a sublinear expectation space (Ω,H, Eˆ), a random vector Y = (Y1, · · · , Yn), Yi ∈
H, is said to be independent under Eˆ of another random vector X = (X1, · · · ,Xm),Xi ∈ H, if
for each test function ϕ ∈ Cl,lip(Rm+n) we have
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
2
Definition 2.4 (G-normal distribution) Let be given two reals σ, σ with 0 ≤ σ ≤ σ. A
random variable ξ in a sublinear expectation space (Ω,H, Eˆ) is called Gσ,σ-normal distributed,
denoted by ξ ∼ N (0, [σ2, σ2]), if for each ϕ ∈ Cl,lip(R), the following function defined by
u(t, x) := Eˆ[ϕ(x+
√
tξ)], (t, x) ∈ [0,∞)× R,
is the unique continuous viscosity solution with polynomial growth of the following parabolic
partial differential equation :

∂tu(t, x) = G(∂
2
xxu(t, x)), (t, x) ∈ [0,∞) × R,
u(0, x) = ϕ(x).
Here G = Gσ,σ is the following sublinear function parameterized by σ and σ:
G(α) =
1
2
(σ2α+ − σ2α−), α ∈ R
(Recall that α+ = max{0, α} and α− = −min{0, α}).
For simplicity, we suppose that σ2 = 1 and σ2 = σ20 , σ
2
0 ∈ [0, 1], in the following paper.
Throughout this paper, we let Ω = C0(R
+) be the space of all real valued continuous functions
(ωt)t∈R+ with ω0 = 0, equipped with the distance
ρ(ω1, ω2) =
∞∑
i=1
2−i
[
(max
t∈[0,i]
|ω1t − ω2t |) ∧ 1
]
, ω1, ω2 ∈ Ω.
For each T > 0, we consider the following space of random variables:
L0ip(FT ) :=
{
X(ω) = ϕ(ωt1 · · · , ωtm) | t1, · · · , tm ∈ [0, T ], for all ϕ ∈ Cl,lip(Rm), m ≥ 1
}
.
Obviously, it holds that L0ip(Ft) ⊆ L0ip(FT ), for all t ≤ T < ∞. We notice that X,Y ∈ L0ip(Ft)
implies X · Y ∈ L0ip(Ft) and |X| ∈ L0ip(Ft). We further define
L0ip(F) =
∞⋃
n=1
L0ip(Fn).
We will work on the canonical space Ω and set Bt(ω) = ωt, t ∈ [0,∞), for ω ∈ Ω.
We now introduce a sublinear expectation Eˆ defined on H0T = L0ip(FT ) as well as on H0 =
L0ip(F). For this, we consider the function G(a) = 12(a+ − σ20a−), a ∈ R, and we apply the
following procedure: for each X ∈ H0 with
X = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1)
for some m ≥ 1, ϕ ∈ Cl,lip(Rm) and 0 = t0 ≤ t1 ≤ · · · ≤ tm <∞, we set
Eˆ[ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1)]
= E˜[ϕ(
√
t1 − t0ξ1,
√
t2 − t1ξ2, · · · ,
√
tm − tm−1ξm)],
where (ξ1, ξ2, · · · , ξm) is an m-dimensional G-normal distributed random vector in a sublinear
expectation space (Ω˜, H˜, E˜) such that ξi ∼ N (0, [σ20 , 1]) and ξi+1 is independent of (ξ1, · · · , ξi),
for every i = 1, 2, · · · ,m.
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The related conditional expectation of X = ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1) under
H0tj is defined by
Eˆ[X|H0tj ] = Eˆ[ϕ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btm −Btm−1)|H0tj ]
= ψ(Bt1 −Bt0 , Bt2 −Bt1 , · · · , Btj −Btj−1),
where
ψ(x1, x2, · · · , xj) = E˜[ϕ(x1, x2, · · · , xj ,
√
tj+1 − tjξj+1, · · · ,
√
tm − tm−1ξm)],
(x1, x2, · · · , xj) ∈ Rj, 0 ≤ j ≤ m.
For p ≥ 1, ‖X‖p = Eˆ
1
p [|X|p], X ∈ L0ip(F), defines a norm on L0ip(F). Let H = LpG(F) (resp.
Ht = LpG(Ft)) be the completion of L0ip(F) (resp. L0ip(Ft)) under the norm ‖ · ‖p. Then the
space (LpG(F), ‖ · ‖p) is a Banach space and the operators Eˆ[·] and Eˆ[·|Ht] can be continuously
extended to the Banach space LpG(F). Moreover, we have LpG(Ft) ⊆ LpG(FT ) ⊂ LpG(F), for all
0 ≤ t ≤ T <∞.
Definition 2.5 The expectation Eˆ : LpG(F) 7→ R defined through the above procedure is called
G-expectation.
Proposition 2.6 For all t, s ∈ [0,∞), we list the properties of Eˆ[·|Ht] that hold for all X,Y ∈
L
p
G(F) :
(i) If X ≥ Y , then Eˆ[X|Ht] ≥ Eˆ[Y |Ht];
(ii) Eˆ[η|Ht] = η, for all η ∈ LpG(Ft);
(iii) Eˆ[X|Ht]− Eˆ[Y |Ht] ≤ Eˆ[X − Y |Ht];
(iv) Eˆ[ηX|Ht] = η+Eˆ[X|Ht]− η−Eˆ[−X|Ht], for all η ∈ LpG(Ft);
(v) If Eˆ[Y |Ht] = −Eˆ[−Y |Ht], then Eˆ[X + Y |Ht] = Eˆ[X|Ht] + Eˆ[Y |Ht];
(vi) Eˆ[Eˆ[X|Ht]|Hs] = Eˆ[X|Ht∧s], and, in particular, Eˆ[Eˆ[X|Ht]] = Eˆ[X].
For p ≥ 1 and an arbitrary but fixed time horizon 0 < T <∞, we now consider the following
space of step processes:
M
p,0
G (0, T ) =
{
η : ηt =
n−1∑
j=0
ξjI[tj ,tj+1), 0 = t0 < t1 < · · · < tn = T,
ξj ∈ LpG(Ftj ), j = 0, · · · , n− 1, for all n ≥ 1
}
,
and we define the following norm in Mp,0G (0, T ):
‖ η ‖p=
(
Eˆ
[ ∫ T
0
|ηt|pdt
]) 1p
=
(
Eˆ
[ n−1∑
j=0
|ξtj |p(tj+1 − tj)
]) 1p
.
Finally, we denote by MpG(0, T ) the completion of M
p,0
G (0, T ) under the norm ‖ · ‖p .
Definition 2.7 A process B = {Bt, t ≥ 0} in a sublinear expectation space (Ω,H, Eˆ) is called a
G-Brownian motion if {Bt, t ≥ 0} ⊂ H and the following properties are satisfied:
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(i) B0 = 0;
(ii) For each t, s ≥ 0, the difference Bt+s −Bt is N (0, [σ20s, s])-distributed and is independent
of (Bt1 , · · · , Btn), for all n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t.
Remark 2.8 The canonical process (Bt)t≥0 in (Ω,H), Ω = C0(R+), endowed with the G-
expectation Eˆ is a G-Brownian motion.
Remark 2.9 In [6], [7] and [9], Peng established a stochastic calculus of Itoˆ’s type with respect
to the G-Brownian motion and its quadratic variation process. Peng derived an Itoˆ’s formula
and moreover, he obtained the existence and uniqueness of the solution to stochastic differential
equations with Lipschitz coeffcients driven by G-Brownian motion.
In [4], Hu and Peng obtained the representation theorem of G-Expectations as follows.
Proposition 2.10 Let Eˆ be G-expectation. Then there exists a weekly compact family of prob-
ability measures P on (Ω,B(Ω)) such that
Eˆ[X] = max
P∈P
EP [X], for all X ∈ H,
where EP [·] is the linear expectation with respect to P .
The authors of [4] also introduced the associate Choquet capacity
c(A) = sup
P∈P
P (A), A ∈ B(Ω).
We have the following proposition.
Proposition 2.11 (i) 0 ≤ c(A) ≤ 1, for all A ⊂ Ω.
(ii) If A ⊂ B, then c(A) ≤ c(B).
(iii) If {An}∞n=1 is an increasing sequence in B(Ω) and An ↑ A, then c(A) = limn→∞ c(An).
Definition 2.12 A set A is polar if c(A) = 0 and a property holds quasi-surely (q.s.) if it holds
outside a polar set.
As in the classical stochastic analysis, the definition of a modification of a process plays an
important role.
Definition 2.13 Let I be a set of indexes, and {Xt}t∈I and {Yt}t∈I two processes indexed by
I. We say that Y is a modification of X if for all t ∈ I, Xt = Yt q.s.
Finally, we recall the definition of a G-martingale introduced by Peng [9].
Definition 2.14 A processM = {Mt, t ≥ 0} is called a G-martingale (respectively, G-supermartingale,
and G-submartingale) if for each t ∈ [0,∞),Mt ∈ L1G(Ft) and for each s ∈ [0, t], we have
Eˆ[Mt|Hs] =Ms, (respectively ≤Ms, and ≥Ms) q.s.
A processM = {Mt, t ≥ 0} is called a symmetric G-martingale, ifM and −M are G-martingales.
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3 Stochastic integrals of G-martingales
In this sections, we study the stochastic integrals of G-martingales and related properties, which
will be important in next section.
Let p ≥ 1 and T > 0 be an arbitrarily fixed time horizon. Let {At, t ∈ [0, T ]} be a continuous
and increasing process such that for all t ∈ [0, T ], At ∈ Ht, A0 = 0 and Eˆ[AT ] < ∞. We first
consider the following space of step processes:
M
p,0
G (0, T ) =
{
η : ηt =
n−1∑
j=0
ξtjI[tj ,tj+1), 0 = t0 < t1 < · · · < tn = T,
ξtj ∈ LpG(Ftj ), j = 0, · · · , n− 1, for all n ≥ 1
}
,
and we define the following norm in Mp,0G (0, T ):
‖ η ‖p=
(
Eˆ
[ ∫ T
0
|ηt|pdAt
]) 1p
=
(
Eˆ
[ n−1∑
j=0
|ξtj |p(Atj+1 −Atj )
]) 1p
.
We denote by MpG,A(0, T ) the completion of M
p,0
G (0, T ) under the norm ‖ · ‖p, and we introduce
the following space of G-martingales related with A:
M =
{
M |M is a continuous symmetric G-martingale such thatM2−A is a G-supermartingale
}
.
We will see later that M⊂M2G,A(0, T ).
Definition 3.1 For any M ∈ M and η ∈ M2,0G (0, T ) of the form ηt =
n−1∑
j=0
ξtjI[tj ,tj+1)(t), we
define
I(η) =
∫ T
0
ηtdMt =
n−1∑
j=0
ξtj (Mtj+1 −Mtj ).
Proposition 3.2 For all M ∈M, the mapping I :M2,0G (0, T )→ L2G(FT ) is a linear continuous
mapping and thus can be continuously extended to I :M2G,A(0, T )→ L2G(FT ). Moreover, for all
η ∈M2G,A(0, T ), the process
{∫ t
0 ηsdMs
}
t∈[0,T ]
is a symmetric G-martingale and
Eˆ
[
|
∫ T
0
ηtdMt|2
]
≤ Eˆ
[ ∫ T
0
|ηt|2dAt
]
. (3.1)
Proof: From M is a symmetric G-martingale andM2−A is a G-supermartingale it follows
that, for all 0 ≤ s ≤ t ≤ T ,
Eˆ[(Mt −Ms)2 − (At −As)|Hs]
= Eˆ[M2t −M2s − 2Ms(Mt −Ms)− (At −As)|Hs]
= Eˆ[M2t −M2s − (At −As)|Hs] ≤ 0.
For η ∈M2,0G (0, T ) of the form ηt =
n−1∑
j=0
ξtjI[tj ,tj+1)(t), we have
Eˆ
[
|
∫ T
0
ηtdMt|2
]
= Eˆ
[
|
n−1∑
j=0
ξtj (Mtj+1 −Mtj )|2
]
= Eˆ
[ n−1∑
j=0
ξ2tj (Mtj+1 −Mtj )2
]
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= Eˆ
[ n−1∑
j=0
ξ2tj (M
2
tj+1
−M2tj )
]
≤ Eˆ
[ n−1∑
j=0
ξ2tj (M
2
tj+1
−M2tj −Atj+1 +Atj )
]
+ Eˆ
[ n−1∑
j=0
ξ2tj (Atj+1 −Atj )
]
,
where
Eˆ
[ n−1∑
j=0
ξ2tj (M
2
tj+1
−M2tj −Atj+1 +Atj )
]
≤ Eˆ
[ n−2∑
j=0
ξ2tj (M
2
tj+1
−M2tj −Atj+1 +Atj ) +
ξ2tn−1Eˆ[(M
2
tn −M2tn−1 −Atn +Atn−1 |Htn−1 ]
]
≤ Eˆ
[ n−2∑
j=0
ξ2tj (M
2
tj+1
−M2tj −Atj+1 +Atj )
]
≤ · · · ≤ 0.
Consequently,
Eˆ
[
|
∫ T
0
ηtdMt|2
]
≤ Eˆ
[ n−1∑
j=0
ξ2tj (Atj+1 −Atj )
]
= Eˆ
[ ∫ T
0
|ηt|2dAt
]
.
Thus, (3.1) holds for all η ∈M2,0G (0, T ). We then can continuously extend the above inequality
to the case η ∈M2G,A(0, T ) and obtain (3.1).
For η ∈M2G,A(0, T ), there exists a sequence of ηn ∈M2,0G (0, T ) of the form ηnt =
n−1∑
j=0
ξtjI[tj ,tj+1)(t),
ξtj ∈ L2G(Ftj ) such that
Eˆ[|
∫ t
0
(ηu − ηnu)dMu|2]→ 0, as n→∞.
Let 0 ≤ s ≤ t ≤ T . Without loss of generality, we assume that ti ≤ s < ti+1 < t, for some
0 ≤ i ≤ n− 1. Then we have
Eˆ[
∫ t
0
ηNu dMu|Hs] = Eˆ[
n−1∑
j=0
ξtj(Mtj+1∧t −Mtj∧t)|Hs]
=
i−1∑
j=0
ξtj (Mtj+1 −Mtj ) + ξti(Ms −Mti) =
∫ s
0
ηnudMu.
Consequently,
∫ ·
0 η
n
udMu is a G-martingale. Moreover,
Eˆ[|Eˆ[
∫ t
0
ηudMu|Hs]−
∫ s
0
ηudMu|2]
= Eˆ[|Eˆ[
∫ t
0
ηudMu|Hs]−
∫ s
0
ηudMu − Eˆ[
∫ t
0
ηnudMu|Hs] +
∫ s
0
ηnudMu|2]
≤ 2Eˆ[|
∫ t
0
(ηu − ηnu)dMu|2] + 2Eˆ[|
∫ t
0
(ηu − ηnu)dMu|2]
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→ 0, as N →∞.
Therefore
Eˆ[
∫ t
0
ηudMu|Hs] =
∫ s
0
ηudMu, q.s.
which means that
∫ ·
0 ηudMu is a G-martingale. On the other hand, by extending the associate
property of
∫ ·
0 η
n
udMu, we have
∫ ·
0(−ηu)dMu = −
∫ ·
0 ηudMu, so that
Eˆ[−
∫ t
0
ηudMu|Hs] = −
∫ s
0
ηudMu, q.s., 0 ≤ s ≤ t.
Thus,
Eˆ[−
∫ t
0
ηudMu|Hs] = −Eˆ[
∫ t
0
ηudMu|Hs] = −
∫ s
0
ηudMu, q.s.
Consequently, {∫ t0 ηsdMs, t ∈ [0, T ]} is a symmetric G-martingale. The proof is complete. 
For 0 ≤ s ≤ t ≤ T and η ∈M2G,A(0, T ), we denote
∫ t
s
ηudMu =
∫ T
0
I[s,t](u)ηudMu.
It is now straightforward to see that we have the following properties of the stochastic integral
of G-martingales.
Proposition 3.3 Let 0 ≤ s < r ≤ t ≤ T . For all M ∈ M and θ, η ∈M2G,A(0, T ), we have
(i)
∫ t
s
ηudMu =
∫ r
s
ηudMu +
∫ t
r
ηudMu;
(ii)
∫ t
s
(ηu+αθu)dMu =
∫ t
s
ηudMu+α
∫ t
s
θudMu, for all α bounded random variable in L
p
G(Fs);
(iii) Eˆ[X +
∫ T
r
ηudMu|Hs]=Eˆ[X|Hs], for all X ∈ LpG(F).
For proving the continuity of the stochastic integral regarded as a process, we need the
following Doob inequality for symmetric G-martingale.
Theorem 3.4 If X is a right-continuous symmetric G-martingale running over an interval
[0, T ] of R, then for every p > 1 such that XT ∈ LpG(F),
Eˆ[ sup
0≤t≤T
|Xt|p] ≤ ( p
p− 1)
p
Eˆ[|XT |p].
Proof: By Remark 3.10, there exists a weekly compact family of probability measures P
on (Ω,B(Ω)) such that Eˆ[X] = max
P∈P
EP [X], for all X ∈ H, where EP [·] is the linear expectation
with respect to P .
For all 0 ≤ t ≤ T , let FBt = σ{Bs, s ≤ t}. For any 0 ≤ s ≤ t ≤ T and any positive
ξ ∈ L
p
p−1
G (Fs), we have
Eˆ[(Xt −Xs)ξ] = Eˆ[ξ(Eˆ[Xt|Hs]−Xs)] = 0.
On the other hand,
Eˆ[(Xt −Xs)ξ] = max
P∈P
EP [(Xt −Xs)ξ] ≥ EP [(Xt −Xs)ξ] = EP [ξ(EP [Xt|FBs ]−Xs)],
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then we have EP [Xt|FBs ] ≤ Xs, P -a.s, for all P ∈ P. By the same argument but this time with
negative ξ ∈ L
p
p−1
G (Fs), we can prove that EP [Xt|FBs ] ≥ Xs, P -a.s, for all P ∈ P. Therefore
EP [Xt|FBs ] = Xs, P -a.s., for all P ∈ P. Thus X is a P -martingale and from the classical Doob’s
inequality it follows that
EP [ sup
0≤t≤T
|Xt|p] ≤ ( p
p− 1)
pEP [|XT |p], for all P ∈ P.
Therefore,
Eˆ[ sup
0≤t≤T
|Xt|p] ≤ ( p
p− 1)
p
Eˆ[|XT |p].
The proof is complete. 
We now give a downcrossing inequality for G-supermartingales. Let a, b be two positive
constants such that a < b. Let pin = {0 = t0 < · · · < tn = T} be a partition of the interval
[0, T ]. We define Dba[X,n] the number of downcrossing of [a, b] by {Xti}ni=0.
Theorem 3.5 Let X be a positive G-supermartingale and 0 = t0 ≤ · · · ≤ tn = T be a strictly
increasing sequences. Then for all real positive numbers a and b such that a < b,
Eˆ[Dba[X,n]] ≤
1
b− a Eˆ[X0 ∧ b].
Proof: For any 0 ≤ s ≤ t ≤ T , from the first part of the proof of Theorem 3.4, we know
that EP [Xt|FBs ] ≤ Xs, P -a.s., for all P ∈ P. From the classical downcrossing inequality for
supermartingales (cf. [2]) it follows that
EP [D
b
a[X,n]] ≤
1
b− aEP [X0 ∧ b], for all P ∈ P.
Therefore,
Eˆ[Dba[X,n]] ≤
1
b− a Eˆ[X0 ∧ b].
The proof is complete. 
Theorem 3.6 For all M ∈ M and η ∈ M2G,A(0, T ), there exists a q.s. continuous version of
stochastic integral ∫ t
0
ηsdMs, 0 ≤ t ≤ T,
i.e. there exists a continuous process Y = {Yt}t∈[0,T ] in the sublinear expectation space (Ω,H, Eˆ)
such that
c(Yt 6=
∫ t
0
ηsdMs) = 0, for all t, 0 ≤ t ≤ T.
Proof: We use pin = {0 = tn0 < tn1 · · · < tnn = T} to denote a partition of [0, T ] such that
max{tni+1 − tni , 0 ≤ i ≤ n− 1} → 0, as n→∞.
For any η ∈M2G,A(0, T ), there exists a sequence of ηn ∈M2,0G (0, T ), n ≥ 1, of the form
ηnt =
n−1∑
j=0
ξnj I[tnj ,t
n
j+1
)(t),
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where ξnj ∈ L2G(Ftnj ), 0 ≤ i ≤ n− 1, such that
Eˆ[
∫ T
0
|ηs − ηns |2dAs]→ 0, as n→∞.
We put Xnt =
∫ t
0 η
n
s dMs =
n−1∑
j=0
ξnj (Mtnj+1∧t−Mtnj ∧t), for all i = 1, · · · , n. Then Xn is a continuous
G-martingale and
Eˆ[Xnt |Hs] = −Eˆ[−Xnt |Hs] = Xns , for all s ∈ [0, t].
For any λ > 0, by Markov inequality for capacity (see Lemma 13 in [1]) as well as Theorem 3.4
we have
c
(
{ sup
0≤t≤T
|Xnt −Xmt | ≥ λ}
)
≤ 1
λ2
Eˆ[ sup
0≤t≤T
|Xnt −Xmt |2] ≤
4
λ2
Eˆ[|XnT −XmT |2],
and thanks to Proposition 3.2 it follows that
c
(
{ sup
0≤t≤T
|Xnt −Xmt | ≥ λ}
)
≤ 4
λ2
Eˆ
[ ∫ T
0
|ηnt − ηmt |2dAt
]
→∞,
as n,m→∞. Hence, we can choose a subsequence nk ↑ ∞ such that
c
(
{ sup
0≤t≤T
|Xnk+1t −Xnkt | ≥ 2−k}
)
< 2−k, k ≥ 1,
and from the Borel-Cantelli lemma for the capacity c ( see Lemma 5 in [1] ) we obtain
c
(
{ sup
0≤t≤T
|Xnk+1t −Xnkt | ≥ 2−k, for infinitely many k}
)
= 0.
Hence, there exists a random integer k1 such that
sup
0≤t≤T
|Xnk+1t −Xnkt | < 2−k, q.s., for all k > k1.
This proves that the process X converges uniformly in t ∈ [0, T ] q.s.. We denote the limit of Xnk
by Y . Thanks to the quasi-sure uniform convergence it is a process whose paths are continuous.
On the other hand, the sequence {Xnkt , k ≥ 1} converges to
∫ t
0 ηsdMs in L
2
G(F), for all t ∈ [0, T ].
Thus,
Yt =
∫ t
0
ηsdMs, q.s., for all t, 0 ≤ t ≤ T,
and so Y is a continuous modification of the integral process. The proof is complete. 
The following very useful Lemma was established by Peng [7].
Lemma 3.7 Let X,Y ∈ L1G(F) be such that Eˆ[Y |Hs] = −Eˆ[−Y |Hs], for s ≥ 0. Then we have
Eˆ[X + Y |Hs] = Eˆ[X|Hs] + Eˆ[Y |Hs].
In particular, if Eˆ[Y ] = −Eˆ[−Y ] = 0, then we have
Eˆ[X + Y ] = Eˆ[X] + Eˆ[Y ].
Now we give the Burkholder-Davis-Gundy inequality for the stochastic integral with respect
to G-martingales.
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Theorem 3.8 For every q > 0, there exist a positive constant Cq such that, for all M ∈ M
and all η ∈M2G,A(0, T ),
Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2q
]
≤ CqEˆ
[
(
∫ T
0
η2sdAs)
q
]
.
Proof: Let M ∈ M. Then for all P ∈ P, M is a continuous P−martingale and M2−A is a
continuous P−supermartingale. Let 〈M〉(P ) denote the quadratic variation process of M under
P , i.e., the unique continuous, P−predictable increasing process 〈M〉(P ) such that 〈M〉(P )0 = 0
and M2 − 〈M〉(P ) is a P−martingale. Then
〈M〉(P ) −A = (M2 −A)− (M2 − 〈M〉(P )), 〈M〉(P )0 −A0 = 0,
is a continuous P−supermartingale and of finite variation.
Thanks to Doob-Meyer decomposition theorem, we have
〈M〉(P ) −A = N (P ) −B(P ), N (P )0 −B(P )0 = 0,
where N (P ) is a continuous P−martingale and B(P ) is a P−predictable, continuous increasing
process. Therefore, 〈M〉(P ) − A + B(P ) is a continuous P−martingale and of finite variation.
Consequently,
〈M〉(P ) −A+B(P ) = 0, P − a.s., i.e.,
d〈M〉(P )t ≤ dAt, t ≥ 0, P − a.s.. (3.2)
Let η ∈ M2G,A(0, T ). Then for any 0 ≤ s ≤ t ≤ T , by the proof of Theorem 3.4, we know
that EP [
∫ t
0 ηrdMr|FBs ] =
∫ s
0 ηrdMr, P -a.s., for all P ∈ P. From the classical Burkho¨lder-Davis-
Gundy inequalities, for every q > 0, there exist a positive constant Cq such that
EP
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2q
]
≤ CqEP
[
(
∫ T
0
η2sd〈M〉(P )s )q
]
,
and from (3.2)
EP
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2q
]
≤ CqEP
[
(
∫ T
0
η2sdAs)
q
]
,
Therefore,
Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2q
]
≤ CqEˆ
[
(
∫ T
0
η2sdAs)
q
]
.
The proof is complete. 
Let pin = {0 = tn0 < tn1 · · · < tnn = T} with |pin| → 0, as n→∞, be a partition of the interval
[0, T ]. In the following of this section, we assume that the process A satisfies the following
assumption:
Eˆ[A2T ] <∞, and for all {pin}n≥1 sequence of partition of [0, T ] such that |pin| → 0, as n→∞,
Eˆ[
n−1∑
i=0
(Atni+1 −Atni )2]→ 0, n→∞.
Proposition 3.9 Let M ∈M. Then the quadratic variation of M exists and
〈M〉t =M2t − 2
∫ t
0
MsdMs, for all t ≥ 0.
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Proof: We use pin = {0 = tn0 < tn1 · · · < tnn = T} to denote a partition of [0, T ] such that
max{tni+1 − tni , 0 ≤ i ≤ n− 1} → 0, as n→∞. Then
M2t =
n−1∑
i=0
[M2tn
i+1
∧t −M2tn
i
∧t]
= 2
n−1∑
i=0
Mtni ∧t[Mtni+1∧t −Mtni ∧t] +
n−1∑
i=0
[Mtni+1∧t −Mtni ∧t]2. (3.3)
Thanks to Theorem 3.8, we have
Eˆ[
∫ T
0
(Ms −Mns )2dAs]
= CEˆ[
n−1∑
i=0
∫ tni+1
tni
(Ms −Mns )2dAs]
≤ CEˆ[
n−1∑
i=0
sup
s∈[tni ,t
n
i+1]
(Ms −Mtni )2(Atni+1 −Atni )]
≤ CEˆ[
n−1∑
i=0
sup
t∈[0,T ]
|
∫ t
0
I[tn
i
,tn
i+1
](s)dMs|4]
1
2 Eˆ[
n−1∑
i=0
(Atni+1 −Atni )2]
1
2
≤ CEˆ[
n−1∑
i=0
(Atni+1 −Atni )2]→ 0, as n→∞.
Therefore,
Eˆ[ sup
t∈[0,T ]
|
∫ t
0
(Ms −Mns )dMs|2] ≤ CEˆ[
∫ T
0
(Ms −Mns )2dAs]→ 0, as n→∞. (3.4)
Consequently, the first term of (3.3) converges to the stochastic integral 2
∫ t
0 MsdMs, then the
quadratic variation of M exists and is equal to
〈M〉t := lim
n→∞
n−1∑
i=0
[Mtni+1∧t −Mtni ∧t]2 =M2t − 2
∫ t
0
MsdMs.
The proof is complete. 
By Theorem 3.8 and Proposition 3.9, we have
Remark 3.10 For all t ∈ [0, T ], we have 〈M〉(P )t = 〈M〉t, P − a.s., for all P ∈ P.
Definition 3.11 Let M ∈ M. Then for all η ∈ M1,0G (0, T ) of the form ηt =
n−1∑
j=0
ξtjI[tj ,tj+1)(t)
we define
I(η) =
∫ T
0
ηtd〈M〉t =
n−1∑
j=0
ξtj (〈M〉tj+1 − 〈M〉tj ).
We have the following proposition.
Proposition 3.12 For any M ∈ M, the mapping I : M1,0G (0, T )→ L1G(FT ) is a linear contin-
uous mapping, and thus, can be continuously extended to I :M1G,A(0, T )→ L1G(FT ). Moreover,
for all η ∈M1G,A(0, T ) we have
Eˆ
[
|
∫ T
0
ηtd〈M〉t|
]
≤ Eˆ
[ ∫ T
0
|ηt|dAt
]
. (3.5)
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Proof: From M is a symmetric G-martingale and M2 − A is a G-supermartingale it follows
that, for all 0 ≤ s ≤ t ≤ T ,
Eˆ[〈M〉t − 〈M〉s − (At −As)|Hs]
= Eˆ[M2t −M2s − 2
∫ t
s
MrdMr − (At −As)|Hs]
= Eˆ[M2t −M2s − (At −As)|Hs] ≤ 0.
For η ∈M1,0G (0, T ) of the form ηt =
n−1∑
j=0
ξtjI[tj ,tj+1)(t), we have
Eˆ
[
|
∫ T
0
ηtd〈M〉t|
]
= Eˆ
[
|
N−1∑
j=0
ξtj (〈M〉tj+1 − 〈M〉tj )|
]
≤ Eˆ
[N−1∑
j=0
|ξtj |(〈M〉tj+1 − 〈M〉tj )
]
≤ Eˆ
[N−1∑
j=0
|ξtj |(〈M〉tj+1 − 〈M〉tj −Atj+1 +Atj )
]
+ Eˆ
[N−1∑
j=0
|ξtj |(Atj+1 −Atj )
]
,
where
Eˆ
[N−1∑
j=0
|ξtj |(〈M〉tj+1 − 〈M〉tj −Atj+1 +Atj )
]
≤ Eˆ
[N−2∑
j=0
|ξtj |(〈M〉tj+1 − 〈M〉tj −Atj+1 +Atj ) +
|ξtN−1 |Eˆ[〈M〉tN − 〈M〉tN−1 −AtN +AtN−1 |HtN−1 ]
]
≤ Eˆ
[N−2∑
j=0
|ξtj |(〈M〉tj+1 − 〈M〉tj −Atj+1 +Atj )
]
≤ · · · ≤ 0.
Consequently,
Eˆ
[
|
∫ T
0
ηtd〈M〉t|
]
≤ Eˆ
[N−1∑
j=0
|ξtj |(Atj+1 −Atj )
]
= Eˆ
[ ∫ T
0
|ηt|dAt
]
.
Thus, (3.5) holds for all η ∈M1,0G (0, T ). We then can continuously extend the above inequality
to the case η ∈M1G,A(0, T ) and prove (3.5). The proof is complete. 
Now we can prove the following proposition by the same argument as in [7].
Proposition 3.13 If M ∈ M, X ∈ L1G(F) and ξ ∈ L2G(Fs), then for all 0 ≤ s ≤ t <∞
Eˆ[X + ξ(〈M〉t − 〈M〉s)] = Eˆ[X + ξ(Mt −Ms)2] = Eˆ[X + ξ(M2t −M2s )].
Moreover, we have the following isometry property.
Proposition 3.14 If M ∈ M and η ∈M2G,A(0, T ), then
Eˆ
[
(
∫ T
0
ηtdMt)
2
]
= Eˆ
[ ∫ T
0
η2t d〈M〉t
]
.
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Proof: For η ∈ M2,0G (0, T ) of the form ηt =
n−1∑
j=0
ξtjI[tj ,tj+1)(t) a straightforward argument
gives
Eˆ
[
|
∫ T
0
ηtdMt|2
]
= Eˆ
[
|
n−1∑
j=0
ξtj (Mtj+1 −Mtj )|2
]
= Eˆ
[ n−1∑
j=0
ξ2tj (Mtj+1 −Mtj )2
]
.
Thanks to Proposition 3.13, we have
Eˆ
[
|
∫ T
0
ηtdMt|2
]
= Eˆ
[ n−1∑
j=0
ξ2tj (〈M〉tj+1 − 〈M〉tj )
]
= Eˆ
[ ∫ T
0
η2t d〈M〉t
]
.
Thus, Proposition 3.14 holds for all η ∈ M2,0G (0, T ). Finally, Proposition 3.13 allows to extend
continuously the above inequality to all η ∈M2G,A(0, T ), and thus, yields the desired result. The
proof is complete. 
Now we give another kind of the Burkholder-Davis-Gundy inequalities for the stochastic
integral with respect to G-martingales.
Theorem 3.15 For every p > 0, there exist two positive constants cp and Cp such that, for all
M ∈ M such that M ∈M2G,A(0, T ) and all η ∈M2G,A(0, T ),
cpEˆ
[
(
∫ T
0
η2sd〈M〉s)p
]
≤ Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2p
]
≤ CpEˆ
[
(
∫ T
0
η2sd〈M〉s)p
]
.
Proof: For any 0 ≤ s ≤ t ≤ T , by the proof of Theorem 3.4, we know that ∫ ·0 ηrdMr is
a continuous P−martingale, for all P ∈ P. Thanks to Remark 3.10, we know that 〈M〉(P )t =
〈M〉t, P − a.s. all t ∈ [0, T ]. From the classical Burkho¨lder-Davis-Gundy inequalities it follows
that
cpEP
[
(
∫ T
0
η2sd〈M〉s)p
]
≤ EP
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2p
]
≤ CpEP
[
(
∫ T
0
η2sd〈M〉s)p
]
,
where two constants 0 ≤ cp ≤ Cp only depend on p. Therefore,
cpEˆ
[
(
∫ T
0
η2sd〈M〉s)p
]
≤ Eˆ
[
sup
t∈[0,T ]
|
∫ t
0
ηsdMs|2p
]
≤ CpEˆ
[
(
∫ T
0
η2sd〈M〉s)p
]
.
The proof is complete. 
Theorem 3.16 For all t ≥ 0. Let M ∈ M. If f ∈ M2G,A(0, t) is a bounded process, then the
quadratic variation process of Xt :=
∫ t
0 fsdMs exists and
〈X〉t =
∫ t
0
f2s d〈M〉s.
Proof: For f ∈ M2G,A(0, t), there exists an fn of the form fns =
n−1∑
j=0
ξtnj I[tnj ,t
n
j+1)
(s), where
ξtnj ∈ L2G(Ftnj ), 0 ≤ i ≤ n− 1, such that
Eˆ
[
(
∫ t
0
(fs − fns )dMs)2
]
≤ Eˆ[
∫ t
0
|fs − fns |2dAs]→ 0, as n→∞.
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For any ε > 0 and 0 ≤ s ≤ t, we have
Eˆ[|
∫ t
s
f2r dAr −
∫ t
s
(fnr )
2dAr|] ≤ (1 + 1
ε
)Eˆ[
∫ t
s
|fr − fnr |2dAr] + εEˆ[
∫ t
s
f2r dAr]
→ εEˆ[
∫ t
s
f2r dAr], as n→∞.
Therefore,
Eˆ[|
∫ t
s
f2r dAr −
∫ t
s
(fnr )
2dAr|]→ 0, as n→∞.
Since M2 −A is a G-supermartingale, we have
Eˆ
[
(
∫ t
s
fnr dMr)
2 −
∫ t
s
(fnr )
2dAr|Hs
]
= Eˆ[(
n−1∑
j=0
ξtnj (Mtnj+1∨s −Mtnj ∨s))2 −
n−1∑
j=0
ξ2tnj
(Atnj+1∨s −Atnj ∨s)|Hs]
= Eˆ[
n−1∑
j=0
ξ2tnj
(Mtnj+1∨s −Mtnj ∨s)2 −
n−1∑
j=0
ξ2tnj
(Atnj+1∨s −Atnj ∨s)|Hs]
= Eˆ[
n−1∑
j=0
ξ2tnj
(M2tnj+1∨s −M
2
tnj ∨s
−Atnj+1∨s +Atnj ∨s)|Hs]
≤
n−1∑
j=0
Eˆ[ξ2tnj (M
2
tnj+1∨s
−M2tnj ∨s −Atnj+1∨s +Atnj ∨s)|Hs] ≤ 0.
For all ε > 0, from the above inequalities it follows that
Eˆ
[(
Eˆ[(
∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs]
)+]
≤ Eˆ
[(
Eˆ[(
∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs]− Eˆ[(
∫ t
s
fnr dMr)
2 −
∫ t
s
(fnr )
2dAr|Hs]
)+]
+Eˆ
[(
Eˆ
[
(
∫ t
s
fnr dMr)
2 −
∫ t
s
(fnr )
2dAr|Hs
])+]
= Eˆ
[(
Eˆ[(
∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs]− Eˆ[(
∫ t
s
fnr dMr)
2 −
∫ t
s
(fnr )
2dAr|Hs]
)+]
≤ Eˆ
[∣∣∣Eˆ[(∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs]− Eˆ[(
∫ t
s
fnr dMr)
2 −
∫ t
s
(fnr )
2dAr|Hs]
∣∣∣]
≤ Eˆ
[∣∣∣(∫ t
s
frdMr)
2 − (
∫ t
s
fnr dMr)
2
∣∣∣]+ Eˆ[∣∣∣ ∫ t
s
f2r dAr −
∫ t
s
(fnr )
2dAr
∣∣∣]
≤ (1 + 1
ε
)Eˆ
[
(
∫ t
s
(fr − fnr )dMr)2
]
+ εEˆ
[
(
∫ t
s
frdMr)
2
]
+ Eˆ
[∣∣∣ ∫ t
s
f2r dAr −
∫ t
s
(fnr )
2dAr
∣∣∣]
→ εEˆ
[
(
∫ t
s
frdMr)
2
]
, as n→∞.
Therefore,
Eˆ
[(
Eˆ[(
∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs]
)+]
= 0,
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and which yields
Eˆ[(
∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs] ≤ 0, q.s.
From the above inequality and Proposition 3.13 it follows that for all 0 ≤ s ≤ t
Eˆ[X2t −
∫ t
0
f2r dAr|Hs] = Eˆ[(Xs +
∫ t
s
frdMr)
2 −
∫ t
0
f2r dAr|Hs]
= Eˆ[X2s + 2Xs
∫ t
s
frdMr + (
∫ t
s
frdMr)
2 −
∫ t
0
f2r dAr|Hs]
= X2s −
∫ s
0
f2r dAr + Eˆ[(
∫ t
s
frdMr)
2 −
∫ t
s
f2r dAr|Hs] ≤ X2s −
∫ s
0
f2r dAr.
Consequently, X2t −
∫ t
0 f
2
r dAr is a G-supermartingale.
From Proposition 3.2, we know that X is a symmetric G-martingale. Then from Proposition
3.14 it follows that the quadratic variation process of X exists. Therefore
Eˆ[|〈X〉t −
∫ t
0
f2s d〈M〉s|] ≤ Eˆ[|〈X〉t −
n−1∑
i=0
(Xtni+1 −Xtni )2|]
+Eˆ[|
n−1∑
i=0
(Xtni+1 −Xtni )2 −
n−1∑
i=0
ξ2tni
(Mtni+1 −Mtni )2|]
+Eˆ[|
n−1∑
i=0
ξ2tni
(Mtni+1 −Mtni )2 −
n−1∑
i=0
ξ2tni
(〈M〉tni+1 − 〈M〉tni )|]
+Eˆ[|
n−1∑
i=0
ξ2tni
(〈M〉tni+1 − 〈M〉tni )−
∫ t
0
f2s d〈M〉s|]
:= I1 + I2 + I3 + I4.
As n→∞, I1 → 0, I4 → 0. Now we prove I2 → 0, I3 → 0, as n→∞.
I2 = Eˆ[|
n−1∑
i=0
(
∫ tni+1
tni
fsdMs)
2 −
n−1∑
i=0
(
∫ tni+1
tni
fns dMs)
2|]
≤ Eˆ[
n−1∑
i=0
|(
∫ tni+1
tni
(fs − fns )dMs)2 − 2(
∫ tni+1
tni
fsdMs)(
∫ tni+1
tni
(fs − fns )dMs)|]
≤ Eˆ[(1 + 1
ε
)
n−1∑
i=0
(
∫ tni+1
tni
(fs − fns )dMs)2 + ε
n−1∑
i=0
(
∫ tni+1
tni
fsdMs)
2]
≤ (1 + 1
ε
)Eˆ[
n−1∑
i=0
(
∫ tni+1
tni
(fs − fns )dMs)2] + εEˆ[
n−1∑
i=0
(
∫ tni+1
tni
fsdMs)
2]
= (1 +
1
ε
)Eˆ[(
∫ t
0
(fs − fns )dMs)2] + εEˆ[(
∫ t
0
fsdMs)
2]
Thanks to Proposition 3.2, we have
I2 ≤ (1 + 1
ε
)Eˆ[
∫ t
0
(fs − fns ))2dAs] + εEˆ[
∫ t
0
f2s dAs]
→ εEˆ[
∫ t
0
f2s dAs], as n→∞,
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where Mns =
n−1∑
j=0
Mtnj I[tnj ,t
n
j+1)
(s).
From Proposition 3.2 and the properties of G-expectation it follows that
Eˆ[|
n−1∑
i=0
ξ2tni
(Mtni+1 −Mtni )2 −
n−1∑
i=0
ξ2tni
(〈M〉tni+1 − 〈M〉tni )|2]
= 4Eˆ[|
n−1∑
i=0
ξ2tni
∫ tni+1
tni
(Ms −Mtni )dMs|2]
= 4Eˆ[
n−1∑
i=0
ξ4tni
(
∫ tni+1
tn
i
(Ms −Mtni )dMs)2]
≤ 4CEˆ[
n−1∑
i=0
(
∫ tni+1
tni
(Ms −Mtni )dMs)2]
= 4CEˆ[(
∫ t
0
(Ms −Mns )dMs)2]→ 0, as n→∞.
Therefore I3 → 0, as n→∞.
By the above inequality, we have
Eˆ[|〈X〉t −
∫ t
0
f2s d〈M〉s|] ≤ ε
∫ t
0
Eˆ[f2s ]dAs.
Thus,
〈X〉t =
∫ t
0
f2s d〈M〉s, q.s.
We obtain the desired result. The proof is completed. 
Proposition 3.17 For a fixed T ≥ 0, M is a symmetric G-martingale, M2 − A is a G-
martingale and for 0 ≤ σ20 ≤ 1, −(M2 − σ20A) is a G-martingale, if f ∈ M1G,A(0, T ), then the
process
Xt :=
∫ t
0
fsd〈M〉s − 2
∫ t
0
G(fs)dAs, t ∈ [0, T ]
is a decreasing G-martingale.
Proof: It is easy to check that X is a decreasing G-martingale. We use pi = {0 = tn0 <
tn1 · · · < tnn = T} to denote a partition of [0, T ] such that max{tni+1 − tni , 0 ≤ i ≤ n− 1} → 0, as
n→∞.
For f ∈ M1G,A(0, T ), there exists an fn of the form fnt =
n−1∑
j=0
ξtjI[tnj ,t
n
j+1)
(t), where ξtj ∈
L1G(Ftnj ), 0 ≤ i ≤ n− 1. Let
Xnt :=
n−1∑
i=0
ξtni (〈M〉tni+1∧t − 〈M〉tni ∧t)− 2
n−1∑
i=0
G(ξtni )(Atni+1∧t −Atni ∧t),
where t ∈ [0, T ].
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For 0 ≤ s ≤ t ≤ T . Without loss of generality, we suppose that tnk−1 ≤ s ≤ tnk ≤ t ≤ tnk+1,
for some k = 1, · · · , n− 1. Thus,
Eˆ[Xnt |Htnk ] = Eˆ[
n−1∑
i=0
ξtni (〈M〉tni+1∧t − 〈M〉tni ∧t)− 2
n−1∑
i=0
G(ξtni )(Atni+1∧t −Atni ∧t)|Htnk ]
= Eˆ[
k−1∑
i=0
ξtni (〈M〉tni+1 − 〈M〉tni )− 2
k−1∑
i=0
G(ξtni )(Atni+1 −Atni )
+ξtn
k
(〈M〉t − 〈M〉tn
k
)− 2G(ξtn
k
)(At −Atn
k
)|Htn
k
]
= Xntn
k
+ Eˆ[ξtn
k
(〈M〉t − 〈M〉tn
k
)− 2G(ξtn
k
)(At −Atn
k
)|Htn
k
]
= Xntn
k
+ ξ+tn
k
Eˆ[〈M〉t − 〈M〉tn
k
−At +Atn
k
|Htn
k
]
+ξ−tn
k
Eˆ[−〈M〉t + 〈M〉tn
k
+ σ20(At −Atnk )|Htnk ]
= Xntn
k
.
From Proposition 2.6 it follows that
Eˆ[Xnt |Hs] = Eˆ[Eˆ[Xnt |Htnk ]|Hs] = Eˆ[Xntnk |Hs]
= Eˆ[
k−2∑
i=0
ξtni (〈M〉tni+1 − 〈M〉tni )− 2
k−2∑
i=0
G(ξtni )(Atni+1 −Atni )
+ξtn
k−1
(〈M〉s − 〈M〉tn
k−1
)− 2G(ξtn
k−1
)(As −Atn
k−1
)
+ξtn
k−1
(〈M〉tn
k
− 〈M〉s)− 2G(ξtn
k−1
)(Atn
k
−As)|Hs]
= Xns + Eˆ[ξtnk−1(〈M〉tnk − 〈M〉s)− 2G(ξtnk−1)(Atnk −As)|Hs]
= Xns + ξ
+
tn
k−1
Eˆ[〈M〉tn
k
− 〈M〉s − (Atn
k
−As)|Hs]
+ξ−tn
k−1
Eˆ[−〈M〉tn
k
+ 〈M〉s + σ20(Atnk −As)|Hs]
= Xns .
For f ∈M1G,A(0, T ), there exists an fn ∈M1,0G (0, T ) such that
Eˆ[
∫ T
0
|fs − fns |d〈M〉s] ≤ Eˆ[
∫ T
0
|fs − fns |dAs]→ 0, as n→∞.
Therefore,
Eˆ[|Eˆ[Xt|Hs]−Xs|]
≤ Eˆ[|Eˆ[
∫ t
0
frd〈M〉r − 2
∫ t
0
G(fr)dAr|Hs]− Eˆ[
∫ t
0
fnr d〈M〉r − 2
∫ t
0
G(fnr )dAr|Fs]|]
+Eˆ[|Eˆ[
∫ t
0
fnr d〈M〉r − 2
∫ t
0
G(fnr )dAr|Hs]−
∫ s
0
fnr d〈M〉r + 2
∫ s
0
G(fnr )dAr|Fs|]
+Eˆ[|
∫ s
0
fnr d〈M〉r − 2
∫ s
0
G(fnr )dAr −
∫ s
0
frd〈M〉r + 2
∫ s
0
G(fr)dAr|]
≤ Eˆ[|
∫ t
0
frd〈M〉r −
∫ t
0
fnr d〈M〉r|] + 2Eˆ[|
∫ t
0
G(fr)dAr −
∫ t
0
G(fnr )dAr|]
+Eˆ[|
∫ s
0
frd〈M〉r −
∫ s
0
fnr d〈M〉r|] + 2Eˆ[|
∫ s
0
G(fr)dAr −
∫ s
0
G(fnr )dAr|]
≤ 2Eˆ[
∫ T
0
|fs − fns |d〈M〉s] + 2Eˆ[
∫ T
0
|fs − fns |dAs]
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→ 0, as n→∞.
Thus,
Eˆ[Xt|Hs] = Xs, q.s. for all 0 ≤ s ≤ t ≤ T.
The proof is complete. 
We can easily get the following corollary, which was established by Peng [7].
Corollary 3.18 If f ∈M1G(0, T ), then the process{∫ t
0
fsd〈B〉s − 2
∫ t
0
G(fs)ds, t ∈ [0, T ]
}
is a G-martingale.
Remark 3.19 With respect to a linear expectation, if X is a continuous martingale with finite
variation, then X is a constant. But it is not true in G-stochastic analysis. We give an example
as follows. {〈B〉t − t}t≥0 is a continuous G-martingale with finite variation. But {〈B〉t − t}t≥0
is not a constant. It is a decreasing stochastic process.
4 Representation of G-martingales as stochastic integrals with
respect to G-Brownian motion
In this section, we investigate a representation of G-martingales as stochastic integrals with
respect to G-Brownian motion. The result of this section will play an important role in the
study of stochastic differential equations driven by G-Brownian motion.
The following martingale characterization of G-Brownian motion was established by Xu [11].
Lemma 4.1 A process M ∈M2G(0, T ) is a G-Brownian motion with a parameter 0 < σ0 ≤ 1 if
(i) M is a symmetric G-martingale;
(ii) For any t ≥ 0, M2t − t is a G-martingale;
(iii) For any t ≥ 0, Eˆ[−M2t ] = −σ20t;
(iv) M is continuous, which means for every ω ∈ Ω, M(t, ω) is continuous.
Remark 4.2 It can be easily show that we do not need the assumption M ∈M2G(0, T ) in Lemma
4.1 in our framework. Indeed, one can use the argument (3.4) in which At is replaced by t.
The following representation of G-martingales as stochastic integrals with respect to G-
Brownian motion is the main result in this section.
Theorem 4.3 Let 0 < σ0 ≤ 1 and f ∈ M2G(0, T ) be such that Eˆ[
∫ T
0 |fs|4ds] < ∞. Moreover, if
there exists a constant C (small enough) such that 0 < C ≤ |f |, then the following statements
(i) is equivalent to (ii).
(i) M is a symmetric G-martingale and
{
M2t −
∫ t
0 f
2
s ds
}
t∈[0,T ]
and
{
−M2t +σ20
∫ t
0 f
2
s ds
}
t∈[0,T ]
are G-martingales;
(ii) There exists a G-Brownian motion B such that Mt =
∫ t
0 fsdBs, for all t ∈ [0, T ].
Recall that G(α) = 12(α
+ − σ20α−), α ∈ R.
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Proof: We first prove (i) ⇒ (ii).
For all 0 ≤ t ≤ T , we use pin = {0 = tn0 < tn1 · · · < tnn = t} to denote a partition of [0, t] such
that max{tni+1 − tni , 0 ≤ i ≤ n− 1} → 0, as n→∞.
Since f ∈ M2G(0, T ), there exists a fn of the form fns =
n−1∑
j=0
ξtnj I[tnj ,t
n
j+1)
(s), ξtnj ∈ L2G(Ftnj ),
such that
Eˆ[
∫ t
0
|fs − fns |2ds]→ 0, as n→∞. (4.1)
Thanks to 0 < C ≤ |f |, we have
Eˆ[|
∫ t
0
∣∣∣ 1
fs
− 1
(fns )
∣∣∣2f2s ds]
≤ 1
C2
Eˆ[
∫ t
0
|f2s − (fns )2|ds]→ 0, as n→∞.
Let
Xt :=
∫ t
0
dMs
fs
.
Then by Proposition 3.2 and Theorem 3.6, we know that X is a symmetric G-martingale and
continuous. Now we prove that {X2t − t}t∈[0,T ] is a G-martingale and Eˆ[−X2t ] = −σ20t, for all
t ∈ [0, T ].
From the assumptions of f as well as Proposition 3.9 it follows that the quadratic variation
of M exists.
By inequality (4.1), we have, for any ε > 0,
Eˆ[
∫ t
0
|f2s − (fns )2|ds] ≤ (1 +
1
ε
)Eˆ[
∫ t
0
|fs − fns |2ds] + εEˆ[
∫ t
0
|fs|2ds]
→ εEˆ[
∫ t
0
|fs|2ds], as n→∞.
Therefore,
Eˆ[
∫ t
0
|f2s − (fns )2|ds]→ 0, as n→∞,
and
Eˆ[|
∫ t
0
d〈M〉s
f2s
−
∫ t
0
d〈M〉s
(fns )
2
|]
≤ 1
C2
Eˆ[
∫ t
0
|f2s − (fns )2|ds]→ 0, as n→∞. (4.2)
From the subadditivity of the G-expectation it follows that
Eˆ[−X2t ] = Eˆ[−(
∫ t
0
dMr
fr
)2]
≤ Eˆ[−(
∫ t
0
dMr
fnr
)2] + Eˆ[−(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]
+2Eˆ[−(
∫ t
0
dMr
fnr
)(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)]
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By the inequality 2ab ≤ εa2 + 1
ε
b2, for all a, b ∈ R and ε > 0, we have
Eˆ[−X2t ] ≤ Eˆ[−(
∫ t
0
dMr
fnr
)2] +
1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2] + εEˆ[(
∫ t
0
dMr
fnr
)2]
= Eˆ[−
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni
)] +
1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2] + εEˆ[
∫ t
0
d〈M〉s
(fns )
2
]
≤ Eˆ[−
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni
− σ20
∫ tni+1
tni
f2s ds)] + σ
2
0Eˆ[−
n−1∑
i=0
ξ−2tni
∫ tni+1
tni
f2s ds]
+
1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2] + εEˆ[
∫ t
0
d〈M〉s
(fns )
2
]
≤ Eˆ[−
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni
− σ20
∫ tni+1
tni
f2s ds)] +
1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]
+εEˆ[
∫ t
0
d〈M〉s
(fns )
2
] + σ20Eˆ[−
n−1∑
i=0
ξ−2tni
∫ tni+1
tni
f2s ds
+
n−1∑
i=0
ξ−2tni
∫ tni+1
tni
(fns )
2ds] + σ20Eˆ[−
n−1∑
i=0
ξ−2tni
∫ tni+1
tni
(fns )
2ds].
Thanks to (i), we obtain
Eˆ[−
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni
− σ20
∫ tni+1
tni
f2s ds)] = 0.
Therefore, from inequalities (4.1) and (4.2) we have
Eˆ[−X2t ] ≤ σ20Eˆ[−
n−1∑
i=0
ξ−2tni
(
∫ tni+1
tni
f2s ds−
∫ tni+1
tni
(fns )
2ds)]− σ20t
+
1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2] + εEˆ[
∫ t
0
d〈M〉s
(fns )
2
]
≤ 1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2] +
ε
C2
Eˆ[〈M〉T ] + σ
2
0
C2
Eˆ[
∫ t
0
|f2s − (fns )2|ds]− σ20t
→ −σ20t+
ε
C2
Eˆ[〈M〉T ], as n→∞.
On the other hand, from the subadditivity of the G-expectation it follows that
Eˆ[−X2t ] ≥ Eˆ[−(
∫ t
0
dMr
fnr
)2]− Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]
−2Eˆ[(
∫ t
0
dMr
fnr
)(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)]
≥ Eˆ[−(
∫ t
0
dMr
fnr
)2]− (1 + 1
ε
)Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]− εEˆ[(
∫ t
0
dMr
fnr
)2]
= Eˆ[−
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni
)]− (1 + 1
ε
)Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]− εEˆ[(
∫ t
0
dMr
fnr
)2]
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≥ Eˆ[−
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni
− σ20
∫ tni+1
tni
f2s ds)]− σ20Eˆ[
n−1∑
i=0
ξ−2tni
∫ tni+1
tni
f2s ds]
−(1 + 1
ε
)Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]− εEˆ[(
∫ t
0
dMr
fnr
)2].
From (i) and the inequalities (4.1) and (4.2) again it follows that
Eˆ[−X2t ] ≥ −(1 +
1
ε
)Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]− εEˆ[(
∫ t
0
dMr
fnr
)2]
−σ20Eˆ[
n−1∑
i=0
ξ−2tni
∫ tni+1
tn
i
f2s ds−
n−1∑
i=0
ξ−2tni
∫ tni+1
tn
i
(fns )
2ds]− σ20Eˆ[
n−1∑
i=0
ξ−2tni
∫ tni+1
tn
i
(fns )
2ds]
= −(1 + 1
ε
)Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]− εEˆ[(
∫ t
0
dMr
fnr
)2]
−σ20Eˆ[
n−1∑
i=0
ξ−2tni
( ∫ tni+1
tni
f2s ds−
∫ tni+1
tni
(fns )
2ds
)
]− σ20t
≥ −(1 + 1
ε
)Eˆ[(
∫ t
0
dMr
fr
−
∫ t
0
dMr
fnr
)2]− ε
C2
Eˆ[〈M〉T ]− σ
2
0
C2
Eˆ[
∫ t
0
|f2s − (fns )2|ds]− σ20t
→ −σ20t−
ε
C2
Eˆ[〈M〉T ], as n→∞.
Thus, Eˆ[−X2t ] = −σ20t, for all t ∈ [0, T ].
Now we prove that {X2t − t}t∈[0,T ] is a G-martingale. Let 0 ≤ s ≤ t ≤ T . Then
Eˆ[X2t −X2s |Hs] = Eˆ[(
∫ t
s
dMr
fr
)2 + 2(
∫ t
s
dMr
fr
)(
∫ s
0
dMr
fr
)|Hs]
= Eˆ[(
∫ t
s
dMr
fr
)2|Hs] = Eˆ[
∫ t
s
d〈M〉r
f2r
|Hs]
≤ t− s. (4.3)
On the other hand, from the subadditivity of G-expectation again it follows that
Eˆ[X2t −X2s |Hs] ≥ Eˆ[(
∫ t
s
dMr
fnr
)2|Hs]− Eˆ[−(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)2|Hs]
−2Eˆ[−(
∫ t
s
dMr
fnr
)(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)|Hs]
≥ Eˆ[(
∫ t
s
dMr
fnr
)2|Hs]− 2Eˆ[−(
∫ t
s
dMr
fnr
)(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)|Hs]
≥ (1− ε)Eˆ[(
∫ t
s
dMr
fnr
)2|Hs]− 1
ε
Eˆ[(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)2|Hs]
= (1− ε)Eˆ[
n−1∑
i=0
ξ−2tni
(M2tn
i+1
−M2tn
i
∨s)|Hs]−
1
ε
Eˆ[(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)2|Hs].
By virtue of (i), we have
Eˆ[X2t −X2s |Hs] ≥ (1− ε)Eˆ[
n−1∑
i=0
ξ−2tni
(M2tni+1 −M
2
tni ∨s
−
∫ tni+1∨s
tni ∨s
f2r dr)|Hs]
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−(1− ε)Eˆ[−
n−1∑
i=0
ξ−2tni
∫ tni+1∨s
tni ∨s
f2r dr|Hs]−
1
ε
Eˆ[(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)2|Hs]
≥ −(1− ε)Eˆ[−
n−1∑
i=0
ξ−2tni
∫ tni+1∨s
tni ∨s
f2r dr +
n−1∑
i=0
ξ−2tni
∫ tni+1∨s
tni ∨s
(fnr )
2dr|Hs]
−(1− ε)Eˆ[−
n−1∑
i=0
ξ−2tni ∨s
∫ tni+1∨s
tni ∨s
(fnr )
2dr|Hs]− 1
ε
Eˆ[(
∫ t
s
dMr
fr
−
∫ t
s
dMr
fnr
)2|Hs]
≥ −1− ε
C2
Eˆ[
∫ t
s
|f2s − (fnr )2|dr|Hs] + (1− ε)(t − s)
−1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
s
dMr
fnr
)2|Hs].
From inequalities (4.1) and (4.2) it follows that
Eˆ[−Eˆ[X2t −X2s |Hs]] ≤
1− ε
C2
Eˆ[
∫ t
s
|f2s − (fnr )2|dr]− (1− ε)(t− s)
+
1
ε
Eˆ[(
∫ t
0
dMr
fr
−
∫ t
s
dMr
fnr
)2]
→ −(1− ε)(t− s), as n→∞.
Therefore,
Eˆ[−Eˆ[X2t −X2s |Hs] + (t− s)] ≤ 0.
The above inequality and (4.3) yields
Eˆ[X2t − t|Hs] = X2s − s, q.s., for all 0 ≤ s ≤ t ≤ T,
which means {X2t − t}t∈[0,T ] is a G-martingale. Consequently, from Lemma 4.1 and Remark 4.2
we know that X is a G-Brownian motion with a parameter σ0.
Now we prove (ii)⇒ (i).
From Peng [7] we know that M is a symmetric G-martingale. Now put
Yt :=M
2
t −
∫ t
0
f2s ds, for all t ∈ [0, T ].
We use pi = {0 = tn0 < tn1 · · · < tnn = T} to denote a partition of [0, T ] such that max{tni+1 −
tni , 0 ≤ i ≤ n− 1} → 0, as n→∞.
For f ∈ M2G(0, T ), there exists an fn of the form fnt =
n−1∑
j=0
ξtjI[tnj ,t
n
j+1)
(t), where ξtj ∈
L2G(Ftnj ), 0 ≤ i ≤ n− 1, such that
Eˆ[
∫ T
0
|fs − fns |2ds]→ 0, as n→∞. (4.4)
Then we have
Eˆ[|
∫ T
0
f2s ds−
∫ T
0
(fns )
2ds|]→ 0, as n→∞, (4.5)
and
Eˆ[|(
∫ T
0
fsdBs)
2 − (
∫ T
0
fns dBs)
2|ds]→ 0, as n→∞. (4.6)
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Let
Y nt := (
∫ t
0
fnr dBr)
2 −
∫ t
0
(fnr )
2dr, for all t ∈ [0, T ].
Let 0 ≤ s ≤ t ≤ T . We suppose that s = tnk ≤ · · · ≤ tnk+l−1 ≤ t ≤ tnk+l, for some
k, l = 1, · · · , n− 1 such that k + l ≤ n. Thus,
Eˆ[Y nt |Htnk+l−1 ] = Eˆ[(
∫ t
0
fnr dBr)
2 −
∫ t
0
(fnr )
2dr|Htn
k+l−1
]
= Eˆ[(
∫ tn
k+l−1
0
fnr dBr)
2 −
∫ tn
k+l−1
0
(fnr )
2dr
+(ξtn
k+l−1
)2(Bt −Btn
k+l−1
)2 − (ξtn
k+l−1
)2(t− ttn
k+l−1
)|Htn
k
]
= (
∫ tn
k+l−1
0
fnr dBr)
2 −
∫ tn
k+l−1
0
(fnr )
2dr
+Eˆ[(ξtn
k+l−1
)2(Bt −Btn
k+l−1
)2 − (ξtn
k+l−1
)2(t− ttn
k+l−1
)|Htn
k
]
= (
∫ tn
k+l−1
0
fnr dBr)
2 −
∫ tn
k+l−1
0
(fnr )
2dr
= Ytn
k+l−1
.
Therefore,
Eˆ[Y nt |Hs] = Eˆ[Eˆ[Y nt |Htnk+l−1 ]|Hs] = Eˆ[Ytnk+l−1 |Hs] = · · · = Y ns .
Consequently,
Eˆ[|Eˆ[Yt|Hs]− Ys|] ≤ Eˆ[|Eˆ[Yt|Hs]− Eˆ[Y nt |Hs]|]
+Eˆ[|Eˆ[Y nt |Hs]− Y ns |] + Eˆ[|Y ns − Ys|]
≤ Eˆ[|Y nt − Yt|] + Eˆ[|Y ns − Ys|].
From inequalities (4.5) and (4.6) it follows that
Eˆ[|Eˆ[Yt|Hs]− Ys|] ≤ Eˆ[|Y nt − Yt|] + Eˆ[|Y ns − Ys|]
→ 0, as n→∞.
Thus,
Eˆ[Yt|Hs] = Ys, q.s. for all 0 ≤ s ≤ t ≤ T.
In the similar argument we can prove that −M2 + σ20
∫ ·
0 f
2
s ds is a G-martingale. The proof is
complete. 
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