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PARISIAN RUIN FOR A REFRACTED LÉVY PROCESS
MOHAMED AMINE LKABOUS, IRMINA CZARNA, AND JEAN-FRANÇOIS RENAUD
Abstract. In this paper, we investigate Parisian ruin for a Lévy surplus process with an
adaptive premium rate, namely a refracted Lévy process. Our main contribution is a gener-
alization of the result in [13] for the probability of Parisian ruin of a standard Lévy insurance
risk process. More general Parisian boundary-crossing problems with a deterministic imple-
mentation delay are also considered. Despite the more general setup considered here, our
main result is as compact and has a similar structure. Examples are provided.
1. Introduction
In the last few years, the idea of Parisian ruin has attracted a lot of attention. In Parisian-
type ruin models, the insurance company is not immediately liquidated when it defaults:
a grace period is granted before liquidation. More precisely, Parisian ruin occurs if the time
spent below a pre-determined critical level is longer than the implementation delay, also called
the clock. Originally, two types of Parisian ruin have been considered, one with deterministic
delays (see e.g. [2,9,13,16]) and another one with stochastic delays ([1,10,11]). These two types
of Parisian ruin start a new clock each time the surplus enters the red zone, either deterministic
or stochastic. A third definition of Parisian ruin, called cumulative Parisian ruin, has been
proposed very recently in [5]; in that case, the race is between a single deterministic clock and
the sum of the excursions below the critical level.
In this paper, we are interested in the time of Parisian ruin with a deterministic delay for
a refracted Lévy insurance risk process, a process first studied in [8]. For a standard Lévy
insurance risk process X, the time of Parisian ruin, with delay r > 0, has been studied in [13]:
it is defined as
κr = inf {t > 0: t− gt > r} ,
where gt = sup {0 ≤ s ≤ t : Xs ≥ 0}. Loeffen et al. [13] obtained a very nice and compact
expression for the probability of Parisian ruin:
Theorem 1. For x ∈ R,
Px (κr <∞) = 1− (E[X1])+
∫∞
0 W (x+ z)zP(Xr ∈ dz)∫∞
0 zP(Xr ∈ dz)
, (1)
where (x)+ = max(x, 0) and where the function W is the 0-scale function of X (see its defi-
nition in (3))
We want to improve on this result by making the model more general and realistic, as
suggested in [15], by using a process with adaptive premium for the surplus process. More
precisely, when the company is in financial distress, that is when its surplus is below the
critical level, the premium is increased; and when its surplus leaves that red zone then the
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premium is brought back to its regular level. Therefore, we will use a refracted Lévy process
as our surplus process.
Note that we could also interpret this change in the premium rate as a way to invest (for
R&D, modernization, etc.): if the surplus of the company is in a good financial situation, i.e.
above the critical level, then it invests at rate δ; otherwise it does not. However, for the rest
of this paper, we will use the previous interpretation.
In general, fluctuation identities for refracted Lévy processes can be tedious compared to
their classical counterparts because scale functions of two different Lévy risk processes are
involved (see [8]). Therefore, our main contribution is a surprisingly compact expression for
the probability of Parisian ruin for a refracted Lévy risk process (see Equation (14) below),
in the spirit of the one in Equation (1) for a standard Lévy risk process. Our formula also
provides information on how the refraction parameter affects this probability while displaying
the impact of the delay parameter. Moreover, we analyze more general Parisian boundary-
crossing problems for the refracted Lévy process which have not been studied previously, even
for a standard Lévy risk process. As a consequence, when the refraction parameter it set to
zero, new identities for the classical Lévy setup are obtained.
The rest of the paper is organized as follows. In Section 2, we present our model in more
details together with some background material on spectrally negative Lévy processes and
scale functions. The main results are presented in Section 3, while Section 4 presents a few
examples. Section 5 is devoted to the proofs of the main results as well as (new) technical
lemmas. In the Appendix, a few well known properties of scale functions are presented.
2. Our model and background material
As mentioned in the introduction, we are interested in a surplus process U whose dynamics
change by adding a fixed linear drift (premium) whenever it is below the critical level, a region
also called the red zone. Without loss of generality, we will choose this critical level to be 0.
In our model, Y is the surplus process during regular business periods (above zero), while
X is the surplus process, with an additional rate of premium δ, for critical business periods
(below zero). More precisely, let Y be a Lévy insurance risk process (see the definition below)
modelling the dynamic of the surplus U above 0. Below 0, our surplus process U evolves as
X = {Xt = Yt + δt, t ≥ 0}. Clearly, X is also a Lévy insurance risk process; in fact, X and
Y share many properties except for those affected by the value of the linear part of the Lévy
process.
In other words, our surplus process is given by the solution U = {Ut, t ≥ 0} to the following
stochastic differential equation: for δ ≥ 0,
dUt = dYt + δ1{Ut<0}dt, t ≥ 0. (2)
2.1. Lévy insurance risk processes. We say that X = {Xt, t ≥ 0} is a Lévy insurance
risk process if it is a spectrally negative Lévy process (SNLP) on the filtered probability space
(Ω,F , {Ft, t ≥ 0},P), that is a process with stationary and independent increments and no
positive jumps. To avoid trivialities, we exclude the case where X has monotone paths.
As the Lévy process X has no positive jumps, its Laplace exponent exists: for all λ, t ≥ 0,
E
[
eλXt
]
= etψ(λ),
where
ψ(λ) = γλ+
1
2
σ2λ2 +
∫ ∞
0
(
e−λz − 1 + λz1(0,1](z)
)
Π(dz),
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for γ ∈ R and σ ≥ 0, and where Π is a σ-finite measure on (0,∞) such that∫ ∞
0
(1 ∧ z2)Π(dz) <∞.
This measure Π is called the Lévy measure of X. Finally, note that E [X1] = ψ
′(0+) and thus,
in a Lévy insurance risk model, the net profition condition is written E [X1] = ψ
′(0+) ≥ 0.
We will use the standard Markovian notation: the law of X when starting from X0 = x is
denoted by Px and the corresponding expectation by Ex. We write P and E when x = 0.
When the surplus process X has paths of bounded variation, that is when
∫ 1
0 zΠ(dz) <∞
and σ = 0, we can write
Xt = ct− St,
where c := γ +
∫ 1
0 zΠ(dz) > 0 is the drift of X and where S = {St, t ≥ 0} is a driftless
subordinator (e.g. a Gamma process or a compound Poisson process).
We now present the definition of the scale functions W (q) and Z(q) of X. First, recall that
there exists a function Φ: [0,∞) → [0,∞) defined by Φ(q) = sup{λ ≥ 0 | ψ(λ) = q} (the
right-inverse of ψ) such that
ψ(Φ(q)) = q, q ≥ 0.
Now, for q ≥ 0, the q-scale function of the process X is defined as the continuous function on
[0,∞) with Laplace transform∫ ∞
0
e−λyW (q)(y)dy =
1
ψ(λ) − q , for λ > Φ(q). (3)
This function is unique, positive and strictly increasing for x ≥ 0 and is further continuous
for q ≥ 0. We extend W (q) to the whole real line by setting W (q)(x) = 0 for x < 0. We write
W = W (0) when q = 0. We also define
Z(q)(x) = 1 + q
∫ x
0
W (q)(y)dy, x ∈ R. (4)
If we define Y = {Yt = Xt − δt, t ≥ 0}, then it is also a Lévy insurance risk process (if it
doesn’t have monotone paths): its linear part is given by γ − δ but it has the same Gaussian
coefficient σ and Lévy measure Π as X. In fact, X and Y share many properties. Note that we
could have specified Y first and then define X = {Xt = Yt+ δt, t ≥ 0} as in the Introduction.
The two approaches are equivalent.
The Laplace exponent of Y is given by
λ 7→ ψ(λ)− δλ,
with right-inverse ϕ(q) = sup{λ ≥ 0 | ψ(λ) − δλ = q}. Then, for each q ≥ 0, we define its
scale functions W(q) and Z(q) as in Equations (3) and (4):∫ ∞
0
e−λyW(q)(y)dy =
1
ψ(λ)− δλ− q , for λ > ϕ(q)
and
Z
(q)(x) = 1 + q
∫ x
0
W
(q)(y)dy, x ∈ R.
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2.2. Refracted Lévy processes. Recall from Equation (2), that our surplus process U =
{Ut, t ≥ 0} is equivalently the solution to
dUt = dYt + δ1{Ut<0}dt, t ≥ 0,
or
dUt = dXt − δ1{Ut>0}dt, t ≥ 0,
where δ ≥ 0 is the refraction parameter. The second stochastic differential equation is the one
used in [8]. It was proved in that article that such a process exists and that it is a skip-free
upward strong Markov process.
For technical reasons, we need to assume that if X (and also Y ) has paths of bounded
variation then
0 ≤ δ < c = γ +
∫
(0,1)
zΠ(dz). (5)
Since in this case, X may be written as Xt = ct− St, the condition in Equation (5) amounts
to making sure Y has a strictly positive linear drift.
In [8], many fluctuation identities, including the probability of ruin for U , have been derived
using scale functions for U : for q ≥ 0 and for x ∈ R, set
w(q)(x; z) = W (q)(x− z) + δ1{x≥0}
∫ x
0
W
(q)(x− y)W (q)′(y − z)dy. (6)
Note that when x < 0, we have
w(q)(x; z) = W (q)(x− z).
For q = 0, we will write w(0)(x; z) = w(x; z). See [7] for more details.
2.3. Classical ruin and exit problems. Here is a collection of known fluctuation identities
for the spectrally negative Lévy processes X and Y , as well as for the refracted Lévy process
U . See [7] for more details.
First, for real numbers a and b, we define the following first-passage stopping times:
τ−a = inf{t > 0: Xt < a} and τ+b = inf{t > 0: Xt ≥ b}
ν−a = inf{t > 0: Yt < a} and ν+b = inf{t > 0: Yt ≥ b}
κ−a = inf{t > 0: Ut < a} and κ+b = inf{t > 0: Ut ≥ b},
with the convention inf ∅ =∞. For a ≤ 0 ≤ b and q ≥ 0, if a ≤ x ≤ b then we have
Ex
[
e−qκ
+
b 1{κ+b <κ−a }
]
=
w(q)(x; a)
w(q)(b; a)
,
from which we can deduce that
Ex
[
e−qκ
+
b 1{κ+b <∞}
]
=
eΦ(q)x + δΦ(q)1{x≥0}
∫ x
0 e
Φ(q)y
W
(q)(x− y)dy
eΦ(q)b + δΦ(q)
∫ b
0 e
Φ(q)yW(q)(b− y)dy
. (7)
See Theorem 5 in [8].
Moreover, the classical probability of ruin, associated with each three processes, is given by
Px
(
τ−0 <∞
)
= 1− (E [X1])+W (x),
for X, while for Y and U we have
Px
(
ν−0 <∞
)
= 1− (E [X1]− δ)+W(x) (8)
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and
Px
(
κ−0 <∞
)
= 1− (E [X1]− δ)+
1− δW (0) w(x; 0). (9)
Of course, the expressions in Equations (8) and (9) should be equal because
{
Yt, t < ν
−
0
}
and{
Ut, t < κ
−
0
}
have the same distribution with respect to Px when x > 0. Using Equation (31)
from the Appendix, we can see that this is the case.
Finally, since the Laplace exponent of Y is given by λ 7→ ψ(λ) − δλ, then for x, θ > 0 we
have
Ex
[
e
θY
ν
−
0 1{ν−0 <∞}
]
= eθx − (ψ(θ)− δθ) eθx
∫ x
0
e−θzW(z)dz − ψ(θ)− δθ
θ
W(x). (10)
We conclude this section with definitions of auxiliary functions. For the sake of compactness,
we define for p, p+ q ≥ 0 and a, x ∈ R
W(p,q)a (x) = W (p) (x) + q
∫ x
a
W (p+q) (x− y)W (p) (y) dy
= W (p+q) (x)− q
∫ a
0
W (p+q) (x− y)W (p) (y) dy (11)
and
H(p,q)(x) = eΦ(p)x
(
1 + q
∫ x
0
e−Φ(p)zW (p+q)(y)dy
)
, (12)
where the second equality in Equation (11) follows from identity (32) in the Appendix. We
also define
W(p,q)a,δ (x) = W(p)(x)− δW (p+q)(0)W(p) (x)
+
∫ x
a
(
qW (p+q) (x− y)− δW (p+q)′ (x− y)
)
W
(p) (y) dy
= W (p+q)(x)−
∫ a
0
(
qW (p+q) (x− y)− δW (p+q)′ (x− y)
)
W
(p) (y) dy, (13)
and
H(p,q)δ (x) = eϕ(p)x
(
1 + (q − δϕ (p))
∫ x
0
e−ϕ(p)yW (p+q)(y)dy
)
,
as analogues of (11) and (12) respectively, where H(p,q)0 = H(p,q) and W(p,q)a,0 =W(p,q)a .
The second expression for W(p,q)a,δ in Equation (13) follows from identity (31) in the Appen-
dix.
3. Main results
Following the definition for a standard Lévy insurance risk process, we define the time of
Parisian ruin, with delay r > 0, for the refracted Lévy insurance risk process U by
κUr = inf
{
t > 0: t− gUt > r
}
,
where gUt = sup {0 ≤ s ≤ t : Us ≥ 0}. Our main objective is to obtain an expression for the
corresponding probability of Parisian ruin that has a similar structure as the one in Equa-
tion (1).
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Theorem 2. For x ∈ R,
Px
(
κUr <∞
)
= 1− (E[X1]− δ)+
∫∞
0 w(x;−z)zP(Xr ∈ dz)∫∞
0 zP(Xr ∈ dz)− δr
. (14)
For classical ruin and Parisian ruin for a standard SNLP, if the net profit condition is not
verified then (Parisian) ruin occurs almost surely. In the last result, if E[X1] ≤ δ, then the
probability of Parisian ruin for U is equal to 1. This is because asking for E[Y1] = E[X1]−δ > 0
is the same as the net profit condition in this model, namely for the surplus process U .
Also, it should be clear that, if we set δ = 0 in the above result, then we recover Equation (1).
Remark 3. Using identities from Section 5, we can also re-write the result in Equation (14)
as follows:
Px
(
κUr <∞
)
= 1− (E[X1]− δ)+
∫∞
0 w(x;−z)zP(Xr ∈ dz)∫∞
0 (1− δW (z)) zP(Xr ∈ dz)
.
3.1. Other results. Using some of the results/lemmas in Section 5, it is possible to obtain
other fluctuation identities for U involving the time of Parisian ruin.
For example, the discounted probability of U reaching level a before being Parisian ruined
and the Laplace transform of the time of Parisian ruin time can also be computed.
Theorem 4. For any x ≤ a and q ≥ 0, we have
(i)
Ex
[
e−q(κ
U
r −r)1{κUr <κ+a }
]
= Z(q) (x) +
∫ ∞
0
(
w(q) (x;−z)E
[
e−qκ
U
r 1{κUr <κ+a }
]
−W(q,−q)x,δ (x+ z)
) z
r
P (Xr ∈ dz) ,
where
E
[
e−qκ
U
r 1{κUr <κ+a }
]
= 1−
Z
(q) (a) +
∫∞
0
(
w(q) (a;−z)−W(q,−q)a,δ (a+ z)
)
z
rP (Xr ∈ dz)∫∞
0 w
(q) (a;−z) zrP (Xr ∈ dz)
=
∫∞
0 W
(q,−q)
a,δ (a+ z)
z
rP (Xr ∈ dz)∫∞
0 w
(q) (a;−z) zrP (Xr ∈ dz)
− Z
(q) (a)∫∞
0 w
(q) (a;−z) zrP (Xr ∈ dz)
(ii)
Ex
[
e−q(κ
U
r −r)1{κUr <∞}
]
= Z(q) (x) +
∫ ∞
0
(
w(q) (x;−z)E
[
e−qκ
U
r 1{κUr <∞}
]
−W(q,−q)x,δ (x+ z)
) z
r
P (Xr ∈ dz) ,
where
E
[
e−q(κ
U
r −r)1{κUr <∞}
]
=
∫∞
0 H
(q,−q)
δ (z)
z
rP (Xr ∈ dz)− qϕ(q) − δ∫∞
0 H
(q,0)
δ (z)
z
rP (Xr ∈ dz)− δeqr
,
(iii)
Ex
[
e−qκ
+
a 1{κ+a<κUr }
]
=
∫∞
0 w
(q)(x;−z)zrP (Xr ∈ dz)∫∞
0 w
(q)(a;−z)zrP (Xr ∈ dz)
.
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Remark 5. If we set δ = 0, we obtain the same quantities by replacing ϕ, w(q), H(q,−q)δ and
W(q,−q)δ by Φ, W (q), H(q,−q) and W(q,−q) respectively.
4. Examples
We now present four models in which we can compute the probability of Parisian ruin
given in Theorem 2. The task amounts to finding processes X and Y for which both the
distribution and the scale function are known. First, we will look at the two classical models:
the Cramér-Lundberg model with exponential claims and the Brownian risk model. Then,
we will move toward more sophisticated surplus processes, namely a stable risk process and a
jump-diffusion risk process with phase-type claims.
4.1. Cramér-Lundberg processes with exponential claims. When X and Y are a
Cramér-Lundberg risk processes with exponentially distributed claims, then they are given
by
Xt −X0 = ct−
Nt∑
i=1
Ci and Yt − Y0 = (c− δ)t−
Nt∑
i=1
Ci,
where N = {Nt, t ≥ 0} is a Poisson process with intensity η > 0, and where {C1, C2, . . . } are
independent and exponentially distributed random variables with parameter α. The Poisson
process and the random variables are mutually independent. In this case, the Laplace exponent
of X is given by
ψ(λ) = cλ+ η
(
α
λ+ α
− 1
)
, for λ > −α
and the net profit condition is given by E [Y1] = c− δ − η/α ≥ 0. Then, for x ≥ 0, we have
W (x) =
1
c− η/α
(
1− η
cα
e(
η
c
−α)x
)
,
W(x) =
1
c− δ − η/α
(
1− η
(c− δ)αe
( ηc−δ−α)x
)
,
w (x;−z) = 1
c− η/α
(
1− η
cα
e(
η
c
−α)(x+z)
)
+
K(x, δ, α, η, c)
(c− δ − η/α)ce
(η
c
−α)z,
where
K(x, δ, α, η, c) := δη
(
1
η − cα
(
e(
η
c
−α)x − 1
)
− 1
δα
(
1− e
−ηδ
c(c−δ)
x
)
e(
η
c−δ
−α)x
)
.
As noted in [13], we have
P
(
Nr∑
i=1
Ci ∈ dy
)
=
∞∑
k=0
P
(
k∑
i=0
Ci ∈ dy
)
P(Nr = k)
= e−ηr
(
δ0(dy) + e
−αy
∞∑
m=0
(αηr)m+1
m!(m+ 1)!
ymdy
)
,
where δ0(dy) is a Dirac mass at 0, and consequently∫ ∞
0
zP(Xr ∈ dz) =
∫ cr
0
ze−ηr
(
δ0(cr − dz) + e−α(cr−z)
∞∑
m=0
(αηr)m+1
m!(m+ 1)!
(cr − z)mdz
)
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= e−ηr
(
cr +
∞∑
m=0
(ηr)m+1
m!(m+ 1)!
[
crΓ(m+ 1, crα) − 1
α
Γ(m+ 2, crα)
])
,
where Γ(a, x) =
∫ x
0 e
−tta−1dt is the incomplete gamma function, and
η
cα
∫ ∞
0
e(
η
c
−α)zzP(Xr ∈ dz) =
∫ ∞
0
zP(Xr ∈ dz)− (c− η/α)r.
Putting all the pieces together with the main result of Theorem 2, we obtain the following
expression for the probability of Parisian ruin:
Px(κ
U
r <∞) = 1−
(
1− δ
c− η/α
)(
1− e(ηc−α)x
)
−
(
1− δ
c− η/α
)
δr − e(ηc−α)x (δr − (c− η/α)r)
e−ηr
(
cr +
∑∞
m=0
(ηr)m+1
m!(m+1)!
[
crΓ(m+ 1, crα) − 1αΓ(m+ 2, crα)
])− δr
−α
η
K(x, δ, α, η, c)

1 + δr − (c− η/α)r
e−ηr
(
cr +
∑∞
m=0
(ηr)m+1
m!(m+1)!
[
crΓ(m+ 1, crα) − 1αΓ(m+ 2, crα)
])− δr

 .
The following two tables provide a sensitivity analysis for the probability of Parisian ruin in
a refracted Cramér-Lundberg model (with exponential claims) with respect to the refraction
parameter δ and the Parisian delay parameter r. The value of the initial level U0 = x is also
varying.
Note that, in this example, we used the notation c for the linear part of X (below 0) and
c − δ for the linear part of Y (above 0). In other words, during regular business periods, the
drift is given by c− δ. Consequently, in Table 1, we have fixed the value of c− δ (above 0) and
looked at the effect of a change in value of δ, the refraction parameter, on the probability of
Parisian ruin. Note that, when δ increases, then the value of c (below 0) also increases to keep
c− δ constant. As expected, the larger the value of δ, the smaller the probability of Parisian
ruin.
In Table 2, we have fixed all parameters except for the Parisian delay parameter r. As
expected, the larger the value of the delay r, i.e. the larger the grace period, the smaller the
probability of Parisian ruin.
Table 1. Impact of the refraction parameter δ on the probability of Parisian
ruin in a refracted Cramér-Lundberg model
x δ = 0 δ = 1 δ = 3 δ = 5
1 2.872324151 × 10−1 1.850876547 × 10−1 5.573334777 × 10−2 1.226635655 × 10−2
5 1.474700390 × 10−1 9.50271705 × 10−2 2.86144548 × 10−2 6.2977571 × 10−3
10 6.40902148 × 10−2 4.12986379 × 10−2 1.24357907 × 10−2 2.7369940 × 10−3
20 1.210507796 × 10−2 7.8003051 × 10−3 2.3488176 × 10−3 5.169513 × 10−4
30 2.286353896 × 10−3 1.4732872 × 10−3 4.436344 × 10−4 9.76391 × 10−6
Parameters: r = 2, c− δ = 6 (drift above 0), η = 5, α = 1.
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Table 2. Impact of the delay parameter r on the probability of Parisian ruin
in a refracted Cramér-Lundberg model
x r = 0 r = 1 r = 2 r = 3
1 7.054014374 × 10−1 1.727546072 × 10−1 5.573334777 × 10−2 2.064556230 × 10−2
5 3.621651737 × 10−1 8.86951728 × 10−2 2.86144548 × 10−2 1.05997853 × 10−2
10 1.573963357 × 10−1 3.85467632 × 10−2 1.24357907 × 10−2 4.6066476 × 10−3
20 2.972832780 × 10−2 7.2805432 × 10−3 2.3488176 × 10−3 8.700832 × 10−4
30 5.614955832 × 10−3 1.3751168 × 10−3 4.436344 × 10−4 1.643375 × 10−4
Parameters: δ = 3, c = 6 (drift below 0), c−δ = 6 (drift above 0), η = 5,
α = 1.
4.2. Brownian risk processes. Now, if X and Y are Brownian risk processes, i.e. if
Xt −X0 = ct+ σBt and Yt − Y0 = (c− δ)t+ σBt,
where B = {Bt, t ≥ 0} is a standard Brownian motion. In this case, the Laplace exponent of
X is given by
ψ(λ) = cλ+
1
2
σ2λ2
and the net profit condition is given by E [Y1] = c− δ ≥ 0. Then, for x ≥ 0, we have
W (x) =
1
c
(
1− e−2 cσ2 x
)
,
W(x) =
1
c− δ
(
1− e−2 c−δσ2 x
)
,
w (x;−z) = 1
c
(
1− e−2 cσ2 (x+z)
)
+M(x, δ, σ, c)e−2
c
σ2
z,
where
M(x, δ, σ, c) :=
δ
c− δ
(
1
c
(
1− e−2 cσ2 x
)
− 1
δ
(
e−2
c−δ
σ2
x − e−2 cσ2 x
))
.
Again, as noted in [13], we have∫ ∞
0
e−
2c
σ2
zzP(Xr ∈ dz) =
∫ ∞
0
zP(Xr ∈ dz)− cr
and consequently∫ ∞
0
zP(Xr ∈ dz) = 1√
2πσ2r
∫ ∞
0
ze−
(z−cr)2
2σ2r dz =
σ
√
r√
2π
e−
c2r
2σ2 + crN
(
c
√
r
σ
)
.
Putting all the pieces together with the main result of Theorem 2, we obtain the following
expression for the probability of Parisian ruin:
Px(κ
U
r <∞)
= 1−
(
c− δ
c
) (σ√r√
2π
e−
c2r
2σ2 + crN
(
c
√
r
σ
))(
1− e− 2cσ2 x + cM(x, δ, σ, c)
)
σ
√
r√
2π
e−
c2r
2σ2 + crN
(
c
√
r
σ
)
− δr
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+ (c− δ)
r
(
e−
2c
σ2
x − cM(x, δ, σ, c)
)
σ
√
r√
2π
e−
c2r
2σ2 + crN
(
c
√
r
σ
)
− δr
.
The following two tables provide a sensitivity analysis for the probability of Parisian ruin in
a refracted Brownian risk model with respect to the refraction parameter δ and the Parisian
delay parameter r. The value of the initial level U0 = x is also varying. Again in this example
we used the notation c for the linear part of X (below 0) and c − δ for the linear part of Y
(above 0).
In Table 3, we have fixed the value of c − δ (above 0) and looked at the effect of a change
in value of δ, the refraction parameter, on the probability of Parisian ruin. As expected, the
larger the value of δ, the smaller the probability of Parisian ruin. In Table 4, we have fixed
all parameters except for the Parisian delay parameter r. As expected, the larger the value of
the delay r, i.e. the larger the grace period, the smaller the probability of Parisian ruin.
Table 3. Impact of the refraction parameter δ on the probability of Parisian
ruin in a refracted Brownian risk model
x δ = 0 δ = 1 δ = 3 δ = 4 δ = 5
1 1.756316 × 10−2 4.058863 × 10−2 2.040134 × 10−2 1.393016 × 10−2 9.279776 × 10−3
5 4.629599 × 10−3 1.069916 × 10−3 5.377735 × 10−2 3.671950 × 10−3 2.446123 × 10−3
10 8.744183 × 10−4 2.020791 × 10−3 1.015725 × 10−3 6.935426 × 10−4 4.620132 × 10−4
20 3.119399 × 10−5 7.209243 × 10−5 3.623682 × 10−4 2.474236 × 10−5 1.648221 × 10−5
30 1.112814 × 10−6 2.574575 × 10−6 1.294587 × 10−6 8.835856 × 10−7 5.883359 × 10−7
Parameters: r = 2, c− δ = 6 (drift above 0), σ = 6
Table 4. Impact of the delay parameter r on the probability of Parisian ruin
in a refracted Brownian risk model
x r = 0 r = 1 r = 2 r = 4 r = 6
1 8.3650684 × 10−1 8.89538704 × 10−2 2.908344 × 10−2 5.066851 × 10−3 1.146373 × 10−3
5 3.6513221 × 10−1 3.65700339 × 10−2 1.195692 × 10−2 2.083045 × 10−3 4.712679 × 10−4
10 1.2674282 × 10−1 1.20385972 × 10−2 3.936133 × 10−3 6.857238 × 10−4 1.551377 × 10−4
20 1.908693 × 10−2 1.3045990 × 10−3 4.265510 × 10−4 7.431054 × 10−5 1.681198 × 10−5
30 3.41422 × 10−3 1.413768 × 10−4 4.622456 × 10−5 8.052897 × 10−6 1.821894 × 10−6
Parameters: δ = 3, c = 6 (drift below 0), c− δ = 3 (drift above 0), σ = 6
4.3. Jump-diffusion risk processes with phase-type claims. More generally, if we add
a Brownian component and if we let the claim distribution be more general, then we consider
a Lévy jump-diffusion risk process with phase-type claims:
Xt −X0 = ct+ σBt −
Nt∑
i=1
Ci and Yt − Y0 = (c− δ)t+ σBt −
Nt∑
i=1
Ci,
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where σ ≥ 0, B = {Bt, t ≥ 0} is a standard Brownian motion, N = {Nt, t ≥ 0} is a Pois-
son process with intensity η > 0, and where {C1, C2, . . . } are independent random variables
with common phase-type distribution with with the minimal representation (m,T,α), i.e. its
cumulative distribution function (cdf) is given by F (x) = 1 − αeTx1 and T is an m × m
matrix of a continuous-time killed Markov chain, its initial distribution is given by a simplex
α = [α1, ..., αm] and 1 denotes a column vector of ones. All of the aforementioned objects are
mutually independent (for details we refer to [3]).
The Laplace exponent of X is then clearly given by
ψ(λ) = cλ+
σ2λ2
2
+ η
(
α(λI−T)−1t− 1) , (15)
where t = −T1.
Let us denote by ρj and ζi the roots with negative real parts of equations λ 7→ ψ(λ) = 0
and λ 7→ ψ(λ) − δλ = 0, respectively. Since we assume the net profit condition E[X1] > δ,
from Proposition 5.4 in [6], we have that the ρj’s and the ζi’s are distinct roots. Then, from
Proposition 2.1 in [3] and Proposition 5.4 in [6], we can obtain
W (x) =
1
ψ′(0)
+
∑
j∈Iρ
Aje
ρjx, W ′(x) =
∑
j∈Iρ
ρjAje
ρjx,
W(x) =
1
ψ′(0) − δ +
∑
i∈Iζ
Bie
ζix,
w (x;−z) = 1
ψ′(0)
+
∑
j∈Iρ
Aje
ρj(x+z)
+
1
ψ′(0) − δ
∑
j∈Iρ
ρjAj (e
ρjx − 1) eρjz +
∑
j∈Iρ
∑
i∈Iζ
eρjx − eζix
ρj − ζi AjBie
ρjz,
where Aj =
1
ψ′(ρj)
and Bi =
1
ψ′(ζi)−δ , and where Iρ and Iζ are the sets of indices corresponding
to the ρj’s and the ζi’s, respectively. Moreover, one can observe that the Laplace exponent
in (15) and ψ(λ) − δλ are a ratio of two polynomials of degree m + 2 and m respectively.
This is true of course if σ > 0 and c > 0. On the other hand if σ = 0 and c > 0 we obtain
ratio of two polynomials of degree m + 1 and m respectively. Thus if we take ψ(λ) = 0 and
ψ(λ)− δλ = 0 we will have m+2 or m+1 roots depending on whether σ > 0 or σ = 0. From
[6][Prop. 5.4 (ii)] we know that there are m+ 1 (or m) roots with negative real part. Hence
card (Iζ) = card (Iρ) = m+ 1 (or card (Iζ) = card (Iρ) = m if σ = 0).
Moreover,
P(Xr ∈ dz) = e−ηr
∞∑
k=0
(ηr)k
k!
∫ ∞
0
F ∗k(dy)N ((dz + y − cr)σ√r) ,
where N is the cdf of a standard normal random variable, F ∗k is the k-th convolution of F
and for k = 0 we understand F ∗0(dy) = δ0(dy) to be a Dirac mass at 0.
Putting all the pieces together, we obtain an expression for the probability of Parisian ruin.
4.4. Stable risk processes. Now, if X and Y are 3/2-stable risk processes, i.e. if
Xt −X0 = ct+ Zt and Yt − Y0 = (c− δ)t+ Zt,
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where Z = {Zt, t ≥ 0} is a spectrally negative α-stable process with α = 3/2. In this case,
the Laplace exponent of X is given by ψ(λ) = cλ+ λ3/2. Then, for x ≥ 0, we have
W (x) =
1−E1/2(−c
√
x)
c
,
W(x) =
1−E1/2(−(c− δ)
√
x)
c− δ ,
w (x;−z) = 1
c
[
1− E1/2
(−c√x+ z)]
+
∫ x
0
1
c− δ
[
1− E1/2
(−(c− δ)√x− y)]( 1
π
√
x
− c · E1/2
(−c√y + z))dy,
where E1/2 is the Mittag-Leffler function of order 1/2.
Again, as noted in [13], we have
P(Zr ∈ dy) = P(r2/3Z1 ∈ dy) =


√
3
π r
2/3y−1e−u/2W1/2,1/6 (u) dy y > 0,
− 1
2
√
3π
r2/3y−1eu/2W−1/2,1/6 (u) dy y < 0,
where u = 427r
9/2|y|3 and Wκ,µ is Whittaker’s W-function (not to be confused with the 0-scale
function of X).
Putting all the pieces together with the main result of Theorem 2, we obtain the probability
of Parisian ruin.
5. Proofs and more
The proofs of our main results are based on technical but important lemmas (provided in
the next section), as well as more standard probabilistic decompositions.
5.1. Intermediate results. The next lemma is lifted from [13]:
Lemma 6. For θ > q > 0 and y ≥ 0,∫ ∞
0
e−θr
∫ ∞
y
z
r
P(Xr ∈ dz)dr = 1
Φ(θ)
e−Φ(θ)y , (16)
and ∫ ∞
0
e−θr
∫ ∞
0
W (q)(z − y)z
r
P(Xr ∈ dz)dr = e
−Φ(θ)y
θ − q . (17)
From this first lemma, we can deduce the following two useful identities:∫ ∞
0
W (q)(z)
z
r
P(Xr ∈ dz) = eqr, (18)
and ∫ ∞
0
e−θrW (z − y)z
r
P(Xr ∈ dz) = 1
θ
e−Φ(θ)y, y ≥ 0. (19)
We can also extract from [13] the following identity: for x < 0,
Px
(
τ+0 ≤ r
)
=
∫ ∞
0
W (x+ z)
z
r
P(Xr ∈ dz). (20)
This identity will be generalized in Equation (22).
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For the proof of our main lemma, which is Lemma 8 below, we will need the following result
taken from [12].
Lemma 7. For all p, q ≥ 0 and a ≤ x ≤ b,
Ex
[
e−pν
−
a W (q)(Yν−a )1{ν−a <ν+b }
]
= W (q)(x)−
∫ x−a
0
(
(q − p)W (q)(x− z)− δW (q)′(x− z)
)
W
(p)(z)dz
− W
(p)(x− a)
W(p)(b− a)
(
W (q)(b)−
∫ b−a
0
(
(q − p)W (q)(b− z)− δW (q)′(b− z)
)
W
(p)(z)dz
)
. (21)
Note that another expression for (21) can be found in [15, Lemma1].
The following three identities are new and crucial for the proofs of our main results.
Lemma 8. For x ∈ R, q ≥ 0 and a ≥ 0, we have
Ex
[
PY
ν
−
0
(
τ+0 ≤ r
)
1{ν−0 <∞}
]
=
∫ ∞
0
(w(x;−z) −W(x)) z
r
P(Xr ∈ dz) + δW(x), (22)
Ex
[
e−qν
−
0 EY
ν
−
0
[
e−qτ
+
0 1{τ+0 ≤r}
]
1{ν−0 <ν+a }
]
=
∫ ∞
0
e−qr
(
w(q) (x;−z)− W
(q) (x)
W(q) (a)
w(q) (a;−z)
)
z
r
P (Xr ∈ dz) (23)
and
Ex
[
e−qν
−
0 PY
ν
−
0
(τ+0 ≤ r)1{ν−0 <ν+a }
]
=
∫ ∞
0
(
W(q,−q)x,δ (x+ z)−
W
(q) (x)
W(q) (a)
W(q,−q)a,δ (a+ z)
)
z
r
P (Xr ∈ dz) . (24)
Proof. By (17) and Laplace inversion, we obtain, for all y ≤ 0,
Ey
[
e−qτ
+
0 1{τ+0 ≤r}
]
=
∫ ∞
0
e−qrW (q) (y + z)
z
r
P(Xr ∈ dz).
Then, by Tonelli’s theorem
Ex
[
e−qν
−
0 EY
ν
−
0
[
e−qτ
+
0 1{τ+0 ≤r}
]
1{ν−0 <ν+a }
]
= Ex
[
e−qν
−
0
∫ ∞
0
e−qrW (q)
(
Yν−0
+ z
) z
r
P(Xr ∈ dz)1{ν−0 <ν+a }
]
=
∫ ∞
0
e−qrEx
[
e−qν
−
0 W (q)
(
Yν−0
+ z
)
1{ν−0 <ν+a }
] z
r
P(Xr ∈ dz)
=
∫ ∞
0
e−qrEx+z
[
e−qν
−
z W (q)
(
Yν−z
)
1{ν−z <ν+a+z}
] z
r
P(Xr ∈ dz),
where the last line follows by spatial homogeneity of Y . Using identity (21) for p = q, we have
Ex+z
[
e−qν
−
z W (q)
(
Yν−z
)
1{ν−z <ν+a+z}
]
= w(q) (x;−z)− W
(q) (x)
W(q) (a)
w(q) (a;−z) ,
which proves (23).
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By (20), Tonelli’s theorem and spatial homogeneity of Y , we have
Ex
[
e−qν
−
0 PY
ν
−
0
(τ+0 ≤ r)1{ν−0 <ν+a }
]
= Ex
[
e−qν
−
0
∫ ∞
0
W
(
Yν−0
+ z
) z
r
P(Xr ∈ dz)1{ν−0 <ν+a }
]
=
∫ ∞
0
Ex
[
e−qν
−
0 W
(
Yν−0
+ z
)
1{ν−0 <ν+a }
] z
r
P(Xr ∈ dz)
=
∫ ∞
0
Ex+z
[
e−qν
−
z W
(
Yν−z
)
1{ν−z <ν+a+z}
] z
r
P(Xr ∈ dz)
=
∫ ∞
0
(
W(q,−q)x,δ (x+ z)−
W
(q) (x)
W(q) (a)
W(q,−q)a,δ (a+ z)
)
z
r
P (Xr ∈ dz) .
To prove the last identity, we need to compute the following limit
Ex
[
PY
ν
−
0
(
τ+0 ≤ r
)
1{ν−0 <∞}
]
= lim
q→0
lim
a→∞Ex
[
e−qν
−
0 EY
ν
−
0
[
e−qτ
+
0 1{τ+0 ≤r}
]
1{ν−0 <ν+a }
]
.
Since
lim
a→∞
W (q) (z + a)
W(q) (a)
= 0 and lim
a→∞
W
(q) (a− y)
W(q) (a)
= e−ϕ(q)y.
We obtain using Lebesgue’s dominated convergence theorem
lim
a→∞
w(q) (a;−z)
W(q) (a)
= δ
∫ ∞
0
e−ϕ(q)yW (q)′ (y + z) dy
= −δW (q) (z) + δeϕ(q)z
(
1
δ
− ϕ (q)
∫ z
0
e−ϕ(q)yW (q) (y) dy
)
,
since ψ (ϕ (q))− q = ψ (ϕ (q))− δϕ (q) + δϕ (q)− q = δϕ (q) . Then
lim
q→0
lim
a→∞
w(q) (a,−z)
W (q) (a)
= −δW (z) + 1
and the result follows. 
5.2. Proof of Theorem 2. For x < 0, using the strong Markov property of U and the fact
that it is skip-free upward, we have
Px
(
κUr =∞
)
= Ex
[
Px
(
κUr =∞ | Fκ+0
)
1{κ+0 <∞}
]
= Px
(
κ+0 ≤ r
)
P
(
κUr =∞
)
.
Since
{
Xt, t < τ
+
0
}
and
{
Ut, t < κ
+
0
}
have the same distribution with respect to Px when
x < 0, we further have
Px
(
κUr =∞
)
= Px
(
τ+0 ≤ r)P(κUr =∞
)
. (25)
For x ≥ 0, using the strong Markov property of U again, the fact that {Yt, t < ν−0 } and{
Ut, t < κ
−
0
}
have the same distribution with respect to Px and using (25), we get
Px
(
κUr =∞
)
= Px
(
κ−0 =∞
)
+ Ex
[
Px
(
κUr =∞ | Fκ−0
)
1{κ−0 <∞}
]
= Px
(
κ−0 =∞
)
+ Ex
[
PU
κ
−
0
(
κUr =∞
)
1{κ−0 <∞}
]
= Px
(
ν−0 =∞
)
+ P
(
κUr =∞
)
Ex
[
PY
ν
−
0
(
τ+0 ≤ r
)
1{ν−0 <∞}
]
. (26)
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Note that this last expression holds for all x ∈ R.
We will first prove the result for x = 0. We split this part of the proof into two cases:
for processes with paths of bounded variation (BV), and then for processes with paths of
unbounded variation (UBV).
First, we assume X and Y have paths of BV. Setting x = 0 in (26) yields
P
(
κUr =∞
)
= P
(
ν−0 =∞
)
+ P
(
κUr =∞
)
E
[
PY
ν
−
0
(
τ+0 ≤ r
)
1{ν−0 <∞}
]
.
Solving for P
(
κUr =∞
)
and using both (8) and (22), we get
P(κUr =∞) =
(E[X1]− δ)+∫∞
0
z
rP(Xr ∈ dz)− δ
, (27)
where we used the fact that W(0) > 0.
Now, if X has paths of UBV, we will use the same approximation procedure as in [13]. We
denote by κUr,ǫ the stopping time describing the first time an excursion, starting when U gets
below 0 and ending when U gets back up to ǫ, lasts longer than r. More precisely, for ǫ > 0,
define
κUr,ǫ = inf
{
t > r : t− gUt,ǫ > r,Ut−r < 0
}
,
where gUt,ǫ = sup {0 ≤ s ≤ t : Us ≥ ǫ}. Clearly, we have κUr,ǫ < κUr a.s. which implies that{
κUr,ǫ =∞
} ⊆ {κUr =∞}. Then, it can be shown that limǫ→0 Pǫ (κUr,ǫ =∞) = P (κUr =∞).
Using similar arguments as in the BV case, when x < 0, we have
Px
(
κUr,ǫ =∞
)
= Px(κ
+
ǫ ≤ r)Pǫ(κUr,ǫ =∞)
and then, when x ≥ 0, we have
Px
(
κUr,ǫ =∞
)
= Px
(
ν−0 =∞
)
+ Pǫ(κ
U
r,ǫ =∞)Ex
[
PY
ν
−
0
(
κ+ǫ ≤ r
)
1{ν−0 <∞}
]
.
Setting x = ǫ and solving for Pǫ
(
κUr,ǫ =∞
)
, we get with the help of (8)
Pǫ
(
κUr,ǫ =∞
)
=
(E [X1]− δ)+W(ǫ)
1− Eǫ
[
PY
ν
−
0
(
κ+ǫ ≤ r
)
1{ν−0 <∞}
] . (28)
Using (7) and then (10), we can write∫ ∞
0
e−θrEǫ
[
PY
ν
−
0
(
κ+ǫ ≤ r
)
1{ν−0 <∞}
]
dr
= Eǫ
[
1{ν−0 <∞}
∫ ∞
0
e−θrPY
ν
−
0
(κ+ǫ ≤ r)dr
]
=
1
θ
Eǫ
[
1{ν−0 <∞}EYν−0
[
e−θκ
+
ǫ 1{κ+ǫ <∞}
]]
=
Eǫ
[
1{ν−0 <∞}e
Φ(θ)Y
ν
−
0
]
θ
(
eΦ(θ)ǫ + δΦ(θ)
∫ ǫ
0 e
Φ(θ)yW(θ)(ǫ− y)dy)
=
1− (θ − δΦ(θ)) ∫ ǫ0 e−Φ(θ)yW(y)dy − θ−δΦ(θ)Φ(θ) e−Φ(θ)ǫW(ǫ)
θ
(
1 + δΦ(θ)
∫ ǫ
0 e
−Φ(θ)yW(θ)(y)dy
) .
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Consequently, we have
∫ ∞
0
e−θr


1− Eǫ
[
PY
ν
−
0
(κ+ǫ ≤ r)1{ν−0 <∞}
]
W(ǫ)

 dr
=
1
θW(ǫ)
−
1− (θ − δΦ(θ)) ∫ ǫ0 e−Φ(θ)yW(y)dy − θ−δΦ(θ)Φ(θ) e−Φ(θ)ǫW(ǫ)
θW(ǫ)
(
1 + δΦ(θ)
∫ ǫ
0 e
−Φ(θ)yW(θ)(y)dy
)
=
1
θW(ǫ)

δΦ(θ)
∫ ǫ
0 e
−Φ(θ)y
W
(θ)(y)dy + (θ − δΦ(θ)) ∫ ǫ0 e−Φ(θ)yW(y)dy + θ−δΦ(θ)Φ(θ) e−Φ(θ)ǫW(ǫ)
1 + δΦ(θ)
∫ ǫ
0 e
−Φ(θ)yW(θ)(y)dy


−−→
ǫ→0
1
Φ(θ)
− δ
θ
,
where we used the fact that, for all θ ≥ 0, we have
lim
ǫ→0
∫ ǫ
0 e
−Φ(θ)y
W
(θ)(y)dy
W(ǫ)
= 0.
From (16) in Lemma 6, we have that θ 7→ 1/Φ(θ)− δ/θ is the Laplace transform of
r 7→
∫ ∞
0
z
r
P (Xr ∈ dz)− δ.
By the Extended continuity theorem of Laplace transforms (see e.g. [4]), this concludes the
proof for x = 0.
We now prove the result for x ∈ R. Now, X and Y can be of BV or of UBV. We can now
write (26) as follows:
Px(κ
U
r =∞) = (E [X1]− δ)+W(x) +
(E[X1]− δ)+∫∞
0
z
rP(Xr ∈ dz)− δ
Ex
[
PY
ν
−
0
(τ+0 ≤ r)1{ν−0 <∞}
]
= (E [X1]− δ)+


W(x)
(∫∞
0
z
rP(Xr ∈ dz)− δ
)
+ Ex
[
PY
ν
−
0
(
τ+0 ≤ r
)
1{ν−0 <∞}
]
∫∞
0
z
rP(Xr ∈ dz)− δ

 .
Using (22), we get finally
Px
(
κUr =∞
)
= (E[X1]− δ)+
(∫∞
0 w(x;−z)zP(Xr ∈ dz)∫∞
0 zP(Xr ∈ dz)− δr
)
,
which holds for all x ∈ R.

5.3. Proof of Theorem 4. For x < 0, using the strong Markov property of U and the fact
that it is skip-free upward, we have
Ex
[
e−qκ
U
r 1{κUr <κ+a }
]
= e−qrPx(κ+0 > r) + Ex
[
e−qκ
+
0 1{κ+0 ≤r}
]
E
[
e−qκ
U
r 1{κUr <κ+a }
]
.
Since
{
Xt, t < τ
+
0
}
and
{
Ut, t < κ
+
0
}
have the same law under Px when x < 0, we obtain
Ex
[
e−qκ
U
r 1{κUr <κ+a }
]
= e−qrPx(τ+0 > r) + Ex
[
e−qτ
+
0 1{τ+0 ≤r}
]
E
[
e−qκ
U
r 1{κUr <κ+a }
]
. (29)
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For 0 ≤ x ≤ a, using the strong Markov property again, we get
Ex
[
e−qκ
U
r 1{κUr <κ+a }
]
= Ex
[
e−qκ
−
0 EU
κ
−
0
[
e−qκ
U
r 1{κUr <κ+a }
]
1{κ−0 <κ+a }
]
Using the fact that
{
Yt, t < ν
−
0
}
and
{
Ut, t < κ
−
0
}
have the same law under Px when x ≥ 0
and injecting (29) in the last expectation, we have, for all x ∈ R
Ex
[
e−qκ
U
r 1{κUr <κ+a }
]
= e−qrEx
[
e−qν
−
0 1{ν−0 <ν+a }
]
− e−qrEx
[
e−qν
−
0 PY
ν
−
0
(τ+0 ≤ r)1{ν−0 <ν+a }
]
+ E
[
e−qκ
U
r 1{κUr <κ+a }
]
Ex
[
e−qν
−
0 EY
ν
−
0
[
e−qτ
+
0 1{τ+0 ≤r}
]
1{ν−0 <ν+a }
]
.
For x = 0 and using the last equation
E
[
e−qκ
U
r 1{κUr <κ+a }
]
=
e−qrE
[
e−qν
−
0 1{ν−0 <ν+a }
]
− e−qrE
[
e−qν
−
0 PY
ν
−
0
(τ+0 ≤ r)1{ν−0 <ν+a }
]
1− E
[
e−qν
−
0 EY
ν
−
0
[
e−qτ
+
0 1{τ+0 ≤r}
]
1{ν−0 <ν+a }
]
where, from (23),
E
[
e−qν
−
0 EY
ν
−
0
[
e−qτ
+
0 1{τ+0 ≤r}
]
1{ν−0 <ν+a }
]
=
∫ ∞
0
e−qr
(
W (q) (z)− W
(q) (0)
W(q) (a)
w(q) (a;−z)
)
z
r
P (Xr ∈ dz)
and, from (24),
E
[
e−qν
−
0 PY
ν
−
0
(τ+0 ≤ r)1{ν−0 <ν+a }
]
=
∫ ∞
0
(
W (z)− W
(q) (0)
W(q) (a)
W(q,−q)a,δ (a+ z)
)
z
r
P (Xr ∈ dz) .
With the help of (18), of (19) with y = 0, and since W(0) > 0, we obtain
E
[
e−qκ
U
r 1{κUr <κ+a }
]
=
−e−qrW(q)(0)
W(q)(a)
Z
(q) (a) + e−qr
∫∞
0
W(q)(0)
W(q)(a)
W(q,−q)a,δ (a+ z) zrP (Xr ∈ dz)
W(q)(0)
W(q)(a)
∫∞
0 e
−qrw(q) (a;−z) zrP (Xr ∈ dz)
= 1−
Z
(q) (a) +
∫∞
0
(
w(q) (a;−z)−W(q,−q)a,δ (a+ z)
)
z
rP (Xr ∈ dz)∫∞
0 w
(q) (a;−z) zrP (Xr ∈ dz)
.
(30)
Then
eqrEx
[
e−qκ
U
r 1{κUr <κ+a }
]
= Z(q) (x)− Z(q) (a) W
(q) (x)
W(q) (a)
−
∫ ∞
0
(
W(q,−q)x,δ (x+ z)−
W
(q) (x)
W(q) (a)
W(q,−q)a,δ (a+ z)
)
z
r
P (Xr ∈ dz)
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+ E
[
e−qκ
U
r 1{κUr <κ+a }
] ∫ ∞
0
(
w(q) (x;−z)− W
(q) (x)
W(q) (a)
w(q) (a;−z)
)
z
r
P (Xr ∈ dz)
= Z(q) (x) +
∫ ∞
0
(
w(q) (x;−z)E
[
e−qκ
U
r 1{κUr <κ+a }
]
−W(q,−q)x,δ (x+ z)
) z
r
P (Xr ∈ dz) .
When X has paths of unbounded variation, we can use the same approximation procedure
as in the proof of Theorem 2. The details are left to the reader.
Identity (ii) follows from (i) by taking limit. Indeed, we have
lim
a→∞Ex
[
e−q(κ
U
r −r)1{κUr <κ+a }
]
= lim
a→∞E
[
e−qκ
U
r 1{κUr <κ+a }
] ∫ ∞
0
w(q) (x;−z) z
r
P (Xr ∈ dz)
+ Z(q) (x)−
∫ ∞
0
W(q,−q)x,δ (x+ z)
z
r
P (Xr ∈ dz) ,
and, from (30),
lim
a→∞E
[
e−qκ
U
r 1(κUr <κ
+
a )
]
= lim
a→∞
−Z(q) (a) + ∫∞0 W(q,−q)a,δ (a+ z) zrP (Xr ∈ dz)∫∞
0 w
(q) (a;−z) zrP (Xr ∈ dz)
.
As shown before, we have
lim
a→∞
w(q)(a;−z)
W(q)(a)
= −δW (q) (z) + eϕ(q)z
(
1− δϕ (q)
∫ z
0
e−ϕ(q)yW (q) (y) dy
)
,
Then
lim
a→∞
∫ ∞
0
w(q)(a;−z)
W(q)(a)
z
r
P (Xr ∈ dz)
=
∫ ∞
0
(
1− δϕ (q)
∫ z
0
e−ϕ(q)vW (q) (v) dv
)
eϕ(q)z
z
r
P (Xr ∈ dz)− δeqr.
Finally, from the definition of W(q,−q)a,δ , using Lebesgue’s dominated convergence theorem and
performing an integration by parts,
lim
a→∞
−Z(q) (a) + ∫∞0 W(q,−q)a,δ (a+ z) zrP (Xr ∈ dz)
W(q)(a)
= − q
ϕ (q)
+ lim
a→∞
∫ ∞
0
(
W
(q) (a+ z)− δW (z)W(q) (a)
W(q)(a)
)
z
r
P (Xr ∈ dz)
+ lim
a→∞
∫ ∞
0
z
r
P(Xr ∈ dz)
∫ z
0
(
qW (z − y)− δW ′ (z − y))W(q) (a+ y)
W(q) (a)
dy
= − q
ϕ (q)
− δ +
∫ ∞
0
eϕ(q)z
(
1 + (q − δϕ (q))
∫ z
0
e−ϕ(q)yW (y)dy
)
z
r
P(Xr ∈ dz).
To prove (iii), we use first the strong Markov property and the fact that U has only down-
ward jumps to get
Px(κ
U
r =∞) = Px(κ+a < κUr )Pa(κUr =∞),
which yields
Px(κ
+
a < κ
U
r ) =
Px(κ
U
r =∞)
Pa(κUr =∞)
.
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Using the change of measure dP
Φ(q)
x
dPx
= eΦ(q)(Xt−x)−qt on Ft and using (14), we get
V (q)(x) := eΦ(q)xPΦ(q)x (κ
U
r =∞)
=
(
E
Φ(q) [X1]− δ
)
+
∫∞
0 e
−Φ(q)zw(q)(x;−z)zPΦ(q)(Xr ∈ dz)∫∞
0 zP
Φ(q)(Xr ∈ dz)− δr
=
(
E
Φ(q) [X1]− δ
)
+
∫∞
0 w
(q)(x;−z)zP(Xr ∈ dz)∫∞
0 zP
Φ(q)(Xr ∈ dz)− δr
.
Consequently, from the Optional Stopping Theorem and from the fact that, with respect to
P
Φ(q), X and Y drift to infinity (since ψ′Φ(q)(0+) = ψ
′(Φ(q)+) > 0), we have
Ex
[
e−qκ
+
a , κ+a < κ
U
r
]
=
V (q)(x)
V (q)(a)
=
∫∞
0 w
(q)(x;−z)zP(Xr ∈ dz)∫∞
0 w
(q)(a;−z)zP(Xr ∈ dz)
.

Appendix A. A few analytical properties of scale functions
The q-scale function W (q), of a spectrally negative Lévy process X, is differentiable except
for at most countably many points. Moreover, W (q) is continuously differentiable if X has
paths of unbounded variation or if the tail of the Lévy measure is continuous, and it is twice
continuously differentiable on (0,∞) if σ > 0. The initial values of W (q) and W (q)′ are given
by
W (q)(0+) =
{
1/c when σ = 0 and
∫ 1
0 zΠ(dz) <∞,
0 otherwise,
W (q)′(0+) =


2/σ2 when σ > 0,
(Π(0,∞) + q)/c2 when σ = 0 and Π(0,∞) <∞,
∞ otherwise.
On the other hand, when ψ′(0+) > 0, the terminal value of W is given by
lim
x→∞W (x) =
1
ψ′(0+)
.
It is also well known that
lim
x→∞
Z(q)(x)
W (q)(x)
=
q
Φ(q)
.
Finally, recall the following useful identity taken from [15]: for p, q ≥ 0 and x ∈ R,
(q − p)
∫ x
0
W
(p)(x− y)W (q)(y)dy
= W (q)(x)−W(p)(x) + δ
(
W (q)(0)W(p)(x) +
∫ x
0
W
(p)(x− y)W (q)′(y)dy
)
, (31)
where W(q) is the q-scale function of the spectrally negative Lévy process Y = {Yt = Xt −
δt, t ≥ 0}. Note that when δ = 0, we recover a special case first obainted in [14]:
(q − p)
∫ x
0
W (p)(x− y)W (q)(y)dy = W (q)(x)−W (p)(x). (32)
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