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Re´sume´ – La synthe`se d’un filtre spatial (sonar) ou d’un diagramme de rayonnement (radar) est un sujet maintes fois e´tudie´. On conside`re le
cas d’une antenne line´aire dont le nombre d’e´le´ments rayonnants est fixe´ et on veut synthe´tiser un diagramme dont le lobe central est dirige´ par
le travers avec un gain unite´ et le niveau des lobes secondaires le plus bas possible. Seul le nombre d’e´le´ments est fixe´, on optimise a` la fois leurs
positions et les courants a` leur appliquer. A notre connaissance ce proble`me n’a jamais e´te´ aborde´. Pour une largeur de lobe principal raisonnable,
l’antenne optimale est une antenne a` e´le´ments e´quire´partis et sans trou. Ce n’est que quand le lobe principal souhaite´ est particulie`rement e´troit
que l’antenne optimale est d’ouverture plus grande et donc a` trous car les e´le´ments sont toujours place´s sur une grille re´gulie`re.
Abstract – The synthesis of optimal narrow main beam (toward broadside) low sidelobe level linear array is addressed. Only the number of
radiating elements of the linear array is constrained. Their positions and the weightings of the elements are left free. To our knowledge this
problem has never been addressed from a theoretical point of view. If the desired main lobe width is reasonably narrow with respect to the
number of elements, the optimal array has equispaced elements with no holes. It is only when the main lobe width is quite small that a larger
aperture is beneficial and that some holes appear in an otherwise equispaced array.
1 Introduction
On se place dans le cadre d’un proble`me de synthe`se de dia-
gramme de rayonnement, a` l’e´mission et dans le domaine radar.
Dans le domaine sonar et en re´ception, cela correspondrait a` la
synthe`se d’un filtre spatial en bande e´troite et champ lointain.
On veut synthe´tiser un diagramme de rayonnement optimal,
dans un sens a` pre´ciser, en optimisant les positions et les cou-
rants a` appliquer a` N e´le´ments rayonnants omnidirectionnels
(mono fre´quence) sur une barrette line´aire. Si on note wk le
courant applique´ a` la source k dispose´e a` la position xk (me-
sure´e en longueur d’onde), le diagramme de rayonnement en
champ lointain pour une antenne line´aire a`N sources est donne´
par le module de
W (u) =
N∑
1
wk exp(2ipiuxk), avec u = sinϕ,
ou` ϕ est la direction mesure´e par rapport au travers de l’antenne
line´aire.
Comme nous conside´rons un cas ou` le diagramme souhaite´
est syme´trique par rapport au travers de l’antenne, on peut, sans
perte de ge´ne´ralite´, se restreindre a` une antenne (de ge´ome´trie)
syme´trique et de ponde´rations syme´triques et re´elles wk. On a
alors
W (u) = 2
n∑
1
wk cos(2piuxk), si N = 2n
W (u) = w0 + 2
n∑
1
wk cos(2piuxk), si N = 2n+ 1.
Dans la suite, pour fixer les ide´es et simplifier les notations
nous prendrons principalement le cas N = 2n et donc d’une
antenne line´aire n’ayant pas d’e´le´ment central.
Nous conside´rons par ailleurs que le diagramme souhaite´ est
du type Dolph-Tchebycheff : un diagramme syme´trique avec
un gain unite´ par le travers, un lobe principal plutoˆt e´troit et
des lobes secondaires les plus bas possibles. Soit ϕs la demi-
largeur du lobe principal souhaite´e et us = sinϕs, le proble`me
d’optimisation a` re´soudre est
min
x, w
‖W (u)‖∞, ∀u ∈ (us, 1) sous W (0) = 1, (1)
ou` x de´signe le vecteur dont les composantes donnent les posi-
tions en longueur d’onde de la moitie´ des e´le´ments rayonnants
(on comple`te par syme´trie) et w le vecteur des ponde´rations
(courants) a` appliquer a` ces e´le´ments. On peut remarquer la
de´finition spe´cifique utilise´e pour caracte´riser la largeur du lobe
principal, la partie du diagramme ou` le rayonnement exce`de le
niveau des lobes secondaires.
Pour x fixe´, ce proble`me est convexe et on peut le re´soudre
de fac¸on approche´e, mais avec une pre´cision arbitraire, en le
transformant en un programme line´aire. Quand l’optimisation
porte a` la fois sur w et x, le proble`me n’est plus convexe et
donc difficile a` re´soudre. Nous allons montrer que dans ce cas
les positions xk optimales des e´le´ments rayonnants sont sur une
grille. Au lieu d’optimiser sur Rn on optimise alors sur Nn, un
gain e´norme meˆme si une recherche exhaustive reste impos-
sible. Dans la pratique, on peut se restreindre a` une recherche
exhaustive sur un sous-ensemble de points re´duits.
2 De´veloppement
2.1 Ge´ome´trie fixe´e
Quand la ge´ome´trie x de l’antenne est fixe´e, on optimise uni-
quement par rapport a` w et en discre´tisant le domaine (us, 1)
enm≫ n points, le proble`me d’optimisation (1) peut se re´crire
min
ρ, w
ρ, sous aT
0
w = 1, ‖Aw‖∞ ≤ ρ, (PL)
avec ai,j = 2 cos(2piuixj), i ∈ {1, m}, j ∈ {1, n} et
W (0) = 1 est devenu aT
0
w = 1.
Ce proble`me se transforme sans difficulte´ en un programme
line´aire (PL). Bien entendu, on obtient une solution approche´e
du proble`me initial (1) a` cause de la discre´tisation, mais en aug-
mentant m on peut approximer le proble`me initial avec une
pre´cision arbitraire.
On peut maintenant utiliser les the´ore`mes ge´ne´raux de la
programmation line´aire [1] et les appliquer au proble`me ci-
dessus mis sous forme d’un PL standard. On en de´duit qu’a`
l’optimum ge´ne´riquement n contraintes ine´galite´s sont actives
et que par conse´quent sur les m multiplicateurs de Lagrange
associe´s aux contraintes ine´galite´s ‖Aw‖∞ ≤ ρ seuls n sont
non nuls a` l’optimum.
D’un point de vue physique, cela signifie que les lobes se-
condaires atteignent leur valeur maximale ρ en exactement n
points sur le demi horizon conside´re´. Plus ge´ne´ralement, on
peut conside´rer qu’avec N = 2n e´le´ments rayonnants place´s
syme´triquement on n’a que n degre´s de liberte´. Le gain unite´
par le travers (aT
0
w = 1) fixe la phase et le niveau de re´fe´rence
par rapport auquel on mesure le niveau maximal ρ des lobes se-
condaires et ne consomme donc aucun degre´ de liberte´. Il reste
par conse´quent n degre´s de liberte´ a` fixer et cela est fait en don-
nant les n valeurs uik , k = 1, .., n pour lesquels W (u) = ±ρ.
De fac¸on tre`s concre`te, si on connait ces n valeurs on peut ex-
traire de la matrice A de dimension m × n de´finie dans (PL)
une sous-matrice A¯ carre´e d’ordre n et on alors un syste`me de
n+1 e´quations {A¯w = ±ρ, aT
0
w = 1} en les n+1 inconnues
{w, ρ} qui caracte´risent l’optimum.
Quand on optimise e´galement par rapport a` x, il ne s’agit
plus d’un PL et la the´orie ne s’e´tend pas facilement. Avant
d’introduire x, on propose alors de re´crire le proble`me d’op-
timisation (PL) sous la forme e´quivalente
min
w
‖Aw‖∞, sous a
T
0
w = 1, (2)
et comme ce proble`me est convexe, les conditions ne´cessaires
du premier ordre sont aussi des conditions suffisantes.
Lemme 1. Le point w est un optimum de (2) si et seulement
si, en posant r = Aw
∃ v ∈ ∂‖r‖∞ ∋ A
T
v = ρ a0 avec ρ = w
TATv. 2 (3)
On rappelle [2] que ∂‖r‖∞ est un ensemble de vecteurs v,
les sous-gradients :
∂ ‖r‖∞ = {v| |ri| = ‖r‖∞ ⇒ rivi ≥ 0, |ri| < ‖r‖∞
⇒ vi = 0, ‖v‖1 = 1 if r 6= 0, ‖r‖1 ≤ 1 else}
ou` zi de´signe la i-e`me composante de z. Comme il s’agit du
meˆme proble`me d’optimisation, il y bien suˆr un lien entre les
conditions d’optimalite´. Le sous-gradient v qui convient est le
vecteur des multiplicateurs de Lagrange associe´s aux contraintes
ine´galite´s de (PL) dont nous avons indique´ qu’il avait n com-
posantes non nulles.
2.2 Ge´ome´trie arbitraire
Si on optimise e´galement par rapport aux positions xj des
n sources de la demi-antenne, les composantes de x, le pro-
gramme line´aire devient inutilisable et sa the´orie e´galement,
mais on peut e´tendre la formulation (2) qui devient
min
w, x
‖A(x)w‖∞, sous a
T
0
w = 1, (4)
et ses conditions d’optimalite´, qui ne sont plus que ne´cessaires.
Lemme 2. Si {w,x} est un optimum de (4) alors il existe un
sous-gradient v ∈ ∂‖r‖∞ ou` r = Aw tel que
A(x)Tv = ρ a0 et (
∂aj
∂xj
)Tv = 0, j = 1, .. , n, (5)
ou` aj de´signe la j-e`me colonne de A et ρ = wTATv. 2
Le vecteur sous-gradient v de dimension m≫ n doit main-
tenant ve´rifier 2n contraintes line´aires (5) or nous avons vu
qu’il avait ge´ne´riquement n composantes non nulles quand la
ge´ome´trie de l’antenne e´tait fixe´e et arbitraire, voir Figure 1. Il
semble y avoir la` une impossibilite´, car avec n inconnues dans
v on ne peut satisfaire que n contraintes line´aires en ge´ne´ral.
Il peut alors se passer deux choses ⋄ les 2n e´quations line´aires
dans (5) sont de´pendantes et il n’y en a en fait que n, ⋄ v a da-
vantage de composantes non nulles pour certaines ge´ome´tries
(voir Figures 2 et 3) bien particulie`res ou autrement dit le nombre
de valeurs u ou` le diagramme de rayonnement atteint son maxi-
mum ρ peut eˆtre supe´rieur a` n.
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FIGURE 1 – Diagramme de rayonnement d’une antenne
line´aire a` N = 9 sources avec us = sinϕs = 0, 07 pour une
ge´ome´trie quelconque syme´trique. |W (u)| atteint ρ = .539 en
5 valeurs non ’syme´triques’ de u marque´es par des ⋄.
En re´alite´, ces deux possibilite´s concourent pour fournir un
optimum ou du moins un point qui satisfait les conditions ne´cessaires
de (5). Dans tous les cas, il faut que les contraintes ine´galite´s
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FIGURE 2 – Diagramme de rayonnement d’une antenne
line´aire a` N = 9 sources avec us = sinϕs = 0, 07 pour des
sources e´quidistants place´es en (0, 1, 2, 3, 4) dmax. |W (u)|
atteint ρ = .368 en 9 valeurs ’syme´triques’ de u marque´es par
des ⋄. Cette antenne satisfait les conditions ne´cessaires mais
n’est pas optimale
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FIGURE 3 – Diagramme de rayonnement d’une antenne
line´aire a` N = 9 sources avec us = sinϕs = 0, 07 pour la
ge´ome´trie optimale : des sources place´es en (0, 1, 2, 4, 5)
dmax. |W (u)| atteint ρ = .305 en 8 valeurs ’syme´triques’ de u
marque´es par des ⋄.
actives soient line´airement de´pendantes de fac¸on a` laisser des
multiplicateurs de Lagrange (des composantes de v) disponibles
pour satisfaire le second jeu d’e´quations line´aires dans (5).
Pour des ge´ome´tries d’antenne bien particulie`res le nombre
de composantes non nulles dans v ∈ ∂‖r‖∞, qui est aussi le
nombre de contraintes ine´galite´s actives dans ‖A(x)w‖∞ ≤ ρ
(PL), exce`de n et peut parfois atteindre 2n. Comme par ailleurs
le nombre d’e´quations inde´pendantes parmi ces contraintes ac-
tives ne de´passent jamais n (car (PL) n’aurait pas de solution),
l’exce´dent permet de satisfaire les e´quations inde´pendantes parmi
les n dernie`res dans (5).
Ce re´sultat est somme toute logique. Dans le paragraphe
pre´ce´dent, en adaptant les n composantes de w on rend ac-
tives n contraintes, comme ici on rajoute n degre´s de liberte´
dans x, il est normal que l’on puisse rendre actives jusqu’a` n
contraintes supple´mentaires a` l’optimum, meˆme si comme on
vient de le noter ces contraintes sont alors redondantes.
3 Le cas d’une antenne a` trois e´le´ments
L’e´tude qui pre´ce`de donne des indications sur les ge´ome´tries
d’antennes line´aires susceptibles d’eˆtre optimales. Pour pro-
gresser dans la recherche, nous allons re´soudre le cas N=3. Un
des e´le´ments est a` l’origine et les deux autres place´s syme´triquement,
il y a donc trois inconnues, une position x (ou x1) et deux
ponde´rationsw0 etw1. Le diagramme de rayonnement est donne´
par la valeur absolue de
W (u) = w0 + 2w1 cos(2piu x).
Le graphe de W (u) est un cosinus sure´leve´. La fonction est
pe´riodique de pe´riode 1/x. Pour w0 et w1 positifs, elle admet
un maximum en u = 0 qui correspond au travers de l’antenne,
les autres maximums sont en u = k/x avec k entier. Seule
la partie qui correspond a` |u| ≤ 1 est a` prendre en compte,
puisque puisque u = sinϕ et u = ±1 correspond a` ϕ = ±pi/2.
Par ailleurs, e´tant donne´ le diagramme souhaite´, seule une par-
tie d’une pe´riode de W (u) est a` conside´rer de part et d’autre de
l’origine et on a donc |x| ≤ 1. Dans la suite, par syme´trie, on
se restreint a` u ∈ [0, 1] et x ∈]0, 1[.
Avec la de´finition utilise´e pour la largeur du lobe principal
et pour x fixe´ et suffisamment petit pour que le maximum en
1/x soit bien au dela` de u = 1, on devine que l’optimum cor-
respond au cas ou` le maximum ρ des lobes secondaires est at-
teint simultane´ment (en valeurs absolues) en us = sinϕs et en
um = 1/(2x) la demie pe´riode.
En rajoutant la contrainte e´galite´ (gain unite´ par le travers),
on a 3 e´quations a` 3 inconnuesw0, w1 et ρ qui donne l’optimum
de (LP) :
W (0) = w0 + 2w1 = 1,
W (us) = w0 + 2w1 cos(2pixus) = ρ, (6)
W (um) = w0 − 2w1 = −ρ.
On en de´duit notamment :
ρ =
1 + cos(2pixus)
3− cos(2pixus)
.
Il reste maintenant a` minimiser ρ a` l’aide de x ∈]0, 1[. On
ve´rifie que ρ de´croıˆt quand la pe´riode 1/x diminue. La plus pe-
tite valeur admissible pour la pe´riode est atteinte quandW (1)=ρ
et 1/x = 1 + us
En posant dmax = 1/(1 + us), l’antenne a` 3 e´le´ments opti-
male est une antenne a` e´le´ments e´quidistants se´pare´s de dmax.
Cet optimum a e´te´ obtenu avec un peu de ge´ome´trie et d’ana-
lyse, on va maintenant ve´rifier qu’il satisfait les conditions du
paragraphe pre´ce´dent.
On observe que si on utilise le (PL) avec x = xopt = 1/(1+
us) (l’antenne optimale) il y a trois contraintes actives dans
‖Aw‖∞ ≤ ρ en u = us, 1/(2x) et u = 1 au lieu des 2
attendues ce qui donnent 3 multiplicateurs de Lagrange non
nuls (3 composantes de v non nulles). Les 3 contraintes sont
redondantes et se re´duisent a` 2. On a

1 2 cos(2pixoptus)
1 −2
1 2 cos(2pixopt)

 w = ρopt


1
−1
1

 ,
ou` les e´quations 1 et 3 sont identiques. Si on passe maintenant
a` (4) en conside´rant que l’on optimise e´galement par rapport a`
x, les conditions (5) e´crites en x = xopt ou` 3 composantes de
v sont non nulles, deviennent


1 1 1
2 cos(2pixoptus) −2 2 cos(2pixopt)
−2pius sin(2pixoptus) 0 −2pi sin(2pixopt)

 v =


ρopt
2ρopt
0

 ,
et on ve´rifie que ce syste`me a bien une solution v ∈ ∂‖r‖∞ en
ρopt = (1 + cos(2pixoptus))/(3− cos(2pixoptus)).
Sur cet exemple, on a vu apparaitre
dmax =
1
1 + us
,
c’est la seule distance entre capteurs pour laquelle le nombre de
contraintes actives dans (PL) passe de 2 a` 3 pour cet exemple
simple. Cette distance dmax intervient aussi dans le cas ge´ne´ral.
4 Le cas ge´ne´ral
Le diagramme de rayonnement est donne´ par la valeur ab-
solue d’une somme de termes de la forme cos(2piu xk). La
pe´riode en u d’un tel terme vaut Tk = 1/xk. La pe´riode d’une
somme est le plus petit commun multiple des pe´riodes indivi-
duelles. Pour avoir un nombre anormalement e´leve´ de contraintes
actives (de multiplicateurs de Lagrange non nuls), qui doivent
de plus eˆtre line´airement de´pendantes, il faut que les positions
xk des e´le´ments rayonnants, mesure´s en longueur d’onde, soient
de la forme k dmax ou (2k + 1)/2 dmax.
Nous allons ve´rifier que cette disposition garantit un double-
ment du nombre de contraintes actives.
Cas N=2n+1
Si le nombre d’e´le´ments rayonnants est impair, par syme´trie
l’un d’eux est central x0 = 0 et les autres sont dispose´s syme´tri-
quement xj = x−j et dispose´s sur la grille de points k dmax
avec k ∈ N . Pour xj = kj dmax on a alors
cos(2pi u kj
1
1 + us
) = cos(2pi (1 + us − u) kj
1
1 + us
)
et l’on a par conse´quent W (u) = W (1+us−u) ce qui garan-
tit que si une contrainte est active pour u ∈ (us, (1 + us)/2)
et il en aura une seconde dans l’intervalle ((1 + us)/2), 1) en
1 + us − u et les deux e´quations sont identiques.
Cas N=2n
Dans ce cas il n’y a pas d’e´le´ments central et pour ’doubler’
le nombre de contraintes actives, les e´le´ments doivent eˆtre 3
tous dispose´s sur la grille de points k dmax, ou 3 tous dispose´s
sur la grille de points (2k + 1)/2 dmax.
Dans le premier cas, on utilise le raisonnement fait dans le
casN impair, dans le second cas on observe que si xj = (2kj+
1)/2 dmax on a
cos(2pi u
2kj + 1
2(1 + us)
) = − cos(2pi (1+us−u) kj
2kj + 1
2(1 + us)
).
Comme les ponde´rations wj sont toutes positives, pour garantir
un maximum de W (u) en u = 0, et comme pour N=2n il
n’y a pas de terme constant dans W (u), cela implique que la
valeur absolue de W (u), aura a` nouveau un doublement des
contraintes actives puisqu’on a |W (u)| = |W (1 + us − u)|.
5 Commentaires
En re´sume´, les conditions e´nonce´es plus haut pour N pair
ou impair garantissent que |W (u)| sera syme´trique par rap-
port a` (1 + us)/2 dans l’intervalle (us, 1) ce qui a pour effet
de ’doubler’ le nombre de contraintes actives dans ce domaine
tout en garantissant que les e´quations line´aires associe´es seront
de´pendantes exactement ce qui permet de satisfaire les condi-
tions ne´cessaires d’optimalite´ (5).
Ces conditions (5) ne sont que ne´cessaires, pour de´montrer
qu’un point qui les satisfait est un minimum local il faut par
exemple passer au second ordre. Il semble difficile de re´aliser
cette e´tude dans le cas ge´ne´ral. Il faut bien noter que de toute
fac¸on ces e´tudes locales ne permettent pas de conclure et de
de´signer le minimum global.
On peut observer deux tels minimas locaux dans les Figures
2 et 3. On y conside`re une antenne a` 9 e´le´ments rayonnants
dont on sait donc qu’a` l’optimum ces e´le´ments sont place´s sur
la grille k dmax.
Dans la Figure 2, les sources sont toutes e´quidistantes de
dmax et l’ouverture de l’antenne vaut donc 8dmax. Le niveau
des lobes secondaires atteint est ρ = .368. On peut montrer
que c’est le niveau le plus bas que l’on peut atteindre avec une
antenne line´aire de cette ouverture : meˆme si on augmentait
le nombre d’e´le´ments rayonnants, on ne peut faire mieux avec
une antenne de longueur 8dmax [3].
Par contre pour une antenne d’ouverture 10dmax et 9 e´le´ments,
celle conside´re´e dans la figure 3, on fait mieux et on atteint ρ =
.305. C’est (sans doute) la ge´ome´trie optimale, ce re´sultat a
e´te´ obtenue par une recherche exhaustive sur toute les antennes
syme´triques a` 9 e´le´ments de longueur maximale 40dmax.
La largeur du lobe central impose´e dans ces figures vaut
us = .07, ce qui est petit pour une antenne a` 9 e´le´ments.
Pour des largeurs de lobe principal supe´rieures a` un seuil (dont
la de´pendance en N reste a` trouver), l’antenne optimale est a`
e´le´ments e´quire´partis distants de dmax. Augmenter l’ouverture
de l’antenne en mettant des ’trous’ n’est be´ne´fique que quand
le lobe principal souhaite´ est vraiment e´troit.
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