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1. INTRODUCTION 
The development of nonlinear programming in finite-dimensional com- 
plex space of [l] is continued here. In [l], necessary conditions for optimal 
points of two classes of problems are obtained. In this paper sufficient con- 
ditions for optimal points of problems of the form 
minimize 
subject to 
(1) 
where S is a polyhedral cone, are obtained. A dual theorem, which in the case 
of linear constraints reduces to that of [6], and a converse dual theorem are 
given. 
For the case in whichf(z, Z) is quadratic and g(a, Z) is linear, the results 
given here reduce to those of [3]. When both functions are linear the duality 
results of [4] and [9], h w ere p g ro ramming in complex space was first studied, 
are obtained. 
The notation and definitions of [l] are used here and are given in Section 2. 
Results given in the preliminary section of [l] and identities from the appen- 
dix of [l] are not repeated here. In Section 3 of this paper, convexity of a 
complex-valued function with respect to a cone is defined in two equivalent 
ways. It is then shown that a nonlinear analytic function of n complex variables 
cannot have convex real part with respect to R, . Therefore, problems of the 
first class considered in [l], i.e., problems of the form 
minimize Ref (4 
subject to gw E ST 
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where f(z) and g(z) are analytic cannot satisfy the convexity requirements 
needed here. Thus sufficiency and duality theorems are given only for pro- 
blems of the form (1). In Sections 4 and 5, the sufficiency and saddle point 
theorems of the Kuhn and Tucker [8] type are obtained. Dual convex pro- 
grams (in the sense of Wolfe [I I] and Hanson [5]) are considered in Section 6 
and examples are given in the final section. 
2. PRELIMINARIES 
2.1. Notation 
Cn[Rn] - n-dimensional complex [real] vector space 
Cmxn[Rmxn] - m x n complex [real] matrices 
R+” = {x E Rn : x’i > 0 (i = l,..., n)} - nonnegative orthant of Rn 
N > y denotes x - y E Rfn, for x, y E Rn. 
For A = (uij) E CnrXn, 
A = (Uij) - conjugate 
AT = (uji) - transpose 
-qH G 2iT - conjugate transpose. 
For .Y = (xi) E C”, y E C”, 
(x, y) = yH.v - inner product of x and y 
X = (xi) - conjugate 
Re x = (Re xi) E R” - realpart 
Im x = (Im xi) E R” - imaginary part 
arg s = (arg xi) - argument of X. 
For a subspace L C C”, 
L’ = {y E C” : 1 EL 3 (y, 1) = 0} - orthogonal complement of L. 
For a nonempty set S C C”, 
S* = {y E C” : x E S 3 Re( y, x) 3 0} - dual (also polar) of S. 
For a nonempty set S C R”, 
S* = (y E R” : x E S ti (x, y) 3 0} 
w E S[ C R” x Rn is a polyhedral cone (see Definition 2.2(c)) 
in R” x R” when S is a polyhedral cone 
in C”. 
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For an analytic function f : C” ---f C and a point a0 E C” 
i = I,..., n-gradient off at z”. 
For a complex function f(d, ~3’) analytic in the 2n variables (zLJ, ~3) at the 
point (so, x”) E C” X C”, 
3f v73f(Zo, 2) = (- 
%Wil 
(zO, z”) , ) i = l,..., n 
and 
r,f (9, 2) = ( & (zO,20)) , i= 1 )..., n. 1 
For an analytic function f : Cn - P’, 
D,g(zO)=(&aO)), i= l,..., m; j= l,..., n. 
Similarly, for a function g : Cn x 0 -+ Cm analytic in the 2n variables 
(wl, wz) at (9, z”) E Cn x P, 
r 
D,g(.zO, 2) = ( * (zO, z”) , 1 i = l,..., m; j = I,..., n 3 
and 
Dig(~o, z”) = ( sgi (z”, 2)) , p i= 1 >***, m; j = I,..., 71. , 
Also 
D,Tg(zO, 2) = (D,g(zO, iqy, 
2.2. Dejinitions 
D,ffg(zO, 2) = (D,g(zO, i?J))ff. 
A nonempty set S C C” is 
(a) convexifO,(X<l~XS+(l--A)SCS, 
(b) a cone if 0 < h 5 hS C S, 
(c) a poZyhedraZ cone if, for some positive integer k and A E CnXk, 
S = AR,k = (As : .r E Rtk}, 
i.e., S is generated by finitely many vectors (the columns of A). 
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The following results are needed in the sequel: 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
A polyhedral cone in C” is a closed convex cone. 
A nonempty set S C C” is a closed convex cone if and only if S == S* * 
(for proof, see, e.g., [4, Theorem 1.51). 
If S, T are polyhedral cones, then S :< T is a polyhedral cone. 
For any nonempty sets S, T : (S x T)* = S* x T*. 
Let A E Px”, 6 E Pi and S C Cn a polyhedral cone. Then the follow- 
ing are equivalent: 
(a) ~ZN = b, x E S is consistent. 
(b) AHy E S* * Re(b, y) 3 0 [4, Theorem 3.51. 
The nonnegative orthant R+” is a self-dual set in Rn : (R+n)* = R=. 
Let S be a polyhedral cone in P. Then S is the intersection of 
finitely many closed halfspaces, each including the origin in its 
boundary: 
S= fi K,, 
k=l 
where 
Huk = {z E Cn : Re(z, UJ >, O}. 
(proved similarly to the real case, e.g., [12]). 
2.10 Let 
be a polyhedral cone in C” or R” and let .z E S. Then S(z”) is defmed 
to be the intersection of those closed half spaces Hu, which include Zo 
in their boundaries, i.e., 
where 
SW = n Hu, 
kEB(ZO) 
B(zO) = {k : Re(zO, u,) = O}. 
If a0 is in the interior of S, then S(z”) = C”. 
2.11 Let+ # SC TCP. Then T*CS*. 
2.12 Let {Si : i = l,..., p} be closed convex cones in C”. Then 
( 1 /i Si * = cl i Si* (follows from [4, Corollary 1.71). i=l i=l 
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3. CONVEXITY 
To obtain the sufficiency, duality and saddlepoint theorems of Sections 4, 
5 and 6, convexity of a complex-valued function is defined with respect to a 
closed convex cone. 
DEFINITION. The function g : CZn --+ C”’ is convex with respect to the 
closed convex cone S on the manifold Q = {(wl, w”) E C2n : w2 = p} if for 
anyzrandzsand0 <,h < 1, 
hg(21,z’) + (1 - h) g(2?, z”) - g(kzl + (1 - X) 9, k? + (1 - h) 2) E s. 
(2) 
When g(d, w2) is analytic, a condition equivalent to (2) is 
g(21, 2) - g(22,z”) - D,o(22,x”) ( 21 - 2”) - oeg(22, 2) (2 - 2) E s. (3) 
Similarly a function f : C” + Cm is convex with respect to S if for any 
9 and .z2 and 0 < h < 1, 
(2’) 
If f : C” + Cm is analytic, (2’) is equivalent to 
f (9) -f (2) - D, f (2) (72 - 22) E s. (3’) 
When referring to the objective function of a programming problem, 
convexity of the real part will be of interest. Thus if T is a closed convex 
cone in R”, the real part of g : C2n --f Cm is convex with respect to T on the 
manifold Q = {(ml, w”) E C2n :w2=wT}if,foranyz1andz2andO<h=1, 
X Re g(z, Z) + (1 - X) Re g(z2, z”) 
(4) 
- Re g(hal + (1 - h) z2, k? + (1 - h) z”) E T. 
When g(wl, ws) is analytic, a condition equivalent to (4) is 
Re[g(zl, 2) - g(z2, z”) - D,g(x2, z”) (.z’ - z”) - Dzg(z2, 2) (z’, z”)] E T. 
(5) 
With T = R+Q”, (5) is the definition of convexity of a complex-valued function 
given by Hanson and Mond in [6]. Definitions of convexity of the real part of 
a function f : Cn + Cm are obtained from (4) and (5) by replacing g(z, Z) with 
f(z) and noting that Oz f (z) = 0. 
A function will be called concave with respect to a closed convex cone S if 
it is convex with respect to -S = {z : - z E S}. 
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For the sufficient!- and duality theorems of the nest sections convexity 
of the real part of the objective functions with respect to R, is required. It 
will now be shown that if the real part off : C’< ---f C is convex in the ordinarv 
sense, i.e., with respect to R, , then f(z) = az + b where a and b are con- 
stants. Thus in Sections 4, 5 and 6 only problems of the second class dis- 
cussed in [I], i.e., problems of the form (1) will be considered. 
Let Y(Z) be analytic and have convex real part with respect to R, in a con- 
vex neighborhood of z”. Then (5) implies 
Re[r(z) - ~(2) - Yz7r(zo) (z - z”)] 2 0. (6) 
Therefore, C,r(zO) = 0 implies that z” is a local minimum of Re Y(Z). 
Supposef(z) is analytic and has convex real part with respect to R, in a 
neighborhood of x0. Define h(z) --f(z) - V,‘f(z”) z. Then h(z) is analytic 
and has convex real part with respect to R, in a neighborhood of z”. There- 
fore Re h(z) has a local minimum at z O. Hence e+(*) has maximum modulus 
at z”, which implies by the maximum modulus theorem that e@(:) is con- 
stant. Therefore, h(z) is constant, i.e., 
f(z) - Tz’f(z”) z = b and f(n) = Yzrf(zo) x + b. 
As previously mentioned, this does not rule out convexity of “functions” 
of z and Z, i.e., of functions defined on the manifold {(WI, w”) E Can : wO” = 2). 
For example, if g(z, Z) = ZZ, then for 0 .< A <. 1 
Xg(.$, z’) + (1 - h) g(z”, 2) - g(hz’ + (1 - h) 9, x2 + (1 - A) z’) 
= X(1 - X) 1 22 .- 21 I2 3 0 
and, therefore, g(z, Z) = zz is convex with respect to R, . 
4. SUFFICIENCY 
THEOREM 1. Let f : P - C be analytic and have convex real part with 
respect to R, on the manifold Q = ((wl, w2) E Czn : w2 = w’}. Let g : Czn + Cnl 
be analytic and be concave with respect to S on the manifold Q where S is a 
closed convex cone in C” . A suficient condition for (z”, Lo) to be an optimalpoint 
of (1) is the existence of a u” E S* such that 
and 
Re(uO, g(zO, z”) = 0 (7) 
V,f($, z") -+ C,-f(zO, 2) = D,lg(zO, 2) 22 + Lpg(zO, 2) u". (8) 
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proof. Let z be any other feasible point, i.e., let g(z, 5) E S. Since u” E S*, 
Re(uO, g(z, 2)) 3 0. Therefore, the definition (5) of convexity of f(~, 2) 
implies 
Ref(z,%)>Ref(.P,~) +Re(K’,f(z’,?‘)z-2) 
+ Re(Vz f (.z”, s?‘), z - 2”) - Re(uO, g(z, X)). 
(9) 
Concavity of g(z, Z) with respect to S and U’ E S* imply 
Re(uO, g(z, z)) < Re(uO, g(zO, 2)) + Re(uO, D,g(z’, 2) (z - z”)) 
+ Re(uO, Dzg(zo, 2) (% - 2)). 
Combining (9), (10) and (7) yields 
Ref (z, Z) > Ref (z”, z”) + Re(O, f (z”, 2) -I- czf (x0, s), 5 - 2) 
(11) 
- Re(DzTg(zo, x”) z? + DzHg(zo, .?‘) u’, z - 2) 
which with (8) gives 
Ref(.zO, z”) < Ref(z, 2). 
By identity (A34) of [l], the left hand side of (8) may be replaced by 
2C,fR(z”, z”) h’ h w IC is sometimes a more convenient form. 
5. SADDLEPOINT EQUIVALENCE 
Define the Lagrangian of (1) by 
L(x, Z, u) = Re f (z, 2) - Re(u, g(z, 2)). (12) 
THEOREM 2. Let F : C2n + C and g : C2n + C” in (1) satisfy the hypo- 
thesis of Theorem 1. Let S be a polyhedral convex cone in 0”. Assume the con- 
straint quali$cation as dejined in [l] holds at the optimal point of (1). Then 
(.zO, 2) is an optimal point of (1) if and only <f there exists a u” E S* such that 
L(z, z, 24”) 3L(zO, 2, u”) >L(zO, 2, u) for all z E Cn and all u E S*. 
(13) 
Proof. Only if: If (z”, x”) is an optimal point of (l), Theorem 3 of [l] 
implies the existence of a u” E S* such that Re(uO, g(z”, z”)) = 0. Hence 
L(z0, 3, 24”) 3 L(z0, 3, 24) for all 21 E S*. (14) 
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Using the definitions of convexity of both Ref(z, 5) and g(z, Z) gives for any 
(2, Z) E C”” 
L(z, z, 24”) - L(x0, 2, 24”) 
3 Re(V,f(zO, Go) + \;;f(zO, z”), z - 2”) 
- Re(DzHg(zo, go) u” + Dzrg(zo, z”) 2, z - z”). 
Thus by Theorem 3 of [l], 
L(z, 5, 24”) > L(z0, 2, 24”). 
(15) 
If: Now assume (13) holds for all .z E C” and all u E S”. The second inequality 
implies 
Re(u - u”, g(nO, z”)) 3 0, for all u E S*. (16) 
Letting u = w + u. , (16) yields 
Re(w, g(fl, 2)) 3 0, for all w E S*. (17) 
Therefore, g(x”, z”) E S* * and since S** = S (1.5 of [4]), (z”, x”) is feasible 
point of (1). Putting u = 0 in (16) and noting that u” E S* and g(z”, z”) E S 
gives 
Re(u”, g(9, z”)) = 0. (17) 
Thus the first inequality of (13) yields for any feasible point (z, Z) 
Ref(x, JZ) 3 Ref(z, Z) - Re(uO, g(z, 5)) 3 Ref(z”, 2). 
6. DUALITY 
Assume f(z, Z) and g(x, Z) in (1) satisfy the hypothesis of Theorem 1. 
A dual of (1) in the sense of Wolfe [ 1 l] is 
maximize 
Ref(w, w) - Re(u, g(w, w)) 
subject to (18) 
V,f(z, 5) + V~f(.z, 5) = D,Tg(w, a> 2% + W&9 a> u, UEP. 
THEOREM 3. Let f(z, Z) and g(z, Z) in (1) satisfy the hypothesis of Theo- 
rem l.Letzbeafeasiblepointof(l)andl t( e w, u)beafemiblepointof (18). Then 
Re f (z, Z) > Re f (w, W) - Re(u, g(w, a)). (19) 
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Zf z0 is an optimal point of (1) then there is a u” E S* such that (z”, u”) is optimal 
for (18). 
Proof. Since g(z, Z) E S and u E S*, 
Re f (z, Z) - Re f (w, W) + Re(u, g(w, W) 
3 Re f (2, X) - Re f (w, W) + Re(u, g(w, U) - g(s, %)). 
(20) 
Applying convexity of the Re f (z, Z) and g(z, z), the right hand side of (20) 
is greater than 
Re(V, f (w, W) + VZf (w, W), z - W) - Re(D,*g(w, 9) J 
+ Iyg(w, a) 24, % - W) 
which is equal to zero by the constraint of (18). 
To prove the second part, let a0 be an optimal point of (1). Then by 
Theorem 3 of [l] there exists a no E S* such that the constraint of (18) is 
satisfied by (9, z”) an d uO. Also by Theorem 3 of Ll], Re(uO, g(z”, 2)) = 0. 
Therefore, (11) holds with equality and hence (so, 9) and u” are an optimal 
solution of (18). 
A converse dual theorem generalizing the result of Hanson [5], to complex 
space is now established. For this purpose, associate with an analytic function 
(Y: C” -+ Cn a second analytic function a! : Cm + C* defined by C(Z) = a(%). 
Alternatively, the components of I%(Z) are represented by the power series 
obtained from the power series for the components of 01(z) by replacing the 
coefficients and the point about which the function is being expanded by 
their complex conjugates. Thus if U(Z) is analytic in a neighborhood of 9, &(z) 
will be analytic in a neighborhood of 2. 
THEOREM 4. Let (z”, 2”, u”) be an optimal solution of (18), where Re f (z, X) 
and g(z, Z) satisfy the hypothesis of Theorem 1. Assume that there exists a 
function (Y : C” + C” analytic in a neighborhood of u”, such that a(u”) = z” 
and such that in a neighborhood of u”, (U(U), &(u), u) satisfies 
v’, f (a, 2) + 0, f (z, Z) = [O/&, %)I a + [M&Y 31 u. (21) 
Theta (z”, z”) is an optimal solution of (1). 
Proof. Since (CL(@), E(G), ~0) = (9, z”, u”) is an optimal solution of (18) 
and (a(u), E(U), U) satisfies (21), (“(us), G(U”), u”) is a local maximum of the 
problem 
maximize 
subject to 
Wf (44 $0 - (u, g(+), 44))l 
uES* 
(22) 
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The necessary conditions of Theorem 3 of [l] must therefore be satisfied at 
(MP), G(u”), zP), i.e., there exists a zu E S”* =- S such that 
- D,‘“(U”) r’-f‘(z”, 2) -- D,%(uo) Yzf(9, 2) + g(z0, go, 
(23) 
and 
$- D,ra(u”) uzrgg(zo, 2) 22 + Du%(uo) DzHg(zO, 2) uo = m 
Re(w, u”) = 0. (24) 
Noting that D,ar(uO) = D@(G) and using (21), we find that (23) and (24) 
become 
g(s0, 2) = w E s, (25) 
and 
Re(uO, g(z”, z”)) = 0 (26) 
Equation (25) implies that (z”, x”) is feasible for (1) and Theorem 1 implies 
that (x0, z”) is optimal for (1). 
7. EXAMPLES 
7.1. Duality in Complex Linear Programming 
Let A E CnrXn, b E C”, c E C” and let S be a polyhedral cone in P. Con- 
sider the complex linear programming problem 
minimize 
subject to 
Re bHy 
Py - c E s*. 
(27) 
Since the objective function and the constraints are linear, they are both 
convex and concave. Thus the dual according to Section 6 is 
maximize Re bHy -~ Re[uH(AHy - c)] 
subject to b = Au, UEP. 
(28) 
Using the constraint to simplify the objective function, (28) becomes 
maximize Re uHc 
subject to Au = b, ues** = s. 
(29) 
The dual problems (27) and (28) were first presented in [4]. 
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1.2. Duality in Complex Quadratic Programming 
Let BE CRY” be a positive definite Hermitian matrix. Let *-2 E Cnix’l, 
6 E C”‘, c E Cl and let SC C” and T C cl’1 be polyhedral cones. Consider 
the problem 
minimize Re($ .@B.T + c~.Y) 
subject to 9s - b E T, .T E s. 
(30) 
Problem (30) may be rewritten in the form of (I) as 
minimize 
subject to 
Re[+ xHB.x + cHx] 
(;) x - (;) E T + S. 
The constraint of (31) is linear and hence concave with respect to S. Con- 
vexity of i xHBzc with respect to R, is, from (5), equivalent to the non- 
negativity of 
z l .‘c~~Bs, - 4 .Y,~Bx, - Re[(x, - ,~a)~ Bx,] (32) 
which follows from Lemma 1 of [7]. Thus the objective function is convex 
with respect to R, , and from Section 6, it follows that the dual of (31) is 
maximize 
.A.r - b 
Re[+yHfb-( .2’ 
H ‘u 1 01 V 
subject to By + c = AHu + v 
(33) 
0 
‘: E (T x S)* = T* x S*. 
Using the constraint to simplify the objective function and rewriting the 
constraints in an equivalent form (33) becomes 
maximize Re( - 4 yHBy + bHu) 
subject to c + By - AHu E S” 
(34) 
UET*. 
The dual problems (31) and (34) were obtained in [2] by using Dorn’s 
technique of linearizing the objective function. 
7.3. Problem of the form (1) with m = II = 1. 
Consider the following: 
minimize Re i(z - Z) 
subject to 
(35) 
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The objective function is linear and hence convex and the constraint function 
is concave with respect to S. The sufficient conditions (7) and (8) become 
and 
2i = (2 - 2) ii - ztc (36) 
where 
u(2z - 22) + u(2z - zz) = 0 (37) 
UEP= W’ I 
n n 
.--~<argw<~ 
I 
which are equivalent to 
2U - 2i = Z(Ic + u) (38) 
and 
- 
al + zu = 7 (u + q* (39) 
A solution to (38) and (39) may be obtained with z = 0, but this implies, 
by (38), that u = - i which is not an element of S*. Therefore z # 0. 
Substituting the expression for (U + U) from (38) into (39) yields 
--z. u=-2. z W) 
With (40), Eq. (38) becomes 
(z - 2) (z + x - 2) = 0. (41) 
Therefore either z is real or Re z = 1 and Im z > 0. Assume x is real and 
z = X; then (39) implies 
x(2 - x) (u + u) = 0. (42) 
It has already been noted that x cannot be zero. If x = 2, (38) implies 
u = - i $ S*. Also, if u + u = 0, (38) implies u = - i, Therefore at a 
point satisfying (36) and (37), Re z = 1 and Im x > 0. 
The dual cone of S is 
s*= w: 
I 
-+-$argw<+ . 
I 
Thus in order that Re(u,g(z, 5)) be equal to zero, i.e., the vectors ?I and 
g(z, Z) be perpendicular, u must lie on the half line {w : arg w = - 17/4) 
and g(.z, Z) must lie on the half line {w : arg w = U/4}. From (40) it follows 
that 1 u 1 = 1. Therefore, 
(43) 
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and 
a = 1 + i(y.‘Z - 1) (44 
satisfy the sufficient conditions for an optimal point of (35). Geometrically, 
(35) is equivalent to maximizing the imaginary part of z with x constrained 
to the feasible region shown in the figure. 
FIGURE 1 
From Section 6 the dual of (35) is, after simplifying the objective function 
with the constraint, 
maximize 
subject to 
- 2Re zu 
2i = 2n - qu + u) 
u E s* 
The dual feasible solution given by (43) and (44) result in a value of the dual 
objective function of 2 - 2 fi which equals the optimal value of the primal 
objective function. Therefore, as required by Theorem 3, 
z = 1 + i(& - I), 
is an optimal solution of (45). 
z/z 21 = +1 -;) 
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