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Abstract
A formulation of Necˇiporuk’s lower bound method slightly more inclusive than the usual
complexity-measure-specific formulation is presented. Using this general formulation, lim-
itations to lower bounds achievable by the method are obtained for several computation
models, such as branching programs and Boolean formulas having access to a sublinear
number of nondeterministic bits. In particular, it is shown that any lower bound achievable
by the method of Necˇiporuk for the size of nondeterministic and parity branching programs
is at most O(n3/2/ log n).
1 Introduction
Relatively few methods exist to prove complexity lower bounds in general non-uniform models
of computation. Fifty years ago, Necˇiporuk wrote his famous two-page note entitled “A boolean
function” [13]. That note contained the first super-linear lower bounds on the size of Boolean
formulas over arbitrary bases and the size of contact schemes needed to compute some explicit
Boolean function.
Necˇiporuk’s [13] method still yields the best lower bounds known today for explicit func-
tions in a number of complexity measures. In particular, there are explicit functions for which
Necˇiporuk’s method yields lower bounds of Ω(n2/ log n) on formula size over an arbitrary ba-
sis, Ω(n2/ log2 n) on deterministic branching program size and on contact scheme size, and
Ω(n3/2/ log n) on nondeterministic branching program size, switching-and-rectifier network size,
parity branching program size and span program size. All of these are the best known lower
bounds for these complexity measures for any explicit function. The first two of these lower
bounds are contained in Necˇiporuk’s original paper [13]. Pudlak [15] points out that Necˇiporuk’s
method yields the third lower bound for nondeterministic branching program size, as well as for
switching-and-rectifier network size program size [16]; Karchmer and Wigderson [8] point out
that the Pudlak’s observation extends to parity branching program size and hence also applies
to span program size.
Two simple explicit functions that yield the lower bounds mentioned above are the Element
Distinctness function and the Indirect Storage Access function.
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Necˇiporuk’s method relies on counting subfunctions induced on blocks in a partition of the
input variables. It is natural to try to optimize the use of the method, both in terms of how
the bound depends on the numbers of subfunctions for each block in the partition and whether
there are functions other than Element Distinctness and Indirect Storage Access for which one
can prove stronger lower bounds.
For formula size over arbitrary bases, it is well known (see, e.g., [18, 17]) that Θ(n2/ log n) is
indeed the best lower bound obtainable by Necˇiporuk’s method. Savage [17] also cites Paterson
(unpublished) as improving the constant factor in the bound. Similarly, Θ(n2/ log2 n) is the
best lower bound obtainable by Necˇiporuk’s method for deterministic branching program size,
as noted by Wegener [18, p. 422], who states the claim with a hint at its proof. Moreover, Alon
and Zwick [1] derived the optimal multiplicative constant in this lower bound as a function of
the number of subfunctions of f in each block.
Since the first two bounds using Necˇiporuk’s method are asymptotically the best possible, it
is natural to ask whether the third lower bound also uses Necˇiporuk’s method in an optimal way.
Jukna seems to be the only one who has explicitly addressed this question. In his discussion [6, p.
207] of the Ω(n3/2/ log n) lower bound on span program size due to Karchmer and Wigderson [8]
and based on Necˇiporuk’s method, he states that the method “cannot lead to much larger lower
bounds” but does not give more details.
In this paper we give a more precise result, namely that the best bound on nondeterministic
and parity branching program size obtainable by Necˇiporuk’s method is indeed Θ(n3/2/ log n).
This automatically applies to span program size and switching-and-rectifier network size since
these measures are upper-bounded by parity and nondeterministic branching program size,
respectively.
In deriving lower bounds using Necˇiporuk’s method as discussed in the literature, the major
difference between measures is the estimate of the number of functions of low complexity with re-
spect to each measure. In most presentations of Necˇiporuk’s method, such as those in [18, 2, 19],
this bound is determined syntactically, for example, via a count of the number of syntactically
distinct formulas of a given size or of syntactically distinct branching programs with a given
number of nodes. However, this is an overcount of the number of different functions since,
for example, many syntactically distinct branching programs may compute the same function.
If only semantically distinct objects are counted, one may, in principle, obtain stronger lower
bounds using Necˇiporuk’s method. In the case of deterministic branching programs, Alon and
Zwick [1] considered the stronger semantic version of Necˇiporuk’s bound and showed nonetheless
that both semantic and syntactic versions reach the same asymptotic limit. Our formulation of
the method will subsume such considerations.
We also use Necˇiporuk’s method to derive lower bounds on models with limited nondeter-
minism, including branching programs and formulas with limited nondeterminism as well as to
prove limitations on the application of Necˇiporuk’s method. In fact, we show that the Indi-
rect Storage Access function with suitable parameters yields asymptotically best-possible lower
bounds in each of these models. To do this, though, we first need to define precisely what the
Necˇiporuk method actually is, independently from any specific complexity measure, so as to
provide a unifying framework in which it makes sense to speak about the Necˇiporuk method.
Indeed, although Necˇiporuk published his original result 50 years ago and his “technique” has
been treated in several classical references (see [17, 18, 19, 7]), to the best of our knowledge,
there did not exist any abstract, measure-independent, unifying definition of the “method” that
would encompass all previous applications of the “method” and allow new ones to be carried
out easily, or at least in a clear way. The definition we suggest is in fact an abstract version of
the general definition that was considered by Alon and Zwick in [1] for the case of deterministic
branching programs. In this abstract framework we can then show, in a generic way, that for
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any complexity measure, an upper bound on the complexity, for this measure, of computing the
Indirect Storage Access function with suitable parameters yields an upper bound on the best
lower bound obtainable using Necˇiporuk’s method (defined that way). We then deduce some
well-known lower bounds and limitations results, as well as new ones, in this framework.
Summary of results
• We prove that Necˇiporuk’s method as usually interpreted in the literature yields no better
nondeterministic or parity branching program size lower bounds than Θ
(
n3/2
log2 n
)
.
• We provide a formulation of Necˇiporuk’s lower bound method upstream from any specific
complexity measure and link the limitations of this method (in terms of the best lower
bound obtainable) to upper bounds on the complexity for computing one specific family
of functions (the Indirect Storage Access functions).
• We apply the method to two classical concrete complexity measures and some variants: the
size of (deterministic) branching programs (BPs) and their nondeterministic (NBPs) and
limited nondeterministic (LNBPs) and parity (⊕BPs) variants, as well as the size of binary
formulas (BFs) and their limited nondeterministic variant (LNBFs). See Subsection 2.3
for the formal definitions of these models.
Complexity measure Best lower bound obtainable
Size of NBPs Θ
(
n3/2
log2 n
)
Size of ⊕BPs Θ
(
n3/2
log2 n
)
Size of LNBPs using ∆(n) nondeterministic bits Θ
(
n2
2∆(n)(log2(n)−∆(n)) log2 n
)
(?)
Size of BPs Θ
(
n2
log22 n
)
Size of LNBFs using ∆(n) nondeterministic bits Θ
(
n2
2∆(n) log2 n
)
(?)
Size of BFs Θ
(
n2
log2 n
)
Table 1: Bounds for the Indirect Storage Access function, which this paper shows to be the
best lower bounds obtainable by Necˇiporuk’s method for any function. The star indicates that
the true function is more complicated; however, this current formulation holds for all ∆ not too
big with respect to n 7→ n.
2 Preliminaries
For n ∈ N, we denote by [n] the set of integers from 1 to n, using the convention that [0] = ∅.
For k ∈ N>0 and a ∈ {0, 1}k we denote by bink(a) its associated natural number with big-endian
representation, i.e.
∑k
i=1 ai2
k−i. Throughout the paper, the binary representation of a natural
number will refer to its big-endian representation.
Let V be a subset of N. We view a ∈ {0, 1}V as a tuple of bits of length |V | and for i ∈ V
we denote by ai the corresponding bit of a.
2.1 Boolean functions and subfunctions
For n ∈ N, an n-ary Boolean function over V is a function f : {0, 1}V → {0, 1}, where V ⊆ N
and |V | = n. When V is not explicit nor implicit we assume that V = [n]. A family of Boolean
3
functions is an indexed family F = {fi}i∈I where I ⊆ N and such that for all i ∈ I, fi is a
Boolean function of arity i.
Subfunctions will play a key role in the lower bound method studied in this paper, the
intuition being that the more different subfunctions a given Boolean function has, the more
difficult it is to compute it.
Let f be an n-ary Boolean function. For any V ⊆ [n] and any ρ ∈ {0, 1}[n]\V , we will denote
by f |ρ the subfunction of f on V induced by the partial assignment ρ on [n] \ V , that is the
function f |ρ : {0, 1}V → {0, 1} such that for all y ∈ {0, 1}V , we have f |ρ(y) = f(x) where xi = yi
for all i ∈ V and xi = ρ(i) for all i ∈ [n] \ V . We will also denote by rV (f) the total number of
subfunctions of f on V , i.e. the cardinality of the set sV (f) = {f |ρ | ρ ∈ {0, 1}[n]\V }.
The following easy lemma gives an upper bound on the total number of subfunctions of a
given Boolean function on a certain subset of input variable indices.
Lemma 2.1. Let f : {0, 1}n → {0, 1} be a Boolean function. For any V ⊆ [n], rV (f) ≤
min{22|V | , 2n−|V |}.
Proof. Since rV (f) counts the total number of subfunctions f |ρ : {0, 1}V → {0, 1} of f on V
induced by a partial assignment ρ ∈ {0, 1}[n]\V , it is at most the total number of Boolean
functions on |V | variables (i.e. 22|V |) and the total number of assignments to n− |V | variables
(i.e. 2n−|V |).
Let f : {0, 1}V → {0, 1} be a Boolean function and i ∈ V . We say that f depends on its
ith variable if there exist a, a′ ∈ {0, 1}V that differ only in the bit corresponding to i such
that f(a) 6= f(a′) (definition based on [7]). In particular, if f does not depend on a set W of
variables and a, a′ ∈ {0, 1}V differ only on bits whose positions are in W , then f(a) = f(a′).
The following proposition shows that variables on which f does not depend do not affect its
number of subfunctions.
Proposition 2.2. Let f : {0, 1}n → {0, 1} be a Boolean function. Let V ⊆ [n] and W ⊆ V such
that for all i ∈W , f does not depend on xi. Then for V ′ = V \W , rV (f) = rV ′(f).
Proof. We a give bijection from sV (f) to sV ′(f). For g ∈ sV (f), say g = f |ρ for some ρ ∈
{0, 1}[n]\V , define ψ(g) ∈ sV ′(f) by ψ(g) = g|ζ = f |ρζ where ζ = 0W assigns 0 to all elements of
W . By assumption, for all i ∈W , f does not depend on xi so for all ζ ′ ∈ {0, 1}W , f |ρζ′ = f |ρζ ;
moreover, it is also easy to see that f |ρζ = f |ρ′ζ for any ρ′ ∈ {0, 1}[n]\V such that g = f |ρ′ .
Now let h′ ∈ sV ′(f). By definition, there is some ρ′ ∈ {0, 1}[n]\V and ζ ′ ∈ {0, 1}W such that
h′ = f |ρ′ζ′ and by assumption, the latter equals f |ρ′ζ = ψ(g′) for g′ = f |ρ′ and hence ψ is
surjective.
Similarly, for g, g′ ∈ sV (f) such that g 6= g′, we have that there exists a ∈ {0, 1}V verifying
g(a) 6= g′(a). Let ρ, ρ′ ∈ {0, 1}V such that g = f |ρ and g′ = f |ρ′ , and let ζ ′ ∈ {0, 1}W such that
ζ ′(i) = ai for all i ∈ W . Then ψ(g) = f |ρζ = f |ρζ′ 6= f |ρ′ζ′ = f |ρ′ζ = ψ(g′), so ψ is 1-1 and
hence rV (f) = |sV (f)| = |sV ′(f)| = rV ′(f).
It will often also be useful to enlarge the size of the domain of a Boolean function by adding
additional input variables on which the function does not depend in order to obtain complete
families of Boolean functions even if we cannot build a specific Boolean function for each possible
input size.
Lemma 2.3. Let f : {0, 1}n → {0, 1} be a Boolean function. Let n′ ∈ N such that n′ > n
and let f ′ : {0, 1}n′ → {0, 1} be the Boolean function defined by f ′(a) = f(a1, . . . , an) for all
a ∈ {0, 1}n′. Then, for any V ⊆ [n], rV (f ′) = rV (f).
Proof. It is immediate by definition that for V ⊆ [n], sV (f ′) = sV (f).
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2.2 Hard functions: Indirect Storage Access functions and Element Distinct-
ness
In this section we define two natural families of functions for which Necˇiporuk’s method is
known to produce asymptotically optimal lower bounds for some complexity measures. The
first is the Element Distinctness function.
Definition 2.1. The Element Distinctness function EDN,m for m ≥ N is the Boolean function
that takes as input n = N · dlog2me bits representing N integers in [m] (outputting 0 on illegal
inputs) and outputs 1 iff all the N integers have distinct values. When n = 2k · 2k, we write
EDn for the function EDN,N2 where N = 2
k.
The second is the family of Indirect Storage Access functions. These will turn out to be
useful in a broader range of applications than the Element Distinctness function and we will
see that we can characterize Necˇiporuk’s method in terms of the bounds it achieves for these
functions.
Indirect Storage Access functions seem to have been originally defined by Paul in [14] to
give an example of a family of Boolean functions for which we have a trade-off between the
minimum sizes of Boolean binary formulas computing them and the minimum sizes of Boolean
binary circuits computing them.
Definition 2.2. The Indirect Storage Access function for k, ` ∈ N>0, denoted
ISAk,` : {0, 1}k+2k`+2` → {0, 1}
is such that for all a ∈ {0, 1}k+2k`+2` , ISAk,`(a) = aγ(a) where γ is computed from a as follows:
Let α(a) be the number represented in binary by the first k bits of a. Let β(a) be the
number represented in binary by the sequence of ` bits of a starting at position k + 1 + `α(a).
Then γ(a) is the bit of a at position k + 1 + `2k + β(a). Informally speaking, ISAk,` is just
a function reading a bit using two levels of addressing: a k-bit pointer selects an `-bit pointer
(among 2k such pointers) that picks one bit from a 2`-bit data string.
It is known that both these families of Boolean functions yield the asymptotically strongest
lower bounds obtainable using Necˇiporuk’s method for Boolean formula size over arbitrary
binary bases, and deterministic branching program complexity [18, 2, 19]. The essence of the
argument in each case is the existence of a good partition with a large count of the number of
subfunctions on the variables of the partition.
Lemma 2.4. Let n = 2k · 2k > 0 for k ∈ N. There is a partition of [n] into blocks V1, . . . , VN
for N = 2k such that for all i ∈ [N ], |Vi| = 2k and rVi(EDn) =
(
N2
N−1
)
+ 1 ≥ NN−1 = 2k(2k−1).
Proof. Each block in the partition V1, . . . , VN corresponds to the bits of one of the N numbers
for the EDN,N2 problem. Observe that for each assignment of distinct values to the N−1 other
blocks, the subfunction induced on the i-th block must be different, since precisely those N − 1
values must be avoided for the function to have value 1. There are
(
N2
N−1
)
possible choices of
those N − 1 distinct values; for other assignments, we get the constant 0 function.
We now see that for different choices of k and `, the function family ISAk,` provides similar
bounds but a more flexible range of parameters to obtain partitions of different sizes.
Definition 2.3. In the definition of ISAk,`, we will refer to α(a) and β(a) as to the primary
and secondary pointers of the ISAk,` instance a. The bits of the secondary pointer will be
denoted sec1, . . . , sec`, and more generally the bits of the p-th secondary pointer among the 2
k
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such pointers in the instance at hand will be denoted sec[p]1, . . . , sec[p]` for p ∈ [2k]. The 2`
data bits will be referred to as Data and Data[b1, . . . , b`] will stand for the data bit at position
bin`(b1, . . . , b`) + 1. When the context is clear, bits of a will also be viewed as input variable
indices.
We now see that we can partition the set of input variables of ISAk,` in such a way that the
number of induced subfunctions is identical and maximal for all elements of the partition but
one: this is formalized in the following lemma.
Lemma 2.5. For every k, ` ∈ N>0, there exists a partition V1, . . . , V2k , U of [k+ 2k`+ 2`] such
that |Vi| = ` and rVi(ISAk,`) = 22
`
for all i ∈ [2k].
Proof. Let k, ` ∈ N>0. Consider the partition [k + 2k` + 2`] = V1 unionmulti · · · unionmulti V2k unionmulti U where Vi is
the set {sec[i]1, . . . , sec[i]`} of indices of the ` variables forming the ith secondary pointer in the
ISAk,` instance a. Then for each setting of the first k variables a1, . . . , ak of a, i.e, for each
value i = bink(a1, . . . , ak) of the primary pointer, every possible fixing of the 2
`-bit data string
induces a different subfunction on Vi+1, hence rVi+1(ISAk,`) = 2
2` .
From ISAk,` we define the Indirect Storage Access functions family ISA = {ISAn}n∈N, such
that for all n ∈ N
• if n < 5, ISAn(a) = 0 for all a ∈ {0, 1}n ;
• if there exists k ∈ N>0 such that n = hISA(k), then ISAn = ISAk,k+dlog2 ke;
• otherwise, ISAn(a) = ISAk′,k′+dlog2 k′e(a1, . . . , an′) for all a ∈ {0, 1}n where k′ = max{k ∈
N>0 | hISA(k) < n} and n′ = hISA(k′).
where
hISA : N>0 → N>0
m 7→ m+ 2m(m+ dlog2me) + 2m+dlog2 me .
ISA will be used to give, for each complexity measure we study in this paper (this notion
will be precisely defined in the next subsection), an actual family of Boolean functions that
achieves the best lower bound obtainable using Necˇiporuk’s lower bound method (to be defined
later). The setting of k and ` in its definition is crucial, because if we would for example set
ISAn = ISAk,k for all n ∈ N such that there exists k ∈ N>0 verifying n = k + 2kk + 2k, we
would not reach the desired bounds.
The next lemma is a simple useful adaptation of Lemma 2.5.
Lemma 2.6. For all n ∈ N, n ≥ 5, there exist p, q ∈ N>0 verifying p ≥ 132 · nlog2 n and q ≥
n
16
such that there exists a partition V1, . . . , Vp, U of [n] such that rVi(ISAn) = 2
q for all i ∈ [p].
Proof. Let n ∈ N, n ≥ 5. Let k ∈ N>0 be the unique positive integer verifying hISA(k) ≤ n <
hISA(k+1) . Set n
′ = hISA(k). By definition we have ISAn′ = ISAk,k+dlog2 ke. Let V1, . . . , V2k , U
be a partition of [n′] such that rVi(ISAn′) = 22
k+dlog2 ke for all i ∈ [2k] as given by Lemma 2.5.
Moreover, by definition of ISAn and by Lemma 2.3 (for the case in which n
′ < n), we have that
rVi(ISAn) = rVi(ISAn′) = 2
2k+dlog2 ke for all i ∈ [2k].
Set q = 2k+dlog2 ke and p = 2k.
A bit of elementary algebra shows:
n ≤ hISA(k + 1) ≤ 16 · 2k+dlog2 ke = 16q ≤ 16 · 2k+log2 k+1 ≤ 32kp
Hence q ≥ n16 and p ≥ 132 · nk ≥ 132 · nlog2 n (as log2 n ≥ log2 2
k = k).
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2.3 Computational models
In this subsection we define the three concrete models of computation considered extensively in
this paper. But first, in view of defining a model-independent notion of Necˇiporuk’s method,
we define a complexity measure merely as a function that associates a non-negative integer to
each Boolean function, as follows.
Definition 2.4. A complexity measure on Boolean functions is a function
M :
⋃
n∈N
{0, 1}{0,1}n → N . (1)
Note that the models of computation we consider here are non-uniform in the sense that
each computing device only processes inputs of a fixed length. These models are the following:
• the nondeterministic branching program (NBP),
• the parity branching program (⊕BP),
• the δ-limited nondeterministic branching program (δ-LNBP) and
• the δ-limited nondeterministic Boolean formula (δ-LNBF).
The nondeterministic branching program is well known to capture nondeterministic logspace
NL when restricted to polynomial size [15]; similarly, when restricted to polynomial size parity
branching programs capture ⊕L. The two other models are motivated by the well-known obser-
vation that unrestricted nondeterministic Boolean formulas capture NP (see [4]) and further by
Klauck’s analysis of restricted nondeterministic fomulas [9]. Both branching program models
extend, albeit in different ways, the deterministic branching program model known to capture
deterministic logspace [3, 11].
Definition 2.5. A (nondeterministic) branching program (NBP) on {0, 1}V , for a set V of
variables, is a tuple P = (X, s, t0, t1, A0, A1, var) where
• X is a finite set of vertices (or states);
• s ∈ X is the start (or source) vertex;
• t0, t1 ∈ X, t0 6= t1 are two distinct sink vertices;
• A0 ⊆ X \ {t0, t1} ×X \ {s} is the set of arcs labelled 0;
• A1 ⊆ X \ {t0, t1} ×X \ {s} is the set of arcs labelled 1;
• var : X \ {t0, t1} → V labels each non-sink vertex.
Definition 2.6. For a nondeterministic branching program P = (X, s, t0, t1, A0, A1, var) on
{0, 1}V , each assignment a ∈ {0, 1}V defines a set of arcs A[a] = {(u, v) ∈ A0 | avar(u) =
0} ∪ {(u, v) ∈ A1 | avar(u) = 1} and thus a graph P [a] = (X,A[a]). P computes a Boolean
function f : {0, 1}V → {0, 1} given by f(a) = 1 if and only if there exists a path (computation)
in P [a] from state s to state t1.
A branching program P defined as above can also be interpreted as a parity branching
program that computes a Boolean function f⊕ : {0, 1}V → {0, 1} where f⊕(a) = 1 if and only
if there is an odd number of paths in P [a] from state s to state t1.
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Definition 2.7. Branching program P is deterministic if and only if (X,A0∪A1) is acyclic and
A0 and A1 each contain precisely one out-arc from each non-sink vertex of X. P is a δ-limited
nondeterministic branching program for f : {0, 1}V → {0, 1} if and only if P is a deterministic
branching program computing a function f ′ : {0, 1}V ′ → {0, 1} with V ⊆ V ′ and |V ′ \ V | = δ
such that f(a) =
∨
b∈{0,1}V ′\V f
′(a, b).
Definition 2.8. The complexity measure M(f) is denoted NBP(f), ⊕BP(f), LNBPδ(f) and
BP(f) for nondeterministic, parity, δ-limited nondeterministic and deterministic branching
programs respectively. M(f) is defined in each case as the minimum, over every BP of the
appropriate type computing f , of the number of non-sink states in (a.k.a. the size of ) the BP.
Modulo cosmetic details, the above are the standard definitions of deterministic, nondeter-
ministic and parity Boolean BPs [19]. The definition of δ-limited nondeterministic BPs, which
does not appear to have been studied previously, is inspired by notions of limited nondetermin-
ism for other models [4, 5, 9].
Remark 2.1. The limited nondeterminism of the δ-LNBP model is formulated in a framework of
verification of explicitly represented guesses that is typical for time-bounded nondeterminism. In
contrast, the NBP model only represents nondeterministic guesses implicitly, which allows them
to be used without being stored, as is typical for space-bounded computation. In particular,
even if δ is unbounded (say δ =∞), the smallest ∞-LNBP could be somewhat larger than that
of an equivalent NBP and vice-versa. It is not difficult to see that an NBP of size s can be
simulated by such an ∞-LNBP of size at most 2s2. Indeed, simulating the k-way branch at a
given state in this NBP in an∞-LNBP can be made by accessing dlog2 ke fresh nondeterministic
bits in a decision tree of size at most k; so since each of the s states of our original NBP branches
to at most s different states for each of the possible values 0 or 1, we get that we can simulate
it by an ∞-LNBP of size at most 2s2. Conversely, however, it is unclear by how much the size
would increase when simulating an ∞-LNBP by an NBP, but it is widely conjectured to grow
exponentially, since one can prove that polynomial size ∞-LNBPs capture (non-uniform) NP,
while polynomial size NBPs capture (non-uniform) NL.
Remark 2.2. Two other models comparable to the NBP are contact schemes, and the more
general switching-and-rectifier (RS) networks (see [16, 7]). The graph of an RS is undirected
and edges either have labels that are literals or are unlabelled, with the acceptance condition
that of the NBP. (Contact schemes are a special case of RS networks that do not have unlabelled
edges.) The size of an RS network is the number of its labelled edges. One can simulate NBPs
by RS networks of at most twice the size – each NBP node becomes an RS node with two
labelled children which have unlabelled edges to the corresponding destination nodes in the
NBP. RS networks and even contact schemes may be smaller than NBPs. Span programs [8]
can be simulated by parity branching programs of at most twice the size – their size is also at
most polynomial in parity branching program size.
Definition 2.9 (Deterministic and δ-limited nondeterministic formulas, following [9] and [7]).
A (deterministic) Boolean binary formula (BF) ϕ on {0, 1}n (n ∈ N) is a binary tree with
• a single root,
• every internal node of arity 2,
• every internal node labelled by a function g : {0, 1}2 → {0, 1},
• every leaf labelled by one of 0, 1, x1, . . . , xn,¬x1, . . . ,¬xn.
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ϕ computes a Boolean function fϕ on {0, 1}n in the natural way by function composition. Let
δ ∈ N. A δ-limited nondeterministic binary formula (δ-LNBF) on {0, 1}n ϕ is a deterministic
binary formula ϕ′ on {0, 1}n+δ. It computes a Boolean function fϕ such that for a ∈ {0, 1}n,
fϕ(a) =
∨
b∈{0,1}δ fϕ′(a, b).
Definition 2.10. The complexity measure M(f) for deterministic and δ-limited nondetermin-
istic formulas is denoted L(f) and LLδ(f) respectively. In each case M(f) is defined as the
minimum, over every formula φ of the appropriate type computing f , of the number |φ| of
non-constant leaves in (a.k.a. the size of ) φ.
Lemma 2.7. Let δ ∈ N and let g : {0, 1}n+δ → {0, 1} and let f : {0, 1}n → {0, 1} be given by
f(a) =
∨
b∈{0,1}δ g(a, b). Then, for all V ⊆ [n], we have rV (f) ≤ B(rV (g), 2δ) − 1 < rV (g)2
δ
where B(m, r) =
∑r
i=0
(
m
i
)
is the volume of the Hamming ball of radius r in {0, 1}m.
Proof. Let V ⊆ [n]. For ρ ∈ {0, 1}[n]\V , by definition, f |ρ =
∨
b∈{0,1}δ g|ρb. Since ρb assigns all
variables in [n+ δ] \ V , each function g|ρb is in sV (g). Therefore, each f |ρ ∈ sV (f) is the
∨
of
2δ functions in sV (g) (not necessarily distinct). Therefore over all choices of ρ, the function f |ρ
only depends on the set of between 1 and 2δ among these subfunctions of g that are distinct
(and not what values b with which each such subfunction is associated). Therefore there are at
most B(rV (g), 2
δ)− 1 possible distinct subfunctions f |ρ in sV (f).
3 Nondeterministic Branching Program Lower Bounds via Shan-
non Bounds
In this section we describe the simplest form of Necˇiporuk’s technique and its applications in
order to give some intuition about the technique. Readers may prefer to skip to the generalised
abstract definition of Necˇiporuk’s method in Section 4. The simple version here is based on the
so-called “Shannon bounds” for a complexity measure. The Shannon function for a complexity
measure maps n to the maximum complexity of any Boolean function over {0, 1}n in that
measure. Lower bounds on the Shannon function typically follow by a simple enumeration of
the number of distinct functions of bounded measure.
For all n, s ∈ N, and M a complexity measure let us denote by Msem(n, s) the number of
distinct n-ary Boolean functions of complexity measure at most s. In particular, define Nsem
to be the function Msem for NBPs and ⊕sem be that for ⊕BPs. The next lemma is the core of
the simple version of Necˇiporuk’s technique.
Lemma 3.1. For any n ∈ N, for any n-ary Boolean function f on V that depends on all its
inputs and any partition V1, . . . , Vp of V we have
NBP(f) ≥
p∑
i=1
max{|Vi| ,min{s ∈ N | Nsem(|Vi| , s) ≥ rVi(f)}}.
⊕BP(f) ≥
p∑
i=1
max{|Vi| ,min{s ∈ N | ⊕sem(|Vi| , s) ≥ rVi(f)}}.
Proof. Let n ∈ N, f be an n-ary Boolean function on V depending on all its inputs and V1, . . . , Vp
a partition of V . Let P be a Boolean NBP computing f . For all i ∈ [p] we will denote by si ∈ N
the number of vertices in P labelled by elements in Vi. It is clear that P is of size at least∑p
i=1 si.
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Let i ∈ [p]. Observe that for all subfunction g of f on Vi, there is by definition a partial
assignment ρ on V \ Vi such that f |ρ = g, so it is not too difficult to see that g is computed by
the Boolean NBP of size si obtained from P by:
1. removing all non sink vertices labelled by elements not in Vi;
2. defining the new start vertex as one of the vertices whose label is in Vi and connected
to the start vertex of P by a path of nodes labelled by a variable outside of Vi and arcs
labelled consistently with ρ and adding both an arc labelled 0 and an arc labelled 1 from
this new start vertex to each other such reachable vertex (except for the extreme case of
a constant function, in which we just set the start vertex as the appropriate sink vertex);
3. connecting a vertex u to a vertex v by an arc labelled by a ∈ {0, 1} if and only if there
exists a path from u to v in P verifying that any intermediate vertex of the path is labelled
by a variable outside of Vi, the first arc is labelled by a and each arc (but the first one) is
labelled consistently with ρ.
Thus, rVi(f) is necessarily upper-bounded by the number of semantically distinct such NBPs
we can build from P that way, which is in turn at most Nsem(|Vi| , si). Moreover, since, by
construction, f depends on all variables whose indices are in Vi, we have that for each element
` ∈ Vi, P contains at least one vertex labelled by `, so si ≥ |Vi|. Hence, for each i, si ≥
max{|Vi| ,min{s ∈ N | Nsem(|Vi| , s) ≥ rVi(f)}}. Since the NBP has size at least
∑p
i=1 si and
the NBP is arbitrary, the bound of the lemma follows.
The same argument also applies directly to yield the bound for ⊕BPs, with ⊕sem(|Vi| , s)
replacing Nsem(|Vi| , s).
Proposition 3.2. Let s ≥ n. Then Nsem(n, s),⊕sem(n, s) < 22(s+1)2.
Proof. We simply count the number of distinct branching programs. Subject to renaming and
reorganising, any n-ary Boolean function computable by an NBP or ⊕BP of size at most s,
can be computed by one of size exactly s, having {vj}s+2j=1 as vertices, v1 as start vertex, vs+1
as 0-vertex and vs+2 as 1-vertex, where no arc goes to the 0-vertex. The out-edges at each
node vi can be described by the subset of vertices vj , j 6= i, reached on each of values 0 and 1.
There are (s−1)! different ways of reordering the names of vertices v2, . . . , vs that keep identical
connectivity of the branching program and hence the function it computes, both as an NBP and
a ⊕BP. Hence, it directly follows that Nsem(n, s),⊕sem(n, s) ≤ (22sn)s/(s−1)! ≤ 22s2ss/(s−1)!,
since s ≥ n, therefore, since s! ≥ (s/e)s, Nsem(n, s),⊕sem(n, s) ≤ 22s2ses < 22(s+1)2 .
Definition 3.1. For the complexity measures M = NBP,⊕BP, the simple Necˇiporuk lower
bound method consists of the following.
1. Giving explicitly a non-decreasing function b : N>0 → N such that for any n ∈ N, for any
n-ary Boolean function f on V that depends on all its inputs and any partition V1, . . . , Vp
of V , we have
∑p
i=1 max{|Vi| ,min{s ∈ N |Msem(|Vi| , s) ≥ rVi(f)}} ≥
∑p
i=1 b(rVi(f)).
2. For a given n-ary Boolean function g on V that depends on all the variables whose indices
are in V , explicitly choosing a partition V1, . . . , Vp of V , computing rVi(g) for all i ∈ [p]
and concluding that M(g) ≥∑pi=1 b(rVi(f)).
A function b satisfying the condition of Step 1 in the definition above is called a simple
Necˇiporuk function for M.
We now give an explicit simple Necˇiporuk function for NBP and ⊕BP.
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Proposition 3.3. The function on N>0 → N given by m 7→
⌈√
1
2 log2m− 1
⌉
is a simple
Necˇiporuk function for NBP and for ⊕BP.
Proof. We start by observing that the function on N>0 → N given by m 7→
⌈√
1
2 log2m− 1
⌉
is obviously non-decreasing. Let n ∈ N, f be an n-ary Boolean function f on V depending on
all its variables and V1, . . . , Vp be a partition of V . Let i ∈ [p]. Let si = max{|Vi| ,min{s ∈ N |
Nsem(|Vi| , s) ≥ rVi(f)}} for all i ∈ [p]. We claim that si ≥
⌈√
1
2 log2 rVi(f)− 1
⌉
for all i ∈ [p].
By definition, Nsem(|Vi| , si) ≥ rVi(f), and since si ≥ |Vi|, Proposition 3.2 implies that
Nsem(|Vi| , si) < 22(si+1)2 and hence 22(si+1)2 > rVi(f), that is to say, si >
√
1
2 log2 rVi(f) − 1.
Since si is integral, we deduce that si ≥
⌈√
1
2 log2 rVi(f)− 1
⌉
. The lemma follows for NBP;
the argument for ⊕BP is identical replacing Nsem by ⊕sem.
This directly gives us the following lower bounds.
Proposition 3.4 ([15, 8]). NBP(EDn),NBP(ISAn),⊕BP(EDn),⊕BP(ISAn) ∈ Ω
(
n3/2
log2 n
)
.
Proof. We first consider EDn for n = 2k2
k and k ≥ 2. By Lemma 2.4 there is a partition
V1, . . . , VN of [n] such that rVi(EDn) ≥ NN−1 and |Vi| = 2k for all i ∈ [N ]. Applying Proposi-
tion 3.3, since EDn depends on all its variables, we have
NBP(EDn),⊕BP(EDn) ≥
N∑
i=1
⌈√
1
2
log2 rVi(EDn)− 1
⌉
≥ N ·
⌈√
1
2
log2N
N−1
⌉
−N
≥ N ·
√
N − 1
2
log2N −N
which is in Ω(N3/2(log2N)
1/2) and hence Ω
(
n3/2
log2 n
)
since n is O(N log2N).
We now consider ISA. Let n ∈ N, n ≥ 32. Let V1, . . . , Vp, U be a partition of [n] such that
rVi(ISAn) = 2
q for all i ∈ [p] where p, q ∈ N>0 verify p ≥ 132 · nlog2 n and q ≥
n
16 as given by
Lemma 2.6. Applying Proposition 3.3, since ISAn depends on all its variables, we have
NBP(ISAn),⊕BP(ISAn) ≥
p∑
i=1
⌈√
1
2
log2 rVi(ISAn)− 1
⌉
≥
p∑
i=1
(√1
2
log2(2
q)− 1
)
= p ·
(√q
2
− 1
)
≥ 1
32
· n
log2 n
·
(√ n
32
− 1
)
.
So NBP(ISAn),⊕BP(ISAn) ∈ Ω
(
n3/2
log2 n
)
.
To understand the best lower bounds we can prove with the simple Necˇiporuk lower bound
method, we first give a lower bound on Nsem(n, s) and ⊕sem(n, s) (valid for suitable values of
n, s ∈ N) that will allow us to give an upper bound on all simple Necˇiporuk functions for NBP,
⊕BP. We do this by giving an easy upper bound on the size needed by NBPs and ⊕BPs to
compute any n-ary Boolean function1; i.e., simple upper bounds on the Shannon function for
NBP and ⊕BP.
1Note that there are somewhat tighter but more complicated upper bounds of 2n/2+1 for NBP due to Lu-
panov [10] and a tight asymptotic upper bound of 2(n+1)/2 for ⊕BP due to Necˇiporuk [12], respectively; see [7].
11
Lemma 3.5. For any n-ary Boolean function f on {0, 1}n (n ∈ N), NBP(f),⊕BP(f) ≤
3 · 2dn2 e.
Proof. Assume that n = 2t is even. The constructed NBPs will have only one nondeterministic
level, will be the same for all functions for the other levels 1 to t− 1 and t+ 1 to 2t, and every
vertex at each level i will query variable xi.
The first t− 1 levels form a complete decision tree of height t− 1 on variables x1, . . . , xt−1
with a vertex at level t for each assignment a1 . . . at−1 to these variables. The last t levels of the
NBP consist of a complete fan-in tree of height t on variables xt+1, . . . , x2t as follows: there is a
vertex at level t′ > t for every assignment at′ . . . a2t to xt′ , . . . , xt and there is an out-arc labelled
at′ from this vertex to the vertex at level t
′ + 1 corresponding to at′+1 . . . a2t. The 1-output
vertex has two in-arcs, one labelled a2t from each vertex a2t at level 2t.
Finally, we define the nondeterministic level t of the NBP for function f . For each assignment
a1 . . . a2t on which f evaluates to 1, there is an out-arc labelled at from the vertex corresponding
to a1 . . . at−1 at level t (which queries xt) to the vertex corresponding to at+1 . . . a2t at level t+1.
The constructed NBP has at most 3 ·2t = 3 ·2n2 vertices. By observing that there is precisely
one accepting path on any accepted input, we see that it is also a ⊕BP.
Corollary 3.6. For all n, s ∈ N, n ≥ 2 ⌊log2( s3)⌋, Nsem(n, s),⊕sem(n, s) > 2 s236 .
Proof. Clearly Nsem(n, s) is non-decreasing in n, so it suffices to prove the corollary for n =
2
⌊
log2(
s
3)
⌋
. Then 3 · 2n2 ≤ s < 6 · 2n2 . There are precisely 22n > 2 s
2
36 different Boolean functions
on n inputs and, by Lemma 3.5, each may be computed by an NBP or ⊕BP of size at most
s.
Theorem 3.7. Let F = {fn}n∈N be a family of Boolean functions. Let L : N→ N be such that
for each n ∈ N, the lower bound L(n) for NBP(fn) or ⊕BP(fn) has been obtained using the
simple Necˇiporuk lower bound method. Then, L(n) ∈ O
(
n3/2
log2 n
)
.
Proof. Let F = {fn}n∈N be a family of Boolean functions, where for each n ∈ N, fn depends
on all the variables in Dn ⊆ [n]. Let L : N→ N be such that
L(n) = max
{ p∑
i=1
max{|Vi| ,min{s ∈ N | Nsem(|Vi| , s) ≥ rVi(fn)}}
∣∣∣ V1, . . . , Vp partition Dn}
for all n ∈ N.
Let n ∈ N and V1, . . . , Vp be a partition of Dn. Let i ∈ [p] and set
si = max{|Vi| ,min{s ∈ N | Nsem(|Vi| , s) ≥ rVi(fn)}}.
Suppose that si = min{s ∈ N | Nsem(|Vi| , s) ≥ rVi(fn)}} > |Vi|. We now have two cases
depending on |Vi|: If |Vi| < log2 log2 rVi(f) + 3 then, by Lemma 3.5, since circuits of size
3 · 2
⌈ |Vi|
2
⌉
suffice to compute all functions on Vi, which include those counted in rVi(fn),
si ≤ 3 · 2
⌈ |Vi|
2
⌉
≤ 3 · 2(log2 log2 rVi (f))/2+2 = 12
√
log2 rVi(f).
On the other hand, if |Vi| ≥ log2 log2 rVi(f) + 3 then setting s =
⌈
6
√
log2 rVi(f)
⌉
, then
2 log2(
s
3
) ≤ 2 log2
(6√log2 rVi(f) + 1
3
)
≤ 2 log2
(7
3
√
log2 rVi(f)
)
≤ log2 log2 rVi(f) + 3 ≤ |Vi|
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so, by Corollary 3.6, we have that Nsem(|Vi| , s) > 2 s
2
36 ≥ rVi(f), which means that si ≤⌈
6
√
log2 rVi(f)
⌉
. Therefore, for all n ∈ N,
L(n) ≤ max
{ p∑
i=1
max{|Vi| , 12
√
log2 rVi(f)}
∣∣∣ V1, . . . , Vp partition Dn} .
Let n ∈ N, n ≥ 4. By Proposition 2.1, it follows that
L(n) ≤max
{ p∑
i=1
max{|Vi| , 12
√
log2(min{22|Vi| , 2n−|Vi|})}
∣∣∣ V1, . . . , Vp partition Dn}
= max
{ p∑
i=1
max{vi, 12
√
log2(min{22vi , 2n−vi})}
∣∣∣ p∑
i=1
vi ≤ n and ∀i ∈ [p], vi > 0
}
≤max
{ p∑
i=1
max{vi, 12
√
min{2vi , n− vi}}
∣∣∣ p∑
i=1
vi = n and ∀i ∈ [p], vi > 0
}
= max
{ p∑
i=1
h(vi)
∣∣∣ p∑
i=1
vi = n and ∀i ∈ [p], vi > 0
}
(??)
where h(v) = max{v, 12 min{2v/2,√n− v}} for all v ∈ N.
Let now v1, . . . , vp realise the maximum in (??). Clearly, h(v) = 12 · 2v/2 for all v ∈ N, v ≤
log2 n− 1 and hence h(v) + h(v′) ≤ h(v + v′) if v + v′ ≤ log2 n− 1. It follows that without loss
of generality we can assume that there exists at most one j ∈ [p] such that vj is smaller than
log2 n−1
2 . Such a small vj has h(vj) = 12 · 2vj/2 < 12 · n1/4. Let now I ⊆ [p] such that i ∈ I if
and only if h(vi) = vi. We have that
∑
i∈I h(vi) ≤ n by definition of v1, . . . , vp. Moreover, in
[p] \ I, there are at most 2nlog2 n−1 elements, since for all i ∈ I \ {j}, vi ≥
log2 n−1
2 , and each such
i verifies h(vi) ≤ 12
√
n− vi ≤ 12
√
n. Hence,
L(n) ≤
p∑
i=1
h(vi) ≤ 24 · n
3/2
log2 n− 1
+ 12 · n1/4 + n ≤ 74 · n
3/2
log2 n
which completes the proof.
Limitations of this Formulation
Simply using some adaptation of Definition 3.1 would not allow us to recover the well-known
Ω
(
n2
logn
)
lower bound for size of binary formulas contained in Necˇiporuk’s original article [13].
Indeed, for all n, s ∈ N, let us denote by Fsem(n, s) the number of n-ary Boolean functions
on some fixed V computable by BFs of size at most s. We can prove a Lemma analogous to
Lemma 3.1 where NBP is replaced by L and Nsem by Fsem. Similarly, we can define the simple
Necˇiporuk lower bound method for L as in Definition 3.1, as well as simple Necˇiporuk functions
for L accordingly. However, Lupanov showed (see [7, p.31]) that for all n ∈ N, any n-ary Boolean
function on some V can be computed by a BF of size at most α· 2nlog2 n for some constant α ∈ R>0
(a result which is analogous to Lemma 3.5). Following the same strategy as for the proofs of
Corollary 3.6 and Theorem 3.7, we can show that this implies there exists a constant β ∈ R>0
such that any simple Necˇiporuk function b : N>0 → N for L verifies b(m) ≤ β · log2mlog2 log2 log2 m for
any sufficiently large m ∈ N>0. This means that this does not allow us to recover the well-known
Necˇiporuk bounding function of m 7→ 14 log2m (see e.g. [7, Theorem 6.16]), and therefore also
not Necˇiporuk’s original lower bound.
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Even if we managed to adapt Definition 3.1 to the case of binary formulas, we cannot really
do it in a clean way for all complexity measures we would like to study. If we were to try to adapt
Lemma 3.1 to the case of the size of limited nondeterministic branching programs (LNBPs), we
would define, as usual, for all n, s, δ ∈ N, the number LNsem(n, s, δ) of n-ary Boolean functions
on some fixed V computable by LNBPs of size at most s and using δ nondeterministic bits. But
then, it would be false to say that for any δ, n ∈ N, for any n-ary Boolean function f depending
on all of V and any partition V1, . . . , Vp of V we have LNBPδ(f) ≥
∑p
i=1 max{|Vi| ,min{s ∈
N | LNsem(|Vi| , s, δ) ≥ rVi(f)}} (this would induce an overcount, as we would most certainly
count vertices corresponding to nondeterministic variables several times).
These considerations led us to the more general formulation of the Necˇiporuk method de-
scribed in the next section.
4 An abstract formulation of Necˇiporuk’s method
In this section we present an abstract version of Necˇiporuk’s lower bound method and provide
some model-independent meta-results on the limitations of this method.
The main idea of the general version of the method is, for a given Boolean function, to
partition its set of input variables and to lower bound its complexity by a sum over each
element of the partition of a partial cost that depends only on the number of subfunctions
of the function on the variables in this element. More formally, we state the method in the
following way.
Definition 4.1. For a given complexity measure M on Boolean functions, Necˇiporuk’s lower
bound method consists of the following.
1. Giving explicitly a non-decreasing function b : N>0 → N such that for any n ∈ N, for any n-
ary Boolean function f and any partition V1, . . . , Vp of [n], we have M(f) ≥
∑p
i=1 b(rVi(f)).
2. For a given n-ary Boolean function g, explicitly choosing a partition V1, . . . , Vp of [n],
computing rVi(g) for all i ∈ [p] and concluding that M(g) ≥
∑p
i=1 b(rVi(g)).
A function b satisfying the condition of Step 1 in Necˇiporuk’s method is called a Necˇiporuk
function for M and we denote by NM the set of all Necˇiporuk functions for M.
The first step of Definition 4.1 is usually not included in the Necˇiporuk method. For instance
in [18, 7], an explicit Necˇiporuk function b is given for a complexity measure M and therefore
the result concerning the limitation of the method is relative to this function b. In the case of
deterministic branching programs, the best possible b was given by Alon and Zwick [1], who
use a similar definition but we are not aware of any result of this kind for other complexity
measures.
It follows from Definition 4.1 that the best lower bound achievable by the Necˇiporuk method
for a family F = {fn}n∈N of Boolean functions and a complexity measure M is the function
NMF :
n 7→ max{
p∑
i=1
b(rVi(fn)) | b ∈ NM ∧ V1, . . . , Vp partition of [n]} (2)
4.1 Meta-results on Necˇiporuk’s method
We now give two results concerning Necˇiporuk’s method depending on hypotheses on the com-
plexity measure M. We will apply those results in the next section with the appropriate con-
stants and functions for each of the concrete computational models we consider in this paper.
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The first meta-result is that an upper bound on the complexity of the functions ISAk,k
implies an upper bound on every b ∈ NM. Intuitively this is possible because by definition, b
entails a lower bound on M(f) for every function f .
Lemma 4.1. Let M be a given complexity measure on Boolean functions and assume that
we have a non-decreasing function gM : [1,+∞[ → R≥0 such that M(ISAk,k) ≤ gM(k) for all
k ∈ N>0 and there exists a constant α ∈ R>0 such that gM(k+1)gM(k) ≤ α for all k ∈ N>0. Then, any
b ∈ NM is such that
b(m) ≤ α · gM(log2 log2m)
log2m
for all m ∈ N,m ≥ 4.
Proof. Let b ∈ NM. Let m ∈ N,m ≥ 4 and k ∈ N>0 be such that 22k ≤ m ≤ 22k+1 . Hence
2k ≤ log2m ≤ 2k+1 and of course k ≤ log2 log2m ≤ k + 1. Consider now ISAk+1,k+1. By
Lemma 2.5 we have a partition V1, . . . , V2k+1 , U of the set of indices [(k+1)+2
k+1(k+1)+2k+1]
of the input variables of ISAk+1,k+1 such that rVi(ISAk+1,k+1) = 2
2k+1 for all i ∈ [2k+1]. By
hypothesis, it therefore follows that:
gM(k + 1) ≥M(ISAk+1,k+1)
≥
2k+1∑
i=1
b(rVi(ISAk+1,k+1)) + b(rU (ISAk+1,k+1))
≥
2k+1∑
i=1
b
(
22
k+1)
= 2k+1b
(
22
k+1)
,
therefore b(22
k+1
) ≤ gM(k+1)
2k+1
. But since gM(k+1)gM(k) ≤ α, gM(k) ≤ gM(log2 log2m) (because gM is
non-decreasing and 1 ≤ k ≤ log2 log2m), b is non-decreasing and m ≤ 22k+1 we have:
b(m) ≤ b(22k+1) ≤ gM(k + 1)
2k+1
≤ α · gM(log2 log2m)
log2m
.
In conclusion, we indeed have that b(m) ≤ α · gM(log2 log2 m)log2m for all m ∈ N,m ≥ 4.
Assuming an upper bound on every b ∈ NM, as given for instance by the previous lemma,
we can derive an upper bound on NMF independently of the family of Boolean functions F . That
is to say that we can give an overall (asymptotic) upper bound on the best complexity lower
bounds we may obtain using Necˇiporuk’s lower bound method for the complexity measure M,
exhibiting the limitation of the method.
Lemma 4.2. Let M be a given complexity measure on Boolean functions and assume that
we have a function hM : [4,+∞[ → R≥0 such that there exist x0 ∈
[
28,+∞[ and a constant
α ∈ R>0 verifying that:
(i) hM is non-decreasing on [x0,+∞[;
(ii) hM(2
x) ≥ log2 x for all x ∈ [log2 x0,+∞[;
(iii) hM(2
2v) + hM(2
2v
′
) ≤ hM(22v+v
′
) for all v, v′ ∈ N verifying 22v ≥ x0 and 22v
′ ≥ x0;
(iv) for all b ∈ NM and m ∈ N,m ≥ 4, we have b(m) ≤ α · hM(m).
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Then, for any family of Boolean functions F = {fn}n∈N, we have
NMF (n) ≤ α ·
(
4 + hM(bx0c)
)
· n
log2 n
· hM(2n)
for all n ∈ N, n ≥ log2 x0.
Proof. The condition n ≥ log2 x0 ensures that hM(2n) is always well defined and satisfies (ii).
Let F = {fn}n∈N be a family of Boolean functions. For all n ∈ N>0, let h′n : [n] → R be the
function defined on [n] by
h′n(v) =
{
α ·min{hM(22v), hM(2n−v)} if min{22v , 2n−v} ≥ x0
α · hM(bx0c) otherwise.
Claim 4.3. If n ∈ N>0 and v ∈ [n] are such that v ≤ log2 n − 1 and 22v ≥ x0 then h′n(v) =
α · hM(22v).
Proof. With the hypothesis of the claim we have:
22
v ≤ 22log2 n−1 = 2n2 ≤ 2n−log2 n+1 ≤ 2n−v ,
the middle inequality being a consequence of n ≥ log2 x0 ≥ 8. Hence in this case min{22v , 2n−v}
= 22
v
which is greater than x0. As by (i) hM is non-decreasing we have h
′
n(v) = α ·hM(22
v
).
Let n ∈ N>0, b ∈ NM and V ⊆ [n], V 6= ∅. According to (iv), we have b(m) ≤ α ·hM(m) for
all m ∈ N,m ≥ 4. Moreover, by Lemma 2.1, we have rV (fn) ≤ min{22|V | , 2n−|V |}, so since b is
non-decreasing, it follows that b(rV (fn)) ≤ b(min{22|V | , 2n−|V |}). Now, if min{22|V | , 2n−|V |} ≥
x0, we get that
b(min{22|V | , 2n−|V |}) ≤ α · hM(min{22|V | , 2n−|V |}) by (iv)
= α ·min{hM(22|V |), hM(2n−|V |)} by (i)
= h′n(|V |) ;
otherwise (i.e. min{22|V | , 2n−|V |} < x0), we get that
b(min{22|V | , 2n−|V |}) ≤ b(bx0c) ≤ α · hM(bx0c) = h′n(|V |)
since b is non-decreasing and bx0c ≥ 4. Hence, b(rV (fn)) ≤ h′n(|V |) for all n ∈ N>0, b ∈ NM
and V ⊆ [n], V 6= ∅. Therefore, by definition, it follows that for all n ∈ N>0, we have
NMF (n) = max
{ p∑
i=1
b(rVi(fn))
∣∣∣ b ∈ NM and V1, . . . , Vp partition of [n]}
≤ max
{ p∑
i=1
h′n(|Vi|)
∣∣∣ V1, . . . , Vp partition of [n]}
= max
{ p∑
i=1
h′n(vi)
∣∣∣ p∑
i=1
vi = n and ∀i ∈ [p], vi > 0
}
. (?)
Let n ∈ N, n ≥ log2 x0 and v1, . . . , vp ∈ N>0 such that
∑p
i=1 vi = n that realizes the
maximum (?). We first show that without loss of generality we can assume that there exists at
most one j ∈ [p] such that min{22vj , 2n−vj} ≥ x0 and vj ≤ log2 n−12 .
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If this is not the case then we have v, v′ ∈ [n] such that min{22v , 2n−v, 22v′ , 2n−v′} ≥ x0 and
v + v′ ≤ log2 n− 1. It follows from (iii) and Claim 4.3 that
h′n(v) + h
′
n(v
′) = α · (hM(22v) + hM(22v
′
)) ≤ α · hM(22v+v
′
).
But as v ≤ v + v′ ≤ log2 n− 1, we have
min{22v+v
′
, 2n−(v+v
′)} = 22v+v
′
≥ 22v = min{22v , 2n−v} ≥ x0 ;
hence by Claim 4.3, α ·hM(22v+v
′
) = h′n(v+v′) and h′n(v)+h′n(v′) ≤ h′n(v+v′) and the partition
that unifies the corresponding sets would yield a bound at least as big in (?).
If it exists this j is such that
h′n(vj) = α · hM(22
vj
) ≤ α · hM
(
22
log2 n−1
2
)
≤ α · hM(2n).
Consider now the remaining elements of the partition, i.e. those i ∈ [p] \ {j}. If moreover
we have min{22vi , 2n−vi} ≥ x0 then by definition of h′n we have
h′n(vi) ≤ α · hM(2n−vi) ≤ α · hM(2n).
As for this case we have vi >
log2 n−1
2 there are at most
2n
log2 n−1 such i. Notice that
n
log2 n−1 ≤
3
2 · nlog2 n for n ≥ 8.
If otherwise min{22vi , 2n−vi} < x0, then we have
h′n(vi) = α · hM(bx0c)
and there are at most n such i.
Putting all together, we get that
NMF (n) ≤ max
{ p∑
i=1
h′n(vi)
∣∣∣ p∑
i=1
vi = n and ∀i ∈ [p], vi > 0
}
≤ α · hM(2n) + 3n
log2 n
· α · hM(2n) + n · α · hM(bx0c)
≤ α · hM(2n) + 3n
log2 n
· α · hM(2n) + hM(2
n)
log2 n
· n · α · hM(bx0c) by (ii)
≤ α ·
(
4 + hM(bx0c)
)
· n
log2 n
· hM(2n).
5 Upper Bounds for the Computation of ISAk,`
The ISAk,` functions play a critical role in our approach to studying Necˇiporuk’s method.
This section collects size upper bounds for computing ISAk,` on every model considered in this
paper. These bounds will be required when limits to the Necˇiporuk method for these models
are investigated.
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Theorem 5.1. Let δ ∈ N. For all k, ` ∈ N>0,
NBP(ISAk,`),⊕BP(ISAk,`) ≤ 3 · 2k+
`
2 + 2` (3)
LNBPδ(ISAk,`) ≤
{
12 · 2k max{2`−δ`−δ , `}+ 22`−δ`−δ if ` > δ
2k(3`+ 1) + 2 · 2` if ` ≤ δ (4)
BP(ISAk,`) ≤ 9 · 2
k+`
`
+
22`
`
(5)
LLδ(ISAk,`) ≤ 12 · 2k ·max{2`−δ, `}+ 3 · 2` (6)
L(ISAk,`) ≤ 7 · 2k · 2`. (7)
Proof. Recall the notation used to refer to the bits of an ISAk,` instance a. Here we further
use a1, . . . , ak for the bits of the primary pointer and (when relevant) xn+1, . . . , xn+δ for the
nondeterministic variables.
We begin with simple constructions:
Lemma 5.2. Let v1, . . . , vk, y1, . . . , yk, z1, . . . , z2k be Boolean variables, k ≥ 1.
1. A size 2k − 1 deterministic branching program can “read” v1, . . . , vk and route the 2k
possible outcomes to 2k distinct arcs;
2. A size 3k deterministic branching program can test whether vi = yi holds for every i ∈ [k];
3. A size 2k+1 − 2 deterministic branching program with 2k distinguished states sw for w ∈
{0, 1}k can ascertain that (v1, . . . , vk) = w, i.e., has the property that for each w, a
computation started at sw accepts iff (v1, . . . , vk) = w;
4. A size 4k formula can test whether vi = yi holds for every i ∈ [k];
5. A formula with leaves z1, . . . , z2k and, for every i ∈ [k], with 2i leaves vi or ¬vi can
compute zbink(v1,...,vk)+1.
Proof. For (1), a full binary tree suffices. For (2), a size-3 program can test whether vi = yi for
a fixed i, so a cascade of k such programs can check equality for every i. For (3), an inverted
binary tree first queries v1 at each of 2
k leaves sw, w ∈ {0, 1}k; each answer a ∈ {0, 1} branches
from sw to the unique state sw′ , among 2
k−1 states at the next level, for which w = aw′; each
state at this next level queries v2 and branches to one of 2
k−2 states at the next level, and so
on, down to level k with two states querying vk, for a total of Σ1≤i≤k2i states; every missing
arc in the above description rejects.
For (4), the formula ∧1≤i≤k[(vi ∧ yi) ∨ (¬vi ∧ ¬yi)] expanded into a binary tree has 4k
leaves. For (5), we note that (¬v1 ∧ z1) ∨ (v1 ∧ z2) computes zbin1(v1)+1 and use induction,
having computed zbink(0,v2,...,vk)+1 from the leaves z1, . . . , z2k−1 and the 2
i leaves vi+1 or ¬vi+1
for i ∈ [k − 1], and having computed zbink(1,v2,...,vk)+1 similarly from the leaves z2k−1+1, . . . , z2k
and 2i further leaves vi+1 or ¬vi+1 for i ∈ [k − 1].
The NBP case. If ` = 1 then, by Lemma 5.2.1, a (deterministic) BP of size 2k−1+2k+2 <
3 · 2k + 2` computes ISAk,`. So let ` > 1. For every w ∈ {0, 1}d`/2e, w′ ∈ {0, 1}b`/2c and
p′ ∈ [2k], the NBP will have states s(w,w′), (p′, sw′) and p′. Together with further states, the
NBP implements the following:
• Read bits a1, . . . , ak, sec1, . . . , secd`/2e.
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• Guess w′ ∈ {0, 1}b`/2c and branch to s(sec1,...,secd`/2e,w′), forgetting a1, . . . , ak.
(For every w′ ∈ {0, 1}b`/2c and for every a ∈ {0, 1}, every state querying secd`/2e, i.e.,
every bottom node in the binary tree formed by the first stage, is connected to the state
s(sec1,...,secd`/2e−1,a,w′) with an arc labelled a.)
• If Data[sec1, . . . , secd`/2e, w′] = 1 then guess the bits a′1, . . . , a′k of the primary pointer
p ∈ [2k] and branch to the state (bink(a′1, . . . , a′k) + 1, sw′).
(For every w ∈ {0, 1}d`/2e and w′ ∈ {0, 1}b`/2c, the state sw,w′ queries Data[w,w′] and
connects via an arc labelled 1 to every state (p′, sw′), p′ ∈ [2k].)
• Ascertain that w′ was guessed correctly.
(For each p′ ∈ [2k] separately, apply Lemma 5.2.3 to the distinguished states (p′, sw′),
w′ ∈ {0, 1}b`/2c, to ascertain that a computation from (p′, sw′) reaches the state p′ iff
(sec[p′]d`/2e+1, . . . , sec[p′]`) = w′.)
• Ascertain that p was guessed correctly.
(Apply Lemma 5.2.3, to the 2k distinguished states p′, to ascertain that (a1, . . . , ak) =
(a′1, . . . , a′k).)
The first stage uses 2k+d`/2e − 1 states by Lemma 5.2.1. The second stage needs the 2` states
sw,w′ . The fourth stage uses 2
k times 2b`/2c+1 − 2 states by Lemma 5.2.3 (and also includes
the 2k+b`/2c states (p′, sw′)). The last stage uses 2k+1 − 2 states by Lemma 5.2.3 for a total
< 2k(2d`/2e + 2 · 2b`/2c − 2) + 2k+1 + 2`, which equals 2k(3 · 2`/2) + 2` when ` is even and
2k( 4√
2
· 2`/2) + 2` < 2k(3 · 2`/2) + 2` when ` is odd.
The ⊕BP case. It is easy to check that the above NBP has a unique accepting path for any
input for which ISAk,` is 1 and hence as a ⊕BP it also computes ISAk,`.
The LNBPδ case. If ` ≤ δ then the secondary ISAk,` pointer is no wider than δ, i.e.,
contains no more than δ bits. So a δ-LNBP can “store” the secondary pointer within its first `
nondeterministic variables xn+1, . . . , xn+` and solve ISAk,` as follows:
• Read the primary pointer
• Check that (sec1, . . . , sec`) = (xn+1, . . . , xn+`)
• Forget everything
• Read xn+1, . . . , xn+`
• Check that data[xn+1, . . . , xn+`]=1.
The first and second steps use 2k−1 and 2k3` states respectively, appealing to Lemma 5.2.1
and Lemma 5.2.2. Note that across the second step, neither the secondary pointer nor xn+1, . . . ,
xn+` are remembered. The third step merges every arc that survived the second step and
thus requires no state. The fourth and fifth steps require 2` − 1 and 2` states, for a total
< 2k + 2k3`+ 2 · 2`.
Now suppose that ` > δ, i.e., the secondary pointer is strictly wider than δ. Letm ∈ [`−δ−1],
to be set optimally later. A δ-LNBP can implement the following strategy, where grey-shaded
regions in the diagrams indicate the portion of the ISAk,` variables that are remembered, at
exponential cost in numbers of states, at any given time.
1. Read the primary pointer:
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Uses 2k − 1 states as per Lemma 5.2.1.
2. Check δ contiguous secondary pointer bits for equality with xn+1, . . . , xn+δ:
Uses 2k times 3δ states, again by Lemma 5.2.2. None of the checked bits are remembered.
3. Read `−m− δ other contiguous bits from the secondary pointer:
Uses 2k times (2`−m−δ − 1) states.
4. Forget the primary pointer:
No state required.
5. Read and remember the nondeterministic bits:
Uses 2`−m−δ(2δ − 1) < 2`−m states.
6. Read the data bits that remain candidates:
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Uses 2`−m(22m − 1) < 2`−m22m states.
7. Forget the part of the secondary pointer that was read:
No state required.
8. Read the primary pointer:
Uses 22
m
(2k − 1) < 2k22m states.
9. Read the secondary pointer bits that were never yet accessed:
Uses 22
m
2k(2m − 1) < 2k2m22m states.
10. Output the appropriate data bit from memory: no state required.
The resulting δ-LNBP has fewer than
2k + 2k3δ + 2k2`−δ−m + 2`−m + 2`−m22
m
+ 2k22
m
+ 2k2m22
m
states, which is less than
12 · 2k max
{ 2`−δ
`− δ , `
}
+
22`−δ
`− δ
when m is set to
⌊
log2(`− δ − log2((`− δ)2))
⌋
and `− δ ≥ 8 (and the degenerate case in which
1 ≤ `− δ < 8 is treated separately by using a simpler method to compute ISAk,`).
The BP case. Follows from the LNBPδ case by setting δ = 0. More specifically, stages 2
and 5 in the construction of the δ-NLBP are skipped.
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The δ-LL case. We will not exploit more than ` nondeterministic variables amongst xn+1, . . .
, xn+δ so we suppose that δ ≤ `. Let m = ` − δ. The nondeterministic formula V ∧ D solves
ISAk,` provided that V and D fulfil
V = 1 iff (secm+1, . . . , sec`) = (xn+1, . . . , xn+δ),
D = 1 iff Data[F1, . . . , Fm, xn+1, . . . , xn+δ] = 1,
and for 1 ≤ j ≤ m, Fj evaluates to secj . By Lemma 5.2.5, D exists such that
|D| = 2` + Σmj=12j · |Fj |+ Σ`j=m+12j < 3 · 2` + Σmj=12j · |Fj |. (8)
By Lemma 5.2.5, each formula Fj , 1 ≤ j ≤ m, can be constructed of size
|Fj | = 2k + Σkj=12j < 3 · 2k. (9)
By Lemma 5.2.4, for every p ∈ [2k], a formula Vp of size 4δ can be constructed that evaluates to
1 iff (sec[p]m+1, . . . , sec[p]`) = (xn+1, . . . , xn+δ). The formula V can then be constructed using
Lemma 5.2.5, taking z1, . . . , z2k as V1, . . . , V2k . The size of V is then
|V | = Σ2kj=1|Vj | + Σkj=12j < 2k · 4δ + 2k+1 ≤ 2k · 6`. (10)
Substituting (9) into (8) and using (10), the size of V ∧D is at most
2k · 6`+ 3 · 2` + 2m+13 · 2k ≤ 6 · 2k(`+ 2m) + 3 · 2` ≤ 12 · 2k ·max{2m, `}+ 3 · 2`.
The L case. Follows from the δ-LL case by setting δ = 0. More sharply, V from that
construction is not needed, and |D| = 2` + Σ`j=12j |Fj | < 2` + 3 · 2k · 2`+1 < 7 · 2k · 2`.
6 Nondeterministic and Parity Branching Programs revisited
We note in this section that, in the case of NBP and⊕BP, the flexibility added by Definition 4.1
over Definition 3.1 yields no better lower bounds.
We first define the function bNBP,⊕BP : N>0 → N by
bNBP,⊕BP(m) =

⌈√
1
2 log2m− 1
⌉
if m ≥ 4
0 otherwise
for all m ∈ N>0. Using the same strategy as in the proofs of Lemma 3.1 and Proposition 3.3,
we can prove the following.
Proposition 6.1. bNBP,⊕BP is a Necˇiporuk bounding function for the NBP (respectively,
⊕BP) size complexity measure; i.e., bNBP,⊕BP ∈ NNBP,N⊕BP.
Combining this with Lemmas 2.4 and 2.6, we can immediately derive asymptotic lower
bounds on NBP(EDn) and NBP(ISAn) using Necˇiporuk’s method and hence on N
NBP
ED , N
⊕BP
ED ,
NNBPISA , and N
⊕BP
ISA .
Proposition 6.2. NNBPED (n),N
NBP
ISA (n),N
⊕BP
ED (n),N
⊕BP
ISA (n) ∈ Ω
(
n3/2
log2 n
)
and hence NBP(EDn),
NBP(ISAn), ⊕BP(EDn), ⊕BP(ISAn) are all Ω
(
n3/2
log2 n
)
.
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Then, we can show that bNBP,⊕BP is in fact the asymptotically largest function in
NNBP ∪N⊕BP and that the previous lower bound is in fact also the asymptotically largest
we may obtain. To do this, we appeal to our upper bound from Theorem 5.1 on the size of
NBPs and ⊕BPs computing ISAk,` and apply Lemma 4.1.
Proposition 6.3. There exists a constant c ∈ R>0 verifying that any b ∈ NNBP ∪N⊕BP is
such that b(m) ≤ c · bNBP,⊕BP(m), for m ≥ 4.
Proof. Let g : [1,+∞[ → R≥0 be the non-decreasing function defined by g(x) = 4 · 2 32x for all
x ∈ [1,+∞[. Theorem 5.1 tells us that for all k ∈ N>0, we have
NBP(ISAk,k),⊕BP(ISAk,k) ≤ 3 · 2
3
2
k + 2k ≤ 4 · 2 32k = g(k)
and moreover, g(k+1)g(k) =
4·2 32 (k+1)
4·2 32 k
= 2
√
2 for all k ∈ N>0. Therefore, by Lemma 4.1, any
b ∈ NNBP ∪N⊕BP verifies
b(m) ≤ 2
√
2 · g(log2 log2m)
log2m
= 2
√
2 · 4 · 2
3
2
log2 log2 m
log2m
= 8
√
2 ·
√
log2m
for all m ∈ N,m ≥ 4.
Finally, using this and Lemma 4.2, we get the following result, showing that the asymptot-
ically greatest lower bound we may expect using Necˇiporuk’s method for NBP is (asymptoti-
cally) equivalent to the lower bound for ISA given in Proposition 6.2.
Theorem 6.4. For any family of Boolean functions F = {fn}n∈N, NNBPF (n),N⊕BPF (n) ∈
O
(
n3/2
log2 n
)
.
Proof. We aim at applying Lemma 4.2 which requires four hypotheses, (i) to (iv).
For (i), let h : [4,+∞[→ R≥0 be the function defined by h(x) =
√
log2 x for all x ∈ [4,+∞[
and x0 = 2
8; as required, h is non-decreasing on
[
28,+∞[.
For (ii), notice that h(2x) =
√
x ≥ log2 x for all x ∈
[
28,+∞[.
For (iii), for all v, v′ ∈ N verifying 22v ≥ 28 and 22v′ ≥ 28, we have h(22v) + h(22v′ ) =√
2v +
√
2v′ ≤
√
2v+v′ = h(22
v+v′
) because x+ y ≤ xy when x, y ≥ 2.
For (iv), by Proposition 6.3, we know that any b ∈ NNBP ∪N⊕BP is such that b(m) ≤
α ·√log2m = α · h(m) for all m ∈ N,m ≥ 4.
We can therefore apply Lemma 4.2 with x0 = 2
8 and get that for any family of Boolean
functions F = {fn}n∈N and all n ∈ N, n ≥ 8,
NNBPF (n),N
⊕BP
F (n) ≤ α ·
(
4 + h(
⌊
28
⌋
)
) · n
log2 n
· h(2n) = c · n
log2 n
· √n = c · n
3/2
log2 n
,
which implies that NNBPF (n),N
⊕BP
F (n) ∈ O
(
n3/2
log2 n
)
.
7 Deterministic and Limited Nondeterministic Branching Pro-
grams
In this section, we focus on the model of Boolean deterministic branching programs, as well as
its limited nondeterministic counterpart. In the case of BP, results related to the Necˇiporuk
method have been well-known for a long time (see for instance [18, Chapter 14, Section 3] or
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[1]). Reproving these results using what we presented in Section 4 is an opportunity to confirm
the usability and validity of our approach.
Concerning limited nondeterministic branching programs, the definition of the model itself,
as well as the results presented in this section concerning Necˇiporuk’s method for the associated
measure seem to be novel.
For all δ ∈ N, let us define the functions bLNBPδ : N>0 → N and bBP : N>0 → N given by
bLNBPδ(m) =
{⌈
1
6hLNBPδ(m)
⌉
if m ≥ 4
0 otherwise
and
bBP(m) =
{⌈
1
6
log2 m
log2 log2m
⌉
if m ≥ 4
0 otherwise
for all m ∈ N>0, where hLNBPδ : [4,+∞[→ R is defined as
hLNBPδ(x) =
{
max
{ log2 x
2δ(log2 log2 x−δ) , log2 log2 x
}
if 22
δ+1 ≤ x
log2 log2 x otherwise .
It is straightforward to see that bBP(m) ≤ bLNBP0(m) for all m ∈ N>0 and that equality holds
as soon as bBP(m) ≥ log2 log2m.
To prove that bBP ∈ NBP, we use the well known idea that is usually used (see for instance
[18], [1] or [7]) to derive a specific function b ∈ NBP, which is the fact that, given a Boolean
function f and a Boolean BP P that computes it, we can compute any subfunction f |ρ of f
with a Boolean BP obtained from P by “fixing” the values of the variables to which a value is
affected by ρ (removing the associated vertices and directly linking their predecessors to their
successors through the arcs labelled accordingly). Therefore, if we denote by s the number of
vertices in P labelled by elements from V , we get that an upper bound on the maximum number
of subfunctions computed by BPs with s vertices obtained by “fixing” the values of a given set
of variables in a given BP implies a lower bound on s depending on rV (f), as this number must
be at least as big as rV (f). For the case of limited nondeterminism, it suffices to observe that a
Boolean δ-LNBP (for δ ∈ N) computing some Boolean function f , does in fact deterministically
compute a proof-checker function g for f . We can then combine the aforementioned technique
with Lemma 2.7 binding the number of subfunctions of f on V and the number of subfunctions
of g on V .
Proposition 7.1. bLNBPδ ∈ NLNBPδ for all δ ∈ N. In particular, bBP ∈ NBP.
Proof. Let δ ∈ N. It is not too difficult to show that bLNBPδ and bBP are non-decreasing, we
leave this to the reader.
Let f be a n-ary Boolean function on V and V1, . . . , Vp a partition of V . Let P be a Boolean
δ-LNBP computing f and let g be the (n + δ)-ary Boolean function computed by P when
considering the δ nondeterministic bits as regular input variables (that is, g is such that, for all
a ∈ {0, 1}V ∪[δ], g(a) = 1 if, and only if, P [a] contains a path from s to t1). g is a proof-checker
function for f .
For all i ∈ [p] we will denote by si ∈ N the number of vertices in P labelled by elements in
Vi, as well as q ∈ N the number of vertices labelled by elements in U = [δ]. It is clear that P is
of size
∑p
i=1 si + q ≥
∑p
i=1 si.
We now claim that si ≥ bLNBPδ(rVi(f)) for all i ∈ [p].
Let i ∈ [p]. Let V ′i be the subset of Vi containing all indices of variables on which f depends.
Then, by Lemma 2.2, rVi(f) = rV ′i (f). Moreover for each element l ∈ V ′i , P contains at least
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one vertex labelled by l. By Lemma 2.1, it follows that rVi(f) = rV ′i (f) ≤ 22
|V ′i | ≤ 22si and
si ≥ log2 log2(rVi(f)).
If rVi(f) ≤ 3 the claim is obvious from the definition of bLNBPδ .
In the case where 4 ≤ rVi(f) < 42
δ
we have
⌈
1
6 log2 log2(rVi(f))
⌉
= bLNBPδ(rVi(f)) and we
are also done as si is an integer and si ≥ log2 log2(rVi(f)).
We now assume rVi(f) ≥ 42
δ
. In particular this implies that si ≥ 1.
Observe that for all h : {0, 1}Vi → {0, 1} a subfunction of g on Vi, by definition, there exists
a partial assignment ρ ∈ {0, 1}V \Vi∪[δ] such that g|ρ = h, so it is not too difficult to see that h
is computed by the Boolean BP of size si obtained from P by:
1. removing all non sink vertices labelled by variables not in Vi;
2. defining the new start vertex as the only vertex whose label is in Vi and connected to the
start vertex of P by a path of nodes labelled by a variable outside of Vi and arcs labelled
consistently with ρ;
3. connecting a vertex u to a vertex v by an arc labelled by a ∈ {0, 1} if, and only if, there
exists a path from u to v in P verifying that any intermediate vertex of the path is labelled
by a variable outside of Vi, the first arc is labelled by a and each arc (but the first one) is
labelled consistently with ρ.
Thus, rVi(g) is necessarily upper-bounded by the number of syntactically distinct such BPs we
can build from P that way. Since, for such a BP, there are at most si+2 possible choices for the
start vertex and by functionality of the set of arcs labelled 0 and the set of arcs labelled 1 seen
as successor relations, there are at most (si + 1)
si possible choices for the set of arcs labelled
0, as well as at most (si + 1)
si possible choices for the set of arcs labelled 1, rVi(g) is at most
(si + 2)(si + 1)
2si . Assuming 2 ≤ si we get:
rVi(g) ≤(si + 2)(si + 1)2si = 2log2(si+2)+2si log2(si+1)
≤ 23si log2(si+2)
≤ 26si log2(si) as 2 ≤ si .
It follows that si ≥ 16 ·
log2(rVi (g))
log2 log2(rVi (g))
. If si = 1 it is clear as rVi(g) is then at most 4, and if
si ≥ 2 we would otherwise have
si log2(si) <
1
6
· log2(rVi(g))
log2 log2(rVi(g))
log2
(1
6
· log2(rVi(g))
log2 log2(rVi(g))
)
=
log2(rVi(g))
6
− log2(rVi(g)) log2
(
6 log2 log2(rVi(g))
)
6 log2 log2(rVi(g))
<
log2(rVi(g))
6
(observe that the last inequality follows from the fact that the subtracted member must neces-
sarily be positive since rVi(g) ≥ 4). From Lemma 2.7 we have rVi(g) ≥ rVi(f)
1
2δ . The function
log2(x)
log2 log2(x)
being non-decreasing on
[
ee ln(2),+∞[ and as log2(x)log2 log2(x) ≤ 2 for x ∈ [4, ee ln(2)], we
get for rVi(f)
1
2δ ≥ 4:
si ≥ 1
6
· log2(rVi(f))
2δ
(
log2 log2(rVi(f))− δ
) .
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In conclusion, for all δ, n ∈ N, and any n-ary Boolean function f on V and any partition
V1, . . . , Vp of V , it holds that LNBPδ(f) ≥
∑p
i=1 bLNBPδ(rVi(f)), hence bLNBPδ ∈ NLNBPδ . It
also directly follows that bBP ∈ NBP because bBP is non-decreasing and bBP(m) ≤ bLNBP0(m)
for all m ∈ N>0.
Let us define ΓLNBP : [2,+∞)× N>0 → R by
Γ(x, δ) =
{
max
{
x2
2δ(log2 x−δ) log2 x , x
}
if 2δ+1 ≤ x
x otherwise .
Using the previous proposition and Lemma 2.6, we can immediately derive the following asymp-
totic lower bound on N
LNBP∆(n)
ISA for any ∆: N→ N.
Proposition 7.2. N
LNBP∆(n)
ISA (n) ∈ Ω
(
ΓLNBP(n,∆(n))
)
for any ∆: N → N. In particular,
NBPISA(n) ∈ Ω
(
n2
log22 n
)
.
Proof. Let ∆: N → N. Let n ∈ N, n ≥ 32. Let V1, . . . , Vp, U be a partition of [n] such that
rVi(ISAn) = 2
q for all i ∈ [p] where p, q ∈ N>0 verify p ≥ 132 · nlog2 n and q ≥
n
16 as given by
Lemma 2.6. We have
N
LNBP∆(n)
ISA (n)
≥
p∑
i=1
bLNBP∆(n)(rVi(ISAn)) + bLNBP∆(n)(rU (ISAn))
≥
p∑
i=1
bLNBP∆(n)(2
q)
≥1
6
· 1
32
· n
log2 n
·
max
{ n
16
2∆(n)(log2(
n
16
)−∆(n)) , log2(
n
16)
}
if 42
∆(n) ≤ 2 n16
log2(
n
16) otherwise
≥ 1
192
· n
log2 n
· 1
16
·
{
max
{
n
2∆(n)(log2(n)−∆(n)) , log2 n
}
if 2∆(n)+5 ≤ n
log2 n otherwise
as log2
( n
16
)
≥ log2 n
16
≥ c
3072
· n
log2 n
·
{
max
{
n
2∆(n)(log2(n)−∆(n)) , log2 n
}
if 2∆(n)+1 ≤ n
log2 n otherwise
for some c, see below
=
c
3072
·
{
max
{
n2
2∆(n)(log2(n)−∆(n)) log2 n , n
}
if 2∆(n)+1 ≤ n
n otherwise
=
c
3072
· ΓLNBP(n,∆(n)) as desired .
In order to show the inequality above it suffices to show that log2 x ≥ cx2α(log2(x)−α) for
x ∈ I = [2α+1, 2α+5], α ≥ 0 and some constant c.
It suffices to show that the function f(x) = 2α log2(x) log2(
x
2α ) − cx is non-decreasing on
I. This concludes the claim as f(2α+1) = 2α(α + 1) − c2α+1 ≥ 0 when α ≥ 0 and c ≤ 12 . To
see this notice that the derivative of f is 2α( log2 xx ln 2 +
log2(
x
2α
)
x ln 2 ) − c that has the same sign as
g(x) = 2α log2(
x2
2α )− xc ln 2 for x ∈ I.
The derivative of g is 2
α+1
x ln 2−c ln 2 that vanishes for a value x0 = 2
α+1
c(ln 2)2
. Assuming c ≤ 1
24(ln 2)2
we have x0 ≥ 2α+5 and the derivative of g is always non-negative on I.
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We have g(2α+1) = 2α(α+ 2− 2c ln 2) which is non-negative as soon as c ≤ 1ln 2 . Hence g is
non-negative on I.
Hence taking c = 1
24(ln 2)2
yields the desired result.
Now we show that for all δ ∈ N, bLNBPδ is in fact an asymptotically largest function
in NLNBPδ (as well as for bBP and NBP) and that the previous bound is in fact also the
asymptotically largest we may obtain, using the meta-results of Section 4. To do this, we
appeal to our upper bound from Theorem 5.1 on the size of a δ-LNBP (or a deterministic BP)
computing ISAk,` and apply Lemma 4.1.
Proposition 7.3. There exists a constant c ∈ R>0 verifying that for each δ ∈ N, any b ∈
NLNBPδ is such that b(m) ≤ c · bLNBPδ(m) for all m ∈ N,m ≥ 4. In particular, there exists
a constant c′ ∈ R>0 verifying that any b ∈ NBP is such that b(m) ≤ c′ · bBP(m) for all
m ∈ N,m ≥ 4.
Proof. Let δ ∈ N. Let g : [1,+∞[→ R≥0 be the non-decreasing function defined by
g(x) = 13 · 2x ·
{
max
{
2x−δ
x−δ , x
}
if δ + 1 ≤ x
x otherwise
Theorem 5.1 tells us that for all k ∈ N>0, we have
LNBPδ(ISAk,k) ≤
{
12 · 2k max{2k−δk−δ , k}+ 22k−δk−δ if δ + 1 ≤ k
2k(3k + 1) + 2 · 2k otherwise
≤
{
2k
(
12 max
{
2k−δ
k−δ , k
}
+ 2
k−δ
k−δ
)
if δ + 1 ≤ k
6 · 2kk otherwise as k ≥ 1
≤ g(k)
and moreover, g(k+1)g(k) ≤ 4 for all k ∈ N>0. Indeed, let k ∈ N>0, there are two cases to consider:
• if g(k+ 1) = 13 · 2k+1(k+ 1) then notice that we always have g(k) ≥ 13 · 2k · k. Therefore
we get g(k+1)g(k) ≤ 13·2
k+1(k+1)
13·2kk = 2(1 +
1
k ) ≤ 4;
• otherwise g(k + 1) = 13 · 2k+1 2k+1−δk+1−δ and notice that either g(k) ≥ 13 · 2k 2
k−δ
k−δ or k = δ. If
k = δ it is simple to check that g(k+1)g(k) ≤ 4 , otherwise we have g(k+1)g(k) ≤
13·2k+1 2k+1−δ
k+1−δ
13·2k 2k−δ
k−δ
=
4 · k−δk+1−δ ≤ 4.
Therefore, by Lemma 4.1, any b ∈ NLNBPδ verifies
b(m) ≤ 4 · g(log2 log2m)
log2m
= 4 ·
13 · 2log2 log2 m
{
max
{
2log2 log2(m)−δ
log2 log2(m)−δ , log2 log2m
}
if δ + 1 ≤ log2 log2m
log2 log2m otherwise
log2m
= 52 ·
{
max
{ log2m
2δ(log2 log2(m)−δ) , log2 log2m
}
if 22
δ+1 ≤ m
log2 log2m otherwise
≤ c · bLNBPδ(m)
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for all m ∈ N,m ≥ 4, where c ∈ R>0 is a sufficiently large constant.
In the case where δ = 0 notice that for m ≥ 4 we have
log2 log2m ≤ d · log2 xlog2 log2 x for some suitable constant d.
So we can also conclude that for any b ∈ NBP = NLNBP0 , we have
b(m) ≤ 52 ·max
{ log2m
log2 log2m
, log2 log2m
}
≤ c′ · log2m
log2 log2m
for all m ∈ N,m ≥ 4, where c′ ∈ R>0 is a sufficiently large constant.
Finally, using this and Lemma 4.2, we get the following result, showing that the asymptoti-
cally greatest lower bound we may expect using Necˇiporuk’s method for LNBPδ for any δ ∈ N
is (asymptotically) equivalent to the lower bound for ISA given in Proposition 7.2.
Theorem 7.4. For any family of Boolean functions F = {fn}n∈N and any ∆: N → N,
N
LNBP∆(n)
F (n) ∈ O
(
ΓLNBP(n,∆(n))
)
.
In particular, NBPF (n) ∈ O
(
n2
log22 n
)
.
Proof. Let δ ∈ N. We aim at applying Lemma 4.2 which requires four hypotheses, (i) to (iv).
For (i), we set h as hLNBPδ(x) =
{
max
{ log2 x
2δ(log2 log2(x)−δ) , log2 log2 x
}
if 22
δ+1 ≤ x
log2 log2 x otherwise .
and
x0 = 2
8. One can verify that h is non-decreasing on
[
28,+∞[.
For (ii), for all x ∈ [4,+∞[, we have h(2x) ≥ log2 log2(2x) = log2 x.
For (iii), for all v, v′ ∈ N verifying 22v ≥ 28 and 22v′ ≥ 28, we need to show that h(22v) +
h(22
v′
) ≤ h(22v+v′ ). There are three cases to consider.
• If h(22v) = log2 log2(22v) = v and h(22v
′
) = log2 log2(2
2v
′
) = v′, then h(22v) + h(22v
′
) =
v + v′ = log2 log2(22
v+v′
) ≤ h(22v+v′ ).
• If h(22v) = log2(22
v
)
2δ(log2 log2(2
2v )−δ) =
2v−δ
v−δ > v and h(2
2v
′
) = log2 log2(2
2v
′
) = v′, then we
necessarily have v = δ + η for some η > 0.
Notice that η ≥ 2 because if η = 1 then v < 2, a contradiction.
We conclude by showing that h(22
v
) + h(22
v′
) = 2
v−δ
v−δ + v
′ ≤ 2η+v
′
η+v′ ≤ h(22
v+v′
).
Only the first inequality is non immediate. To see it, consider the function f(x) = 2η+x−
(2
η
η +x)(η+x). A simple calculation shows that it is non-decreasing for x ≥ 2 and η ≥ 2.
The inequality follows as f(2) is non-negative when η ≥ 2.
• In the remaining case h(22v) = 2v−δv−δ > v and h(22
v′
) = 2
v′−δ
v′−δ > v
′. It implies that v ≥ δ+1
and v′ ≥ δ + 1. Arguing as above we actually have v ≥ δ + 2 and v′ ≥ δ + 2, otherwise v
or v′ would be smaller than 2. We then have:
h(22
v
) + h(22
v′
) = 2
v−δ
v−δ +
2v
′−δ
v′−δ ≤ 2
v+v′−2δ
(v−δ)(v′−δ) ≤ 2
v+v′−2δ
v+v′−2δ ≤ h(22
v+v′−δ
) ≤ h(22v+v′ ).
The first and second inequality are because x + y ≤ xy when both x and y are greater
than 2 (in the second case we use that v − δ ≥ 2 and v′ − δ ≥ 2). The third one is by
definition of h and the last one by monotonicity of h.
For (iv), by Proposition 7.3, we know that any b ∈ NLNBPδ is such that b(m) ≤ α · h(m)
for all m ≥ 4.
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We can therefore apply Lemma 4.2 with x0 = 2
8 and get that for any family of Boolean
functions F = {fn}n∈N and all n ∈ N, n ≥ 8,
NLNBPδF (n) ≤ α ·
(
4 + h(28)) · n
log2 n
· h(2n)
= c · n
log2 n
·
{
max
{
n
2δ(log2(n)−δ) , log2 n
}
if 22
δ+1 ≤ 2n
log2 n otherwise
= c ·
{
max
{
n2
2δ(log2(n)−δ) log2 n , n
}
if 2δ+1 ≤ n
n otherwise
= c · ΓLNBP(n, δ) .
Thus, since this holds for all δ ∈ N, we get the desired result.
8 Deterministic and Limited Nondeterministic Formulas
In this section, we focus on the model of Boolean binary formulas and its limited nondeterminis-
tic variant. L is one of the two measures that were considered in Necˇiporuk’s original article [13]
who gave a O( n
2
log2 n
) lower bound for this complexity measure. If the model is restricted to the
case of binary formulas where only 2-ary AND and OR gates can be used, stronger lower bounds
can be proven, the best known for instance being almost cubic and due to H˚astad (see [7, The-
orem 6.15]). Just as in Section 7, results for the Necˇiporuk method for binary formulas are
known (see for instance [18, Chapter 8, Section 7]), but we do not know about any attempt to
consider the method in its full generality: an approach that would explicitly try to find the best
Necˇiporuk function rather than just giving one, as done in [1] for the case of BPs.
Concerning limited nondeterministic binary formulas, Necˇiporuk’s lower bound method
never seems to have been applied to the associated complexity measure, at least in a di-
rect combinatorial sense that excludes Klauck’s communication complexity formulation of the
method [9].
For all δ ∈ N, let us define the function bLLδ : N>0 → N given by
bLLδ(m) =
{⌈
1
4 max
{ log2m
2δ
, log2 log2m
}⌉
if m ≥ 4
0 otherwise
for all m ∈ N>0. We denote by bL the case of bLL0 .
We first prove that bL ∈ NL and bLLδ ∈ NLLδ . This is similar to the limited nondetermin-
istic branching program case.
Proposition 8.1. bLLδ ∈ NLLδ for all δ ∈ N. In particular, bL ∈ NL.
Proof. Let δ ∈ N. It is fairly obvious that bLLδ is non-decreasing.
Let f be a n-ary boolean function on V and let V1, . . . , Vp a partition of V . Let φ be a
Boolean δ-LNBF computing f and let g be the (n + δ)-ary Boolean function computed by φ
when considering the δ nondeterministic bits as regular input variables.
For all i ∈ [p] we will denote by si ∈ N the number of leaves in φ labelled by literals whose
variable indices are in Vi, as well as q ∈ N the number of leaves in φ labelled by literals whose
variable indices are not in V . It is clear that |φ| = ∑pi=1 si + q ≥ ∑pi=1 si. To conclude it
remains to show that si ≥ bLLδ(rVi(f)) for all i ∈ [p].
Fix i ∈ [p]. The claim is obvious if rVi(f) ≤ 3 hence we assume rVi(f) ≥ 4. Let V ′i be
the subset of Vi containing all indices of variables on which f depends. Then, by Lemma
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2.2, rVi(f) = rV ′i (f). Moreover for each l ∈ V ′i , φ contains at least one leaf labelled by l.
By Lemma 2.1, it follows that rVi(f) = rV ′i (f) ≤ 22
|V ′i | ≤ 22si . So we can conclude that
si ≥ log2 log2(rVi(f)).
If rVi(f) ≤ 22
δ+1
, we have⌈
1
4
· log2(rVi(f))
2δ
⌉
≤
⌈
1
4
· log2
(
22
δ+1)
2δ
⌉
= 1 ≤
⌈
1
4
· log2 log2(rVi(f))
⌉
.
and therefore si ≥ bLLδ(rVi(f)).
It remains to consider the case where rVi(f) > 2
2δ+1 . Notice that this implies si > 0, as
22
si ≥ rVi(f).
This part of the proof is taken from classical references, e.g. [18, Proof of Theorem 7.1] or
[7, Proof of Theorem 6.16]. We denote by Ti the sub-tree of φ consisting of all paths from a leaf
with a label in Vi to the root of φ. This tree has nodes of fan-in 0, 1 or 2 and is non-empty since
si > 0. Let Wi be the set of nodes of Ti that have fan-in 2 and notice that |Wi| ≤ si− 1. Let Pi
be the set of paths in Ti starting from a leaf or a node in Wi and ending in a node in Wi or in
the root of Ti and containing no node in Wi as inner node. Notice that |Pi| ≤ 2 |Wi|+ 1 ≤ 2si.
For any partial assignment ρ ∈ {0, 1}V \Vi∪[δ], we obtain a formula φ|ρ of size si computing
g|ρ by replacing each variable in V \ Vi ∪ [δ] by the appropriate constant given by ρ. This
assignment induces that any part of φ|ρ corresponding to a path p in Pi, either computes a
constant function, or is the identity or negates its input. Reciprocally any of these four choices
on p induces a subfunction of g. Hence we have rVi(g) ≤ 4|Pi| ≤ 24si .
As g is a proof-checker function for f , from Lemma 2.7 it follows that rVi(g) ≥ rVi(f)
1
2δ ,
therefore
si ≥ 1
4
log2(rVi(g)) ≥
1
4
log2
(
rVi(f)
1
2δ
)
=
1
4
· log2(rVi(f))
2δ
.
Altogether, we have
si ≥ 1
4
max
{ log2(rVi(f))
2δ
, log2 log2(rVi(f))
}
,
which implies that si ≥ bLLδ(rVi(f)) as si is integral.
In conclusion for any n-ary Boolean function f on V and any partition V1, . . . , Vp of V , it
holds that LLδ(f) ≥
∑p
i=1 bLLδ(rVi(f)), hence bLLδ ∈ NLLδ .
Using this and Lemma 2.6, we can immediately derive the following asymptotic lower bound
on N
LL∆(n)
ISA .
Proposition 8.2. N
LL∆(n)
ISA (n) ∈ Ω
(
max
{
n2
2∆(n) log2 n
, n
})
for any ∆: N → N. In particular,
NLISA(n) ∈ Ω
(
n2
log2 n
)
.
Proof. Let ∆: N → N. Let n ∈ N, n ≥ 32. Let V1, . . . , Vp, U be a partition of V such that
rVi(ISAn) = 2
q for all i ∈ [p] where p, q ∈ N>0 verify p ≥ 132 · nlog2 n and q ≥
n
16 as given by
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Lemma 2.6. We have
N
LL∆(n)
ISA (n) ≥
p∑
i=1
bLL∆(n)(rVi(ISAn)) + bLL∆(n)(rU (ISAn))
≥
p∑
i=1
1
4
·max
{ log2(2q)
2∆(n)
, log2 log2(2
q)
}
= p · 1
4
·max
{ q
2∆(n)
, log2 q
}
≥ c1 · n
log2 n
·max
{ n
16 · 2∆(n) , log2
( n
16
)}
≥ c2 ·max
{ n2
2∆(n) log2 n
, n
}
because n ≥ 32 implies log2(
n
16
) ≥ log2 n
16
.
We now show that for all δ ∈ N, bLLδ is in fact an asymptotically largest function in
NLLδ . To this end, we appeal to the upper bound on LLδ(ISAk,`) from Theorem 5.1 and apply
Lemma 4.1.
Proposition 8.3. There exists a constant c ∈ R>0 verifying that for each δ ∈ N, any b ∈ NLLδ
is such that b(m) ≤ c · bLLδ(m) for all m ∈ N,m ≥ 4.
Proof. Fix δ ∈ N. Let g : [1,+∞[ → R≥0 be the non-decreasing function defined by g(x) =
15 · 2x ·max{2x−δ, x}.
Notice that g(k+1)g(k) ≤ 4 for all k ∈ N>0.
Moreover, from Theorem 5.1 we have:
LLδ(ISAk,k) ≤ 12 · 2k ·max{2k−δ, k}+ 3 · 2k ≤ g(k).
Therefore, by Lemma 4.1, any b ∈ NLLδ verifies
b(m) ≤ 4 · g(log2 log2m)
log2m
= 4 · 15 · 2
log2 log2 m ·max{2log2 log2(m)−δ, log2 log2m}
log2m
= 60 ·max
{ log2m
2δ
, log2 log2m
}
for all m ≥ 4.
Finally, using this and Lemma 4.2, we show that asymptotically the greatest lower bound
we may expect using Necˇiporuk’s method is the one obtained for ISA in Proposition 8.2.
Theorem 8.4. For any family of Boolean functions F = {fn}n∈N and any ∆: N → N,
N
LL∆(n)
F (n) ∈ O
(
max
{
n2
2∆(n) log2 n
, n
})
.
In particular, NLF (n) ∈ O
(
n2
log2 n
)
.
Proof. Fix δ ∈ N. We aim at applying Lemma 4.2 which requires four hypotheses.
For (i), let h : [4,+∞[→ R≥0 be the function defined by
h(x) = max
{ log2 x
2δ
, log2 log2 x
}
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and x0 = 2
8; as required, h is non-decreasing on
[
28,+∞[.
For (ii), for all x ∈ [4,+∞[, we have h(2x) ≥ log2 log2(2x) = log2 x.
For (iii), for all v, v′ ∈ N verifying 22v ≥ 28 and 22v′ ≥ 28, we have h(22v) + h(22v′ ) ≤
h(22
v+v′
). Indeed, let v, v′ ∈ N such that 22v ≥ 28 and 22v′ ≥ 28, there are two cases to consider.
• If h(22v) = log2 log2(22v) = v and h(22v
′
) = log2 log2(2
2v
′
) = v′, then h(22v) + h(22v
′
) =
v + v′ = log2 log2(22
v+v′
) ≤ h(22v+v′ ).
• Otherwise, there is at least one w ∈ {v, v′} such that h(22w) = log2(22
w
)
2δ
= 2w−δ: assume
without loss of generality that it is v. Then, since 22
v ≥ 16, we have v ≥ 2, so by
hypothesis, it follows that 2v−δ > v ≥ 2. Moreover, h(22v′ ) = max{2v′−δ, v′} ≤ 2v′ , so
using our usual observation about the relationship between the sum and the product of
two real numbers greater than or equal to 2, we get h(22
v
) + h(22
v′
) ≤ 2v−δ + 2v′ ≤
2v+v
′−δ = log2(2
2v+v
′
)
2δ
≤ h(22v+v′ ).
For (iv), by Proposition 8.3, we know that any b ∈ NLLδ is such that b(m) ≤ α · h(m) for
all m ≥ 4.
Therefore, by Lemma 4.2, for any family of Boolean functions F = {fn}n∈N and all n ≥ 8,
we have:
NLLδF (n) ≤ α ·
(
4 + h(
⌊
28
⌋
)
) · n
log2 n
· h(2n)
≤ c · n
log2 n
·max
{ n
2δ
, log2 n
}
= c ·max
{ n2
2δ log2 n
, n
}
.
9 Conclusion
We have proposed a general interpretation of what it means to say “the method of Necˇiporuk”.
We have applied the method to several complexity measures, as reported in Table 1, and shown
in particular that the limitations of the method are very much determined by the complexity of
the Indirect Storage Access function under each measure, at least for those we studied in this
paper. Note that our focus was not on optimizing the constant factors in the bounds obtained,
most of which can certainly be improved.
Our abstract definition of a Necˇiporuk function is inspired by Alon and Zwick [1]. It has
the benefit of not specifying the way in which such a function is obtained, be it some “semantic
count” of the number of different Boolean functions computable with a given cost, some “syntac-
tic count” of the number of different devices of that cost as done usually, or any other technique.
While in the literature, “Necˇiporuk-style theorems” refer to giving an explicit Necˇiporuk func-
tion as defined in step 1 in Definition 4.1 [18, 7, 1], it is natural to ask whether we could even
further twist the definition of a Necˇiporuk function to get more out of the method.
Looking at our meta-results and how we draw the limitation results for Necˇiporuk’s method
used for a specific measure M, namely using an upper bound on the ISAk,k function for all
k ∈ N>0, we observe that the main weakness of the method is that a Necˇiporuk function for
M should verify the conditions presented in step 1 of Definition 4.1 for any Boolean function.
The natural question is therefore whether restricting the class of Boolean functions for which
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these conditions should be verified by a Necˇiporuk function for M would allow to get stronger
Necˇiporuk functions (and thus, lower bounds) for M for this specific class of Boolean functions.
This seems to be an interesting question to us, but is not treated in this paper.
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