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Abstract 
 
 Liquid chromatography coupled tandem mass spectrometry (LC-MS/MS) has become the 
preferred method for large-scale peptide and phosphopeptide identification and quantification. The 
dominance of LC-MS/MS is the result of improved chromatographic, mass spectrometry and 
bioinformatic technologies. The applications of these technological improvements drive biological 
innovation by expanding the realm of possible experimentation, facilitating the creation and evaluation 
of novel hypotheses. Such improvements are the focus of this dissertation. New technologies are 
presented and their proteome wide applications in biological systems are demonstrated. 
 A comparison of common phosphopeptide enrichment methods is presented in chapter two, 
which demonstrates that a combination of methods provides non-overlapping data sets. This 
comparison was performed in mitotically arrested fission yeast, a previously unstudied system by 
phosphoproteomic methods. This chapter remarks upon phosphorylation site conservation between 
lower and higher eukaryotes, as a means of predicting potentially relevant phosphorylation events in 
mammals. 
 A new protocol for tissue based peptide quantification is presented in chapter three. The large-
scale application of this method is detailed in a system of mouse liver phosphorylation, between fasted 
and re-fed states. The effect of peptide and protein level false discovery rates on the accuracy of 
phosphorylation site quantification is highlighted. This method is a cost-effective alternative to available 
techniques, such as metabolic labeling, and expands the application of proteomics to include larger 
animals.  
 iv 
 
Finally, an in depth analysis of quantitative LC-MS/MS based multiplexing is the subject of the 
last chapter. New techniques for peptide pre-fractionation and ion quantification are discussed, which 
improve proteome coverage and quantitative accuracy. This proteome-wide multiplexing is applied to 
an analysis of the budding yeast environmental stress response. Applicable methods of data processing 
and a means of obtaining biologically relevant information out of multidimensional proteomic data sets 
are discussed. In all chapters, the data presented represent the largest analyses of their kind. This 
dissertation provides a solid guide for future proteome-wide studies, focused on the identification and 
quantification of peptides and their posttranslational modifications. 
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Chapter 1 
Introduction 
 
Proteomics: a 21st Century Technology 
 The last three decades of the twentieth century saw the rise and maturation of the genomic 
sciences. What began as laborious and costly effort for even simple genomic analyses1, 2, flourished into 
a robust strategy, applicable in complex organisms. Indeed the turn of the century witnessed the 
completion of the human genome3, 4, a milestone with far reaching potential. In addition to gene 
sequencing technology, the development of robust microarray strategies has produced libraries of gene 
expression data, encompassing various model organisms and human diseases (e.g. ref 5). The 
interpretation of genetic sequence information and gene expression data, however, is not always readily 
comprehensible. Proteins are primarily responsible for the direct actions within a cell, and often gene 
and protein expression patterns display limited correlation6. Furthermore, posttranslational events, 
particularly phosphorylation, may regulate the functions of these proteins, complicating the biology at 
hand. It is evident that robust strategies for the identification and quantification of proteins and their 
posttranslational modifications are of extreme use for the analysis of biological systems. In an analogous 
manner to genomics, the field of proteomics has developed over the last two decades, beginning as a 
low throughput qualitative endeavor, and maturing to a large-scale quantitative technology. 
 The common theme between genomics and proteomics is that technology drives biology. With 
the introduction of new technology (e.g. multiplexed DNA sequenceing7 and absolute protein 
quantification methods8), novel experiments become possible which can answer fundamentally unique 
questions. In addition, the results of these experiments often generate a wealth of new hypotheses in a 
 2 
 
manner which traditional small-scale experiments cannot. In this dissertation, the development, 
evaluation, and the biological application of proteomic methods and technologies are discussed, with an 
emphasis on posttranslational modification and peptide quantification. The foundation of each chapter 
is a solid understanding of shotgun sequencing by LC-MS/MS and the incorporation of stable isotopes 
for mass-based quantification. An overview of proteomic technologies and a presentation of these 
topics are discussed in depth. 
 
Common Analytical Techniques in the Field of Proteomics 
Although peptides have been characterized for many decades by using analytical tools such as  
amino acid composition analysis or Edman degradation9, sensitive and high-throughput technologies 
were slower to develop. Modern protein analysis utilizes several technologies, of which various 
strengths and weaknesses exist: these include one- and two-dimensional gel electrophoresis, western 
blotting, and protein arrays (summarized in Table 1.1). Often these technologies are limited in their 
sensitivity, specificity and depth of analysis, or by other means, such as the antibody requirements of 
western blotting and protein arrays. These drawbacks hinder their application on a proteome wide 
scale. HPLC coupled tandem mass spectrometry (LC- MS/MS) offers the most promise for overcoming 
these limitations, and is an intense are of research10. The coupling of LC and MS components11 gave rise 
to the ‘shotgun sequencing’ technique, which is now the preferred method for peptide analysis. 
 3 
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Overview of LC-MS/MS, Sample Preparation and Proteome Complexity Considerations  
Sequencing peptides by LC-MS/MS is multistep, yet linear process. Peptides are separated by 
online reverse phased liquid chromatography and ionized as they elute off the column. The mass to 
charge ratio (m/z) of ionized peptides is detected in an MS1 scan, ions of interest from an MS1 scan  are 
sequentially selected for fragmentation12, and fragment ions are reanalyzed in an MS2 scan. The 
resulting MS2 spectra are searched by means of various computer algorithms to obtain peptide 
sequence information (the typical workflow of shotgun sequencing is displayed in Figure 1.1). Often 
these algorithms identify peptides by matching the observed MS/MS spectra to lists of potential 
theoretical spectra13 (Figure 1.1, B). This strategy has been successfully applied in numerous analyses, 
with the caveat that a peptide can only be matched if its sequence is contained in the database. A 
peptide which is not contained in the database will be incorrectly matched, increasing the false 
discovery rate of the analysis. Much effort has been put toward understanding and controlling false 
discovery rates14-16. As proteome size increases, and as common peptide modifications are included in 
the search criteria (e.g. phosphorylation), the complexity of these searches increases by several orders 
of magnitude. Mass accuracy has greatly aided in peptide identification in such cases. All of these 
considerations are elaborated upon later. 
 In the vast majority of proteomic analyses10-12, 17-19, protein lysates are digested with 
endopeptidases prior LC-MS/MS. In general, peptide analysis is preferred, as peptides tend to be shorter 
and less charged than their protein counterparts; large and highly charged molecules are not amenable 
to mass spectrometry without the application of specialized techniques (e.g. the ‘top down appoach’20). 
Trypsin (cleaves after K and R residues) and Lys-C (cleaves only after K residues) are two common 
proteolytic enzymes used for digestion. These enzymes generally liberate peptides between 10-20 
amino acids, carrying 2-4 charges in the gas phase, making them well suited for mass spectrometric 
applications.  
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Figure 1.1. Workflow of a typical shotgun sequencing experiment by LC-MS. (A) Data acquisition strategy. The first step in 
the analysis of peptides by shotgun sequencing is to obtain a whole cell lysate from the cell or tissue of interest. In this 
example, budding yeast are analyzed. Protein lysates are digested by endopeptidases to produce sequence specific 
fragments. Often either trypsin (cleaves C-terminal to K and R) or Lys-C (cleaves C-terminal to K only) enzymes are used for 
digestion. The digested peptides are separated by online HPLC, using reverse phased chromatography in a glass capillary 
column. As peptides elute, they are ionized into the mass spectrometer through electrospray ionization (ESI). These ionized 
peptides are analyzed within a defined m/z range to produce an MS
1
 spectrum. Ions of interest (usually the top 10-20 most 
abundant ions) from an MS
1
 spectrum are sequentially isolated and fragmented (e.g. by CID). These fragment ions are 
reanalyzed, producing an MS
2
 spectrum. This MS
2
 spectrum is searched against a protein database to obtain peptide 
sequence information using one of several available search algorithms. (B) Spectral matching of observed and theoretical 
spectra by the SEQUEST algorithm. CID generates MS
2
 spectra which contain b- and y-type fragment ions, for the N- and C-
terminal fragments respectively. These ions are matched to the theoretical b- and y-ions of a potential spectrum. The 
degree to which the theoretical and observed spectra correlate (SEQUEST XCorr) is a measure of how certain one can be of 
a peptide’s identification. 
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Peptides from whole cell lysates may be either analyzed directly, or additional fractionation 
techniques may be used prior to LC-MS/MS (e.g. strong cation exchange chromatography). Alternatively, 
protein fraction by SDS-PAGE, for example, may be used prior to digestion. Although the online liquid 
chromatography component effectively separates peptides from one another (increasing analytical 
depth) while concentrating each peptide in the capillary column (increasing analytical sensitivity), often 
the complexity in peptide concentration range of an unfractionated proteome digest is large21. The 
result of this great complexity is the co-elution of peptides and stochastic identification, resulting in 
fewer identified peptides. This phenomenon is probably the largest drawback to shotgun sequencing. 
The function of pre-fractionation techniques is a reduction in sample complexity to reduce stochastic 
sampling. Faster scanning and more accurate mass spectrometers have also been demonstrated to 
lessen the impact of sample complexity, as has the use of dynamic exclusion algorithms, which actively 
avoid re-isolating the same ions within a defined period of time. Each sub-process of shotgun 
sequencing technology is an area of intense research. 
 
Peptide Ionization 
 Although many ionization techniques exist in the field of mass spectrometry, including matrix 
assisted laser deportation ionization (MALDI)22 and electrospray ionization (ESI)23, ESI is the preferred 
method for peptide analysis by LC-MS. As peptides elute off the reverse phased column, they are passed 
through an electric potential, which ionizes peptides (bestowing a positive charge upon them) and 
vaporizes the mobile phase, creating microscopic droplets. The use of ESI is preferred for several reason: 
first, multiple charge states are formed, which extends the possible mass to charge (m/z) range of the 
analysis; MALDI in contrast tends to primarily form singly charged ions, limiting its usefulness for 
complex mixtures. In addition ESI generally avoids molecular fragmentation during ionization. Finally, 
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only one analyte is contained within each ionized droplet on average, facilitating their efficient transfer 
to the gas phase for MS analysis. 
Modern LC-MS/MS analysis employs a ‘nanospray’ technique, which involves the use of thin 
columns (100 µm inner diameter or smaller), small stationary phase resins (particle size of 3 µm), high 
pressure and low flow rates (~300-500 nL/min) 24, 25 for analysis. This technique demonstrates improved 
chromatography over other methods, which leads to greater peptide resolution and sensitivity25. The 
discussed methods are coupled to automatic sampling technology, which automates the procedure and 
increases the analytical throughput. 
 
Mass Analysis with Parts per Million (PPM) Accuracy 
  One of the greatest technological achievements in the field of mass spectrometry based 
proteomics, during the first decade of the 21st century, was the implementation of instrumentation 
which permitted the determination a peptide ion’s m/z with extremely high accuracy and resolution. 
High resolution instrumentation is useful for accurately visualizing peptide isotopes, which contain very 
similar differences in their mass to charge ratios (m/z). For example, with the commercial availability of 
Fourier-transform ion cyclotron resonance (FT-ICR) mass spectrometers, peptides could routinely be 
analyzed with parts per million (PPM) accuracy26. Using FT-ICR, determination of an ion’s m/z is based on 
its cyclotron frequency in a magnetic field. A packet of ions is excited using a specific radio frequency 
voltage (corresponding to the cyclotron resonance of those ions), which gradually increases the orbital 
radius of the ion packet. Once this radius is suitably large, the ions induce a current pulse in detector 
electrodes as they orbit, which can be plotted over time. This time domain is Fourier transformed to 
yield the mass of these ions. Such a process occurs in a multiplexed fashion, where many packets are 
simultaneously excited and detected, which creates the full mass spectrum by the combination of 
Fourier transformed signals27.  Such accuracy obtained through FT-MS is ubiquitously helpful for peptide 
 8 
 
identification, the identification of posttranslational modifications, and is required for peptide 
quantification. Recently, the use of an Orbitrap for high accuracy mass analysis28 has become the 
preferred method. Although both the Orbitrap and the FT-ICR are capable of high accuracy FT-MS, the 
Orbitrap is smaller, less expensive, and requires less maintenance; the FT-ICR requires the use of a liquid 
helium cooled superconducting magnet to generate the magnet field, whereas the Orbitrap utilizes 
electrostatic fields for trapping ions. 
High accuracy mass measurements substantially improve the identification of peptides by LC-
MS/MS. The most obvious advantage with high mass accuracy is the limitation of theoretical peptide 
sequences which may match an MS2 spectrum, as smaller mass tolerances in the search parameters may 
be used. The result of limiting the number of potential spectra is a reduction in computational time for 
search algorithms. In addition, the reduction of theoretical candidates is an effective means of 
controlling the false discovery rate (discussed below) of a proteomic analysis, as it becomes increasingly 
likely that false peptide assignments will match a given MS/MS spectrum as the search space is 
increased15. Thus mass accuracy leads to higher sensitivity in the assignment of MS2 spectra, as more of 
the spectra can be successfully matched to true positive sequences. Related to this fact, high accuracy 
analysis resolves peptide isotopic envelopes (due to naturally occurring 13C in proteins), allowing for the 
unambiguous assignment of charge state based on the m/z difference between successive isotopic 
peaks. As peptides are measured as a function of their mass to charge ratio, accurate identification of 
the charge state allows one to back calculate the peptide mass with precision. Without mass accuracy, 
peptide spectra are searched in multiple charge states, which complicates the search and  may affect 
the false discovery rate15. These observations are particularly true for the analysis of posttranslational 
modifications, as the inclusion of common modifications such as phosphorylation, oxidation and 
ubiquitination, greatly increases the number of potential theoretical spectra by several orders of 
magnitude. High mass accuracy also is extremely beneficial for peptide quantification using stable 
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isotopes (discussed in detail later). Accurate mass readings allow one to extract ion intensity information 
from several successive MS1 scans, generating extracted ion chromatograms. In this manner an MS2 is 
not required for each MS1 ion of interest to quantify a peptide29. Smaller mass windows also limit the 
amount of observed noise, increasing peptide signal to noise measurements and their quantitative 
accuracy. 
 High accuracy analysis (e.g. via the Orbitrap) is now routinely combined with fast scanning mass 
spectrometers (quadrupole liner ion traps, e.g. LTQ) in hybrid instrumentation (LTQ-Orbitrap). In these 
instruments, a large mass range of ions is first trapped in the LTQ and a full MS (MS1) scan of these ions 
is read out in the Orbitrap at high resolution. Subsequently, ions of interest are re-acquired and isolated 
in the LTQ (~2 m/z isolation windows around the ion of interest), and fragmented (methods discussed 
below). These product ions are rapidly analyzed in the linear ion trap to obtain MS2 spectra for database 
searching. MS2 product ions tend to be low abundance species and benefit from the sensitivity imparted 
by the linear ion trap. The result of this instrument hybridization is a combination of high accuracy MS1 
with fast and sensitive acquisition of MS2 spectra. This compromise is an ideal solution for the analysis of 
complex mixtures, and has led to deeper proteome analyses. One current implementation of hybrid 
instrumentation is the Orbitrap Velos; in this instrument, two linear ion traps are used in series, one for 
fragmentation (high pressure trap) and one for product ion analysis (low pressure trap)30. MS1 analysis 
still occurs in the Orbitrap. This instrument provides a substantial increase in analytical depth compared 
to its predecessor. 
It is additionally possible to analyze MS2 fragment ions with high accuracy in the Orbitrap (parts 
per million); in contrast, ion trap MS2 spectra are lower accuracy (parts per thousand).  High accuracy 
MS2 spectra contain several benefits: The combination of high accuracy MS1 and the identification of 
even a few high accuracy MS2 ions may drastically limit the number of theoretical peptides which could 
potentially match an MS2 spectrum; in many cases only one or a few peptides may be possible. Search 
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algorithms are further aided by such an analytical scheme, and peptides often score better with these 
algorithms. In addition, high accuracy MS2 spectra improve the performance of fragment ion based 
peptide quantification techniques (e.g. TMT, discussed later, and the subject of chapter 4). Finally, the 
combination of high accuracy MS1 and MS2 spectra allows one to perform unconventional searches 
which are achieved using a large (100 Da) parent ion (MS1 ions) tolerance. In these spectra (used briefly 
in chapter 3) it is possible to visualize peptide modifications which have not been previously reported 
(e.g. reaction side products) or simply not accounted for in the search parameters (e.g. deamination of 
asparagine and glutamine). The mass of the modification is observed as the mass of the observed 
peptide minus mass of the theoretical peptide sequence (mass error, can be negative). Despite the large 
mass error, peptides are successfully identified as results of the high accuracy MS2 ions, an outcome 
which is limited with ion trap MS2. 
Most applications of high accuracy MS2 have been limited by the decreased sensitivity and 
increased analytical time required to collect such spectra. That being said, the recent implementation of 
the Q-Exactive mass spectrometer (a quadrupole mass filter coupled to an Orbitrap analyzer31) has 
greatly increased the application of high accuracy MS2 analysis, due to decreases in the MS duty cycle. 
Ion sensitivity, however, is still an issue with this mass spectrometer, thus generally low intensity 
samples (e.g. phosphorylation) are not analyzed by this means.  
 
Fragmentation Options 
 Regardless of what type of mass analyzer is used, all shotgun sequencing requires peptide 
fragmentation by tandem mass spectrometry (MS/MS), to obtain sequence information. As mentioned, 
MS/MS occurs by first selecting and isolation an ion of interest from the MS1 spectrum. The isolated ions 
are then fragmented by one of many available methods, producing characteristic fragment ions 
(fragmentation along the peptide backbone). The resulting fragment ions are then analyzed to obtain an 
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MS2 spectrum used for database searching and peptide identification. Generally the top 10 to 20 
precursor ions in an MS1 spectrum are sequentially selected (in decreasing order of abundance) for MS2 
analysis, depending on the instrument used and the goal of the analysis12, 32. The following descriptions 
of fragmentation methods are as they pertain to MS/MS analysis on a LTQ-Orbitrap platform. These 
methods are applicable to other instrumentation platforms, though their implementations are slightly 
different. Three common fragmentation methods are collision induced dissociation (CID), electron 
transfer dissociation (ETD), and higher energy collisional dissociation (HCD). These methods are 
generally complementary with respect to one another, with each demonstrating advantages under 
certain conditions. 
CID is perhaps the most widely used peptide fragmentation method in mass spectrometry. In 
CID, peptide ions are activated (within a defined m/z window) and collided with an inert gas (usually 
helium or nitrogen). The result of these collisions is fragmentation along the peptide backbone. The 
collisions tend to produce only one fragmentation event per peptide, as the m/z of peptide fragments 
generally fall outside of the activation window for CID, and they are therefore not reactivated for further 
collision. As a result many b- and y-type ions are produced (N- and C-terminal fragments). In the 
discussed hybrid instruments, CID occurs in the linear ion trap, and fragment ions can be analyzed either 
in the linear ion trap (fast/sensitive but lower mass accuracy) or the Orbitrap (slow/less sensitive but 
high mass accuracy). CID can also be performed using other common instruments, such as triple 
quadrupole mass spectrometers. The advantages of each MS2 analysis method are discussed above. 
ETD fragments ions through the transfer of radical anions to protonated peptides, which cause 
fragmentation at the Cα-N bond33. As such, analogous c- and z-type ions are generated, as opposed to 
the b- and y-type ions generated by CID. ETD has been presented as a promising fragmentation method, 
particularly for the analysis of phosphopeptides. Labile phosphate groups are often liberated during CID 
(neutral loss), complicating the localization of a phosphate group as sequence-specific b- and y-ions in 
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these MS2 spectra often of low intensity. In contrast neutral loss in generally not observed with ETD.  At 
least in our lab, however, we find that CID generally outperforms ETD, despite factors such as neutral 
loss, due to the slower speed of ETD analysis. As such it is not generally discussed further.  
  HCD on the other hand is an alternative to CID which is now widely used for proteomics 
studies30, 31, particularly for MS2 based peptide quantification34. HCD is a type of CID, in that peptide ions 
are collided with inert gas molecules to produce fragment ions (b- and y-type). In contrast to ion trap 
CID, HCD utilizes higher energy beam-type fragmentation35. These high energy dissociations enable a 
wider range of fragmentation pathways, where multiple fragmentation events per peptide ion are 
possible. A drawback of ion trap CID is that a low mass cutoff exists (~30% of the low m/z range of the 
isolation ion is lost), hindering the analysis of smaller fragments. HCD is not restricted by this property 
and is useful for the analysis the low mass reporter ions in MS2 based quantification (discussed later). In 
most instruments, HCD is generally performed in a dedicated collision cell and the ions are analyzed 
with high mass accuracy in the Orbitrap.  
 
Database Searching and False Discovery Rate Considerations 
 All discussed fragmentation methods produce consistent and recognizable fragment ions which 
may be used to determine a peptide sequence. The most common means of matching the fragment ions 
to a peptide sequence is by comparing the observed MS2 spectrum to various in silico predicted spectra 
(Figure 1.1, B). Fortunately, many algorithms (e.g. Mascot36, OMSSA37 and SEQUEST13) can achieve this 
goal in an automated fashion. Theoretical spectra are generated from a protein database (e.g. S. 
cerevisiae) using various constraints, including minimum peptide length, peptide mass range, and 
enzymatic cleavage specify. As mentioned, accurate mass measurements reduce the number of these 
theoretical spectra which have to be considered when attempting to match them with an observed 
peptide spectrum. Spectral matching is a non-trivial endeavor, however, as observed MS2 spectra vary 
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considerably in their quality and completeness of fragmentation. In addition observed MS2 spectra may 
contain many unrelated ions (even fragment ions of unrelated co-eluting peptides), not considered in 
the theoretical spectra which negatively affect the matching process. Poor quality spectra tend to be 
miss-assigned, which increases the false discovery rate of the analysis. As such, these algorithms employ 
quality scoring metrics, such as the cross-correlation score in SEQUEST (XCorr) to compare various 
peptide spectral matches. These scores, along with peptide properties such as charge state, mass error, 
enzymatic cleavages specificity (if none was specified in the search), and others are useful for controlling 
the false discovery rate of a proteomic analysis. 
 The most widely used tool for estimating false discovery rates in a proteomics data set, and 
therefore the means to filter to a known false discovery rate, is achieved using the reverse database 
strategy15 (Figure 1.2). Observed MS2 spectra are searched against a composite database containing all 
proteins in their forward and reverse orientations (often referred to as the decoy database). Poor 
quality spectra which do not readily match a forward theoretical peptide sequence will randomly match 
forward or reverse sequences at an equal frequency15. Thus, the number of reverse hits is equal to half 
the total false positive peptide spectral matches (FDR = 2 * reverse hits/total hits). Other methods exist, 
including using a randomized sequence database38, though the reverse database strategy in preferred 
for several reasons: The reverse database method preserves the structure of the forward database 
(same number of peptides considered in both forward and reverse orientation, same distribution of K/R 
and peptide lengths) and also preserves any sequence redundancy between proteins (such as between 
isoforms for example). The number of reverse hits, and their properties (XCorr, mas error, etc.) can be 
used as a guide for filtering a data set to a known false discovery rate. 
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A means of separating false positive hits (forward and reverse) from true positive (forward only) 
hits, in order to control the false discovery rate, is through linear discriminant analysis18 (LDA, Figure 
1.3). LDA in general is used to identify features which can separate two of more data classes, which in 
the context of the reverse database strategy signifies the forward and reverse hits. Many of the 
discussed peptide properties are used as features in LDA (e.g. XCorr, mass error, etc.). Linear 
discriminant models are calculated for each run using peptide matches to forward and reversed protein 
sequences as positive and negative training data. Covariance between features and the mean values of 
these features from the positive and negative data sets are used to calculate the coefficients for 
Figure 1.2. The reverse database strategy for false discovery rate estimation. The first step in this strategy is to generate a 
decoy database from which known false positive hits can be observed. Though several methods exist for obtaining a decoy 
database, the reverse database strategy is applied most widely. This method involves reversing the sequences of a protein 
database, so that the N- and C-termini of all tryptic peptides, from example, are inverted. The original forward and this 
generated reverse database are concatenated and used as the new database for a SEQUEST search. Peptide identification 
errors have an equal chance of matching a random forward or reverse peptide sequence. With this in mind, the false 
discovery rate (FDR) is estimated as twice the number of reverse hits, divided by the total number of hits. This strategy is 
also applicable for protein level false discovery rate estimations. The number of reverse hits is used as a guide for filtering 
incorrect assignments from a dataset while in parallel controlling the FDR of the dataset. 
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discriminant score calculations; a score is calculated for each peptide.  After completion of LDA, a clear 
separation generally exists among true positive and false positive hits; indeed two distributions of 
peptides are seen, one containing true positive forward hits and one containing forward and reverse 
false positive hits (Figure 1.3, A). Peptides in each MS/MS run are ranked by descending discriminant 
score and filtered to a known false discovery rate (generally 1%) based on the number of reverse 
sequences remaining in the data set (Figure 1.3, B). By comparing the distributions of the true and false 
positive peptides (Figure 1.3, A), the probability that a given peptide has been incorrectly assigned can 
be estimated by its discriminant score. Other comparable methods employ the use of support vector 
machine (SVM) algorithms to define the separation between forward and reverse hits and yield 
comparable results39. 
 
 
Figure 1.3. LDA analysis and peptide false discovery rates. (A) Linear discriminant scoring effectively separates false 
positive and true positive hits. Two distributions are observed: A large, sharp distribution of true positive hits (forward 
database matches) is centered at a discriminant score of ~2. A second diffuse distribution of false positive hits (forward and 
reverse database matches) is centered at a discriminant score of ~-2. Importantly false positive hits from the forward and 
reverse database display a similar distribution. (B) Discriminant scoring effectively controls the false discovery rate of an 
analysis. Peptides can be sorted by their discriminant score, and filtered to a known FDR (e.g. 1%), based on the number of 
reverse hits remaining at a given discriminant score. 
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Data sets are subsequently filtered to control the protein level false discovery rate. Scores are 
first created for each protein by multiplying the LDA peptide probabilities of all unique peptides from 
that protein. The resulting values are sorted by rank, and filtered to 1% FDR as described for peptides 
above, based on the presence of reverse hits18. Similar metrics have been applied in other proteomic 
studies40-42. Controlling the protein level false discovery rate is demonstrated to be important for 
controlling the total data set false discovery rate in chapter three; combining multiple LC-MS analyses, 
even with peptide level data filtering, drastically increases protein level false discovery rates, as often 
false positive hits are assigned to different proteins. Any time a group of samples is simultaneously 
considered, new filters must be created to properly assess the protein level false discovery rates. Such 
additional filtering is also required for limiting the false discovery rate of posttranslational modifications, 
and is an important consideration with MS1 based quantification (detailed in chapter 3). 
 
Analysis of Posttranslational Modifications 
 In addition to the discussed procedure which is generally applicable to peptide analysis by 
shotgun sequencing, posttranslational modifications, particularly phosphorylation, contain additional 
analytical considerations. The most obvious consideration is the abundance of phosphorylation. 
Although it is a ubiquitous modification, involved in virtually every biological process, phosphorylation 
events are generally of low stoichiometry32. In many cases the phosphorylated version of a protein may 
represent less than one percent of the total protein32. Since the depth of a shotgun sequencing analysis 
is affected by the dynamic range of a mixture, the identification of phosphopeptides requires additional 
enrichment steps prior to LC-MS/MS. Common enrichment techniques include strong cation exchange 
(SCX) chromatography, and immobilized metal affinity chromatography (IMAC)43. 
 SCX separates peptides based on their solution charge state, and the addition of a phosphate 
group affects a peptide’s solution charge. Under the acidic conditions of SCX, histidine, lysine and 
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arginine residues are protonated and therefore carry a positive charge, whereas phosphate moieties are 
deprotonated and carry a negative charge. Non-phosphorylated tryptic peptides tend to have +2 
solution charges44 (due to a protonated N-terminus and a protonated Lys/Arg). The addition a 
phosphate group will reduce the solution charge state by one to +1. This effect allows SCX to separate 
phosphorylated peptides from unmodified peptides. Often, however, many non-phosphorylated 
peptides are still contained within most SCX fractions, and further enrichment is required. 
IMAC is a common method for such supplementary enrichment. IMAC resins used for the 
enrichment of phosphopeptides contain chelated iron, Fe (III). The negative phosphate group of a 
phosphopeptide is coordinated to the positively charged iron, thereby achieving enrichment. Enriched 
peptides are washed, and then released with phosphate salt treatment. A drawback of IMAC is that the 
resin also binds peptides carrying the negatively charged amino acids, aspartic and glutamic acid. A 
comparison of IMAC to titanium dioxide (TiO2), a novel method for phosphopeptide enrichment at the 
time of its publication, is discussed in the next chapter. Since the publication of that chapter, TiO2 using 
a lactic acid competitor prior to SCX has become the preferred phosphopeptide enrichment strategy45. 
Beyond these enrichment considerations, other technical hurdles exist in the analysis of 
phosphopeptides by LC-MS. 
Due to the addition of a polar phosphate moiety, phosphopeptides tend to elute earlier during 
reverse phase separation, compared to their non-phosphorylated counterparts46; phosphopeptides also 
have been observed to elute over a smaller range of retention times46. Phosphorylation can affect the 
ability of trypsin and other proteases to cleave within the vicinity of that phosphorylated residue47, the 
result of which is more missed cleavage events, creating longer peptides. As such lower initial 
concentrations of organic solvent are used to allow polar peptides to bind, and longer gradients are 
often applied to the analysis of phosphopeptide samples by LC-MS. Mass spectrometry components of 
the analysis are also affected by the phosphate group. 
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 The fragmentation of phosphopeptides by CID, for example, is affected by the inclusion of a 
phosphorylated residue48. As discussed in the section on peptide fragmentation, the phosphate ester 
bond on modified serine and threonine residues is quite labile. When these peptide ions are subjected 
to fragmentation by CID, cleavage of this bond is the preferred fragmentation pathway. This preference 
reduces the intensity of sequence specific fragment ions generated through peptide backbone 
fragmentation. The result of this behavior is the generation of MS/MS spectra which are of poorer 
quality compared to their non-phosphorylated counterparts. This reduced quality affects the ability to 
correctly assign the MS2 spectra. The acquisition of high mass accuracy precursor ion information, 
however, can compensate for the low quality MS2.  With such accuracy, spectral matching using 
automated database searching algorithms yields more correct assignments.  
 When multiple phosphorylatable residues exist on a peptide, correct site assignment is required. 
Unfortunately, neutral loss destroys much of the information pertaining to the location of a 
phosphorylation site. Generally, however, some site information is retained, albeit at lower intensities. 
As manual validation of site location is difficult in such cases and not feasible for large data sets, site 
scoring algorithms, such as the Ascore49 are applied. Database searching methods such as SEQUEST do 
not contain such functionality. The Ascore algorithm confidently identifies site determining ions, which 
uniquely localize a site to a given residue, using a binomial probability model. In cases where insufficient 
site determining ions are present, the algorithm will localize a site to a peptide region. Such 
considerations are important, and affect both the false discovery rate of the analysis and site 
quantification. The effect of data set filtering on the false discovery rates of quantitative 
phosphoproteomic analyses is discussed in chapter three. An example of a typical phosphopeptide 
MS/MS spectrum is presented in Figure 1.4. 
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Quantitative Analysis by LC-MS and LC-MS/MS 
 Peptide quantification can be achieved either based on data from MS1 or MS2 spectra, 
depending on the quantitative method of choice. In both cases the ability to condense multiple 
experiments into a single LC-MS analysis, quantitative multiplexing, is presented. The common theme 
among all quantification methods is the introduction of stable isotopes (e.g. 13C, 15N, and 2H) into 
peptides, so that they may be differentially detected during m/z analysis. A useful property of stable 
isotopes is that they are chemically identical, and hence consideration of chromatography (though 
deuterium isotopes can exhibit a chromatographic effect), ionization, fragmentation and other relevant 
concerns are equal between isotopomers. The advantages and limitations of the different strategies are 
discussed below. 
Figure 1.4. A typical MS/MS spectrum of a phosphopeptide with prominent neutral loss. An MS/MS spectrum of the 
peptide SLS#ANTVSR (2+), where ‘S#’ is the phosphorylated serine residue, is presented. Two of the most prominent peaks 
are the neutral loss of phosphate and water. Most of the observed fragment ions are present, albeit at low intensity. 
Despite this neutral loss, an Ascore of ~25 (P<0.005) was obtained, demonstrating the ability of the ion trap to detect 
relevant low abundance ions. 
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 Within MS1 (precursor ion) based quantification, several methods are available (Figure 1.5). The 
most recognized means of peptide quantification is metabolic incorporation of stable isotopes (e.g. 
SILAC), which generally occurs by growing cells in media containing light (natural) or heavy (13C and/or 
15N containing) amino acids. Cells which are grown under the heavy condition will incorporate the heavy 
amino acids into the newly synthesized proteins. When the light and heavy samples are mixed and 
analyzed by LC-MS, two isotopically related groups of peaks are observed. Although metabolic 
incorporation of stable isotope has been quite successful, and is required for certain experiments (e.g. 
analysis protein turnover via pulse-chase experiments) it is not generally feasible for quantitative 
proteomic analysis of larger animals.  Problems with metabolic labeling in larger animals include the cost 
of labeling, experimental timing, isotopic enrichment, and others. An alternative to metabolic labeling is 
the incorporation of stable isotopes through chemical derivatization. 
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Figure 1.5. Different strategies for MS
1
 based quantification. All methods employ incorporation of stable isotope into 
proteins or peptides to obtain quantitative information among the analytes. Three major strategies for MS
1
 based 
quantification exist: metabolic incorporation of stable isotopes (e.g. SILAC), chemical incorporation of stable isotopes (e.g. 
reductive dimethylation, ReDi) and an internal standard approach (e.g. AQUA). With metabolic incorporation, stable 
isotopes are directly introduced into proteins by the inclusion of 
13
C and 
15
N containing lysine and arginine in the media 
(the ‘heavy’ media). Cells in ‘light media’ are grown in media containing isotopically natural versions of these amino acids. 
Cells are combined, lysed, digested and analyzed by LC-MS to obtain quantitative information. Chemical labeling 
approaches incorporate stable isotopes into peptides through chemical reactions which utilize isotopically related reagents. 
In the example of ReDi, heavy reaction occurs with 
2
H containing formaldehyde (CD2O) and sodium cyanoborodeuteride 
(NaBD3CN). The light reaction occurs with the isotopically natural versions. In this method both conditions are grown in 
light media, each condition is separately lysed and, digested and labeled with the appropriate reagents. The labeled 
peptides are combined and analyzed by LC-MS to obtain quantitative information in the same manner as metabolic 
labeling. Quantification by internal standard involves spiking in a known amount of a heavy synthetic peptide (or a pool of 
heavy peptides) into a sample prior to LC-MS. The sequence of the heavy peptide is identical to a peptide of interest within 
the sample (of which phosphopeptides may be included). The ratio of this heavy peptide to the light peptide of interest can 
be used to calculate the absolute abundance of the light peptide. In this strategy, light samples are prepared in the 
standard manner, prior to the addition of a heavy internal standard. In all cases the mass differences between heavy (stable 
isotope containing) and light (natural isotope abundances) peptide can be observed in the MS
1
 scan. Successive MS
1
 scans 
are used to generate extracted ion chromatograms for quantification as discussed in Figure 1.6. 
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A common method for protein derivatization is via isotope coded affinity tags (ICAT)50. In this 
method, proteins are modified (e.g. on cysteine residues) by chemical tags which contain either natural 
isotopic abundances of hydrogen, or those which contain deuterium (d8). Heavy and light labeled 
samples are combined and digested.  These tags also contain a biotin group, which can be used to purify 
modified peptides using avidin affinity chromatography. Purified peptides are analyzed by LC-MS/MS. 
An alternative method for the chemical incorporation of stable isotopes into peptides is reductive 
dimethylation (ReDi). This method is the subject of chapter three. Peptides are reductively dimethylated 
with natural or 2H/13C containing formaldehyde and sodium cyanoborohydride or cyanoborodeuteride, 
and are quantified in the same manner as SILAC peptide pairs. One final means of MS1 based 
quantification is the use of heavy internal standards for the absolute quantification of peptides (AQUA8). 
Prior to LC-MS analysis, a synthetic heavy version of a peptide of interest is spiked into the sample at a 
known concentration. The light version of the peptide is identified and its abundance is compared to this 
internal standard, to obtain its absolute quantification. One interesting application of this method is the 
assessment of kinase activity by LC-MS in a high throughput manner51. 
In all cases, the quantitative ratios between light and heavy species are obtained by comparing 
extracted ion chromatograms (XICs) for each differentially labeled form of a peptide (Figure 1.6). An XIC 
is created by obtaining peptide intensity information from the MS1 scan across the elution profile of the 
peptide. The XIC of the heavy and light versions are integrated (area under the curve) and the 
comparison of these results yields the quantitative peptide ratio.  Using this method, along with high 
mass accuracy, only one MS2 scan (either heavy or light peptides version) is often required to obtain 
both sequence and quantitative information. High mass accuracy generally facilitates the correct 
identification of heavy and light species over time: with accurate mass, peptides which match the 
correct charge state, are within a small mass tolerance (<5 ppm), and within a short time window of the 
identified peptide are likely the ions of interest. Such quantification is greatly aided by accurate 
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precursor mass measurements. Peptides are collapsed into proteins, and generally the median 
quantitative peptide ratio is used as the reported protein ratio.  
 
Interestingly, one can use many different forms of stable isotopes simultaneously, creating 
multiple isotopically related peptides for quantitative analysis. Quantitative multiplexing using precursor 
ion (MS1) quantification is particularly accessible by means of reductive dimethylation, as differential 
mass additions of 2 Da are easily obtained through various reagent combinations (Figure 1.7). Using 
reductive dimethylation, five different samples may be simultaneously compared in one LC-MS analysis. 
One caveat of MS1 based quantification, which is particularly true for MS1 based quantitative 
multiplexing, is that additional peptide isotopic forms leads to a higher proteome complexity. This 
Figure 1.6. Peptide quantification using extracted ion chromatograms (XICs). As each MS
1
 scan only provides a snapshot of 
a peptide’s elution, and thus only represents a fraction of its total abundance, extracted ion chromatograms are preferred 
for accurate MS
1
 based quantification. Once a peptide’s identification is obtain from an MS
2
 scan, quantitative information 
is extracted over the elution profile for the heavy and light versions of a peptide, which defines the XIC. In example above, 
peptide peaks from MS
1
 survey scans at ~1/3 maximal, maximal, and ~1/2 maximal intensity of the extracted ion 
chromatogram are displayed. Light peptide peaks displayed in blue, heavy peptides peaks are displayed in red, and 
unrelated peptide peaks are displayed in gray. An important consideration is that mass accuracy allows for the resolution of 
the desired heavy and light peaks, so that unrelated peak information does not affect quantification. Integration of the light 
and heavy XICs provides area under the curve, from which the heavy to light peptide ratios are obtained. 
 24 
 
complexity, due to the stochastic nature of shotgun proteomics, leads to fewer peptide identifications. It 
is difficult to determine which peptide form has been selected for MS/MS while data is still in 
acquisition. Therefore, it is not trivial to strategically trigger MS/MS on only one isotopic form, in order 
to increase analytical depth. Such dynamic exclusion methods are an active area of research. This type 
of multiplexing may still be useful for less complex proteome analyses, such as immunoprecipitations.  
 
Figure 1.7. Reductive dimethylation supports up to five-plex quantification. (A) The MS
1
 spectra of a five-plex reductively 
dimethylated yeast peptide is shown (SPIGILQTSNGYGAAFAK, 2+), displaying all five isotopically related forms. The 
displayed peptide contains two dimethyl labels (N-terminus and lysine); each successive isotopomer displays a 2 m/z shift 
with respect to the previous one (4 Da/2 charges). In this example, the peptides were mixed at a 1:1 ratio for all reaction 
conditions. (B) A table containing the combinations of formaldehyde, sodium cyanoborohydride and their heavy isotopes, 
required to create five-plex labeling are given. The label type and mass shift between isotopomers (relative to light) is also 
displayed in the aforementioned table. (C) The extracted ion chromatograms for this peptide are displayed; despite the 
presence of five isotopic forms, the elution profile for each species is readily obtained, with all isotopic species displaying 
similar elution profiles. All forms of the peptide display close to the expected 1:1 ratio with respect to one another.  
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Beyond consideration of proteomic depth, MS1 based quantitative analysis has a much larger 
problem, in that a peptide’s quantification is tied to its identification. The result of this behavior is that 
false peptide identifications often leads to erroneous quantification (Figure 1.8). A false positive hit in 
the forward database may be erroneously assigned as a light peptide (based on the matched sequence 
for a given parent ion m/z), when in reality it is a heavy peptide. In this example, no peak or an 
unrelated peak will be selected as its isotopomer when creating XICs. The ratio of the heavy and light XIC 
will often be much greater than 1:1 in these cases. Indeed the data which is considered regulated (e.g. 2-
fold change) in MS1 based quantification studies are enriched for false positive identifications, 
demonstrating the need for additional filtering. Ambiguity in site localization during quantitative 
phosphoproteomics further compounds these errors. The identification of this problem and functional 
solutions are discussed in chapter three. An exciting alternative to MS1 based quantification which 
avoids these discussed problems is the use of isobaric (same nominal mass) reagents for MS2 based 
quantification.  
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False quantification, ~ 0.01:1 
 
m/z Isotopomer Charge state Sequence Number of labels 
516.235 Light 3 ASTPS*QVNGIT*GAK 2 (N-term and K) 
520.260 Heavy 3 A]STPS*QVNGIT*GAK# 2 (N-term and K) 
 
True quantification, ~ 1:1 
 
m/z Isotopomer Charge state Sequence Number of labels 
514.223 Light 3 XXXXXXXXXXXXXXXXR 1 (N-term only) 
516.235 Heavy 3 X]XXXXXXXXXXXXXXXR 1 (N-term only) 
 
 
Figure 1.8. MS
1
 based quantification errors often occur for incorrectly assigned peptide ions due the misassignment of 
heavy and light peptide ions. The presented peptide spectral match (observed m/z of 516.235, 3+) was assigned to the 
sequence ASTPS*QVNGIT*GAK, where * represents a phosphorylated residue. This assignment, however, appears to be 
erroneous, due to the presence of a light isotopomer of the 516 Th peak (observed m/z 514.223, +3), and the absence of a 
likely heavy isotopomer of the assigned peptide (theoretical m/z 520.260, 3+). The result of this misassignment is a large 
(>100 fold) calculated ratio between the light and heavy species, whereas the likely true quantitative ratio for the correctly 
assigned peptide is closer to 1:1. The likely correct peptide assignment contains an arginine tryptic cleavage site at the c-
terminus of the peptide, and thus contains the dimethylation label on the n-terminus only. Isotopomer misassignment and 
the resulting erroneous quantification contribute to the observation that false positive peptides are preferentially 
distributed amongst the “regulated peptide” data set (e.g. those changing by two-fold). 
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Common reagents which are used in MS2 based quantification are tandem mass tags (TMT) 52, 53 
and isobaric tags for relative and absolute quantitation (iTRAQ) 54. In this dissertation, only TMT was 
used. TMT exists as six related isobaric reagents which tag free amine group. Each reagent is used to 
label peptides from a biological sample of interest (treatment vs. no treatment, mutants etc.). These 
reagents contain a linker region and a reporter ion region with a cleavage site in between. The isobaric 
nature of these reagents is a result of balancing stable isotopes (13C and 15N) among the linker and 
reporter ion regions so that the intact reagents are all the same mass. As such, the inclusion of six 
isotopically related forms does not increase signal complexity in the MS1 spectra, avoiding one drawback 
of MS1 based multiplexing. Upon HCD fragmentation the cleavage site is broken, and the differential 
mass characteristics of these reagents is observed in the MS2 spectrum (Figure 1.9). The intensity 
distribution of low mass reporter ions is used for the quantification of peptides between biological 
conditions. As with MS1 based quantification, the TMT reagents are chemically identical, and thus 
behave identically in each step of the sample preparation procedure such as chromatographic 
separation. 
Quantification occurs in the MS2 spectrum, and is independent of a peptide’s identification. In a 
given experiment, the majority of peptide analytes are at 1:1 ratios with respect to one another. Hence, 
even if a peptide is assigned a fallacious sequence, the quantitative ratio observed among TMT channels 
will be accurate and close to 1:1. In this manner, TMT avoids the false discovery issues of MS1 based 
quantification. Indeed no correlation is observed between known false positive identifications (reverse 
hits) and regulated protein data (e.g. 2-fold change). Quantitative multiplexing is the subject of chapter 
four, where the drawbacks and solutions regarding TMT quantification are discussed in detail. In this 
chapter common proteome-wide experimental types are presented, and the means of analyzing the 
complex data generated from these experiments is highlighted. 
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Figure 1.9. Typical strategy for MS
2
 based multiplex quantification. (A) Up to six sample may be simultaneously analyzed 
using TMT. Due to the isobaric nature of the reagents, multiple samples can be labeled and combined without increased 
signal complexity in the MS
1
 spectra. As with other stable isotope methods relying on 
13
C and 
15
N incorporation, the TMT 
reagents are chemically identical and indistinguishable based on chromatographic separation. Additionally, in a full MS 
spectrum, a peptide labeled with any of the six TMT reagents will have the same mass to charge ratio (m/z), thus maintain 
the complexity of an unlabeled samples. This behavior contrasts the increase in sample complexity observed with MS
1
 
quantification methods, such as SILAC and ReDi. Only once TMT labeled peptides are fragment by HCD, are the reporter ions 
generated. Peptide ratios (and thus protein ratios) are determined by the S/N ratios of the reporter ions. (B) Low mass 
reporter ions are visible along with the typical b- and y- type fragment ions in an MS
2
 spectrum. 
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Chapter 2 
Phosphoproteome Analysis of Fission Yeast 
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Abstract 
Phosphorylation is a key regulator of many events in eukaryotic cells.  The acquisition of large-
scale phosphorylation data sets from model organisms can pinpoint conserved regulatory inputs and 
reveal kinase-substrate relationships.  Here we provide the first large-scale phosphorylation analysis of 
the fission yeast, Schizosaccharomyces pombe.  Protein from thiabendazole-treated cells was separated 
by preparative SDS-PAGE and digested with trypsin.  The resulting peptides were subjected to either 
IMAC or TiO2 phosphopeptide enrichment methods and then analyzed by LC-MS/MS using an LTQ-
Orbitrap mass spectrometer.  In total, 2887 distinct phosphorylation sites were identified from 1194 
proteins with an estimated false discovery rate of <0.5% at the peptide level.  A comparison of the two 
different enrichment methods is presented, supporting the finding that they are complementary.  
Finally, phosphorylation sites were examined for phosphorylation-specific motifs and evolutionary 
conservation.  These analyses revealed both motifs and specific phosphorylation events identified in S. 
pombe were conserved and predict novel phosphorylation in mammals. 
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Introduction 
The fission yeast, Schizosaccharomyces pombe, has traditionally been used as a tool to study cell 
cycle regulation, particularly with respect to mitosis 1-3.  Along with the budding yeast S. cerevisiae, S. 
pombe is a proven model organism for studying mitosis-specific molecular events, notably because of its 
small genome and that it undergoes cell division in a similar fashion to higher eukaryotes.  With the 
publication of the complete genome sequence by the Sanger Institute4 and the global characterization 
of protein localization and expression levels 5, in depth biological analyses using fission yeast continue to 
expand its utility as a model organism.  S. pombe shares as much homology with humans as it does with 
S.  cerevisiae, with many proteins showing more similarity to mammalian homologs than to their 
homologs in S.  cerevisiae 6, 7; therefore, research on fission yeast may have direct impact on clinically 
relevant research in humans.  Indeed, fission yeast contain numerous proteins with human homologs 
linked to diseases (>172 to date) such as diabetes, cancer, cystic fibrosis and recently Parkinson’s 
disease4, 8.  According to our current understanding, protein phosphorylation is the most important 
regulator of the cell cycle and many other processes commonly studied in S. pombe 9-12.  Despite this 
understanding, a relatively small number of phosphorylation events have been directly characterized in 
fission yeast. 
Large-scale phosphorylation analysis by mass spectrometry is emerging as a powerful technique 
in signaling research.  A common feature of all large-scale studies is the requirement for 
phosphopeptide enrichment due to the general low abundance of phosphorylated species.  In fact, most 
studies to date providing >500 phosphopeptides have two features in common: protein (or peptide) 
fractionation and phosphopeptide enrichment 13-18.  Though the exception to this trend has been 
powerful antibody-based isolations which do not require pre-fractionation 13, 19, 20.  Commonly used 
fractionation techniques include SDS-PAGE separation and strong cation exchange (SCX) 
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chromatography.  The two most common phosphopeptide enrichment methods use immobilized metal 
affinity chromatography (IMAC) and titanium dioxide chromatography (TiO2).  IMAC is based on affinity 
capture of phosphopeptides, whereas the TiO2 method uses acid/base chemistry to selectively enrich for 
phosphorylated peptides 21, 22.  Recently, it has been reported that these methods are complementary 
and combining them provides an aggregate data set, larger than either single method by itself 23.   
A long term goal of many groups is to provide large phosphorylation databases for many model 
organisms, tissues and cell lines as resources for understanding important molecular regulation events 
across several species.  With the completion of several data sets from many species 13-18, we can begin to 
understand phosphorylation events in an evolutionary context, perhaps identifying key regulatory steps 
in varied biological processes.  In this study, SDS-PAGE combined with IMAC/TiO2 and LC-MS yielded 
2887 distinct phosphorylation sites from 1194 proteins, the largest yeast phosphorylation data set to 
date.  Additionally, we identified conserved phosphorylation events in fission yeast that persist in 
humans after 500 million years of evolution, validating the potential for these large data sets to predict 
novel phosphorylation events in other species, and to contribute to a deeper understanding of 
evolutionary history. 
 
Materials and Methods 
All chemicals not specified were obtained from Sigma-Aldrich, St.  Louis, MO. 
 
Thiabendazole treatment and protein extraction from S. pombe.   
Fission yeast (wt strain 972h-), grown to an OD600 of 0.8, was treated for 3h with the 
microtubule depolymerizing agent thiabendazole at 25µg/mL (final concentration), a dose sufficient to 
ensure a high degree of metaphase arrest.  Approximately 5 X 109 cells were pelleted (3000 rpm, 5 min, 
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4 ºC) and rinsed with 1 mL ice cold Milli-Q water, pelleted and flash frozen with liquid nitrogen.  Total 
protein extracts were obtained by bead beating (Mini-BeadBeater 8, Biospec) the thawed cells in 400 µL 
of urea lysis buffer [50 mM Tris/75 mM NaCl/8 M urea (pH 8.0)/10 mM sodium pyrophosphate/1 mM 
sodium fluoride/1 mM β-glycerophosphate/1 mM sodium orthovanadate/1 tablet complete Mini 
protease inhibitor mixture (Roche) per 10 ml].  Bead beating was performed using excess glass beads 
(0.5 mm, Biospec) for three pulses of 45 s, at 4 ºC.  The lysate was separated from the beads, and 
insoluble components were removed by centrifugation (14,000 rpm, 5 min, 4ºC).  Protein concentration 
was determined using the Bradford method. 
 
Disulfide reduction, preparative SDS-PAGE and in-gel proteolysis  
Disulfide bonds were reduced with DTT (5mM, 56ºC, 45 min) and free sulfhydryl groups were 
alkylated with iodoacetamide in the dark (15mM, 25 ºC, 45 min).  A hand-poured 10% acrylamide SDS-
PAGE gel (15 X 15 X 0.15 cm, solution from Bio-Rad, Hercules, CA) was used to separate 6 mg of whole 
cell lysate.  Six mg is at the upper limit of separation for preparative SDS-PAGE and was the amount used 
previously in our large-scale phosphorylation analysis of budding yeast14.  Electrophoresis was stopped 
when the dye front reached 8 cm.  The Coomassie-stained gel was excised into 12 regions (Figure 2.1), 
which were each further cut into ~1 mm cubes and transferred into 15 mL conical tubes.  In-gel 
digestion was carried out as previously described 14, with the exception of peptide extractions, which 
occurred twice with 50% (CH3)2CHOH/5% CH3COOH and then once with 50% CH3CN/H2O/5% HCOOH.  
Extracted peptides were split precisely into two aliquots (for subsequent steps), dried to completion by 
vacuum centrifugation and stored at -20ºC.   
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Phosphopeptide enrichment using IMAC   
IMAC resin (Phos-Select iron affinity gel; Sigma, St.  Louis, MO) was equilibrated with three 
washes of 250mM CH3COOH/30% CH3CN.  Peptide samples were resuspended in 100 µL of 250mM 
CH3COOH/30% CH3CN and transferred to PCR tubes containing 10 µL of equilibrated IMAC slurry (1:1, 
beads:liquid, 5 µL beads).  After a 60 min incubation (25 ºC with vigorous shaking), the supernatant was 
collected, and the resin was washed three times with 200 µL 250mM CH3COOH/30% CH3CN, adding each 
wash to the supernatant (non-phosphorylated peptides).  The phosphopeptides were eluted from the 
resin with three 70 µl washes of 50 mM K2HPO4/NH3, pH 10.0, into tubes containing 20 µl 10% formic 
acid.  Eluted peptides, and flow thru collected from each gel band were dried by vacuum centrifugation, 
and subsequently desalted using C18 Empore Disks (3M Corporation, Minneapolis, MN 24). 
 
Phosphopeptide enrichment using TiO2   
The procedure for TiO2 enrichment was adapted from Larsen et al 
25.  TiO2 (Titansphere, GL 
Sciences, Japan) slurry was prepared at a concentration of 25 mg/mL in 50% CH3CN/0.1% trifluoroacetic 
Acid (TFA).  20 µL of slurry was added to a PCR tube for each sample and washed twice with 150 µL of 
1.5M dihydroxybenzoic acid (DHB)/50% CH3CN/0.1% TFA.  The peptide samples were resuspended in 50 
µL of 1.5M DHB/50% CH3CN/0.1% TFA and added to the tubes of resin.  After a 60 min incubation (25 ºC 
with vigorous shaking), the supernatant was discarded, and the resin washed once with 150 µL of 0.25M 
DHB/50% CH3CN/0.1% TFA and twice with 150 µL of 50% CH3CN/0.1% TFA.  The phosphopeptides were 
eluted from the washed resin three times with 20 µL of 50 mM K2HPO4/NH3, pH 10.8, into tubes 
containing 20 µl 50% CH3CN/5 % HCOOH.  As with the IMAC procedure, the samples were lyophilized by 
vacuum centrifugation and desalted using C18 Empore Disks. 
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LC-MS/MS analysis   
All LC-MS/MS data were obtained using an LTQ-Orbitrap hybrid mass spectrometer (Thermo 
Fischer, San Jose, CA).  Dried phosphopeptide enriched samples were resuspended in 6 µL of 5% 
CH3CN/4% HCOOH, and 4 µL were loaded onto a pulled fused silica microcapillary column (125 µm, 18 
cm bed volume) packed with C18 reverse-phase resin (Magic C18AQ; 5-µm particles; 200-Å pore size; 
Michrom Bioresources, Auburn, CA) using a Famos autosampler (LC Packings, San Francisco, CA). Once 
loaded, the phosphopeptides were separated using an Agilent 1100 series binary pump across a 40 min 
linear gradient of 6% to 24% CH3CN in 0.125% HCOOH at a flow rate of 600 nl/min.  The IMAC flow-
through samples were separated in a similar manner using a 66 min linear gradient, due to the increased 
complexity of the samples.  In each data collection cycle, one full MS scan (375-1800 m/z) was acquired 
in the Orbitrap (6x104 resolution setting, automatic gain control (AGC) target of 106), followed by 10 
data-dependent MS/MS scans in the LTQ (AGC target, 5,000; threshold 3,000) using the 10 most 
abundant ions and collision-induced dissociation (CID) for fragmentation26.  The method dynamically 
excluded previously selected ions for 30 s, as well as rejected singly charged ions and unassigned charge 
states.   
 
Database searching   
RAW files obtained from data collection were converted into mzXML format using the ReAdW 
program (http://sashimi.sourceforge.net/software_glossolalia.html).  Monoisotopic precursor ion and 
charge state information for each acquired MS/MS spectrum were corrected by in-house software.  The 
SEQUEST search algorithm (version 27, revision 12) was used to search MS/MS spectra against a 
composite database comprised of all the S. pombe ORFs (downloaded from the Sanger Institute4 on 
12/08/2006, ftp://ftp.sanger.ac.uk/pub/yeast/pombe/Protein_data/pompep) in their forward and 
reversed orientations 27.  The search parameters used for posttranslational modification included a static 
 39 
 
modification of 57.02146 Da on cysteine (carboxyamidomethylation), and dynamic modifications of 
15.99491 Da on methionine (oxidation) and 79.96633 Da on serine, threonine, and tyrosine 
(phosphorylation). 
 
Data filtering and phosphorylation site localization  
 Data were filtered to contain less than 1% false positives estimated by the number of decoy 
matches27, using in house software and filtering based on dCn’ (previously defined13), XCorr, charge 
state, mass error, and phosphorylation.  Optimized thresholds were further refined for XCorr, peptide 
score and mass error in a similar manner as previously described14.  After removing decoy database-
derived phosphopeptides (37 in all), the final combined data set contained 12,677 redundant 
phosphopeptides with an estimated 0.3% false discovery rate.  This final list is found in Supplemental 
Table 1 with hyperlinks to visualize MS/MS spectra using computer-assisted validation. 
Each SEQUEST-identified phosphorylation site from all peptides in Supplemental Table 2.1 was 
submitted to the Ascore algorithm for improved site localization 28.  Sites with Ascore values of >19 were 
considered localized with near certainty while those with scores between 13 and 19 were considered 
localized with high certainty.   
 
Gene Ontology (GO) annotations   
All gene ontology data were analyzed with the GoMiner program29 (evidence code set to level 3, 
http://discover.nci.nih.gov/gominer/) and were used as a resource for looking at the biological 
processes and cellular localization of the identified phosphoproteins (1159/1194 proteins were 
annotated with at least one GO category).  The gene ontology definitions used by the GoMiner program 
are those annotated by the Gene Ontology Consortium (http://www.geneontology.org/). 
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Motif analysis   
General motif classes/sequence categories were assigned given the rules previously defined 13.  
Specific motifs were extracted from the data set using the Motif-X algorithm30 (http://motif-
x.med.harvard.edu).  The Sanger Institute S. pombe database was used as the background4 (uploaded 
into Motif-X in FASTA format).  Candidate sequences were centered at the phosphorylated residue and 
extended 6 residues on each side, giving a total length of 13 amino acids for each phosphorylation site.  
Only extendible sites (non N/C-terminal peptides) with an Ascore >19 were used for motif extraction.  
The minimum reported number of occurrences for a given motif was set at 2% of the total number of 
phosphorylation sites found for a given residue (for example 1562 serine sites * 0.02 = 31).  Only motifs 
with a motif score of >6 (binomial probability <10-6) were reported.  Sequence logos were automatically 
generated by the Weblogo program31 (http://weblogo.berkeley.edu). 
 
EVIN analysis for homology   
The EVIN (EVolution INdexing) program http://gygi.med.harvard.edu/evin) was used to analyze 
conservation of phosphorylated amino acids, using multiple species alignments (currently generated by 
the MUSCLE program32).  Candidate sequences were again centered at the phosphorylated residue and 
extended 6 residues on each side, giving a total length of 13 amino acids for each phosphorylation site, 
though the full protein sequence is used for alignments once the 13mer was matched to a protein 
sequence.  In this analysis only sites with an Ascore >19 were used, except where otherwise noted.  N/C 
terminal peptides were used in this analysis.  The EVIN algorithm utilized the AL2CO program to score 
the amino acid frequency of all amino acids at the position of the phosphorylated residue, thus 
indicating the number of protein sequences in which the residue is conserved33.  The analysis used 16 
bacteria species, 21 single-cellular eukaryote species, and 14 multi-cellular eukaryote species in the 
alignments.  The EVIN program uses the OrthoMCL data base for displaying alignments34, 35. Details on 
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the EVIN program are discussed by Ballif et al 36. All data for the EVIN alignments are given under the 
“EVIN” tab in Supplemental Table 2.1. 
 
Results and Discussion 
 
Collection of the Large-Scale Phosphorylation Data Set for Fission Yeast  
In order to identify a large number of phosphorylation sites, whole cell fission yeast lysate was 
fractionated and enriched across multiple dimensions (Figure 2.1).  Six milligrams of protein from 
thiabendazole-treated Schizosaccharomyces pombe were separated by SDS-PAGE.  Twelve regions of the 
gel were excised and proteolyzed with trypsin.  The resulting peptides were split equally for enrichment 
of phosphopeptides by either Fe(III)-IMAC resin21 or by titanium dioxide chromatography22 (TiO2).  Each 
resulting sample was then analyzed by LC-MS/MS analysis using an LTQ-Orbitrap hybrid mass 
spectrometer. High mass accuracy precursor ion spectra were collected on the Orbitrap, while MS/MS 
spectra were generated in the linear ion trap by collision-induced dissociation (CID).  In addition to the 
IMAC and TiO2 data sets, a control data set was collected, consisting of peptides not retained by the 
IMAC enrichment (IMAC flow thru).  MS/MS spectra were searched against a composite database of all 
S. pombe ORFs in the forward and reverse orientations 27, using posttranslational modification 
parameters for Ser, Thr and Tyr phosphorylation, methionine oxidation, and cysteine 
carboxyamidomethylation.  Using the decoy matches as a guide, optimized thresholds were applied such 
that the final data sets each had a false discovery rate (FDR) <0.5% once those decoy hits were removed.  
The final data sets contained 5,997, 6,680, and 14 phosphopeptides from IMAC, TiO2, and the IMAC flow 
through samples, respectively.  In total, 2,887 unique sites were identified from 1194 proteins 
(Supplemental Table 2.1). 
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Neutral loss (NL) of phosphoric acid is commonplace in ion trap CID spectra and reduces the 
amount of observed backbone fragmentation (signal from b- and y- ions), limiting the proper 
identification of phosphoproteins 15, 37, 38.  In a representative sample from this study, almost 60% of the 
Figure 2.1.  Scheme for the large-scale identification and characterization of phosphorylation sites from S. pombe.  (A) 
Sample preparation and mass spectrometry.  S. pombe was treated with thiabendazole prior to lysis to increase mitotic 
phosphorylation.  Approximately six milligrams of total protein was separated by preparative SDS-PAGE.  Twelve gel regions 
were excised and subjected to an in-gel digestion with trypsin.  The resultant peptides were split and enriched for 
phosphorylation using either IMAC or TiO2.  Phosphopeptides were analyzed by reverse phased LC-MS/MS.  As a control, 
the flow-through from the IMAC isolation was also analyzed.  (B) Data processing.  MS/MS spectra were searched using the 
SEQUEST algorithm and the target-decoy database strategy against an S. pombe protein database.  Using decoy matches as 
a guide, phosphopeptide matches were filtered such that the final list contained 0.3% estimated false positives.  The three 
data sets contained 6,680, 5,997 and 14 phosphopeptides from the TiO2, IMAC, and IMAC flow-thru samples, respectively.  
The Ascore algorithm 
28
 was used to assign a probability of correct site localization to every site in each data set.  
Combining the TiO2 and IMAC data sets resulted in the detection of 2,887 different phosphorylation sites from 2489 
phosphopeptides (1,194 proteins).  Sites with Ascore values >19 (P<0.01) were analyzed by the Motif-X 
30
 and EVIN
36
 
algorithms for motif extraction and homology analysis, respectively. 
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spectra showed prominent neutral loss (>90% relative intensity, data not shown).  The linear ion trap, 
however, can still produce spectra with sufficient backbone fragmentation, due to its large capacity 
(Figure 2.2A).  The result is greatly increased signal to noise for most peaks despite signal suppression by 
neutral loss; consequently, many phosphopeptides can be confidently identified without collecting 
higher order spectra (e.g.  MS3) 15.  For example, fragmentation between peptide bonds of amino acids 
adjacent to the phosphoserine in Figure 2.2A localized the site to the designated serine using the Ascore 
algorithm 28.  Over 60% of detected phosphorylation sites were localized with near certainty (Figure 
2.2B).  Sites with Ascore values >19 (P <0.01) were considered localized with near certainty, and those 
with values between 13 and19 were considered localized with high certainty (P <0.05-0.01).   
Fractionation by preparative SDS-PAGE allowed us to identify thousands of phosphopeptides.  
We previously used this approach using protein from alpha-factor arrested S.  cerevisiae 14.  In general, 
many hundreds to a few thousand phosphopeptides were identified from each band (Figure 2.2C).  In 
addition, most phosphopeptides contained only one phosphate group (Figure 2.2D).  The data set was 
comprised of approximately 86% single phosphorylated peptides, 12% doubly phosphorylated peptides, 
and 2% triply phosphorylated peptides.  As noted in similar experiments with Saccharomyces cerevisiae 
and in HeLa cells utilizing preparative SDS-PAGE prior to enrichment, more phosphopeptides were 
identified from higher molecular weight portions of the gel than the lower molecular weight portions 14, 
15, 28.   
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Evaluation of Phosphopeptide Enrichment Strategies 
 Since IMAC uses metal affinity interactions for phosphopeptide enrichment, and TiO2 relies on 
acid-base interactions for resin competition21, 22, the potential exists for differential enrichments 
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Figure 2.2.  General features of the large-scale phosphorylation data set.  (A) Example of an MS/MS spectrum obtained by 
a hybrid LTQ-Orbitrap, assigned to a peptide from Polo kinase containing phosphoserine.  The precursor ion (m/z = 
507.7365) was isolated and fragmented by collision-induced dissociation (CID) in the linear ion trap.  Fragment ions 
containing the N- (b-type ions) or C- (y-type ions) terminus are labeled.  Despite the very prominent neutral loss of 
phosphoric acid from the intact peptide ion, sufficient fragmentation at peptide bonds occurred to conclusively identify the 
peptide sequence and localize the site of phosphorylation from 4 different possibilities.  (B) Distribution of Ascore values for 
the combined IMAC and TiO2 data sets (N = 2,887 sites).  The majority (60%) of all sites were considered localized with near 
certainty (P<0.01; Ascore > 19), while almost 75 % were localized with high certainty of greater (P<0.05; Ascore >13).  (C) 
Distribution of all phosphopeptides by gel band.  Higher molecular weight bands (>75 KDa) generally produced more 
phosphopeptide identifications.  (D) Phosphopeptide distribution showing the number of phosphates detected on each 
peptide.  The vast majority of phosphopeptides (86%) identified by IMAC and TiO2 contained only one phosphate. 
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between the two methods.  Overall, no large differences were detected in the number of peptides from 
each gel band between the IMAC and TiO2 runs (Figure 2.3A).  It is important to note however, that 
differences within a single band may be due to sample handling or the stochastic nature of data-
dependent “shotgun” analyses.  For example, very few phosphopeptides were detected in band 12 by 
IMAC, but >500 were identified by the TiO2 method.   Some sample to sample variability attributed to 
shotgun sequencing can be removed by acquiring replicates 39, 40.  Despite beginning with ~6 mg of 
starting material however, following IMAC and TiO2 enrichment there was only sufficient peptide 
amounts for one analysis.  For this reason, the twelve paired analyses were considered together, 
suggesting that no significant difference existed in average detected phosphopeptide numbers from 
either strategy (P >0.28).   
In contrast, the enrichment efficiency (fraction of phosphopeptides/total peptides) was 
statistically different between the two methods (P <0.002, Figure 2.3B) with IMAC-enriched samples 
containing more non-phosphorylated peptides (P <0.007, Supplemental Fig 1).  The standard deviation 
for TiO2-enriched samples was half that of IMAC (11 vs.  22%), suggesting greater consistency.  Taken 
together, these results suggest that IMAC as applied here was less selective than TiO2 for 
phosphopeptides.  Finally, the TiO2 method could likely be optimized and increase the total number of 
phosphopeptides isolated, perhaps by increasing the amount of resin used. 
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The TiO2 enrichment method used here relies on competition between DHB and peptides for the 
resin.  While it has been suggested that this competition is more important for inhibiting non-
phosphorylated peptide binding 25, the acid-base properties associated with the TiO2 method may 
enhance its selectivity for particular types of phosphopeptides compared to IMAC.  To this end, a 
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Figure 2.3.  Evaluation of phosphopeptide enrichment by IMAC and TiO2.  (A) Distribution of total phosphopeptides across 
12 gel bands.  Although variability was seen in bands 8, 9 and 12, IMAC and TiO2 generally gave a similar number of 
identification phosphopeptides within the same gel band.  The average (+/- standard deviation) phosphopeptides identified 
by TiO2 was 437 +/- 259 and by IMAC was 388 +/- 287.  *P> 0.28; Student’s paired t-Test.  (B) Phosphopeptide enrichment 
across 12 gel bands.  Enrichment was calculated as the percent of phosphopeptides in a given sample.  The TiO2 method 
significantly out-performed the IMAC method with respect to the percent phosphopeptides observed in a particular band.  
The average (+/- standard deviation) enrichment efficiency of TiO2 was 65 ± 11%, while the IMAC average enrichment 
efficiency was 41 ± 22%.  **P<0.002; Student’s paired t-Test. 
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comparison of the abundance of acidic (D, E, pT/pS/pY) and basic residues (K, R, H) found within 
phosphopeptide sequences by each enrichment method (Figure 2.4A and 4B) indicates no clear 
differences in acidic residues (analyzed per lane, P >0.76, data not shown), as both methods preferred 
highly acidic peptides.  However, IMAC had better selectivity with >1 basic residues per peptide 
(analyzed per lane, P <10-9, data not shown).  These results may be important to consider when selecting 
a method for phosphopeptide enrichment, as properties such as charge distribution and basic amino 
acid frequency may influence MS/MS performance with both CID and electron transfer dissociation 
(ETD), for example38, 41.  There were, however, no significant differences in the distributions of general 
classes of sites (e.g., basophilic, acidophilic, etc.) (P = 1.0, Supplemental Figure 2.2).  This result indicates 
that although the results presented in Figure 2.4B are of technical importance and affect the 
composition of the data set obtained, the differences in peptide preference may not substantially 
influence the biological conclusions that can be drawn from an experiment. 
An average of 29 ± 7% of phosphorylation sites from each gel band was identified by both 
enrichment methods (Fig 4C).  Notably, the small degree of overlap suggests that both methods can be 
combined to produce a much larger data set.  The complementary nature of these two methods has 
been examined recently by other labs 23, 42.  The findings, however, may not be solely due to the 
different enrichment methods: the use of simple replicates of the same sample also provides large 
increases (~30-40% for a single replicate) in phosphopeptide identifications 40.  Whether or not this 
complementarity is improved by different enrichment methods vs. replicate analyses remains an 
unanswered question, still requiring further experimentation.   
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Figure 2.4.  Comparison of the properties of TiO2 and IMAC data sets.  Distributions of phosphopeptides with respect to 
(A) acidic residues (D, E, and pS/pT/pY) and (B) basic residues (K,R, and H) in the IMAC and TiO2 data sets.  (C) Overlap in 
phosphorylation sites between the TiO2 and IMAC data sets in each gel band.  Though there was large variation in overlap 
between lanes, generally the overlap between data sets was small, averaging 29 ± 7% standard deviation.  Bands 9 and 12 
showed obvious deviation from the other bands due to very small overall phosphopeptide numbers in the TiO2 and IMAC 
enrichments, respectively. 
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Motif Analysis   
Observation of residue-specific motifs can reveal kinase-substrate relationships 43.  We used the 
Motif-X algorithm 30 to extract significant motifs from our data set (Figure 2.5).  Similar to other studies 
13, 14, we discovered several examples of acidic Casein Kinase II- (CKII) like motifs including sDxD, sDxE, 
sxED and sExE (Figure 2.5A).  These motifs were found 365 times in the data set on many known 
substrates of CKII, including translation initiation and elongation factor subunits (eIFs and eEFs).  
Basophilic motifs such as the general Protein Kinase A/C (PKA/C) motif, K/Rxxs, were also abundant 
(Figure 2.5B).  Known targets of PKA and PKC containing the phosphorylated motif were identified 
including the Src homology protein Cyk3 and the enzyme acetyl-CoA carboxylase.  The motif for growth 
associated histone H1 kinase, sPK/sPR, was observed nearly 100 times in this data set (Figure 2.5C).  Of 
specific interest is the fact that this motif was found to be phosphorylated in 10% of all occurrences of 
the sequence within the S. pombe genome (96 phosphorylated/939 total, see Supplemental Table 2.2), 
suggesting this motif may constitute a highly phosphorylated sequence.  The protein, shugoshin, an 
important protein for proper chromosome segregation44, 45 is an example of a protein containing this 
motif, suggesting it may be a target of histone H1 kinase activity.  The common proline-directed 
phosphorylation motifs of sP and tP were found over 400 times in this data set (Figure 2.5D) and were 
the most abundant motifs detected.  Notably, motifs with alterations, extensions, or combinations of 
known ones were identified, as in a previous report from our lab13.  For example the tPP and RxxsP 
motifs appeared to be extensions of the proline-directed motif (Figure 2.5E).  The mitotic kinase Cds1, 
transcription factors (e.g.  fork-head transcription factor Fkh2), as well as many unannotated proteins 
contained these motifs.  These motifs may constitute entirely new kinase specificities, or perhaps they 
modulate known kinase activities by bridging signaling pathways, able to accept phosphorylation signals 
from multiple kinases. 
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Despite small numbers of sites, one tyrosine motif, yxxxRxY was significantly represented in this 
study (Figure 2.5F).  This motif had been previously identified in a large-scale phosphorylation study in 
mammals13, but has not yet been assigned to a specific kinase activity.  This motif was observed here in 
certain kinases, including Gsk3 and the MAP kinase Sty1.  While there are no known tyrosine kinases in 
yeast, there are dual specificity kinases.  This pattern may represent the tyrosine kinase activity of a 
dual-specificity kinase.  Finally, a novel tG motif was observed (Figure 2.5F), though its function is 
currently unknown. 
 
Figure 2.5.  Phosphorylation motifs extracted using the Motif-X algorithm.  Only sites with an Ascore >19, excluding N- 
and C- terminal peptides, were considered in this analysis (N=1,715).  Sites were extended by 6 residues on each side of a 
given phosphorylated residue.  The complete list of all returned motifs is given in Supplemental Table 2.  (A) Acidic motifs 
showing CKII-like activity; these motifs were observed 365 instances.  (B) Basic motifs, substrates for PKA/PKC, were found 
269 times.  (C) Growth associated histone H1 kinase activity is often ascribed to these motifs, which were found 96 times in 
the data set.  (D) Proline-directed motifs, common to mitotically phosphorylated proteins, were detected more than 400 
times.  (E) Uncharacterized motifs that appeared to be extensions of known motifs.  tPP appeared only 12 times although it 
was 28 fold overrepresented compared to the background and seemed to be an extension of a proline-directed motif.  
RxxsP and RxxtP motifs were found 80 times and appeared to be a combination of both basophilic and proline-directed 
motifs.  (F) Uncharacterized motifs with no known similarity.  Sequence specific kinase motifs were annotated by the 
Human Protein Reference Database
59
. 
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Correlation of Phosphorylation Data with Known Biological Pathways   
One goal of proteomics is to gain insight into complex biological processes through the creation 
of high quality databases.  In this study, a large data set of phosphorylation sites was assembled for 
several reasons.  First, it is a resource for researchers interested in phosphorylation-dependent 
regulation of all biological processes.  In total, almost 25% of known S. pombe ORFs were found with at 
least one phosphorylation event, and GO analysis revealed that these proteins span multiple categories 
for biological process and cellular localization (Supplemental Figure 2.3).  Second, this database is 
enriched for mitotic phosphorylation and should prove particularly useful for cell-cycle related 
processes.  Additional GO analysis combined with recent literature were useful for finding proteins 
involved in mitotic commitment (G2/M transition) and regulation of the spindle assembly checkpoint 
(SAC)/Chromosome segregation; moreover, the SAC GO category was over represented two-fold in this 
data set (P< 0.01, one-sided Fisher exact test29) .  Finally, because many S. pombe proteins have human 
homologs, these data promote a rich environment to study highly-conserved phosphorylation events.    
Much of the cell cycle is controlled by phosphorylation.  For example, three such pathways 
involved in entry and progression through M-phase which are regulated by phosphorylation include 
Cdc2 activation, SAC regulation, and inhibition of the APC.  Identification of novel phosphorylation sites 
on known regulatory proteins may suggest new roles of signaling control.  For example, new sites were 
detected in Cds1, Rad24 and Rad25.  Cds1 is known to regulate Cdc25 phosphorylation46, 47, while 
Rad24/25 regulate the nuclear export of phosphorylated Cdc2548.  If these novel sites affect the 
molecular function of these proteins, they very well may play a role in mitotic commitment.  The spindle 
pole protein Cut12 and Polo kinase, which have been shown to interact in regulatory manner49, both 
showed novel phosphorylation in this study.  Although one cannot specifically link these new 
phosphorylation events to direct regulation, the potential modulation of this very important kinase 
activity remains intriguing.  In a similar manner the SAC kinase Bub1, a major player in the mitotic arrest 
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through its maintenance of Mad2 and Mad3 activity50, 51, showed novel phosphorylation.  Bub1 may also 
directly phosphorylate and inhibit Cdc20, further contributing to the metaphase checkpoint52.  Finally, 
regulators of APC activity, including Shugoshin, Survivin/Bir1, and INCENP-like/Pic1 proteins showed 
novel phosphorylation in this study.  These proteins are known to influence the localization and activity 
of aurora kinase, which has been shown to be one of the most important proteins for transitioning into 
anaphase44, 45, 53, 54.  Many of the sites mentioned here contain a proline directed motif, which is a 
common motif seen in Cdk mediated cell cycle control, supporting the potential for the new sites to be 
involved in mitotic regulation. These data are summarized in Figure 2.6. 
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Figure 2.6.  Assignment of phosphorylation data to biologically relevant pathways involved in entry and progression 
through M-phase.  Proteins shown with one phosphate group were found to be singly phosphorylated, and those showing 
two phosphate groups were found to be multiply phosphorylated.  (A) The control of mitotic entry by Cdc25.  Cdc25 
dephosphorylates Y15 on Cdc2, removing this inhibitory signal added by the Wee1 kinase.  T167 on Cdc2 is known to be an 
activating phosphorylation event
60
.  The kinase Cds1 phosphorylates Cdc25 at several positions including S99 and S359
46, 47
 
(S178 phosphorylation on Cdc25 is an inhibitory signal put on by Chk1 kinase
61
), making it available for nuclear export by 
Rad24/25
48
.  Novel phosphorylation sites were found on Cds1, Rad24, and Rad25, with several being identified on the last 2 
proteins, suggesting there may be additional factors controlling the export of and Cdc25/M-phase commitment (see 
Supplemental Table 2 for specific sites).  (B).  The spindle assembly checkpoint (SAC).  Proteins annotated with gene 
ontology (GO) categories for the SAC and chromosome segregation, as well as mitotically relevant proteins found in the 
literature were considered.  Many new phosphorylation sites were discovered on the spindle pole (Cut12) and associated 
proteins, including the gamma-tubulin (Alp4/6) complex and polo kinase, all of which play roles in spindle assembly
49, 62
.  
Centromere associated proteins including Swi6 and Bub1, known contributors to the activation of the SAC
50, 63
, were found 
to be phosphorylated at novel sites as well.  It is believed that the SAC signal may be transduced by the kinase Mph1
64
.  (C) 
The inhibition of the anaphase promoting complex (APC), adapted from
64
.  Aurora kinase plays a role in promoting the 
inhibition of the APC, and shugoshin (Sgo2), survivin (Bir1) and INCENP-like protein (Pic1) promote the assembly and 
enhance the activity of aurora kinase at the centromere
44, 45, 53, 54
, all of which showed novel phosphorylation sites.  These 
new sites provide starting points for future studies and may modulate the progression through mitosis by regulating the 
key steps. 
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Conservation of Phosphorylation Sites Across Species   
Lipin (also called Ned1) is an example of a protein found to be highly phosphorylated in this 
study, and has a mammalian homolog also known to be a phosphoprotein (figure 2.7).  This protein is 
implicated in mammalian metabolic diseases such as lipodystrophy and insulin resistance 55.  In one 
study, mutations of S. pombe lipin caused high levels of aberrant chromosomal segregation with oddly 
shaped nuclei and were shown to cause hypersensitivity to microtubule depolymerizing agents 56.  This 
same study also found that Ned1 was heavily phosphorylated (at unspecified sites) in a growth-related 
manner, implicating it in the relationship between growth and division.  Both yeast and mammalian 
forms of lipin contain two domains, a highly conserved N-terminal domain and a C-terminal domain.   
 
 
 
Figure 2.7.  Phosphorylation sites in S. pombe often validate and can even predict conserved phosphorylation in higher 
eukaryotes.  The protein lipin has homologs in both S. pombe (lipin/Ned1) and humans (lipin-1).  A recent study
57
 showed 
that the mammalian protein lipin-1 is highly phosphorylated, and 20 sites have been annotated in the human protein 
specifically.  Known sites are shown with a black line below human lipin-1.  Although it was previously known to be a 
phosphoprotein
56
, no sites for the S. pombe homolog (lipin/Ned1) were present in the literature prior to this study.  We 
identified 10 phosphorylation sites from lipin/Ned1.  Using the EVIN program
36
, several of the phosphorylation sites 
identified in our study were found to share homology with known phosphorylation sites in human lipin-1.  Color coded 
homologous sites in S. pombe lipin/Ned1 are shown as lines extending above the protein whereas non-homologous sites 
are shown below the protein.  Interestingly, several sites were conserved phosphorylation events between the two species.  
Finally, three additional sites from S. pombe lipin (T98, S103, and S286) have high homology to three human lipin-1 residues 
(T105, S245, S580, shown with dashed lines and highlighted with arrows), predicting that the human sites are 
phosphorylated as well. 
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In this study, ten sites were identified from this protein, half of which were in the N-terminal 
domain.  Only sites with an Ascore >19 (P <0.01), or an Ascore between 13 and19 (P <0.05) with manual 
validation were considered.  In the mouse homolog of lipin, 23 phosphorylation sites were identified by 
lipin overexpression using 3T3-L1 adipocytes 57.  Twenty of these sites are annotated as phosphorylated 
in humans based on high homology in the Phosphosite database58.  Several of these sites were found to 
be conserved between S. pombe and humans through the use of the EVIN program36, such as S99 in 
yeast and S106 in humans (Supplemental Table 2.1, “EVIN” tab).  Moreover, this analysis predicted three 
new phosphorylation sites on human lipin from high conservation to those found in S. pombe, such as 
the human T105 based upon its alignment with T98 in yeast.  Most notably, no sites from any form of 
mammalian lipin have been discovered based on large-scale studies 13, 16, 17; all known sites on 
mammalian lipin were from the single overexpression study 57.  In the whole data set, EVIN provided 
alignments for 55% (977/1772) of the localized phosphorylation sites, and nearly 20% (188/977) of those 
sites showed >40% conservation of a phosphorylatable residue, suggesting some phosphorylation 
events may be conserved.  Because the S. pombe proteome is less complex than higher eukaryotes, a 
higher proportion of the expressed proteome can be analyzed without additional fractionation.  All 
these data taken together suggest that this conservation approach could be useful for studying difficult 
or uncharacterized mammalian proteins, allowing the characterization of potentially critical biology 
based on ancient regulation in simpler organisms. 
 
Conclusions 
 This work represents the largest yeast phosphorylation data set collected to date. In addition, 
these data are the only available large-scale phosphorylation site reference for fission yeast. As such 
they provide a resource for future experimentation. Furthermore, many of the identified sites in this 
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analysis may be of great interest to those studying cell-cycle regulation, as these data are enriched in 
mitotic phosphorylation.  This analysis provides a general framework for large-scale phosphorylation 
analysis, combining pre-fractionation techniques with phosphopeptide enrichment strategies.  A 
comparison of two popular phosphopeptide enrichment methods, IMAC and TiO2, revealed that they 
are complementary, providing unique sets of phosphopeptides which contain unique properties. Finally, 
the conservation of phosphorylation sites across many species is given, and provides a framework for 
predicting potentially relevant phosphorylation events in higher eukaryotes. 
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Chapter 3 
Quantitative Comparison of the Fasted and Re-fed Mouse 
Liver Phosphoproteomes Using Lower pH Reductive 
Dimethylation 
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 This chapter contains work which is currently accepted for publication as Wilson-Grady, J.T., 
Haas, W., and Gygi, S.P. Quantitative Comparison of the Fasted and Re-fed Mouse Liver 
Phosphoproteomes Using Lower pH Reductive Dimethylation. Methods (2013). 
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the dimethylation reaction, as well as critiqued the manuscript. 
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Abstract 
Phosphorylation is a common but crucial protein posttranslational modification occurring in 
virtually all known species. A successful technique for identifying phosphorylation sites is via liquid 
chromatography-tandem mass spectrometry (LC-MS/MS). In addition to identification, the introduction 
of stable isotopes allows for LC-MS based quantification of thousands of phosphorylation sites. 
Historically, stable isotope labeling by amino acids in cell culture (SILAC) has been the preferred method 
for introducing stable isotopes for quantification. SILAC is not well suited, however, for quantitative 
proteomics in larger animals. The introduction of stable isotopes instead by reductive dimethylation is 
an alternative for performing quantitative proteomics in animal tissues. Here we present an improved 
reductive dimethylation protocol and demonstrate the application of this method in the analysis of the 
fasted vs. re-fed mouse liver phosphoproteome. In our analysis, greater than 8500 sites were identified 
from ~2700 phosphoproteins. Nearly 7400 phosphorylation events from ~2300 phosphoproteins were 
reliably quantified. Using a 2-fold change as a cutoff, 390 phosphorylation sites were found to change 
between fasted and re-fed mice, many of which may have interesting biological interpretations. 
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Introduction 
Phosphorylation is a key mediator of virtually every cellular process. Indeed, many proteins are 
phosphorylated on multiple residues simultaneously 1, thus demonstrating its complex nature. 
Phosphorylation analysis is a large field and encompasses efforts to understand phosphorylation 
dynamics and how they affect specific biological processes. These processes span from regulating 
protein-protein interactions to orchestrating complex signal transduction cascades involved in human 
diseases. For these reasons, new technology that serves to increase the identification and/or 
quantification of phosphorylation sites is valuable to the scientific community. 
The preferred method for large-scale identification and quantification of phosphorylation sites is 
liquid chromatography-tandem mass spectrometry (LC-MS/MS). Due to the low abundance of 
phosphorylated species, orthogonal separation techniques and phosphopeptide enrichment methods 
have vastly improved the ability to detect phosphopeptides 2-4. Studies relying heavily on LC-MS/MS and 
phosphopeptide enrichment have been able to identify thousands of phosphorylation sites in a variety 
of organisms, tissues, and cell lines 1, 5-9. Quantifying phosphorylation sites has been accomplished 
commonly through the use of stable isotope labeling by amino acids in cell culture (SILAC) 10, 11. Though 
the use of SILAC has been valuable to the field, it has several limitations as a result of the need to 
metabolically label the cells or tissue.  The introduction of stable isotopes by the use of reductive 
dimethylation overcomes this limitation and is applicable to large scale proteomics12. 
Reductive dimethylation allows one to perform tissue-based quantitative 
proteomics/phosphoproteomics with several advantages over other available methods 8. First the cost 
of labeling > 10 mg of peptides is less than one dollar, compared to several thousand dollars for SILAC 
tissue samples. Unlike SILAC, reductive dimethylation can directly compare paired samples, such as 
mouse littermates or cancerous vs. normal tissue from the same individual.  
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Despite all the advantages of reductive dimethylation, few labs have taken advantage of this 
technology, especially in the context of phosphorylation, (for example 13, 14).  Here we present our 
method for tissue-labeling with reductive dimethylation, for phosphorylation analysis.  We examined 
the reaction pH and applied our pipeline to the large-scale analysis of the phosphorylation state in livers 
from fasted vs. re-fed mice. 
 
Rationale  
Through experimentation with reductive dimethylation, we noticed that these datasets 
contained fewer peptide matches compared to unlabeled samples, in terms of total identifications and 
the percent of matched spectra (data not shown). We evaluated pH as a factor affecting the 
identification rate.  The motivation for this publication is to highlight the use of a lower pH for the 
reductive dimethylation reaction, and how it can be successfully applied to the quantification of 
phosphorylation changes in the example of fasted vs. re-fed mouse liver samples. 
 
Materials and Methods 
The dimethylation reaction chemistry and the workflow for reductive dimethylation based 
quantitative phosphoproteomics (exemplified in a system of mouse liver phosphorylation) are 
summarized below. Our lab previously described, in detail, the work flow for a strong cation exchange-
immobilized metal affinity chromatography (SCX-IMAC) strategy for large scale phosphopeptide 
enrichment15. In general this work flow is followed without deviation. The addition of an “on Sep-Pak” 
reductive dimethylation step prior to SCX was performed as described16. 
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Starting material 
Most phosphorylation events are of low stoichiometry, and many phosphoproteins are also of 
low abundance17.  Thus, a large amount of starting material is required to obtain detectable levels of 
phosphopeptides. In addition, multidimensional enrichment steps (SCX and IMAC) are required to obtain 
a large data set by LC-MS/MS15. For these reasons, we began the analysis with 5 mg of peptides from 
fasted and re-fed mouse livers (a total of 10 mg after combining). This amount of material was sufficient 
for the identification and quantification of thousands of phosphorylation sites. 
 
Mouse fasting and refeeding experiments 
Mouse experiments were performed at the Dana Farber Cancer Institute with 8 week-old male 
Balb/c mice (Taconic).  Mice were housed in sterile cages on a cycle of 12 hour light followed by 12 hour 
dark period and fed a standard chow diet (22.5% protein, 11.8% fat, 52% carbohydrate by mass).  Mice 
were fasted overnight during the 12 hour dark cycle and sacrificed or fasted for 12 hours and re-fed 
beginning the next morning for 2 hours.  Mice were sacrificed by CO2 administration followed by cervical 
dislocation.  Livers were removed by dissection and snap frozen using liquid nitrogen and stored at -80oC 
until processing.  Livers were ground using mortar and pestle, which was kept cold using liquid nitrogen 
both before and during pulverization prior to extraction of proteins.   
 
Cell lysis 
Lysates were prepared as previously described15 in 8M urea buffered using 50 mM HEPES (pH 
8.2) instead of Tris. This step was undertaken in order to avoid any possibility of the contaminating free 
amines of Tris from altering the dimethylation reaction efficiency. The buffer contained a cocktail of 
protease inhibitors (1 tablet Roche complete mini per 10 mL, 1 mM PMSF) and phosphatase inhibitors (1 
mM NaF, 1 mM β-glycerophosphate, 1 mM sodium orthovanadate, 10 mM sodium pyrophosphate). 
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Cells were lysed and homogenized by sonication. Protein assays were performed using the BCA method. 
In total 4 lysates from fasted mice and 4 lysates from re-fed mice were prepared. 2 mg from each of the 
4 fasted liver lysates were combined, and 2 mg from the 4 re-fed lysates were combined (thus reducing 
down to two separate samples, both with 8 mg of protein). Pooling lysates was used to control for 
stochastic biological variability. Yeast samples used for the pH titration experiment were prepared with 
the same buffer, lacking phosphatase inhibitors, and cells were lysed by bead beating. 
 
Reduction, alkylation, and in solution digestion 
In all cases, disulfide bonds were reduced in 5mM DTT at 56 °C for 45 min. Free sulfhydryl 
groups were then alkylated in 15mM iodoacetamide, in the dark at room temperature for 45 min. The 
reaction was quenched for 15 min at room temperature, in the dark with another addition of DTT, to the 
final concentration of 5 mM. The lysates were diluted 1:5 in 25 mM HEPES (pH 8.2), and calcium chloride 
(CaCl2) as added to 0.1M to aid in digestion. Trypsin was added at 1:200 (enzyme: substrate ratio). 
Digestion reactions were incubated overnight at 37 °C. Digestions were acidified with TFA to a 
concentration of 0.5% (~pH 2) prior to solid phase extraction.  
 
Peptide desalting and on-line reductive dimethylation of free amino groups 
Peptides from the fasted and re-fed samples were separately loaded onto Sep-Pak cartridges 
(Waters Corporation) for desalting and reductive dimethylation labeling. Combining the desalting and 
labeling steps increase the throughput of the analysis. In both cases cartridges containing 200 mg of 
tC18 resin were used (so that the total amount of peptide loaded did not exceed 5% of the resin weight). 
The protocol for combining desalting and reductive dimethylation is as follows:  
A vacuum manifold (Waters, #WAT200609) and a flow rate of 1-2 mL per minute were used for all 
steps except the binding and elution steps, which were undertaken without the use of an applied 
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vacuum. The flow rate was controlled in the binding and elutions steps by gravitational force alone. Prior 
to beginning this procedure, we prepared a solution of 0.4% formaldehyde (Sigma, St. Louis, MO) and 60 
mM sodium cyanoborohydride (Sigma) in 0.25 M MES (pH 5.5), henceforth referred to as the “light 
reaction solution.” Additionally, we prepared a solution of 0.4% deuterated (D2)-formaldehyde (Sigma) 
and 60 mM (D3)-sodium cyanoborodeuteride (CDN Isotopes, Canada) in 0.25 M MES (pH 5.5), 
henceforth referred to as the “heavy reaction solution.” In our study, fasted liver peptides were labeled 
with the light reaction solution and are subsequently referred to as “light.” Re-fed liver peptides were 
labeled with the heavy reaction solution and are subsequently referred to as “heavy.” We followed the 
below procedure for each sample separately:   
1. Wet the column with 6 ml of acetonitrile (ACN) 
2. Wash with 6 ml 50% ACN/0.1% trifluoroacetic acid (TFA) 
3. Equilibrate with 6 ml 0.1 % TFA 
4. Load samples from 3.4 (peptides in 0.4% TFA)  
5. Wash with 6 ml 0.1 % TFA 
6. Wash column with 3 mL of 0.25 M MES (pH 5.5) 
7. Label each sample by passing 10 mL of the either the heavy or light reaction solutions through 
the column, over the course of at least 10 min. Repeat this step to ensure complete labeling 
8. The remaining steps should occur under a ventilated fume hood, as HCN is generated during 
quenching/washing. 
9. Wash the column with 6 mL of 0.1% TFA 
10. Wash the column with 1 mL of 0.5% acetic acid (AcOH) to remove TFA 
11. Elute peptides with 2 mL of 70% ACN/0.5% AcOH 
12. Combine the eluates and dry using vacuum centrifugation.  
2-picoline-borane has been suggested as an alternative reductant to NaBH3CN, which avoids 
HCN formation, though its use was not specifically addressed in this analysis. The use of pH 5.5 is a 
critical change from published protocols that avoids diminished identification rates seen at high pH. A 
summary of the reductive dimethylation chemistry, an example MS1 spectrum of dimethylated peptides 
(light and heavy) and an extracted ion chromatogram of those peptides are presented below. The yeast 
samples used in pH comparisons were labeled in this manner, but with only the light form of 
 68 
 
dimethylation reagents. The eluted yeast peptides from steps 11 were subsequently analyzed by LC-MS, 
producing the data which highlights this pH consideration.  
 
Strong Cation Exchange (SCX) Chromatography 
Details on the exact method for phosphopeptide separation by SCX have been previously 
described15. Briefly, 10 mg of the labeled heavy and light peptides were resuspended in 500 µL 7 mM 
KH2PO4, pH 2.65, 30% ACN (vol/vol) and separated into 12 equal (4 min) fractions on a polySULFOETHYL 
A column (9.4-mm inner diameter × 200 mm length, 5-μm particle size, 200 Å pore size, PolyLC). 
Peptides were loaded in 7 mM KH2PO4, pH 2.65, 30% ACN (vol/vol), buffer A, and eluted with 7 mM 
KH2PO4, 350 mM KCl, pH 2.65, 30% ACN (vol/vol), buffer B. A gradient of 100% A/0% B to 75% A/25% B 
was ran for 36 minutes, in order to effectively separate peptides. The flow rate was constant at 3 
mL/minute. Each fraction was frozen in liquid nitrogen and lyophilized. The one experiment using yeast 
peptides (pH titration) did not involve the use SCX; further enrichment and cleanup steps were only 
required in the mouse liver phosphoproteome analysis. 
 
SCX fraction desalting 
Each SCX fraction was resuspended in 0.4% TFA (vol/vol). If the pH of a sample was greater than 2, an 
additional small volume of 10% TFA (vol/vol) was added until the sample pH was less than 2. The 
desalting occurred as described in 3.5, except for the use of 50 mg Sep-Paks instead of 200 mg Sep-Paks, 
all volumes were reduced by 50%, and no ReDi labeling step was carried out. Eluates were dried to 
completion using vacuum centrifugation. 
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Phosphopeptide enrichment using IMAC followed by combined elution and desalting on a STAGE tip  
Prepare a STAGE tip18 for each sample as follows: 
 
1. Pack a 250 µL pipette tip with 2 disks of Empore 3M C18 material. 
2. Wash each STAGE tip with 50 µL of 100 % methanol 
3. Wash each STAGE tip with 50 µL of 50% ACN/1% FA, allow tip to remain wet for later 
4. Set each STAGE tip off to the side and proceed with IMAC enrichment 
 
IMAC resin (Phos-Select iron affinity gel; Sigma, St.  Louis, MO) was equilibrated with three washes 
of 1% formic acid (FA)/40% ACN.  Each desalted SCX fraction was resuspended in 100 µL of 1% FA/40% 
ACN and transferred to PCR tubes containing 20 µL of equilibrated IMAC slurry (1:1, beads:liquid, 10 µL 
beads).  After a 60 min incubation (25 °C with vigorous shaking), the mixture was transferred to the 
prepared STAGE tips (above). Each STAGE tip was washed three times with 120 µL 1%FA/40% ACN to 
remove non-phosphorylated peptides from the IMAC resin (eluted peptides did not bind the STAGE tip 
resin). STAGE tips were equilibrated with a 50 µL wash of 1% FA. Phosphopeptides were eluted from 
IMAC beads with three 70 µL elutions of 500 mM dibasic sodium phosphate (K2HPO4), pH 7 (eluted 
peptides bound the STAGE tip resin). Phosphate salts were removed by washing the STAGE tips with 50 
µL 1% FA. Phosphopeptides were eluted directly into glass inserts for analytical mass spectrometry using 
40 µL 1% FA/50% ACN. The samples were dried to completion using vacuum centrifugation. 
 
LC-MS/MS analysis and phosphopeptide identification 
All LC-MS/MS analyses were performed on an LTQ Orbitrap XL hybrid mass spectrometer 
(Thermo Scientific, San Jose, CA).  Dried phosphopeptide enriched samples were resuspended in 8 µL of 
4% FA/5% ACN, and 4 µL were loaded onto a pulled fused silica microcapillary column (125 µm, 18 bed 
volume cm) packed with C18 reverse-phase resin (Magic C18AQ; 3-µm particles; 200-Å pore size; 
Michrom Bioresources, Auburn, CA) using a Famos autosampler (LC Packings, San Francisco, CA). Once 
loaded, the phosphopeptides were separated using an Agilent 1100 series binary pump (buffer A = 
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0.125% FA in 4% ACN, buffer B = 0.125% FA in 100 % ACN) across a 120 min linear gradient of 0% to 26% 
buffer B, at a flow rate of 500 nl/min. In each data collection cycle, one full MS scan (350-1800 m/z) was 
acquired in the Orbitrap (3x104 resolution setting at 400 m/z, automatic gain control (AGC) target of 
106), followed by 10 data-dependent MS/MS scans in the LTQ (AGC target of 5,000; minimum threshold 
of 3,000) using the 10 most abundant ions and collision-induced dissociation (CID) for fragmentation19. 
Once selected, ions were dynamically excluded for 60s. Singly charged ions and unassigned 
charge states were always excluded. Maximum ion accumulation times were 1000 ms for each full MS 
scan and 150 ms for MS/MS scans. Lockmass, using the atmospheric contaminant polydimethylsiloxane 
(m/z 371.1012) as an internal standard was used to correct precursor ion m/z values. Samples were shot 
twice on the mass spectrometer to increase proteome coverage and assist in assessing quantitative 
reproducibility. Yeast samples discussed in the pH titration experiment were collected in a similar 
manner, however a 65 min gradient was used in place of a 120 min gradient, and selected ions were 
dynamically excluded for 30s instead of 60s. The longer gradient was only required to maximize 
phosphopeptide identifications. 
RAW files obtained from data collection were converted into mzXML format using the ReAdW 
program (http://sourceforge.net/projects/sashimi/files/ReAdW%20%28Xcalibur%20converter%29/). 
The SEQUEST search algorithm (version 28 20) was used to search MS/MS spectra against a composite 
database comprised of all mouse (or yeast where relevant) open reading frames in their forward and 
reversed orientations 21.  The search parameters used are as follows: 25 ppm precursor ion tolerance 
and 1.0 Da fragment ion tolerance; fully tryptic digestion; up to two missed cleavages were allowed; 
posttranslational static modifications of 57.02146 Da on cysteine (carboxyamidomethylation) and 
28.03130 Da on lysine and the peptide N-terminus (dimethylation, light); dynamic modifications of 
15.99491 Da on methionine (oxidation), 79.96633 Da on serine, threonine, and tyrosine 
(phosphorylation, only for mouse searches) and 6.03766 on lysine and the peptide N-terminus 
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(dimethylation heavy, only for mouse searches). Yeast peptides from the pH titration experiment were 
searched in a similar manner, though only a dynamic modification methionine oxidation was included, 
as only the light form of the dimethylation reagents were used, and the samples were not enriched for 
phosphopeptides. The labeling efficiency of these yeast samples was assessed by including dynamic 
modifications of 14.0157 and 28.03130 Da on lysine and the N-terminus in the search criteria, while 
carboxyamidomethylation (57.02146 Da on cysteine) was the only static modification allowed. Using 
such criteria for the search, unlabeled, partially labeled and fully labeled peptides could be identified. 
The dynamic modification of oxidation (15.99491 Da on methionine) was still allowed as well in these 
searches. 
 
Data filtering and phosphorylation site localization.    
In all cases, matched peptide spectra were first filtered using a target-decoy strategy 21 to a 1% 
peptide level false discovery rate (FDR) through linear discriminant analysis (LDA) using the following 
parameters:  XCorr, ΔCn’, precursor mass error, solution charge (when analyzing SCX fractions), charge 
state, number of missed cleavages, and regular expressions for complete labeling and phosphorylation 
(when applicable) 1. ΔCn’ is defined by the XCorr difference between the top SEQUEST hit and that of the 
first subsequent unique sequence hit (not simply phosphorylation site placement), divided by the XCorr 
of the top hit. Linear discriminant models were calculated for each run using peptide matches to 
forward and reversed protein sequences as training data. Peptides in each MS/MS run were ranked by 
descending discriminant score and filtered to a 1% FDR based on the number of reverse sequences in 
the data set. The data was subsequently filtered to control the protein level FDR. Protein scores were 
created from LDA peptide probabilities, sorted by rank, and filtered to 1% FDR as described for peptides 
above1. Any time a group of samples is simultaneously considered, new filters must be created to 
properly asses the protein level FDR. For example unique protein level filters were created for each set 
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of 12 technical replicates alone (two groups of 12 samples), and for the combination of all data at once 
(one group of 24 samples). The Ascore algorithm was used to assign phosphorylation site localizations, 
with a score of 13 (p<0.05) considered to be localized22.  
 
Phosphorylation site quantification 
Heavy to light dimethylated peptide ratios were generated for each peptide by extracting ion 
chromatograms (XICs) within 10 ppm of the observed m/z for the monoisotopic and first 13C peaks for 
both heavy and light isotopes, as previously described23. Each chromatogram was integrated and the 
heavy XIC was divided by the light XIC to determine the dimethylation ratio. Signal-to-noise (S/N) ratios 
were determined by comparing their observed signal intensities with the median signal intensity 
observed in nearby m/z ranges encompassing several minutes around a peptide’s elution. In cases 
where only a single isotopic species (heavy or light) was present, the S/N ratio was used for quantitation 
instead. Peptides were required to have either a minimum heavy and light S/N of 5, or a S/N of 10 for 
one of the two isotopic species (with no requirement for the other isotopic species), in order to be 
considered for quantification. An example of quantified heavy and light XICs is shown in below. All ratios 
discussed are relative to the heavy sample, so that upregulated site are more abundant in the re-fed 
livers and downregulated sites are more abundant in the fasted livers. 
 
Motif analysis  
General motif classes/sequence categories were assigned given the rules previously defined1. 
Specific motifs were extracted from the data set using the Motif-X algorithm24 (http://motif-
x.med.harvard.edu). Sequences were centered at the phosphorylated residue and extended 6 amino 
acids on each side, giving a total length of 13 amino acids for each phosphorylation site.  Sites with an 
Ascore >13 were used for motif extraction, not including N/C-terminal peptides.  The minimum reported 
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number of occurrences for a given motif was set at 20.  Only motifs with a motif score of >6 (binomial 
probability <10-6) were reported.  Sequence logos were automatically generated by the Weblogo 
program25 (http://weblogo.berkeley.edu). 
 
Results and Discussion 
 
Stable Isotope Incorporation by Reductive Dimethylation Allows for the Identification and 
Quantification of Peptides by Mass Spectrometry 
An example of the reductive dimethylation reaction is highlighted in Figure 3.1. In the reaction, 
free amino groups (lysine and N-terminus) are dimethylated with formaldehyde using a sodium 
cyanoborohydride reductant. Incorporation of stable deuterium isotopes in both reagents allows for 
heavy labeling of peptides. There is a +6 Da shift between heavy and light peptides, per free amino 
group, using the outlined reagents. Based on the chemistry, two of the three hydrogen/deuterium 
atoms in each methyl group (as well as the carbon atom) originate from the formaldehyde/D2-
formaldehhyde and one originates from the NaBH3CN/NaBD3CN (Figure 3.1A). Thus different 
combinations of reagents (including the use of 13C D2-formaldehyde) allow for three-plex12 and even 
five-plex reductive dimethylation (data not shown); however, increasing the complexity of the sample by 
introducing additional isotopic forms of a peptide hinders the comprehensiveness of the analysis (data 
not shown). The precursor ion spectrum for the peptide FENAFLSHVISQHQSLLGNIR (3+) is presented in 
Figure 3.1B. There was a 2 m/z shift between the peptides (6 Da/3 charges) and the isotopic envelopes 
for both species were amply resolved. Extracted ion chromatograms from the ions in part B were used 
to calculate a heavy to light ratio for the peptide (Figure 3.1C). In the example, the difference in the ratio 
obtained by peak height vs. peak area integration was ~15%. In some cases, with more pronounced 
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differences in the elution profiles of the heavy and light peptides (due to deuterium effects), errors in 
ratio calculation between peak height and integration would be much greater. All reported values use 
area integration to avoid errors in quantification. 
 
 
 
Figure 3.1. The physical characteristics of reductively dimethylated peptides are amenable to quantitative mass 
spectrometry. Representation of the peptide reductive dimethylation reaction using heavy and light reagents (A). 
Reductive dimethylation occurs on free amino groups, labeling the N-terminus and any lysine side chains of a peptide. 
Paired peptides using the given reagents display a 6.0377 Da mass shift in the mass spectrometer with respect to one 
another (per label, divided by charge). Example MS
1
 ions for the peptide FENAFLSHVISQHQSLLGNIR (3+), labeled on the N-
terminus only (B). The Orbitrap provided ample resolution in order to distinguish isotopic envelopes for each peptide. The 
extracted ion chromatograms for both the heavy and light peptides from the ions in part B are shown (C). Though there is a 
deuterium effect on the elution profiles (slight retention time shift), by integrating the area of the ion chromatograms and 
not relying on maximal peak intensity alone, one can accurately assess the heavy to light ratio.  
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Lower pH Conditions Are Required for Successful Peptide Reductive Dimethylation   
A wide pH range is given (5-8.5) as the optimal pH for the reaction, and commonly the reaction 
is performed at pH 7.5 or 8 in the literature 12, 26. We found, however, a tighter pH range (5-6) to be 
optimal for peptide identification.  To evaluate pH as a factor in peptide identification rates, we 
dimethylated trypticly digested yeast whole cell lysate on a Sep-Pak column at different pHs, prior to LC-
MS/MS (Figure 3.2A). Lysis, digestion and labeling methods are as described above. A pH range of 4-8 
was chosen to demonstrate the trend between dimethylated peptide identification rates and reaction 
pH. Only light reaction solutions (prepared at the proper pH) were used for this analysis. We found that 
with increasing reaction pH, the identification of total peptides, unique peptides and proteins was 
significantly reduced. The maximum identifications were observed at pH 5 (4033 total peptides, 3150 
unique peptides, and 808 proteins) and minimum identifications were observed at pH 8 (1760 total 
peptides, 1360 unique peptides, and 442 proteins, Figure 3.2C). Both the base peak elution 
chromatograms and the total number of MS/MS collected did not change significantly between the 
different reaction conditions, suggesting that both the LC and MS components of the analysis were 
equal in all cases (Supplemental Figure 3.1 and Figure 3.2C, respectively).  XCorr values for matched 
peptides were also comparable between reaction conditions (Supplemental Figure 3.2), suggesting 
differences in identifications were not due to fragmentation efficiency.  
Potential causes for the ~60% reduction in identifications are altered labeling efficiency and/or 
side product formation. Indeed, at pH8 for example, labeling efficiency was only ~85% based on 
searches performed with dynamic modifications for partial and full labeling (+14.0157 and +28.03130 Da 
on the peptide N-terminus and lysine residues, Supplemental Figure 3.3). Though this result explains 
some of the noted difference, it alone is not sufficient and suggests additional reaction products. In fact 
at high pH, many peptides were found to be modified by 24.995 AMU, matching a cyano group (in place 
of hydrogen) addition (based on mass from www.unimod.org, Supplemental Figure 3.4). As NaBH3CN 
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was used as a reagent, this mass addition is possible. These data have been replicated on several 
occasions, and the pH dependence of the reaction holds true whether it occurred on column or in 
solution (data not shown). This pH consideration was an important finding for the application of 
reductive dimethylation to a proteomic scale.  
 
 
 
 
 
Figure 3.2. Higher reductive dimethylation reaction pH yields fewer dimethylated peptide and protein identifications. 
Yeast whole cell lysate was prepared and digested using trypsin (as described in the methods section). Aliquots of 
unlabeled peptides were separately loaded on to five tC18 Sep-Pak columns (A). The reductive dimethylation reactions, 
using only light reagents, were carried out at pH 4-8 to assess the relationship between pH and identification success rates. 
All data were analyzed on an LTQ Orbitrap XL by LC-MS/MS over a 65 minutes gradient. A clear trend between increasing 
pH and lower success of peptide/protein identification was detected (B). These data show that a pH between 5 and 6 is 
optimal for the dimethylation of peptides. Similar numbers of total MS/MS spectra were collected in all cases (C). 
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Thousands of Phosphopeptides Are Identified and Quantified Using a Lower pH Reductive 
Dimethylation Strategy in Fasted vs. Re-Fed Mouse Liver Samples 
Using a lower pH reductive dimethylation strategy as outlined in Figure 3.3, thousands of 
phosphopeptides were successfully identified and quantified in fasted and re-fed mouse liver samples. 
Data were collected as technical replicates (replicate LC-MS analyses). Dataset statistics for both 
replicates (12 SCX fractions) and the combined data set (2 replicates of all 12 fractions) filtered to a 1 % 
peptide and protein level FDR are presented in Table 3.1 (bottom). The same data without protein level 
filtering is also presented in Table 3.1 (top) to highlight the need to control protein level FDR when 
analyzing quantitative data (discussed below). In both tables the FDR at each level is listed in 
parenthesis. Only the data set using peptide and protein level filters was used for further analyses. In 
total ~38, 000 redundant phosphopeptides from 2741 phosphoproteins were identified. Nearly 12,000 
unique phosphopeptides (sequences stripped of all modification except phosphorylation) and >8500 
unique phosphorylation sites were identified. Nearly 7400 sites from >2300 phosphoproteins were 
reliably quantified (passing the describe filter criteria, see materials and methods). To facilitate the 
analysis, sites that changed by 2-fold were considered to be regulated including 210 downregulated and 
180 upregulated sites. These data comprise one of the largest phosphorylation analyses using reductive 
dimethylation and were acquired in less than 4 days of instrument time.  All identified peptides and sites 
are presented in supplemental Table 3.1. 
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Protein Level Filters Are Required to Control Both False Discovery Rates at the Protein Level and 
Phosphorylation Site Level 
In many published quantitative phosphorylation datasets, false discovery rates are controlled at 
the peptide level only. As is highlighted in Table 3.1 (top), combining multiple LC-MS runs, even with 
Figure 3.3. Lower pH reductive dimethylation allows for the successful quantification of thousands of phosphorylation 
sites, using an SCX/IMAC strategy
15
. Pooled lysates from four fasted (harvested after a 12 hour fast) and four re-fed (12 
hour fast followed by a two hour re-feed prior to harvesting) were reduced, alkylated and digested by trypsin (A).  Peptides 
from the fasted liver pool were labeled light and peptides from the re-fed liver pool were labeled heavy using reductive 
dimethylation. Mixed (1:1) peptides were separated by strong cation exchange prior to IMAC enrichment for 
phosphopeptides (B). Phosphopeptide-enriched samples were analyzed by LC-MS/MS on an LTQ-Orbitrap XL mass 
spectrometer. MS/MS spectra were searched and assigned to peptides by SEQUEST
20
 (C). Phosphopeptides were filtered to 
a desired peptide and protein level false discovery rate (FDR <1%) and site localization was assessed using the Ascore 
algorithm
1, 22
. Extracted ion chromatograms corresponding to the heavy and light peptides from which each identified site 
were derived were used to obtain quantitative site ratio between the fasted and re-fed mice. 
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peptide level filtering, greatly increased both protein and site level false discovery rates. Remarkably, 
the peptide level FDR could still be reported at 1%, yet the protein level FDR in each set of technical 
replicates expanded to 6%. When all MS/MS runs were combined, the protein level FDR became >10%. 
Site level FDRs showed a similar trend, though due to Ascore filtering, the FDR was slightly reduced 
compared to that of the protein level FDR. With protein level filters in place, a desired FDR of 1% could 
be set within each set of replicates or in all runs combined (Table 3.1 bottom). As a result the FDR of 
identified sites was <0.7%, roughly 9 fold less than without protein level filters. Peptide identifications as 
a whole were minimally affected by protein level filtering; generally the excluded proteins were those 
which were identified based upon single peptide observations. 
What is of particular concern, however, is that the false positive hits tended to cluster in sites 
that changed by ≥2 fold (regulated sites). One reason for this phenomenon is an inherent limitation of 
MS1-based quantification; namely that the quantification of a peptide is tied directly to the identification 
of a peptide. A false positive hit (whether a forward sequence or reverse sequence) has an equal chance 
of being assigned heavy or light. If a peptide spectral match that in reality is a light labeled peptide is 
matched instead to a sequence that is heavy labeled, the quantification of that peptide will be 
erroneous, as it is likely that either no peak or an unrelated peak will be chosen as its isotopomer. This 
error results in a site quantification value that is often greater than two fold (either upregulated or 
downregulated). Without any protein level filtering, the FDR of regulated sites (all 24 MS/MS runs 
combined) reached 40%. Our FDR estimates for site quantification are approximations and only account 
for misidentifications; these estimates may not fully account for mislocalized sites on otherwise 
correctly identified peptides. They are, however, a useful guide to understanding erroneous 
identification/quantification on the site level. 
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The protein level FDR was set to 1% at either the technical replicate level or for the entire 
combined dataset. The protein level FDR must be controlled within each group of samples being 
considered to accurately estimate the FDR. This filtering lowered the FDR for regulated sites to <6%, and 
Table 3.1. Fasted vs. re-fed mouse liver data set statistics, after controlling only peptide level (top) or both peptide level 
and protein level false discovery rates (bottom). Replicates refer to replicate LC-MS analyses of each SCX fraction. Data are 
shown by both individual technical replicates on the mass spectrometer (12 MS runs) and in a combined data set (24 MS 
runs). Estimated false discovery rates are given in parentheses based on the target-decoy approach
21
. 558 sites were found 
to change by at least two-fold, at a false discovery rate of 40% when using only peptide filters.  390 sites were found to 
change by at least two-fold, at a false discovery rate of <6% (at the regulated site level, <0.5% for all quantified sites) when 
using both peptide and protein filters. Site level FDRs are approximations. 
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<0.5 % for all quantified sites. A separate study aimed at controlling the FDR of regulated sites in a 
quantitative phosphoproteomic study would be of great value to the proteomics community. Additional 
filters which helped to reduce the regulated site level FDR are presented in Supplemental Figure 3.5. 
Though filters based on the number of peptides used to quantify a site and filters based on increasing 
Ascore were valuable in the reduction of the FDR, they did so at a substantial cost to site identification 
rates. To a lesser extent, filters using S/N and Z-score (number of standard deviations from the mean) of 
the heavy to light ratio had an impact on identifications while controlling the regulated site level FDR. 
Rather than use any of the aforementioned values as a hard cutoff, they may be used as a guide for the 
confidence in quantification of a given site. For example if a site was quantified using several peptides, 
with S/N for both heavy and light species greater than 3, it was likely a correct quantification. 
 
Reductively Dimethylated Peptides Follow Known Trends for Large-Scale Phosphoproteomic Analyses 
With any labeling method, there is concern that the label will affect the quality of data. The 
dataset presented in this study is of sufficient size, thus enabling it to be compared with other large-
scale phosphoproteomics data sets (for example7 and 1). Figure 3.4A highlights the identification of 
phosphopeptides, phosphorylation sites and phosphoproteins amongst SCX fractions for one set of 
technical replicates. Dimethylation does not affect the elution of phosphopeptides from the SCX column, 
as the data are consistent with other published studies 7, 15. Earlier SCX fractions were enriched for 
multiply phosphorylated peptides (Figure 3.4B). The first two fractions for example contained >90% 
multiply phosphorylated peptides. This observation is of particular importance as these peptides 
significantly increase the number of sites that are reported in large scale phosphoproteomic datasets. 
Technical replicates tend to increase the number of non-redundant site identifications by 15-20% (Figure 
3.4C). 
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 The vast majority of non-redundant identified sites were localized with high certainty (82%, 
p<0.05, 3.4D). This observation suggests that the dimethylation of phosphorylated peptides does not 
affect their fragmentation efficiency in the ion trap, or negatively affect neutral loss of phosphate; thus, 
Figure 3.4. Phosphopeptide and phosphorylation site data are consistent with known trends for large scale 
phosphorylation datasets. Data obtained using lower pH reductive dimethylation showed similar trends to both unlabeled 
7, 15
 and SILAC-labeled
10
 datasets. The majority of phosphopeptides eluted in earlier SCX fractions (A) and the number of 
phosphorylation sites per peptides was negatively correlated with SCX fraction number (B). By using technical replicates, 
the number of identified phosphorylation sites was increased by ~15-20% per fraction (C). The vast majority (~82%) of sites 
were localized with high certainty (p <0.05, D). As observed in other studies 
1
, most identified phosphoproteins were 
multiply phosphorylated (~65 %, E). Proline-directed phosphorylation composed the largest fraction of phosphorylation site 
data (31%), followed by acidic (27%) and basic (22%) general motif classes (F). General motif classes have been previously 
defined in detail
1
.  
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many site determining ions are produced. The majority (~65%) of phosphoproteins identified in this 
study were multiply phosphorylated, and a large number (>100) were phosphorylated on ≥10 residues 
(Figure 3.4E). General motif class distributions including acidic (27%), basic (22%), proline-directed 
(31%), uncharacterized/other (20%) and tyrosine (2%) were consistent with other large scale studies 
(Figure 3.4F)1, 7. The majority of identified sites (84%) were on serine residues, followed by threonine 
(14%) and tyrosine (2%). These data taken together show that reductive dimethylation coupled to 
SCX/IMAC provides a robust strategy for large scale phosphoproteomics. 
 
Analysis of Quantitative Site Data 
Quantitative site ratios were log2 transformed and adjusted for mixing errors by normalizing the 
site ratios so that the median ratio equaled 0. This procedure effective re-centered the distribution of 
site ratios (Figure 3.5A). The majority of sites quantified in this study fell close to a 1:1 (heavy to light) 
ratio, 390 sites changed by a two-fold (one log2 unit) or greater ratio. These sites were considered to be 
regulated. A site whose log2 ratio was significantly greater than 0 was more abundant upon re-feeding 
mice, where a site quantified with a ratio significantly less than 0 was more abundant in the fasted mice. 
A histogram of site ratios is presented in Figure 3.5A, with arrows indicating two-fold changes. The 
majority of phosphorylation sites were quantified using at least two peptides for quantification (Figure 
3.5B). In those cases, the reported value for a site is the median heavy to light ratio for all peptides from 
which the site was derived. A plot of the summed signal-to-noise (log2) vs. heavy to light ratio (log2) for 
each site (Figure 3.5C) shows that many of the regulated sites (at least two fold change, blue triangles) 
were quantified with good S/N measurements (>10), an indicator for quality of quantification; sites 
which changed by less than two fold are plotted as small black circles. Many of the sites which changed 
by larger values (>4 fold) also are quantified at high summed S/N. On the whole, site quantification 
between technical replicates was reproducible (slope = 0.95, R2=0.78, Figure 3.5D). When sites that 
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changed by less than two fold were removed (Supplemental Figure 3.6), the slope of the linear 
regression line and the coefficient of determination approached 1. It is likely that small deviations in the 
large number of data points quantified at close to a 1:1 (heavy : light) ratio adversely affected the 
correlation in Figure 3.5D. 
 
Figure 3.5. Quantitative phosphorylation site data. The heavy to light phosphorylation site ratios (log2) are plotted as a 
histogram (A). Sites showing a 2-fold change were considered to be regulated. The majority of phosphorylation sites (~80%) 
were quantified by multiple unique quantification events (B). Site ratios are plotted against the summed signal-to-noise for 
all peptides encompassing that site (C). All peptides used to quantify site were required to have a minimum S/N of 5 for 
both the heavy and light peptides or a S/N of 10 for one of the peptides (heavy or light). Site ratios were reproducible on a 
whole between technical replicates, based on linear regression of the observed site ratio between replicates (D). 
Highlighted phosphorylation site ratios (unlogged) for example proteins (protein residue locations are indicated) observed 
in each replicate are plotted (E), see text for details. The dashed line indicates a 1:1 ratio (heavy : light). Replicates signify 
replicate LC-MS runs, and represent analytical stability. 
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Reductive Dimethylation Provides Biologically Relevant Quantitative Phosphorylation Data 
Figure 3.5E highlights example phosphorylation sites from the data set. The median unlogged 
heavy/light ratio for each site is plotted by technical replicate, with the protein abbreviation and 
phosphorylation residue number indicated under each column. We discovered an upregulated site on 
the eukaryotic translation initiation factor EIF4b (S422, located in the RNA binding region), which had 
previously been proposed to be phosphorylated by the 90 kDa ribosomal protein S6 kinase 1 (RSK1), and 
required for translation 27. Additional sites on EIF4b including the nearby S422 were also upregulated in 
our dataset. An activating phosphorylation site on RSK2 (PDK1 mediated28, S227 RPS6K3α), however, 
was unchanged here. These data suggest that RSK1 and not RSK2 may be activated after 2 hours of 
refeeding, and is perhaps responsible for the associated changes in signal transduction. Such 
observations warrant confirmation of the observed behavior and further analysis into the temporal 
dynamics of RSK isoform-specific signaling.  Sites on other important metabolic proteins such as insulin 
receptor substrate 2 (T771 IRS2) and map kinase (T183 MAPK1, a canonical activation site29) were also 
found to be upregulated.  
Interestingly, a phosphorylation site in the FLISPP motif of calcepressin-3 (S148 RCAN 3) was 
found to be upregulated. The calcipressin family of proteins is known to inhibit calcineurin mediated 
signaling, a calcium/calmodulin-dependent phosphatase 30. Phosphorylation of this domain in the 
related protein calcepressin-1 has been shown to increase its ability to inhibit calcineurin 31. 
Furthermore it was recently reported that in fasted mice, glucagon promotes the release of intracellular 
calcium stores, thereby activating calcineurin32. Calcineurin is then able to dephosphorylate and activate 
CRTC2 (A CREB coactivator) and execute gluconeogenic programing. This same study also showed that 
insulin signaling leads to the deactivation of CRTC2. Our observation that re-feeding leads to the 
increase of a phosphorylation site that may play a role in regulating calcineurin activity is consistent with 
this model. Finally a phosphorylation site on NMYC downstream-regulated gene 2 (T348 NRDG2), a 
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protein linked to cell proliferation, had been previously shown to be phosphorylated by Akt 33, but 
showed no change in our analysis. Potentially both canonical and non-canonical signaling cascades are 
occurring in these mice. 
The highlighted downregulated sites in Figure 3.5E were less clear as to their potential function, 
but are nonetheless interesting based on the function of the proteins on which they were found. USP16 
is a deubiquitinase involved in H2A deubiquitination and is required for cell division 34. UGDH is 
responsible for the synthesis of glycosaminoglycans and thus the maintenance of the extracellular 
matrix. HSP90α (a cochaperone) is responsible for the proper maintenance of proteins involved in the 
cell cycle and signal transduction, for example. The protein EIF4eBP3 may be directly involved in the 
regulation of translation through its inhibition of the EIF4F complex (by binding the EIF4e subunit  35). 
Finally Programmed cell death protein 4 (PDCD4) is also involved the inhibition of translation initiation 
and may be involved in apoptosis 36. 
An analysis of general and sequence specific motifs between the whole data set and the down 
and upregulated sites is presented in Supplemental Figure 3.7. We identified changes in several known 
motifs including basic, proline-directed, and acid motifs (see Figure legend for details).   
 
Conclusions 
In this publication, we present a recommendation for a lower reaction pH as an improvement to 
the reductive dimethylation protocols.  We applied the amended protocol to the large-scale quantitative 
analysis of phosphorylation sites from mouse liver tissue, comparing fasted and re-fed states.  This 
model system provided a framework to demonstrate the use of reductive dimethylation for identifying 
potentially relevant phosphorylation events; in this example, those sites potentially involved in energy 
homeostasis were highlights. In addition, the size of the generated data set was sufficient to remark on 
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the effects that peptide and protein level FDR filtering have on MS1 based-quantification. It was 
demonstrated that permissive filtering greatly increases the FDR of the subset of regulated 
phosphorylation sites (those which changed by 2-fold or greater). This publication provides a framework 
for future quantitative phosphoproteomic endeavors, particularly for the analysis of mammalian tissues. 
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Chapter 4 
 
Proteome-Wide Applications of Quantitative Multiplexing in 
the Yeast Stress Response 
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Abstract 
 The use of LC-MS/MS for peptide identification and quantification has become the preferred 
method for proteome-wide analyses. Traditionally in LC-MS/MS based quantification, the relative 
abundance of a peptide and its stable isotope enriched pair (e.g. 13C, through chemical or metabolic 
labeling) are used to obtain a ratio which reflects the relative expression of a protein under the 
conditions tested. Though MS1 based quantitative methods such as SILAC have been successfully applied 
in numerous analyses, they also contain several drawbacks. First, in MS1 based quantification, a 
peptide’s quantification is tied to its identification, which may lead to erroneous quantifications when 
proper false discovery rate filters are not imposed (e.g. false positive hits cluster in the group of peptides 
which change by two-fold or greater). Second, due to the stochastic nature of shotgun proteomics, 
combining multiple peptide labels in one LC-MS/MS analysis and combining multiple experiments into 
one data set lead to decreased proteome coverage (due to increased sample complexity) and missing 
quantitative values between experiments, respectively. MS2 based quantitative techniques, such as 
peptide labeling with tandem mass tags (TMT), avoid theses drawbacks and permit unique proteome 
wide analyses.  
Three common experiments which are made possible by TMT are demonstrated in this chapter 
and include replicate analysis for true statistical comparisons, time course analysis, and discovery based 
approaches (multi-state comparisons). These experiment types are demonstrated in the context of the 
yeast environmental stress response. This system was chosen as it is likely that protein-level regulation 
occurs in the stress response (e.g. protein degradation), it may be applicable to human diseases such as 
Alzheimer's disease and cancer. These data sets will serve to complement the wealth of available 
genetic data on the yeast stress response, which may shed light on transcriptional vs. translational or 
protein-level regulatory mechanisms.  
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Introduction 
 
From Genomics to Proteomics 
One can draw several parallels between the field of genomics and the field of proteomics. The 
goal of both fields is to identify and quantify their respective biomolecules in a high throughput manner, 
thus generating the type of large scale data that is required to answer many of the complex questions 
that encompass biology.  As the field of proteomics continues to progress, we see that not only does it 
share similar goals as genomics, but also shares a common evolution.  Analogous advancements that 
paved the way for modern genetic analyses are being made in the field of mass spectrometry based 
proteomics, thus providing insight into the direction we must go in order to fully appreciate the promise 
of the field. 
 The discipline of genomics began with Fredrick Sanger’s invention of the “plus and minus end” 
sequencing technique1, which was laborious, costly and slow, yet still produced the first genome, that of 
the bacteriophage phi  X1742. Despite its limitations, this method is widely regarded as a milestone in 
biological research. This technique was further developed with the invention of the chain terminator 
method3, which increased the speed and coverage of sequencing, while reducing the cost. Further 
developments in speed, sensitivity, and multiplexing, through new reagents (e.g. dye terminators), 
methods (e.g. multiplex tagging4) and instrumentation (e.g. ABI 370) permitted the sequencing of 
genomes at an unprecedented rate (indeed we may be in the “personal genomics era”)5. Similar 
developments in quantitative genomics gave rise to accurate genome-wide microarrays, which can 
tolerate the analysis of multiple samples simultaneously (e.g. multi-color SNP microarrays6). In a similar 
manner, the field of proteomics has evolved from a low throughput qualitative endeavor to a nearly 
comprehensive quantitative technology. High accuracy and fast scanning mass spectrometers7, and 
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quantitative techniques such as SILAC8 and reductive dimethylation, are just a couple of examples of 
these developments. 
 
The Rise of Quantitative Multiplexing, Technical Hurdles and Solutions 
The general trend we observe in these fields is that new methods and technology development - 
which increase sensitivity, throughput, and permit multiplexing - further the usefulness of these 
disciplines to answer relevant biological questions. Until recently, mass spectrometry based proteomics 
lagged behind genomics in its ability to be comprehensive and to offer greater than binary comparisons. 
However, with the development new technologies surrounding the use of tandem mass tags (TMT) and 
Isobaric tag for relative and absolute quantitation (iTRAQ), we now have the potential for proteome-
wide quantitative multiplexing. The promise of large scale multiplexing is enormous in both basic and 
clinical research, and the need to evaluate the quality of available methods and demonstrate their 
applications is great. Once proven as a valuable technique, multiplexing will allow for deeper biological 
inquiry, and permit us to answer some unique biological questions.  
Currently six versions of TMT exist commercially (only TMT is used in this chapter, structures are 
summarized in Figure 4.1, referred to as channels 126-131), which enable the simultaneous quantitative 
comparison of six biological states. The chemistry of the reaction involves an NHS-ester addition of the 
reagent to the free amines of lysine residues and peptide N-termini. The reagents are isobaric, meaning 
each reagent adds the identical mass to peptides in all cases. As visible in the structure, the isobaric 
nature of the reagents comes from the distribution of 13C and 15N on either side of a cleavage site 
(dashed line in Figure 4.1), which is required for differential quantification of each biological state. 
Unlike MS1 based quantification methods, such as SILAC, TMT quantification occurs in the MS2 spectrum 
after peptide fragmentation by higher-energy collision dissociation (HCD). Fragmentation and 
quantification is also possible by CID using quadrupole time-of-flight (Q-TOF) mass spectrometry, though 
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these instruments cannot currently match the analytical depth of the LTQ-Orbitrap-Velos. During 
fragmentation, the bond at the cleavage site is broken, and reporter ions (left side of the molecule, with 
respect to the cleave site, are liberated. The benefits of such a quantification scheme are many.  
 
 
The first obvious benefit of TMT is that many samples are simultaneously analyzed, which 
reduces preparation and analytical time. Due to the stochastic nature of LC-MS based proteomics, the 
analysis of complex proteomes often leads to a unique set of identified peptides between experiments, 
even when the identical samples are analyzed. The result of this phenomenon is the presence of missing 
values between quantitative data sets (such as by SILAC), limiting their comparative potential. In 
contrast, TMT avoids missing values between experimental conditions, within each set of 6 biological 
states. The described isobaric nature of TMT also allows these samples to be combined without 
increasing proteome complexity (Figure 4.2). In the MS1 spectrum, peptides from all six biological states 
Figure 4.1. The structure of the Tandem Mass Tag (TMT) reagents permits quantitative multiplexing. Up to six samples 
may be labeled with the six different varieties of TMT reagent, which modify free amines (lysine and N-terminus) and are 
denoted henceforth as 126, 127, 128, 129, 130 and 131 (for their approximate reporter ion mass). Each reagent contains 
isotopomerically related reporter ion and linker regions (separated by the dashed line), and are chemically identical. Heavy 
isotopes of 
13
C and 
15
N (denoted by the *) are distributed amongst the linker and reporter ion components of the reagent 
so that the intact regents are isobaric (each reagent modifies a peptide by 229.1629 amu/label). The reporter ions 
generated during MS/MS are distinct. For example the 126 reagent contains no isotopes in the reporter ion region, 
whereas the 131 reagent contains five. Figure adapted from manufacturer’s instructions 
(http://www.piercenet.com/instructions/2162073.pdf). 
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will be observed at the same m/z (mass to charge ratio), and only upon MS2 fragmentation are the 
unique reporter ions generated, from which ratio between each state are obtained. Peptide 
identifications are also obtained in this step, as standard b- and y-type ions are generated alongside the 
low mass reporter ions. A drawback of methods such as SILAC is that each additional isotopic form of a 
peptide (light, medium, heavy, etc.) increases sample complexity, thus reducing unique peptide and 
protein identification. One does not affect peptide identification through the use of TMT in this manner. 
Though TMT demonstrates many useful properties, it contains its own glaring drawback which has to 
date limited it use, the presence of interference. 
 
 
Interference is the unintended co-isolation of contaminating TMT labeled peptides in the MS1 
spectrum along with the peptide of interest (Figure 4.3), prior to MS2 fragmentation. The observed 
reporter ion signal in the MS2 is an amalgamation of intended and unintended peptides. The result of 
this contamination is the compression of observed ratios among the six TMT channels, as the majority of 
MULTIP
LEXING
Figure 4.2. TMT reagents allow quantitative 
multiplexing, without increasing sample 
complexity. Due to the isobaric nature of the 
reagents, multiple samples can be labeled and 
combined without increased proteome 
complexity. As with other stable isotope methods 
relying on 
13
C and 
15
N incorporation, the TMT 
reagents are chemically identical are 
indistinguishable by chromatographic separation. 
Additionally, in a full MS spectrum, a peptide 
labeled with any of the six TMT reagents will have 
the same mass to charge ratio (m/z), thus 
maintain the complexity of an unlabeled samples. 
This behavior contrasts the increase in sample 
complexity observed with MS
1
 quantification 
methods, such as SILAC and ReDi. Only once TMT 
labeled peptides are fragment by higher energy 
collisional dissociation (HCD), are the reporter 
ions generated. Peptide ratios (and thus protein 
ratios) are determined by the S/N ratios of the 
reporter ions. Figure adapted from MS3 
eliminates ratio distortion in isobaric multiplexed 
quantitative proteomics
10
 , used with permission. 
 96 
 
peptides contained within an LC-MS run are typically observed at 1:1 ratios with respect to all biological 
conditions. As such the identification of proteins which are up and downregulated in an experiment is 
hindered. Interference is unavoidable and cannot be abrogated through increased peptide fractionation, 
or decreased MS1 isolation windows.  
 
The abrogation of interference is a subject of intense research and has been achieved, for 
example, by the gas phase isolation of the charge reduced species (formed during ETD fragmentation) 
corresponding to the ion of interest prior to HCD fragmentation9. This method however does not 
completely eliminate interference and is very costly to the MS duty cycle. A means of eliminating 
interference is through gas phase isolation of intended ions in an MS2 spectrum (Figure 4.4) from 
contaminating ions in the linear ion trap. In such a method (referred to as the MS3 method), an MS1 ion 
of interest is isolated for MS2 fragmentation by collision induced dissociation (CID), along with the 
discussed contaminating ions. Identification of peptides still occurs using this MS2 spectrum. In the MS2 
spectrum, one of the fragment ions is re-isolated (above the m/z range of the parent ion to avoid re-
Figure 4.3. Interference compresses observed ratios, limiting the accuracy and biological relevance of TMT data. (A) 
While isolating a peak in an MS
1
 spectrum for MS
2
 analysis, unintended MS
1
 ions (purple, blue and red peaks) are often 
isolated along with the desired precursors ions (green peaks), thus creating a in impure MS
2
 spectrum which contains 
peptide fragment ions and reporter ions from unwanted contaminants. (B) The result of this contamination is a 
compression of the true ratios among the reporter ion channels (green peaks) toward 1:1 ratios (all peaks), as most 
reporter ions will on average be close to a 1:1 ratio among the six channels. Thus a ratio that may actually be 5:1 could be 
reported at 1.2:1, depending on the exact nature of the interference.  
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isolation of contaminants) for fragmentation by HCD, and quantitation of the TMT reporter ions.  Thus 
the identification and quantification of a peptide is decoupled, which has been proven to functionally 
avoid interference10. A limitation of this method, as will be elaborated upon, is that the abrogation of 
interference comes at a price of TMT signal loss, which in many cases limits the ability to accurately 
quantify peptides. In this chapter, I evaluate technological advancements which have made the wide 
spread use of TMT possible. 
 
 
 
Figure 4.4. A comparison of the MS
2
 and MS
3 
methods for peptide identification and quantification. (A) Using the MS
2
 
method, peptide identification and reporter ion quantification occur simultaneously by HCD. This method leads to the co-
isolation and fragmentation of unwanted ions which compresses the observed TMT ratios. (B) The MS
3
 method decouples 
the peptide identification and reporter ion quantification steps. Peptide fragmentation occurs in the MS
2
 spectra by CID, 
generating b- and y-ions, from which a peptide’s identification can be ascertained. This fragmentation step, however does 
not liberate the TMT reporter ions, which remain on the b- (and lysine contain y-) ions. An MS
2
 ion is then isolated, from a 
region above the parent ion m/z, to avoid re-isolation of contaminants, for fragmentation by HCD (generating an MS
3
 
spectrum). The peptide from all samples is quantified using the reporter ions in the MS
3
 spectrum. This gas phase 
purification step abrogates interference. In each step the, the intended ion for isolation is highlighted in green.  Figure 
adapted from MS3 eliminates ratio distortion in isobaric multiplexed quantitative proteomics, used with permission. 
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Applications of TMT to Biological Inquiry 
After a discussion on technological improvements that make the use of TMT applicable to 
biological inquiry, I demonstrate the use of TMT in the three types of common proteomics experiments: 
statistical analysis of biological replicates, time-course measurements, and discovery experiments 
(multi-state comparisons). Statistics have become a requirement for modern biological analyses. Often 
triplicate analysis of a given biological response is sufficient to apply relevant statistical tests, which 
assign significance to an observation. With statistics, smaller changes may become more relevant and 
useful in unraveling the underlying biology. With the power quantitative multiplexing, we have the 
ability to dissect both the obvious large changing proteins, and also the more subtle differences, by 
applying statistics on a proteome-wide scale. In a time course analysis, on the other hand, though no 
replicates exist (within one LC-MS experiment), each successive time point acts as a pseudo replicate. 
The overall pattern of protein expression allows one to classify each protein into temporal groups. 
Stable protein expression patterns vs. stochastic variability over time allow one to determine which 
proteins may be relevant throughout the time course. Commonalities among the proteins within each 
temporal group will likely be relevant to the biology at hand. Finally, in a similar manner to the time 
course experiment, similarities and differences among the many conditions in a discovery experiment 
are useful for extracting relevant proteins from the background of stochastic biology. The depth of the 
presented analyses is such that the discussed patterns can indeed be found. This systems biology 
approach enables a greater analytical depth to be obtained, far beyond that of the simple distribution 
statistics which has until now been commonly applied to quantitative LC-MS data sets. A common 
theme among all experiments is the need to handle complex data sets; for such analyses, understanding 
the relationships amongst the experimental conditions and amongst the proteins themselves, and a 
reduction of variables to a manageable number of components is paramount. 
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Bioinformatic Tools for Interpreting Complex Data Sets 
Common means of interpreting large scale data sets include cluster analysis (hierarchical and K-
means) and principal component analysis (PCA). In hierarchical clustering, a relationship of decreasingly 
related proteins and samples is constructed (each separately) based on the protein expression values in 
the data matrix. The generated dendrogram is useful for identifying related groups which may have a 
biological importance. In K-means clustering, proteins are partitioned into a pre-defined (by the user) 
number of groups, usually based on the biology at hand. In a manner similar to hierarchical clustering, 
these groups may contain proteins which have related biology, though K-means does not identify 
relationships among data points. In conjunction with clustering methods, PCA is a useful method for 
large scale data interpretation. Similar to K-means, PCA is useful for reducing multivariate data into a 
manageable number of components. Often the samples within an analysis achieve separation among 
different components, which is useful for defining which protein features are shared and which are 
unique among the conditions tested. Unlike K-means, however, PCA defines components based on 
observed variance in the data (each component explains a fraction of total variance), independent of the 
biology at hand. As such, explaining the relevance of each component is often a non-trivial endeavor. A 
novel method of large data set reduction, non-negative matrix factorization (NMF), has recently proved 
to be useful in biology, particularly for the analysis of microarray data sets11, 12. NMF in a way can 
combine aspects K-means and PCA, in that a desired number of clusters (based on the biology) can be 
chosen, and the original matrix of protein expression is deconvoluted through its factorization into many 
matrices (variable reduction). In contrast to PCA, clusters discovered through NMF are often readily 
interpretable. As discussed later, NMF has additional properties which are useful for proteomic 
analyses. 
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Demonstrating the Capabilities of Proteome-Wide Multiplexing in the Yeast Stress Response 
I chose to demonstrate the discussed experiment types and analytical techniques within the 
context of the yeast stress response. This system is ideal for proteomic demonstrations: though genetic 
studies on the subject are available, many which and have established important genomic responses, 
proteome level data is lacking. Hence, the yeast stress response has a solid biological framework within 
which proteomics data may be interpreted, though the protein level data itself embodies novel aspects 
of the system. From a biological perspective, the stress adaptation mechanisms themselves are also of 
interest. In contrast to stress adaptation in mammals, where a near constant internal environment is 
maintained by numerous hemostatic processes, unicellular yeast face a changing and often hostile 
environment. As a result, they have evolved numerous adaptation strategies for coping with variations 
in temperature, salt concentration, nutrient availability, the presence of toxins, and other factors. Such 
environmental factors require yeast to maintain proper protein folding, redox conditions, protein 
turnover, membrane dynamics, metabolic homeostasis, DNA fidelity, etc. Based on the plethora of 
stress related processes, it is likely a variety of proteins are regulated during stress adaptation.  
The primary purpose of these experiments is to demonstrate the robust nature of our strategy 
for proteome wide quantitative multiplexing, and to highlight surrounding analyses, in order to facilitate 
future experimentation. With this in mind, much time is given to the analytical techniques and data 
analysis. However, the quality of the data generated also presents an opportunity to remark on protein 
level adaptation in the yeast stress response. As such many relevant proteins and pathways are 
highlighted, and they are understood in relation to published literature. As such, these data are a 
valuable resource to the yeast community.  
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Material and Methods   
 
Yeast Strains and Culture conditions 
 In all cases the BY4742 strain of Wt yeast (MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0) was used. Yeast 
were grown in synthetic complete media, containing all amino acids. Three experiments were 
performed. An experiment comparing five stress conditions to an unstressed control was first 
undertaken. The chosen stress conditions were cold (media pre-cooled to 10 °C), oxidative (0.3 mM H2O2 
in the media), osmotic (0.7 M NaCl in the media), heat (media pre-heated to 37 °C) and 
cytotoxic/endoplasmic reticulum (ER, arginine replaced by 76 mg/L canavanine in the media) stresses. A 
large overnight culture of unstressed yeast was grown to mid log phase at 30 °C. This culture was 
divided into six tubes (one for each condition), gently pelleted (3000 rpm), and the media was removed. 
Pellets were resuspended in the appropriate media for each stress condition. Controls were 
resuspended in 30 °C media without additives. The canavanine treated yeast were pelleted (media 
removed) once more and resuspened in the appropriate media; this step was undertaken to ensure the 
canavanine stressed culture was free of remaining arginine. The stresses and control cultures were 
grown for 1hr at 30 °C, with the exception of the cold and heat stresses which were grown at 10 °C and 
37 °C, respectively. This experiment was also repeated with a 2 hr time point. A heat stress time course 
was performed in a similar manner, though overnight cultures were grown at 25 °C. As before, yeast 
were stressed at 37 °C, and 0, 30, 60, 90, 120, and 240 minute time points were collected. Finally, a 
triplicate analysis of heat stress was undertaken. Three separate overnight cultures were grown at 25 °C, 
and were stressed at 37 °C as before. 0 and 60 minute time points were collected for each replicate.  
~20 OD600 units per condition were harvested in all cases, combined with an equal volume of 40 mM 
NaN3 in ice cold dH2O (to inhibit further biology) and pelleted (5, 000 RPM, 10 min). The pellets were 
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washed with ice cold dH2O and frozen in liquid nitrogen. All harvested yeast samples were in the 
logarithmic growth phase.  
 
Cell lysate preparation 
 A lysis buffer containing 8M urea, 75mM NaCl, 50 mM HEPES pH 8.8, and a protease inhibitor 
cocktail (2 tablets of Roche complete mini per 10 mL and 1mM PMSF) was prepared. The ~20 OD600 of 
pelleted cells from each condition were resuspended in 1 mL of ice cold lysis buffer and transferred to a 
2mL screw cap microcentrifuge tube containing ~1ml of 0.5 mm silica beads. Cells were lysed by bead 
beating at maximal power (Mini-Bead Beater 8, Biospec) for 3 pulses of 45 seconds, at 4 °C. Tubes were 
cooled on ice between homogenization cycles to prevent protein degradation. The lysates were 
separated from the beads, and insoluble components were removed by centrifugation (14,000 rpm, 5 
min at 4°C).  Protein concentrations were determined using the BCA method in triplicate. 
 
Reduction, alkylation, precipitation, and digestion of proteins 
100 µg of protein were used for each condition, and all volumes were equalized within one 
experiment by the addition of lysis buffer when required; equal volumes simplified downstream steps. 
Disulfide bonds were reduced in 5mM DTT at 56 °C for 45 min. Free sulfhydryl groups were then 
alkylated in 15mM iodoacetamide, in the dark at room temperature for 45 min. The reaction was 
quenched for 15 min at room temperature, in the dark with another addition of DTT, to the final 
concentration of 5 mM.   
Proteins were precipitated using methanol-chloroform extraction: 4x volumes of MeOH, 1x 
volume of chloroform and 3x volume of dH2O were added to the samples, vortexing between each 
addition. The mixtures were centrifuged at room temperature for 5 min (6000 rpm). The aqueous layer 
(above white protein pellet) was removed.  A 4x volume of MeOH was again added to each sample, and 
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each was vortexed. Samples were centrifuged again for 5 min (6000 RPM), the supernatant was 
removed, and the tubes were air dried for 10 min. Protein pellets remained at the bottom of the tube. 
Each pellet was resuspended in 100 µL of 8M urea in 50 mM HEPES pH 8.8. If required, the 
pellets were bath sonicated to facilitate protein resuspension. Samples were diluted to 2M urea with 50 
mM HEPES pH 8.8. The endopeptidase Lys-C (cleaves after lysine residues) was added at a 1:50, enzyme 
to substrate ratio (2 µg of enzyme per 100 µg protein). Digestion occurred overnight at room 
temperature. The digested peptides were acidified with formic acid and desalted on C18 Sep-Paks as 
discussed in chapter 3. Samples were dried to completion by vacuum centrifugation. 
 
Peptide TMT labeling 
TMT reagents (each containing 0.8 mg of lyophilized reagent) were resuspended in 40 µL of 
anhydrous acetonitrile (ACN). Each sample was resuspended in 100 µL of 200 mM HEPES pH 8.5 and 30 
µL ACN. 10 µL of each resuspended reagent (126-131) was added to the proper sample, and vortexed. 
The samples were incubated at room temperature for one hour. The reaction was quenched by the 
addition of hydroxyl amine to the final concentration of 0.3% (vol/vol) for 15 min. The samples were 
combined at 1:1 ratios for all channels and dried by vacuum centrifugation. The combined sample pellet 
was desalted on C18 Sep-Paks as discussed in chapter 3. 
In the five stresses experiment, the control was labeled with the 126 reagent, and the cold, 
oxidative, osmotic, heat, and cytotoxic/ER stress were labeled with the 127-131 reagents respectively. In 
the heat stress time course the control was again labeled with the 126 reagent, and the successive time 
points were labeled with the 127-131 reagents. In the triplicate analysis of heat stress, the controls were 
labeled with the 126-128 reagents and the heat stress samples were labeled with the 129-131 reagents.  
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Peptide pre-fractionation 
 Peptides were fractionated by high pH reverse phased chromatography (HPRP). The combined 
TMT labeled peptides were rehydrated in 500 µL of 10 mM ammonium formate/5% ACN pH 10. Buffer A 
was 10 mM ammonium formate/5% ACN pH 10 and buffer B was 10 mM ammonium formate/90% ACN 
pH 10. The peptides were separated over a one hour gradient of 5 to 25 % B. 96 fractions of 38 seconds 
were collected in a 96 plate. Fraction were pooled into 12 fractions as discussed in Figure 4.7, and 
desalted as discussed in chapter 3 and dried to completion by vacuum centrifugation.  
In cases where SCX was used, the same protocol discussed in chapter 3 was used with the 
following exceptions: a 4.6 mm column and 1 mL/min flow rate were used instead of the 9.4 mm 
column and 3 mL/min flow rate. 600 µg was separated over a 1 hour gradient, and 20 one minute 
fractions were collected. The buffers and gradient were the same. These fractions were desalted as 
discussed in chapter 3 and dried to completion by vacuum centrifugation. 
 
LC-MS analysis 
 Dried peptides were resuspended in 10 µL of 5% FA/4% ACN. 2 μL of each sample was analyzed 
on an LTQ Orbitrap Velos mass spectrometer (Thermo Fisher Scientific) equipped with an Accela 600 
quaternary pump (Thermo Fisher Scientific) and a Famos Microautosampler (LC Packings). Nanospray 
tips were hand-pulled with 100-μm (inner diameter) fused-silica tubing and packed with 0.5 cm of Magic 
C4 resin (5 μm, 100 Å; Michrom Bioresources) followed by 20 cm of Maccel C18AQ resin (3 μm, 200 Å; 
Nest Group). Buffer A was 0.125% FA in 3% ACN and Buffer B was 0.125% FA in 100% ACN. Peptides 
were separated over a 3hr gradient from 5 to 28% buffer B, at a flow rate of ~500 nl/min. Peptides were 
detected in a hybrid dual-cell quadrupole linear ion trap–orbitrap mass spectrometer (LTQ Orbitrap 
Velos, Thermo Fisher) using a data-dependent Top10 MS2/multinotch MS3 method13 (Figure 4.10). In 
each cycle, one full MS scan of mass/charge ratio (m/z) = 300 to 1500 was acquired in the Orbitrap at a 
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resolution of 60,000 at m/z = 400 with an automatic gain control (AGC) target of 2 x 106. Maximum 
injection time was set to 1000 ms for MS1 scans. 
Each full MS scan was followed by the selection of the top 10 most intense ions for collision-
induced dissociation (CID) in the linear ion traps, for peptide identification. Higher-energy collisional 
dissociation (HCD) was subsequently used after the MS2 scan for multinotch MS3 analysis in the Orbitrap 
(7, 500 resolution), to quantify TMT reporter ions. AGC targets of 2 x 103 and 1 x 105 were used for MS2 
and MS3 scans, respectively. Maximum injection times of 150 and 250 ms were used for MS2 and MS3 
scans, respectively. Ions selected for MS2 analysis were excluded from reanalysis for 120 s. In this new 
multinotch MS3 method, multiple MS2 fragment ions were captured in the MS3 precursor population, 
using isolation waveforms with multiple frequency notches13. For such a method, online algorithms that 
filter MS2 fragment ions based upon their expected reporter ion fragment signal and their required 
isolation specificity are used. In general 6–9 MS2 fragment ions contributed to the MS3 spectrum. In 
cases where the multinotch method was not used, a single MS2 ion (at 110%-160% of the precursor ion 
m/z) was isolated for the MS3 spectrum as discussed in Figure 4.4. 
 
Database searching and filtering 
RAW files obtained from data collection were converted into mzXML format using the ReAdW 
program (http://sourceforge.net/projects/sashimi/files/ReAdW%20%28Xcalibur%20converter%29/). 
MS/MS spectra were searched using SEQUEST v.28 (rev. 13) against a composite database containing 
the all predicted open reading frames of S. cerevisiae (http://downloads.yeastgenome.org, downloaded 
30 October 2009) in their forward and reversed orientation. The following search parameters were 
used:  a precursor mass tolerance of ±25 parts per million (ppm), a 1.0 Dalton fragment ion mass 
tolerance, LysC digestion specificity, and up to two missed cleavages.  Static modifications of 
carbamidomethylation on cysteine (+57.0214), and TMT reagent additions (+229.1629) on lysine 
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residues and peptide N-termini were included. The dynamic modification of methionine oxidation 
(+15.9949) was allowed.  
Matched peptide spectra were first filtered using a target-decoy strategy14 to a 1% peptide level 
false discovery rate (FDR) through linear discriminant analysis (LDA) using the following parameters:  
XCorr, ΔCn’, precursor mass error, solution charge (when analyzing SCX fractions only), observed ion 
charge state, and number of missed cleavages15. Linear discriminant models were calculated for each 
run using peptide matches to forward and reversed protein sequences as training data. Peptides 
contained within each MS/MS run were ranked by descending discriminant score and filtered to a 1% 
FDR based on the number of reverse sequences remaining (FDR = 2 * number of reverse hit/total hits). 
The data was subsequently filtered to control the protein level FDR. Proteins were scored by multiplying 
peptide probabilities, sorted by rank, and filtered to 1% FDR as described for the above peptides15. 
 
Peptide quantification and protein assembly 
Reporter ion signal to noise (S/N) ratios were extracted for each MS3 scan from the mzXML files, 
and were used for peptide quantification, with in-house software. Each reporter ion measurement was 
corrected for isotopic overlap between reporter ions based on the manufacture’s specifications. 
Generally a minimum summed (across all channels of a peptide) S/N filter of 100 was implemented in 
the analysis of final data sets. With this filter in place, no additional, channel-specific filters were 
required. All peptides were collapsed into proteins so that the minimum number of proteins required to 
explain all peptide observations remained. Peptide sequences which were common to multiple proteins 
were assigned to the protein with the largest number of peptide spectral matches. Protein 
quantification occurred through the summation of peptide TMT values; the sum of the S/N from for 
each peptide in a channel was equal to the final protein S/N for that channel. This method of protein 
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quantification is a type of weighted average and is based on the observation that quantification events 
with greater S/N are often more accurate. 
Generally all peptide and protein levels values are discussed as the normalized (relative) S/N or 
intensity (functionally equivalent terms). These terms denote the amount of total TMT signal from a 
peptide (or collapsed protein) measurement, which is contained within a given channel; this values 
across all channels will sum to 100%. In some cases ratios (or log2 ratios) are discussed; in these cases 
they signify the stress condition/control ratio. When analyzing isoform specific data, all protein 
measurements were confirmed using only unique peptides, to avoid fallacious assignment of common 
peptides to the wrong isoform. In these cases, no errors were found. 
 
Statistical analysis of heat stress biological triplicates 
 P-values were calculated using a two-tailed, unpaired T-test, allowing for heteroscedastic 
variance (Welsh’s T-test). The normalized TMT S/N from the control samples comprised one data array, 
and the other array was composed of the normalized S/N values of the heat stressed samples. The T-test 
was performed after protein collapsing, using the summed TMT S/N (by channel) values. T-tests were 
corrected using the Benjamini-Hochberg method for multiple hypothesis testing16. 
 
Hierarchical clustering 
Clustering was performed using the Cluster 3.017 program (downloaded from: 
http://bonsai.hgc.jp/~mdehoon/software/cluster/software.htm). The Euclidian distance metric and 
centroid linkage clustering method were used. Heat maps were visualized using the Java TreeView17 
program (downloaded from: http://bonsai.hgc.jp/~mdehoon/software/cluster/software.htm). 
Clustering was generally performed using the normalized TMT S/N values, except where noted. Groups 
of proteins were chosen visually, based on the dendrogram tree branches.  
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Principal component (PCA) and non-negative matrix factorization (NMF) analyses 
Principal components analysis was performed using R (The R Core Team, 2012) and results were 
plotted using the ggplot2 package (http://ggplot2.org/). Non-negative matrix factorization (NMF) was 
performed with the NMF R Package18 using the Brunet algorithm12. To estimate basis number and 
accuracy, 200 replicates using random samples were done for basis numbers 2-6. Accuracy across the 
different bases was estimated using the cophenetic correlation score and residual sum of squares. 
Cophenetic correlation measure clustering stability, and the residual sum of squares measures errors in 
matrix factorization. Observed results were compared to those from a random matrix to estimate over 
fitting, and observed cophenetic scores were much higher at all ranks, and residual sum of square was 
lower at all ranks. Ranks were chosen for this analysis because of a suitably high cophenetic correlation 
score and ready biological interpretation. Features were extracted using the score defined by Kim and 
Park11. Plotting was done with the NMF, pheatmap, and limma19 packages. 
 
Gene ontology (GO) analysis 
In all experiments, the identification of significantly enriched GO categories was achieved using 
the DAVID Bioinformatics resource (version 6.720). The list of foreground proteins is specified when 
discussing a particular analysis. The background for each analysis was the respective list of all quantified 
proteins within one experiment. All categories were required to pass a p-value cutoff (after Benjamini-
Hochberg correction) of 0.05, unless specified, generally where biological interpretation was readily 
available. 
 
Assembly of protein interaction networks using Genemania  
GeneMANIA (http://www.genemania.org/)21 was used to assemble protein-protein interaction 
networks (based on literature annotated physical interactions), using the Cytoscape plugin22. The 
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“automatically selected weighting method” was used to properly assign the top 40 interacting partners 
for the queried proteins. The queried proteins are described during the presentation of each network. 
Network figures were constructed in Cytoscape, using protein expression data generated in the 
experiments described above. Nodes represent proteins in the network, and edges represent a physical 
interaction. The thickness of an edge represents the confidence of interaction assigned by GeneMANIA. 
Nodes colored as follows: black, not quantified; gray, unchanged; blue, downregulated; red, 
upregulated. The GeneMANIA database was accessed in December 2012. 
 
Results and Discussion 
 
Experimental Design Overview 
 As discussed, the three major types of types of TMT comparisons are explored here: Discovery 
based (Figure 4.5, A), statistical comparisons of biological replicates (Figure 4.5, B), and time course 
measurements (Figure 4.5, C). Discovery experiments are particularly useful for identifying common and 
unique biological reaction to stimuli. The statistical element of biological triplicate analysis allows one to 
dig deeper into the data set for regulated proteins (those that change by small magnitudes), as a 
confidence score can be placed on all proteins. Time course measurements allow groups of proteins to 
be clustered based on their expression pattern, and these patterns often are indicative of regulation and 
biological function. Additionally, each time point in the series acts as a pseudo-replicate, in that the 
smoothness of the temporal data trend is indicative of proper quantification and biological relevance. 
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Figure 4.5. Experimental design of yeast stress experiments. Three common types of experiments made possible through 
multiplexing are demonstrated; Discovery (A, five stresses vs. an unstressed control), statistical comparisons (B, three 
biological replicates heat stress), and a time course (C, five heat stress time points vs. a 0 min control). In the discovery 
experiment, the control samples was labeled with the 126 reagent and the cold, H2O2, salt, heat and canavanine stresses 
were labeled with the 127-131 reagents, respectively. In the biological triplicate analysis of heat stress three control 
samples were labeled with the 126-128 reagents, and three heat stress samples were labeled with the 129-131 reagents. 
The 0 minute time point was labeled with the 126 in the time course experiment, and the successive time points were 
labeled with the 127-131 reagents. Each experiment is useful for answering different questions: discovery experiments in 
this case may reveal the common and unique stress responses in yeast. Replicate statistics, made possible in the biological 
triplicate analysis of heat stress, allow for the identification of more subtle (yet significant) changes in response to stress, 
such as small (~1.2 fold) change in protein abundance. Finally time course experiments allow for both the identification of 
sustained, delayed and transient regulation of proteins, as well increasing the change that a temporally regulated protein is 
identified (due to a larger number of data points).   
 
 111 
 
In the discovery based analysis five yeast stress states were compared to an unstressed, steady 
state control. Cold (10 °C), oxidative (0.3 mM H2O2), osmotic (0.7 M NaCl), heat (37 °C) and cytotoxic/ER 
(76 mg/L canavanine in place of arginine in the media) stresses were explored. The comparison of 
yeast heat stress (37 °C) was chosen for both the biological replicate and time course analyses, to due 
the extensive available data in the literature on the subject. Generally each protein value in a given 
condition (e.g. 5 stress 128 channel, H2O2 treatment) is reported as its percentage of the total TMT 
signal for that protein (referred to as the normalized TMT intensity or normalized TMT signal/noise, 
S/N); thus the values for a protein in a given experiment sum to 100. This normalized reporting is 
particularly suited for large scale analytical methods, including PCA and hierarchical clustering, due to 
the inclusion of control samples (ratios eliminate the direct weight of the control). Unless otherwise 
specified, when referring to ratios (logged or unlogged), they represent the stress condition S/N divided 
by the control condition S/N for the five stress and time course data sets, and the sum of the heat stress 
replicate S/N divided by the sum of the control replicate S/N. All TMT channel values for a protein are 
obtained by summing that channel S/N from all peptides assigned to that protein (a type of weighted 
average). 
In all experiments the data was obtained and processed though our in house proteomics 
pipeline (Figure 4.6). This pipeline includes protein isolation, digestion, TMT labeling, peptide 
fractionation, LC-MS analysis and database searching, false-discovery rate estimation and quantification 
(bioinformatics). A new approach for peptide pre-fractionation, named high pH reverse phased 
chromatography (HPRP), is discussed below. This novel method (in terms of its application in 
proteomics) facilitates greater proteome coverage. Additionally a novel method for TMT quantification, 
named “multinotch”, which improves the quality of quantification, is presented. Combined, these 
methods permit the use of TMT for true proteome wide quantitative comparisons in a multiplexed 
fashion. 
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Technological Improvements Enabled True Proteome Wide Quantitative Multiplexing 
 Improvements in sample preparation and on-line analytical techniques have provided a 
framework for accurate, proteome-wide quantification using TMT.  
 
A
B
LysC Digest
100 µg of 
protein from 
each cell state
Digested 
peptides
Label with TMT, 
quench and mix 
1:1:1:1:1:1
State 1
126
State 4
129
State 2
127
State 3
128
State 5
130
State 6
131
600 µg isobarically
labeled peptides
600 µg 
peptides
12 HPRP Fractions
Peptides separated by 
hydrophobicity/charge LC-MS analysis
Using multinotch MS3
Database searching 
and quantification
126 127 128 129 130 131
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Figure 4.6. General protocol for proteome wide quantitative multiplexing. Commercially available TMT (Thermo scientific) 
allows for 6-plex quantification on a proteome wide scale (A). Samples are collected and lysates are prepared separately, as 
no metabolic labels are present. 100 µg of protein from each lysate are digested (in these experiments with LysC) prior to a 
reverse phased cleanup step. Desalted peptides are then labeled with the isobaric TMT regents (labeled 126-131, based on 
the reporter ion masses). The labeled peptides are then mixed at a 1:1 ratio for all samples. Mixed peptides are separated 
by high pH reverse phased chromatography (HPRP), prior to LC-MS/MS, and data base searching (B). Peptides are 
separated into 12 fractions based on their hydrophobicity at pH 10. Separated peptide samples are analyzed LC-MS/MS, 
using a multinotch MS
3
 method for reporter ion quantification. Raw data from the LC-MS/MS is extracted and peptides are 
matched using the SEQUEST algorithm. Reporter ion signal to noise measurements are used to quantify between samples.  
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Improvements in Peptide Pre-Fractionation  
High pH reverse phased separation for peptide pre-fractionation is a novel and interesting 
method which demonstrates improvements over the current standard, strong cation exchange (SCX). 
Generally one combines orthogonal chromatographic techniques to achieve maximum resolution of an 
analyte, such as SCX (charge separation) and reverse phased (hydrophobic separation) techniques. 
Though the combination of these methods has been successful, it has also exhibited limitations. As odd 
as it may seem that two reverse phased techniques (offline HPRP and online reverse phased (low pH) 
LC-MS) are combined in succession, the goal of the analysis, and the exact nature of the techniques in 
question reveal why such a combination is warranted.  
 At low pH, as is standard for online reverse phased separation (LPRP) coupled to mass 
spectrometry (LC-MS), histidine, lysine and arginine, glutamic acid and aspartic acid residues will be 
protonated. Thus peptides will have a net positive charge. In contrast at high pH (pH 10), the majority of 
the residues will be deprotonated, with the exception of arginine. In this manner, the exact peptide 
sequence affects its hydrophobic character, which contributes to the orthogonality of HPRP and LPRP.  
In addition, the goal of pre-fractionation is to reduce sample complexity across the LC-MS gradient, not 
necessarily to purify a particular set of peptides out the group of total peptides. In effect, the most 
successful techniques would be those that allow consistent peptide elution across the entire LC-MS 
gradient, while maintaining a reduction in sample complexity. Such fractionation would maximize the 
number of unique peptides isolated and fragmented during the MS duty cycle. With the sample pooling 
strategy outline in Figure 4.7, where early, middle and late fractions are combined from the high HPRP 
separation for LC-MS, this desired separation is obtained. A brief comparison of SCX and HPRP is 
discussed. 
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High pH reverse-phase (HPRP) columns separate peptides orthogonally, based on the 
hydrophobic character of a peptide and the frequency of basic residues in that peptide.  In contrast, 
strong cation exchange (SCX) separates peptides primarily on positive charge. Though both SCX and 
HPRP separate peptides over roughly a one hour gradient in an effective manner (Figure 4.8, A), the 
HPRP methods tends to show more uniformity (based on the UV absorbance). In addition, HPRP tends to 
have better peak resolution; this resolution is likely due to faster partitioning of peptides between the 
mobile and stationary phases of the reverse phased surface vs. charge exchange surface of SCX. 
Typically, peptides identified by mass spectrometry have 2+, 3+ and to a lesser extent 4+ charge states, 
depending on which enzyme is used for digestion. These charge states tend to elute as group by SCX, 
and thus are not sufficiently resolved. Furthermore, peptide length and charge are correlated, and 
longer, highly charged peptides are not amenable to LC-MS/MS, rendering late SCX fraction less useful. 
These limitations are overcome by HPRP. The combined HPRP fractions (Figure 4.7) display a wider 
range of hydrophobicities compared to SCX during online LC-MS fractionation (Figure 4.8, B). Although 
later HPRP fraction will contain longer peptides as well, they will not necessarily be highly charged, 
rendering them amenable to mass spectrometry. The result of these properties is our ability to collect a 
greater amount of data by LC-MS using fewer fractions. 
Figure 4.7. Diagram of HPRP fraction collection and 
pooling of fractions for MS analysis. 96 fractions are 
collected over a ~60 minute gradient (from ~10-70 
minutes in the HPRP gradient, 38 second fractions) in a 96 
well micro plate (1 mL wells). Twelve pooled fractions are 
created for LC-MS analysis by combining rows A, C, E and 
G for odd numbered samples (blue wells) and B, D, F and 
H for even numbered samples (red wells). This method of 
combining fractions limits the overlap between adjacent 
samples, increasing the number of uniquely identified 
peptides and proteins by LC-MS/MS. In contrast, a typical 
experiment relying on SCX-based pre-fraction utilizes 20-
25 fractions, increasing LC-MS analysis time.  
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 To demonstrate the discussed behavior on a proteome-wide scale, yeast proteomics 
experiments were performed using either HPRP or SCX. 12 pooled HPRP (discussed above) and 20 SCX 
fractions were collected and analyzed by LC-MS. One minute SCX fractions were used, and the total 
number was selected based on the elution profile. Total peptide, unique peptide and protein 
identifications were reproducible between HPRP fractions (Figure 4.9, A), whereas SCX fractions were 
highly variable (Figure 4.9, B). The HRPR method on average significantly outperformed the SCX method; 
Figure 4.8. Comparison of peptides separated by SCX and HPRP. Both offline pre-fractionation (A) and online LC-MS (B) 
chromatograms are presented for SCX and HPRP samples. Both SCX and HPRP separate peptides over roughly a one hour 
gradient (A); HPRP, however, gives more uniform peptide elution over the full hour, whereas SCX show more pronounced 
tailing. HPRP also provides better resolution. HPRP experiments tend to be more reproducible in terms of peptide 
identifications as well. Compared to a typical SCX fraction, peptides from an HPRP fraction display a wide range of 
hydrophobicities throughout an LC-MS gradient (B, lower chromatogram). In contrast, peptides from an SCX fraction (B, 
upper chromatogram) elute over a smaller window. This “bunched” elution profile leads to fewer identification per LC-MS 
run. The use of HPRP leads to an increase in unique peptide and protein identification, and has become the preferred 
method for peptide pre-fractionation. 
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particularly with regard to unique peptide/total peptide ratio (77 +/- 2% vs. 47 +/- 11.3%) and with 
protein identification (average 1906 +/- 85 vs. 1062 +/- 470), HPRP is the preferred method. 
 
 
Improvements in TMT Reporter Ion Isolation and Quantification.  
Though the introduction of the MS3 method for TMT quantification was a technological 
achievement, it contained a major caveat; the gain in ion purity (removal of interference seen with MS2 
quantification, Figure 4.10, top) was overshadowed by a large reduction in reporter ion signal. The result 
of the signal loss is often poor quantification, where ions in a particular channel may be undetectable 
(Figure 4.10, middle). Thus when sufficient ions are present, an accurate ratio may be obtained; often, 
however, one or more channels are not present, which leads to quantification errors. The solution to the 
TMT signal problem was to coisolate multiple MS2 fragment ions, in order to obtain a composite MS3 
spectrum with greater signal (Figure 4.10, bottom). This “multinotch” method on average increases TMT 
reporter ion signal by 8 fold (Figure 4.11, left), without typically introducing interference back into the 
Figure 4.9. Comparison of identified yeast peptides 
and proteins between HPRP (A) and SCX (B). The 
“Avg” column displays the mean values of each 
category +/- one standard deviation. In this example, 
12 HPRP and 20 SCX fractions were collected, 
encompassing the full gradient of eluted peptides in 
each case. Although certain SCX fractions (2-4) contain 
more total peptides, the HPRP fractions consistently 
contain more total peptides, and of greater 
importance, more unique peptide and proteins than 
the SCX fractions. The HPRP fractions have a high 
unique peptide to total peptide ratio (>75%), as 
compared to SCX (<50%). On average, an HPRP 
fractions contains 5000 total peptides, 4000 unique 
peptides, and nearly 2000 proteins; SCX fractions on 
average contain <4000 total peptides, <2000 unique 
peptides, and ~1000 proteins. The HPRP method also 
yields more consistency in peptide and protein 
identification (low standard deviation) between 
fractions, compared to SCX. 
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quantification (Figure 4.11, right)13. When comparing the MS2, MS3 and multinotch methods, we find 
that the multinotch consistently outperforms the two alternatives. 
 
 
 
 
 
 
Figure 4.11.  The multinotch method increases TMT reporter ion signal by an average of 8 fold which increase the 
accuracy of reporter ion ratios. The multinotch method increases the number of observed TMT charges in an MS
3
 
spectrum by an average of 8 fold, compared to the standard MS
3
 method (standard box plots, left panel). The multinotch 
method does not typically introduce interference as observed in the MS
2
 method (right panel), comparable to the standard 
MS3 method using a yeast/human model system (discussed by Ting et al
10
). Adapted from Isolating multiple MS2 fragments 
using waveforms with multiple frequency notches improves MS3 sensitivity ∼8 fold over standard MS3-based TMT method, 
used with permission
13
.  
 
 
Figure 4.10. A multinotch method for MS
3
 
quantification avoids interference while 
increasing TMT reporter ion signal. As discussed 
the MS
2
 method for TMT reporter ion 
quantification introduces interference, which 
compresses observed rations amongst the TMT 
channels (top panel, a 10:1 ratio is observed at 
4.6:1). The MS
3
 method abrogates interference, 
but does so at the price of lost TMT ion signal as 
the result of isolating a single MS
2
 ion for HCD 
fragmentation (middle panel, missing 
value/undefined for the 10:1 ratio). The 
multinotch method employs a data-dependent 
algorithm to isolate multiple MS
2
 ions for 
simultaneous HCD fragmentation. This method 
increases the TMT ion signal without increasing 
interference (bottom panel, the 10:1 ratio is 
observed properly). Adapted from Isolating 
multiple MS
2
 fragments using waveforms with 
multiple frequency notches improves MS
3
 
sensitivity ∼8 fold over standard MS3-based TMT 
methods, used with permission
13
.  
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To assess the quantitative nature of the multinotch improvements, three yeast proteomics data 
sets of heat stressed vs. unstressed controls were obtained in biological triplicate (Figure 4.5). These 
data sets were obtained using the MS2, MS3 and multinotch methods of quantification. As the data were 
obtained in triplicate, several metrics of reproducibility can be analyzed: variance in stress/control ratios 
for each protein (TMT channels 129/126, 130/127, and 131/128), the channel signal variance (within a 
set of replicates, control or stressed, equal results obtain for either), or the peptide to peptide ratio 
variance (sum of the heat stress channels/sum control channels for a peptide). Each value is expressed 
as a percent of the coefficient of variance (CV, standard deviation divided by the mean, multiplied by 
100). Using the protein ratio or channel signal metrics (Figure 4.12, A and B, respectively), the 
multinotch outperforms both the MS2 and MS3 methods, often displaying <5% CV. Intriguingly, the MS2 
method outperforms the MS3 method in these cases; it is likely that interference is forcing each channel 
towards the same value (ratios of 1:1) is the MS2 method, reducing the variance. Additionally the loss of 
signal in the MS3 method contributes to its increased variance.  
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For the same reason, the MS2 method performs the worst when comparing peptide to peptide 
variance (Figure 4.12, C). Though interference is common, many peptides are free of interference (or 
more likely interference only contributes a small amount of signal) in the MS2 method; therefore, some 
peptides are quantified at near true values, whereas others are quantified at compressed values, leading 
to large variance. Using this same metric, the multinotch method outperforms the other two, and 
exhibits generally <10% peptide CV. The low variance observed with the multinotch is dependent upon 
signal to noise filtering to remove poor quantifications. A peptide filter, requiring that the sum of all 
Figure 4.12. Demonstration of TMT ratio reproducibility 
amongst the MS
2
, MS
3
 and multinotch methods using the 
biological triplicate analysis of heat stress. 126-128 are the 
control channels and 129-131 are the heat stress channels. In 
all cases, histograms of the coefficient of variance (CV, 
standard deviation/average ratio * 100) are plotted, where a 
smaller percent signifies greater ratio stability among 
replicates.  (A) Histograms using the 129/126, 130/127, and 
131/128 ratios (at the protein level, using the summed 
channel intensity for all peptides from that protein). The MS
2
 
and multinotch method show more consistency amongst 
simple stress/control ratio, compared to the MS
3
 method 
(most <5%). (B) Histograms using 126, 127 and 128 S/N 
measurements as a metric (protein level using the summed 
channel intensity for all peptides from that protein, peptide 
level analysis was identical in trend). Results were identical 
for the same plot using the 129,130 and 131 S/N. The MS
2
 
and multinotch method show more consistency amongst the 
stress and control channel S/N, compared to the MS
3
 method 
(most <5%). In these measurements (A and B), the success of 
the MS
2
 method is actually due to interference, as the 
compression effect artificially stabilizes channel to channel 
variation. The success of the multinotch method, however, is 
a result of the increased signal to noise measurements and 
true channel to channel reproducibility. (C) Histograms using 
the sum (129:131 S/N, heat stress)/sum (126:128 S/N, 
controls) for all peptides from a protein as a metric (peptide 
to peptide ratio reproducibility). The multinotch method 
outperformed both the MS
2
 and MS
3
 method as a result of 
more accurate measurements of the true peptide TMT ratios. 
In many cases the MS
2
 method had very high (>30%) CV, as a 
result of interference-based ratio distortion. 
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TMT channel (126-131) S/N equal at least 100 (empirically derived, see Figure 4.13 for details) greatly 
reduces peptide to peptide ratio variance. Such filters do not enhance MS2 data (as interference is 
independent of TMT signal to noise) and are not feasible with non-multinotch MS3 data (discussed 
below). Variance is reduced further in the multinotch method through the use of weighted averages 
(based on S/N, Figure 4.13), as is standard in our analysis.   
 
In addition to reproducibility metrics, the multinotch method outperforms the MS2 and MS3 
methods in terms of the relevant biological data. The multinotch achieves better statistics than the MS2 
and MS3 methods (T-tests comparing stressed and unstressed channels, Figure 4.14, A). The relevance of 
statistics in proteomic analysis is elaborated upon later. As discussed above, the MS2 method actually 
surpasses the performance of the MS3 method in these tests due to compression in the MS2 method, 
and poor S/N measurements in the MS3 method. However, the MS3 data set contains more biologically 
relevant proteins (traditionally considered relevant in high throughput studies, those that change by the 
Figure 4.13. The use of signal to noise filters and weighted TMT ratios (weighted by peptide summed TMT S/N across all 
channels) decreases peptide to peptide ratio variance. Histograms of the CV using the sum (129:131 S/N, heat stress)/sum 
(126:128 S/N, controls) for all peptides from a protein as a metric are presented. A 100 S/N cutoff for summed TMT 
reporter ion intensity for a peptide (across all 6 channels, roughly 500 TMT charges) had previously been demonstrated to 
coincide with ratio stability. The 100 S/N filter significantly stabilizes peptide ratios for a given protein, compared to 
unfiltered data (peptide ratio CV is reduced from >30% to 10% or less in most cases). These data were obtained using the 
multinotch method; such filtering is not possible using the MS
3
 method, as too many peptides fall below the cutoff. The use 
of weighted ratios based upon the summed TMT S/N of a peptide further reduces peptide to peptide ratio variance, though 
to a lesser extent, compared to the 100 S/N cut-off. Weighted CV is calculated from the weighted average and weighted 
standard deviation 
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given fold change in Figure 4.14, B) compared to the MS2 method. As expected the multinotch further 
increases relevant protein quantification over the MS3 method.     
 
Combining Novel Proteomics Methods Offers a Significant Advantage Over Previous Standards 
To demonstrate the advantages of combining the discussed novel techniques, two yeast 
proteomics data sets were compared; one was obtained using the SCX and MS3 methods (the “standard” 
method), whereas the second was obtained using the HPRP and multinotch methods (the “novel” 
method). Notwithstanding any TMT S/N filtering, the novel method produces a richer data set compared 
to the standard method (Table 4.1). It contains more unique peptides and identified proteins, despite 
containing fewer total peptides (due only to the smaller number of fractions collected). Additionally, the 
novel method more faithfully quantifies the identified proteins, obtaining quantitative data for >95% of 
the identified proteins.  
Figure 4.14. The multinotch method outperforms the MS
2
 and MS
3
 methods in identifying relevant biologically regulated 
proteins in heat stress. (A)Two-tailed T-test (126:128 vs. 129:131 arrays of summed peptide S/N from a protein) histograms 
after Benjamini–Hochberg correction (for multiple hypothesis testing) are plotted. The MS
2
 method outperforms the MS
3
 
method, and the multinotch outperforms both the MS
2
 and MS
3
 method with respect to p-value. As with channel CV 
(Figure 4.12, B), interference artificially stabilizes channel to channel variance, thereby improving T-test performance. The 
exemplary performance of the multinotch method with respect to the T-test is true behavior and is as a result of increased 
S/N measurements. (B) Despite performing poorer with T-test, the data set using the MS
3
 method contains a greater 
number of proteins whose heat stress to control ratio changes by a biologically meaningful value, compared to the MS
2
 
data set. As with the T-test, the multinotch method outperformed both methods with respect to protein ratios. 
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When the aforementioned signal to noise filters were applied, the standard method becomes 
virtually unusable (Table 4.2). Only ~30% of the previously quantified peptides, encompassing ~75% of 
the previously quantified proteins remain. Many of those proteins that remain are quantified using few 
peptides. In contrast, ~80% of the previously quantified peptides, encompassing >95% of the previously 
quantified proteins remain in the data set obtained using the novel method. In the novel method, a 
protein is quantified using more than ten peptides on average, whereas in the standard method, this 
number is less than five. Though there still is a small reduction in the number of quantified peptides and 
proteins in the novel data set upon the implementation of signal to noise filters, the quality 
improvements achieved are paramount. It is clear the novel method outperforms the standard method 
in all facets of the analysis. Of importance, the novel method data set was acquired using only 12 HPRP 
fractions, compared to the 20 SCX fractions in the standard method data set. Therefore, the discussed 
gains in data set quality are on top of a 40 % reduction in analysis time. These data impress upon the 
need for technological improvements, and the advantages such improvements offer.  
Experimental 
conditions
Total 
peptides
Unique
peptides
Total
proteins
Quantified 
peptides
Quantified 
proteins
SCX, 20 fractions, 
single notch MS3
72, 903 26, 174 3, 724 37, 977 3, 348
HPRP, 12 fractions, 
multinotch MS3
61, 173 33, 654 4, 005 48, 953 3, 831
Table 4.1. Data set statistics from a yeast stress experiment performed using SCX and single notch MS3 vs. HPRP and 
multinotch MS3, no data filtering implemented. Each data set has been filtered to a 1 % protein level FDR. Peptides were 
collapsed into the minimum number of proteins required to explain all observed sequences, and those peptides with signal 
in at least one TMT channel were considered quantified. All peptide quantifications are considered unique quantification 
events with MS
2
 and MS
3
 based quantification, and were therefore used in the calculation of protein quantification. No 
TMT reporter ion filters have been applied to these data sets. In all cases the HPRP/multinotch method outperformed the 
SCX/MS
3
, with the exception of total peptide identifications; though the ratio of total peptides to fractions analyzed is still 
higher for the HPRP/multinotch method. 
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Applying Novel Proteomic Methods to the Multiplexed Analysis of the Yeast Stress Response 
As detailed in Figure 4.5, three yeast stress data sets were obtained using the methodological 
improvements discussed. These data sets included a biological triplicate analysis of heat stress, a heat 
stress time course, and a comparison of five yeast stress states to an unstressed control. These data sets 
demonstrate the three main types of proteomics experiments which are made possible through 
quantitative multiplexing: statistical comparisons, temporal analyses and discovery-based experiments. 
The use of these data sets is twofold: first, due to the proteome wide nature (large proteome coverage) 
and quality of quantification, these data are useful a for systems level analysis of the yeast stress 
response. The wealth of data contained in these experiments is important for the generation of new 
hypotheses. Secondly, the data is useful as a community resource on the protein level adaptation to 
environmental stress. The great quantity of yeast stress data available typically has focused on genetic 
responses to environmental stress23; often there is a disconnect, due to post transcriptional regulatory 
mechanisms, between transcript and protein abundance24. Accordingly, these data provide a useful tool 
Experimental 
conditions
Total 
peptides
Unique
peptides
Total
proteins
Quantified 
peptides
Quantified 
proteins
SCX, 20 fractions, 
single notch MS3
72, 903 26, 174 3, 724 11, 988 2, 494
HPRP, 12 fractions, 
multinotch MS3
61, 173 33, 654 4, 005 38, 350 3, 672
Table 4.2. Data set statistics from a yeast stress experiment performed using SCX and single notch MS3 vs. HPRP and 
multinotch MS3, implementing S/N filters. Each data set has been filtered to a 1 % protein level FDR. As in table 1, 
peptides were collapsed into the minimum number of proteins required to explain all observed sequences. Peptides were 
required to have a summed (across all 6 TMT channels) reporter ion signal to noise ratio >100. This cutoff value had been 
observed to remove the variability associated with poor quality quantification events.  Those peptides passing the S/N 
cutoff, with signal in at least one TMT channel were considered quantified. All peptide quantifications are considered 
unique quantification events with MS
2
 and MS
3
 based quantification, and were therefore used in the calculation of protein 
quantification. Using the multinotch method, only a small fraction of the data is thrown out (20% of the peptides and 4% of 
the proteins removed). Conversely, without the multinotch method, 70% of the peptides and 25% of proteins are thrown 
out, due to the low TMT signal to noise. The application of the multinotch method is required for robust quantification 
using TMT and is now the preferred quantification method of TMT labeled peptides. 
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for the direct analysis of the stress response, and is the largest yeast proteomic analysis implementing 
quantitative multiplexing technology. 
 
Stress Data Set Statistics and Comparisons 
  In each stress experiment ~30, 000 or more unique peptides were identified, 
corresponding often to >4000 proteins (Figure 4.15, A unique peptide IDs, B proteins IDs). After all data 
quality filters were implemented, typically ~3, 700 – 4, 000 proteins were quantified in each experiment 
(Figure 4.15, B). The vast majority of proteins from all experiments were both identified and quantified 
using multiple peptides, often with >10 (figurer 15, A identifications, B, quantifications).  
 
Figure 4.15. Data set statistics from the three yeast stress experiments. (A) In all experiments, nearly 30, 000 or more 
unique peptides were identified, providing a large amount of protein coverage. (B) In all experiments nearly 4,000 or 
greater protein were identified, demonstrating the proteome wide character of these analyses. The vast majority of 
identified proteins (nearly 95%) were quantified in al analyses.  Of the proteins identified in each experiment, 90 % or 
greater were identified with (C) and quantified with (D) multiple peptides. Many of the proteins identified and quantified 
were done so with >10 peptides (C, D) demonstrating the depth of this analysis and by extension its accuracy (greater 
numbers of peptides/protein correlates with stable quantification ratios). The biological triplicate analysis of heat stress 
contains technical replicate data (additional LC-MS analyses of the same 12 HPRP fractions) out of necessity; during the first 
set of replicates the instrument was underperforming, which led to poorer TMT S/N. Many peptides were filtered out with 
the 100 S/N cutoff. The fractions were re-shot on a separate LTQ-Orbitrap Velos, also with the multinotch algorithm 
implemented. The initial data, however, was included, as the peptides that did pass the cutoff were still of high quality. 
Hence, the biological triplicate analysis of heat stress contains greater proteome coverage, as observed in this figure. 
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In addition to high quality data within a given experiment, there was a large overlap between 
identified (Figure 4.16) and quantified (Figure 4.17) proteins between experiments. In cases where 
technical replicates had been obtained (triplicate heat stress, explained in Figure 4.15), only 12 of the 
total LC-MS runs were used in overlap comparisons, so that equal comparison could be made. Generally 
there was a ~85% overlap in protein identification between any two experiments. There was an 80% 
overlap between all three experiments, comprising 3, 365 proteins. This number of overlapping proteins 
between three experiments is nearly twice that observed in comparable a TMT experiments25. In total 4, 
235 proteins were identified (separately obtained to control FDR), representing one of the largest single 
yeast proteomics data sets to date.  
 
 
 
Figure 4.16. Overlap in protein identification between experiments. In each data set, the list of identified proteins was 
collapsed into the minimum number of proteins required to explain all peptides. Redundant (by sequence) peptides were 
assigned to the most likely protein, the protein with the larger number of spectral counts. The equivalent of 18 protein 
identification experiments is presented here. The yellow circle (A) represents proteins identified in the five stress 
experiment; the red circle (B) represents proteins identified in the biological triplicate heat stress experiment; the blue 
circle (C) presents proteins identified in the heat stress time course experiment. In all cases only 12 HPRP fractions were 
used for each experiment to ensure equal comparisons. The large overlap in protein identifications between experiments 
allows for unprecedented biological comparison between a great number of samples. Without TMT and HPRP separation, 
this level of overlap would not be possible while collecting such a comprehensive body of quantitative data. 4232 proteins 
were identified in total (1% protein level FDR), representation the largest analysis of its kind. 
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More relevant than protein identification overlap, however, is the overlap between the 
quantified data. Since all the experiments are related through their analysis of yeast stress, shared 
quantified proteins between experiments permit both technical (e.g. ratio variability) and biological 
comparison. Generally there was an 80% overlap in quantified proteins between any two experiments. 
There was a 75% overlap between all three experiments, comprising 3, 125 proteins, over twice that 
observed in comparable TMT experiments25. In total 4, 178 proteins were quantified between all 36 
samples (4, 357 using all data generated for this chapter). These proteins were quantified in the absence 
of interference and with rigid reporter ion filters; few if any TMT data sets exist with such quality 
Figure 4.17. Overlap in quantified proteins between experiments. Proteins were collapsed and redundant peptides were 
assigned as previously stated. Peptides were required to have a summed TMT reporter ion signal to noise of 100 across all 6 
channels to be considered quantified to ensure high quality quantification. The equivalent of 15 binary comparisons is 
represented here. The yellow circle (A) represents proteins quantified in the 5 stress experiment; the red circle (B) 
represents proteins quantified in the biological triplicate heat stress experiment; the blue circle (C) presents proteins 
quantified in the heat stress time course experiment. As previously stated, only 12 HPRP fractions were used for each 
experiment to ensure equal comparisons. The equivalent of over 60, 000 (over 50, 000 stress/control ratios) protein 
measurements (and hundreds of thousands of peptide measurements) is contained in the three data sets. These 
experiments encompass the largest quantitative data set of its kind in yeast, where a total of 4, 178 proteins were 
quantified. In contrast to other published TMT data sets, this data set applies rigorous quantitative data filtering (based on 
S/N) and is free of interference. 
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control. The equivalent of over 60, 000 (over 50, 000 stress/control ratios) protein measurements is 
contained in the three data sets, demonstrating the tremendous effort a comparable data set would 
require by other means. Such efforts would not be feasible SILAC, for example, an alternative LC-MS 
based quantification technique. Using the discussed level of overlap between two experiments for 
protein identification and quantification (0.85 and 0.80, respectively), the 15 required SILAC 
experiments would contain a final overlap of 0.8514 = ~10% and 0.8014 = ~4%. Realistically, however, a 
core group of ~1500-2000 proteins which are consistently found in a typical yeast experiment would be 
quantified. Additionally, many months vs. a week of time would be dedicated to such experiments. 
 
The Use of Statistics Permits a Deeper Understanding of Protein Regulation 
It is difficult to determine from a ratio alone how significant a particular protein may be in the 
heat stress response. Particularly at lower magnitude changes (<2 fold), assigning functional relevance 
to a protein would require prior knowledge of its role in the biology at hand. Such blind assignment 
requires knowledge of protein ratio variance to determine significance. Histograms of heat 
stress/control ratios show little obvious change based solely on magnitude (Figure 4.18, A), except for 
proteins which change by a large fraction (several fold). Indeed the vast majority of the proteome 
appears unchanged with heat stress. However it may be as important for a cell to modulate many 
proteins at small magnitudes simultaneously, as it is a few proteins at high magnitude.  
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Traditionally, distribution statistics have been used as metric for assigning significance to 
proteins in a proteomic data set26. In these analyses, the burden of assessing reproducibility is often left 
for post experimental validation, such as by western blotting. The cutoffs are generally set at 2 standard 
deviations or greater, which although useful for identifying regulated proteins, are generally harsh and 
non-specific to the quality of quantification; moreover, much of the data set is removed with such 
simple filters, and the data that remains can often be obvious. In this analysis, a two standard deviation 
change was equal to two-fold; 128 proteins changed by a margin of two-fold or greater, though the 
Figure 4.18. Data set statistics from the 
biological triplicate analysis of heat stress. (A) A 
histogram of the heat stress/control ratio (Sum 
(129-131)/Sum (126-128) TMT ions, Log2) 
demonstrates that the  vast majority of proteins 
(~90%) do not change upon heat stress by large 
ratios; additionally, a greater fraction of proteins 
which are regulated by heat stress are 
upregulated compared to down regulated. (B) 
Two-tailed T-test (126:128 vs. 129:131 arrays of 
summed peptide S/N from a protein) histograms 
after plotted either directly or after Benjamini–
Hochberg correction (for multiple hypothesis 
testing).  Although the Benjamini–Hochberg 
correction shifts p-values toward larger number, 
many proteins (nearly 1,000) still pass a T-test 
cutoff of 0.01. The accuracy of TMT 
quantification is responsible for this exemplary 
performance, as the variance between biological 
replicate is low. (C) The majority of proteins (only 
upregulated plotted) that change by 1.5 fold or 
greater pass corrected T-test cutoffs of 0.05 and 
0.01. Many proteins that change by ratios as 
small as 25% also pass a stringent cutoff of 0.01. 
Thus many of these proteins that may be ignored 
in other analyses (such as a SILAC analysis) are 
statistically relevant and may collectively help 
describe the biology of heat stress resistance.  
Indeed cumulative or cooperative change, 
however small individually, may be relevant. 
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majority of proteins (117) were upregulated. This contrast between upregulated and downregulated 
proteins highlights an additional issue with simple cutoffs, that the biology at hand or the presence of 
tailing may be ignored when using distribution statistics alone. It is evident in the heat stress response, 
that upregulated heat stress protectant proteins are required at much greater magnitudes than those 
downregulated proteins which may be deleterious in the heat stress response. As is discussed, however, 
there is a large group of biologically related proteins (e.g. ribosome machinery), which are finely 
regulated (< 2 fold change); these proteins may be important in the heat stress response, most of which 
would be lost using distribution statistics alone, and may not be visible by techniques such as western 
blotting. In contrast to distribution statistics, the use of TMT for biological triplicate analysis adds a 
component of reproducibility, which is readily useful for performing more rigorous statistical tests (such 
as the T-test) between the treated (here heat stress) and control samples. Replicates can distinguish 
consistent biologically relevant changes from those changes due to experimental noise or poor quality 
quantification. 
In this analysis, nearly 1000 proteins were extracted with significant p-values (<0.01, Figure 4.18 
B, T-test p-values after Benjamini-Hochberg correction for multiple hypothesis testing16). Many proteins 
were discovered to change by a variety of magnitudes, from over 450 at a 1.25 fold or greater change, to 
over 50 at a 3 fold or greater change (Figure 4.18, C). Without statistics it would be particularly difficult 
to assign significance to these subtly changing proteins, and they would generally be disregarded. 
Conversely, if such a lenient cutoff of a 1.25 fold change were arbitrarily applied without statistics, a 
large false discovery rate of regulated proteins would be generated; roughly 1/3 of those proteins 
whose ratio changed by 1.25 or greater showed no statistical significance (Figure 4.18C, p <0.01 vs. all 
data). Generally those proteins that changed by larger ratios (>2 fold) were statistically significant. The 
reason why many of these subtle changes were found to be significant lies at the inherent 
reproducibility of TMT quantification (once the discussed S/N filters have been applied, Figure 4.13). 
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The general reproducibility of quantification between biological replicates in both the control 
and heat stress channels (Figure 4.19) allows proteins with smaller average heat stress/control changes 
to pass a significance threshold of 0.01. 
 
 
 
Filtering the data by p-value and plotting the relative S/N of control or heat stress channels 
against one another for all proteins (e.g. heat stress replicate 1 vs. heat stress replicate  2, Figure 4.20), 
respectively, demonstrates this correlation in greater detail. Even with a modest p-value cutoff of 0.1, 
two of the replicates are highly similar (Figure 4.20, B, R2 = 0.93). With a more stringent p-value cutoff of 
0.01, the two replicates are virtually identical (Figure 4.20, C, R2= 0.98).  
Figure 4.19. Relative TMT intensities are reproducible amongst the control samples (A) and heat stress samples (B). There 
is a high degree of reproducibility amongst the replicates, positively contributing to high quality statistical analysis 
presented. Only proteins which were quantified with > 1 peptide are plotted, which removes the vast majority of outliers 
(though few exist). Of importance, the one obvious outlier which remains (YLR392C, outlier in heat stress replicate 1 at a 
value of ~55) greatly affects the correlation between heat stress replicate 1 and the other heat stress replicates. When it is 
removed, the R
2
 correlation improves to 0.85, demonstrating the deceptive nature a single outlier has on linear regression. 
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Histograms of protein heat stress/control ratio for proteins passing p value cutoffs of 0.05, and 
0.01 (Figure 4.21) demonstrate that both significant upregulated and significant downregulated proteins 
are present in the data. As the p-value filter is shifted lower (from 0.05 to 0.01 in this figure), two 
distributions begin to be observed (median values at ~-0.25 and 0.5 log2 ratios). Thus it is clear that the 
distribution of regulated data (those significant in the T-test) are not normally distributed, highlighting 
the reason why simple distribution statistics may fail in such an analysis. The distribution of all data 
appears normal, however, permiting the use of discussed statistical tests. 
Figure 4.20. Statistics provide an effective means of removing variance between replicates. The comparison of heat stress 
replicate 1 and heat stress replicate 2 is presented. As was presented in Figure 4.19, these two replicates demonstrated the 
lowest degree of correlation (with no filter plotted in A), and therefore would benefit the most from additional filtering. (B) 
Using a p-value filter of 0.05, the correlation drastically improves to 0.93. With a p-value filter of 0.01 (C) or 0.001 (D), the 
samples become virtually identical. 
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Biological Interpretation of Heat Stress Proteomic Data 
 Due to the proteome wide nature of the analysis, the quality of the data, and the use of 
replicates, we have an unprecedented ability to analyze heat stress on a global scale. This analysis was 
undertaken without prior knowledge of the system of heat stress, yet many important components and 
pathways within the system, described for a number of years of smaller scales, were identified.  Here I 
seek to discuss the protein expression trends that are primarily responsible for separating out heat 
stress from steady state controls, and to remark on the combination of protein level processes which 
may be responsible for the ability of yeast to adapt to high temperatures. 
 
Expression Patterns Separate Heat Stress and Control States into Two Primary Components  
Often the first step for interpreting large scale data involves a means of assessing similarities 
and differences between the biological states as a result of global protein expression patterns. Some of 
Figure 4.21. Distribution of protein ratio (log2 values) for proteins passing a corrected T-test of 0.05 (A) and 0.01 (B). As in 
Figure 4.18, A, both using a corrected T-test cutoff of 0.05 (A) and 0.01 (B), more proteins were observed to be upregulated 
compared to downregulated. This observation is likely biologically significant and may indicate that upregulation may be an 
active process, whereas downregulation may be passive (perhaps simply based on protein turnover after 
transcription/translation is ceased). However, it is possible this behavior is a reflection of the normalization scheme, in that 
protein upregulation must be balanced by apparent downregulation so that all samples have the same total protein 
amounts; though possible, being that a majority of proteins do not change, this effect is unlikely. Proteins passing a p-value 
cutoff of 0.01 show a bimodal distribution, likely a result of the balance between channel reproducibility and heat 
stress/control ratio differences. Those proteins with large ratios are more likely to be statistically significant, as are the 
proteins with very reproducible signal amongst the replicates. Those proteins in the middle range, whose heat/stress ratio 
is not large and whose channel reproducibility is not impeccable will not pass a stringent T-test cutoff of 0.01. 
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these methods have been discussed and include data clustering (hierarchical, k-means, etc.) and 
principal component analysis (PCA). A dendrogram of the sample array reveals that the control and heat 
stress samples cluster as two primary groups, as would be expected based on the experimental design 
(Figure 4.22, A, distance is Euclidian). Of the replicates, heat stress replicates two and three, and control 
replicates one and three were most similar. Methods of dimensionality reduction such as PCA are 
particularly useful for multivariate data sets, such as those generated through mass spectrometry based 
proteomics, due to the high dimensionality of the data. Here, the data is separated into two primary 
principal components which explain 91% and 3 % of the total variance, respectively: component one 
separates the heat stress samples from the controls in all replicate equally, and component two explains 
some of the variance associated with biological stochasticity (although it also could represent consistent 
technical variation between samples). The biological variation which comprises component two is 
primarily a result of differences observed in control sample two and heat stress sample one, the two 
samples which clustered separately amongst the heat stress and control channels. The remaining 
components, which explain ~5% of the sample variance, show no clear trend amongst the replicate, and 
likely are a representation of noise in the data. This low amount of unexplained variance is indicative of 
a small level of technical stochasticity among replicates. 
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Each component contains a matrix of loading values (one for each protein), related to the 
original values of that protein in each experimental condition. Plotting the loading values from one 
component against  those of another component can be a useful means of identifying which proteins 
make large contributions to a given principal component. The usefulness of such plots, however, is 
dependent upon defining the biological or technical relevance of each component (previously discussed) 
Figure 4.22. Heat stress vs. no treatment explains the majority of variance observed in the data set, by principal 
component analysis. (A) A hierarchical cluster tree of the sample arrays demonstrates a high level of similarity between 
replicates and a large difference between treatment groups. Each array was composed of the relative TMT S/N across all 
proteins (so that each protein array sums to 100% across the 6 samples), and clustering was carried out using the Euclidian 
distance metric and centroid linkage clustering method (though other methods were extremely comparable).  (B) Principal 
component analysis revealed that the majority of variance was described by one component (principal component one, 
PC1, >90%). (C) PC1 represents heat stress vs. untreated yeast, and faithfully separates all control from all stressed samples. 
Principal component two (PC2), though responsible for only a small fraction of the variance in the data set (3%) may 
represent inherent biological variability, as the replicates are separated along component two independent of treatment 
condition. The reaming components likely reflect some level of experimental noise as no obvious trend is present, and 
represent the remaining ~5% of variance. Nearly no signal was present in component six, and it was therefore omitted. 
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as well as the separation achieved on each axis for a given protein. A plot of the loading values for PC1 
and PC2 (Figure 4.23) in this analysis reveals several points which separate from the large cloud of data 
centered at coordinates [0,0] in both positive and negative directions (though separation in positive 
direction is more apparent). Relevant proteins comprising different loading values along PC1 and PC2 
are labeled to highlight proteins which make significant contributions to the differences observed in 
heat stress, and those potentially due to biological variation (see Figure 4.23 and 4.24 for details).   
 
 
 
 
Figure 4.23. PCA loadings for PC1 plotted against PC2 separated upregulated and downregulated proteins. PC1 separated 
upregulated (positive direction) and downregulated (negative direction) proteins from one another. PC2 to some degree 
resolved the more consistent quantifications, though not in a statistically meaningful way (it does not seem to strongly 
correlate with p-value, data not shown), See Figure 4.22, C, for the distribution of the samples amongst the components, 
and Figure 4.24 for the specific normalized TMT ion distributions of the exemplified proteins. Highlighted hits encompassing 
different loading values are shown, many of which have large relative loading values, and are thus major factors in the 
principal component analysis. These highlighted hits encompass biological categories such as rRNA/ribosome related 
(downregulated), protein folding and metabolism (upregulated). One obvious outlier (at ~ [0.07, -0.1], YLR392C) is actually 
the same outlier observed in Figure 4.19, and is responsible for a significant portion of the variance observed between 
replicates, composing PC2. 
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The normalized TMT intensities for each are plotted (Figure 4.24) for these highlighted protein 
(Figure 4.23). Consistent quantification across the control and heat stress channels is generally observed 
for those highlighted in PC1. The positive component loading values correlate with protein upregulation 
upon heat stress (ratios from nearly exclusive heat stress to ~5:1, heat stress/control, are exemplified). 
The negative component values not surprisingly correlate with proteins which are downregulated upon 
heat stress, though the magnitudes of change are much reduced (ratio from ~5:1 to ~2:1 are 
highlighted). The highlighted, upregulated proteins are involved in such processes as protein folding, 
oxidation-reduction and metabolism. The downregulated proteins are generally involved in with the 
ribosome (proteins components and rRNA biogenesis) and mating. The proteins SBH2 and SRS2, 
highlighted as outliers amongst component two, are intended to exemplify biological variation (there 
are  inconsistencies amongst the control and heat stress channels in these examples) and do not seem 
to be involved with the stress response. Though component two does seem to comprise some biological 
variation, generally the variation amongst replicate is low, limiting the usefulness of this component 
within the context of the whole data set. As noted, component two contain only 3% of the variance in 
the data set. Additionally, the aforementioned T-test filtering removes any highly variable protein 
quantifications from the final list of proteins deemed to be regulated by heat stress. 
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Interpretation of Statistically Significant Data  
Although the principal component analysis was useful for demonstrating that the majority of 
variance was due to heat stress and not technical or biological variation (though some existed), the bulk 
of the relevant data contained within a small space on the PCA loading plot. An alternative means of 
Figure 4.24. Normalized S/N of TMT ions of the highlighted proteins from Figure 4.23. (A) Proteins separated by PC1 in the 
positive direction are upregulated. All highlighted examples are reproducibly quantified across all six samples. DPB11 (DNA 
damage/replication, MEC1 activator), FMP45 (mitochondrial protein, involved in sphingolipid maintenance), GND2 (6-
phosphogluconate dehydrogenase), HSP12 (small heat shock protein), PHM7 (phosphate metabolism), ARO10 
(phenylpyruvate decarboxylase, amino acid catabolism), and CTT1 (catalase, oxidative damage resistance) exemplify major 
factors separating out heat stress from the control due to increased protein abundance. (B) Proteins separated by PC1 in 
the negative direction are downregulated. All highlighted examples are reproducibly quantified across all six samples. STE3 
(mating factor a-receptor), MFα (mating factor alpha), RNH70 (exoribonuclease, 5S rRNA maturation), FUI1 (uridine 
permease), RPL15A (large subunit ribosomal protein), RMT2 (ribosomal protein L12 methylase), and KEX2 (serine protease 
involved in pro-protein processing) exemplify major factors separating out heat stress from the control due to diminished 
protein abundance. SBH2 (A, last graph, sh1p-Sss1p-Sbh2p complex component) and SRS2 (B, last graph, DNA helicase) 
show how PC2 identifies some variability in control and heat stress channels, particularly it seems dependent on variability 
in control sample 2 and heat stress sample 1 (as is evident in the PCA plot from figure23). Though, as discussed the impact 
is minimal. Annotations obtain from SGD (http://www.yeastgenome.org/). 
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plotting the data is to separate out the ratios based on the summed signal to noise of all TMT channels, 
a proxy for the relative intensity and accuracy of a quantification.   
Additionally, statistical measurements can easily be added to these plots, revealing the 
distribution of significant proteins. Hereafter, “significant” proteins are defined as those proteins whose 
corrected p-value is less than or equal to 0.01 and whose heat stress to control ratio is greater than or 
equal to 1.2 (in either up- or downregulated directions). Additionally those protein whose corrected p-
value is less than or equal to 0.05 and whose heat stress to control ratio is greater than or equal to 1.5 
(in either up- or downregulated directions) were considered significant. This approach was intended to 
combine the rational use of statistics with a minimum ratio change to ease biological interpretation. 
Significant proteins are plotted as red triangle and the remainder of the data is plotted as blue circle 
(Figure 4.25). Highlighted heat stress responsive proteins are listed (top 30 upregulated and top 15 
downregulated). The median summed S/N of the significant proteins = 12.2 (log2 units) vs. 11.7 (log2 
units) for the non-significant proteins, a 1.4 fold greater magnitude. Thus there is no correlation 
between poor quantification (low S/N) and significantly regulated proteins, as is sometimes observed 
with mass spectrometry based quantification. An alternative display for the data could be achieved by 
plotting the –log (p-value) vs. log2 protein ratios; the displayed method was preferred, however, due to 
the inclusion of an intensity component. The significantly regulated proteins fall into several classes of 
biologically relevant processes. 
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To further understand the exact nature of the significant proteins in this data set and their role 
in the heat stress response, they were separately clustered with the intent of discovering groups of 
proteins which change by similar magnitudes. Using this sub set of data, 10 obvious clusters were 
obtained (based on the dendrogram), all of which had unique expression profiles (Figure 4.26, right 
cluster diagram). These clusters were less obvious when all data was clustered together (Figure 4.26, left 
cluster diagram). It is possible that the proteins from each cluster may be coregulated by the same 
cellular machinery or involved in the same pathway; thus, each group of proteins may provide insight 
into central nodes of protein regulation during the heat stress response (see Figure 4.26 legend for 
exemplar proteins from each cluster). For example many heat-stress-induced chaperones cluster 
together at similar magnitudes of expression, as do glycolytic enzymes (Figure 4.26, cluster C). Anabolic 
enzymes such as those involved in arginine (Figure 4.26, cluster D) and glycogen biosynthesis (Figure 
Figure 4.25. Quantification of the yeast heat stress response using statistics. Summed TMT S/N (across all 6 channels) is 
plotted against heats stress/control ratio sum (129:131)/sum (126:128) for 3, 947 proteins (log2 ratios). Significant proteins 
are plotted as red triangles, and the remaining proteins are plotted as blue circles. Those protein changing by 1.2 fold (log 
+/- ~0.27) or greater, which passed a p-value cutoff of 0.01 (Figure 4.18, B) or by 1.5 fold or greater, which passed a p-value 
cutoff of 0.05 were considered significant (N = 789). Darkness of color indicates overlapping data points. Summed S/N 
correlates with data quality, and many of the regulated proteins fall above the median summed S/N (11.7 for all data vs. 
12.2, log2, 40% greater). In contrast to the PCA loading plot, this method of plotting separates out many of the data points 
in a relevant and presentable manner.  The top 30 upregulated and top 15 downregulated proteins are labeled. 
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4.26, cluster A) also cluster with one another.  Interestingly, components of other pathways have 
differentially regulated components. In glycogen breakdown, for example, glycogen phosphorylase and 
the glycogen debranching enzyme fall into different clusters (Figure 4.26, clusters D and B, respectively). 
Furthermore, members of a single complex were also found to be differentially regulated, such as those 
in the trehalose synthase complex. The catalytic subunits TPS 1 and 2 were upregulated ~2.5 fold (Figure 
4.26, cluster B), whereas the large regulatory component TSL1 was upregulated 6 fold (Figure 4.26, 
cluster C). This differential expression of catalytic and regulatory components likely has a relevant 
biological effect. The paradoxical expression of biosynthetic and catabolic pathways seen here is 
discussed later. 
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Figure 4.26.  Hierarchical clustering of the biological triplicate heat stress. The color bar indicates normalized TMT signal. 
All proteins (left diagram) and those passing a T-test p-value cutoff of 0.01 (rounded to the nearest hundredth, right 
diagram) are presented. Proteins and samples were clustered based on Normalized TMT S/N. Using all data combined (left 
panel) only a small number of distinct clusters were obtained, such as the obvious clustering of upregulated proteins in 
heat stress at the top of the diagram (protein cluster tree was omitted of simplicity). In contrast, when the data set is 
limited to those proteins which pass a T-test p-value cutoff of 0.01, many smaller cluster with distinct expression profiles 
are obtained (right diagram, protein clustering tree shown on the left). Median heat stress/control ratios for each cluster 
are as follows: (A) 3.37, (B) 2.37, (C) 5.62, (D) 11.09, (E) 0.39, (F) 1.81, (G) 1.49, (H) 1.27, (I) 0.66 and (J) 0.78. Many proteins 
from each cluster functionally and often evolutionarily related:  (A) SSA1, SSE2 (HSP70 chaperones) and GSY2, GLC3 
(glycogen synthesis); (B) ARG5, 8 (arginine biosynthesis) and BDH1, 2 (butanediol catabolism, an alternative carbon source); 
(C) HSP78, 104 (chaperones) and TDH1, PGM2 (glycolysis); (D) SSA4, HSP12 (heat shock proteins) and HXT7, HXK1 (glucose 
transport and metabolism) (E) STE3, FUI1, RNH70 (no common function); (F) ATG8, PRB1 (vacuolar function/autophagy); (G) 
IDH1, 2 ACO1, MDH1, LSC2 (TCA cycle); (H) UBP2, 15, UBC7,8 DDI1, FYV10 (ubiquitin proteasome system); (I) AGP1, SAM3, 
HIP1(amino acid permeases), RPL14, 15, 16 (large ribosome subunit), and REX3,4, NSA2 (rRNA processing); (J) RPL 25, 28, 35 
(additional large ribosome subunit), RPS0A, 11, 12, 15 (small ribosome subunit), CDC33, TIF4631 (translation initiation 
factors) and YEF3, EFT2 (translation elongation factors). With the use of statistical significance, more subtle protein clusters 
become relevant, and the contributions of both obvious and no-obvious proteins to heat stress can be analyzed. 
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Extracted Biology and its Role in the Heat Stress Response  
To help narrow down the relevant biology involved in the heat stress response, significant 
proteins were analyzed for enriched gene ontology categories for cellular compartment and biological 
process. Gene ontology revealed a broad trend in the significantly upregulated and significantly 
downregulated data, consistent with those found through PCA. In general upregulated proteins are 
involved in metabolism and aspects of protein maintenance (folding and degradation). Downregulated 
proteins comprise primarily those proteins involved in ribosomal processes. Downregulated proteins 
were enriched with both nuclear (nuclear lumen, more specifically nucleolus, 4 fold enrichment) and 
cytosolic cellular locations (2 fold enrichment). Generally the nuclear proteins were part of rRNA 
processing complexes (e.g. small subunit processome, 5 fold enrichment), whereas cytosolic 
components were ribosome complexes themselves (e.g. large subunit fold ~3 fold enrichment). There 
was a slight, albeit just below statistically significant, enrichment of cytosolic protein in the upregulated 
data set (~1.6 fold enrichment). There was, however, statistically relevant enrichments for the 
mitochondrial matrix and mitochondrial membrane (~2 fold enrichment), the plasma membrane (~4 fold 
enrichment), the trehalose synthase complex (~10 fold enrichment), and peroxisomes (~3 fold 
enrichment). Enrichment of these cellular compartments is consistent with their function in metabolism 
and protein maintenance. GO cellular compartment data is summarized in Figure 4.27. 
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Although the cellular distributions proved to be interesting, of greater importance may be the 
biological functions of the proteins regulated by heat stress. Protein flux and proper maintenance of 
proteins were significant; Protein translation (~ 2 fold enrichment) and degradation (including 
proteasomal degradation, ~2 fold enrichment,  and autophagy, ~6 fold enrichment ), and protein folding 
(~8 fold enrichment) were overrepresented. Translation aspects were extracted from downregulated 
proteins, whereas the other aspects were extracted from upregulated proteins. These aspects of 
translation (generally enriched 3 fold or greater) include ribosome biogenesis (rRNA processing and 
Figure 4.27. Extracted gene ontology terms for cellular compartment, from the group of significant proteins. A small 
subset of related GO terms are presented and plotted against their fold enrichment. (A) Downregulated terms were 
enriched with both cytosolic and nuclear proteins (2 fold each), with a larger (4 fold) enrichment for the nucleolus. 
Consistent with this observation, complexes of ribosomal proteins and rRNA/ribosomal processing machinery were 
enriched. (B) Upregulated proteins were enriched with membrane associated, mitochondrial (membrane and co-occurring 
term lumen/matrix) and peroxisome proteins. Additionally the trehalose-phosphate synthase complex was greatly enriched 
(~10 fold), which is consistent with the observation that trehalose is an important reserve carbon source and structural 
component during environmental stress response. In general highly similar categories were omitted (high annotation 
overlap and similar enrichment fold change). 
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ribosome assembly) non-coding RNA metabolism (rRNA and tRNA), and the nuclear export into and 
localization of ribosomes within the cytoplasm. Other significantly enriched biological process 
categories, involved in various aspects of metabolism, were extracted from the upregulated data set.  
These processes (generally catabolic in nature) are involved in ATP production (aerobic 
respiration, ~3 fold enrichment, and TCA cycle, ~4 fold enrichment).  Various categories of carbohydrate 
catabolism (~3 fold enrichment), including traditional pathways such as glycolysis (hexose catabolism, 3 
~fold enrichment) were overrepresented. The utilization of alternative carbon sources was also present, 
including pentose catabolism (~7 fold enrichment) and alcohol catabolism (~3 fold enrichment). 
Interestingly the biosynthesis of trehalose and glycogen are enriched in the upregulated protein data set 
(~8 and ~7 fold enticement, respectively), counterintuitive to the narrative of carbohydrate utilization. It 
has been well documented, however, that these sugars are important for various aspects of the stress 
response27, 28. Lipid catabolism (~4 fold enrichment) and amino acid catabolism (~4 fold enrichment) 
were present. Finally, metabolically related categories of NAD and NADP metabolism (~3 fold 
enrichment) and cellular redox homeostasis (~4 fold enrichment) were significantly extracted from the 
upregulated data. GO biological process data is summarized in Figure 4.28. 
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It is clear from the GO categories that a diverse array of processes occur upon heat stress. We 
can break those mentioned into two main categories; Protein homeostasis (translation, maintenance 
and degradation) and nutrient metabolism (catabolic and anabolic processes, including secondary 
metabolic functions of NAD and NAPH metabolism and redox homeostasis). Each category and its role in 
the heat stress response are discussed.  
Figure 4.28. Extracted gene ontology terms for biological process, from the group of significant proteins. (A) 
Downregulated protein GO terms are highly enriched with various facets of ribosome production and protein translation, 
from the ribosomal proteins themselves, to rRNA/ncRNA processing, tRNA modification (methylation) and nuclear export 
and cytosolic localization of ribosomal components.   (B) Upregulated proteins are enriched with a wealth of GO categories, 
many of which are associated with metabolism, particularly catabolic processes. As expected cellular response to heat and 
protein folding are enriched (~5.5 and ~8 fold, respectively). Protein catabolism and vacuolar process are enriched (~5 and 
~2 fold, respectively), indicating an increase in proteasomal and autophagosomal degradation. Carbohydrate, lipid and 
energy reserve metabolism categories are highly enriched, including those involved in alcohol, pentose and amino acid 
catabolism (~3-8 fold). Aerobic respiration, including TCA cycle proteins and those involved in NAD/NADP metabolism are 
enriched in the upregulated data set (~5 fold).  Interestingly many redox-related proteins are also enriched by a similar 
magnitude. Finally, the reserve sugars of glycogen and trehalose are highly enriched. In general highly similar categories 
were omitted (high annotation overlap and similar enrichment fold change). 
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Probably the most recognized response to heat stress is the upregulation of molecular 
chaperones, as a result of protein unfolding or misfolding. Indeed many of the most highly upregulated 
proteins are HSP chaperones (Figure 4.26 clusters C and D, e.g. HSP26, HSP42, HSP82, HSP70 family, 
HSP104). Many of these proteins are ATP dependent chaperones, and thus the accumulation of a large 
number of improperly folded proteins would require a large amount of energy to alleviate. This energy 
requirement has been suggested to be at least partially responsible for the increased metabolic activity 
observed in heat stress (discussed below23). A protein interaction network of the HSP70 family of 
chaperones (constructed using Genemania) reveals a highly interconnected network with apparent 
coregulation (Figure 4.29).  Upregulated proteins in this network include additional HSPs and other 
chaperones, including HSP42, SIS1, SGT2, APJ1 and others. Interestingly the nucleotide exchange factor 
for SSA1 (and ATP dependent HSP70 family member), FES129, was coregulated with the upregulation of 
SSA1 in this network. SSB1 and SSB2, HSP70 family members which are known to be downregulated 
upon heat stress30, are indeed found downregulated in this network. Interestingly, these proteins have 
been proposed to be associated with active ribosomes31 and nascent polypeptide chains. Other 
ribosome-associated proteins are found in this network as well (e.g. TMA46). As they function with 
active ribosomes, it is possible that proteins such as SSB1 and SSB2 are co-regulated (downregulated) 
with ribosomal proteins (discussed below).  
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Ribosomal proteins and other machinery involved in protein translation represented the main 
group of downregulated proteins in this analysis. Both large (e.g. RPL12B and RPL15A) and small (e.g. 
RPS4B and RPS11B) subunit protein components were found to be downregulated. Rap1 protein 
expression, a transcription factor known to regulate ribosomal protein gene expression32, was 
Figure 4.29. Physical interaction network of the HSP70 family of chaperones. Genemania was queried for the top 40 
physical interactions (circles) of the HSP70 family of conserved chaperone proteins (SSA 1-4, SSB 1-2, SSE 1-2, and SSZ1, 
squares). Edges represent interactions and their weight was assigned automatically by Genemania based on the literature. 
Nodes were colored according to their expression: black, not quantified; gray, no significant change upon heat stress; red, 
significantly upregulated upon heat stress; blue, significantly downregulated upon heat stress. Very strong (based on 
literature evidence) connections were observed in this network, as well as a high level of interconnectivity. Besides the 
queried genes SSB1 and SSB2, other network components are downregulated: YHB1, nitric oxide reductases, consumes NO. 
As discussed below, NO production (from arginine) may be an important stress adaptation, thus reducing the consumption 
rate of NO may be beneficial in the heat stress response; YEF3 (translation elongation) and SNL1 (ribosome associated, 
various functions) are in involved in the positive regulation of translation, and their downregulation is consistent with other 
observed decreases in ribosome machinery. Many upregulated proteins from the network are notable: Additional 
chaperones are present, including HSP42 and ADJ1; STI1, SGT2, SIS1, and YDJ1 are co-chaperones; FES1 is the SSA1 
nucleotide exchange factor, and positively contributed to its activity. Interestingly, HSF1 itself is unchanged on the protein 
level, though it is known its mRNA levels are affect by heat stress, suggesting some level of posttranscriptional control (it is 
known to be hyperphosphorylated in many stressed states) or transient expression. 
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unchanged, however. Interestingly RAP1 is also implicated in glycolytic enzyme expression33.This result 
suggests that either a RAP1-independent mechanisms exists, or an alteration in RAP1 DNA binding or 
protein interactions, perhaps through posttranslational modifications, occurs in response to heat stress. 
Other non-structural proteins involved in the regulation of ribosome assembly, tRNA modification and 
rRNA processing were also significantly downregulated in this analysis. Intriguingly, RMT2, an arginine 
methylase, for which RPL12 (highlighted above) is a substrate34, is among this group of proteins; this 
methylation event (likely diminished in heat stress) may be a positive regulator of ribosome assembly, 
based upon similar modifications of other ribosomal proteins34.The downregulation of NSA2, a protein 
involved in rRNA processing, and TRM2, a tRNA methylase, demonstrate that non-coding RNA biology is 
also important in the heat stress response. In fact, tRNA methylation has been shown to positively 
regulate the rate of translation35.  
The end result of these regulatory events is likely a large reduction in ATP consumption from 
reduced protein synthesis, which may be crucial for handling the increased energy load brought on by 
high chaperone activity. It has also been suggested, however, that the diminished expression of protein 
synthesis machinery may be a response to aggregation of ribosome assembly intermediates during 
stress36. These aggregates compete for chaperones36 inhibiting the proper folding of other required 
proteins.  In most cases, the components discussed  were regulated at magnitudes <2 fold (though 
significant), much less than many upregulated proteins, which may suggest there is an intricate balance 
between the necessity for stress related translation and the deleterious effects translation in general (or 
aggregation of involved proteins) may have during the stress response. Additionally it supports the 
notion that subtle changes are biologically relevant, and the use of statistics-based proteomic methods 
was required to understand their expression. Translation is one factor in protein flux, the other factor is 
degradation. 
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Both proteins from the ubiquitin proteasome system and the autophagy pathways (as well as 
associate vacuolar processes) were significantly upregulated in heat stress, including for example UBC8, 
FYV10, and ATG8.  UBC8 and FVY10 play a role in the ubiquitin mediated degradation of fructose-1, 6-
bisphosphatase, thereby inhibiting gluconeogenesis37, 38. ATG8 plays a role in phagopore expansion 
during autophagosome formation, and its relative expression has been shown to be a determinant of 
autophagosomal size39. Protein degradation through the ubiquitin system may be primarily useful for 
clearing misfolded proteins that results from the sudden temperature shift as well as the degradation of 
regulatory proteins (as highlighted above). It is likely, however, that vacuolar protein degradation 
through autophagy is a general response to the nutrient depleted state40 which heat stress mimics 
(similar to stationary phase23). It is known, for example, that the TOR pathway inhibits (both directly and 
through SCH9) autophagy41, and that TOR signaling itself is inhibited during the heat stress response42. 
The majority of the non-chaperone upregulated proteins consist of a variety of metabolic 
proteins, generally those involved in catabolic processes.  A large number of the glycolysis pathway 
enzymes are upregulated (HXK1, GLK1, and PGM2). In coordination with glycolysis, proteins involved in 
aerobic metabolism, such as those in the TCA cycle are upregulated.  Interestingly, many proteins 
upregulated by glucose limitation are also upregulated during heat stress, despite the presence of high 
glucose in the growth medium and the upregulation of glucose utilization pathways.  For example, the 
hexose transporter HXT7 is highly upregulated. Additionally, proteins thought to be expressed during 
stationary phase (e.g. TDH1), some for the utilization of alternative carbon sources (e.g. ethanol 
catabolism, ACS1), are regulated in heat stress. Consistent with the idea that stress induces a starvation 
response, many of the regulated proteins in heat stress were also found to be regulated in yeast upon 
rapamycin treatment43. Alternatively, aspects of the starvation response may itself be part of the stress 
response. 
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Peroxisomal proteins involved in NAD metabolism (PNC1, NAD salvage) and those in the pentose 
phosphate pathway (SOL4, GND2, NADP metabolism) are upregulated. Non-peroxisomal proteins 
involved in de novo NAD production (BNA 1, 5 and 6) were also upregulated. These results are not 
surprising in light of the importance of NAD and NADP play in metabolism and redox reactions.  The 
upregulated proteins TSA2, GRX1, and GRX2, are involved in redox homeostasis more specifically and 
may be useful at managing the increase in reactive oxygen species (ROS) which results from increased 
aerobic respiration. Indeed many redox proteins regulated by heat stress are also involved in DNA 
replication stress44, a potential outcome of increased ROS generation. These proteins may also be 
important for maintaining a proper redox balance for oxidative phosphorylation.  
In many cases the exemplified metabolism-related proteins show a stress specific pattern of 
isoform expression (e.g. TDH1 but not 2 and 3 are upregulated, Figure 4.30), which may be an indication 
that they have unique properties compared to other isoforms. Further research assessing the point of 
isoform regulation, whether due to differential transcription, translation, or protein stability, would be 
extremely useful for explaining these stress specific observations. 
 
 
 151 
 
 
 
Paradoxical Protein Regulation in the Heat Stress Response 
Interestingly, as was reported using a genomics approach23, many biosynthetic and catabolic 
process of the same biomolecules are simultaneously and paradoxically upregulated during heat stress. 
For examples both trehalose and glycogen biosynthetic (e.g. TSL and GSY2) and utilization pathways (e.g. 
ATH1 and GPH1) are upregulated. Protein interaction networks for these pathways are displayed in 
Figure 4.30. Differential regulation of protein isoforms upon heat stress. A large number of proteins with functional 
isoforms were identified and quantified in this analysis. Heat maps of the relative TMT S/N across all control and heat stress 
samples are presented. The isoform displaying the greatest response to heat stress is highlighted in red, while other 
isoforms that are regulated are highlighted in purple. In the case of the glucose transporters, HXT3 was significantly 
downregulated, and labeled in green. Interestingly, even when many isoforms are present, often only one of the isoforms is 
upregulated upon stress. As many metabolic proteins are regulated by heat stress, it is likely that the various isoforms listed 
here which are upregulated upon heat stress participate in those processes, such as alternative carbon source utilization, 
protein catabolism and glycogen/trehalose accumulation, and redox homeostasis. All quantifications were double checked 
using only unique peptides (no database redundancy), to ensure sequence redundancy was not affecting the quantification. 
No differences were found when using only unique peptides. 
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figures 4.31 and 4.32. These sugars are both important in reserve energy metabolism, and also may play 
a protectant role in membrane biology27, 28.  
 
 
 
Figure 4.31. Physical interaction network of the trehalose synthase complex. Genemania was queried for the top 40 
physical interactions (circles) of the trehalose synthase complex (TSL1, TPS1-3, squares). Edges represent interactions and 
their weight was automatically assigned by Genemania based on the literature. Nodes were colored according to their 
expression: black, not quantified; gray, no significant change upon heat stress; red, significantly upregulated upon heat 
stress; blue, significantly downregulated upon heat stress. Many of the upregulated components are relevant to heat 
stress: All components of the complex were upregulated, though at different magnitudes as discussed above; ATH1 (acid 
trehalase), as well as NTH1 (neutral trehalase, not present in network) were upregulated upon heat stress and are required 
for the degradation and utilization of trehalose (paradoxically regulated with the trehalose synthase complex).  The 
interactions of TPS1 (regulatory subunit) and GLK1 (glucokinase) may be important for regulating trehalose synthase, as 
glucose-6-phsophate is the substrate of the trehalose synthase complex. GLC3, glycogen branching enzyme, may provide a 
connection between stress induced glycogen and trehalose synthesis processes. Downregulated components are 
noteworthy as well: RAS1, involved in cAMP/PKA signaling; FAS1, fatty acid synthesis; NOC2 is involved in intranuclear 
ribosome transport, and may help connect metabolic status to the ribosome machinery. 
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It was previously observed that both biosynthetic and catabolic pathways of these sugars were 
regulated at the transcript level as well23. The author suggested that posttranslational control of one 
Figure 4.32. Physical interaction network of the two glycogen synthases. Genemania was queried for the top 40 physical 
interactions (circles) of the two glycogen synthase isoforms quantified in this experiment (GSY1 and GSY2, squares). Edges 
represent interactions and their weight was assigned automatically by Genemania based on the literature. Nodes were 
colored according to their expression: black, not quantified; gray, no significant change upon heat stress; red, significantly 
upregulated upon heat stress; blue, significantly downregulated upon heat stress. Both isoforms are regulated by heat 
stress, though GSY2 is more highly induced, also contains more interacting partners (in the context of these results), and a 
stronger association amongst some of the common ones, which may be relevant in its function or regulation during heat 
stress.  BUD14, the only downregulated component, is a regulatory component of GLC7 phosphatase activity (a network 
component, not regulated). GLC7 regulates a diverse number of processes including glycogen metabolism, glucose 
repression, and cell wall organization, all of which are important in the stress response. Many upregulated network 
components are noteworthy: GIP2 and PIG2, additional regulatory subunits of the GLC7 phosphatase, similar to GAC1 
(network component, not quantified). GAC1 causes GSY2 and GLC7 interaction leading to glycogen accumulation, and thus 
GIP2 and PIG2 may have similar functions; GLG1, glycogenin glucosyltransferase, an initiator of glycogen synthesis; PSK1, 
poorly characterized nutrient sensing (by unknown mechanism) kinase; GDB1, glycogen debranching enzyme; PHO85, a 
cyclin dependent kinase involved in nutrient sensing, inhibits GSY2 (when bound to PCL 8/10, also network components, 
unchanged. Both positive and negative signals of glycogen accumulation are contained within this network, further 
complicating the perplexing nature of glycogen metabolism during the heat stress response.  
 
 154 
 
branch over the other allowed yeast to contribute to or draw from the reserve pool to manage the 
protectant and reserve metabolite nature of each branch. These data show that both branches are 
simultaneously upregulated at the protein level, consistent with the suggestion that posttranslational 
regulation is responsible for controlling which pathway is active. High expression levels of each branch 
would allow for the rapid flux of substrates through whichever pathway is active, as increasing an 
enzyme’s concentrations raises the Vmax of a reaction. The glycogen branching and synthase enzymes 
were upregulated ~3.5 fold, whereas the glycogen phosphorylase and debranching enzymes were 
upregulated ~7 and ~2 fold respectively. Although the phosphorylase enzyme is the most highly 
upregulated, the average expression between the biosynthetic and utilization pathways are similar. Each 
branch may be in constant flux depending on the cell’s need for energy vs. structural protection, and 
this type of regulatory scheme would permit a rapid response to either need. Additional levels of 
regulation may also be involved, such as the cellular locations of these enzymes. 
Other seemingly paradoxical pathways were also found to be coregulated in heat stress. 
Proteins involved in amino acid catabolism and amino acid synthesis were found to be upregulated 
simultaneously. A closer look at the pathways involved, however, begins to reveal a potentially 
interesting biological explanation for such regulation. The catabolic process mentioned is that of the 
Ehrlich pathway, whereas the anabolic process is the biosynthesis of arginine. Upstream components of 
the Ehrlich pathway such as the aminotransferase ARO9 and decarboxylase ARO10, as well as 
downstream components such aldehyde and alcohol dehydrogenases (e.g. ALD3, and ADH2) were found 
to be upregulated upon heat stress. The Ehrlich pathway has traditionally been of interest in the 
brewing industry, due to the production of fusel acids/alcohols from amino acids, which affect the 
product quality45. It has been demonstrated that improper temperature control during the brewing 
process increases the production of fusel alcohols46, supporting its role in heat stress resistance. This 
pathway is used by yeast for the assimilation of amino acid nitrogen sources, via transamination of α-
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keto glutarate to glutamate from catabolized amino acids. Additionally the Ehrlich pathway may be 
important for maintaining the NAD+/NADH balance (dependent upon aldehyde vs. alcohol 
dehydrogenase branches of the pathway45), which may be important in heat stress resistance (as 
exemplified by the enrichment of NAD and NADP go terms, Figure 4.28). Arginine, however, is not a 
substrate for this pathway; conversely, the pathway product glutamate is a substrate for the production 
of arginine, thus offering a biologically sound solution to the apparent metabolic paradox. 
 Many proteins involved in the biosynthesis of arginine were found to be upregulated. These 
include ARG3, ARG5, ARG8 and CPA1, proteins involved in the production of citrulline, an arginine 
precursor. Traditionally, these proteins are thought to be repressed in the presence of arginine, both 
transcriptionally and transitionally47, 48. Due to the fact that arginine is indeed present in the growth 
medium (synthetic complete media), evidently an additional level of regulation is occurring upon heat 
stress. Proteins involved in arginine catabolism and arginine to proline conversion, however, were not 
regulated in heat stress (e.g. CAR1, 2 and PRO3). This result suggests that it is arginine itself and not its 
function as an intermediate for proline synthesis, which may be relevant. The intracellular concentration 
of arginine may play a key role in heat stress resistance, either directly as compound (perhaps due to its 
charged nature), its role in cellular stress pathways, or through its incorporation into arginine rich 
proteins.  
Arginine was shown to directly reduce protein aggregation in a concentration dependent 
manner (within the physiological range of concentrations), through its suppression of intermolecular 
interactions among aggregation-prone molecules49. Additionally arginine has been found to be 
important for resistance to oxidative stress50. The authors suggest that that nitric oxide (NO), as 
previously observed in other stress conditions51, is important for oxidative stress resistance. 
Furthermore they suggest that arginine’s conversion to NO via a yet to be identified nitric oxide 
synthase (NOS) is responsible for the stress protective effects of arginine, linking arginine synthesis and 
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stress protection. It has also been suggested that the generation of reactive oxygen species during the 
heat stress response (perhaps due to the aforementioned increase in catabolic processes) may be 
partially responsible for the deleterious effects of heat stress52, 53. Thus in a similar way, arginine may be 
protective during heat stress as with oxidative stress. Indeed recently, it was demonstrated in heat 
stress directly that NO production from arginine conferred a stress protectant effect in yeast54. This 
analysis has demonstrated that proteins which are seemingly contradictorily regulated in large scale 
data sets begin to make sense when the specific pathways involved are dissected, and the biology is 
interpreted.  
 
A Proteomic Time Course Analysis Reveals Dynamically Regulated Heat Stress Responses in Yeast 
Though the statistical analysis of a single time point in the yeast heat stress response unraveled 
a large number of regulated protein responses, it is likely that different proteins are responsible for the 
adaptive mechanisms of the heat stress response at different times during duration of the stress; others 
may be required throughout the entire stress event. Yeast display no growth delay during heat stress, 
which is in contrast to other environmental stresses such hyperosmotic stress25 and oxidative stress 
(data not shown). Hence, there is no obvious period of adaptation from which to guide a temporal 
analysis. Therefore, a number of time points are required to accurately capture the stress response, a 
task particularly suited for TMT. This data may also indicate that yeast are particularly well adapted to 
environmental fluctuations in temperature. Indeed with the exception of nutrient availability, heat 
stress may be the most frequent stress experienced by yeast in the natural environment. To further 
understand the nature of the heat stress response in yeast, a time course of 0, 30, 60, 90, 120, and 240 
minutes after heat stress (37 °C) was obtained, time points which encompass the majority of logarithmic 
growth at 37 °C (Figure 4.33). Here I demonstrate the use of TMT in a time course analysis, highlight 
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relevant methods for analyzing the data, and remark on the different programs of regulation during heat 
stress. 
 
 
Quantification Statistics of the Heat Stress Time Points 
 By 30 minutes of heat stress, already many proteins were found to be regulated (>2 standard 
deviations, Figure 4.34, A). The number of proteins regulated at a given time point remained fairly 
constant throughout the time course, though the magnitudes of regulation (fold change) tended to 
increase over time; this increase in the fold change was accompanied by an increase in the data set 
variance (Figure 4.34, B). As a result a plus or minus two standard deviation cutoff for relevance became 
more stringent over time, explaining the similar numbers of regulated proteins between time points, 
and highlights the need for additional replicate analyses. A drop in the magnitude of protein change 
between the 90 and 120 minute time points, which is regained at the 240 time point, may be indicative 
of transiently regulated and late acting proteins or experimental noise; the 90-120-240 minute transition 
may reveal proteins which begin to fall below relevance, while others begin to gain relevance. Further 
supporting this notion, many proteins were found to be regulated at only one or two time points (Figure 
Figure 4.33. Growth curve of unstressed (A) and heat stressed yeast (B).  Both unstressed and stressed yeast grow at a 
normal rate, with doubling times of approximately 90 minutes. Logarithmic growth occurred from an OD600 of 
approximately 0.2 to 2.0. Stress experiments were always performed in mid log phase. Interestingly heat stressed yeast 
show no growth delays as compared to other stresses, such as salt stress and oxidative stress. 
 
 158 
 
4.34, C). A number of proteins, though, were found to be regulated throughout all five stress time 
points, perhaps suggesting their constant expression is required for higher temperature adaptation. 
Though each individual time point may reveal an interesting result, the trend of protein expression over 
all time points is likely more relevant to this analysis. 
 
 
Dimensionality Reduction of the Heat Stress Time Course Data Reveals Groups of Temporally 
Regulated Proteins 
 Often in biology, many simultaneous processes function to cooperatively regulate a particular 
pathway or stimuli response, rendering a thorough definition of the system challenging. Particularly with 
large-scale quantitative approaches such as genomics and TMT based MS-multiplexing, many variables 
Figure 4.34. Heat stress time course data set 
statistics. (A) Histograms of regulated proteins and 
protein expression magnitudes for each time points. 
Hundreds or proteins were regulated at each time 
point during the heat stress response, defined by a 
fold change of 2 or more standard deviations. 
Generally the magnitude of protein changes, defined 
by the number of proteins demonstrating the given 
fold change, increased as time progressed. It is 
interesting, however, that protein expression patterns 
demonstrate a transient drop in magnitude at the 120 
minute time point. This behavior may be due to the 
convergence of temporally regulated proteins; 
moreover, some regulated proteins may be returning 
to steady state levels between 90 and 120 minutes, 
while others begin or continue progressing away from 
steady state levels at the 240 minute time point. 
Replicate analyses would confirm this hypothesis. Of 
importance, many proteins are already regulated at 
the 30 minute point, and are thus likely needed for 
the early stress response. (B) Heat stress/control 
ratios show similar distributions between time points, 
standard box plots with min/max values capped at the 
2
nd
 and 98
th
 percentiles for the sake of presentation. 
(C) Histograms of regulated proteins vs. number of 
time points. Many proteins are regulated a just a few 
time points, suggesting they may be transiently 
regulated. Others, which are regulated in four or five 
of the time points, may be of constant need during 
heat stress.  
 159 
 
exist within a data set, creating a need for dimensionality reduction of these variables. Once the system 
is divided into a more manageable number of parts, interesting patterns in the data often emerge. To 
permit such dimensionality reduction, two comparable methods were applied to this data set: principal 
component analysis (PCA), and non-negative matrix factorization (NMF).  As discussed, both methods 
break the protein expression data into a variety of matrices which allow for the explanation of data set 
variance. NMF contains additional benefits which may be suited to quantitative proteomics, such as the 
ready interpretation of the extracted components. The use of NMF in the analysis of this data set is the 
first application of NMF in proteomics. We generally expected up to four possible groups to exist within 
the data: those containing proteins which were up or downregulated throughout the time course, and 
those containing transiently up and downregulated proteins. Generally this assumption held true. 
 Prior to executing PCA and NMF, the data was hierarchically clustered to observe the 
relationship between each time point. This method was an important first glimpse at the success of the 
experiment. The time points clustered in primarily in the expected pattern (Figure 4.35, A): The stressed 
time points clustered away from the unstressed control; the closest stressed time points clustered 
together (e.g. 90 and 120 min). Interestingly the 240 minute time point was related to both the 
unstressed control and the other group of stressed time points, again supporting the notion that 
transiently regulated proteins exist in the data set. With this knowledge PCA was first performed to 
assess how many relevant components existed in the data, and to what degree each component 
explained the data set variance (Figure 4.35, B). 
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Figure 4.35. Principal component analysis of time course data reveals two primary components. (A) Hierarchical data 
clustering revealed the expected relationships amongst data points. Each array was composed of the relative TMT S/N 
across all proteins (so that each protein array sums to 100% across the 6 samples), and linkage was carried out using the 
Euclidian distance similarity metric and centroid method (though other methods were extremely comparable). Interestingly 
the 240 time point clustered intermediately between the control and the groups of other stressed time points. (B) Two 
main components were observed after PCA, which explained nearly 90% of the data set variance. (C) The distribution of 
time points within each of the first two components reveals a biological explanation of the components: the first 
component separates the stressed time points  from the non-stressed control, likely representing upregulated (along the 
positive component value) and downregulated proteins (along the negative component value). Component two likely 
represents transiently regulated protein, which may peak at the 30 minute time point. The components tend separate from 
the 0 min control point along the negative values, and progressively return. Interestingly the 240 time point over shoots the 
0 min control, and begins to separate in the positive direction along component two. This behavior may be reflective of 
more complex regulation. (D) The remaining components explain ~ 14 % of the variance are not readily interpretable, and 
although may contain relevant biological information, are likely due to experimental noise. 
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 Two primary components, comprising 49% and 34% of the variance, respectively, were found 
(plotted with respect to one another in Figure 4.35, C). Consistent with the hierarchical clustering, 
component one separated the stressed time points from the control in a time dependent manner (later 
time points we separated to a larger extent). Component two separated the time points in an additional 
dimension, which appeared to reflect transient expression. Along component two, the 30 minute time 
point was maximally separated from the 0 minute control (at a value ~-100), and each successive point 
up to the 120 minutes time point began to fall closer to the value of the control (value ~ 50). Of 
distinction, the 240 minute time point actually surpassed the control along component two (falling at a 
value ~150). This phenomenon may indicate that component two comprises more complex behavior 
than simple transiently expression; for example, some upregulated proteins may actually overshoot 
their initial steady state value, and may be expressed at a lower magnitude once a new steady state 
position is reached. The remaining fraction of variance (only components three and four out are 
displayed in Figure 4.35D, 14~%) was not readily interpretable, and may represent a more subtle 
behavior or noise in the data.    
As with the biological triplicate analysis of heat stress, the component loading values (PC1 and 
PC2) were plotted against one another (Figure 4.36) with the intention of visualizing outlying protein 
data points, which may be instrumental for explaining the biological process involved with each 
component. A number of heat stress regulated proteins were separated from the large cluster of 
unchanged proteins located at coordinates [0,0], and are highlighted on the plot. Many of these are 
those proteins which were also found to be regulated in the triplicate analysis of heat stress; these 
include proteins involved in catabolic processes and nutrient acquisition (TDH1, GPM2, HXT7, and 
ARO10), alternative carbon source utilization (BDH2, ACS1), NAD metabolism (BNA5), protein folding 
(HSP82 and SSA4), and arginine synthesis (ARG 3, 5 and 8), categories previously observed.  
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The same isoform-specific expression patterns discussed in Figure 4.30, such as the upregulation 
of TDH1 and GPM2 and not their counterparts (TDH 2 and 3, and GPM 1 and 3, respectively), were also 
observed here (Figure 4.37). Other proteins which were not quantified or not regulated within the time 
frame of the triplicate heat stress experiment, PHO5 and HXT5 (not previously observed) and PHO3 (not 
significantly upregulated until 240 min), were observed to be regulated in the time course. This 
observation of additional upregulated nutrient sensing proteins (PHO3 and PHO5) is consistent with the 
observation that stress mimics a nutrient deprived state. Finally, additional components of some 
previously observed pathways, for examples MFα2 in the mating pathway, were also observed here. 
This time course data set both confirms and complements the biological triplicate analysis of heat stress. 
 
Figure 4.36. Principal component loading value plot of PC1 vs. PC2 loadings. The top 10 proteins from PC1 and PC2 are 
labeled (both positive and negative directions). Some proteins (PHO5, ARG8 and GSC2 for example) populate the top 10 list 
of both components. Color key: Red, contained within the top 10 loading values in only PC1 (positive direction); blue, 
contained within the top 10 loading values in only PC2 (positive direction); purple, contained within the top 10 loading 
values in PC1 and PC2 (positive directions); green, contained within the top 10 loading values in PC1 only (negative 
direction); orange, contained within the top 10 loading values in PC2 only (negative direction). Several of the highlighted 
proteins were also observed as significantly regulated proteins in the biological triplicate analysis of heat stress (MFα1, 
STE3, RNH70, HXT7, HSP82, SSA4, ARO10, ARG proteins, etc.). Some additional proteins were found to be regulated in the 
heat stress (generally at the later time points) including many involved in nutrient sensing such (PHO3 and PHO5), and 
additional proteins in the mating pathway (MFα2). 
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Many interesting trends are observed through plotting the relative TMT intensities of proteins 
which comprise the top PCA loadings. As expected, the components reflect types of temporal regulation 
including continuous upregulation (PC 1 and positive directions, Figure 4.38, A and C), continuous 
downregulation (PC1, negative direction, Figure 4.38, B) and transient regulation (PC2, negative 
direction, Figure 4.38, D).  There are examples of the proposed regulatory behavior (discussed above), 
including those upregulated proteins which fall below their initial steady state value once, presumably, a 
new steady state is reached. NCE103, a carbonic anhydrase exhibits such behavior (Figure 4.38, D), and 
is responsible for the hydration of CO2 to bicarbonate, an important metabolic substrate for 
carboxylation reactions. NCE103 deletion strains are sensitive to H2O2 treatment, suggesting its role in 
the defense against reactive oxygen species55, which are likely formed from the increase in metabolic 
activity during stress. NCE103 is undetectable under anaerobic conditions and poorly transcribed under 
conditions of high CO2
55, presumably due to the increased formation of spontaneous bicarbonate at high 
CO2 concentrations (downregulated by a feedback mechanism). Conversely, NCE103 is expressed under 
conditions of low CO2
56
 . The observed expression profile of NCE103 may be explained in the following 
Figure 4.37. Examples of 
temporally regulated protein 
isoforms. These proteins isoforms 
were first found to be differentially 
regulated in the triplicate analysis 
of heat stress (Figure 4.30). In the 
same manner, specific isoforms of 
the exemplified proteins, all of 
which are involved in metabolic 
processes, are upregulated while 
others remain relatively unchanged. 
Some of the exemplified proteins 
demonstrate transient expression 
profiles (ADH2 and HXK1), while 
other are continuously upregulated 
(TDH1 and GPM2). These results 
confirm the previous observation of 
isoform specific regulation during 
heat stress. 
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manner: NCE103 is upregulated after the initial temperature assault in preparation for or as a reaction 
to ROS, or alternatively in response to an increased need for bicarbonate. As the yeast continue to 
populate the media over time (increased density), and as a result of the increased respiratory activity 
(discussed in the triplicate analysis of heat stress), the CO2 level may increase beyond initial conditions, 
resulting in the downregulation of NCE103 beyond its steady state expression level.  Whether this 
behavior may be due to a biological necessity or biological/experimental stochasticity remains to be 
seen. It does, however warrant further investigation and experimental confirmation of the proposed 
NCE103-ROS-CO2 relationship.  
 
 
Figure 4.38. Normalized TMT intensity plots of the highlighted proteins reveal different modes of regulation associated 
with each component.  (A)Proteins from PC1, positive direction, display a pattern of consistent upregulation throughout 
the time course.  (B) Proteins from PC1, negative direction, display a pattern of downregulation, some which drop within 30 
min and remain steady, and others which are gradually downregulated throughout the time course. (C) Proteins from PC2, 
positive direction, also display a pattern of upregulation over time, though there is spike of regulation between 120 and 
240 minutes. This component seems to correlate with PC1 (positive direction), though is also consistent with discussed 
observation of protein magnitude changes thought the time course (Figure 4.34). (D) Proteins from PC2, negative direction, 
display transient behavior. In these expression profiles, the maximal expression occurs at 30 min, and many proteins return 
to steady state levels, or in some cases below, by 240 minutes. 
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Though interesting relationships were observed through PCA, selecting specific groups of 
proteins based on loading values, which represent each component can be difficult. Besides some of the 
obvious outliers highlighted in figures 4.36 -4.38, separating out relevant proteins from irrelevant 
proteins can be arbitrary, as subsequent PCA loading values often change by a small margin. In addition, 
the top ten proteins (based on loading values) from PC1 and PC2 (positive directions) displayed similar 
patterns, suggesting an additional analysis may be required. NMF was implemented as this 
complementary analysis to PCA. 
 
The Use of Non-Negative Matrix Factorization (NMF) for the Analysis of Heat Stress Time Course Data  
The objective of NMF, similar to PCA, is deconvolution of data through the reduction of many 
variables into a manageable number of components (often referred to here as a basis in NMF). The 
fundamental idea of NMF is that it decomposes a matrix (here the protein expression value matrix, using 
normalized TMT signal to noise) into two matrices under the constraint that the factorized matrices 
must contain all non-negative values. This procedure generally results in non-unique factorized matrices, 
which requires that the user pre-determine the rank, denoted k, of the decomposed matrices, which will 
result in k columns in one matrix and k rows in the other. In mathematical terms k defines the number 
of basis columns in one matrix, but k may also be interpreted as the number of clusters that NMF 
produces. One of the matrices produced by this process is called the basis matrix, and it has one row per 
protein and one column per cluster. The non-negativity constraint results in proteins being primarily 
upregulated in one cluster appearing with increased values in the basis matrix in the specific cluster they 
belong to. The other matrix is the coefficient matrix that is indicative of which cluster each original 
sample belongs to. 
NMF is well suited for uncovering sets of proteins that are specifically upregulated in a given 
group of samples. In contrast to methods like PCA, the sets of distinguishing features for a group have 
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been found to be more readily interpretable57. For biological data the number of distinguishing features 
in a cluster can be reduced to those that particularly distinguish that cluster using one of a number of 
scoring functions11. This ability provides a certain amount of transparency to the algorithm's output, and 
allows more ready downstream analysis by standard methods like GO category enrichment.  
A particular challenge in applying NMF is choosing the appropriate value for k. Because the 
algorithm generates non-unique solutions, it is run many times using random starting values (to find 
global vs. local minima, here 200 runs) and an average consensus of these solutions is used to estimate 
the parameters and group memberships. This process is repeated for several values of k and the 
consensus (Figure 4.40) and various other readouts for cluster stability (Figure 4.41) can be used to 
estimate an optimal number for clustering. In this manner, the challenge of NMF is also a benefit, in that 
contains metric for the discovering the appropriate number of clusters contained within a data set.  
Either the average solution or the solution with the least error (figures 4.40 and 4.39, respectively) can 
be used as the final clustering. 
 
 
Figure 4.39. Best clustering consensus 
among NMF iterations. The heat map of 
the best connectivity matrix, indicating 
basis number and consensus groups, is 
displayed.  The color values are based 
on which consensus the samples fall 
within. The map indicates that three 
consistent groups exist within the data, 
each of which likely represents a 
temporal mode of protein expression. 
The basis and coefficient matrices 
associated with this consensus map 
were used in further operations, such as 
feature extraction for identifying 
proteins which represent each group 
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Figure 4.41. NFM rank estimation for the heat stress time course data, based on cophenetic correlation and the residual 
sum of squares/residual values. Ideally, the cophenetic correlation should be maximized, whereas the residual sum of 
squares (rss), or the residuals themselves should be minimized. However, to avoid over-fitting the data, the inflection point 
within the rss or residuals is often used. Both metrics support the use of three clusters for NMF, as the maximum 
cophenetic value and the rss/residual inflection point occurs at this number. The use of three clusters also fits the 
perceived biology of an upregulated, a downregulated and a transiently regulated category. Other means of evaluating 
clustering performance, such as dispersion, gave identical results. 
 
Figure 4.40. Reordered consensus 
maps of the time course data, 
using different numbers of 
clusters (K=2 to K=6). The average 
consensus map over all NMF 
iterations is presented for each 
number, k. The color bar 
represents the frequency in which 
two samples cluster together 
throughout the iterations. A rank 
of K = 3 showed the most 
consistent clustering, suggesting 3 
groups of proteins exist in the data 
set, and is consistent with the best 
consensus map found among all 
NMF iterations. 
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For the time course data, it was found that clustering into three groups appeared to give the 
least error, (figures 4.39-4.41). The 0 min time point made up its own consensus group, whereas the 120 
min and 240 min points formed another consensus group, and the 30 min, 60 min and 90 min points 
formed the final consensus group. Using different numbers of cluster (2, 4-6), the time points were 
ordered in an altered manner, though showed much poorer clustering consistency (Figure 4.40). The 
cophenetic correlation score (Figure 4.41), a measure of clustering stability, was maximized at K=3, 
supporting the use of a basis number of three.  
As described above, the coefficient matrix contains information about the relationship between 
biological samples and the clusters, including the stability with which a given sample contributes to a 
cluster (Figure 4.42).  For the most part, the 0 min point (to some degree the 240 min point as well) 
contributed to cluster 1. The 30 min point in particular contributed to cluster 2, followed by (in 
decreasing order of contribution) the 60 min, 90 min, and 120 min points. The 240 min, followed by 120 
min point, and to some degree 90 min point, contributed to cluster 3. The 120 minute point, which 
contributed to both cluster 2 and cluster 3, actually contributed more to cluster 3 (based on coefficient 
values) than cluster 2 and hence clustered with the 240 min time point in a consensus group.  
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From each basis, a group of representative proteins (often referred to as features) were 
extracted through the use of a pre-defined scoring algorithm11, which identifies outlying values. The 
group number is equal to the NMF basis number. Plotting the relative expression (relative TMT 
intensities) of the proteins from each group reveals the type of temporal regulation represented within 
each group (Figure 4.43). Group one contains proteins which are downregulated, whose maximal and 
Figure 4.42. Heat stress time course NMF coefficient matrix.  A hierarchical cluster of coefficient values is displayed on top 
of the diagram, as are the basis numbers (equal to the group number discussed later) and consensus groups. Numbers on 
the right side of the diagram also refer to basis. The 120 min point shares some coefficient values with the 90 min time 
point in basis 2, and thus the 120 min coefficient clusters with the 90 min point. The 240 min point shares some coefficient 
values with the 0  min point in basis 1, and thus clusters (albeit extremely weakly) with the 0 min point. In this case, the 
clustering and basis assignments are slightly different. Instead of simply following the clustering, the basis followed the 
consensus map. The 0 min time point was assigned to basis 1, the 240 and 120 min time points were assigned to basis 2 
and the remaining points comprised basis 3. Though the 120 and 90 min point clustered with the 90 min point, based on a 
similar coefficient pattern, the 120 min time point contributed more to basis 3 than 2, and thus was assigned to basis 3 by 
NMF, as the analysis was constrained by three clusters. 
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minimal expression are observed at the 0 min and 240 min, respectively (N = 162).  In an opposite 
fashion, group 3 contains proteins which are upregulated, whose minimal and maximal expressions are 
observed at the 0 min and 240 min, respectively (N = 133). Group 2 is the largest group (N = 258), and 
generally contains proteins that are transiently upregulated, and where maximal protein expression 
occurs at 30 min. Many of the proteins in this group return to their initial steady state expression levels 
by 240 min. Consistent with genomics data23, transient protein expression may be the more important 
mode of regulation during the heat stress response. Groups of transiently downregulated proteins, 
however, were not observed (in any NMF iterations of K = 2-6), and thus many not be as important a 
mode of temporal regulation during the heat stress response (within the tested time frame). This 
observation contrasts the genomics data (in which transient downregulation was observed), suggesting 
a disconnect exists between transcript and protein levels (discussed later). The gene symbols for each 
protein in a group are summarized in Tables 4.3 and 4.4.  
 
 
 
 
Figure 4.43. Expression profiles for extracted protein groups from basis 1, 2 and 3. The three groups fit a general profile of 
downregulated, transiently expressed and upregulated proteins, respectively. Group 2 contained the most proteins, and 
may possibly be subdivided into additional categories. 
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Table 4.3. Extracted groups of proteins from basis 1 and 3, which represent up and downregulated proteins. Features 
were extracted using a pre-defined score (see materials and methods). Many of the groups contents are consistent with 
previous observations, such as the upregulation of chaperones (HSP82, SSE2, SSA1), metabolic/nutrient components 
(GPM2, TDH1, PHO3, PHO5), redox proteins (TSA2, PRX1) and arginine synthesis proteins (ARG 5,8), all of which are 
contained within group 3 (N = 133). The downregulation of ribosome associated machinery (RPS and RPL, protein 
components of the ribosome, RMT2, NSA2, etc.) are contained within group 1 (N = 162). 
 
Table 4.4. Extracted groups of proteins from basis 2, transient expression. Features were extracted using a pre-defined 
score (see materials and methods). The majority of previously observed upregulated proteins are contained within group 2 
(N = 258, ARO10, HXT7, SSA4, HXK1, etc.), indicating that the majority of the heat stress response may by transient, as 
previously proposed by Gasch et al. based on genomic evidence.  
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Expected proteins were found in each group, such as chaperones and catabolic enzymes in the 
upregulated and transiently regulated groups, and ribosomal machinery in the downregulated group. 
Additional gene ontology categories were extracted from these groups, compared to those already 
observed in the triplicate analysis of heat stress. From the group of downregulated proteins (group 1), 
for example, the biological process of pseudouridine synthesis (modification of uridine in RNA) was 
enriched 12 fold enriched. This category contains such proteins as NOP10, GAR1, NAF1, NHP2, PUS9 and 
PUS7. Pseudouridine is the primary modified nucleoside found in tRNA, and the downregulation of this 
process is consistent with an overall downregulation of translation. From the group of upregulated 
proteins (group 3), arginine biosynthesis was enriched 17 fold. Though arginine biosynthesis was 
discussed previously, the GO term itself was just below the P < 0.05 cutoff in the triplicate heat stress 
analysis. A variety of new GO terms were contained within the transiently regulated group of proteins, 
including transcription (2 fold enrichment), RNA elongation (3.5 fold enrichment)  and chromatin 
remodeling complexes (3.5 fold enrichment) were found. Considering many of the previously observed 
metabolic proteins are also found in the transient group of proteins (categories for glycogen and 
trehalose biosynthesis were 11 and 9 fold enriched, respectively), it seemed odd that transcription 
processes were also present (as these categories were not picked up in the triplicate analysis of heat 
stress). To further understand this behavior, and to dissect additional patterns of temporal regulation, 
the proteins contained within group 2 were hierarchically clustered (Figure 4.44). 
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 From the clusters of the transiently regulated proteins, it is clear that additional categories of 
regulation exist: Extremely induced (~10 fold, Figure 4.44, A), highly induced (~3-6 fold, Figure 4.44, B)  
and moderately induced (~1.5-2.5 fold, Figure 4.44, C) transient expression, sustained upregulation (2-3 
fold, Figure 4.44, D), and delayed downregulation (~2 fold, Figure 4.44, E). As discussed in Figure 4.44, 
many of these clusters contain proteins involved in previously observed biological processes, such as 
upregulated chaperones and catabolic enzymes, and downregulated ribosomal machinery. Within each 
cluster are functionally related proteins, such as the sustained upregulation (Figure 4.44, D) of TPS1, a 
Figure 4.44. Clustering of transiently regulated group of 
proteins (NMF group 2) reveals additional levels of 
temporal regulation. The color bar represents % of total 
TMT signal in a given channel/time point. (A) Extremely 
induced transient expression, ~10 fold, e.g. SSA4 and 
ARO10. (B) Highly induced transient expression, ~3-6 fold, 
e.g. ALD1 and GSY1. The  majority of the heat stress 
response previously observed are contained within these 
two clusters, protein folding, catabolic processes, etc. (C) 
Moderately induced transient expression, ~1.5-2.5 fold, 
e.g. PUT3 and THO2. The new categories involved with 
transcription, RNA elongation and chromatin origination 
are contained within this cluster. Though translation is 
generally shut off during heat stress (based on the down 
regulation of ribosome machinery), it seems likely 
transcription is not; conversely, certain aspects of 
transcription and chromatin remodeling may be positively 
regulated during the heat stress response, such as those 
genes involved in proline utilization, based on the 
upregulation of the PUT3 transcription factor. (D) 
Upregulated and sustained expression, ~2-3 fold, e.g. TPS1 
and NTH1. Additional previously observed GO processes, 
such as those involved in glycogen and trehalose 
metabolism are present in this cluster. (E) Delayed 
downregulation, ~2 fold, e.g. NOG2, NOP7. RNA and 
Ribosome-associate processes are contained in this 
category.  
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trehalose synthase component, and NTH1, the neutral trehalase (demonstrating the aforementioned 
paradoxical relationship between biosynthesis and utilization).  Interestingly, the cluster of moderate 
transiently expressed proteins (Figure 4.44, C), was enriched with proteins involved in transcription and 
chromatin remodeling.  Therefore, although translation on a whole may be downregulated, it appears 
transcription is not; It is likely that the transcription of certain genes, such as the upregulation of the 
proline utilization transcription factor PUT3 (found in the cluster), contribute to heat stress resistance; 
indeed this example is consistent with amino acid catabolic process also observed. Highlighted hits from 
Figure 4.44, demonstrating these additional levels of regulation are plotted in Figure 4.45.  
 
 
 
Although it may seem odd that the last two categories are contained within the transient 
expression group (NMF group 2), their specific expression profiles reveal the reason for their inclusion. 
Group 1 and 3 from the NMF analysis contain proteins which are steadily down and upregulated, 
Figure 4.45. Plots of exemplar proteins from 
different transient (NMF group 2) protein 
clusters, demonstrate additional levels of 
temporal regulation. (A) Extremely and highly 
induced transiently regulated proteins. These 
proteins tend to be maximally expressed at 30 
min. SSA4, Hsp70 family of molecular 
chaperone; ARO10, involved in amino acid 
catabolism; ALD4, alcohol dehydrogenase; 
GSY1, glycogen synthase. (B) Moderate 
induced transient, sustained and delayed 
changes. Proteins are upregulated by 30 min 
and maximum protein expression of 
moderately induced transient protein occurred 
at 30-90 min. Sustained changes were stable 
after 30 min. Delayed downregulated changes 
did not occur generally until after 90 min and 
minimum expression occurred at 240 min. 
THO2, transcriptional elongation; PUT3, 
transcription factor involved in proline 
utilization as a nitrogen source; TPS1 trehalose 
synthase (trehalose biosynthesis); NTH1, 
trehalase (trehalose utilization). NOG2, GTPase 
involved in ribosome export from the nucleus; 
NOP7, involved in ribosome large subunit 
maturation. 
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respectively, throughout the time course. The sustained upregulated proteins and delayed 
downregulated proteins do not display such behavior, but rather show characteristics (as far as NMF is 
concerned) of transient behavior; namely an obvious point in time where their expression changes (30 
min for upregulated and 120-240 min for downregulated proteins). It is possible that if a replicate of the 
time course was included, or more proteins from the dataset displayed the sustained/delayed 
regulation, an NMF analysis using a basis number of 5 would have given the most consistent clustering. 
Thus these groups would have been directly identified from that analysis, simplifying the process. This 
last point highlights the increasing need for replicates in large scale biology. 
 
Comparison of Publically Available Genomics Data with Acquired Proteomics Data 
As suggested earlier, there is potential and indeed biological precedent for differential 
regulation between transcription and translation. To evaluate the extent to which this statement is true 
in the heat stress response, the data collected in this experiment was compared to publically available 
genomics data (Gasch data set23). In the Gasch heat stress time course 0, 5, 15, 30 and 60 minute points 
were acquired. 3, 638 transcripts and proteins were shared between the two data sets. The 30 min 
genomic and 60 min proteomic points showed the greatest correlation. The correlation, however was 
unequal between upregulated transcripts/proteins and downregulated transcripts/proteins. The 
upregulated transcripts (those which changed by at least 2 fold) were moderately correlated with 
protein upregulation (Figure 4.46, A). Downregulated transcripts and proteins, however, showed no 
overall correlation. It is reasonable to theorize that although protein upregulation is an active process by 
which new molecules must be created, protein downregulation (as a whole) may be a passive process; 
moreover, the downregulation of a protein, which requires its degradation, may not be actively 
controlled in all cases. Thus this difference in genomic and proteomic downregulation may be explained 
by protein half-life, after transcription and translation ceased. It would be of great use to the scientific 
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community to conduct a proteome wide survey of endogenous (untagged) protein half-lives in yeast, to 
confirm such a hypothesis. Alternatively, observed downregulation could be a result of the 
normalization scheme, as discussed in Figure 4.21 of the triplicate heat stress experiment, though the 
consistency of observed biology between experiments suggests otherwise. 
 
When the transcript and protein expression levels are clustered together, this discrepancy 
between the genetic and protein responses to heat stress is observed on a large scale (Figure 4.47). 
Although many of the extremely and highly induced proteins in heat stress clusters contain comparable 
transcript upregulation (Figure 4.47, A and B), clusters containing highly downregulated transcripts often 
did not contain downregulated proteins (Figure 4.47, D). Intriguingly, a cluster of moderately expressed 
proteins was identified which does not contain associated transcript regulation, indicating the possibility 
for posttranscriptional regulation of protein (e.g. mRNA or protein stability). To further understand the 
Figure 4.46. Correlation of upregulated and 
downregulated transcripts vs. proteins. 
Transcript data (publicly available) were 
plotted against the protein data from this 
analysis, and were filtered so that only 
proteins whose transcript changed by 2 fold or 
greater (log2 +/- 1) remained. The 30 minute 
time point from the genomics analysis was 
plotted against the 60 min proteomic time 
point, as these samples had the greats overall 
correlation. (A) A moderate correlation exists 
between the transcript and protein levels in 
response to heat stress. (B) In contrast, 
generally there was no correlation between 
the downregulated transcripts and proteins, 
though in some examples the protein and 
gene are both downregulated. Once the 
transcription of a gene is ceased, the 
downregulation may occur through protein 
degradation, based upon a protein’s half-life 
affecting this correlation between 
downregulated transcripts and proteins. 
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differences and similarity between transcript and protein level regulation, the expression data from the 
protein groups identified through NMF was clustered with the respective transcript data. 
 
Despite the lack of correlation between downregulated transcripts and proteins on a whole, 
some proteins did follow their mRNA counterparts, albeit by much smaller magnitudes (Figure 4.48, A). 
The upstream transcripts of proteins which demonstrated a delayed downregulation pattern (Figure 
4.44, E) are also downregulated. These downregulated proteins which are correlated with repressed 
transcripts are involved in the plethora of ribosomal processes discussed. There was no constancy 
among protein half-lives in this cluster, however, using the one available large-scale study58. Either the 
proposed connection between protein downregulation and protein half-life is incorrect, or the result 
Figure 4.47. Hierarchical clustering of transcript and protein 
responses to heat stress demonstrates little overall correlation 
between protein and transcript regulation. Samples are ordered 
by increasing time. All values are log2 ratios of each time point 
compared to the unstressed control. Although ~1000 transcripts 
changed by 2 fold or greater at least one time point, only several 
hundred proteins demonstrated similar regulation. (A) Extreme 
transcript and protein induction. Proteins in this cluster were 
upregulated (at maximal expression) by greater than 4 fold. (B) 
Extreme transcript and large protein induction. Proteins in this 
cluster were upregulated by 2-4 fold. Transcripts levels generally 
were induced by a greater magnitude than protein levels, usually 8 
fold or more. (C) Uninduced transcripts and induced proteins. 
Proteins in this clustered were upregulated 1.5-2.5 fold. (D) 
Greatly repressed transcripts and generally unaltered protein 
expression. Though some examples correlate well, this cluster 
shows little correlation between transcript repression and protein 
downregulation.  
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demonstrates the need for new measurements of protein half-lives using endogenously encoded 
proteins (as TAP tagged proteins were used in the cited analysis). Alternatively, proteins in cluster A may 
be actively degraded (altered half-life) during the early heat stress response, whereas those in cluster E 
may be degraded later. If this behavior is true, it may support the discussed hypothesis that some 
ribosomal proteins compete for molecular chaperones during the stress response, and their active 
removal is a reflection of limiting this competition.  
 
 
 
Figure 4.48.  Clustering of protein expression data from different NMF groups with the respective transcripts data reveals 
specific discrepancies between gene and protein level responses during heat stress. Samples are ordered by increasing 
time. (A) Both transcripts and proteins are downregulated in some cases. The genes/proteins in this cluster are those 
involved with the many aspects ribosome assembly, maturation, export and function discussed. (B) Protein downregulation 
without associated transcript changes. Proteins in the mating pathways (MFα 1 and MFα 2, STE 3), and interestingly TOR1 
are in this cluster. (C) Upregulated transcripts and proteins. Both transcripts and proteins are transiently expressed. The 
majority of the heat stress response is contained within this group. (D) Uninduced transcripts and upregulated proteins. The 
proteins involved with transcription, RNA elongation and chromatin remodeling are contained within this cluster. (E) 
Transiently downregulated transcripts and delayed downregulation of protein expression. Additional ribosomal 
components are included in this cluster. (F) An additional cluster of upregulated transcripts and proteins. Though 
transcripts still demonstrate transient expression, proteins in this group are consistently and steadily upregulated over 
time, and included the majority of NMF group 3 proteins. (G) An additional cluster of uninduced transcripts and 
upregulated proteins. Such proteins as PHO3, PHO5, and ARG 8 are contained in this cluster. 
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Other proteins which may be subject to regulation through degradation are those 
downregulated proteins whose transcripts are not repressed (Figure 4.48, B). Proteins in the mating 
pathway are contained within this cluster, and their relevance in not readily understood. TOR1, however 
is also contained within this group, and may be indicative of interesting biology. Heat stress has been 
shown to phenocopy rapamycin treatment42, and rapamycin treatment induces many of the same 
protein which are induced by heat stress43. Knockouts of TOR1 and SCH9 (yeast homolog of S6K and 
AKT) have been shown to increase life span and heat stress resistance59. Thus, a connection exists 
between the two pathways, and may help explain the nutrient deprived state which heat stress mimics. 
The regulation of TOR at a posttranscriptional level may allow yeast to respond to nutrient conditions 
more rapidly, than through transcriptional regulation alone.  
In an opposite fashion, groups of upregulated proteins with no upstream transcript changes 
were found (Figure 4.48, D and G). The majority of the proteins contained within these cluster are those 
associated with transcription, RNA elongation and chromatin remodeling. The significance of this 
behavior is unclear and warrants further investigation. It may simply reflect a mechanism to more 
rapidly upregulate transcription machinery and by consequence their downstream targets. Though 
transcripts were generally induced in a transient manner, upregulated proteins in this analysis 
(downstream of these transcripts) demonstrate both transient and consistent upregulation (Figure 4.48, 
C and F). The cluster of transiently expressed transcripts and proteins were more highly upregulated. 
Both clusters contain the wealth of the stress proteins already discussed, though the transiently 
expressed protein cluster contains more transcripts/proteins. Specific examples of transcript vs. protein 
regulations are highlighted in Figure 4.49. In general, this analysis of transcript and protein levels 
comparisons highlights the need for the simultaneous acquisition of genomics and proteomics data sets. 
An analysis of directly paired samples would be of great value. 
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A Proteomic Analysis of Multiple Stress Conditions Reveals Common and Unique Stress Responses 
The final demonstration of TMT for proteome wide multiplexing involves the comparison of 
cold, oxidative (refed to as “H2O2 stress”), osmotic (refed to as “salt stress”), heat, and cytotoxic/ER 
stress (referred to as “canavanine stress”) to an unstressed control. The intention of this experiment is 
Figure 4.49. Examples of differences between transcript and protein regulation during heat stress. (A) Protein 
downregulation without upstream transcript downregulation.  STE3 and MFα2 are in the mating pathway; TOR1 is involved 
in nutrient/growth pathways. In many cases transcripts were actually observed to be induced. (B) Downregulation of 
transcripts and proteins. NOC2, NOP7 and NSA2 function in ribosomal associated processes. Though the protein is 
downregulated, it is at a reduced magnitude compared to the upstream transcripts. (C) Transcripts induced without 
downstream protein upregulation. GLO1 is an osmotically regulated glyoxylase, and may be specific to osmotic stress; 
YNL134C, uncharacterized protein; YPK2, kinase involved in cell wall integrity. (D) Protein upregulation without upstream 
transcript induction. ARG8 is required for arginine biosynthesis; PHO3 is involved in the phosphate starvation pathway; 
PUT3 is a transcriptional activator of proline utilization genes. These examples highlight the potential for posttranscriptional 
regulation, through translation efficiency or protein turnover, for example. 
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not to dissect one condition at a time systematically, but rather to investigate commonalities and 
differences amongst the conditions. Taken in context with the deeper analyses of heat stress, the ability 
exists to assess which fraction of that response is specific to heat, and which may be a more general 
program of stress adaptation. This experiment also provides a large proteomic screen of stress that may 
inspire hypotheses and future experimentation. 
 In all stress conditions tested, the aforementioned trend of a greater number of upregulated 
proteins compared to downregulated proteins held true (Figure 4.50). As suggested, this feature may be 
due to the active upregulation and passive downregulation of proteins as a whole (notwithstanding 
genomic changes, or an effect of the normalization scheme). In contrast to the other stresses, cold 
stress did not exhibit a wide array of protein changes, and had a narrow distribution of protein ratios; it 
is likely that the wrong time point (one hour) was selected for the cold stress response, and a cold stress 
time course may be useful as a future analysis. Canavanine stress demonstrated the widest distribution 
of protein ratios, followed by heat, salt and H2O2 stresses. This behavior is likely a reflection of the stress 
responses themselves and not experimental error, as quantification error as a whole should usually be 
equal amongst all TMT channels. That being said, unforeseen biological effects (e.g. particular sensitivity 
of canavanine treated yeast to handling) could contribute to these differences. Inclusion of replicate 
experiments would confirm if this notion is correct, reiterating the increased relevance of replicates in 
large-scale biology. 
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In accordance with the histograms of protein ratios, canavanine stress induced the most 
relevant (2 S.D.) protein changes, whereas H2O2, salt and heat stresses contained a similar number of 
regulated proteins, with respect to one another (Figure 4.51, A). In all conditions, though, over 100 
proteins changed by relevant magnitudes. Proteins regulated by canavanine stress tended to change by 
a greater magnitude compared to the other stress conditions. These data may indicate that canavanine 
is particularly toxic to yeast, and response to its presence requires greater protein regulation. Many of 
these stress regulated proteins were unique to one condition (Figure 4.51, B), which may suggest they 
are required for the response to specific environmental stimuli. In contrast, many proteins were also 
regulated in 4 conditions, presumably H2O2, salt, heat and canavanine stresses, suggesting these 
proteins may be general stress response proteins. Additionally, a large number of proteins were also 
Figure 4.50. Distribution of quantified proteins from the 5 stress data.  As previously observed, more significantly 
upregulated proteins are contained in the data set than down regulated proteins (2 S.D. for significance). This feature is 
now well established in the stress response, and is likely reflective of the requirements during a transient stress event prior 
to reaching a new steady state. Few proteins were regulated in the cold stress response within 1 hr, suggesting it may be a 
slower process. Canavanine stress caused the most significant change, showing the widest distribution of protein ratios. 
Heat and salt stresses had a similar distribution of protein ratios, followed by H2O2 stress, all of which were intermediate to 
canavanine and cold stress.  In general, it is clear that the majority of the proteome is unaffected by stress. 
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regulated in two stress conditions; likely, these proteins are those regulated in similar stresses, such as 
heat and canavanine stresses.  
 
Though analyzing proteins on an individual basis may reveal relevant results, it is difficult to 
assign the relative contribution a protein may make to the stress response on its fold change alone. By 
analyzing the data using PCA and NMF, it is possible to characterize which biological processes are 
general stress responses, and which may be more specific to a given stress state. 
 
A Comparison of Two Yeast Stress Data Sets Supports Their Combined Use in Downstream Analyses  
When initially attempting to interpret the stress data thorough PCA, the results were 
unremarkable. Without replicates or related samples (such as time points in the heat stress time 
course), it was difficult to understand what fraction of the variance was due to true biology, and what 
Figure 4.51. Data set statistics of regulated proteins identified in the yeast five stress experiment. (A) The fewest 
significantly (+/- 2 S.D) regulated proteins were observed in cold stress. The most significantly regulated proteins were 
observed in the canavanine stress condition. H2O2, salt and heat stress contained a similar number of significantly regulated 
proteins. Following this trend, the magnitude of protein change was highest in canavanine stress (those regulated by the 
indicated fold change), lowest in cold stress (very few proteins changed by greater than 1.5 fold), and similarly intermediate 
in the remaining stresses. (B) Many of the significantly regulated proteins were unique to one condition, suggesting these 
may be particularly useful for adaptation to a given environmental stress. There was also a large number of significantly 
regulated proteins common to 4 stresses conditions, presumably H2O2, salt, heat and canavanine. These are likely general 
stress response proteins. Proteins which were significantly regulated in two stress conditions may be those involved in 
adaptation to heat and canavanine stresses, as these are likely the most related amongst the stress conditions tested. 
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fraction may be a results of either experimental noise or biological stochasticity. Fortunately another 
stress data set was obtained (using a 2 hour time point) in parallel to the discussed data set, which 
showed similar enough expression profiles to be used for comparison. Only proteins quantified in both 
experiments (N = 3, 445) were included. Though there are differences in protein expression, the relative 
TMT intensities in a given condition showed a high degree of correlation between the two stress 
experiments (Figure 4.52).  
 
 
Figure 4.52. Correlation between short (1hr) and long (2 hr) stress points using normalized TMT intensity. (A) Control, (B) 
cold, (C) H2O2, (D) salt, (E) heat and (F) canavanine stress replicates are compared. Linear regression produced a correlation 
value (R
2
) of ~0.6 among the stresses, suggesting a high degree of correlation, though some scatter does still exist. The 
distribution of values suggests a few outlying proteins may be adversely affecting the correlation, as the majority of the 
data clusters on the regression line. Proteins quantification based on single peptide measurements were omitted to avoid 
stochastic variance, though many single peptide protein quantification were still consistent among replicate. The regression 
line slopes and intercepts were ~0.8-1.2 and ~-2-4, respectively. 
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Residual plots demonstrate that the majority of data cluster along their respective linear 
regression lines (Figure 4.53 residual ~ 0), and that the trends are skewed by a few outliers at very low, 
and occasionally very high relative TMT intensity (as judged by the moving average of the residuals); 
often these cases represent border-line quantification, those with lower signal to noise quantification in 
many of the channels. Very few values fall outside one standard deviation (red lines in Figure 4.53). 
 
  
Recall that a 100 S/N summed TMT S/N cutoff was implemented to filter out most poor 
quantification events. Occasionally, however, a peptide will pass this cutoff with poor signal in the 
majority of the channels, but sufficient signal still in other channels to obtain a 100 S/N summed value. 
Figure 4.53. Residuals values from the linear regression analysis of stress replicates. Residual values are the distance each 
point in Figure 4.52 falls from its linear regression line. Fitted values are the normalized S/N from previous plots. Residuals 
for the (A) control, (B) cold, (C) H2O2, (D) salt, (E) heat and (F) canavanine stresses are displayed. The values are centered at 
a residual value of 0 (dashed black line). Dashed red lines represent one standard deviation from that line. Most of the data 
is fixated around the 0 axis and within one standard deviation, thus demonstrating the reproducibility between short and 
long stress experiments. The solid black line is a moving average of the residual value. Often outliers at very low and very 
high fitted values adversely affect the average residual value, and likely represent poor quantification events. 
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As poor signal in one channel affects the relative signal of another channel, the inclusion of these 
peptides adversely affects the reproducibility of a protein’s quantification between experiments; it is 
evident, however, that they are infrequent. It may be of value to identify data set dependent TMT signal 
filter in the future (perhaps specific to each channel), or perhaps establish a TMT quantification false 
discovery rate. Such a method for estimating the quantitative false discovery rate may be based on 
metrics such as peptide to peptide TMT signal to noise variance, and could be trained against a data set 
of known TMT ratios. One metric being explored is the cosine distances between peptide TMT vectors in 
six dimensional space. 
 
On a whole, the distribution of the differences in relative TMT intensity (for a given condition) 
between experiments follows the same trend as the residuals (box plots, Figure 4.54). The vast majority 
of proteins agree in their relative expression under all conditions between experiments (median 
differences, ~5-7%, 25th and 75th percentiles, ~2-5% and 10-15%,respectively, depending on condition), 
with the exception of a few outliers. Additionally when stress/control ratios are analyzed for their 
Figure 4.54. Box plots of normalized TMT intensity difference among short (1hr) and long (2hr) stress points. Maximum 
and minimum values (error bars) values were capped at the 98
th
 and 2
nd
 percentile, respectively. This consideration was 
required to accurately represent the spread of the data by removing the few outlying values (> 100% difference between 
experiments, due to poor quality data). The median values tend to fall at a ~5-7% difference between experiments. Even at 
the 75
th
 percentile, differences <10-15% are observed between experiments. These distributions support the idea that the 
majority of data between experiments is reproducible between all stress states (including the control), and a few outlying 
values negatively affect correlation between experiments. 
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correlation between experiments (Figure 4.55), they produce a greater correlation than that of the 
relative TMT intensity plots (Figure 4.52). The reason for this correlation increase is due to the 
decoupling of control and the chosen stress condition (heat and salt are shown in Figure 4.55 for 
example) TMT intensities from the other stress conditions; moreover, variance from one channel is 
propagated to other channels when the relative values are used. It is, however, beneficial to use 
normalized TMT intensities for many analyses, such as hierarchical clustering, so that the control 
channel values are weighted in such methods.  
 
Figure 4.55. Stress/control ratios display a higher 
degree of correlation between short (1hr) and long 
(2hr) stress experiments. Using ratios in place of the 
normalized TMT intensity to compare reproducibility 
between experiments increase the correlation 
coefficient (R
2
) to between 0.7 and 0.8, depending on 
the exact stress state. This increase in correlation is 
attributed to the decoupling the values of one stress 
state from the others. When using normalized TMT 
intensities, poor signal in one channel affects the 
signal in the other channels. Thus the relative TMT 
intensity in the other channels may be increased, 
whereas the ratio in those channels is unaffected (as 
the normalized TMT intensity in the control is also 
increased by the same fraction). The majority of the 
time, however, the normalized TMT values are more 
useful for comparing between stress states. (A) Heat 
stress and (B) salt stress ratios correlate well 
between replicates. (C) Heat stress and salt stress 
ratios do not correlate with one another, 
demonstration the described behavior is not simply 
due to the use of ratios vs. normalized TMT 
intensities. Proteins quantification based on single 
peptide measurements were omitted to avoid 
stochastic variance, though many single peptide 
quantification were still consistent among replicate.  
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Regarding hierarchical clustering, the experiments strongly cluster by their condition (though 
cold stress clustered with the control) and not by experiment (as can be the case) further supporting 
their joint use in further analyses (obvious clusters are present in both replicates in a stress specific 
manner, Figure 4.56). These described comparisons justify the use of the second stress data set as a 
replicate for further analyses. 
 
 
Principal Component Analysis of the Stress States Reveals Unique and Shared Stress Responses 
With the inclusion of both data sets, four primary principal components (out of a possible of 12) 
were  characterized, which explained ~70 % of the variance within the two replicates of the five stress 
states (Figure 4.57, A). As expected, based on the small magnitude of protein changes observed, the cold 
stress condition often clustered with the control along the principal components.  
Figure 4.56. Hierarchical clustering of short 
(1hr) and long (2hr) stress data sets. In all 
cases, with the exception of cold stress, the 
correct stress replicates clustered with one 
another. All stresses (except cold) were well 
separated from the control. Interestingly the 
heat and H2O2 stress clustered together, and 
the salt and canavanine stresses were more 
divergent. It was expected that the canavanine 
and heat stresses would cluster most similarly. 
Indeed there is evidence in the heat map of 
similarities between heat and canavanine 
stresses, suggesting the similarities between 
the heat and H2O2 stresses may be more 
subtle. Only proteins which were commonly 
quantified in both experiments were included. 
Though this method of comparison is most 
correct, omitted values could affect the 
dendrogram. 
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The main component (PC1) explained the most variance (34 %), compared to other components, 
and separated the stress states (with the exception of cold) from the control. The stress states were not 
equally separated, however; canavanine was greatly separated from the other stresses, followed by 
heat stress, and salt and H2O2 stresses were together. As all stresses are separated along this 
component, it likely reflects a general stress response. If this is indeed true, it would suggest that the 
largest difference between adaptive states is not necessarily the variety of proteins which are regulated, 
but perhaps to what degree a common set of protein are regulated (protein abundance). That being 
said, the other components likely reflect some unique adaptations in each stress state. Component two, 
Figure 4.57. Principal component analysis the five stress experiment. The short and long stress experiments were treated 
as replicates for PCA, and are labeled experiment 1 and 2, respectively. In general each experiment fell within close 
proximity to one another on the component plots. The cold stresses did not separate from the controls, and are thus 
generally not further discussed as a stress responder. (A) The first four components have readily available biological 
interpretation and are responsible for ~70% of the variance within the data sets. (B) Component one likely represents a 
general stress response, as all stresses are separated from the controls. The canavanine stress was furthest separated by 
this component, followed by heat stress, and then H2O2 and salt stresses together. Component two separated out heat 
stress from the other stresses, and likely explains additional unique features in the heat stress response. (C) Component 
three separated H2O2 (negative direction) and salt stress (positive direction). Component four further separated salt and 
H2O2 stresses from the other conditions. (D) The remaining components are not readily interpretable, and may represent 
experimental noise or stochastic biological events. 
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responsible for 15% of the variance (Figure 4.57, B), further separated heat stress from the other states. 
Component three, responsible for 12% of the variance (Figure 4.57, C), primarily separated H2O2 from 
the other stresses (negative component values), though also separated salt stress (positive direction). 
Component four, responsible for 10% of the variance (Figure 4.57, C) also separated salt stress 
(primarily) and H2O2 stresses (to some degree). The remaining components (Figure 4.57, D) did not 
display readily interpretable behavior, and thus the remaining variance is unexplained and may be due 
to either noise in the data, or a stochastic aspect of biology. 
Plots of the component loadings (Figure 4.58) did not reveal any obvious outlying proteins, 
which may suggest that the stress states are indeed highly related to one another. As a result of the 
nebulous distribution of component loading values, it was decided that the proteins comprising the top 
100 loading values would be used for further analysis of the components, as often ~100 proteins 
changed in each stress condition. The use of NMF solves this problem of arbitrary feature selection and 
is discussed later. 
 
 
 
Figure 4.58. Principal component loading plots do not reveal obvious outlier points. As is often the case, the variance 
explained in principal component analysis of the five stress data set is more subtle, with many proteins contributing to the 
separation observed in each component. No single protein or small group of proteins is easily identifiable as the main 
proponent of the variance observed in a given principal component. This gradual effect creates more of a data cloud than a 
trend line. Thus it is difficult with solely PCA to determine the exact proteins responsible for separating out the stress types 
and to what degree each impacts that separation. 
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To ascertain the relationship among each stress state which is explained in component one, the 
distribution of normalized TMT values for the top 100 negative component loading values were plotted 
(Figure 4.59, A). Consistent with the idea that the magnitude of regulation among common stress 
proteins is primarily responsible for stress adaptation, all stress states demonstrate elevated expression 
levels of these proteins over the control, but to varying degrees. The relative expression among the 
stress states followed the component plot (Figure 4.57, B), where proteins were upregulated to the 
highest degree in canavanine stress, followed by heat stress, and salt and H2O2 stresses. The top 100 
positive component loadings were plotted in a similar manner (Figure 4.59, B), demonstrating an equal 
but opposite trend. Likely these proteins represent general up- and downregulated stress proteins, 
respectively. To understand the biological roles of these proteins, GO analysis of the top 100 negative 
and positive loading was conducted.   
 
 
Figure 4.59. Box plots of normalized TMT intensities from the top 100 proteins in component one (based on positive and 
negative loading values) explain separation amongst most stress states from the control.  The 25
th
, 50
th
 and 75
th
 
percentiles are plotted by the box boundaries, and the error bars represent the minimum and maximum values. (A) 
Upregulated proteins (relative to the control, negative loading values in Figure 4.57) and (B) downregulated proteins are 
plotted (positive loading values). In component one, all stress states with the exception of cold stress (which generally 
showed little change) were separated from the control. In particular the canavanine treated samples were separated in this 
component, followed by heat stress, and salt and H2O2 stresses. The proteins responsible for the separation observed in 
component one are likely general stress response proteins, in which canavanine treated yeast displayed the greatest 
magnitude of change in both up and downregulated directions. The magnitude of change for down regulate proteins was 
lower than that of the upregulated proteins as previously observed. 
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 Many of the GO categories observed in the analysis of common upregulated  stress proteins 
(Figure 4.60) are those which where previous found in the heat stress response (response to heat ~6 
fold enriched). Though canavanine contained the greatest magnitude of protein change, many of the 
proteins found in the GO analysis were regulated in all stress states (with the exception of cold, Figure 
4.60, A).Thus, although the level of importance these proteins play in a given stress state differs, they all 
may be required to some degree. Catabolic Kegg pathways for starch/sugar metabolism were highly 
enriched (~8 fold). Other metabolic processes such as the use of alternative carbon sources (pentose 
catabolism ~25 fold, alcohol catabolism ~4 fold) were also present. These suggest that in all stress 
states, the mimicking of nutrient limitation discussed in the context of heat stress may be present. 
Interestingly, the categories of trehalose and glycogen biosynthesis were highly enriched (~18 fold and 
~16 fold, respectively), demonstrating that paradoxical behavior between their biosynthesis and 
utilization may be a common mode of stress adaptation. The vacuolar lumen (~30 fold), as well as 
vacuolar catabolic processes (~ 10 fold) and autophagy (~ 4 fold), were enriched. Protein folding (~ 4 
fold) was enriched as well. These categories suggest that in all stresses, some level of protein misfolding 
occurs, thus requiring chaperones for refolding and processes such as autophagy for dealing with 
aggregated proteins. Thus there may be a mechanism by which the general response to stress, such as 
increased ROS production from heightened metabolic activity, cause protein misfolding, though likely to 
a lesser extent than elevated heat or canavanine incorporation (based on chaperone expression levels in 
the stresses, e.g. SSA4 and HSP104). 
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 Not surprisingly, many of the GO categories observed in the analysis of common downregulated 
stress proteins (Figure 4.61) are also those which where previous found in the heat stress response. 
These are the categories which pertain to the biosynthesis and regulation of ribosomes. Most of these 
categories were enriched between 5 and 10 fold. Ribosomal proteins themselves, rRNA processing 
enzymes, tRNA methylase, ribosome exporters, and many of the other discussed components are 
present. Interestingly, components of RNA polymerase I, responsible for the DNA depended 
transcription of rRNA, were generally downregulated. As rRNA is not translated, its transcription is a 
central point of regulation, and the downregulation of this action is consistent with the idea that limiting 
ribosome production is beneficial during the stress response. Although many processes have been 
Figure 4.60. Gene ontology analysis of the general, upregulated stress response. (A) Highlighted hits from the top 100 
principal component one loading values (negative direction), and (B) associated gene ontology. Many of the categories now 
seen as a general response were those observed previously in the heat stress experiment. These data may suggest what is 
traditionally annotated as heat stress, may in fact be a more general program of environmental stress adaptation. 
 194 
 
implicated in the general response, the additional principal components offer an explanation for what 
may be unique to each stress state. 
  
Component two may explain responses which are more specific to heat stress. As before the top 
100 principal component loadings were analyzed for gene ontology (Figure 4.62). Interestingly ER 
luminal proteins (~25 fold), and ER-associated protein catabolism (~8 fold) were enriched. These may be 
indicative of another level of the protein misfolding response, namely the ERAD pathway. As previously 
found, NAD metabolic categories (~20 fold enrichment) and arginine metabolism (~20 fold enrichment 
were specifically found in the heat stress component, further solidifying their role. Additional protein 
folding components were observed as well (~ 4 fold enrichment).    
Figure 4.61. Gene ontology analysis of the general, downregulated stress response. (A) Highlighted hits from the top 100 
principal component one loading values (positive direction), and (B) associated gene ontology. As with the upregulated 
general response, the downregulated proteins are generally those observed in the heat stress response. It is clear that the 
downregulation of ribosomal machinery may be important to all stress states. 
 195 
 
 
As highlighted, component three greatly separated oxidative stress from the other stress 
(negative direction, figure). Gene ontology results for the top 100 proteins contained in this component 
are summarized in Figure 4.63. Not surprisingly, many of the proteins found in component three were 
mitochondrial (lumen/matrix and intermembrane space were enriched ~4 and ~6 fold, respectively), 
consistent with its role in the response to ROS. Processes involved specifically with the reaction to ROS 
(~5 fold) and superoxide (~18 fold) were enriched. Consistent with these observations, the Kegg 
pathway for glutathione metabolism, an important mediator of redox homeostasis, is enriched (~10 
fold). Proteins identified in this component were also enriched with the mitochondrial ribosome and 
mitochondrial translation categories. As the main function of mitochondrial transition is the production 
Figure 4.62. Gene ontology analysis of the heat stress specific component. (A) Highlighted hits from the top 100 principal 
component two loading values (negative direction), and (B) associated gene ontology. Additional categories above the 
general stress response are added in this component including those involved in NAD metabolism, arginine biosynthesis, 
and the ERAD pathway. 
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of proteins involved in oxidative phosphorylation, it may indicate that oxidative stress disrupts normal 
oxidative phosphorylation, and yeast compensate through the upregulation of complex components. 
Alternatively, it may reflect an overall increase in aerobic metabolic activity. The upregulation of 
mitochondrial specific translation contrasts the general downregulation of cytosolic ribosomal 
components. In addition to metabolic adaptation, proteasomal components were enriched (~10 fold). 
An increase in protein catabolism may be a response to protein misfolding, which was also proposed to 
occur upon H2O2 treatment. 
 
Figure 4.63. Gene ontology analysis of the oxidative stress specific component. (A) Highlighted hits from the top 100 
principal component three loading values (negative direction), and (B) associated gene ontology. Additional categories 
above the general stress response are added in this component including those involved redox metabolism (glutathione 
metabolism, response to ROS and superoxide), protein catabolic processes (proteasome, proteolysis, ubiquitin dependent 
protein catabolism) and mitochondrial translation (including mitochondrial ribosome components). Many of the proteins 
found in this component were mitochondrial. 
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A direct analysis of either component three (positive direction) or component four did not 
reveal any significant gene ontology categories. As both components were implicated in the salt stress 
response, they loading values for components three and four (both positive directions) were summed 
and sorted by that summed value. The top 100 proteins from this list were used for the analysis of salt 
stress specific responses (Figure 4.64). Not surprisingly proteins previously annotated in the osmotic 
response were contained within this group (~ 4 fold enriched). Glycerol metabolism was highly enriched 
in this group of proteins (~20 fold), a known response to osmotic stress. This group of proteins was also 
enriched with both the cell cortex and cytoskeletal components (~ 5 fold), suggesting responses in 
structural organization, particularly at the plasma membrane may be involved with response to osmotic 
stress. Consistent with this observation, categories of membrane origination, endocytosis and vesicular 
trafficking were enriched (~ 3-5 fold), suggesting the regulation of membrane dynamics may be 
particularly important to osmotic stress adaptation. Additional proteins involved in carbohydrate 
catabolism (~5 fold enriched) were observed. 
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The Use of Non-Negative Matrix Factorization (NMF) for the Analysis of Five Yeast Stress States 
It is clear from the principal component analysis that both general and unique stress adaption 
exists. The general response defined by component one, represents the largest responses observed. In 
comparison, the more specific stress adaptations tend to involve fewer proteins (less explained 
variance), but are more tailored to the exact needs of yeast under that condition. Though PCA was 
useful in defining the underlying biological processes in the stress response, as discussed, drawing 
Figure 4.64. Gene ontology analysis of the salt stress specific components. Principal component 3 (positive direction) and 
principal component four (positive direction) alone were not sufficient to separate out salt stress from the other stresses 
(by significant gene ontology category identification), therefore the sum of PC3 and PC4 was used in the analysis. (A) 
Highlighted hits from the top 100 principal component three and principal component four loading values (summed, 
positive direction), and (B) associated gene ontology. In addition to the general stress response, categories specific to salt 
stress were identified. The majority of new categories seem to be involved with membrane regulation, including the cell 
cortex and cytoskeleton. Membrane organization, endocytosis and vesicle-mediated transport further implicate the plasma 
membrane in the salt stress response. Glycerol metabolism, a known mediator of osmotic stress response was uncovered. 
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specific cutoffs for the proteins involved in such process can be arbitrary. To specifically define these 
proteins, NFM was applied to the analysis of these stress states 
 The first step in the NMF analysis of the discussed stress states was to determine appropriate 
number of clusters (k).  As five stresses were compared to a control, where four of the five stresses 
demonstrated considerable protein responses, it was reasonable to assume that ideal number of cluster 
would be five. As before, clusters obtain using k=2 through k=6 were analyzed for their consistency 
(Figure 4.65). The most consistent clustering of the stress conditions into consensus groups was 
achieved with five clusters, followed closely by six. Using five clusters, H2O2, salt, heat and canavanine 
replicates clustered with one another, whereas the remaining control and cold samples cluster together. 
In support of the use five clusters, the samples always showed the same cluster pattern, independent of 
the random starting point of an NMF iteration. Using six clusters, the longer cold stress sample showed a 
slight preference for grouping with the shorter cold point, suggesting some changes did occur in these 
samples; as stated it may be of use to conduct a long (~24 hr) cold stress time course to determine the 
correct temporal pattern of regulation at low temperatures. In support of using five clusters for the 
analysis, the cophenetic score was maximized at K = 5 (Figure 4.66). The inflection point in the residuals 
(and rss) was also observed at K =5, supporting that the use of five clusters minimizes over fitting. 
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The best connectivity matrix (containing the least error among all NMF iterations), 
corresponding to the basis and coefficient matrices used for further analysis is displayed in Figure 4.67. 
Figure 4.66. Rank estimation for five stress data set, based on cophenetic correlation and the residual sum of 
squares/residual values. As with the time course NMF analysis, the maximal cophenetic value is correlated with stable 
clustering, as is the point of inflection with the residual sum of squares and residual values. Both metrics support the use 
five clusters. In addition, since only four of the five stresses caused significant protein regulation (cold stress was very 
similar to the control), five clusters is consistent with the expected biology (four stress groups and one control group). As 
before, other common metrics, such as dispersion, also support the use of five clusters. 
Figure 4.65. Reordered consensus 
maps of the five stress data, using 
different number of clusters (K=2 to 
K=6). The average consensus map 
over all NMF iterations is presented 
for each value, k. The color bar 
represents the frequency in which 
two samples cluster together 
throughout the iterations. A rank of 
K = 5 showed the most consistent 
clustering, suggesting five groups of 
proteins exist in the data set, and is 
consistent with the best consensus 
map found among all NMF 
iterations. 
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The basis number (also corresponding to the protein group number) is displayed, as is the consensus 
number. As discussed this matrix contains five consensus groups, one for each of the four stressed 
demonstration significant changes, and one for the cold and control samples.  
 
 As described above for the heat stress time course, the coefficient matrix contains information 
about the relationship between biological samples and the clusters, including the stability with which a 
given sample contributes to a cluster (Figure 4.68). Generally only one stress contributed to each basis, 
with the exception of basis five; the cold stress, control, and to some degree the heat stress, contributed 
to that basis. Basis four was the most specific, and was contributed to by H2O2 stress fairly exclusively. 
Among the stresses that changed, basis three was the least specific. Though it was primarily influenced 
by heat stress, and thus represents proteins which are more uniquely regulated in that stress, 
canavanine and salt stresses also contributed to this basis. Canavanine stress also contributed to basis 
two to some degree (salt stress basis); this observation that canavanine contributed to many groups is 
Figure 4.67. Best clustering consensus 
among NMF iterations. The heat map of 
the best connectivity matrix, indicating 
basis number and consensus groups, is 
displayed.  The color values are based on 
which consensus the samples fall within. 
The map indicates that five consistent 
groups exist within the data, each of which 
represents a stress state, with the 
exception of cold stress. The basis and 
coefficient matrices associated with this 
consensus map were used in further 
operations, such as feature extraction for 
identifying proteins which represent each 
group 
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consistent with the PCA analysis. Though there was some overlap in basis contribution between the 
stresses, each one generally was specific to a stress state, and representative proteins were extracted as 
with the heat stress time course. 
 
 
 Expression profiles of the extracted features of each basis follow the coefficient heat map 
(Figure 4.69). Each group of proteins is either primarily regulated, or in some cases, uniquely regulated 
in a given stress. Group one represents proteins upregulation in canavanine stress; group two contains 
those proteins upregulated in salt stress; group three embodies those upregulated in heat stress; group 
four represents proteins upregulation upon H2O2 stress; finally, group five contains proteins which are 
Figure 4.68. Five stresses NMF coefficient matrix.  A hierarchical cluster of coefficient values is displayed on top of the 
diagram, as are the basis numbers on the right. With the exception of the cold stress, the stresses each were grouped into 
their own basis by replicate (1, canavanine; 2, salt; 3, heat; 4, H2O2). The control stress replicates and the control replicates 
were grouped into basis five. The basis clustering and the hierarchical clusters (top of heat map) agreed. The canavanine 
stress and salt stress contributed to the heat stress basis, suggesting there are some shared stress responsive proteins 
within these stresses. Heat stress also contributed to the control basis, suggesting there are proteins which are regulated in 
other stresses which are not regulated in heat stress. 
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downregulated amongst all the stresses. No group of stress-specific downregulated proteins was found, 
suggesting it is a general process.  This general pattern of downregulated follows the trend observed in 
the PCA analysis; namely that the general response is most significant in the canavanine stress, followed 
by heat stress, and then equally salt and H2O2 stresses. Interestingly, as with the group of 
downregulated proteins in basis one from the heat stress time course, NMF seemed to treat 
downregulated proteins as proteins upregulated in the control (maximal coefficient values in the control 
samples). This result demonstrates the blind nature of NMF, that it does not assume any temporal or 
biological relationships among the samples. 
 
Figure 4.69. Expression profiles for extracted protein groups from basis 1-5. Group one is primarily canavanine stress 
(“Can”), group two is primarily salt stress, group three is primarily heat stress, group four is nearly exclusively H2O2 stress, 
and group five are commonly downregulated proteins. Each group represents proteins which are for the most part 
primarily regulated in one stress; a protein may be upregulated in multiple stresses, but a visible stress-specific magnitude 
of expression is visible in all groups. That being said, there are also commonalities between stresses as well, such as the 
pattern displayed in group 3. Though the protein expression pattern of group three is most dominant in heat stress, due to 
the related biology of canavanine treatment and heat stress, a spike in the expression profile is also observed in canavanine 
stress. The behavior displayed here exemplifies previously discussed behavior, namely that there is a large general stress 
response, and more subtle stress-specific responses, in the context of the discussed stresses. 
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The proteins which represent each stress state are listed below (Table 4.5). Though some of the 
highlighted general stress responder discussed in the PCA were found in the canavanine group again 
(e.g. HXK1, SSA4), NMF generated a more unique, albeit smaller, list of proteins representative of the 
canavanine response. Many of the highlighted stress specific proteins in the salt, heat, and H2O2 stresses 
found by PCA were again found by NMF. Due to the more specific lists of proteins, gene ontology p-
values were lower with the NMF analysis in some cases, compared to PCA. For example, the p-value for 
arginine biosynthesis (heat stress) by PCA analysis was 0.04 (just below the cutoff), while by NMF 
analysis it was 0.0005 (well below the cutoff). Thus NMF may be able to, in some cases, extract 
significant gene ontology categories, which may have not otherwise been found through PCA. In 
addition, the concise group of proteins generated by NMF allows a more specific avenue for future 
biological experimentation. NMF and PCA are both complementary and confirmational, with respect to 
one another, and should both be considered for the analysis of proteomics data. 
 205 
 
 
 
The Future of Quantitative Multiplexing for Proteomic Analysis   
Ultimately, it was demonstrated in this chapter that proteomics has progressed to the point that 
it is competitive with genomics, in terms of depth (within the yeast proteome), and analytical ability 
(multiplexing capability and accuracy). Indeed many of the resources which were previously available 
only to the genomics community are now applicable in the analysis of proteomics data sets. Often many 
genomics data sets are combined to look for common and unique features amongst a variety of 
samples, such as the comparison of multiple cancer cell lines or even primary tumors. To asses such 
Table 4.5. Extracted groups of proteins from each basis in the five stress experiment. Features were extracted using a pre-
defined scoring algorithm, as before. Proteins in each group are those which help define a given stress by NMF. Group one 
represents canavanine stress (N = 29), group two represent salt stress (N = 20), group three represent heat stress (N = 42), 
group four represent H2O2 stress (N = 15), and group five represents common downregulation (N = 140). No group of stress 
specific downregulated proteins were found, suggesting downregulation is very general.  
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feasibility for proteome level comparison, all data set were combined, based on their normalized TMT 
(relative abundance of TMT ions in each channel) within one experiment. These data were hierarchically 
clustered, and the results are presented below (Figure 4.70). Interestingly, the data grouped by the 
stress state and not by the experiment from which they were derived. There is an obvious control group, 
which contains the controls from all experiments and the cold stresses (highlighted in blue, Figure 4.70). 
There is also a heat stress group (highlighted in red, Figure 4.70); within this group, the time points of 
heat stress analysis tended to group together. For example the 60 min time point from the five stress 
experiment and the 60 minute time point from the heat stress time course grouped together. The 
triplicate heat stress samples did not cluster with the other 60 min points, though they were still within 
the general heat stress cluster. This last point highlights the need for a proper normalization between 
experiments, to account for difference in experimental design and technical variability. A means of 
normalization may be the inclusion of an identical common sample within all experiments. 
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Despite some of the issues regarding normalization between experiments, within this large 
clustering array, specific groups of proteins were still identified. Groups of proteins which were primarily 
upregulated in oxidative stress (Figure 4.71, A), generally upregulated across all stresses (Figure 4.71, B), 
primarily upregulated in canavanine and heat stresses (Figure 4.71, C), primarily upregulated in salt 
stress (Figure 4.71, D), primarily upregulated in heat stress (Figure 4.71, E), and generally downregulated 
across all stresses (Figure 4.71, F) were identified. With proper normalization, such groups may be 
further defined, and new groups may even be extracted. The ability for such normalization has recently 
Figure 4.70. Stress data cluster by their 
treatment condition when all data sets are 
combined. Only proteins which were 
quantified in all experiments were clustered.  
The color bar represents the % percent of TMT 
signal in a given channel within one set of six 
conditions. All stress conditions group with 
one another, and not by experiment. A group 
of control samples (including the cold stresses) 
and heat stresses are highlighted in blue and 
red, respectively. The time points within the 
heat stress generally cluster together, such as 
the 60 min point from the 5 stresses 
experiment and the 60 min point from the 
heat stress time course. The triplicate heat 
stress triplicate samples (as with the control 
triplicates) did not cluster with the other 60 
min time points, though were still contained 
within the general heat stress group. Though 
these facts highlight the use of TMT for 
comparing multiple experiments 
simultaneously, it is evident that proper 
normalization, such as though the inclusion of 
a common sample in all experiment, is 
required for the most accurate analysis. 
 208 
 
been achieved. TMT reagents which allow up to 10-plex experimentation are available, which would 
allow the biological triplicate analysis of three conditions at once, leaving one channel available for use 
as this common sample between experiments. Combined with metabolic incorporation of stable 
isotopes (light, medium and heavy SILAC) 43, one could perform nine biological triplicate analyses in a 
single LC-MS experiment. Quantitative multiplexing has redefined what is possible in proteomics, and 
has left the future open to unprecedented biological analysis.  
 
 
 
Figure 4.71. Groups of stress specific and common stress response proteins are still identifiable when clustering all data 
sets at once. Each group represents the following conditions primarily: (A) H2O2 stress, (B) general upregulated stress 
response, (C) canavanine and heat stresses (greater expression in canavanine stress), (D) salt stress, (E) heat stress, and (F) 
general downregulated stress response. Highlight proteins and their annotations are indicated. 
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Conclusions 
  Here I demonstrated technological improvements which permit the accurate quantification of 
thousands of proteins, from multiple conditions simultaneously, and applied the improved methods to 
an analysis of the yeast stress response. HPRP pre-fractionation was demonstrated to be a robust 
method, which produced consistently rich LC-MS fraction through the combination of early, mid, and 
late HPRP fractions. This method was superior to SCX in terms of protein coverage (unique peptide and 
protein identifications), and required less total fractions and analysis time to achieve these gains. The 
multinotch method was demonstrated to increase TMT reporter ion signal, leading to more accurate 
quantification, while still avoiding interference; the result of which is a greater number of relevantly 
quantified proteins. The combination of these methods yields a robust strategy for proteome wide 
quantitative multiplexing. 
 Three common multiplexing experiments were highlighted: a biological triplicate analysis of heat 
stress, a heat stress time course, and a multi stress state comparison. In the yeast heat stress response, 
hundreds of proteins were found to be significantly regulated by T-test, using biological replicates. The 
time course measurements revealed that heat stress responsive proteins could be grouped into 
consistently up and downregulated temporal patterns, or a transiently regulated pattern; the transiently 
regulated proteins could further be divided into additional categories. Multi stress state comparisons 
revealed both a common stress response, and those more unique to the stresses tested (H2O2, salt, heat 
and canavanine). In all experiments the use of dimensionality reduction was highlight, through methods 
such as PCA and NMF. The biological response observed during stress took the general form of a 
starvation response, in which many catabolic pathways were upregulated. Interestingly some anabolic 
pathways, such as arginine synthesis in heat stress, were found to be upregulated. In many cases some 
paradoxical regulation was observed, such as the simultaneous upregulation of anabolic and catabolic 
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branches of the glycogen pathway. Clearly the stress response is a complex system, and these data offer 
a context for future endeavors. This chapter provides a framework for the acquisition of accurate 
multiplexed data sets, and demonstrates the bioinformatic tools which may be applied to the data, in 
order to extract biologically relevant information. This analysis obviated the increasing need for 
replicates in large scale biology, an important consideration for future experimental design. 
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Concluding Remarks 
 
 My first introduction to mass spectrometry based proteomics was with Dr. Gary Nelsestuen at 
the University of Minnesota. In his lab, we focused on clinical applications of mass spectrometry based 
proteomics. The goal of this research was to identify stable biomarkers in protein profiles of human 
plasma, which correlated with disease states using MALDI-TOF mass spectrometry.  For example, we 
were able to identify and characterize a functional polymorphism of apolipoprotein C1, which was found 
in persons of Native American and Native Mexican ancestry; this variant was correlated with obesity and 
diabetes in those populations. On a larger scale, we identified several protein ratios and protein 
glycosylation states which correlated with various human diseases, including obesity, recovery from 
bariatric surgery, and bone marrow transplantation mortality. From this work, I drew several 
conclusions regarding the field of mass spectrometry based proteomics. 
First, I realized how rapidly and sensitively data could be acquired through mass spectrometry 
techniques. Second, I was impressed by the wealth of data that is generated by such techniques and the 
requirement for robust bioinformatics software; indeed with the limited software availability, data 
analysis may require several orders of magnitude more time than the actual data acquisition. Third, I 
became aware of how reproducible mass spectrometry could be. Finally, through this work, I observed 
how directly applicable mass spectrometry based technology is to biology, particularly in the analysis of 
human disease; undeniably, the use of mass spectrometry is becoming more relevant directly in a 
clinical setting. This experience also introduced me to an important aspect of mass spectrometry, 
quantification using stable isotopes. In Dr. Nelsestuen’s lab, for example, internal standards of 
deuterated plasma samples were routinely used for quantification. 
 215 
 
With these experiences in mind, when I began my doctoral studies at Harvard Medical School, I 
gravitated toward labs which were interested in large-scale biology. Ultimately, after rotating through 
Dr. Gygi’s lab, I became set on continuing my study in the field of proteomics. His lab had established 
robust methods for peptide identification (including the use of the reverse database strategy for false 
discovery rate estimation), SILAC quantification and the identification of phosphorylation sites. Despite 
many successes in the field of proteomics, several questions and technical considerations remained to 
be answered.  
The level of proteomic coverage for both peptide and phosphopeptide identification was of 
constant interest to the field, and it was unclear what combinations of methods would facilitate the 
deepest proteome coverage. Another technical issue which existed when I joined the lab was the lack of 
a robust method for performing large scale quantitative proteomics in animal tissues. Regarding 
quantification, it was still unclear how robust mass spectrometry based quantification was in general, in 
terms of accuracy and reproducibility. Along with methodological concerns, bioinformatics analysis, 
including phosphorylation site assignment and quantification, and the effects of protein level data 
filtering were still ambiguous. Throughout my doctoral work, as technology improvements were 
introduced, the need to evaluate and demonstrate appropriate applications of these technologies was 
required. The biological relevance of data generated by these large scale endeavors is generally difficult 
to assess, and thus efforts to highlight relevant biology contained in large data sets are useful. Many of 
these issues were addressed throughout my dissertation. 
Chapter two contained an analysis of phosphoproteomic depth through a comparison of IMAC 
and TiO2 enrichment methods. The analysis demonstrated that greater than previously observed 
proteomic depth could be achieved (it was at the time the deepest phosphorylation analysis in yeast) by 
combining multiple technologies simultaneously. In addition, this project represented one of the earlier 
applications of the LTQ-Orbitrap for large scale phosphorylation analysis, helping to demonstrate that 
 216 
 
the LTQ-Orbitrap could perform in a similar manner to the LTQ-FT-ICR. The LTQ-FT-ICR required constant 
predictive maintenance, and thus Orbitrap analysis is preferred.  From a biological standpoint, many of 
the sites identified in chapter two were of relevance to the scientific community; many of these 
phosphorylation sites have been cited as the basis of additional research, or as a confirmation of 
identified and biologically relevant phosphorylation. In addition this study elaborated upon a 
fundamental goal of biological science, understanding results in an evolutionary context. 
Chapter three addressed the question of finding a successful means for tissue based peptide 
quantification which was applicable on a large scale. In particular, the goal of this work was to obtain a 
robust strategy for quantitative phosphoproteomic analyses. Though peptide dimethylation has been 
used for years and had also been applied to mass spectrometry, we found published protocols to 
contain a vital flaw, improper reaction pH, which hindered their applications on a large scale. Addressing 
this issue was required for its application as a successful quantification strategy, and such an application 
was demonstrated in the comparison of fasted and re-fed mouse liver phosphorylation. Of relevance, a 
bioinformatic means for reducing isotopically labeled phosphopeptides down to localized and quantified 
sites was presented. Although such a consideration may seem trivial, this reduction complicated 
previous large-scale quantitative phosphorylation analyses, where much of it was performed manually.  
This chapter also examined proteomic depth through identifying the need for stringent protein level 
filtering in phosphoproteomics analyses. This study revealed a fundamental issue with MS1 based 
quantification (linked identification and quantification) and offered solutions from which a more in 
depth analysis could be based. Chapter four offered additional solutions through the use of MS2 based 
quantification. 
Chapter four remarked on virtually all of the discussed questions in the field of mass 
spectrometry based proteomics. With the improvement in HCD fragmentation on the Orbitrap-Velos, for 
the first time MS2 based quantification was applicable on a large scale. Previous MS2 based 
 217 
 
quantification studies generally relied on quadrupole-time-of-flight instruments, which powerful in their 
own right, could not match the proteomic depth of Orbitrap-Velos hybrid instrumentation. The 
presentation of HPRP vs. SCX chromatography for use in mass spectrometry sample preparation 
demonstrated that simple methodological improvements could greatly increase both analytical depth 
and robustness. In addition, the evaluation of the multinotch strategy for TMT quantification was 
demonstrated in a real biological system, an important consideration as this method is poised to 
become the preferred means of TMT quantification in the field mass spectrometry. With the inclusion of 
multiple labels, for the first time, replicates were able to be analyzed on a large scale, which 
demonstrated the reproducibility of quantification by TMT. This point is important, as mass 
spectrometry in often viewed in the field of biology as only a semi quantitative technique; in contrast, it 
was demonstrated in this chapter that accurate and reproducible quantification of thousands of 
proteins, from many samples simultaneously, was possible. Indeed, replicates in large scale analyses 
have become the norm, and greatly aid in downstream analyses. The bioinformatic requirements of 
these data sets were also addressed and the use of such systems level analytical tools as PCA and NMF 
were presented. Many of the tools which were previously only available to the genomics community are 
now applicable in the field of proteomics. Thus we can build upon the advancements that have already 
been made in the analysis of genomics data sets and apply it to our data. This chapter provides a solid 
foundation for future experimentation using quantitative multiplexing. 
Taken together, the chapters of this dissertation demonstrate many successful strategies for the 
acquisition and analysis of proteome wide data sets. With the successful application of TMT in 
particular, we have the ability to perform true systems level analyses. Although technology will continue 
to improve over the coming years, I believe we are finally at the point where small scale techniques such 
as western blotting are no longer the gold standard. The perceived issues with mass spectrometry based 
proteomics have been adequately addressed by many labs, and the time has come for its robust 
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application in biology. We now have the ability to perform new analyses which were fundamentally 
unavailable with previous technologies. For example the combination of proteomics technology with 
other large scale multiplexed techniques, such as microarrays, may further aid in systems levels analyses 
by identifying the key points of gene product regulation, as they function in pathways or disease state. I 
do foresee, however, that improvements to computational tools and statistical analyses will always be 
of great importance. As such training in computer science and statistics should become as fundamental 
a component of graduate education as biochemistry or cell biology. To truly interpret large scale data in 
a meaningfully way, one must increasingly bridge the fields of biology and computation. With both a 
solid biological basis guiding the foundation of experimentation and the technological tools to answer 
big questions, the future of quantitative biology holds great promise for tackling the great mysterious in 
the natural sciences and human disease. 
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Appendix A 
 
Supplemental Information 
 
Chapter 2 
A complete list of all phosphopeptides found in this study are presented in Supplemental Table 
2.1. This table is attached electronically as an Excel file. A distribution of non-phosphorylated peptides 
by gel band for IMAC and TiO2 (Supplemental Figure 2.1). General motif classes for IMAC and TiO2 data 
sets (Supplemental Figure 2.2). A list of all motifs extracted from the data set using Motif-X 
(Supplemental Table 2.2). GO categories of the phosphoproteins in the data set for biological process 
and cellular localization (Supplemental Figure 2.3). 
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Supplemental Figure 2.1. Distribution of non-phosphorylated (contaminating) peptides across 12 gel bands.  The 
distribution of non-phosphorylated peptides identified in the IMAC and TiO2 enriched samples is shown.  The IMAC 
enrichment method contained more non-phosphorylated peptides than the TiO2 method.  *P<0.007; Student’s paired t-
Test. 
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Supplemental Figure 2.2.  General motif classes for IMAC and TiO2 enriched peptides.  General motif classes based on 
Villén et al 
13
.  The largest category was found to be general proline-directed phosphorylation, which might be expected 
based on high mitotic activity.  No significant differences were observed between IMAC and TiO2 enriched peptides.  P = 
1.0; Student’s paired t-Test. 
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Motif Foreground Foreground Background Background Fold 
# Motif Score Matches Size Matches Size Increase 
1 ...R..sP..... 26.71 67 1508 516 211881 18.24 
2 ......sPK.... 22.23 56 1441 569 211365 14.44 
3 ......sPR.... 22.23 40 1385 370 210796 16.45 
4 ......sP..... 16 376 1345 8765 210426 6.71 
5 ......sD.E... 32 73 969 935 201661 16.25 
6 ...R..s...... 16 202 896 9487 200726 4.77 
7 ......s.ED... 24.45 32 694 826 191239 10.68 
8 ......sE.E... 32 50 662 1054 190413 13.64 
9 ......sD.D... 30.81 34 612 615 189359 17.11 
10 ......s.D.... 16 89 578 9800 188744 2.97 
11 ......s.E.... 16 87 489 10039 178944 3.17 
12 ...K..s...... 12.09 67 402 10782 168905 2.61 
13 ...D..s...... 6.45 45 335 9412 158123 2.26 
14 ...R..tP..... 20.12 13 175 316 122651 28.83 
15 ......tPP.... 20.03 12 162 319 122335 28.41 
16 ......tP..... 16 57 150 6384 122016 7.26 
17 ......tG..... 6.54 20 93 6664 115632 3.73 
18 ......y...R.Y 12.95 7 28 164 77455 118.07 
 
Supplemental Table 2.2.  Analysis of singly phosphorylated motifs using Motif-X.  Lower case S, T or Y indicate the 
phosphorylated residues and a “.” represents any amino acid.  The minimum significance was set at 10
-6
 for serine and 
threonine, and 10
-4
 for tyrosine.  The motif score gives the significance of the motif and is equal to the sum of the negative 
log of the binomial probabilities used to calculate the motif (significance = 10
-[motif score]
).  The fold increase of the motif is 
calculated by dividing the number of occurrences in the data set compared to the data set size by the number of 
occurrences in the whole proteome compared to the proteome size (of all s/t/y residues extended by 6aa of each side). 
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Supplemental Figure 2.3.  Gene ontology classification of identified phosphoproteins.  The biological processes and 
cellular localizations of the identified phosphoproteins were annotated with GO categories using the GoMiner program
29
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Chapter 3 
All phosphopeptides and phosphorylation sites identified in this study are presented in 
Supplemental Table 3.1, along with relevant properties (XCorr, heavy to light ratio, etc.). This table is 
attached electronically as an Excel file. 
 
 
 
 
 
 
Supplemental Figure 3.1. The pH of the reductive dimethylation reaction does not affect the c18 reverse phased 
chromatographic elution of peptides. The base peak chromatograms (elution profile of the most intense ion in an MS
1
 
scan) of each analysis presented in Figure 3.2 on the mass spectrometer are plotted. The chromatograms were sufficiently 
similar in all cases to conclude that the pH of the dimethylation reaction does not affect chromatography of labeled 
peptides and that a liquid chromatography failure did not occur. Along with data in Figure 3.2 and Supplemental Figure 3.2, 
these data indicate that high pH reactions affect spectral matching and not the quality of the LC-MS/MS analysis. In all 
cases the maximum base peak was ~ 1 x 10
8
. 
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Supplemental Figure 3.2. Box plots of XCorr values suggest MS/MS data is of similar quality between various pH 
conditions. Box plots of XCorr values for matched peptides were created for each pH condition. Although the range of 
XCorr data was higher in the lower pH reaction conditions (pH 4-6), compared to higher pH conditions (pH 7 and 8), the 
median values and both quartiles (25
th
 and 75
th
 percentile) for all conditions fell within ~5 % of one another. The median 
XCorr value for each condition is listed above box. These data indicate that the MS/MS spectra were of similar quality for all 
reaction conditions, and differences in MS/MS quality were not responsible for the lower success rate in high pH 
conditions. 
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Supplemental Figure 3.3. The dimethylation reaction is quantitative at lower pH conditions (<6), but is only 85% efficient 
at higher pH conditions (pH 8). (A) The presence of non-fully labeled peptides at pH 6 (<1%) is within the tolerance of the 
FDR (1%). (B) The non-fully labeled peptides consist nearly exclusively of mixed labeled peptides, those with at least one 
methyl group addition, which are not fully dimethylated at all free amines (e.g. mono methylation at the peptide n-
terminus and dimethylation at a lysine residue). The lack of complete labeling at pH8 contributes to the reduced peptide 
identification rate observed at this pH.  
 226 
 
 
 
Supplemental Figure 3.4. Precursor ion mass error distributions (0.1 Da bins) for matched peptide spectra from 
dimethylation reactions performed at pH 8 (A) and 5.5 (B). Peptides were reacted with the light (non-deuterium 
containing) versions of formaldehyde and sodium cyanoborohydride only. Spectra were searched with a parent ion 
tolerance of 100 Da, static modifications of 57.0215 on cysteine (carbamidomethylation), 28.0313 on lysine and the peptide 
N-terminus (dimethylation), and the dynamic modification of 15.9949 on methionine (oxidation) was allowed. The data 
were filtered to a 1% FDR using linear discriminant analysis lacking the mass accuracy parameter. More spectra matched 
peptides at the correct mass (0 Da mass error bin) for the pH 5.5 reaction as compared to the pH 8 reaction. Noticeable 
peaks at -14 and -28 Daltons are present at pH 8, but not pH 5.5. These peaks likely consist of peptides lacking one and two 
dimethyl labels, respectively (combination of “mixed” labeled and possibly fully unlabeled peptides). These peaks support 
that labeling efficiency is reduced at pH 8. In addition a prominent peak at +25 Dalton is seen at pH 8 (and to a much lesser 
extent, pH 5.5). This mass (24.995) matches the addition of a cyano group to a peptide (while replacing a hydrogen atom). A 
list of known modifications can be found on the Unimod website (http://www.unimod.org/modifications_list.php?). This 
observation supports that side product formation is partially responsible for the reduced peptide identification rate seen 
high pH dimethylation reactions. 
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Supplemental Figure 3.5. Criteria for assessing confidence in regulated phosphorylation (two-fold change) sites. False 
positive hits tended to cluster in sites that changed by larger ratios. These sites may require additional criteria to judge the 
quality of their quantification. Filter criteria are listed on the x-axis, and the number of sites which passed each criterion is 
presented in columns on the y-axis. The estimated false discovery rates for each filter criterion are listed above each 
column. Requiring multiple peptides for the quantification of a given phosphorylation site allowed for increased confidence 
in the data set, albeit at a substantial loss to identifications (A). Signal-to-noise (S/N) filters effectively reduced the FDR 
without adversely affecting identifications (as compared to other criteria, B). As with the number of peptides used in 
quantification, site localization probability filtered the false discovery rate at a substantial cost to identifications (C). By 
removing outliers in the regulated data set (those with heavy to light ratios ≥5 standard deviations from the mean, Z-score) 
the FDR was effectively controlled in a similar manner to S/N (D). In all cases, filters were not intended to be hard cutoffs; 
rather, the listed criteria should help guide confidence in a given quantification event. As data set size increases, it may be 
possible to apply cutoff values for each criterion or filter the data through linear discriminant analysis, in a manner that 
does not adversely affect the identification of regulated sites. 
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Supplemental Figure 3.6. Technical replicates produce consistent phosphorylation site ratios for regulated 
phosphorylation sites. Only sites with a two-fold change (+/- 1 log2 unit) are shown. The vast majority of sites that changed 
by two-fold were reproducibly quantified among technical replicates. The correlation between replicates was improved 
compared to Figure 3.5D (all ratios plotted by replicate). Since the majority of the observed sites changed with a ratio close 
to 1, small changes in the absolute ratio value lead to large changes in the percent difference between replicates. These 
small changes compounded over a large number of data points, negatively affecting the correlation of the two replicates. 
When these data points were removed, both the slope and the coefficient of determination approached 1. 
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Supplemental Figure 3.7. Upregulated and downregulated phosphorylation sites constitute similar motifs at different 
frequencies. Upregulated site were of greater abundance in the re-fed mice, whereas downregulated site were of greater 
abundance in the fasted mice. The distribution of general motif classes in the whole data set was compared to the general 
motif classes in the upregulated and downregulated data sets (A). The upregulated sites were deficient in acidic and basic 
motifs compared to all identified sites, whereas the downregulated sites were deficient in proline directed 
phosphorylation. The downregulated sites were enriched for basic motifs. Both the upregulated and downregulated 
datasets were enriched for uncharacterized motifs. Sequence specific web logos of extracted motifs from the motif-x 
program
24
 for the upregulated and downregulated data sets are displayed with their frequencies (B and C).Though the 
upregulated data set was deficient in basic phosphorylation (A), the sequence specific motifs for PKA (RxxS) and AKT 
(RxRxxS) were often observed, along with many proline directed motifs (sP, B). More so than in the upregulated data set, 
the basic AKT/PKA and additionally AMPK (LxRxxS) type motifs were frequently downregulated (C). In addition the casein 
kinase II motif (SxxE) was extracted as a significant motif in the downregulated dataset. Based on these data, some of the 
observed changes cannot be simply explained by a change in kinase activity, but perhaps also by a change in substrate 
specificity of active kinases. Highlighted regulated sites which contain the extracted motifs, and an indication of which 
kinase may be responsible for its phosphorylating are indicated (D). IRS2 is a well-known mediator of insulin signaling. 
p53bp2 binds and affects the ability of p53 to bind DNA, and is involved in apoptosis
1
. The protein PP1r7 has been shown to 
inhibit protein phosphatase 1
2
, and may affect cell cycle progression. Finally ABL2 is tyrosine kinase involved in a number of 
important biological processes including cell growth and survival. The enrichment of the discussed motifs is consistent with 
the role the related kinases may be playing in the context of energy metabolism and growth. 
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Appendix B 
CaMKIIbeta Signaling Pathway at the Centrosome Regulates 
Dendrite Patterning in the Brain 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Attributions: 
 
 This appendix contains work published as Puram, S. V., Kim, A. H., Ikeuchi, Y., Wilson-Grady, J. T., 
Merdes, A., Gygi, S. P., and  Bonni, A., A CaMKIIbeta signaling pathway at the centrosome 
regulates dendrite patterning in the brain. Nat Neurosci 2011, 14, (8), 973-83 
 
 J.T Wilson-Grady performed the LC-MS/MS analysis which identified the Ser 51 phosphorylation 
site, including database searching, site localization and manual validation, as well as contributed 
text to and edited the manuscript.  
 
 S. V Puram, A. H. Kim and Y. Ikeuchi designed and performed in vivo experiments, biochemical 
assays and morphological analyses. S. V Puram and A. H. Kim prepared the manuscript. 
 
 A. Merdes contributed molecular reagents. 
 
 A. Bonni advised the project. 
 
 S.P. Gygi provided instrumentation and computational tools for LC-MS/MS, and the relevant 
data analysis.  
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Appendix C 
C. Elegans SIRT6/7 Homolog SIR-2.4 Promotes DAF-16 
Relocalization and Function During Stress 
 
 
 
 
 
 
 
 
 
 
 
Attributions: 
 
 This appendix contains work published as Chiang, W. C., Tishkoff, D. X., Yang, B., Wilson-Grady, 
J., Yu, X., Mazer, T., Eckersdorff, M., Gygi, S. P., Lombard, D. B., and Hsu, A. L., C. elegans SIRT6/7 
homolog SIR-2.4 promotes DAF-16 relocalization and function during stress. PLoS Genet 2012, 8, 
(9), e1002948. 
 
 J.T Wilson-Grady performed the LC-MS/MS analysis which identified DAF-16 acetylation sites, 
including database searching and site localization, summarized in table S3. 
 
 S.P. Gygi provided instrumentation and computational tools for LC-MS/MS, and the relevant 
data analysis.  
 
 D. B. Lombard and A. L. Hsu designed the experiments and prepared the manuscript 
 
 All other authors performed the remaining experiments and associated data analysis, where W. 
C. Chiang, D. X. Tishkoff and B. Yang contributed the majority equally. 
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