Several post-processing methods have been developed over the last years in order to take into consideration topography within satellite-based solar radiation maps using digital elevation models (DEM). If the main part of these procedures is to estimate the obstructed horizon around each DEM point of a given region so as to consider terrain-based shading effects, the size of the area can also limit this implementation. That is why we have developed a new efficient horizon model based on the DEM retrieved during the Shuttle Radar Topography Mission (SRTM). In order to be usable at any world location with the same expected accuracy, this model is only derived from mathematical statements without any kind of empirical approximation. Validation against in situ horizons and comparison with some other models have finally shown this one presents both better accuracy (RMSE of 1.555
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Several post-processing methods have been developed over the last years in order to take into consideration topography within satellite-based solar radiation maps using digital elevation models (DEM) . If the main part of these procedures is to estimate the obstructed horizon around each DEM point of a given region so as to consider terrain-based shading effects, the size of the area can also limit this implementation. That is why we have developed a new efficient horizon model based on the DEM retrieved during the Shuttle Radar Topography Mission (SRTM). In order to be usable at any world location with the same expected accuracy, this model is only derived from mathematical statements without any kind of empirical approximation. Validation against in situ horizons and comparison with some other models have finally shown this one presents both better accuracy (RMSE of 1.555
• against 1.712
• or more) and lower computation time (at least 4 times faster).
Furthermore, in the case of very large areas, we propose an optimization procedure allowing the user to knowingly alter the modeling error in order to reduce processing time. Finally, using in situ data, we have also developed a method for predicting the repercussion of the original SRTM DEM error on the final horizon precision. regional solar map databases. As a result, in order to take benefit from the precision of the satellite-derived computation of 23 the atmospheric transmittance, some post-processing procedures integrating topographic effects into satellite-based radiation 24 maps have been proposed (Bosch et al., 2010; Haurant et al., 2012; Pillot et al., 2013; Ruiz-Arias et al., 2010) . Finally,
25
comparing estimates with ground data in mountainous areas, studies of Ruiz-Arias et al. (2010) , Bosch et al. (2010) and 26 Haurant et al. (2012) have shown this method improves geographic information and accuracy of the final solar radiation maps.
27
In order to evaluate terrain effects, this process requires the use of a numerical topographic map of the study region, i.e.
28 a digital elevation model (DEM). First and main step of the procedure consists in retrieving the local horizon for every pixel 29 of the DEM, in order to estimate diffuse and direct shading effects caused by the terrain onto the radiation (Dozier and Frew, 30 1990; Quaschning and Hanitsch, 1998) . Thus, the higher the DEM resolution, the better the estimate accuracy, but also the 31 longer the global computation, which is a very important parameter to take into consideration when the area of interest gets 32 large, such as a small country (Pillot, 2014; Pillot et al., 2013) . As a result, the authors think the corresponding horizon model 33 has to present both accuracy and fast computing features, with in addition the possibility of evaluating model-based as well as
34
DEM-based errors made on horizon estimates.
35
Consequently, we have developed a new efficient horizon numerical model using the Matlab programming language. In 36 order to be fully implementable with exactly the same accuracy at any world location, it is exclusively based on theoretical 37 assumptions without any empirical approximations. We have also added to this model a characteristic viewing distance com-38 putation allowing processing optimization, i.e. reduction of the model's running time by knowingly altering model precision.
39
We have then compared resulting estimates with in situ data, collected during an original topographic measurement campaign,
40
and with estimates from some other models in order to assess how relevant this new model was. At last, from the ground data 41 comparison, we propose a first approximation method for predicting the DEM-based error achieved on horizon estimates.
The ellipsoid is fully defined by these 2 parameters, from which we can also express the first eccentricity e (Bosser, 2012;
Let now M be a point of the Cartesian coordinate system (x, y, z) and M * the orthogonal projection of M onto the ellipsoid Bosser, 2012) . In the geographic coordinate system, M is 89 defined by its latitude ϕ, angle between − → n and the equatorial plane, its longitude λ, angle between the reference meridian and 90 the meridian passing through M * , and its ellipsoidal height h along the normal. In order to retrieve the coordinates of M in 91 the Cartesian space from the geographic space, it is firstly possible to express the normal to the ellipsoid as in the case of a 92 sphere:
Then, we can calculate the Cartesian coordinates x, y, z of any point M onto the ellipsoid from its geographic coordinates Bosser, 2012; Burkholder, 2008) :
Where N is the length of the ellipsoid normal, i.e. the distance between z axis and M * along the ellipsoid normal − → n 96 (Burkholder, 2008) : Figure 1 shows the WGS84 ellipsoid in the Cartesian coordinate system. A(ϕ A , λ A , h A ) and B(ϕ B , λ B , h B ), with correspond-98 ing distances N A and N B from z axis, are 2 points of the Cartesian space such as 
Horizon theoretical model

117
Here we present the horizon model we have developed considering both the points A and B already described in Figure 1 118 and in Figure 2 . Our theoretical model is based on both the reference systems previously described (WGS84 and EGM96). Every point of 121 a SRTM DEM is thus defined by its geographic coordinates and its orthometric height (Farr et al., 2007) . Nevertheless, if the 122 angular elevation α AB depends on the height H B as well as on the height H A , they are not both computed with respect to the 123 same baseline because of the variations of the gravity field near the Earth's surface (geoid). Therefore, in order to accurately 124 evaluate α AB from the DEM, it is necessary to retrieve altitude of the 2 points with respect to a same regular surface such as 125 the WGS84 ellipsoid. As described before, it is possible to derive ellipsoidal heights h A and h B from relation (6):
∆ WGS 84−EGM96 (A) and ∆ WGS 84−EGM96 (B) are geoid undulations with respect to the ellipsoid in A and B respectively, and 127 are depicted in Figure 3 . Figure 3 is a sectional view of the ellipsoidal surface along the direction AB where belong the geoid, the terrain topography 130 and the horizontal plane P tangent to the ellipsoid in A (orthogonal to − → n A ). The fastest method to calculate the angular elevation 131 α AB , i.e. the angle between the vector − − → AB and the plane P, is probably to use the scalar product. Indeed, α AB can be computed 132 coupling the scalar product between the normal − → n A and the vector − − → AB to the angle between them:
Angular elevation
Obstruction only exists if the angular elevation is positive; so, using the sine, we finally have:
In the Cartesian coordinate system, − → n A is derived from the relation (3). Then, equation (4) 
3.1.3. Azimuth
137
In horizontal coordinates, azimuth γ is the rotation angle between the reference north direction and the direction of interest. Each line element depends on the considered geographic coordinate system (λ, ϕ), which is not a symmetric parameteri-zation, i.e. the same angular variation (dλ = dϕ) doesn't lead to the same travel onto the surface (ds p ds m ). A symmetric 143 parameterization (λ, L) of the ellipsoid is thus defined as follows:
Where L is the isometric latitude, undefined at the poles (ϕ = ±π/2), and which is retrieved from the geographic latitude 145 ϕ by applying the first fundamental quadratic form to the ellipsoid of revolution (Bosser, 2012; Eisenhart, 1909) :
So, finally, the azimuth γ AB is determined by integrating equation (12) 
3.1.4. Computing full horizon
149
We have just defined the angular elevation α AB and the azimuth γ AB of a DEM point B with respect to an observation point
150
A. In order to compute the full horizon, it is therefore necessary to apply the process to all the terrain which can be viewed 151 from this point. Once it is perfectly characterized in the horizontal coordinate system (γ, α), it is then possible to identify, for 152 a complete 360
• azimuth rotation, every maximal angular elevation, and so to retrieve the horizon.
153
From relations (9) and (14), a DEM originally referenced in the geographic coordinate system (λ, ϕ, h) can be now repre-
154
sented in the new horizontal coordinate system (γ, α). Furthermore, InSAR technology collects surface altitude: the SRTM
155
DEM is therefore an elevation regular mesh at 1 or 3 resolution, composed of square pixels referenced by the geographic 156 coordinates of their geometric center (Farr et al., 2007; Jarvis et al., 2004) .
157
As shown in Figure 5 , the first step of the process consists in demarcating a new narrower DEM tile, characterized by 158 longitude width ∆λ and latitude height ∆ϕ, around a given observation point A(λ A , ϕ A , h A ). The size of this new area will 159 determine the horizon computation time and will be defined in the next section. Once the local terrain mesh is perfectly 160 known, the angular elevation α of each pixel is retrieved applying equation (9) to the geographic coordinates of its center 161 M(λ, ϕ, h).
162
As described in Figure 5 , a loxodrome γ AF drawn from A to any boundary point F passes through a finite number of pixel of center M(γ, α) azimuth of northwest, southwest and southeast corners γ NW , γ S W and γ S E using relation (14). Then,
166
the azimuth line passes through the pixel if γ AF is between γ NW and γ S W along a meridian, and between γ S W and γ S E along 167 a parallel. Once elevation of all the pixels of the line is computed, the maximum is easily retrieved and corresponds to the 168 horizon elevation in the γ AF azimuth direction. then necessarily located below the horizontal plane P. We can observe this statement in Figure 3 where, beyond a specific 182 angle between − → n A and − → n B , the angular elevation α AB turns negative.
183
Consequently, we have developed a characteristic viewing distance concept, i.e. the maximum distance beyond which any 184 DEM elevation data is no longer useful to compute a given horizon with the highest possible accuracy. In our model, the DEM 185 tile used to model the horizon has width ∆λ and height ∆ϕ, and is centered on an observation point defined in the geographic coordinate system (λ, ϕ). The aim was therefore to define a characteristic viewing area for the horizon computation, i.e. the 187 largest efficient DEM tile of width ∆λ max and height ∆ϕ max beyond which angular elevation of any DEM pixel is necessarily 188 negative or 0.
189
To do this, it is firstly possible to express relations allowing calculation of the angle ϕ − ϕ A along a meridian (constant when the normal − → n A is perpendicular to the vector − − → AM, it leads to the 2 following equations:
From the revolution symmetry of the ellipsoid results an explicit solution to the equation (16):
Meanwhile, asymmetry of the meridian ellipse leads to an implicit formula for the angle ϕ − ϕ A :
While this equation can be numerically solved (iteration, dichotomy), it is however more interesting to use a local approx-196 imation in order to obtain an explicit solution. This is done by regarding the meridian ellipse as a circle where the radius is the 197 radius of curvature in the north-south direction (Bosser, 2012; Burkholder, 2008) . The middle term of the previous equation 
Where ρ is given by the following relation (Bosser, 2012; Burkholder, 2008) :
In that specific case, M can be any point located whether on the meridian or on the parallel passing through A. 
Finally, the width and height of the optimal DEM tile required to perfectly characterize the horizon are given by:
Obviously, in mapping applications, it is not really efficient to define a characteristic area for every single computed 212 horizon of a given region. But it is possible to define the optimal DEM of a specific region, i.e. the zone beyond which it is 213 no longer necessary to look for elevation data to compute any horizon of the region with the highest possible accuracy. In that 214 case, we no longer consider a single point but a geographic rectangle enclosing the boundaries of the study region; the optimal 215 DEM tile is then retrieved by using the previous method and by regarding h A as the minimum height inside the region. This 216 tile encompasses the region enough for allowing the computation of all horizons with the highest possible accuracy. 
Reducing model's running time 218
Depending on the size of the considered region, the desired accuracy and the purpose of the study, it may be interesting 219 to reduce the model's computation time in order to improve efficiency of the whole process. Moreover, now both the optimal 220 DEM and the maximum characteristic area of a given region are defined, it is possible to knowingly decrease accuracy of a 221 given horizon by comparing it with the theoretical ideal one. We therefore propose an efficient method allowing, in the case 222 of large geographic areas, computation time to be reduced and resulting horizon precision to be estimated.
223
In order to avoid an optimization as time-consuming as the area processing itself, it is relevant to use statistical inferences,
224
which consist in assessing the most significant properties of the global error distribution through a given territory by analyzing 225 smaller data sets sampled from it.
226
Regarding statistical inferences, estimating the parameter θ of a population of observations F consists in determining the 227 estimatorΘ, random variable equal toθ for each sample we randomly pull out from F (Walpole et al., 2011). However, in 228 order to accurately assess the standard error and the confidence intervals of the sampling distribution ofΘ, the distribution 229 of the population F also requires to be perfectly known (Walpole et al., 2011) . Here, it was therefore necessary to look for a non-parametric method, i.e. fully independent of the distribution, remaining accurate in spite of the low sample size.
231
A well-suited method to that kind of problem is the bootstrap method (Efron and Tibshirani, 1993), which relies on the 232 plug-in statistical principle. This principle consists in determining the parameter θ of any distribution F, such as θ = t(F),
233
from the estimateθ of an empirical distributionF, which is a sample composed of n observations randomly drawn from F, 234 such asθ = t F . In addition, it is also necessary to apprehend the corresponding error, and here comes the main idea of 
239
Let ε be the error between an horizon estimate retrieved for a given viewing area (∆ϕ, ∆λ) and the ideal theoretical horizon 240 corresponding to the optimal area (∆ϕ max , ∆λ max ). Let then E k be the population of all the errors achieved on the calculation 241 of each k-horizon, i.e. computed using a specific k-area of size (∆ϕ k , ∆λ k ), within a given region. In order to determine the 242 main components of the resulting error, i.e. both the mean µ E k and the variance σ 2 E k of the population E k , a plug-in estimate
243
of n independent errorsÊ k = {ε 1 , ε 2 , . . . , ε n } k is gathered by computing the errors of n k-horizons corresponding to n random 244 DEM pixels.
245
First of all, in order to define the horizon viewing area of a given region of interest, it is relevant to consider a low number 246 of observations (n ≤ 50) and to repeat the previous step for different k-areas. Then, by using a box plot representing the error 247 against the computation time, it is possible to select the best compromise between them. As an example, Figure 6 shows the Pillot, 2014) . In that example, the error determined with respect to the ideal horizon is the root mean square error.
14 Once the desired k-area is known, it is then possible to evaluate the likely error performed on any corresponding horizon computed within the given region. In other words, it means estimating the mean µ E and the standard deviation σ E of the 252 distribution E of the modeling error ε, which follows a probability law ε ∼ µ E , σ Accordingly, the resulting distribution E of the horizon modeling error ε will follow a probability law ε ∼ µ E , σ 2 E such 267 as: these sites are presented in Figure 7 . The availability of an adapted material was one of the main reasons for choosing Corsica, 284 the other one being the existence of many different types of terrain within a small area, which allowed retrieving a significant 285 sample of measurements without difficulties. In order to measure the different horizons, we have used a topographic mapping 286 device, the Leica Builder 100 theodolite (azimuth accuracy = 9 ; elevation accuracy = 6 ). The operating principle of this 287 accurate device, mainly used by topographers for measuring terrain slope and aspect, is depicted in Figure 8 . Furthermore, in order to endorse our model, it was also relevant to compare it to other ones. Thus, we have meanwhile a DEM implemented by the user: the first one retrieves shading maps by computing angular elevation for a specific azimuth; 295 the second configuration, and the one we have considered in this work, estimates the full horizon around a given point.
296
The experiment achieved in 2010 consisted in measuring horizons on 10 different sites across Corsica, representing a full , 2012; Pillot et al., 2013; Ruiz-Arias et al., 2010) . Therefore, as with the previous optimization method, used to reduce 315 the area size required to compute all horizons of a given region, everything has been made to minimize computation time.
316
Firstly, as our model is written with the Matlab programming language, it takes benefit from the software specific matrix 317 calculations, which saves time for handling of large arrays. Thus, on the same machine and for the same viewing distance 318 (50 km), Table 2 shows our model is, per thread and per horizon, 4 times faster or more than r.horizon and Carnaval 2 . Besides 319 that, our model is also directly incorporated into the process implemented for considering topography within radiation maps 
DEM-based error prediction
324
A more detailed reading of Table 1 reveals that, regardless of the given model, error and bias also dramatically vary 325 from one horizon to another. Indeed, some sites present very good estimates (Bastia, Solenzara or Calvi) while some others
326
show both high RMSE and negative bias (Tavignano, Venaco or Castellare). If the original DEM error obviously affects the 327 final quality of the horizon estimates, it is also interesting to know whether this error depends on some specific topographic 328 parameters, which would have influenced the original SRTM precision. In that case, the resulting horizon error would also 329 depend on some specific features; consequently, we propose a method for predicting this error, or at least to detect if the error 330 of any given horizon will probably be significant.
331
Leaving aside possible measurement errors (angular height, azimuth or geographic coordinates of the observation point), 332 the main idea is to connect the horizon error to the DEM error. To perform this, it is firstly necessary to know the kind of error 333 existing within the SRTM DEM. It is possible to enumerate 2 main errors: vertical and georeferencing errors, respectively 334 achieved on the altitude and the geographic coordinates of a DEM point (Farr et al., 2007; Rodríguez et al., 2006) . In this 335 study, we have only considered the vertical error, easier to implement and the one which mainly induces the angular elevation 336 error.
337
In order to predict the error generated by the DEM quality, it is firstly relevant to express the RMSE of a given horizon 19 consisting of n points:
With α i the ith estimated angular elevation and α i the ith measured one. Let us then focus on the ith point of this horizon,
340
of angular height α i ; it is known this point has a vertical error on its DEM altitude h i , with respect to the true altitude h i , which 341 is propagated on the angular error α i − α i . So, if it is possible to predict the vertical error h i − h i , it is also possible to assess 342 the resulting angular error, by estimating α i from h i using relation (9). Essentially, we have thus been led by the main idea 
Several methods exist for calculating S , among which the one developed by Fleming and Hoffer presents a good precision
353
(Jones, 1998). It is based on the formulation of the partial derivatives of the height h (Zhou and Liu, 2004):
Where h E , h W , h N , h S are respectively heights of eastern, western, northern and southern pixels contiguous to the pixel of 355 interest, R x DEM the DEM metric resolution along x axis, and R y DEM the resolution along y axis. is then possible to define the vertical error as: error h − h is given by:
Where β is a strictly positive constant (distribution translated to the right). Getting h from relation (29), it is then possible to 368 predict the value of the corresponding measured angular elevation α, using equation (9). In order to evaluate the constant β, we 369 have minimized the quadratic error between the measured RMSE of the full sample in Table 1 method is depicted in Figure 9 , with on the one hand the estimates vs measurements scatter plot, and on the other hand the 375 comparison between 2 horizons presenting low (Corte) and high error (Tavignano).
376
Some aspects of this analysis must be emphasized. First of all, we have not taken into consideration the vertical error of Table 1 . Below is an example of horizon measurements and estimates over Corte and Tavignano, respectively for a low and a high error.
this study: the greater the number of points composing the horizon, the more accurate the quadratic error prediction will 381 be. Furthermore, vegetation is also a subject of concern for the error estimation since depending on its type and density, the 382 wavelength of the C band might penetrate into the canopy (Farr et al., 2007) . Accordingly, in vegetated areas, SRTM DEM 383 elevation is located between the ground and the top of the canopy, at a distance which varies significantly with the SRTM 384 DEM variability (Carabajal and Harding, 2006) . As the shading effects are influenced by the canopy, this might lead to some 385 extra underestimation, mainly when the horizon is close. Finally, linear approximation between vertical error and slope as 386 well as the decision to leave aside DEM aspect and georeferencing may also explain the shift between measured and predicted 387 values. Even so, this method shows quite accurate estimates, and can further be generalized to all the SRTM-3 DEM, by 388 mainly regarding the predicted RMSE as a sensitivity coefficient allowing the horizon's level of quality to be assessed. 
Error propagation to solar radiation
As depicted in previous studies, the integration of shading effects improves both the accuracy and spatial information 391 provided by satellite-derived solar radiation maps (Haurant et al., 2012; Pillot, 2014; Ruiz-Arias et al., 2010) . However, as 392 described above, the DEM-based horizon computation results itself in some error, which necessarily propagates to the solar irradiation. In order to assess how this error affects the final irradiation estimation, we have used the disaggregation method-394 ology we have developed in another study (Pillot, 2014) 
Horizon error propagation
In order to assess how the RMSE of 1.555
• (Table 1) error (RRMSE) between both the results, according to the day of the year and the Linke turbidity factor, depicted in Figure 11 .
416
Again, as expected, the beam radiation is more impacted by the horizon shadowing than the diffuse radiation, as the final 417 error decreases with the rise of the Linke coefficient. Also, the RRMSE is significantly variable over the year, compared to 418 the smooth tendency of the solar radiation loss; it can probably be explained by the original variability of the sign of the bias 419 between the estimate and the measured horizon elevation depending on the azimuth. Essentially, in this study, depending on 
Figure 11: RRMSE (%) between solar irradiation with shading effects computed from horizon measurements and estimates for all sites of Table 1 , with respect to the day of the year and the Linke turbidity factor.
Conclusion
423
Many models now retrieve solar radiation from satellite data, but are still limited to an atmospheric characterization without 424 any consideration of the interaction between radiation and Earth's surface. Therefore, in order to improve the accuracy of these 425 satellite-based estimates, some post-processing methods have been proposed for integrating terrain-based effects into final 426 solar irradiance or irradiation maps using DEMs. The main process of all these methods consists in estimating the obstructed 427 horizon around every DEM pixel, in order to evaluate direct and diffuse shadowing. Nevertheless, depending on the size of 428 the study area, computation can also be really time consuming. That is why we have developed and validated a new efficient 429 horizon model, combined with an optimization method and a DEM-based error prediction study.
430
We have developed this model using the global DEM retrieved from the SRTM, as it is currently the most consistent and other models).
438
In addition, we have also proposed an optimization method for reducing horizon computation time in the case of large 439 areas, as well as an empirical approach for predicting the DEM-based error on final estimates. The first one takes into 440 consideration the Earth's roundness in order to limit the maximum zone required to fully describe any horizon of a given 441 region. Hence, it allows knowingly decreasing of modeling accuracy with running time, and thus get the best compromise 442 between them depending on the purpose of the regarded study. The second evaluates the impact of the SRTM DEM original 443 error on the final horizon precision by correlating it to the DEM slope, and has been validated using the in situ horizon sample 444 collected in Corsica.
445
Finally, we shall note that, in this study, we have not considered the distortion effects of the atmospheric refraction 446 onto the apparent position of objects on Earth, and so on the resulting angular elevation, known as terrestrial refraction
447
( De Graaff Hunter, 1913 
