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Large Deviations on a Cayley Tree I:
Rate Functions.
A.E. Patrick1
Abstract. We study the spherical model of a ferromagnet on a Cayley tree
and show that in the case of empty boundary conditions the ferromagnetic phase
transition takes place at the critical temperature Tc =
6
√
2
5
J , where J is the inter-
action strength. For any temperature the equilibrium magnetization, mn, tends to
zero in the thermodynamic limit, and the true order parameter is the renormalized
magnetization rn = n
3/2mn, where n is the number of generations in the Cayley
tree. Below Tc, the equilibrium values of the order parameter are given by
ρ∗ = ± 2pi
(
√
2− 1)2
√
1− T
Tc
.
There is one more notable temperature, Tp, in the model. Below that temperature
the influence of homogeneous boundary field penetrates throughout the tree. We
call Tp the penetration temperature, and it is given by
Tp =
J
WCayley(3/2)
(
1− 1√
2
(
h
2J
)2)
.
The main new technical result of the paper is a complete set of orthonormal eigen-
vectors for the discrete Laplace operator on a Cayley tree.
key words: Critical temperature; order parameter; phase transition; spherical
model
1 Introduction.
It is well known that some thermodynamic observables of the Ising model on a
Cayley tree (the IC model) are non-analytic functions of the temperature. In the
case of a tree with branching ratio k, the expected values of microscopic variables
(local magnetization) are singular at TB ≡ β−1B : tanh(JβB) = 1/k. However, the
susceptibility of total magnetization diverges for T ≤ TC ≡ β−1C : tanh(JβC) = 1/
√
k,
see [9] and [10]. The very existence of two ferromagnetic critical points is rather
puzzling, because in finite-dimensional systems diverging susceptibility is usually
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accompanied by steeply rising spontaneous magnetization. The present paper is an
attempt to shed some light on the mystery of this double critical-point phenomenon.
One of the distinctive features of Cayley trees is abnormally large number of
boundary sites. In fact, the boundary is a macroscopic part of entire tree. Therefore,
it does not come as a surprise, that properties of Cayley-tree models are most
intriguing in the case of zero boundary field (the empty boundary conditions), see,
e.g., [5, 9]. For example, below the critical temperature the distribution of total
magnetization in the 2D Ising model or in the 3D spherical model with empty
boundary conditions concentrates around two points ±m∗(T ), where m∗(T ) is the
spontaneous magnetization. On the contrary, the distribution of magnetization in
the IC model always concentrates around zero. That is, the total spontaneous
magnetization in the IC model is equal to zero on the entire interval T < TC where
the susceptibility is infinite.
In order to resolve a paradoxical case or a seemingly contradictory situation
it is important to present all available facts in a most clear and transparent way.
To obtain such a description of important thermodynamic properties of a model
(with or) without symmetry-breaking perturbations one can look at large-deviation
probabilities of thermodynamic observables
Pr[mN ∈ [a, b]] ∼ exp
[
−N min
x∈[a,b]
R(x)
]
.
The typical behavior of rate functions R(x) within many models of statistical me-
chanics can be summarized by the following standard scenario. If the temperature
is sufficiently high, the function R(x) has a positive second derivative and a unique
minimum (in fact, zero) at the equilibrium value m(T ) of the variable mN under
consideration. However, when the temperature drops to a critical value, Tc, the
second derivative at the point of minimum vanishes, R′′(m(Tc)) = 0. If the temper-
ature is reduced even further, then the minimum of R(x) either stretches into a flat
horizontal segment or, in the case of mean-field models, splits into several points of
minima. In the former case the low-temperature phases are called soft, in the later
case the phases are called rigid.
Another surprising (in view of the above standard scenario) property of Cayley-
tree models was reported in the paper [4], where it was shown that the second
derivative of the rate function R′′IC(x), describing large-deviation probabilities of
magnetization, does not vanish neither at nor below the critical point. The second
derivative of a rate function at the minimum point determines the variance of fluc-
tuations of the variable under consideration around its equilibrium value. When
the second derivative tends to zero, the variance of fluctuations tends to infinity
signaling that the thermodynamic system is approaching a critical point. There-
fore, non-vanishing second derivative of rate functions in Cayley-tree models raises
a question on the nature of phase transitions there.
The IC model has a close relative — the Ising model on a Bethe lattice (the IB
model). A derivation of the exact formula for the magnetization of IB model can be
found, for instance, in Section 4 of the famous book by Baxter [1]. What was also
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derived in [1] is the free energy of IB model in the ensemble with fixed magnetization,
whence the rate function of magnetization, RIB(x), can be extracted. Although the
status of thus derived expressions is not quite clear, the obtained rate function
RIB(x) also exhibits a surprising feature established rigorously in [4] — the second
derivative of RIB(x) is strictly positive for all temperatures. Moreover, R
′′
IB(x) at the
equilibrium value x = 0 becomes a linear function of βJ , R′′IB(0) =
1
9
βJ , for β > βB.
From a geometric point of view, a Cayley tree is a kind of a loose bundle of 1D
lattices. Can such a bundle exhibit a phase transition and support true criticality
associated with emerging long-range correlations between macroscopically separated
domains? It is quite conceivable that the singularity in the IB model has nothing
to do with strong correlations. Instead, the critical point might signal penetration
inside the tree of an effective field induced by boundary conditions imposed on a
macroscopically large part of the lattice and its accumulation in a mesoscopic domain
inside the tree. However, as far as some other models on Cayley trees are concerned,
an evidence of strong correlations was established in [9], where it was shown that
the susceptibility of the IC model diverges at T = TC, and in [2], where it was shown
that the free boson gas on a Cayley tree exhibits condensation in the ground state for
sufficiently low temperatures (although, the exact value of the critical temperature
was not reported in [2]).
Taking into account a host of intriguing features found in Cayley-tree models, it
seems worthwhile to investigate the properties of the corresponding spherical model.
First of all, it is interesting to find out which of the features found in models with
discrete microscopic variables are also present in continuous models. Second, owing
to the gaussian distribution of the microscopic random variables (above the critical
temperature, in any case), one might hope to obtain a more complete and explicit
description of thermodynamic properties of the spherical model, than the results
obtained for the IC model so far. It turns out, that properties of the spherical
and the Ising models on a Cayley tree are quite similar. In particular, the second
derivative of the rate function RSph(x) describing large-deviation probabilities of
the magnetization in the spherical model is also positive at the unique minimum
x = 0 for any temperature. Moreover, analogously to R′′IB(0), the second derivative
of RSph(x) at x = 0 also simplifies to a linear function of βJ for β > βc:
R′′Sph(0) =
(
√
2− 1)2√
2
βJ.
Most likely, the behavior of rate functions in Cayley-tree models follows the
mean-field scenario if we look at large-deviation probabilities of appropriate order
parameters. In the case of the spherical model, the behaviour of the rate function
RCayley(x) describing large-deviation probabilities of the renormalized magnetiza-
tion,
rN, 3
2
= (log2N)
3
2mN ≡ (log2N)
3
2
N
∑
(j,k)∈Tn
xj,k,
does follow the mean-field scenario. Namely, the unique minimum of RCayley(x) at
x = 0 splits in two isolated points of minima x = ±ρ∗, and the rate function is no
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longer convex when the temperature falls below Tc =
6
√
2
5
J . Nevertheless, the rate
function RCayley(x) is also not devoid of unusual properties. As the temperature
drops to its critical value Tc, the second derivative R
′′
Cayley(0) does not vanish, but
tends to the positive value 5
12
(
√
2− 1)2.
The rest of the paper is organized as follows. In Section 2 we define the spher-
ical model on a Cayley tree and present several technical results that are used
in the later sections. The main results of the paper are summarized in Section
3. In Section 4 we derive the main asymptotics of the free energy and establish
the phase diagrams of the spherical model with three boundary conditions: empty,
homogeneous, and alternating (antiferromagnetic). Section 5 is devoted to an inves-
tigation of large-deviation probabilities for magnetization. The ground-state (zero-
temperature) properties of the spherical model are investigated in Section 6. In
Section 7 we look at the large-deviation probabilities of the renormalized magneti-
zation rN, 3
2
— the true order parameter of the spherical model on a Cayley tree.
The results of the paper are discussed in Section 8.
2 The model and useful facts.
Consider a binary Cayley tree Tn — a tree with branching ratio two containing n
generations. Each node of the tree is labelled by a pair of integers (k, l), where the
first integer indicates the tree generation, k = 1, 2, . . . , n, and the second integer
numbers nodes within the k-th generation, l = 1, 2, . . . , 2k−1, see Fig. 1. There are
exactly N = 2n − 1 nodes in a tree with n generations. The spherical model on a
Cayley tree describes a collection of random variables {xj,k : (j, k) ∈ Tn} attached
to the nodes of the tree Tn.
The Hamiltonian
The interaction of the variables xj,k is described by the Hamiltonian
Hn = −J
∑
(j,k),(l,m)∈Tn
M(j,k),(l,m)xj,kxl,m −
2n−1∑
k=1
hk xn,k, (1)
where J > 0,
M(j,k),(l,m) =

1
2
, if l = j + 1, m ∈ {2k − 1, 2k},
1
2
, if l = j − 1, k ∈ {2m− 1, 2m},
0, otherwise,
(2)
are elements of the symmetric (nearest neighbour) Cayley-tree matrix M̂N , and
{hk : k = 1, 2, . . . , 2n−1} is a boundary field. Note that according to the Hamiltonian
Hn only variables xj,k located at nearest-neighbour nodes of the Cayley tree interact
with each other directly. In this paper we consider three types of boundary condi-
tions: hk = 0 (empty b.c.), hk = h (homogeneous b.c.), and hk = (−1)kh, for k =
1, 2, . . . , 2n−1 (alternating b.c.).
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Figure 1: A binary Cayley tree T5 — a tree with branching ratio two containing
five generations. A random variable xj,k is attached to each node (j, k) of the tree.
Nearest-neighbour nodes are connected by dotted lines.
The N eigenvalues, {λj,k : (j, k) ∈ Tn}, of the matrix M̂N and the corresponding
eigenvectors {u(j,k) : (j, k) ∈ Tn} are found in Appendix A. The spectrum of the
matrix M̂N (the set of different eigenvalues), {τj,k}jk=1,nj=1, contains exactly n(n+1)/2
real numbers. It is convenient to arrange the values τj,k and their multiplicities mj,k
in triangular arrays
τ1,1(= 0) m1,1 = 2
n−2
τ2,1, τ2,2 m2,1 = m2,2 = 2
n−3
τ3,1, τ3,2, τ3,3 m3,1 = m3,2 = m3,3 = 2
n−4
...
...
τn−1,1, τn−1,2, . . . , τn−1,n−1 mn−1,1 = mn−1,2 = . . . = mn−1,n−1 = 1
τn,1, τn,2, τn,3, . . . , τn,n−1, τn,n mn,1 = mn,2 = mn,3 = . . . = mn,n = 1
(3)
In fact, the k-th line of the above triangular array contains the eigenvalues
Λk;l =
√
2 cos
pil
k + 1
, l = 1, 2, . . . , k
of the k × k tri-diagonal matrix
L̂k =

0 1
1
2
0 1 0
1
2
0
. . .
. . .
. . .
. . .
. . . 0 1
0 1
2
0 1
1
2
0

.
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The normalized eigenvectors v(n,l) corresponding to the last line of eigenvalues
τn,l in Eq. (3) are given by
{
v
(n,l)
k,m
}
(k,m)∈Tn
=
{
21−k/2√
n+ 1
sin
pilk
n+ 1
}
(l,m)∈Tn
. (4)
Note that the components v
(n,l)
k,m do not depend on m, that is, they are identical
within each generation of the tree. Below, we refer to these vectors v(n,l) as special
eigenvectors.
The Gibbs distribution
The joint distribution of the random variables {xj,k : (j, k) ∈ Tn} is specified by
the usual Gibbs density
p({xj,k : (j, k) ∈ Tn}) = e
−βHn
Θn
,
with respect to the spherical “a priori” measure
µn(dx) = δ
 ∑
(j,k)∈Tn
x2j,k −N
 ∏
(j,k)∈Tn
dxj,k.
The normalization factor (partition function) Θn is given by
Θn =
∫ ∞
−∞
. . .
∫ ∞
−∞
e−βHnµn(dx). (5)
Useful sums and asymptotic expansions
Using the explicit expressions for the spectrum of the Cayley-tree matrix and the
corresponding multiplicities, see Eq. (3), we obtain
Ln(z) ≡ 1
N
∑
(j,k)∈Tn
ln(z − λj,k) (6)
=
1
N
n−1∑
j=1
j∑
k=1
2n−1−j ln
(
z −
√
2 cos
pik
j + 1
)
+
1
N
n∑
k=1
ln
(
z −
√
2 cos
pik
n+ 1
)
.
The identity
j∑
k=1
ln
(
z −
√
2 cos
pik
j + 1
)
= (j + 1) ln
x+(z)√
2
+ ln
1− x2(j+1)− (z)√
z2 − 2 , (7)
where
x±(z) =
z ±√z2 − 2√
2
,
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see, e.g., [11], allows one to get rid of the summations over k. As a consequence, for
z >
√
2 we obtain the following large-n asymptotic expansion
1
N
∑
(j,k)∈Tn
ln(z − λj,k) = L(z) +O
(
log2N
N
)
, (8)
where
L(z) =
3
2
ln
x+(z)√
2
− 1
4
ln
(
z2 − 2
)
+
∞∑
j=2
2−j ln
[
1− x2j− (z)
]
. (9)
The definition of L(z) requires clarifications when z ≤ √2. In this case instead
of Eqs. (8) and (9) one can use the following “accelerated” asymptotic expansion
1
N
∑ ′
(j,k)∈Tn ln
(
τn−1,1 +
ζ
n3
− λj,k
)
= An−1 +
ζ
n3
Bn−1 +O(n
−6),
where the prime indicates that the sum over (j, k) does not include the term corre-
sponding to the maximal eigenvalue τn,1 and
An = −1
2
ln 2 +
n∑
j=2
2−j ln
sin pij
n+1
sin pi
n+1
, (10)
Bn =
1
sin pi
n+1
n∑
j=2
2−j
(
cot
pi
n+ 1
− j cot pij
n+ 1
)
=
5
3
+O(n−2).
Finally, if z = τn,1 +
ζ
N
− λj,k, then the large-n asymptotic expansion of Ln(z) is
given by
1
N
∑
(j,k)∈Tn
ln
(
τn,1 +
ζ
N
− λj,k
)
= Cn +
1
N
ln
ζ
N
+Bn
ζ
N
+O
(
N−2
)
, (11)
where
Cn = An +
1
N
ln
n + 1
sin2 pi
n+1
.
The following sum (it can be calculated using, for instance, the “contour sum-
mation” technique, see [11]) will also prove useful
1
n + 1
n∑
k=1
sin pink
n+1
sin pijk
n+1
z −√2 cos pik
n+1
=
1√
2
xj+(z)− xj−(z)
xn+1+ (z)− xn+1− (z)
. (12)
3 The main results.
The main theme of the present paper are thermodynamic properties of the spherical
model on a Cayley tree with branching ratio 2. The important results can be stated
as follows.
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1. In the case of empty boundary conditions the spherical model transits into a
ferromagnetic state at the critical temperature Tc =
6
√
2
5
J .
2. Since nearly half of Cayley-tree sites belong to the boundary, the value and
the very existence of the critical temperature depends on the type of boundary
conditions imposed. In the spherical model with the alternating boundary field
hn,k = (−1)kh, the critical temperature exists only if |h| < 4J , and it is given
by
Tc(h) =
1− ( h
4J
)2 6√2
5
J.
3. For any temperature T , the rate function RSph(x) describing large-deviation
probabilities of the magnetization
Pr
 1
N
∑
(j,k)∈Tn
xj,k ∈ [a, b]
 ∼ exp [−N min
x∈[a,b]
RSph(x)
]
is a strictly convex analytic function vanishing only at x = 0. The second
derivative R′′Sph(0) at the minimum point is always positive and
R′′Sph(0) =
(
√
2− 1)2√
2
βJ,
for T < Tc.
4. The true order parameter of the spherical model is the renormalized magneti-
zation
rN, 3
2
= (log2N)
3
2mN ≡ (log2N)
3
2
N
∑
(j,k)∈Tn
xj,k.
Below the critical temperature Tc the equilibrium values of rN, 3
2
— zeroes of
the corresponding rate function RCayley(ρ) — are given by ρ = ±ρ∗, where
ρ∗ ≡ 2pi
(
√
2− 1)2
√
1− βc
β
.
The rate function RCayley(ρ) is not convex, therefore, the low-temperature
phases of the spherical model on a Cayley-tree are of mean-field type and
rigid, in the terminology of the paper [4].
5. Homogeneous boundary conditions generate an effective field that penetrates
toward the tree root if T < Tp. The penetration temperature is an analogue
of the critical temperature of the Ising model on a Bethe lattice and it is given
by
Tp =
J
WCayley(3/2)
1− 1√
2
(
h
2J
)2 ,
where WCayley(z) is define in Eq. (17).
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4 The phase diagram.
The partition function Θn of the spherical model on a Cayley tree can be calculated
using the technique described in the famous paper by Berlin and Kac [3]. Here we
outline only the main steps.
Introduction of new integration variables {yl,m : (l, m) ∈ Tn} in Eq. (5) via
xj,k =
∑
(l,m)∈Tn
u
(l,m)
j,k yl,m, (j, k) ∈ Tn,
where {u(l,m) : (l, m) ∈ Tn} are orthonormal eigenvectors of the Caley-tree matrix
M̂N , diagonalises the Hamiltonian (1). Therefore, we obtain the following formula
for the partition function
Θn =
∫ ∞
−∞
. . .
∫ ∞
−∞
exp
βJ ∑
(l,m)∈Tn
λl,my
2
l,m + β
∑
(l,m)∈Tn
φl,myl,m
µn(dy),
where {λl,m : (l, m) ∈ Tn} are the eigenvalues of the matrix M̂N , see Eq. (3), and
φl,m =
2n−1∑
k=1
u
(l,m)
n,k hk (13)
are “scalar products” of the boundary field and the eigenvectors of the matrix M̂N .
The integral representation for the delta function in the “a priori” measure,
δ
 ∑
(j,k)∈Tn
y2j,k −N
 = 1
2pii
∫ +i∞
−i∞
ds exp
s
N − ∑
(j,k)∈Tn
y2j,k
 ,
allows one to perform integration over the new variables {yj,k : (j, k) ∈ Tn}. How-
ever, one can switch the order of integration over the variables yj,k and s only after
a shift of the integration contour for s to the right. The shift must assure that
the real part of the quadratic form involving the variables yj,k is negatively defined.
Switching the integration order, integrating over {yj,k : (j, k) ∈ Tn}, and introducing
a new integration variable z via s = βJz we obtain
Θn =
βJ
2pii
(
pi
βJ
)N/2 ∫ +i∞+c
−i∞+c
dz exp [NβΦn(z)] , (14)
where
Φn(z) = Jz − 1
2βN
∑
(j,k)∈Tn
ln(z − λj,k) + 1
4JN
∑
(j,k)∈Tn
φ2j,k
z − λj,k ,
and c >
√
2 is the shift of integration contour mentioned above.
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The large-n asymptotics of the integral (14) can be found using the saddle-point
method. In the case of empty boundary conditions all scalar products φj,k are equal
to zero, and the saddle point of the integrand is a solution of the equation
Φ′n(z) = 0 ⇔ J −
1
2βN
∑
(j,k)∈Tn
1
z − λj,k = 0. (15)
Making use of the explicit expressions for the spectrum τj,k of the matrix M̂N and
the corresponding multiplicities mj,k, see Eq. (3), we obtain
J − 1
2βN
n−1∑
j=1
2n−1−j
j∑
k=1
1
z −√2 cos pik
j+1
+
n∑
k=1
1
z −√2 cos pik
n+1
 = 0.
Differentiation of Eq. (7) over z yields
j∑
k=1
1
z −√2 cos pik
j+1
=
j + 1√
z2 − 2
1 + 2
x
2(j+1)
+ (z)− 1
− z
z2 − 2 .
Therefore, assuming z >
√
2 and passing to the limit n→∞ we obtain the following
equation for the saddle-point z∗:
Φ′(z) ≡ J − 1
2β
WCayley(z) = 0, (16)
where
WCayley(z) =
∞∑
j=2
2−j
[
j√
z2 − 2
(
1 +
2
x2j+ (z)− 1
)
− z
z2 − 2
]
(17)
is the Cayley-tree analogue of the Watson function from the original paper on the
spherical model by Berlin and Kac, see [3].
The function Φ′(z) increases monotonically with z on (
√
2,∞), and the location
of its zeroes depends on the value of the inverse temperature β. Since
Φ′(
√
2) = lim
z↓
√
2
Φ′(z) = J − 5
6
√
2β
,
there exists a critical value
βc =
5
6
√
2J
of the inverse temperature β. If β ∈ (0, βc) (high-temperatures), then the function
Φ′(z) has exactly one zero on the interval (
√
2,∞) at a point z∗ > √2. While if
β > βc (low-temperatures), then the function Φ
′(z) is strictly positive for z >
√
2.
The alternating boundary field hk = (−1)kh is orthogonal to all eigenvectors of
the Cayley-tree matrix M̂N except for the 2
n−2 eigenvectors corresponding to the
eigenvalue τ1,1 = 0. A short calculation shows, that non-zero scalar products (13)
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are given by φl,m =
√
2h. Therefore, the saddle point of the integrand in Eq. (14) is
a solution of the equation
Φ′n(z) = 0 ⇔ J −
1
2βN
∑
(j,k)∈Tn
1
z − λj,k −
1
4JN
2h22n−2
z2
= 0. (18)
Assuming z >
√
2 and passing to the limit n→∞ we obtain the following equation
for the saddle-point z∗:
Φ′(z) ≡ J − 1
2β
WCayley(z)−
(
h
4J
)2
2
z2
= 0. (19)
Thus, in the case of alternating boundary conditions the critical temperature exists
only if |h| < 4J , and it is given by
T altc (h) =
1− ( h
4J
)2 6√2J
5
.
If the boundary field is homogeneous, hk = h, then its “scalar products” with
the special eigenvectors v(n,m), see Eq. (13), are given by
φn,m =
2n/2h√
n + 1
sin
pimn
n + 1
, m = 1, 2, . . . , n.
All other eigenvectors of the Cayley-tree matrix are orthogonal to a homogeneous
boundary field. Therefore, Eq. (12) yields the following formula for the function
Φn(z) in the integral (14)
Φn(z) = Jz − 1
2βN
∑
(j,k)∈Tn
ln(z − λj,k) + 2
nh2
4JN
√
2
x2n+1+ (z)− x+(z)
x2n+2+ (z)− 1
. (20)
Assuming z >
√
2, differentiating over z and passing to the limit n→∞ we obtain
the following saddle-point equation
J − 1
2β
WCayley(z)− h
2
8J
x−(z)√
z2 − 2 = 0. (21)
As could have been expected, any homogeneous boundary field h 6= 0 keeps the
saddle point z∗ away from the singularity at
√
2 and, hence, destroys the phase
transition.
Application of the saddle-point method to the integral (14) is straightforward
when the saddle point z∗ is greater than
√
2, see [3]. In the case of alternating
boundary conditions, taking into account the estimate (8) we obtain the following
expression for the main asymptotics of the partition function
Θn =
(
pi
βJ
)N/2
exp
[
N
(
βJz∗ − 1
2
L(z∗) +
βh2
8Jz∗
)
+O(n)
]
, (22)
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where L(z) is given by Eq. (9). Analogously, in the case of homogeneous boundary
conditions we obtain
Θn =
(
pi
βJ
)N/2
exp
N
βJz∗ − 1
2
L(z∗) +
βh2
4J
1
z∗ +
√
(z∗)2 − 2
+O(n)
 , (23)
where z∗ is the solution of Eq. (21) from the interval (
√
2,∞).
If β ≥ βaltc (h), the function Φn(z) still attains its minimum value on the interval
(τn,1,∞) at a point z∗n > τn,1, where τn,1 ≡
√
2 cos pi
n+1
is the largest eigenvalue
of the Cayley-tree matrix M̂N . However, now the sequence of saddle points z
∗
n
approaches the branch point of the integrand at z = τn,1, and application of the
saddle-point method becomes a bit more tricky. In fact, in the cases of empty and
alternating boundary conditions with |h| < 4J , nothing prevents the saddle point
in Eq. (14) from sliding towards the branch point, and to find the main asymptotics
of the partition function Θn we have to introduce a new integration variable ζ via
z = τn,1 + ζ/N . This change of variables effectively eliminates the large parameter,
N , in the ζ-dependent part of the integrand, and we are left with a finite integral.
Thus, the main asymptotics of the partition function is given by
Θn =
(
pi
βJ
)N/2
exp
[
N
(
βJτn,1 − 1
2
An +
βh2
8Jτn,1
)
+O(n)
]
, (24)
where An is given by Eq. (10).
5 Large Deviations of Magnetization.
The main objective of this section is investigation of large-deviation probabilities
Pr
 1
N
∑
(j,k)∈Tn
xj,k ∈ [a; b]

for the magnetization — the arithmetic average of microscopic random variables
xj,k, (j, k) ∈ Tn. In particular, we would like to find the main asymptotics of the
distribution densities
fn(y) =
1
Θn
∫ +∞
−∞
. . .
∫ +∞
−∞
δ
 1
N
∑
(j,k)∈Tn
xj,k − y
 exp[−βHn]µn(dx), (25)
as N →∞.
One can calculate the density fn(y) using the technique from the previous section.
This time, however, we have to deal with one more delta function. Using the integral
representation
δ(a) =
1
2pi
∫ +∞
−∞
eiaw dw
12
for the new delta function, and performing the integration over the variables xj,k
one obtains
fn(y) =
N
4pi2iΘn
i∞+c∫
−i∞+c
ds eNs
∞∫
−∞
dw eiNyw ×
× ∏
(j,k)∈Tn
√
pi
s− βJλj,k exp
[
− γ
2
j,kw
2
4(s− βJλj,k)
]
, (26)
where
γj,k ≡
∑
(l,m)∈Tn
u
(j,k)
l,m .
Integrating over the variable u and introducing a new integration variable z via
s = βJz one arrives at
fn(y) =
βJN
2piiΘn
(
pi
βJ
)(N−1)/2 i∞+z0∫
−i∞+z0
dz√
Σn(z)
exp [NβJΦn(z, y)] , (27)
where we have introduced the notations
Σn(z) =
∑
(j,k)∈Tn
γ2j,k
z − λj,k , (28)
Φn(z, y) = z − 1
2βJN
∑
(j,k)∈Tn
ln(z − λj,k)−N y
2
Σn(z)
. (29)
If z >
√
2, then using Eq. (40) from Appendix B we obtain the following limit
Φ(z, y) ≡ lim
n→∞Φn(z, y) = z −
1
2βJ
L(z)− y2σ(z), (30)
where
σ(z) =
2
(
z − 3
2
)2
3z −√z2 − 2− 4 .
The Taylor expansion for σ(z) at the point z =
√
2 is given by
σ(z) =
3
2
√
2
− 1 + 2−5/4
√
z −
√
2 +
3(z −√2)
4
+O
[(
z −
√
2
)3/2]
.
The term
√
z −√2 does not allow the saddle-points zn(y) of Φn(z, y) to approach
the singularity of the integrand at z =
√
2. Therefore, provided y 6= 0, application
of the saddle-point method to the integral (27) is straightforward. For the main
asymptotics of the distribution density we obtain
fN(y) = e
−NRSph(y)+O(log2N),
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Figure 2: The rate functions for the magnetization of the spherical model on a Cayley
tree above (β = 1
2
βc, left) and below (β = 2βc, right) the critical temperature. In
both cases RSph(y) = 0 only for y = 0, and R
′′
Sph(y) > 0 for any y ∈ (−1, 1).
where
RSph(y) = βJ(z
∗ − z∗(y))− 1
2
L(z∗) + 1
2
L(z∗(y)) + βJy2σ(z∗(y)), (31)
is the rate function, z∗(y) is the minimum point of the function Φ(z, y) on the
interval [
√
2;∞), and z∗ = z∗(0).
The rate function RSph(y) has the following properties (see also Fig. 2):
1. RSph(y) is a non-negative, even, strictly convex function, and RSph(0) = 0;
2. RSph(y) ∼ −12 ln(1− y2), as y → ±1;
3. R′′(0) = 3−2
√
2√
2
βJ , for β ≥ βc.
6 Ground State Properties.
It is always instructive to have a look at the ground-state (zero-temperature) proper-
ties of the model under investigation. In doing that we gain useful physical intuition
and get an idea what one could expect to find for non-zero temperatures.
It is shown in Appendix A that the unit-length eigenvectors corresponding to
the maximum eigenvalue of the Cayley-tree matrix are given by
{v(n,1)l,m }(l,m)∈Tn = ±
{
21−l/2√
n + 1
sin
pil
n + 1
}
(l,m)∈Tn
.
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Since configurations of the spherical model obey the constraint∑
(l,m)∈Tn
x2l,m = N ≡ 2n − 1,
the pair of ground-state configurations is given by
g± = ±

√
22−lN
n + 1
sin
pil
n+ 1

(l,m)∈Tn
.
Now a simple calculation (see the calculation of γn,k in Appendix B) shows that the
large-n asymptotics of the ground-state magnetization is given by
mn = ± 2pi
(
√
2− 1)2 n
−3/2 +O(n−5/2),
in the “+” and the “−” phase, respectively. Thus, even below the critical tem-
perature we should not expect to obtain non-zero spontaneous magnetization in an
infinite-tree limit. Instead we have to look at the renormalized magnetization
ρn =
n3/2
N
∑
(l,m)∈Tn
xl,m,
which, as it turns out, is the true order parameter for the spherical model of a
ferromagnet on a Cayley tree.
7 Large Deviations of the Order Parameter.
The results of zero-temperature analysis and the strict convexity of the rate function
RSph(y) below the critical temperature, see Eq. (31) and Fig. 2, hint that our choice
of the normalization for magnetization is not quite right. That is, although the
distribution of
mN =
1
N
∑
(j,k)∈Tn
xj,k
is indeed asymptotically degenerate and concentrates at 0, as N → ∞, but if we
replace N by a softer normalization, then we could go back to the usual situation
where the distribution of order parameter concentrates at two points ±ρ∗. This is
precisely the result that we are going to establish in the present section.
For the distribution density of the renormalized magnetization
rN,γ =
nγ
N
∑
(j,k)∈Tn
xj,k,
where γ > 0, we obtain
fN,γ(ρ) =
βJN
2piiΘN
(
pi
βJ
)(N−1)/2 i∞+z0∫
−i∞+z0
dz√
Σn(z)(z − τn,1)
exp [NβJΓn(z, ρ)] , (32)
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where
Γn(z, ρ) = z − 1
2βJN
∑
(j,k)∈Tn
′
ln(z − λj,k)− Nρ
2
n2γΣn(z)
,
and the prime indicates that the sum over (j, k) does not include the term ln(z −
τn,1) corresponding to the (non-degenerate) maximal eigenvalue. The multiplier n
2γ
suppresses the blocking influence of Σn(z) and allows the saddle-point of Γn(z, ρ) to
enter the immediate vicinity of the eigenvalue τn,1 when β ≥ βc. But first we have
to find the distribution of rN,γ for high temperatures.
If β < βc, then the relevant saddle points zn(ρ) of Γn(z, ρ) do not approach τn,1
and evaluation of the integral (32) is straightforward. The relevant solution of the
saddle-point equation
1− L
′(z)
2βJ
− ρ
2
n2γ
σ′(z) = 0
is given by
zn(ρ) = z
∗ − 2βJρ2 σ
′(z∗)
L′′(z∗)
n−2γ +O(n−4γ),
where z∗ is the maximal solution of Eq. (16).
Therefore, for β < βc the main asymptotics of the distribution density of rN,γ is
given by
fN,γ(ρ) = exp
[
− N
n2γ
βJσ(z∗)ρ2 +O(Nn−4γ)
]
. (33)
Note that the quadratic rate function βJσ(z∗)ρ2 can be obtained formally from the
rate function RSph(y), see Eq. (31), if we substitute n
−γρ instead of y. However,
below the critical temperature the situation becomes very different.
To evaluate the integral in Eq. (32) for β > βc we have to locate singularities of
the integrand in the vicinity of the maximal eigenvalue z = τn,1. The singularities
of Ln(z) and Σn(z) at
τn,1 =
√
2
(
1− pi
2
2
n−2 + pi2n−3
)
+O(n−4)
cancel each other, therefore the integrand is analytic at z = τn,1. The second-largest
eigenvalue of the Cayley-tree matrix
τn−1,1 =
√
2
(
1− pi
2
2
n−2
)
+O(n−4)
is also non-degenerate and the point z = τn−1,1 is the sticking point — the most
important singularity of the integrand. It prevents the saddle-point from sliding
further to the left when ρ2 is small, and the eigenvector v(n−1,1), corresponding to
τn−1,1, is the state absorbing the macroscopic “condensation” taking place when the
temperature drops below a certain critical level Tph.s. where phase separation begins,
see Eq. (36).
16
Another important singularity of the integrand is the maximal zero of Σn(z) at
sn =
√
2
(
1− pi
2
2
n−2 − 2pi2(
√
2 + 1)n−3
)
+O(n−4).
It however lies to the left of τn−1,1, a bit further away from τn,1, and, hence, in the
present set up sn is not the sticking point. That is, z = sn is not the singularity
preventing the saddle-point from sliding further to the left. The main reason for
that is orthogonality of the eigenvector v(n−1,1) and the constant vector xj,k = 1
associated with the conventional and renormalized magnetizations, mN and rN,γ,
respectively. However, if we decide to look look at large-deviation probabilities of
other observables, for instance, of the magnetization of a subdomain Dn ⊂ Tn, then
the situation could become very different, and the maximal zero of Σn(z) could
become the sticking point.
The formulae for τn,1, τn−1,1, and sn suggest that in order to evaluate the integral
(32) by the saddle-point method we have to introduce a new integration variable ζ
via
z =
√
2
(
1− pi
2
2
n−2 + pi2ζn−3
)
.
If z > τn−1,1, that is, if ζ > 0, then the large-n asymptotic expansion of the function
Γn(z, ρ) is given by
Γn
[√
2
(
1− pi
2
2n2
+ pi2ζn−3
)
, ρ
]
=
√
2
(
1− pi
2
2n2
+ pi2ζn−3
)(
1− βc
β
)
− 1
n2γ2
√
2
(
√
2− 1)2(ζ − 1)ρ2
(
√
2 + 1)2 + (ζ − 1) +O(n
−2(1+γ)).
The two ζ-dependent terms are of the same magnitude if γ = 3
2
. Differentiating the
function Γn(z, ρ) (with γ replaced by
3
2
) over ζ we obtain the following equation for
the saddle point ζ∗:(
1− βc
β
)
pi2 − ρ
2
4
1(
(
√
2 + 1)2 + ζ − 1
)2 = 0.
Since z = τn−1,1 is the sticking point, the relevant solution ζ∗ must be non-negative.
Therefore
ζ∗ = −2(1 +
√
2) +
|ρ|
2pi
√
1− βc
β
,
if
|ρ| > ρc ≡ 4pi(
√
2 + 1)
√
1− βc
β
, (34)
and ζ∗ = 0, otherwise.
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Figure 3: Rate functions for the order parameter rN, 3
2
of the spherical model on a
Cayley tree for β = βc (left) and for β = 2βc (right).
On applying the saddle-point method to the integral (32) and using Eq. (24) for
the main asymptotics of the partition function we obtain the following expression
for the distribution density of the order parameter
fN, 3
2
(ρ) = exp
(
−Nn−3RCayley(ρ) +O(N/n5)
)
, (35)
where
RCayley(ρ) =
√
2βJ ×

[
pi√
2− 1
√
1− βc
β
− |ρ|
2
(
√
2− 1)
]2
, if |ρ| ≥ ρc;
pi2
(
1− βc
β
)
− ρ
2
8
(
√
2− 1)3, if |ρ| < ρc.
The main features of the rate function RCayley(ρ) are shown in Figure 3. It vanishes
at the points
ρ = ±ρ∗ ≡ ± 2pi
(
√
2− 1)2
√
1− βc
β
.
These points are the equilibrium values of the order parameter rN, 3
2
of the spherical
model on a binary Cayley tree.
The critical level ρc, given by Eq. (34), can be also interpreted as a relationship
for the critical temperature of the “spherical” lattice gas on a Cayley tree. If we
consider the ensemble with the gas density
1
N
∑
(j,k)∈Tn
xj,k
18
fixed at n−3/2ρ, then, as it follows from Eq. (34), a phase separation takes place in
the system when the temperature drops below
Tph.s = Tc
1− (√2− 1
4pi
)2
ρ2
 . (36)
Since the saddle-point of the integral (32) sticks at the second-largest eigenvalue
τn−1,1, the formula for the eigenvector v(n−1,1) suggest the following picture below
the phase-separation temperature Tph.s. The high-density phase (xj,k > 0) gathers
in one half of the binary tree, while the low-density phase (xj,k < 0) is all that
remains in the other half of the binary tree.
8 Discussion and concluding remarks.
The analysis of previous sections can be extended to the case of a Cayley tree with
branching ratio q > 2 at the expense of extra technical efforts. According to [2],
the second-largest eigenvalue τn−1,1 is (q − 1)-times degenerate. This degeneracy
has certain macroscopically observable consequences in lattice-gas models, that is,
in models with fixed value of properly normalized gas density (total spin).
Phase separation in lattice-gas spherical models is a condensation into eigenvec-
tors corresponding to the second-largest eigenvalue τn−1,1. In the case q = 2 the
condensation scenario is quite simple. An n-generation Cayley tree, Tn, consists
from the root, the left sub-tree T Ln−1 and the right subtree T
R
n−1, see Fig. 4. Accord-
ingly, the eigenvector v(n−1,1) is a combination of the high-density and low-density
ground states in the left and right subtrees (or vice-versa) and zero-value at the
root. Therefore, the condensation scenario on a binary tree is quite simple. If the
fixed value of normalized gas density is not equal to the equilibrium value, then
the excess of the high-density phase gathers in the left or right subtree, while the
low-density phase gathers in the opposite subtree.
If we consider a Cayley tree with branching ratio q > 2, then the number of
phase-separation scenarios increases. For instance, if q = 3, then Tn contains three
(n − 1)-generation subtrees, and the high-density phase could gather either in one
or in two of the three available subtrees.
The widely known solution of the Ising model on a Cayley tree (the IC model) de-
scribed in the book by Baxter [1] is based on calculating the magnetization induced
by a homogeneous field h applied at the boundary. If the temperature is sufficiently
high, then (in the thermodynamic limit) the boundary field has no influence on the
random variables xj,k located close to the root of the tree. However, when the tem-
perate is below TB: tanh(JβB) = 1/2, an arbitrarily weak boundary field h induces
non-zero expected values of all random variables, including those located around
the root of the tree. Namely, the boundary field induces a magnetization mN (h)
in the middle of the tree, and mN (h) converges to a non-zero limit m(T ) sgn(h) as
N →∞. Moreover, m(T ) does not depends on h. The penetration temperature TB
was interpreted in [1] as the critical temperature of the IC model.
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As a rule, the penetration temperature and the critical temperature coincide in
finite-dimensional systems. However, the situation becomes very different when we
consider models on Cayley trees. Indeed, the exact solution reported in the present
paper shows that the critical and the penetration temperatures differ in the case of
the spherical model. For the characteristic function
χj,k(t) = 〈exp(itxj,k)〉n
of the random variable xj,k at the node (j, k) ∈ Tn we obtain the following large-n
asymptotics
χj,k(t) ∼ exp
− t2
4βJ
∑
(l,m)∈Tn
(
v
(l,m)
j,k
)2
z∗n − λl,m
+
it
2J
∑
(l,m)∈Tn
φl,mv
(l,m)
j,k
z∗n − λl,m
 , (37)
where φl,m are the scalar products of the eigenvectors v
(l,m) and the homogeneous
boundary field, see Eq. (13). Since φl,m 6= 0 only for l = n, the large-n asymptotics
of the expected values of the random variables xj,k are given by
〈xj,k〉n = 1
2J
∑
(l,m)∈Tn
φl,mv
(l,m)
j,k
z∗n − λl,m
=
2(n−j)/2h
2(n+ 1)J
n∑
m=1
2 sin pinm
n+1
sin pijm
n+1
z∗n −
√
2 cos pim
n+1
.
Equation (12) yields
〈xj,k〉n = 2
(n−j+1)/2h
2J
xj+(z
∗
n)− xj−(z∗n)
xn+1+ (z∗n)− xn+1− (z∗n)
.
Therefore, the effective field generated by the boundary conditions penetrates inside
the tree once x+(z
∗) ≤ √2, that is, once z∗ ≤ 3
2
. Looking at the saddle-point
equation (21) we conclude that the penetration temperature of the spherical model
is given by
Tp =
J
WCayley(3/2)
1− 1√
2
(
h
2J
)2 ,
where
WCayley(3/2) =
∞∑
j=2
2−j
(
j
2j + 1
2j − 1 − 3
)
.
The penetration temperature Tp is the direct analogue of the critical temperature
of the Ising model on a Bethe lattice, TB.
The large-deviation probabilities for the order-parameter rn, 3
2
decay exponen-
tially with N/n3 (not with N). Nevertheless, the low-temperature phases of the
spherical model on a Cayley tree should be classified as rigid. Indeed, the bench-
mark of rigidity is the behavior of large-deviation probabilities for T > Tc. Accord-
ing to Eqs. (33) and (35) large-deviation probabilities for rn, 3
2
decay exponentially
with N/n3 both below and above the critical temperature Tc. Therefore, the low-
temperature phases are rigid.
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Appendix A. Spectral Properties of Cayley-Tree Matrices.
Often, methods developed for solving various 1D models are successfully applied
to the corresponding models on Cayley trees. Not surprisingly, after a minor effort,
calculation of eigenvalues λk,l and eigenvectors u
(k,l) of the Cayley-tree matrix M̂N
having N = 2n − 1 rows and columns, see Eq. (2), is reduced to investigation of
spectral properties of tri-diagonal matrices.
We use the symbols λk,l and u
(k,l) to denote an abstract complete set of N eigen-
values and orthonormal eigenvectors of the Cayley-tree matrix M̂N . For instance,
we use these notations to diagonalise the Hamiltonian Hn of the spherical model,
see Eq. (1). In this case, the ranges of indexes k and l in the eigenvalues λk,l and
eigenvectors u(k,l) mimic the labelling of nodes in the tree Tn: l = 1, 2, . . . , 2
k−1; and
k = 1, 2, . . . , n.
We use the symbols τk,l and v
(k,l;j) to denote the spectrum (the set of different
eigenvalues) of the matrix M̂N and the corresponding eigenvectors. In this case, as
we shall see below, the indexes k and l run over the triangular array l = 1, 2, . . . , k;
k = 1, 2, . . . , n. The multiplicities of eigenvalues τk,l are denoted either mn;k,l, or
mk,l if it is clear from the context how many generation the Cayley tree contains.
The last index in v(k,l;j), separated from the others by a semicolon, reflects the
multiplicity of eigenvalue τk,l: j = 1, 2, . . . , mk,l. If mk,l = 1, then one can omit
the multiplicity index j, v(k,l;j) = v(k,l;1) = v(k,l). In the recursive procedure used
below for constructing the complete set of eigenvectors of M̂N it might be necessary
to specify explicitly the number of tree generations, n. Alas, in such cases we have
to append one more superscript to eigenvectors and use symbols like v(n;k,l;j) or
v
(n;k,l). If specified at all, the number of generations, n, is always the first single
index separated from the others by a semicolon.
We use two kinds of indexing for the components of a vector x. When the compo-
nents must be ordered explicitly we use a single index, x = {xj : j = 1, 2, ..., 2n−1}.
If it is necessary to take into account the tree structure, we mimic the indexing of
nodes in the tree Tn: x = {xi,j : j = 1, 2, ..., 2i−1; i = 1, 2, ..., n}. The component xj
with j = 2n−1 of an explicitly ordered vector x always corresponds to the root (the
node (1, 1)) of the tree Tn. Therefore, we call xj with j = 2
n−1 the root component.
We begin our quest for spectral properties of Cayley-tree matrix M̂N with finding
all special eigenvectors v ≡ {vj,k : (j, k) ∈ Tn} having the following form
vj,1 = vj,2 = . . . = vj,2j−1 = yj, for j = 1, 2, . . . , n. (38)
That is, our first aim is to find all eigenvectors with identical components along each
generation of the tree. Since, the components vj,k of any eigenvector satisfy a linear
relationship of the form
1
2
vj−1,l + 12vj+1,m +
1
2
vj+1,m+1 = λvj,k,
the components of the vector y ≡ {yj}nj=1 satisfy the relationship 12yj−1+yj+1 = λyj.
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Hence, the vector y is one of the eigenvectors of the n× n tri-diagonal matrix
L̂n =

0 1
1
2
0 1 0
1
2
0
. . .
. . .
. . .
. . .
. . . 0 1
0 1
2
0 1
1
2
0

.
Therefore (non-degenerate) eigenvalues τn,l corresponding to special eigenvectors
v
(n,l) of the matrix M̂N coincide with the eigenvalues Λn;l =
√
2 cos pil
n+1
, l = 1, 2, . . . , n
of the matrix L̂n. The eigenvectors of L̂n are given by
y
(n;l) =
{
y
(n;l)
k
}n
k=1
=
{
2−k/2 sin
pikl
n+ 1
}n
k=1
, k = 1, 2, . . . , n.
Note that the first component y
(n;l)
1 of any eigenvector y
(n;l) is greater than 0.
Since the matrix L̂n is asymmetric, the vectors y
(n;l) are linearly independent but
they are not orthogonal. Formally, the reason for the lack of orthogonality are the
multipliers 2−k/2. However, there are exactly 2k−1 nodes (k, j) in the k-th generation
of a binary tree Tn. Therefore, the special eigenvectors v
(n,l) constructed from the
vectors y(n;l) according to Eq. (38) are orthogonal.
Complete sets of eigenvalues and eigenvectors for the matrices
M̂N with N = 2
n − 1, n = 2, 3, . . .
can be constructed from the eigenvalues and eigenvectors of M̂(N−1)/2 and from the
eigenvalues Λn;l(= τn,l) of the matrix L̂n and the corresponding special eigenvectors
v
(n,l). In the case of a tree with two generations, T2, the eigenvalues and eigenvectors
of the matrix L̂2 are given by
Λ2;1 = − 1√
2
, Λ2;2 =
1√
2
and y(2;1) =
( √
2
−1
)
, y(2;2) =
( √
2
1
)
.
The corresponding special eigenvectors of the Cayley-tree matrix
M̂3 =
 0
1
2
0
1
2
0 1
2
0 1
2
0
 are given by v(2,1) =
 −1√2
−1
 , v(2,2) =
 1√2
1
 . (39)
The remaining eigenvalue of the matrix M̂3 is τ1,1 = 0, and the corresponding
eigenvector is v(1,1) = (1, 0,−1)T.
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Before turning to the general induction step it is instructive to see how one can
construct eigenvalues and eigenvectors of the Cayley-tree matrix
M̂7 =

0 0 1
2
0 0 1
2
0
1
2
1
2
0 1
2
1
2
0 1
2
1
2
0 1
2
1
2
0 1
2
0 0
1
2
0 0

,
from the eigenvalues and eigenvectors of the matrix M̂3.
The last three eigenvalues of M̂7 are the eigenvalues of the matrix L̂3:
τ3,1 = Λ3;1 = −1, τ3,2 = Λ3;2 = 0, τ3,3 = Λ3;3 = 1.
The eigenvectors of the matrix L̂3 are given by
y
(3;1) =
 1−1
1
2
 , y(3;2) =
 10
−1
2
 , y(3;3) =
 11
1
2
 .
Hence, the special (constant along generation) eigenvectors of the matrix M̂7 are
v
(3,1) =
(
1
2
,
1
2
,−1, 1,−1, 1
2
,
1
2
)T
,
v
(3,2) =
(
−1
2
,−1
2
, 0, 1, 0,−1
2
,−1
2
)T
,
v
(3,3) =
(
1
2
,
1
2
, 1, 1, 1,
1
2
,
1
2
)T
.
The remaining eigenvalues τ1,1, τ2,1, τ2,2 of M̂7 are identical to the eigenvalues
τk,l of the matrix M̂3, but, as we will see shortly, the eigenvalue τ1,1 of M̂7 is twice
degenerate, m3;1,1 = 2.
To find the eigenvectors of the matrix M̂7 corresponding to τ1,1, take the eigen-
vector v(2;1,1) of M̂3 and note that the root component of v
(2;1,1) is zero, v
(2;1,1)
2 = 0.
The vectors (1,−1, 0)T and (0,−1, 1)T — permutations of x(2;1,1) — are eigenvectors
of the 3 × 3 blocks in, respectively, the upper left and lower right corners of M̂7.
Therefore the vectors
v
(3;1,1;1) = (1,−1, 0, 0, 0, 0, 0)T and v(3;1,1;2) = (0, 0, 0, 0, 0,−1, 1)T
are eigenvectors of the matrix M̂7 corresponding to the eigenvalue τ1,1. Note that
we are able to construct two orthogonal eigenvectors of the matrix M̂7 from the
eigenvector v(2;1,1), because the root component of v(2;1,1) is equal to 0.
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The remaining eigenvectors of M̂7 are constructed from the eigenvectors v
(2;2,1)
and v(2;2,2) of the matrix M̂3, see Eq. (39).
The permutations  11√
2
 and

√
2
1
1

of v(2;2,2) are eigenvectors of, respectively, the upper left and lower right 3×3 blocks
of the matrix M̂7. An inspection shows that the anti-symmetric vector
v
(3;2,2) =
(
1, 1,
√
2, 0,−
√
2,−1,−1
)T
is the eigenvector of the matrix M̂7 corresponding to the eigenvalue λ2,2 =
1√
2
.
Analogously, the anti-symmetric vector
v
(3;2,1) =
(
−1,−1,
√
2, 0,−
√
2, 1, 1
)T
constructed from permutations of v(2;2,1) is the eigenvector of the matrix M̂7 cor-
responding to the eigenvalue λ2,1 = − 1√2 . Note that the root components of the
eigenvectors v(2;2,1) and v(2;2,2) are not equal to zero and each of those vectors gen-
erates exactly one eigenvector of the matrix M̂7. The three special eigenvectors
together with the four eigenvectors constructed from the eigenvectors of the matrix
M̂3 make up a complete set of eigenvectors of the matrix M̂7.
Using essentially the same procedure one can construct the eigenvalues and eigen-
vectors of a matrix M̂2N+1 from those of the matrix M̂N , where N = 2
n − 1. The
first n(n+1)/2 eigenvalues τk,l of M̂2N+1 are the eigenvalues of M̂N . The remaining
n + 1 eigenvalues of M̂2N+1 are the eigenvalues τn+1,l = Λn+1;l of the matrix L̂n+1.
A complete set of n+1 eigenvectors of L̂n+1 generates n+1 special (constant along
generations) orthogonal eigenvectors of the matrix M̂2N+1. Each eigenvector of M̂N
with the root component equal to 0 generates a pair of orthogonal eigenvectors of
M̂2N+1 (with zero root components). Finally, the set of n special eigenvectors of M̂N
generates n orthogonal anti-symmetric eigenvectors of M̂2N+1 (with the root com-
ponents equal to zero). Note that according to the above construction only special
eigenvectors have non-zero root components.
To justify the above recursive procedure we construct the matrix M̂2N+1 from a
pair of matrices M̂N used as building blocks. We begin from arranging in a simple
sequence the labels (j, k) of the matrix elements M(j,k),(l,m). That is, we number the
labels (j, k) by integers 1, 2, . . . , 2N + 1. Denote ÛN the matrix obtained from M̂N
if we number the labels from the bottom of a tree to the top. The exact numbering
algorithm is not important, but the root (1, 1) must receive the highest number
N ≡ 2n − 1. Denote D̂N the matrix obtained by numbering the labels (j, k) of M̂N
in the opposite order, from top to bottom. Now M(1,1),(k,l) are the elements of the
first row of the matrix M̂N . Note that, if (v1, v2, . . . , vN) is an eigenvector of ÛN ,
then (vN , vN−1, . . . , v1) is an eigenvector of D̂N with the same eigenvalue.
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Figure 4: An (n+ 1)-generation Cayley tree, Tn+1, consists from the root, with the
attached variable x1,1, and from two identical n-generation trees, T
L
n and T
R
n (left
and right), with the variables x2,1 and x2,2 attached to their roots.
Using the two matrices ÛN and D̂N as building blocks we can construct the
Cayley-tree matrix M2N+1 as shown in Fig. 4. We number the labels of the left
subtree by integers 1, 2, . . . , 2n− 1 from bottom to top, assign the number 2n to the
root of Tn+1, and number the right subtree by integers 2
n + 1, 2n + 2, . . . , 2n+1 − 1
from top to bottom in the opposite order. The obtained Cayley-tree matrix M̂2N+1
looks like this
M̂2N+1 =

u1,1 . . . u1,N
...
. . .
... 0
uN,1 . . . uN,N
1
2
1
2
0 1
2
1
2
d1,1 . . . d1,N
0
...
. . .
...
dN,1 . . . dN,N

.
If we already know the eigenvalues and eigenvectors of the matrices ÛN and D̂N ,
then the eigenvectors of the matrix M̂2N+1 are constructed as follows. If v is an
eigenvector of ÛN with eigenvalue τ and with zero root component, that is, if vN = 0,
then (v1, . . . , vN , 0, . . . , 0) is an eigenvector of M̂2N+1 with the same eigenvalue τ .
Due to the simple relationship between the eigenvectors of ÛN and D̂N mentioned
above, the vector (0, . . . , 0, vN , . . . , v1) is also an eigenvector of M̂2N+1 with the
eigenvalue τ .
Let now v(n;n,l) be a special eigenvector of ÛN with the eigenvalue τn,l, then
v
(n+1;n,l) ≡ (v1, . . . , vN , 0,−vN , . . . ,−v1)
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is an eigenvector of M̂2N+1 with the same eigenvalue. Note that v
(n+1;n,l) is an
anti-symmetric vector with zero root component.
Now we are going to show that the obtained eigenvectors with zero-root compo-
nents and the n + 1 special eigenvectors obtained from linearly independent eigen-
vectors of the matrix L̂n+1 comprise the complete set of orthogonal eigenvectors of
the matrix M̂2N+1. Since the constructed eigenvectors are orthogonal, the obtained
set is complete if it contains 2N + 1 vectors. According to our recursive procedure,
the matrix M̂N has n special eigenvectors and N − n eigenvectors with zero root
component. Therefore, the matrix M̂2N+1, has exactly 2(N − n) + n = 2N − n
eigenvectors with zero root component. Together with n+1 special eigenvectors we
obtain 2N +1 orthogonal vectors. Therefore the obtained set is the complete set of
eigenvectors of the matrix M̂2N+1.
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Appendix B. Useful Sums and their Asymptotics.
In this appendix we derive an explicit expression for the sum
Σn(z) =
∑
(j,k)∈Tn
γ2j,k
z − λj,k ,
see Eq. (28), but we begin with a formula for the coefficients
γj,k ≡
∑
(l,m)∈Tn
u
(j,k)
l,m .
By construction, see Appendix A, only the special (constant along generations)
eigenvectors v(n,k) have non-zero sums of their components. Therefore
Σn(z) =
n∑
k=1
δ2n,k
z − τn,k , where δn,k =
∑
(l,m)∈Tn
v
(n,k)
l,m .
The normalized special eigenvectors v(n,k), k = 1, 2, . . . , n, are given by
{
v
(n,k)
l,m
}
(l,m)∈Tn
=
{
21−l/2√
n + 1
sin
pilk
n + 1
}
(l,m)∈Tn
.
Hence
δn,k =
n∑
l=1
2l−1∑
m=1
21−l/2√
n+ 1
sin
pilk
n + 1
=
1√
n+ 1
n∑
l=1
2l/2 sin
pilk
n+ 1
=
1√
n + 1
Im
n∑
l=1
(√
2 exp
ipik
n + 1
)l
=
√
2
n+ 1
sin
pik
n+ 1
1− (−1)k2n+12
3− 2√2 cos pik
n+1
.
Thus
Σn(z) =
2
n+ 1
n∑
k=1
sin2 pik
n+1
(3− 2√2 cos pik
n+1
)2
1 + 2n+1 − (−1)k2n+32
z −√2 cos pik
n+1
.
To find a manageable expression for Σ(z) let us introduce an extra parameter a
and consider the sum
S(a, z) =
2
n+ 1
n∑
k=1
sin2 pik
n+1
(a− 2√2 cos pik
n+1
)2
1
z −√2 cos pik
n+1
.
Now one can decimate the degree of the denominator and split the sum in two parts
S(a, z) = − 2
n + 1
d
da
n∑
k=1
sin2 pik
n+1
a− 2√2 cos pik
n+1
1
z −√2 cos pik
n+1
= − 1
n + 1
d
da
1
z − a/2
 n∑
k=1
sin2 pik
n+1
a/2−√2 cos pik
n+1
−
n∑
k=1
sin2 pik
n+1
z −√2 cos pik
n+1
 .
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Using the formula (12) with j = n we obtain
S(a, z) =
2−3/2(
z − a
2
)2
x2n+1+ (z)− x+(z)
x
2(n+1)
+ (z)− 1
− x
2n+1
+ (a/2)− x+(a/2)
x
2(n+1)
+ (a/2)− 1

+
2−1/2
z − a
2
2(n+ 1)x4n+2+ (a/2)− x2n+2+ (a/2)(
x
2(n+1)
+ (a/2)− 1
)2 − (2n + 1)x2n+ (a/2)− 1
x
2(n+1)
+ (a/2)− 1
 x+(a/2)√
a2 − 8 .
In particular
S(3, z) =
2−3/2(
z − 3
2
)2
x2n+1+ (z)− x+(z)
x
2(n+1)
+ (z)− 1
− 2
n+1/2 −√2
2n+1 − 1
+
+
1
z − 3
2
22n+1 − n2n+1 − 2n − 1
(2n+1 − 1)2 . (40)
Therefore for any z >
√
2 we obtain the following large-n asymptotics
N
Σn(z)
=
2
(
z − 3
2
)2
3z − 4−√z2 − 2 +O
[
x−2n+ (z) + n2
−n
]
.
If we introduce a new variable ζ via z =
√
2(1 + ζn−2), then we obtain the
following asymptotics
N
Σn
(√
2(1 + ζn−2)
) =
(√
2(1 + ζn−2)− 3
2
)2
1√
2
x2n+1+ (1+ζn
−2)−x+(1+ζn−2)
x2n+2+ (1+ζn
−2)−1 +
√
2(1 + ζn−2)− 2
+O
(
n2−n
)
.
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