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Kapittel 1 - Introduksjon I dette kapittelet forklarer jeg omstendig-
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Kapittel 2 - Utvikling frem til nå Her forklares den teknologiske ut-
viklingen vi har hatt, som gjør at parallellitet har blitt nødvendig.
Kapittel 3 - Teknikker for Parallellitet Her forklarer jeg om de litt
forskjellige teknikker som blir brukt for å innføre parallellitet i dagens
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Kapittel 4 - Diskusjon I diskusjonskapittelet tar jeg opp problemstill-
ingen om vektingen mellom letthet å skrive kontra ytelsen i resulterende
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Kapittel 5 - Hva gjør PRP Dette kapittelet åpner med en overordnet
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hvordan de ulike delene av systemet fungerer.
Kapittel 6 - Revurderinger av krav dagens PRP har visse krav til
brukerens program. Disse kravene kan nå revurderes I forhold til til mitt
arbeid med PRP. Hvert krav blir evaluert og forklart.
Kapittel 7 - Forbedringer i PRP-systemet I dette kapittelet beskriver
jeg de endringene jeg har gjort på PRP i løpet av min tid med denne
masteroppgaven.
Kapitél 8 - Ytelsesforbedringer I dette kapittelet tester jeg ytelsen i
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Kapittel 9 - Konklusjoner I dette kapittelet presenterer jeg mine
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Kapittel 10 - Forslag til videre forbedringer I dette kapittelet beskriver
jeg alle mine idéer og observasjoner om ting som kan gjøres for å gjøre
PRP-systemet bedre.
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Kapittel 1
Introduksjon
I denne teknologiske tidsalderen har det alltid vært et meget stort
krav på datakraft. Denne kontinuerlige utviklingen gjør at gamle
datamaskiner med enkle kjerner ikke lenger er nok.
Grunnen ligger i at teknologien for enkle kjerner har nådd en fysisk
barrière. Dette gjøres synlig i det man øker klokke-frekvensen ytterligere
på nye prosessorer, og kan vitnes ved at energiforbruket påkrevd for
å kjøle ned prosessorene øker drastisk i det man kommer opp mot
visse klokkefrekvenser [3]. Man bruker derfor flere datamaskiner eller
maskiner med flere kjerner istedenfor bruk av én-prosessorarkitektur.
En samling av flere datamaskiner som samarbeider om en oppga-
ve kalles en klynge. Få organisasjoner har de resursene som skal til
for å operere de kraftigste klyngene. I nåværende epoke av prosessor-
utvikling har industrien vært istand til å levere ulike nye prosessor-
teknologier. Dette inkluderer skreddersydde prosessorer for spesialiser-
te oppgaver såvel som brikker med flere kjerner for generelt bruk. Vi
har dermed økt antall prosessorer for datamaskiner i ordinært salg. Det-
te øker i sin tur den totale teoretiske datakraften. Men ikke alle forbed-
ringene som er tilgjengelige i denne nye teknologien er mulig å utnytte
umiddelbart. Dette er en stor endring fra tiden da enkle prosessorer var
standard i markedet. Den gang ga de fleste nye teknologier umiddelbar
forbedring av ytelsen med liten eller ingen endring av koden.
Applikasjoner med flere tråder er i praksis ulik sekvensielt kjørte
applikasjoner. Problemstillinger hvor man enten behandler store meng-
der data og/eller som krever tunge algoritmer for å få beregnet disse
kan ha nytte av å bli kjørt parallelt på flere kjerner og noder for økt
effektivitet. Dette krever at utregningen i det hele tatt er mulig å paral-
lellisere. Rent matematisk betyr det at kravet er at man må kunne dele
problemstillingen eller datasettene i flere mindre deler. Svarene til disse
del-problemstillingene kan til slutt kombineres til det endelige svaret. I
enkelte tilfeller kan det være fordelaktig å gjøre slike oppdeler av både
1
datasett og algoritmer. Problemer hvor svarene har innflytelse på hver-
andre er ikke enkle å parallellisere på noen god, kjent måte ––fordi tallene
i rekken vanskelig kan gjøres uavhengige av hverandre.
Jeg ser for meg tre måter man kan parallellisere et program;
• Fra Bunnen : Å bruke programmeringsspråkets funksjoner for å
skrive om programmet. Man lager dermed ferske algoritmer med
parallellisering. Dette vil kreve mest utviklingstid, men vil være det
beste alternativet dersom prosjektet har høye krav til ytelse.
• Rammeverk: Å skrive om prosjektet til å bruke bestemte ferdige
rammeverk som håndterer parallelliteten. Vil sannsynligvis være
mye raskere enn å skrive om programmet fra bunnen. Dette
krever dog noe omskrivning. Et eksempel på et slikt rammeverk
er ProActive. Les mer om dette rammeverket i 3.3 på side 16.
• Preprosessor : Med en preprosessor kan man gå utifra at man behol-
der eksisterende kode. Preprosessoren vil transformere koden til å
bli parallell i det man trenger å kjøre programmet parallelt. Denne
omformingen kan gjøres med automatikk dersom man for eksem-
pel ønsker å holde de to ulike utgavene separat. Man kan da for
eksempel videreutvikle den sekvensielle applikasjonen mens man
leverer en parallell løsning.
I en løsning generert av en preprosessor vil man overlate parallell
kjøring til preprosessorens produkt. Dette produktet vil som regel
opptre sammen med et tilhørende bibliotek. Løsningen vi skal se
nærmere på i denne oppgaven er en implementasjon av en preprosessor
kalt Parallelle Rekursive Prosedyrer : PRP er inspirert av en artikkel
skrevet av førsteamanuensis Arne Maus i 1978 [15] og har blitt videreført
av ulike master-studenter.
Grunnen til at vi faktisk ser på denne problemstillingen igjen, er at
det å skrive og vedlikeholde ikke-sekvensiell kode er langt ifra trivielt.
I tillegg til dette er den nye løsningen fortsatt ikke ideell å bruke. Selv
mens vi skriver sekvensiell kode, kan det forekomme mange feil i koden.
Feil i et ikke-sekvensielt program vil kunne manifestere seg forskjellig
fra kjøring til kjøring. Slike feil vil dermed være vanskeligere å rette.
Den typiske måten å finne feil er å teste og feilrette ulike eksempler til
feilen forsvinner. Man vil ikke lett kunne bruke en slik metode for å finne
feil i et ikke-sekvensielt system.
En mulighet man har for å analysere hva som skjer er såkalt en
back in time debugger, som lar en arkivere eksekverings-historikk, slik at
man kan inspisere variable og hvordan deres tilstand var før eventuelle
uønskede tilstander tok sted. Andre måter å analysere symptomene på
må brukes i tillegg. Under slike omstendigheter vil det totalt ta betydelig
lengre tid å finne feilene.
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Kapittel 2
Utvikling frem til nå
Poenget med dette kapitélet er skape en grunneggende forståelse
på hvorfor parallell og distribuert programmering er viktig i dag.
Dette kapittelet vil gi et innblikk på dagens situasjon og hvordan
vi kom hit. Dette er viktig for å forstå situasjonen vi er i dag rent
teknologisk. Hva slags typer programvare har behov for parallelle og
distribuerte beregninger? Hvor brukes det i dag, både kommersielt
og ikke kommersielt? Noen svar på disse spørsmålene finnes i dette
kapittellet.
2.1 Utvikling i hardware
Siden mikroprosessoren ble konstruert, har Moores lov blitt etterlevd i
ulike varianter [24]. En vanlig formulering av denne loven, i følge [24] er
at man observerer en dobling av antall transistorer man kan legge på en
integrert krets hver attende måned.
For å fortsette å følge loven i dag, må man inkludere prosesse-
ringskaft fra den generelle prosessoren med flere kjerner. For å få en
bedre tilnærming til utviklingen av parallell datakraft over tid, har man
innført en ny lov. Denne nye loven kalles Amdahls lov. Dette er beskrevet
følgende i [9]; For andelen ∆ av beregningen som må utføres sekvensielt,
så vil man få en ytelsesøkning Ω. N i ligningen er antall prosessorer.
Ω ≦ 1∆+ 1−∆
N
(2.1)
Før introduksjonen av flere kjerner var det allerede populært i visse
kretser med maskiner med flere prosessorer. Det vil si flere sokkeler
for prosessorer på samme hovedkort. Både utvikling av den generelle
prosessoren og grafikkprosessorene har gjennomgått en slik utvikling
med flere kjerner på en prosessorsokkel og flere separate prosessorer
for å få ut mest mulig ytelse.
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2.1.1 Dagens prosessorer
Den arkitekturen som er mest i spissen i dag er Intel sin firekjerne i7
Quad. Denne består av 4 prosessorer som er i stand til å operere 2
tråder per kjerne med såkalt hypertråding teknologi. For en bruker av
et operativsystem på en slik maskin vil dette se ut som 8 prosessorer.
Figur 2.1 viser arkitekturen til en av dagens fler-kjernede prosessorer.
Det er også på vei en teknologi som er en slags hybrid mellom generelle
prosessorer og grafikkprosessor som skal benytte seg av 8 separate
kjerner [19]. Dog teknologien har på sikt planer om å skalere langt forbi
dette med antatt lineær ytelsesforbedring [19]. Denne vil ha en 512bit
behandlingsenhet for vektorer. Designet spesielt med tanke på å kunne
være langt mer fleksibel en dagens GPU. Dette er siden det vil være
mulig å programmere den med et redusert x86 instruksjonssett. Dette
prosjektet har antatt kodenavnet Larrabee [19].
Figur 2.1: Multi Core Kjerne
2.1.2 Utvikling i infrastruktur
De siste årene har prosessorer hatt en aggressiv utvikling på markedet
i sammenheng med ulike teknologigrupper. For eksempel økning
av cache-minne på selve prosessoren. For hvert ledd i kjeden fra
prosessoren sies det at hastigheten blir delt med en faktor for hvert steg.
Dersom man skal laste et program fra hardisk må dette mellom endel
ledd før dette programmet blir kjørt på en CPU. Først blir programmet
lastet fra hardisk til hoved-hukommelsen som er det største lageret
på hovedkortet. Dette vil bli lastet på minne via MCUen og oppover i
kjeden til CPUens hurtigminne før den endelig blir lastet til prosessorens
registre. Disse siste leddene er vist på figur 2.1. Denne faktoren varier
mellom typisk alt fra 5 til 1000. Særlig drastisk er forsinkelsen mellom
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cache-minne på prosessoren og hovedhukommelsen1 på hovedkortet og
mellom hoved-hukommelsen og virtuell minne på harddisken. Typisk
er det meget merkbart for brukeren i det operativsystemet må bruke
hovedhukommelsen på hovedkortet hyppig.
Figur 2.2: Enkel-prosessor arkitektur
Solid State På vei inn er nå er harddisker basert på flash-minne.
Det sentrale målet med disse er å redusere den forsinkelsen man har
mellom harddisk og hovedhukommelsen. I tillegg håper man på at
disse hardiskene lever lenger enn klassiske harddisker med bevegelige
deler. Dette er fordi man da ikke har noe mekanisk utmattelse [16].
Forsinkelsen mellom hovedhukommelsen og hardisk har lenge vært stor
flaskehals i den totale ytelsen. Denne teknologien har derfor tiltrukket
seg mye oppmerksomhet.
Northbridge Det har etterhvert blitt meningsfullt å konstruere avan-
serte arkitekturer. Da spesielt arkitekturer på datamaskinens hovedkort
som kan håndtere flere separate prosessorer med delt minne. Ny inno-
vasjon har ført til at minnekontrolløren har blitt plassert sammen med
prosessorens brikke. Dette er for å redusere forsinkelse. Spesifikt forsin-
kelse fra sendte koordinasjonsmeldinger fra CPU til resten av systemet
over transportkanalen. Dette har vist seg å være bra nok til at både AMD
og Intel har implementert slike løsninger for sine systemer.
2.1.3 Spesialiserte kjerner
Spesialiserte kjerner utvider eksisterende instruksjons-sett med nye in-
struksjoner til spesialiserte formål. Disse kan utføre flere operasjoner
enn generelle kjerner på færre klokkesykluser. Dette har blitt mer og
mer populært. Dette kan være et tegn på at visse markeder er i større og
større grad er på vei vekk fra konseptet bak RISC arkitekturen. RISC ar-
kitektur består av en serie mange korte instruksjoner. Tilsammen utgjør
settene av de mindre instruksjonene det samme som enkle instruksjo-
ner i såkalt CISC(Complex Instruction Set Computers) arkitektur. CISC
arkitektur kan sies å nå være dominant på markedet. Dette på grunn av
1aka ”main memory”
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nettopp denne begrensningen på antall klokkesykluser på hver enkelt
maskin introdusert av økt varme. For applikasjoner som ikke er skrevet
for parallell kjøring eller ikke er enkelt å parallellisere, må særbehand-
les. Derfor er det en fordel om den kan kjøres best mulig på en enkel
prosessor. Spesialiseringene innebærer at man hele tiden får stadig mer
kompliserte operasjoner som er det stikk motsatte av idéen bak RISC
arkitekturen.
Spesialiseringer kan være nettverk, to-dimensjonal grafikk, video, lyd
og tegning av 3D. Dette involverer ofte bruk av biblioteker for å få
tilgang til ny funksjonalitet. Den gode nyheten er at det finnes kjente
biblioteker. Disse er enklere i bruk enn å skrive direkte kall i assembler.
Men ikke alle bruksområder har ett enkelt bibliotek. For eksempel på
grafikkfronten er både OpenGL og DirectX populære vanlige standarder
innenfor bruksområdet grafikk.
Et rammeverk skrevet for bruk av grafikkkort til generelle parallelli-
serte formal, er CUDA fra Nvidia corp. Det tilbys høynivå tilgang til slik
funksjonalitet som rammeverk enten via C aller OpenCL som er et åpent
rammeverk for slike høynivå språk for beregninger. Dette lar en for ek-
sempel kontrollere grafikkkort som har opptil 240 interne kjerner for
generelt bruk [8].
2.1.4 Utvidete instruksjons-sett
Både Intel og AMD har i det siste tiåret utviklet en rekke tillegg. Disse
tilleggene utvidet de eksisterende instruksjonssettene. Noe av det mest
banebrytende sies å være AMD sitt motforslag til det feilaktige 64 bits
instruksjons-settet som Intel opprinnelig introduserte. AMD brukte det
gamle 8 bits flagg bittet for å markere 64 bits instruksjoner. Dette gjør
at det ikke fungerer å kjøre 8 bits kode på moderne prosessorer. AMD
sitt x86-64 ble etterpå adoptert av Intel. Den totale summen av dette,
er at moderne maskiner er istand til å håndtere større regneoperasjoner
i enkle instruksjoner, større registre og å kunne adressere mer enn 4
gigabyte med minne. Andre utvikling har for eksempel handlet om å
la prosessorer kunne håndtere 2 tråder samtidig uten å måtte foreta
kontekstbytte, såkalt hypertråding, se [2].
Men mye komparativ oppførsel på markedet har ført til utvikling av
mange nye instruksjoner på typiske operasjoner. Disse er utviklet med
mål om å redusere antall brukte klokkesykluser. Disse teknologiene har
fokusert på optimalisering av bandt annet flytepunktsoperasjoner. Dette
har ulikt bruk, med et tungt fokus på utregning av geometri brukt i
applikasjoner som benytter seg av tredimensjonalt rom. Disse har stort
sett holdt seg til å kun bruke eksisterende registre. Dette for å ikke
fremtvinge oppdateringer av operativsystemer for å forenkle det for
programmerere å ta teknologien i bruk. Et eksempel på algoritme som
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har hatt behov for optimalisering er H264. Standarder som H264 er kjent
for å være krevende. Disse har anskaffet seg påkrevd optimalisering ved
hjelp av de utvidete instruksjonssettene [14]. Dette kan vider forbedres
med teknologi som er på vei under navnet AVX,tidligere kjent som SSE52.
Dette bli utvidelse eksistenderende SSE med fokus på beregning av
vektorer, se [6] .
I senere er det under utvikling helt nye spesialiserte instruksjonssett
for prosessorer. Et eksempel på disse er et sett som inkluderer
instruksjoner for bruk for teknikker for kryptering som AES3. Detaljer
om denne spesifikasjonen er å finne på [11].
2.1.5 Parallell Programvare
Tradisjonelt har noen typer programvare brukt flertrådet prosessering.
Dette er programvare som har brukt veldig mye resurser men som ikke
et veldig utbredt bruksområde. Eksempelvis dreier dette seg om grafisk
programvare som Photoshop for 2d og Lightwave, 3Dstudio max og Maya
for 3d har lenge vært skrevet med støtte for å bruke mange tråder for
å tegne bilder. Dette siden det har eksistert større maskiner med mange
prosessorer (MP), som for eksempel selskaper som filmbyråer har brukt
til å lage spesialeffekter.
I forrige epoke hvor enkle kjerner var de-facto standard, var tråder
ikke brukt for yteles-sensitive programmer som spill. Dette var fordi
at å innføre tråder for applikasjoner med visse optimalisering ga
redusert ytelse. Dette siden det er en viss kostnad for å bytte tråder.
Denne kostnaden var av en slik orden, at instruksjonsmanualer for
programmering fra denne epoken advarte mot bruk av tråder.
Da 3D ble en sentral del av spill på 90 tallet ble forbrukeres kjøringer
av 3D kjørt nesten eksklusivt sekvensielt. Men allikevel ble 3D for bruk
til spill en sterk drivende kraft for utvikling av hardware. Hardware som
nå også for 3D grafikkprosessorer til en viss grad har blitt parallelt.
3D sies å la seg enkelt parallellisere siden bilder er delt i opp i de
synlige delene av millioner av enkeltdeler. Disse er delt i primitive tegnet
som trekanter. På kort spesialisert for å tegne 3D, har det lenge være
vanlig med avanserte nivåer av bruk av pipelines for oppnå en type
parallellisering.
Men også endel filtre for bruk i Photoshop og lignende programvare.
Algoritmer for bilder og video er også tungt og men også ofte lett
parallellisertbart. Video er derimot ikke fullt like enkel å håndtere
ettersom det er et krav om at videoen skal en-kodes og dekodes i
sanntid. Programmer som Photoshop har blitt populært i almen bruk
2Streaming SIMD Extensions
3Advanced Encryption Standard
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i de senere år. Dette har ikke gjort mye for å forbedre situasjonen for
annen programvare.
Programmer med lyd har nylig begynt å bruke lydprosessorer gjen-
nom rammeverket OpenAL4 som er lyd-verdenens svar på grafikkbiblio-
teket OpenGL. Industrien bak grafikk har vært fremst i drivkraften bak å
skyve last vekk fra den generelle prosessoren over til en rekke ulike bi-
blioteker. Problemløsningen utføres i størst mulig grad på GPUene for å
få maksimal total ytelse. GPUer blitt meget mye mer effektive til å regne
slike problemstillinger enn generelle prosessorer. Det er allerede i dag
noen applikasjoner som er istand til å operere mer effektivt på to eller
flere kjerner, men disse er fortsatt i mindretall.
Bare det å ha flere kjerner forbedrer den totale ytelsen på maskiner
som brukes generelt. Dette er siden bakgrunnsoperasjoner kan for
eksempel foregå på en prosessor, mens en annen kan håndtere den litt
tyngre oppgaven alene. Grunnen til at dette er mulig er fordi at det
er en triviell oppgave for en planlegger i et operativsystem å dedikere
prosesser til ulike kjerner. Men å dele opp et program på flere kjerner er
ikke like trivielt fordi programmet må skrives om til å kjøre i flere tråder
eller prosesser.
2.2 Distribuert Klynge
Klynger er definert som en samling av datamaskiner. Hver enkelt
datamaskin kalles en node i denne sammenheng. Det er to typer
noder i en klynge, kontrollnoder og arbeidernoder. Kontrollernodene
har til ansvar å dele ut oppgaver. Typisk også dennes ansvar å samle
inn statistikk. Men det kan gjøres fra utsiden i en separat node.
Dette om skulle være behov for reduksjon i nettverks-aktiviteten til
kontrollernoden.
I et system hvor det skal behandles ulike oppgaver, vil det kunne
være aktuelt å gjøre en ny node til kontroller for hvert større sett av
oppgaver istedenfor at den sentrale kontrolløren gjør alt. En mulighet
er å også bare ta ut et segment av klyngen for ulike oppgaver. På denne
måten kan man kjøre flere oppgave-beregninger over ulike segmenter av
klyngen samtidig. Med en sammensatt løsning vil man da kanskje kunne
bruke tiden noder mer effektivt. På denne måten kan man redusere
dødtid. Dette krever en planlegger og oppgavene må tildeles prioriteter.
Dette er for at nodene vet hvilke oppgaver burde utføres først.
Det kan også bli problemer mens man får mange arbeidere å
koordinere. Da kan en løsning alla figur 2.3 kanskje være tingen.
4OpenAL [12] er en åpen standard designet for å ta over etter den proprietære
teknologien EAX fra Creative Technology Ltd
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Figur 2.3: skalering av klynge
Kontrolløren kan dele ut et større oppgavesett til en mellomkontroller
som hånterer et sett av sine egne arbeidere.
Klynger kommer i ulike varianter. Universiteter holder gjerne interne
klynger for deres beregninger av simuleringer av ulike problemstillinger
i realfag. Slike interne klynger blir gjerne nært koblet med anstendig
båndbredde på lokale nettverk. Slike nettverk bruker i dag teknologiske
vinning som infiband [18] og fiber-kanal. Universiteter har også behov
for klyngeaktivitet for såkalt interaktivt bruk. Dermed må systemet ta
imot en større mengde forespørsler fra brukere. Dette innebærer at
bruksmønsteret varierer. Selskaper har ofte bruk for slike systemer.
I slike situasjoner er det behov for mektige systemer for å håndtere
de største bølgetoppene i aktivitet. Dette er fordi brukere varierer
bruksmønster i løpet av en gitt tidsperiode.
Fordelen med ikke-interaktive problemstillinger er oppgavens forut-
sigbarhet. Dersom problemet er forutsigbart, vil vi lage en gjennomtenkt
strategi for å balansere arbeidet. Da vil vi kunne sende et større buffer
med flere enkeltoppgaver til arbeidernodene. Lastbalanseringen vil kun-
ne optimaliseres etter at man kjenner nettverkshastigheten og lastmeng-
den på forhånd. Dette er mindre bra for brukere som forventer å få svar
i sanntid.
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Large Hadron Collider Et eksempel på litt annen bruk er LHC; Large
Hadron Collider i Geneve, Sveits. Denne produserer en stor mengde data
kontinuerlig i operativ tilstand. Denne datamengden er såpass enorm
at andre universiteter og forskningsinstitusjoner verden over hjelper til
med å behandle dataene på mange distribuerte klynger for i det hele tatt
å få prosessert dataene.
Etter å ha fjernet uinteressante data vil LHC fortsatt generere mye
data. I tillegg til dette, ønsker også ulike forskere å få foreta ulike typer
beregninger lokalt på data.
Mens LHC først kjører kontinuerlig vil kun nedetiden være tilgjenge-
lig for å behandle ubehandlet data. Men selv store moderne magnetbånd
vil ikke kunne lagre noen signifikant mengde ubehandlet data. Denne
faktoren gjør at i praksis må all data behandles i sanntid.
Figur 2.4: Min klynge
PRP klyngen og meg Figur 2.4 viser min typiske klynge som jeg brukte
mens jeg videreutviklet PRP. Her kan vi se jeg har en nettverksforbindel-
se til leia. Leia var maskinen som jeg stort sett brukte til å sette igang
PRP. Dette siden maskinene i PRP-klyngen ikke er tilgjengelig utenifra
UiO-nettverket. På hjemmenettverket har jeg min stasjonære og min på-
litelige bærbare datamaskin. En større klynge ville koblet flere maskiner,
kanskje tilogmed samarbeidet med en klynge fra et annet universitet.
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Noder i klyngen En node er typisk en enkelt datamaskin i gitt nettverk.
Implementasjonen for PRP er skrevet i Java. Noder i sammenheng med
PRP er ensbetydende med en Java Virtual Machine. Hver maskin som
er en PRP arbeider har en JVM for hver kjerne den har. Sun JVM er
designet for å være mest mulig lik på ulike plattformer. Teoretisk burde
det være enkelt å bruke noder fra mange ulike plattformer i klyngen. I
praksis vil det kunne forekomme problemer med inter-operabilitet for
visse plattformer.
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Kapittel 3
Teknikker for parallellitet
Parallell programmering er et langt mer komplekst problem enn det å
programmere sekvensielt. Det krever at man tar et bevist valg av strategi
i forhold til implementasjon av slike hensyn som parallellitet krever.
Dette kan medføre at mye kode må skrives om.
Den sentrale problemstillingen består av å få kontroll over delte
variabler i programmet. I verste fall kan resultatet av beregningene bli
uriktige. Gitt følgende program som eksempel. La oss si at metode A og
metode B kjører i hver sin tråd.
1 int x = 3;
2
3 void metodeA ( ) {
4 x = x * 2 +1;
5 }
6 void metodeB ( ) {
7 x = x modulo 2;
8 }
Listing 3.1: et parallelt problem
Vi har to tråder som oppdaterer x, tråd a og b. Begge disse
operasjonene krever å lese og skrive verdien av x. Vi vil helst at
begge trådene skal gjøre alt de var ment å gjøre uten å forvrenge
resultatet. Men uten beskyttelse vil for eksempel tråd a først kunne
lese x = 3. uten å beregne resultatet av funksjonen av x. Tråd b kan
da lese x = 3 den også. Typisk ville være hvis den da oppdaterer
x til å være 1. Her vil kanskje tråd a komme tilbake og fortsatt
basere seg på at x = 3, mao vil den oppdatere x til å være 7. Den
oppdateringen tråd b utførte vil dermed være effektivt fjernet fra
resultatet. Løsningen på problemstillingen er da for eksempel å gjøre
de metodene som behandler felles variable atomært eller beskyttet.
Beskyttelse kan innebære at vi låser variabelen x.
En løsning i Java kunne sett ut noe som dette:
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1
2 Integer x = 3;
3
4 void metodeA ( ) {
5 synchronized ( x ) {
6 x = x * 2 +1;
7 }
8 }
9 void metodeB ( ) {
10 synchronized ( x ) {
11 x = x modulo 2;
12 }
13 }
Listing 3.2: En løsning for problemet i Java
Her låser vi på objektet x, slik at hver utregning nå har eksklusivt
tilgang til variabelen x mens deres beregning tar sted. En virkelig
problemstilling ville innebære mer sammensatte uttrykk.
3.1 Tråder and prosesser
Et moderne multitasket operativsystem må være istand til å bytte
mellom oppgaver i et veldig høyt tempo. Å bytte mellom oppgaver
kalles et kontekstbytte. Prosessoren tar innholdet av sine registrere
og putter det på minnestakken og plasserer en annen oppgaves
registrerinnhold tilbake på prosessorens registre. Slike oppgaver er
definert som deler av eksekvert programkode eller kodesegment,se s107
og 108 i [20]. Et distribuert system som PRP kan vi i denne konteksten
kalle en applikasjon. Denne består av flere programmer fordelt på flere
datamaskiner
Programmer Et program består av en eller flere prosesser. Hver
prosess må ha minst en tråd. Hver av disse trådene må ha sin egen
stack [21] s83. For eksempel en epostklient kan bestå av to tråder;
lytter En tråd som venter på forespørsler om å sende post og som
vekker opp sender i det det er epost å sende.
Avsender dedikert tråd for å sende posten.
kjerne-kontroll av tråder Hver enkelt prosess har sitt eget område
med reservert minne i systemet. En løsning som beskrevet i [21] s93
og 94, beskriver man at at kjernen kan holde på kontrollen over tilgang
til å opprette og fjerne tråder. En vanlig måte å håndtere overheaden
med å bruke tråder løses ved å la kjernen resirkulere tråder. Kjernen
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selv består av av egne som holder eksekverer system-kritiske funksjoner.
Disse trenger ikke å være definert som en del av en prosesss, men tråder
av systemet. Et vanlig begrep for dette er kjerne-nivå tråder.
Kritiske regioner De virkelig kritiske delene av operativsystemet
må beskyttes i en såkalt kritisk region fordi dersom de feiler, vil
hele systemet feile fatalt. Det aller beste eksempelet på dette er et
kontekstbytte. For å hindre et nytt kontekstbytte mens en utfører et
annet kontekstbytte, kan man for eksempel skru av avbrudd. Dette
er midlertidig ikke en løsning for flerkjerne-systemer. For flerkjerne-
systemer har dette drastiske konsekvenser som gjør den ubrukelig.
Dette siden alle kjerner opphører å bytte kontekst mens avbrudd er
avskrudd. Tidsforbruket i hver kritiske region er høyt. Bruk av kritisk
region er derfor ønsket brukt minst mulig, se [21] s103.
Avbrudd Avbrudd er mekanismen i operativsystemer som utløser
bytte av oppgave. Avbrudd er er drevet av hardware på hovedkortet.
Det vanligste avbrudd er klokken. Andre avbrudd er for eksempel disk
eller annen input-output. Programmer kan også gi avbrudd. Denne siste
kategorien er såkalte myke avbrudd.
Brukerprosesser For brukerprosesser kan man bruke låser som ikke
krever at man skrur av hele systemets avbrudd. Denne arkitekturen gjør
også at det ikke er omfattende endring for å la ulike prosesser kjøre på
ulike prosessorer på samme system. Dette er fordi at disse prosessene
ikke må dele minneområde. For å bedre imøtekomme dette, har minnet
på nye systemer blitt delt opp i to kanaler med hver sin kontroller. På
denne måten kan to prosessorer kan operere på nærmest uavhengige
minneområder samtidig. Men man skal også kunne ha en tråd på hver
tilgjengelige prosessorkjerne man har tilgjengelig.
Planlegger Under et kontekstbytte er det en planlegger som blir kalt
opp for å velge hvilken prosess eller tråd som skal være den neste til å få
tid. Med tid menes det da neste uavbrutte enhet med tid på prosessoren.
Det er planleggeren som typisk har styring på hvilke aktive prosesser
og tråder som venter på tid. Planleggeren har også en liste eller flere
lister med blokkerte tråder og prosesser. Det trenger egentlig ikke mer
enn en enkel liste med blokkerte prosesser, men det er ofte enklere å
implementere lister med blokkerte prosesser ved å lage en blokkert liste
for hver lås som eksisterer i systemet. En måte å implementere dette på
er følgende; I det en lås blir sluppet, blir simpelthen den første prosessen
i lista flyttet til slutten av listen med prosesser som bare venter på
prosessortid.
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3.2 Låser
Låser et sett av mulige løsninger for å håndtere gjensidig eksklusjon. Det
typiske er at man har en lås for hver ressurs, for eksempel en variabel
som man ønsker i beskytte i programkoden. Selve låsen er typisk bare
en variabel som inneholder en enkelt boolsk verdi, låst og ulåst. Dette
kalles også en binær semafor. En typisk låst operasjon håndteres i en
tredelt operasjon; som beskrevet i neste paragraf.
Anatomien til en typisk lås
1. Aquire lock
Aquire Lock sjekker først at låsen er ulåst. Deretter må låsen settes
til låst. Disse to operasjonene må være atomære siden en vranglås
kan oppstå dersom to tråder forsøker å ta låsen på nesten samme
tid. Dersom låsen er låst vil kallende tråd da utføre en yield. En
yield er en frivillig forespørsel om å bytte kontekst og å bli plassert
på køen til planleggeren for kjøring. I det det da neste gang er dens
tur vil den igjen prøve fra starten av aquire lock.
2. Bruke ressurs Eksklusivt bruk av ressursen.
3. Release lock Release lock vil simpelthen kun låse opp låsen, sende
signal om at låsen er nå ulåst og la programmet fortsette videre.
3.2.1 Spinlock
En spinlock, er en lås som aktivt venter på at låsen eller flagget til låsen
skal bli klart igjen. Dette er veldig hendig dersom vi forventer at resursen
som er låst vil bli tilgjengelig igjen fort. Dette er en utilfredsstillende
bruk av resurser, dersom den må vente over lengre tid. Dette da den vil
bli avbrutt av klokkeavbrudd. Dette er fordi den ikke yielder.
3.2.2 Semaforer
En semafor er en enkel implementasjon av lås som typisk brukes på
systemer som ikke har mer avanserte implementasjoner av låser. Dette
er fordi semaforer er enkle å implementere i de fleste programmerings-
språk. Semaforer brukes til å håndtere et sett av resurser samtidig med
et enkelt flagg. Typisk inneholder variabelen et heltall. Dette helltallet
representerer antall ledige resurser. I det tallet er der det burde være for
en gitt situasjon vil det sendes ut en melding om at det er klart til den
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første i køen som trenger kombinasjon av ressursene. Implementasjo-
nen av semaforer inneholder typisk up1, down2 og init , [5].
3.3 Aktive Objekter
Figur 3.1: Aktivt objekt i ProActive
Aktive objekter er et design-mønster [13] som brukes for å innføre
parallell eksekvering av noe som allerede er objektorientert. Det finnes
ulike implementasjoner av dette i ulike programmeringsspråk. En slik
implementasjon av aktive objekter for Java er det franske rammeverket
ProActive. Ved hjelp av ProActive kan man rimelig enkelt skrive om
eksisterende kode til å bli kjøre parallelt.
ProActive Måten ProActive, som beskrevet i [22], gjør dette på, er å dele
opp programmet etter objektene i programmet. For eksempel dersom
det er to objekter med utregning i programmet vil hvert objekt som skal
gjøre beregninger kjøre på en separat node. Internt i ProActive blir ikke
de endelige instansene av objektene endelige objekter før beregningen
er ferdig. Dette gjøres ved at resultatene blir ført tilbake i form av løs
informasjon som blir returnert til programmet via en objektfabrikk.
Planleggeren i ProActive Mens et aktivt program kjører vil den på
forhånd se hvor den kan kjøre noen problemstillinger parallelt. For
eksempel dersom man initialiserer en variabel til å bli resultatet av
en kompleks utregning vil den gjøre det parallelt. Men dersom og
1ellers omtalt som V
2ellers omtalt som P
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kun dersom den variabelen ikke blir brukt med en gang. Dersom den
blir brukt med en gang vil den ikke gi noen ytelsesforbedringer for
programmet. Men dersom noe annet kjøres etterpå i sekvensen av
instruksjoner vil den kunne kjøre parallelt.
Figur 3.2: Et asynkront metodekall
Asynkrone metodekall En løsning for å implementere aktive objekter
vil inkludere en planlegger. Dette er nødvendig for å få til en flyt som
den illustrert i figur 3.2. Evnen til å operere såkalte aktive objekter
krever en viss kontroll. Planleggeren må kunne ta i mot forespørsler på
prosedyrer og resurser, samt å kunne håndtere flagging av disse. Aktive
objekter er laget for å dele opp objektprosedyrer dynamisk. Disse får
hvert sitt ytre skall av en grensesnitttype aktivt objekt. På denne måten
instansers objektet i det utregningen er ferdig. Dermed blir objektet
ferdig til å brukes. Den vil ikke være synlig i resten av programmet
sitt skop før dette har skjedd. På figur 3.1 ser vi pseudokallet på
prosedyren og selve logikken til prosedyren delt i ulike kall. Under
normale omstendigheter vil et program stoppe og vente på et fornuftig
svar etter hvert metodekall. For aktive objekter kan logikken løsrives
fra ventingen på det asynkrone kallet. For eksempel ved å returnere en
tom verdi illustrert i 3.2, som man korrigerer til det faktiske svaret i
det metoden man har satt igang asynkront endelig returnerer. Dersom
programmet støter på en variabel som ikke er klar til bruk vil visse tiltak
trå til. Meningen med flagging er for å kunne opprette barrièrer. Disse
vil trå til mens programmet støter på variabler som enda ikke er klare
til bruk. På denne måten vil programmet ikke kunne bruke initialiserte
variabler.
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Vente på svar En løsning er at man kan da for eksempel returnere
en ugyldig verdi tilbake til programmet og la resten av programmet
kjøre. I tidsrommet operasjonen blir kalt og verdien som operasjonen
returnerer, er det rom for å kunne kjøre hele operasjonen asynkront
fra resten av kjøringen. Dette krever at denne variabelen er flagget som
uklar for videre bruk av planleggeren. Grunnen til at dette er hendig
er at man da kan kjøre denne prosedyren på egenhånd, asynkront med
resten av programmet. Det er da vanlig at en planleggeren har kartlagt
ved hjelp av flagging mens de ulike objektene blir lest eller behandlet
slik at utregningen kommer i forkant av dette.
Et alternativ ProActive er forklart fordi det er et alternativ med pro-
duksjonskvalitet til PRP. Men dette gjelder ikke alle problemstillinger.
ProActive er sannsynligvis bedre til å forbedre ytelsen på sammensatte
problemstillinger hvor beregningen er gjort i ulike objekter. PRP på den
andre siden har hovedvekten vært på på rekursiv utregning og det finnes
ikke noe tilsvarende hjelp for rekursive funksjoner i ProActive.
3.3.1 Java RMI
Java RMI er en Java implementasjon for samarbeid i en klynge. Java RMI
presenterer høynivå-funksjonalitet for kall av metoder over nett. Java
Remote Method Invocation er et rammeverk tilsvarende RPC, Remote
Procedure Calls for C++ og CORBA, Common Object Request Broker
Architecture. CORBA er et tilsvarende rammeverk som nå ikke lenger
er under utvikling som var ment å brukes på tilsvarende måte som RMI.
I prinsippet er disse teknikkende nære hverandre.
Skjelletter Idéen er at rammeverk som RMI opererer ved å skjule
nettverksaktiviteten for klientprogrammereren. På denne måten at man
kan operere med objekter som om de skulle vært lokale uten å måtte
skrive ekstra kode for å håndtere de spesifikke dataene i objektene.
Dette krever at begge sider har enn protokoll eller grensnitt for hvordan
man henter data fra objektet man til slutt får. Denne protokollen burde
helst være kjent på forhånd av både klienter og server. Det er derfor
man ikke kan sende nye instruksjoner over RMI siden det som erstattes
er variabler.
Usikkerhet Selv om kanskje rammeverket hånterer nettverksfeil og
RMI arbeider med protokoller som TCP, så kan det forekomme
forsinkelser og feil. Dersom en pakke sendt med TCP blir tapt så vil
pakken og etterfølgende pakker bli sendt på nytt per sliding window
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protocol. Dersom det er mye trafikk eller nettverksfeil kan plutselig ta
mye tid å utføre visse kall over nett.
Kall over nett Java RMI gjør kallene over nett til metoder spesifisert av
et grensesnitt. Parameterene til metodene er serialiserte slik at de kan
sendes på en form som minner om en fil over nett. RMI vil så gjøre
et lokalt kall på metoden via reflection3 med disse parameterene på
mottagermaskinen. Reflection er kjent for å være tregt. Dette gjør at man
burde designe RMI systemer med så få kall over RMI som mulig dersom
man ønsker god ytelse.
3Reflection er en del av Java laget for å håndtere klasser og objekter på et metanivå
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Kapittel 4
Diskusjon
I dette kapittelet skal vi diskutere frem en viss balanse mellom hvor
lett det er å skrive et program kontra ytelsen til det resulterende
programmet i 4.1. I det andre underkapittelet 4.1.1 på side 22 skal
vi gjennomgå sikkerhetsvurderinger i forhold til bruk av klynger for
sensitive data.
4.1 Ytelse kontra skrivbarhet
Semantiske feil Erfaringsmessig vet vi at det å skrive kode produserer
en rekke feil av alle mulige arter. De vanskeligste feil å finne er de som er
syntaktisk riktig, men ikke riktig semantisk sett. En kompilator vil derfor
ikke være istand til å gjenkjenne disse. Et mulig semantisk problem kan
for eksempel være en arkitektmessig problemstilling. Erfaring med å
utvikle programvare vil redusere feil som kom til tidlig i syklusen til
utviklingen. Feil som har opphav i arkitektur vil være tidkrevende å rette
og vil i mange industrielle situasjoner bli ignorert eller bare dokumentert
for sluttbrukere.
Rammeverk En problemstilling med å lage rammeverk for å operere
parallelt er at man ikke alltid kjenner til effekten av å kombinere ulike
høynivå rammeverk. Andre rammeverk man bruker kan bli påvirket av
rammeverket for parallellisering man skriver. Derfor er det viktig at man
lager rammeverket på en slik måte at det har minst mulig sannsynlighet
for å forekomme interaksjon med andre rammeverk på en ufordelaktig
måte.
Problemer kan oppstå for eksempel hvis det er data som brukes av
rammeverk som er implisitt lagret i en array, men som må være i et
objekt som må være serialisert for å fungere med et annet rammeverk.
Da vil ikke dataene fra det første rammeverket fungere med det andre.
Eksempel på rammeverk som kan teoretisk kollidere kan være andre
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rammeverk som bruker fabrikker og lignende. Disse kan ha skjult
informasjon eller mekanismer. For eksempel Hibernate eller Spring
som lager kode generert fra tekstfiler vedlagt Java filene som separate
enheter. Annet problem som kan teoretisk oppstå med Hibernate vil
være sesjonsdata og lignende. Dette må man ta hensyn til. For eksempel
ved at hver tråd må ha sin egen sesjon til Hibernate.
Slike problemer kan oppstå dersom et slikt rammeverk som beskre-
vet blir brukt i brukerens programkode. Det burde sannsynligvis føres
til at kode som bruker persistens-lag blir skrevet en slik måte at hver
klient vil ende opp med å ha hver sin egen sesjon. Det burde spesifiseres
at denne typen aktivitet ikke er eksplisitt støttet i PRP. Dersom man skal
bruke rammeverk som bruker visse fabrikker, burde man forsikre seg
om at man får arbeidere som er istand til å lage identiske fabrikker.
Optimalisering I parallelle programmer vil koden nettopp ikke kjøre
sekvensielt. Rekkefølgen kan være ulik fra kjøring til kjøring. Det er
mulig å skrive kode eksplisitt med teknikker som er nærme til måten
maskinvaren fungerer. Dette er et vanlig alternativ for å optimalisere
et program og det gir bedre ytelse. Ulempen med dette er at det vil
kreve en langt større investering for å skrive programmet. Det gjør også
vedlikehold dyrere, dersomman ønsker å holde tritt med ny maskinvare.
Dette siden disse teknikkene må eksplisitt skrives om for at de skal
følge nye mekanismer i ny hardware. Å skrive slikt eksplisitt er heller
ikke trivielt. Slike omstendigheter inkluderer også kompilatorer som kan
veldig lett endre måten koden blir generert til instruksjoner og en feil
forekommer lett i disse tilfellene. Et vanlig kompromiss for å få dette
til å fungere er å kun skrive de aller mest krevende komponentene i
programvaren med slike teknikker. Resten av programmet vil da være
skrevet med høynivå funksjoner. Disse trenger ikke nødvendigvis å
eksplisitt skrives om hver gang det skjer noe nytt på maskinvarefronten.
Høynivå-funksjoner er som regel også mer kompakte og dermed lettere
å korrigere for eventuelle logiske feil. Selv nye versjoner av ordinære
høynivå-komponenter knekker lett resten av programmet, men fortsatt
langt merle endringsdyktige sammenlignet med lavnivå-komponenter.
Kostnad I det vi innfører mekanismer for parallellitet vil disse medføre
en viss tidskostnad. Denne kostnaden vil gjøre at man kan skalere opp
behandlingen av problemstillingen mens man behandler problemstillin-
gen parallelt. På en annen side vil slike programmer ikke fungere like
bra på en enkeltkjerne-maskin. Dette er fordi systemet faktisk da gjør
mer totalt. Fortsatt for et parallelt system må man fortsatt sørge for at
den kostnaden er så lav at man får noe igjen for å behandle problem-
stillingen parallelt. Spørsmålene som følger av dette er om hvorvidt man
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burde skreddersy løsninger som skal fungere for alle eller om man skal
ta seg til nøye med å kun dekke et segment. Koden som skal til for å
parallellisere en løsning er en for intrikat del til at man kan enkelt velge
det bort dersom man for eksempel kun har en prosessor.
4.1.1 Datasikkerhet
Siden det er snakk om store mengder data som klyngene skal håndtere
i et åpent miljø, kommer det il det sikkerhetsmessige problemer. Er det
verdt å undersøke hvorvidt og hvor omfattende man skal sikre klyngen.
Anbefalingen er generelt at konfidensielle data burde holdes på nettverk
man kan stole på. Eller i det minste datamaskiner man kan stole på.
Dersom enkeltmaskinene kan stoles på kan man legge til kryptering
på trafikken på oppgavene systemet sender og svarene man får tilbake.
Siden man må dekryptere oppgaven før den kan løses, er det ikke noe
poeng å bruke usikre maskiner. Smutthull i slike situasjoner er tungt å
bli kvitt helt. Men det er for å endre det det vanskeligere. En veldig bra
måte å koble opp ekstra maskiner til nettverket kan for eksempel være
over en kryptert virtuell privat nettverks-tunnel. På denne måten vil man
unngå å måtte ta høyde for ulik type beskyttelse i parallellrammeverket.
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Kapittel 5
Hva gjør PRP
Dette er en høynivå forklaring av PRP med paralleller til virkeligheten.
Dersom en teknisk forklaring er å foretrekke mister man ingen detaljer
ved å hoppe rett til neste underkapittel 5.2 på side 27 som er en ren
teknisk vinkling av det samme temaet.
Å kjøre en stor oppgave i et parallelt, distribuert datamaskinprogram
kan sammenlignes med byggeprosjekter fra oldtiden. Jeg har valgt å
sammenligne det med å bygge en pyramide. Det kan påståes at denne
todelte prosessen er veldig nære prosessen man i dag mener ble brukt
for å bygge en pyramide.
Figur 5.1: Pyramidene i Giza, tatt av Ricardo Liberato
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PRP er en prosess som delt inn i to nesten helt separate programmer.
Preprosessorfasen er der man velger hvilket program man vil omfor-
me.
Første fase består av en arkitekt som tegner en nøyaktig konsept-
tegning av pyramiden. Tegningen er laget med hensyn til både de
praktiske detaljene rundt pyramidebygning og hvordan faraoen vil ha
den. Arkitekten er preprosessoren i PRP og brukeren er en farao som har
et program som skal parallellisere. Her ser vi på figur 5.2 et skjermbilde
av arkitektprogrammet i operasjon.
Figur 5.2: Skjermbilde fra arkitektprogrammet
Komplekse detaljer Hverken Farao eller brukeren skal trenge å kjenne
til de intrikate detaljene bak et parallelt og distribuert prosjekt. Dette
må arkitekten PRP ta seg av. For at det skal fungere å bygge pyramiden
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innen rimelig tid, må arkitekten ha en plan som inkluderer den beste
rekkefølgen å bygge pyramiden i. Dette siden det å drifte et slikt
prosjekt, er langt ifra en triviell oppgave. Uten en vel gjennomtenkt plan
vil man ikke få styring som bruker arbeiderne på prosjektet best mulig.
Faraos krav Dette ville tilsvare at kanskje faraoen hadde noen ordre
for hvor stor han ville ha pyramiden og hva han ville ha i den. Arkitekten
lager da instruksjoner både for seg selv og sine oppsynsfolk som skal
kontrollere prosjektet under byggingen og planer som hvert arbeidslag
skal får slik at de skal vite hva de skal gjøre. I PRP deler preprosessoren
ut planer det på måten illustrert i transformasjonsdiagrammet på
figur 5.3. Pilene på dette diagrammet betyr transformerer til. For
første ledd fra Brukerprogram er dette figurativt, mens i neste ledd
blir de transformerte underkomponenter deler av Administrator eller
Arbeidersystemet.
Figur 5.3: Produktene av preprosessoren
Strukturell beskrivelse Vi ser her at det genereres klasser som brukes
eksklusivt av administratoren og en klasse for utregning som brukes
eksklusivt av arbeidere. Det vil si at arbeiderene kun får det de trenger
for å utføre sin oppgave. Denne klasse for utregning inneholder da
akkurat nok av problemstillingen for at arbeiderne skal kunne gå til
jobb med sin del av problemstillingen. Det er også noen klasser som
administratoren og arbeiderne bruker for å snakke med hverandre
med. I virkeligheten ville det vært en budbringer eller en kurer. PRP
biblioteket har mesteparten av logikken som trenges for å få dette til.
I det gamle Egypt hadde de det sagnomsuste biblioteket i Alexandria
som sannsynligvis inneholdt mange planer og tegninger for hvordan
man skulle bygge pyramider.
Oppstart I neste fase settes selve byggingen av pyramiden i gang. For
PRP innebærer dette at selve beregningen skal begynne. Både det å bygge
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en pyramide og oppsettet av av PRP krever mye arbeid av arkitekten.
Dette må gjøres før arbeiderne kan begynne. For pyramiden må man lage
de riktige steinene, tilrettelegge for alle arbeiderne som skal arbeide på
prosjektet et cetera.
Det som skjer i PRP ville vært tilsvarende til at arkitekten skaffet
nok arbeidere for oppgaven og be dem alle sove til den faktiske
arbeidsoppgaven skal begynne. I løpet av natten ville arkitekten beregne
hvilke steiner best plasseres ulike plasseringer i pyramiden og av hvilken
arbeidere.
Hovedarbeidet I det dette forarbeidet er gjort vil arbeiderene vekkes
med bestemte instruksjoner om utvalget av steiner de skal flytte hvor.
PRP må lage nok oppgaver til at alle arbeiderne har nok å gjøre. Oppgaver
for PRP er representert i PRP terminologi som parametere. Typisk vil PRP
gi to oppgaver til hver arbeider slik at arbeiderne har noe arbeide videre
på mens arkitekten bestemmer seg for hva arbeideren skal arbeide med
videre. Dette fjerner den ledige tiden arbeideren ellers ville hatt i tiden
det tar å sende en ny arbeidsoppgave over nett, eller via kurer i gamle
Egypt.
Sluttarbeid I det mesteparten av arbeidet er ferdig, må de siste
få arbeidsoppgavene utregnes. For det gamle Egypt var det å gjøre
graveringer på veggene, putte på toppsteinen på pyramiden og lage
gjenstander som faraoen kunne ta med seg til sitt neste liv. I denne fasen
må også PRP gjøre de siste regnestykkene som leder frem til det endelige
svaret. PRP må også til slutt levere litt statistikk og lignende til brukeren.
5.1 Goldbach ––et eksempel
Goldbachs hypotese [15] er at alle partall k > 2 kan skrives som summen
av to primtall, P1 og P2. Denne hypotesen har aldri vært bevist [25].
k = P1 + P2 (5.1)
Verdt å legge merke til, er at etterhvert som k blir større, vil det
være flere flere primtalls-summer for et partall. Disse primtallsummene
er også kalt goldbach-tall. Legg spesielt merke til 22 som er den første
til å ha 3 ulike gyldige summer.
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4 = 2+ 2 (5.2)
6 = 3+ 3 (5.3)
8 = 3+ 5 (5.4)
10 = 5+ 5 = 3+ 7 (5.5)
12 = 5+ 7 (5.6)
14 = 7+ 7 = 3+ 11 (5.7)
22 = 3+ 19 = 5+ 17 = 11+ 11 (5.8)
(5.9)
Siden vi er interessert i antall slike primtallsummer i k, for
ligningen 5.1 på forrige side, krever vi at P1 ≤ P2. Fordi vi bare
er interessert i antall slike ulike summer, kaller vi antall slike ulike
primtallsummer for partallet k, for Sk. Gitt dette er goldbachs hypotese
;
Sk > 0,∀k ≥ 4 (5.10)
I det programmet vi skal parallellisere, skal vi beregne følgende
formel:
Gn =
n∑
k=4,6..
Sk (5.11)
Dette vil si summen av alle slike ulike goldbachsummer for alle
partall fra 4 til n. Dette gjør det lett å kontrollere at både det sekvensielle
og den parallelle versjonen av programmet produserer samme resultat.
Goldbach kildekoden vi bruker som referanse er en slik implementasjon
av Goldbach. Denne er inkludert i sin helhet i Appendiks A.1 på
side 120. Denne implementasjonen tar eksempelvis n = 200000. Dens
svar vil være antall gyldige av gyldige primtallsummer den finner. Dette
referansetallet skal bli 88649533. For n = 1000000, skal den aggregerte
summen være 1671376450. viser hvor de
5.2 PRP ––En oversikt
PRP er et system designet for å gjøre forenkle parallellisering av et
system. PRP gjør dette ved å oversette programmet til å bruke et PRP
bibliotek skrevet for å kjøre et program parallelt.
PRP har 2 overordnede komponenter fra et semantisk perspektiv. I
kildekoden er disse representert som 6 ulike moduler. Hvordan disse er
organisert på prosjektnivå er beskrevet i 7.3.3 på side 76.
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Preprosessoren Dette er programmet som omformer brukerens pro-
gram til å bruke PRP biblioteket for parallellisering. Denne vil produsere
et nytt sett av filer som bruker dette biblioteket. Les den detaljerte for-
klaringen av dette i seksjonen om preprosessoren 5.3. Se figur 5.3 på
side 25 og forklarende tekst for hvordan preprosessoren transformerer
brukerprogrammet.
Kjøretids-systemet Kjøretids-systemet er det som tilsammen foretar
arbeidet med å behandle parametersett. Denne består av tre distinkte
deler.
Administrator Denne består av to semantiske deler som prinsipielt
kjøres på administratormaskinen.
Manager Dette er enheten som kordinerer systemets strategiske
beslutninger som hvilke oppgavesett som skal tildeles og
hvilken arbeider og til hvilket tidspunkt. Dette er også
delen som har metoder som er eksponert til arbeidere
over RMI. Dette er mao klassen som må følge Remote
grensesnittspesifikasjonen.
Skreddersydd håntering av oppgaver Dette er delvis generert
kode og biblioteksfunksjoner som tilsammen utgjør begynnel-
sen, slutten og nøkkelfunksjoner som deling av parametersett
i kjøringen av oppgaven.
Arbeidere Arbeidermodulen er skrevet som en abstrakt modul som skal
være istand til å behandle alle oppgaver som systemet skal kunne
kjøre. Initialiseringen av denne er derfor gjort uten at man har
eksplisitt linken inn kode generert fra brukerens program.
Oversyn Denne er ikke en enkeltstående modul men er integrert både i
arbeidermodulen og på administratorsystemet. Dette subsystemet
har ansvar for å samle statistikk om arbeiderenes progresjon. Dette
inkluderer å både levere denne informasjonen til Manageren for
strategiske avgjørelser og å representere den samlede statistikken
for brukeren.
5.3 Preprosessoren forklart
Det største hovedpoenget er at et program fra brukeren skal kjøre en
rekursiv algoritme for å traversere et rekursjonstre. Meningen er at PRP
først stjeler de rekursive kallene. Dette gjøres ved at preprosessoren
bygger om funksjonalitet til brukersystemet. Dette nye produktet legger
til en ny parameterpakke til køen, istedenfor koden som legger et
rekursivt kall på kall-stakken.
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Den gamle strukturen Figur 5.4 viser den strukturen av filer generert
av preprosessoren i sin gamle utgave. Dette illustrerer jeg ved at
toppnoden er brukerens originale Program. Vi ser her at alle bortsett
fra en de generte klassene fikk et tilfeldig generert postfix på navnene
sine. I 5.4 valgte jeg et kort tilfeldig å sette bak, A2455. I et reelt tilfelle
ville dette vært tilfeldig generert av en algoritme.
Figur 5.4: Strukturen generert av den gamle preprosessoren
Den nye strukturen Neste figur er 5.5; Dette er produktet av min
preprosessor. Det mest fremtredene her er at de tre klassene som
hadde et tilfeldig generert postfix har blitt endret. De har for det første
ikke det tilfeldig genererte postfixet på klassenavnet. Alle klassenavn
er nå uniforme bortsett fra program som fortsatt heter for eksempel
PrpGoldbach Siden den originale klassen het Goldbach.
Figur 5.5: Strukturen generert av den nye preprosessoren
Koden som preprosessoren skal behandle må tilsvare bestemte krav.
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Les kapittel 6 for en detaljert gjennomgang av kravene til brukerens
program.
I min oppgave har jeg skrevet en helt ny kjerne til preprosessoren.
Bruken derimot burde virke uendret fra brukerens synspunkt. Det er vis-
se unntak, for eksempel at formateringer av koden som preprosessoren
generer er noe anderledes. H Det som blir generert har også blitt endret.
Den originale preprosessoren var en enkeltpass prosesss, mens min er et
multi-pass system. Dette er et viktig ledd i evolusjonen av preprosesso-
ren. I dette skal jeg forklare først den gamle preprosessoren og deretter
den nye.
5.3.1 Den gamle preprosessoren
Den originale preprosessoren hadde ikke mye struktur. Den var ganske
enkel. Den kopierte over kode 1:1 til den fant visse symboler i
inputteksten og gjorde visse omforminger da på stedet.
Oppfatningen jeg har av den gamle preprosessoren var at den leste
inn dataene fra brukerens program til den fant visse tokens som
var verdig å legge inn ekstra materiale. Det er trekk ved den gamle
preprosessoren som tyder på at dette originalt var et C program som ble
direkte oversatt fra C til Java uten å ta nytte av Javas objektorientering.
Variabelnavnene er kryptiske og gir ingen mening med mindre man
finner dokumentasjon for preprosessoren eller kan dedusere frem til
det.
Visse segmenter av koden lest fra brukerens program blir skrevet
til en midlertidig fil mens prosessen er i gang. Dette er ikke bra, siden
diskaksess er tregere enn å aksessere dataene fra minne.
5.3.2 Første nivå av preprosessoren
Preprosessoren blir først kalte på av det grafiske systemet i det
brukeren starter pre-prosesseringen. Brukeren bestemmer i det grafiske
grensesnittet hvilken kodefil som skal kjøres og hvor sluttproduktet skal
skrives til i det det er ferdig. I dette grafiske grensesnittet er også en
veileder som lar en lage en liste med arbeidernoder som skal brukes
i det kjøretids-systemet. Helt til sist har det også vært den samme
grensesnittet som har stått for å videreføre lenken til web-lokasjonen
hvor den produserte koden blir gjort tilgjengelig til arbeiderene.
Det er ikke mulig å sende kode som inneholder brukerprogrammets
logikk til arbeiderne i det først applikasjonen kjører. Det vil derimot
bli mulig når man innfører closures i Java [1]. Dette hadde dog også
påkrevd at metoden var serializable. Derfor har RMI en kodebase som
for eksempel kan være på en web-server. Dette gjør at klienter kan laste
ned kjøretids-kode for applikasjonen og laste disse etter behov. På denne
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måten er arbeiderne på forhånd inneholdene riktig logikk for å håndtere
en gitt problemstilling.
Kallene fra preprosessorklassen er kalt fra en ny metode som er laget
for å kunne byttes ut med et kall til den gamle preprosessoren. Parseren
er også ansvarlig for fil-håntering av brukerens kodefil. Grunnen til at
jeg ikke har tatt med dette eksplisitt i konstruktøren til parseren er
fordi jeg ikke ønsket noe sterkt forhold mellom konstruktøren og måten
informasjon om hvorden en fil brukes. På denne måten man skrive kun
en ny metode for å legge til en annen måte å referere til en fil på. For
eksempel hvis man skal bruke Java sin File objekt eller peker til en åpen
buffer.
Kjøringen av Parser returnerer et objekt til rotnoden for treet som i
figur 5.6 som skal holde på dataene lest ut fra den originale Javakoden.
På dette tidspunktet er all informasjonen lagret i programtreet. Pekere
til de spesialiserte barnenodene til Program er lagret i program. Disse er
spesifisert som private, men har gettere og settere slik at andre verktøy
kan få tilgang til dataene i ettertid.
Figur 5.6: Preprosessorens modell for programtre
Kodegeneratoren utfører logikk for hver node i figur 5.6. Hver av disse
tilsvarer én produktfil. Koden som blir produkt av dette vil være en
sammensetning av brukerens originale kode, enkelte ferdige blokker
og resten dynamisk generert kode. Denne genererte koden vil binde
sammen brukerens funksjonalitet med PRP-biblioteket. Den genererte
koden blir plassert for hver node i en variabel som er arvet. Dette dreier
seg om feltet generatedCode som finnes i klassen CodeGenerator, se
figur 5.7 på side 33. Dette feltet er arvet av alle noder i programtreet
sammen med metoder de deler som er de samme uansett hvilken klasse
kode genereres for.
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Kodeskriveren er designet for å være enklest overhode mulig. Denne
er laget separat fra kodegeneratoren slik at for eksempel å bytte
ut kodegeneratoren skal ha ingen effekt på hvordan kodeskriveren
skal fungere. Selv om koden som skal skrives er anderledes, skal
kodeskriveren finne variabler i programtreet som skal si noe om hvordan
den eventuell skulle oppføre seg anderledes. For eksempel dersom noe
generert kode i fremtiden ikke trenger en av filene, kan programnoden
ha et flagg om man trenger det eller ikke. Dette er implementert ved
klasser som representerer filer som skal skrives ut må implementere
grensesnittet SourceCode. Dette grensesnittet spesifiserer gettere og
settere for filnavn til genererte filen og en liste av strenger som skal
være den ferdige kildekoden til filen. Jeg har registret de vanlige filene
fra PRP til å bli skrevet ut av denne i konstruktøren til kodeskriveren.
Med dette menes det at klassen har en liste med hvilke filer den skal
skrive ut. På denne måten kan man endre hvilke filer som skal skrives ut
i kjøretid. Dette kan for eksempel brukes til å legge til en Maven byggefil
til å skrives ut sammen med de andre kildekodefilene. Se resultatet som
til slutt skrives ut av den nye kodeskriveren i appendiks A.3 på side 124.
Arkitektur Da jeg bygde om arkitekturen til preprosessoren til en
to pass mekanisme virket det som en noenlunde grei analog å bygge
preprosessoren opp i en lignende kompilorens struktur. Delene jeg
har laget passer ikke hundre prosent med delene til en kompilator,
men det er tilnærmet. De tre delene til preprosessoren er en parser,
en kodegenerator og en kodeskriver. Jeg syntes det var viktig å skille
funksjonalitetene.
Parser Parseren sin oppgave burde eksklusivt være å lese inn bruke-
rens program. Men jeg har valgt å la parseren også få plukke ut viktige
variabler og bestemte blokker av kode som har noe spesielt å si for å
lage den riktige koden ut. I kompilator-termer vil dette si at parseren
også opererer som en scanner. Dataene blir skrevet inn i et tre. Treet be-
står av rot-noden Program, og bladnodene Param,Task,Retur, Statics og
Util.
I det klassediagrammet 5.7 på neste side er Program den originale
klassens navn. Filosofien i program-treet er å la alle variabler være
tillagt nøkkelordet private slik å hente variabelen krever bruk av
hentere og settere. Dette inkluderer ikke alle klassene. Visse klasser
som har tangente ansvar for å generere tilhørende kodesegmenter er
ikke tatt med i denne illustrasjonen. Dette dreier seg om klasser som
implementerer oppførsel og hjelpe-fuksjonalitet for de produkt-klassene
som har blitt skrevet etter strategi-mønsteret. Det var desverre ikke tid
til å gjøre dette for alle produkt-klassene. Her er beskrivelser på noen av
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Figur 5.7: Den nye preprosessoren
disse klassene:
PRPMethod er grensesnittspesifikasjonen for en generert metode i PRP.
HelpMethod er en implementasjon av PRPMethod som har til ansvar å
holde styr på en hjelpemetode fra brukerens program.
ModelStatics er en klasse som har til ansvar å hente inn segmenter med
kode som er brukeruavhengig.
MethodGenerator er en klasse som inneholder felles metoder for
klasser som genererer PRP-metoder.
ParamSplit er en klasse som står for genereringen av den essensiele
PRP-metoden paramSplit().
Proc er klassen som har til ansvar å genere PRP_PROC().
UserDecl er en klasse for å holde oversikt over statisk deklarerte
variabler fra brukerprogrammet.
5.3.3 Parseren Forklart
Parseren er mekanismen som leser inn alle detaljene som er nødvendig
for å
generere en fullstendig klient. Dette gjøres ved å se etter bestemte
mønster i brukerens kode. Dette mønsteret vil bestemme hva som skal
leses inn. Parseren vil så skrive disse detaljene over til programets
informasjonstre. Parsen sin overnordnede funksjon er:
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Å lese inn alle deler av brukerens program som det er
behov for i kodegeneratoren og skrive disse inn til et
representativt tre for lagring av denne informasjonen om
brukerprogrammet i minnet.
I dette underkapittelet skal jeg prøve å forklare litt om hvordan
jeg oppfatter at et brukerprogram er bygget opp. Dette ser jeg i form
av en grammatikk. Måten jeg identifiserer hvilket element som er
via en leksikalsk analyse etter hvilke elementer som er plassert i en
bestemt rekkefølge. Heldigvis er mesteparten av jobben med å definere
en entydig grammatikk for Java allerede laget. Dermed trenger jeg
kun å finne måter å identifisere de blokkene som er nødvendig for
kodegeneringen. Takket være preprosessorsymbolene har jeg kommet
frem til en entydig måte å hente ut den informasjonen jeg trenger ut
ifra brukerens originale program. Heretter skal vi gjennomgå dataene
fra brukerprogrammet fra litt ulike vinkler i de neste underkapitelen i
denne rekkefølgen:
1. Gjennomgang programmet som en helhet og klasseDefinisjone.
2. Vi ser på innholdet av brukerens program.
3. Viktigst er detaljene som skal leses avden rekursive metoden i
brukerens program.
4. Til slutt skal vi se på ting som leses inn som går litt på tvers av det
som leses inn med den ordinære grammatikken
Hele Java-filen som en enhet
javakoden
klasseDefinisjoner klasseInnhold
Jeg har delt inn Parseren inn i to faser. Dette er viktig fordi at
Parseren oppfører seg noe forskjellig i de to ulike fasene. Dette gjør også
at nøkkelord for den første delen ikke er gyldig for den andre delen og
vice versa. Dette er
KlasseDefinisjoner inneholder import-deklarasjoner, pakkedeklarasjo-
ner og selve klassedeklarasjonen.
KlasseInnhold Inneholder samtlige metoder og klassevariabel-deklarasjoner.
Mao inneholder alt i Java-filen etter klassedeklarasjonen.
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Klassedefinisjoner
klasseDefinisjoner

pakkeDeklarasjon



 importDeklarasjon





 FullFanoutSymbol


klasseDeklarasjon
Elementene i klasseDefinisjoner differensieres enkelt av preproses-
soren med hjelp av visse nøkkelord. Denne delen av programmet har en
annen mekanikk en resten av klassedataene som leses inn.
pakkeDeklarasjon pakkedeklarasjonen kjennetegnes av parseren i
bruken av nøkkelordet Package
importDeklarasjoner import-deklarasjoner må alle ha nøkkelordet
import som parseren bruker til å identifisere et slikt uttrykk.
Full Fanout Symbol er definert som PRP_FF og kan ligge hvor som helst
i uttrykket før klasseDeklarasjonen.
klassedeklarasjonen gjenkjennes i bruken av nøkkelordet Class. Parse-
ren vil også plukke opp eventuell bruk av extends eller implements,
såvel som navnet til klassen. Den ledende bruken av en venstre
krøllparantes for å markere klassens begynnelse vil bli ignorert i
Parseren. Derfor må det eksplisitt legges til et ekstra høyre krøll-
parantes i det kodegenereringen er ferdig. Dette er fordi at all dyb-
den skal få lov til å være 0 før man begynner å parsere metoder og
fordi hver metode i klassen leses inn som en uavhengig enhet.
Legg her merke til symbol for full fanout. Dette er mekanikk som
ikke det ble rukket å gjennomføre fullstendig i Cuongs masteroppgave.
Jeg har videreført grunnleggende støtte for dette symbolet i min
implementasjon. Les mer om dette i oppgaven hans, [23]. Dog enkelt
definert er full fanout følgende:
Full Fanout er binærtre der alle barn av rotnoden er bladno-
der. Dermed har treet kun en dybde på 2.
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Innholdet av klassen
Innholdet av klassen er illustrert følgende:
klasseInnhold

hjelpeMetoder


RekursivMetode mainMetode
hjelpemetoder er enkelt definert ved at de ikke har kjennetegnene
til den rekursive metoden eller main metoden. Med den nye
preprosessoren og dermed denne parseren spiller det ingen rolle
hvor i klassen hjelpemetodene er plassert. Dette er ikke mulig å
representere på noen god måte siden det ikke kan dekkes av BNF
grammatikk. BNF er kort for Backus-Naur Form. Dette er et sett
av spesifikasjoner for grammatikker. En variant av dette brukes av
LATEXtil å tegne jernbanediagrammer.
Den rekursive metoden kjennetegnes ved at den har preprosessormer-
ket i linjen før seg.
main metoden kjennetegnes av parseren ved at den inneholder nøk-
kelordet main. Parseren vil her telle med metodedeklarasjonens
eventuelle krøllparanterer og øke dybden i programmet.
En detalj å legge merke til er at det faktisk er samme metode som
leser inn alle metodene. Forskjellen er at de blir plassert i ulike lister til
slutt. Dette er avhengig av hvilke spesielle trekk de ulike trekk metodene
besitter.
Den rekursive metoden
I den rekursive metoden er det faktisk ganske mange ulike detaljer
som må leses inn. Dette jernbanediagrammet burde beskrive den mulige
grammatikken:
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rekursivMetode

nøkkelord


returType RekursivMetodeNavn 

(



parameterListe )



{



preSplitBlock 

 splitBlock recursiveCall returUttrykk





postRecursiveBlock returUttrykk



}




Merk at hele rekursive metodedeklarasjonen blir også lest inn som
en enhet til programtreet, men blir ikke beskrevet som et enkelt symbol
i denne grammatikken på tross av det.
returType Denne blir brukt i noen andre sammenhenger, som i for
eksempel i castingen i PrpProgram. For PrpGoldbach vil dette være snakk
om linje 3 checkEvenNumbers(..) som er den rekursive metoden dens.
Det rekursive metodenavnet Dette navnet må brukes i en litt omfor-
met utgave i PrpProgram.
Parameterliste Skrives i effekt på formen
type variabelnavn
per element, hvor hvert element er kommaseparert.
preSplitBlock denne brukes som et et objekt å sette inn i produktet
i løpet av kodegenereringen. Bare en liste med uttrykk. Men det er en
invariant av denne som har innflytelse på den genererte koden. Dette
er om hvorvidt splitt blokken er på innsiden eller på utsiden av koden
definert som splittblokken. Dette testet på preCallBlock som kun brukes
internt om både preSplitblokken og splitBlokken tilsammen. Måten dette
testet på er enkelt om det forekommer en en while eller forløkke før split
symbolet i teksten. Dette blir verifisert med bruk av Goldbach som har
iterasjonen på innsiden og Salesman som har den på utsiden.
splitBlock Denne blokkens begynnelse er markert med prp nøkkelor-
det PRP_SPLIT og er også et element av en liste av uttrykk som brukes
til å utforme det genererte programmet.
Det rekursive kallet Dette kallet er skrevet som listet i kapittel 6 på
side 52. og må ha både en returvariabel på venstre side og et kall på seg
selv med visse parametere på høyre side av ligningen. Det registreres
også hvorvidt det rekursive kallet er inne i en block utenom den vanlige
split blokken.
returuttrykk dette uttrykket transformeres i det endelige programmet
til å plassere verdier til returtabellen. Det kan forekomme flere av
disse en legal grammatikk for den rekursive metoden, både før og etter
postRekursive blokken med kode, men minst en gang.
postRekursiv blokk Inneholder typisk utregning som kommer etter
det rekursive kallet og er i noen tilfellet stedet hvor svar på bladnoder
regnes ut. Denne innholder alle returuttrykkene for programmet. Disse
returuttrykkene blir spesielt omformet i kodegeneratoren i det de
dukker opp. Alternativet til dette ville vært å laget en tabell over hvilke
linjer som inneholder returuttrykk under parsering.
Øvrige detaljer
Endel elementer som er litt på tvers av det det spesifisert over er nevnt
her.
Kommentarer og nøkkelord parseren bruker import, class og package
som nøkkelord. Disse nøkkelordene blir brukt for å gjenkjenne de øvre
linjene før og med linjen hvor klassen er deklarert. Dette er grunnen
til at det ikke anbefalt å bruke disse nøkkelordene om andre ting i
disse linjene. En mulig sjekk for å advare brukeren mot en slik feil er
å sjekke om utsagn som allerede inneholder et nøkkelord, inneholder
flere. Dersom et ekstra nøkkelord blir funnet på en linje som allerede
inneholder kan man kaste en feil tilbake til bruker om at nøkkelord
ikke kan brukes om hverandre. Det er også vel verdt å merke det
var et problem å differensiere mellom kommenterte og ukommenterte
kommentarblokker som inneholder nøkkelord eller nøkkel-symboler.
Dette har blitt korrigert ved å fjerne kommentarer først.
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infix parametere Med dette mener jeg parameterkall med andre
variabler enn de som brukt i spesifikasjonen av metoden. Typisk er disse
brukt som parametere i det rekursive kallet. Dette vil si i det metoden
kaller på seg selv.
Innside ut kontra utsiden inn Parseren bruke også til å analysere
hvorvidt om det rekursive kallet ligger, er innsiden ut eller utsiden inn.
Jeg har gjort dette kanskje litt for enkelt ved å sjekke om hvorvidt det
er en løkke før splitblokken. Dette er akkurat godt nok til å se forskjell
på Goldbach og Traveling salesman. Traveling salesman problemet er
nesten identisk. Den store forskjellen mellom de to er at Salesman er
utsiden inn, mens goldbach er innsiden inn. Denne er beskrevet og brukt
litt anderledes i [23], men det grunnleggende prinsippet er fortsatt det
samme. Forskjellen på inn og ut er dermed:
Innsiden ut og utsiden inn er definert ved at innsiden har
en indre iterasjon over parametere, mens utsiden er det
motsatte. Med indre iterasjon, menes det at når løkken for
iterasjon er på utsiden av delingen av parametere.
Lese metode og variabelnavn Parseren brukes fra kodegeneringen til
å lese inn metode og variablenavn. Dette burde sannsynligvis være gjort
fra Parseren. Men tilfellet er at det ikke er alle situasjoner hvor en
nødvendigvis har behov for disse navnene.
Sjekking av Blokkdybde Denne funksjonen i Parseren blir brukt
av kodegeneratoren for å lese inn hvor mange venstre og høre
krøllparanteser et utsagn som skal skrives ut har.
Identifisering av returblokk En delegert funksjon fra kodegeneratoren
består i å identifisere hvorvidt en streng er et returuttrykk eller ikke.
5.3.4 Kodegeneratoren Forklart
Transformasjon Kodegeneringen er mekanismen som produserer den
endelige genererte koden. Det jeg ønsket var at den nye kodegeneratoren
skulle kunne transformere brukerkoden slik at den ble tilnærmet lik
eksemplene jeg har tilgjengelig. Jeg har to eksempelprosjekter liggende
fra de forrige masterstudentene som skrev på prosjektet. Jeg har lånt
disse som transformasjonsmål.
Kildekode som Java er skrevet i sekvensiell rekkefølge for normal
gjennomlesning av en kompilator. I dette kapittelet omtaler jeg summen
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av alt som blir lagt til den endelige koden som produktkoden. For en gitt
metode, så vil den kunne bestå av 3 typer kode.
Bruker-uavhengig kode vil være uendret uavhengig av implementasjo-
nen fra brukerens program. Dette betyr at disse kode-segmentene
skal forsynes helhetlig av kodegeneratoren.
Brukerens kode er påkrevd for visse funksjonalitet for å kunne genere-
re kode. Dette kan være variabelnavn, variabeltyper. Generelt kan
vi si at stort sett alt som leses inn i Program-treet vil bli brukt i
programmet. I noen tilfeller er det store segmenter kode fra det
originale programmet som blir kopiert inn i produktkoden. I en-
kelte tilfeller, som i returkall, så kopieringen bli stoppet. For dette
tilfellet vil returkallet bli gjort om til en bruker-avhengig kode som
returnerer svaret til returtabellen istedenfor en en enkel retur.
Bruker-avhengig kode Som returverdier så vil bruker-avhengig kode bli
generert basert på brukerens kode. Disse vil også i noen tilfeller
ha ganske små elementer av bruker-uavhengig kode. Altså dersom
man regner et statement som en enhet.
Hver klasse som er ment å representere en fil i det endelige
produktet har visse fellestrekk. Disse fellestrekkene er stor grad plassert
i CodeGenerator slik at mest mulig skal være likt i hvordan kode
genereres. Denne genereringen foreløper i en fast rekkefølge for hver
klasse. Dette er nokså likt for de ulike klassene men det er mange
fellestrekk. En abstrakt metode definert av CodeGenerator har alle disse
klassene. Disse er implementert ulikt i hver sin utgave av er metoden
generateCode(). Denne metoden delegerer ut å skrive bestemte deler av
produktklassen i den rekkefølgen de skal være i. Som eksempel har jeg
valgt koden fra Util siden denne er den mest generiske.
1 void generateCode ( ) {
2 addPackageDecl ( ) ;
3 addSysImports ( ) ;
4 addUserImports ( ) ;
5 addClassDecl ( ) ;
6 addGeneratedMethods ( ) ;
7 addClosingBracket ( ) ;
8 }
Listing 5.1: generateCode() i Util-klassen
Hver av disse metodene legger til linjer med kode til en liste
med strenger kalt generatedCode. Dette også den som blir hentet av
SourceCode grensesnitt i det koden skal skrives til fil. Pakkedeklarasjon,
system-import og bruker-importer blir ikke altid skrevet til koden.
Disse er avhengige at klassen har de definert i brukerkoden eller i
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kodegeneratoren. Metoden for klasedeklarasjon er kanskje et hakk for
primitiv i at den sjekker etter om klassen har en streng med navnet til
klassen den utvider eller ikke. addGeneratedMethods() er stedet hvor util
skiller seg fra de andre klassene. De andre klassene har her et metodekall
per metode de har som er spesifikt den bestemte klassen. For eksempel
Task har en metode som heter addExecute(). Genereringen av linjene
for execute metoden blir helhetlig styrt fra addExecute() metoden. Dette
er forskjellig fra util som har en klasse som hånterer denne logikken.
Alle generateCode-metodene har den siste metoden. Dette på grunn av
måten programmet blir lest inn og skrevet på så vil det alltid være en
avsluttende krøll-parantes for lite.
Et eksempel
1 /* *
2 * method to generate the returns ca l l . Supposed to look l i k e :
3 * " reply . setReturn ( checkEvenNumbers ( ( Integer ) par . getValues (0 ) , "
4 * * ( Integer ) par . getValues (1 ) ) ) ; "
5 *
6 * @param Accumulative
7 * String
8 * @return acc str ing with the return ca l l ing with parameters .
9 */
10 private String generateReturnsStatement ( String akku ) {
11 f inal List <String > retv = getRetrievedValues (params) ;
12 String x = " " ;
13 for ( String s : retv ) {
14 x += s + " , " ;
15 }
16 int y = x . length ( ) ;
17 x = x . substring (0 , y − 1) ;
18 x += " ) ) ; " ;
19 akku += x ;
20 return akku ;
21 }
22 /* *
23 * @param p parameter l i s t
24 * @return parameters encapsulated in ca l l packaging .
25 */
26 public List <String > getRetrievedValues ( List <String > p) {
27 List <String > l = new ArrayList<String > ( ) ;
28 int pos = 0;
29 for ( String s : p) {
30 String [ ] x = s . sp l i t ( " \\s+" ) ;
31 String cast = " ( " + ModelStatics . lookUpLUT( x [ 0 ] ) + " ) " ;
32 String fetcher = "par . getValues ( " + pos + " ) " ;
33 pos++;
34 l . add( cast + " " + fetcher ) ;
35 }
36 return l ;
37 }
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Listing 5.2: Metoder som til sammen skriver tilbake svar fra den
parallelle kjøringen
Koden i 5.3.4 er en koden for å generere et bestemt uttrykk.
Koden 5.3 er dette uttrykket generert for Goldbach.
1 reply . setReturn ( checkEvenNumbers( ( Integer ) par . getValues (0 ) , ( Integer
) par . getValues (1 ) ) ) ;
Listing 5.3: Det genererte koden dette produserer for Goldbach
Pen formatering Pen formatering av koden som blir skrevet til
generatedCode blir håntert ved å skrive til listen via enten appendLine()
eller appendList() Den siste bruker den første for hver linje den skal legge
til. Hver linje sjekkes for hvor mange venstre og høyre krøll-paranteser
den har. en venstre er negativt antall og høyre er positiv. Disse tallene
blir så lagt sammen. Dersom endringen er positiv vil den legge til dybde
antall tabulatorer etter linjen. Negativt vil gjøre dette før linjen blir
skrevet til. På denne måten vil man ha blokkdybde på linjer etter økt
dybde og første utenfor vil være på forrige dybde.
Seriell UID Den tilfeldige genererte IDen fra klassenavnene er fortsatt i
bruk. Disse blir brukt for å skrive som seriell uid. Denne identifikasjons-
koden blir brukt av Java RMI for skille den fra andre programmer som
bruker samme klassenavn.
Klassen som derimot har endret seg mest fra den gamle preproses-
soren til min er produktklassen PrpProgram. Denne er nå representert
av redusert PrpProgram og to nye klasser som medlemmer PrpUtil og
PrpStatics.
oppdeling Grunnen til at dette er to adskilt er at PrpUtil burde strikt
sett behandles som et objekt.PrpStatics på en annen side hadde kunnet
være inkludert i PrpUtil. En ting er at det ikke er pent å lage et objekt med
kun statiske medlemmer. Men jeg ser på det som best for ryddighetens
skyld at det ikke er overlapp mellom disse. Særlig siden PrpStatics vil
være en direkte videreføring av brukerens kode. PrpUtil vil dermed
eksplisitt stå for intern funksjonalitet og er til stor grad generert kode.
PrpUtil Denne klassen er ment for å ha grensesnitt-tilgang til metodene
i PrpUtil. I den gamle utgaven av den produserte koden var alltid
signaturen til disse metodene ulike. Dette betydde at for å påkalle
disse metodene måtte man tidligere bruke reflection. Behovet for
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reflection til deling av parametersett er dermed fjernet. Men takket være
ombygningen av koden er disse metodenes signaturer nå uniforme. På
denne måten kan jeg adressere disse fra PRP biblioteket. PRP biblioteket
vil ellers ikke kunne ha mulighet til å adresse kode som enda ikke er
skrevet.
Da jeg skrev klassen PrpUtil ble jeg inspirert til å skrive den i en
stil som er tilnærmet lik Strategi-mønsteret. Dette representeres ved
at metodene i klassen er representert i en Java-generisk liste av typen
PRPmethod. Denne typen er et grensesnitt som spesifiserer hvordan
man skal hente metodens navn og kildekode. Videre har den også en
metode generate(), som lar en generere kode for den bestemte metoden.
På denne måten kan metoden som skriver metoder inn i genererte
klasser se uniforme ut. De to genererte metodene som PrpUtil bruker
lar seg dermed implementere i separate klasser. Det eneste som må
gjøres er å spesifisere nye pekere til klasser av klassene som skal
implementerte metodene. De to metodene for generering av kode jeg
har skrevet er PramSplit og Proc. Hver av disse klassene utvider klassen
MethodGenerator som inneholder statiske metoder begge klassene
bruker.
Innsiden ut, utsiden inn Goldbach er den eneste som fungerer helt
som den skal med den nye implementasjonen. Jeg har latt parseren stå
for å analysere hvorvidt et program er innsiden ut eller utsiden inn. Les
på side 39 for forklaring på innside ut og utsiden inn.
Dette har et resultat på metoden PRP_PROC i klassen PrpUtil. Dette
vil kun ha noe å si på kode som er innenfor løkken som kan iterere over
rekursive parametere og som er etter det rekursive kallet. Kode innenfor
denne rammen som i tillegg har dybde innover vil bli omringet av if
blokk slik at denne dypere koden kun kjøres i det kjøringen ikke er i
gang med å generere parametere.
Dette er logikk som ble introdusert av tidligere preprosessorer.
Jeg er ikke sikker på at min implementasjon av denne logikken vil
stemme for alle mulige input. Den genererte koden stemmer opp
mot resultatet av min ombygning av kjøretids-systemet. Dette er da
snakk om ombygning av kode som den gamle preprosessoren hadde
generert.Traveling Salesman representerer dette for min preprosessor
den andre varianten. Denne problemstillingen har blitt omtalt av Cuong
[23] i hans masteroppgave, side 67-70. Uttrykket innsiden ut, utsiden inn
er brukt i motsatt i hans omtale. For hans språkbruk vil Golbach være
utsiden inn. Problematikken rundt det å produsere riktig kode for ulike
kombinasjoner av løkker er en såpass nyansert problemstilling at jeg
må si meg selv førnøyd med å ha laget en multipass implementasjon av
preprosessoren. Senere masterstudenter burde ha gode muligheter til å
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utvide min preprosessor med mer nyansert håntering av kodelogikken
rundt det rekursive kallet.
PrpStatics Inneholder alle statiske hjelpemetoder og variabler. Dette
gjør at alle medlemmer av denne klassen kan adresseres med klassenav-
net.
Denne klassen har tatt til å bruke det samme grensesnittet PRPmet-
hod. Det er unntak for metodene i dette grensesnittet:
For generator : her skal visse metoder som man ville hatt når man
behandlet brukerdefinerte metoder unnlates. Bruk av denne vil
kaste unntak.
For hjelpemetoder : her skal forsøk på å generere kode kaste et unntak.
For denne spesifike implementasjonen valge jeg å bruke unntak
for å holde styr på hjelpemetoder. Spesifikt har jeg valgt at metoden
skal kaste UnsupportedOperationException. På på denne måten er det
helt klart at denne ikke skal brukes. Klassen static lar en registre
nye medlemmer fra utsiden med metoden createHelpMethod(. . . ). På
denne måten burde alle hjelpemetoder være tilstede i det klassen skal
genereres. Tilsvarende teknikk er brukt for å registre klassevariabler.
Resten av genereringen Resten av de klassene som genererer kode er
ikke skrevet på denne måten. De burde sannsynligvis skrives om til å bli
slik dersom man trenger å produsere alternativ kode i de ulike klassene.
5.4 Kjøretidsystemet forklart
Kjøretids-systemet er utføringen av den parallelle oppgaven i praksis
over nett. Kjøretidsystemet har fire faser. Av disse er det kun fase en
og tre eksekveres parallelt. Dette dersom man ikke regner med trådene
i presentasjonslaget.
1 - Initialisalisering: I denne fasen kontaktes arbeidermaskinene og
man finner ut hvor mange kjerner hver arbeider har. Det lages like
mange arbeidernoder som alle arbeidere har kjerner. Av disse har
hver av de en ansvarlig tråd i administratorsystemet. Alle disse
trådene settes deretter til ventemodus. Les mer om dette i 5.4.1 på
neste side
2 - Parametergenerering: Administratoren utfører utregninger for
å generere parametere til det er nok elementer på køen eller at det
kommer en bladnode i beregningstreet som avslutter genereringen
av parametere. Les mer om dette i 5.4.2 på side 47.
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Figur 5.8: Skjermbilde av kjøretidsystemet
3 - Parallell eksekvering: Her vil alle arbeidernodene vekkes og få
tildelt parametersett og utføre disse mens svartabellen fylles opp.
Les mer om dette i 5.4.3 på side 49. Et problem som må hånteres i
denne fasen er også problematikken rundt døde arbeidere; les mer
om dette i 5.4.4 på side 50
4 - Utregning av sluttsvar : I det svartabellen inneholder alle svarene
fra alle arbeiderne, vil systemet sekvensielt regne ut de de siste
svarene og returnere et endelig svar.
5.4.1 Initialisering av JavaPRP
Det nye kjøretids-systemet starter opp nesten på samme måte som det
originale systemet i formen av kall. Forskjellene er at kjøretids-hjelperen
har overtatt instruksjoner utført i prpProgram og at runtimestate har
tatt over hånteringen av statusvariabler for manager. mao er flyten ca
den samme minus disse to livslinjene. Se 5.4 for forklaring på fasene i
kjøretidsystemet.
JavaPRP benytter seg av et Java rammeverk for fjernkall av metoder,
kalt Java RMI. Introduksjon til Java RMI er beskrevet i 3.3.1 på side 18.
Java RMI inkluderer struktur for å håndtere nettverksforbindelsene.
Dette krever i prinsippet ikke veldig mye av JavaPRP. JavaPRP må bare
gjøre tre ting for at dette skal fungere;
Oppsett av klienter JavaPRP må selv oppgi adresser til maskinene som
Java RMI skal binde seg til. Dette involverer da visse system-kall
for å starte å binde arbeiderene til bestemte tråder.
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Figur 5.9: de første eksekveringskallene i det reviderte kjøretidsystemet
Felles grensesnitt For at det skal fungere å kommunisere med arbeidere
over nett må det klassen som skal kommunikasjonssentral følge et
bestemt grensesnitt. For manageren vil dette å si å utvide klassen
UnicastRemoteObject og å implementere et grensesnitt for denne
klassen.
begrensninger som hører med grensesnittet Grensesnittet til manage-
ren må følge visse regler; Grensesnittet selv må utvide grensesnit-
tet Remote. Alle metoder burde alle ha parametere som er seria-
lizable og alle metoder må kaste unntaket RemoteException i tilfelle
noe fungerer galt.
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5.4.2 Parametergenerering
For å begynne den parallelle eksekveringen må visse parametere være
allerede regnet ut slik at det er nok arbeid for arbeidernodene til at det
har noe for seg. Den opprinnelige programkoden setter denne prosessen
i gang. Vi tar igjen titt på Javakoden som later som om den er den
tidligere rekursive funksjonen.
1 public stat ic int checkEvenNumbers( int from , int to ) {
2 r . userRecSetup( "PrpGoldbach " , new PrpParamHolder ( from , to , 0) ) ;
3 return ( Integer ) r . procCaller ( ) ;
4 }
Listing 5.4: Den rekursive funksjonen i hovedfilen etter innføring av
kjøretidshjelper
Hvis vi ser her linje to har en mekanisme for oppsett som sender
med et parameter basert på hva som opprinnelig blir kalt på av main
metoden i programmet. Denne paremeteren blir lagt rett på FIFO køen til
PRP og blir rotnoden for eksekveringstreet, i dette tilfellet for utregning
av Goldbach. Linje 2 er også den som kaller på fase 1 for manageren i
PRP. Fase 2,3,4 blir alle kalt på av linje 3 sitt kall på procCaller().
Figur 5.10: Arbeiderallokering
Vi ser her på figur 5.11 at R som er roten til treet ikke kan
kjøres parallelt i seg selv siden dette i prinsipp bare er et enkelt kall.
Grunnen til dette er at stort sett vet man ikke hva den høyre og venstre
noden til rotnoden kommer til å bli. Parallellisering har egentlig ingen
mening før man har en viss mengde noder. Dette er fordi PRP først
traverserer treet bredde først istedenfor det ordinære dybde først under
parametergenerering.
Figur 5.11 viser et mulig rekursjonstre. Det er ikke et gitt at
rekursjonstreet må være binært. I sekvensiell rekursiv kjøring ville
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Figur 5.11: Arbeidsfordeling
traverseringen på figur 5.11 vært som følgende; r,v, A, 1, 2, B, 3,4.
deretter ville den fortsatt på samme måte på det høyre delen av treet.
Figur 5.11 er bare toppen av det rekursive treet, eller toppen av
isfjellet, det skraverte på figuren 5.12 på neste side illustrer at det er
mer lenger ned i treet.
I PRP vil det ikke skje noen parallellisering før vi har tyve ganger
antall arbeidernoder noder som parametersett i køen. La oss si at vi har
4 arbeidernoder. Da vil et tre tilfredsstille kravet i det køen inneholder
80 parametersett. Med køen mener man den FIFO køen som dannes i
denne fasen.
Vi sier at for figur 5.11,er nivå 3 være tilfredsstillende for å fortsette
til neste fase. Dette vil si kan vi tildele gren A til første arbeider, gren
B til andre arbeider et cetera. I et reelt scenario ville hver arbeider
anskaffet flere slike grener å jobbe med. Gitt at treet er like tungt for
alle bladnodene å regne ut og alle arbeiderene er omtrent like raske
til å regne ut problemene, vil arbeiderene bli ferdig med jobbene sine
cirka samtidig. Arbeider 1 vil her regne ut A, først 1 og deretter 2. for
figur 5.11 vil parametersett bli tildelt en arbeider av av manageren i
administratorsystemet.
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Figur 5.12: Toppen av treet
5.4.3 Parallell kjøring
Det figur 5.10 her illustrerer er hvordan den første arbeideren får arbeid
i hypotetisk situasjon videre fra situasjonen i figur 5.11. Vi ser her at
Arbeider A får tilsendt de første to parametersettene fra FIFO-køen. De
vil bli fjernet fra FIFOen etter å ha blitt plasser arbeider A sin utsendte
parametere liste. Men et detalj å legge merke til at FIFOen som den
er illustrert her er settene av alle parametersettene som må løses før
det endelige svaret kan regnes baklengs i svargenereringsfasen. I denne
fasen vil da disse ligge på toppen mens toppen av treet ligger under slik
at rotnoden regnes ut til slutt.
Den parallelle eksekveringen handler om å regne ut et bestemt sett
med utregninger før den endelige utregningen kan gå videre.
Tabell 5.1: Returtabell fra en kjøring av Goldbach n200000
#0 - #11 #12 - #22 #23 - #33 #34 - #44
null null 12080115 1884961
null null 6547080 4288012
null null 6862758 2398327
null null 3552819 2568362
null null 7363853 1342648
null null 3805830 5791455
null null 3886906 3133674
null null 1972288 3289300
null null 2338441 3289300
null null 2467378 1702018
null null 2467378 3525561
null null 3222079 1821191
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Det vi kan se i 5.1 er data hentet fra en faktisk kjøring av PRP
goldbach tatt akkurat i det den parallelle eksekveringen er ferdig. Denne
tabellen representerer svar på parametersett. Dette tilsvarer for den
hvite bunnen i pyramiden representert i figur 5.12 på forrige side. Dette
er altså svarene på grenene som ble regnet ut av arbeiderne. Hver rad
har nummerering for intervallene de representerer i tabellen. for #34 -
#44 vil parametersvar #34 være på den øverste kollonnen. Vi ser her at
parametersett 0 til 22 ikke har blitt regnet ut enda.
Systemet krever at tabellen skal ha verdier i et bestemt intervall
bestemt av variabelen startIndex. For dette tilfeller var variabelen satt
til index nummer 23. Dette betyr at alle verdier må være fylt opp
fra nummer 23 til slutten av returtabellen. Verdiene 0-22 blir ikke
regnet ut før i det som i PRP terminologi kalles svargenereringsfasen.
Spesialtilfellet for dette er dersom en av parameterene i intervallet har
blitt delt. Da vil også svarliste-elementet for denne plasseringen være
null. Men da skal det være en egen liste som holder oversikt over hvilke
elementer som har blitt delt opp av PRP.
5.4.4 Problematikk i kjøretid
Et mer problematisk scenario kommer til til i det en arbeider er sen og
ikke har levert noe svar tilbake. Vi har da mistet et sett fra køen. Da kan
ett eller flere av følgende muligheter være blandt årsakene;
Treg Arbeider Det kan være en eller flere flaskehalser på denne maski-
nen. For eksempel en annen bruker sin kjører andre prosesser.
Ulik vekt i problemtreet Noen grener av noen rekursjonstrær er dypere
enn andre. Eller enkelte noder som er tyngre å regne ut enn de
andre oppgavenodene.
Død Arbeider Arbeideren har dødd, men statistikken reflekterer dette
kun med at den har null fullførte oppgavesett. Det kan være vidt
spekter med årsaker til dette.
Nettverksfeil PRP har få måter å handtere tap av nettverksforbindelse.
En av disse er at parametersettene som har blitt sendt ut til
arbeiderne blir lagret i PRP-tråden som hånterer den individuelle
arbeideren. Disse trådene er synlige for manageren som er den
sentrale koordinasjonsklassen i administratorsystemet. Disse kan
leses ut og sendes til andre arbeidere i det de har gjort ferdig sine
egne oppgaver.
Trege og døde arbeidere hånteres i systemet hovedsaklig ved at i det
en annen arbeider har blitt ferdig med alle sine problemer begynner den
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å jobbe med oppgavene som har blitt utsendt til arbeideren som har løst
færrest sett med problemer.
En annen innbakt løsning ligger i blokken med kode fra det originale
programmet som har blitt markert med PRP_Split. Meningen er at ved
å kjøre denne skal man kunne dele problemstillingen i en oppgavenode
i 2 nye oppgavenoder. Dette er nyttig dersom man har en veldig dyp
gren i problemstillingen som man ønsker å fortsette rekursjon på over
flere arbeidere. En Oppgavenode er en ensbetydende med et objekt av
typen IPrpParamHolder sendt til PRP_PROC-metoden for eksekvering.
Implementasjonen av denne er et produkt av brukerens originale kode
som har vært igjennom preprosessoren.
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Kapittel 6
Revurdering av krav
Fordi jeg har innført en multipass preprosessering, kan vi enkelt fjerne
endel av de gamle kravene for hvordan brukeren skal skrive sin kode.
Dette gjør at det praktisk å gjennomgå alle kravene for å analysere
hvorvidt de fortsatt har noe for seg med dagens implementasjon.
Med krav menes det i dette tilfellet de kravene som stilles til bruke-
rens program i brukermanualen. En komponent av denne oppgaven er å
redusere antall krav og gjøre de som er igjen klarere.
Klarere krav er enklere for brukere å lære seg. Vi skal gjennomgå kra-
vene i rekkefølgen de er spesifisert skrevet i den gamle brukermanualen.
Desto færre og tydeligere krav som man gir til brukeren, desto enklere
er det for en bruker å faktisk benytte seg av systemet. Det ligger god
forretningsverdi i å redusere tiden det tar å oppfatte reglene man må
følge for å kunne skrive noe som skal fungere i PRP.
6.1 Absolutte restriksjoner
Dette er kravene som er implisert av logikken i PRP-systemet.
6.1.1 Distribusjon på web
Du må være istand til å distribuere noen filer på Internett via
en webtjener.
Denne er det ikke mye man kan gjøre med. Dette er siden bruker-
programmene må distribueres via RMI. Og RMI krever at slikt dis-
tribueres via miljøet de har som gir en kodebase. En korrektur som
kan gjøres her er å si ifra klart dersom man bruker pakker. Da må
det sies at filene og dens avhengigheter må ligge på webtjeneren
omtalt som kodebasen. De må også ligge i tilsvarende mappestruk-
tur som pakkenavnene. For eksempel la oss si at adressen til we-
bserveren er http://folk.uio.no/brukernavn/prp/. La oss si at vi har
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en klasse TestClass.class som er deklarert som en del av pakken
no.uio.ifi.oms.test. Da må klassen være tilgjengelig på webserveren på
lenken http://folk.uio.no/brukernavn/prp/no/uio/ifi/oms/test/TestClass.class.
Selvfølgelig må det også være lese, skrive og rettigheter for å eksekve-
re. De må være ordnet hele veien opp fra grunnmappen til klassen for
offentligheten.
6.1.2 Symboler for Preprosessoren
Ditt program må inneholde noen kommenterte nøkkelord for
å hjelpe preprosessoren. Disse nøkkelordene er:
• /*PRP_PROC*/ Denne indikerer starten på den rekursive
metoden og må være posisjonert rett over metodedekla-
rasjonen.
• /*PRP_CALL*/ Denne indikerer posisjonen til det rekursi-
ve kallet. Denne må være plassert i linjen før kallet.
Vennligst legg merke til at det er ingen mellomrom i nøkkorde-
ne. Disse må skrives nøyaktig som de er skrevet over. Å skrive
disse symbolene med mellomrom, vil ikke fungere.
Nøkkelordene må fortsatt være tilstede i min implementasjon av
preprosessoren.
Dette er en mulig fremtidig løsning, men den nye preprosessoren
klarer seg helt fint å parsere både PRP_PROC og PRP_CALL. Mellomrom-
mene nevnt over har nå ingenting i å si i den nye preprosessoren.
Kompilering
Før du bruker ditt program i PRP sin preprosessor, må du ha
forsikret deg om at ditt program kompilerer som et vanlig
sekvensielt Javaprogram.
Dette kravet er egentlig noe selvsagt, men hvis man først skal nevne
det som er selvsagt, burde det også nevnes at man må forsikre seg om at
programmet fungerer som det skal sekvensielt eksekvert. En revidering
til følgende kan være fornuftig.
Før du benytter deg av PRP for å gjøre systemet parallelt,
må du sørge for at programmet kjører som det skal under
normale, sekvensielle omstendigheter.
At det kompilerer kan sjekkes av PRP direkte, til tross for at det er
egentlig ikke nødvendig å si at trenger å kompileres. Dette gjøres ikke i
den nye preprosessoren.
53
6.1.3 Rekursiv metode i en løkke
Programmet må løse ett problem ved hjelp av en rekursiv
metode. Denne metoden må kalle på seg selv to eller flere
ganger. Dette til si fanout større eller lik to. Kallene kan ikke
være avhengige av hverandres svar. Dette betyr implisitt at
metodekallet må være på innsiden av en løkke.
Denne er fortsatt gyldig dersom problemet er rekursivt. Det spiller
egentlig ikke noen rolle hvor stor fanout problemet har siden systemet
bare kjører sekvensielt dersom det ikke er nok å jobbe med. Det
rekursive kallet må uansett være i en løkke. Som i praksis betyr at
kallet må enten være i en for eller while-blokk. Dette er også forventet i
parseren. Jeg tror det er hensiktsmessig å gjøre spesifikasjonen mest
mulig konkret. Jeg mener derfor at denne burde omformuleres som
følgende.
Programmet må løse et program ved hjelp av en rekursiv
funksjon. Kallene kan ikke være avhengige av hverandres
svar. Dette betyr at programmet må inneholde ett tekstlig
rekursivt kall. Det kallet må være på innsiden av en løkke.
Her er omtalen om fanout fjernet og også fjernet bruken av implisitt for
å gjøre språket mer konkret.
Statiske metoder og variabler
Alle objektvariabler og hjelpemetoder i klassen som innehol-
der den rekursive metoden, må være deklarert statiske med
Java-nøkkelordet static.
Denne må endres, fordi språket burde spesifisere at variabler som er
markert som final kan brukes over alt.
Dette kravet er der fordi man skal helst unngå objektvariabler
med tvetydig skop i systemet. Det er nyttig for systemet å kunne
bruke for eksempel hjelpemetodene i en annen klasse enn der de
opprinnelig ble opprettet. Dette er hovedpoenget, snarere enn det
spesifikke nøkkelordet static. Det skal faktisk være nok at metodene
kvalifiserer til å kunne være en statisk metode. Det vil si at man skal
kunne hekte på nøkkelordet static til metodene eller variablene uten at
det gir noen kompileringsfeil. Dette betyr at bruken må være som om
det skal være statisk. Man må fortsatt ta hensyn til hver arbeidertråd
som sannsynligvis lager sin egen instans av eventuell brukte statiske
variabler. Dersom man bruker de statiske variablene som mellomlagring
kan det være smart å overskrive dem i den rekursive metoden eller la
54
være å bruke de i det hele tatt i rekursjonen. Altså at man oppretter
lokale variabler som gjør det samme.
Alle objektvariabler og hjelpemetoder i klassen som innehol-
der den rekursive metoden, må være deklarert deklarert spe-
sielt. En av disse Java-nøkkelordene må brukes;
static For å enklere variabelen som en statisk variabel. Dette
betyr at variabelen kun har en instans i programmet. Det
vil også si at arbeidere vil ha hver sin separate instans.
final Variabler som ikke kan endre seg etter deklarasjon er
også gyldige.
6.1.4 Arbeiderne er uavhengige
Den rekursive metoden kan ikke være avhengig av brukerva-
riabler deklarert på utsiden av metoden. Dette er fordi hver
arbeider kommer til å lage private instanser av de statiske va-
riablene hver arbeidertråd. Du kan derimot bruke disse va-
riablene til lokale avskjæringer som er helt uavhengige. Men
legg merke til at det er ingen korrespondanse mellom disse likt
utseende variablene over nett, siden dette hadde vært meget
tregt.
Denne er det valgt å ikke å gjøre med dette i, siden man måtte hatt
et nokså komplisert system for å korrespondere variabler over nett. For
å få gjort dette, kunne man ha implementert følgende.
arbeiderside hver arbeider hadde måttet synkronisere adgang til en
felles variabel i et genert sett av get/set metoder som kontrollerer
adgang til nevnte delte variabler.Disse må gjøre RMI kall på disse
variablene over nett.
server serveren hadde måtte vedlikeholde en liste med delte variabler
og vedlikeholt en lås på hvert enkelt element mens operasjonen
eksekveres. På serversiden kunne variablene være deklarert som
liste generalisert på Objekter slik at man kan lagre nesten hva som
helst i de. Det er disse medlemsobjektene man må vedlikeholde en
lås på for at mekanismen skal fungere.
preprosessormodifikasjon preprosessoren må modifisereres til å om-
forme produktkoden til å bruke getter og setter metoder istedenfor
direkte variabelaksess.
Siden man må synkronisere to ganger i tillegg til nettverksoverhead
er dette nok alt for tregt. Dette kan være tregere enn vanlig sekvensiell
kjøring av programmet.
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Reserverte Nøkkelord
Ingen variabel eller metodenavn kan begynne med prp. I
verste fall kan du risikere en konflikt med PRP systemnavn.
I omformingen av kode har bokstaven _r blitt et reservert nøkkelord.
PRP metoder er alltid i store bokstaver. Men det er andre variabler som
brukes eksplisitt av prp. Dette gjelder variabelen depth som er brukt i
sekvensiell kjøring av den rekursive metoden på arbeidernoder. Jeg tror
derfor at dette kravet kan gjøres noe mer spesifikt.
Følgende nøkkelord er reservert fra bruk i brukerprogram-
mer:
_r Variabel som brukes som en peker til en intern hjelpefunk-
sjonalitet.
_depth Variabel som brukes til å kontrollere intern bokhold-
ning.
PRP Begynnelsen på metodenavn som brukes om flere interne
metoder som begynner på PRP.
Samme resultat
Koden fra starten av den rekursive metoden og ned til det
rekursive kallet må produsere det samme resultatet hver
kjøring. Dette vil være forsikret dersom du aldri skriver til
variabler på utsiden av den rekursive metoden. Det er derimot
trygt å initialisere data.
Dette kravet et fortsatt gyldig siden man er avhengig av at kjøring
på arbeidere blir reprodusert likt fra kjøring til kjøring. Logikken vil bli
brukt flere ganger av systemet og det er derfor viktig at arbeidere og
server i programmet får identisk prekondisjon til den parallelle kjøringen.
Skrive til fil
Den rekursive metoden kan ikke skrive til eller lese fra fil i den
rekursive metoden. Dette kan gjøres på utsiden av metoden.
Dette krever også at du endrer på sikkerhetspolitikk for admi-
nistratoren og arbeiderne. Se kapittel 5 i brukermanualen.
Dette er også en raffinering av 6.1.4. Men dersom man skal beholde
den kan den skrives om følgende:
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Den rekursive metoden kan ikke lese fra eller skrive fil i
den rekursive metoden. Dette kan gjøres trygt før og etter
respektive. Dette krever også at du endrer administratoren sin
sikkerhetspolitikk. Se kapittel 5 i brukermanualen.
Serialisering
Dersom den rekursive metoden bruker brukerdefinerte objek-
ter, må disse klassene serialiseres. Dette gjelder både for bruk
for parametere eller returverdier. For å oppnå dette må objek-
tene skrives som følgende:
1 public class ReturnValue implements s er ia l i zab l e {
2 // . . . . .
3 }
Listing 6.1: Hvordan man kan få en klasse til å bli serialiserbar
.
Dette er riktig for de fleste objekter. Unntakene er for de tilfeller hvor
defaultObjectWriter ikke vet hvordan et felt skal hånteres. Dette gjelder
spesifikt for objekter som har et arrayfelt i seg. For disse tilfeller må man
skrive både writeObject og readObject metoder som hånterer eventuelle
arrayer. Se mer detaljer om dette temaet i 6.2.
Dersom den rekursive metoden bruker brukerdefinerte objek-
ter, må disse klassene serialiseres. Dette gjelder både for bruk
for parametere eller returverdier. Slike tillegsklasser må leg-
ges til på webserveren du legger resten av programmet. Ek-
sempelet ligger ved uforandret.
Eksterne pakker
Du burde ikke importere eksterne pakker med mindre alle
arbeidernodene har disse pakkene tilgjengelige i sin classpath.
Denne er forkastlig siden vi nå vet at eksterne pakker kan lett
inkluderes ved å plassere de på den samme webtjeneren som brukeren
plasserer den genererte koden i samme type mappestruktur som
tilsvarer pakkenotasjonene.
Den originale kravspesifikasjonen krevde eksplisitt at orginalkodefi-
len ikke skulle kunne være en del av en pakke. Dette fant jeg ut for å
kunne la den originale fila være endel av en pakke, måtte et visst krav
være oppfylt. Det kravet var en bestemt plassering av brukerens kode-
base på webserver. Den korrekte måten å gjøre dette på er at det må
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være en mappestruktur lik pakkestrukturen til brukerens program på
webserveren. De kompilerte klassefilene må da ligge tilsvarende i dette
treet. Dette er for at RMI skal finne kodebasen og laste den den riktig.
6.1.5 Restriksjoner for implementasjon
Rekkefølgen av deklarasjoner
Hver metode og objektpeker må være deklarert før den
rekursive metoden. Dette kan enkelt gjøres ved å putte den på
slutten av filen. Main-metoden må derimot være helt til slutt.
Dette kravet faller helt bort siden parseren leser inn alle hjelpeme-
toder til sin egen liste av lister hvor hvert enkelt liste er en metode og
hver av listen sine elementer er en linje i metoden. Siden dette blir lagret
i et tre er det ingen sak å skrive ut elementene på ny i ønsket rekkefølge.
Alle klassedeklarasjoner vil bli puttet på toppen av klassen uansett hvor
de ble deklarert, dog rekkefølgen de ble lagt inn vil bli være den samme.
Andre ressurser
Andre klasser må være i andre filer. Hvis de skal brukes fra
den rekursive metoden må de implementere serializable. Disse
må også plasseres på webserveren.
Dette kravet er redundant med 6.1.4 og kan derfor trygt droppes.
Dette siden andre ressurser enten kun vil brukes på administratorsiden
eller være retur eller parameterobjekter. Alternativt kunne man ha
spesifisert i et annet krav at alle klasser for PRP må være public. På den
måten tvinger man frem at hver fil skal være i sin egen fil. Det kan også
skrives at det ikke er noen støttet håntering av indre klasser.
Rekkefølgen i den rekursive metoden
Dersom den høyre siden av ligningen skal inneholde andre
elementer enn det rekursive kallet, må disse foreligge etter det
rekursive kallet.
1 int x = rekursivMetode ( . . ) + a [ i ] ; // Dette er O.K.
2 int x = a [ i ] + rekursivMetode ( . . . ) ; // Dette er ikke O.K.
Jeg har skrevet en rutine i preprosessoren som gjør det ene uttrykket
om til det andre uttrykket, slik at det ikke skal spille noen rolle hvilken
rekkefølge elementene har. Dette kravet kan derfor trygt fjernes fra
kravlisten.
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Rekursivt kall over flere linjer
Det rekursive kallet kan ikke deles over flere linjer.
1 int x = rekursivMetode (a , b , c ) ; // Dette er O.K.
2
3 //Dette er derimot IKKE O.K.
4 int x = rekursivMetode (a ,
5 b ,
6 c ) ;
Listing 6.2: Akseptable deklarasjoner av det rekursive uttrykket
Løses enkelt ved at det er en metode som leser inn kode linje for linje
til det dukker opp et semikolon. Til slutt kan man bare akkumulere
strengene hver for seg med fjernet mellomrom. Dette kravet er helt
fjernet av preprosessoren som gjør om kallet til en linje.
Ett rekursivt kall
Det kan tekstuelt kun være ett rekursivt kall i koden.
Denne er ikke like nødvendig som den en gang var. Dette siden
preprosessoren er annen. En fremtidig masteroppgave kan handle om
å ha flere rekursive kall i koden. Men fordi flere rekursive kall er ikke
testet, må kravet bli.
ReturUttrykk etter rekursjon
Alle returuttrykk må være etter det rekursive kallet.
1 //Dette fungerer ikke
2 public stat ic int rekursivMetode ( . . . ) {
3 i f ( krav ) {
4 return 0;
5 }
6 . . . .
7 rekurs ivtKal l ( . . . ) ;
8 }
9 //Dette kan skrives om t i l
10 public stat ic int rekursivMetode ( . . . ) {
11 i f ( krav ) {
12 . . . . .
13 rekurs ivtKal l ( . . . ) ;
14 }
15 return 0;
16 }
Listing 6.3: Akseptable plasseringer av returuttrykk
Den nye preprosessoren har ingen alternativ måte å håndtere dette
på og må dette kravet derfor også stå.
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Pakke
Ditt program kan ikke være del av en pakke.
Dette kravet kan fjernes iht beskrivelsen i 6.1.1 på side 52.
Konstruktør
Din klasse kan ikke ha en konstruktør.
Denne er egentlig ikke viktig å ta med siden vi allerede har definert
at man ikke skal bruke objektvariabler. Å ha en konstruktør som
initialiserer objektvariabler og statiske variable og kravet om at det skal
kompilere på forhånd gjør faktisk at det egentlig ikke er noe poeng å
ha dette kravet. Men vi fortsetter å ta den med for brukerens enkelthets
skyld.
returverdi
Dette er opprinnelig to krav som egentlig er ett.
Den rekursive metoden kan ikke være void. Du må tilordne
verdien fra den rekursive metoden til en variabel.
1 rekursivMetode ( . . . ) ; // ikke ok
2 int x = rekursivMetode ( . . . . ) ; // er ok
Listing 6.4: Tilordning på venstre side av linkingen
Disse to kravene kan helt fritt falle bort siden dette allerede er dekket
av den nye spesifikasjonen i neste subsjeksjon om ArrayForm.
Arrayform
Dersom du bruker arrayer til å holde returverdiene fra ett
rekursivt kall må være de være deklarert på denne måten.
1 int [ ] a ; // th i s i s ok , no space between int and [ ]
2 int [ ] a ; // th i s i s i l l e ga l
3 int a [ ] ; // th i s i s also an i l l e ga l form
Listing 6.5: Eksempel På Array
Den nye preprosessoren vil akseptere alle tre formene, inklusive de
to som originalt ikke ble akseptert av preprosessoren. Dette korrigerer
parseren. Dette gjøres ved at den omformer uttrykk som ikke konformer
til den øverste formen uttrykk som fungerer for preprosessoren. Slik det
fungerer i praksis er at preprosessoren gjør om de to nederste formene
til den øverste formen. Dette kravet kan derfor fjernes. Alternativt kan
man modifisere den og neste til noe som dette:
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Venstre side av ligningen
Det rekursive kallet må ha en variabel for lagring på venstre
side av ligningen for å holde på svarene. For eksempel slik :
1 array [ i ] = rekursivFunksjon ( . . . ) ;
Listing 6.6: Tilordning av svaret fra en rekursiv funksjon
Dette kravet burde helt i orden med nye implementasjon. En
fremtidig implementasjon bør kunne legge til at man skal kunne ha
andre måter å sette opp den rekursive funksjonen på. Men denne formen
burde være standard.
resultat
resultatet av den rekursive metoden kan ikke brukes direkte.
Det må lagres i en variabel som dette.
1 /*PRP\_PROC*/
2 public stat ic int rekursivMetode ( . . . ) {
3 . . .
4 /*PRP\_CALL*/
5 int x = rekursivMetode ( . . ) ;
6 doStuff ( x ) ;
7 }
Listing 6.7: Bruk av Resultat
Vennligst noter at x i dette tilfellet ikke under noen omstendig-
heter kan ha bidra innflytelse på parameterene til det rekursi-
ve kallet.
Denne er også redundant for spesifikasjonen i kravet i 6.1.5. Man må
kun legge til en ekstra setning til det kravet for at det skal være helt
identisk.
Legg merke til at venstre side ikke må være tilstede på høyre
siden av ligningen.
6.2 Uoppdaget krav
Under min analyse, lesning av relevant litteratur og ombygning av
systemet mener jeg ha funnet et krav. Grunnen til at dette ikke har blitt
oppdaget er fordi det ikke har vært noen program-eksempler hittil som
har representert denne problemstillingen.
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Serialisering av retur og parametere
Serialisering forklart Serialisering er mekanismen som tillatter distri-
buerte systemer som PRP å sende objekter over internett ved hjelp av
bufferet strømmer. Bufferet betyr at mens programmet kanskje bare le-
ser små biter av gangen, vil hele bufferet som programmet leser fra lese
mer av gangen over nett for å redusere antall forespørsler og annen over-
head som er tilstede i det man overfører data over nett.
Figur 6.1: Serialisering og deserialisering av et objekt av typen katt med
overføring over RMI
Serialisering i PRP I PRP systemet er to objekttyper serialisert. Dette
er da parameterklassen og returklassen. Ikke alt i brukerens program
trenger å bli serialisert. Måten den deles ut til arbeiderene er ved å legge
brukerprogrammet på et delt område på nettet. Den vanligste måten å
gjøre dette på er å legge de kompilerte klassene på en webserver.
Serialisering i RMI I følge boken [10] burde serialiserte objekter ikke
bare implementere grensesnitt serializable. Objekter som er serialiserte
burde også implementere equals() og hasCode(). For de tilfeller hvor de
har et felt som ikke serialisereres med defaultObjectWriter() burde det
også implementeres både writeObject() og readObject() metoder for å
lage en broverk for å støtte felt som ikke støttes av defaultObjectWriter().
I [10] anbefales det at man lager enhetstester på de serialiserte objektene
for å få en bekreftelse på at alle relevante felter i de serialiserte objektene
faktisk blir kopiert over. I de tilfeller hvor variabler ikke blir kopiert sier
mekanisme for serialisering ikke i fra.
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Testing av serialisering i PRP Jeg har skrevet en slik enhetstest. Se
Appendiks A.2 for hele kildekoden for denne enhetstesten. I before
gjør de operasjonene som er felles for de to testmetodene slik at de
har et uniformt grunnlag i det testene skal kjøres. Valgene av indeks
og variabler som lagres i testobjektet er faste oppdiktede verdier.
Testoppsettet inkluderer å lage en nytt objekt y som er produktet av
en serialisering og en påfølgende deserialisering. I de to testene testes
simpelthen y for kriteriene spesifisert for serialisering i [10]. Her ser
vi bruk av kodebasen i 6.2 i samme kontekst sammenheng som 6.1 på
forrige side.
Figur 6.2: RMI i PRP tar stubben fra kodebasen og dataene fra
administrator
Hashkoder Den første testen sjekker om de to listene ble identiske
eller ikke, mens den andre testen tester om hashkoden for de to
objektene ble identiske. Hashkoden er ment å være den samme
uansett kjøring. Hashkoden for parametere er den kumulerte verdien
av indekstallet til parameteren og hvert av dens medlemsobjekter sine
hashkoder.
Serialisering av arrayer Et tilfelle av felt som ikke blir kopiert er
en arrayer. For at disse skal kopieres riktig må man lage de de to
korresponderende lese og skrivemetodene. Dette er fordi at en array
ikke er en enkel primitiv eller et serialisert objekt. Det er viktig at
disse blir lagret sikkelig i arrayen i tilfelle det er en spesiell betydning i
måten arrayen blir lagret på. Men idéen er at Serialisering og påfølgende
deserialisering skal produsere 100% identiske kopier over nett.
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Array som returverdi Dette har implikasjoner for bruk av PRP. Dersom
venstre side av den rekursive ligningen er en todimensjonal array, kan
det være problemetisk. Java. Dette er en innskrenking ikke dokumentert
i tidligere. Sannsynligvis er det ikke vært noe slikt testprogram. Med
dette mener jeg at returverdien burde ikke være en array.
Generelt er det greit å håndtere Serialisering. Mens supertypen til
de genererte filene er helt serialiserte, holder det at de genererte filene
lagrer dataene sine i feltene til den serialiserte supertypen.
Parameter i PRP Det må dermed generes metoder for å lagre brukerens
parametervariabler til superklassens mekanisme for lagring. Det må
også genereres korresponderende metode for å lese ut igjen riktig.
For PRP er det meningen at alle param variabler kan lagres til listen
pars. Pars er definert som en ArrayList<Object>. Verdiene i metodene
spesifisert her henter ut og lagrer parameterene i pars. Dette gjør at man
har en lagringsstruktur som er uavhengig av ulike imlementasjoner av
parameterklassen. Dette er grunnen til at det nødvendig med casting for
å hente verdier ut av denne arrayen. Men dette er lettere å skrive kode
for sammenlignet med å lagre i individuelle variable. Man er avhengig
av dette for å få en uniform signatur for visse metoder i PRP. Det viser
seg at i det man putter inn primitive som int vil den automatisk putte
objektet inn som en Integer. Alt som blir serialisert må uansett hentes
ut med en cast siden metoden som henter ut en verdi alltid returnerer
et objekt.
1 class PrpParamHolder extends PrpParameter {
2 stat ic f inal long serialVersionUID = −IZF8 ;
3 transient private f inal int from ;
4 transient private f inal int to ;
5
6 PrpParamHolder ( int par0 , int par1 , int index ) {
7 super ( index ) ;
8 from = par0 ;
9 to = par1 ;
10 addValue ( from) ;
11 addValue ( to ) ;
12 }
13
14 protected int get_from ( ) {
15 return ( Integer ) getValues (0 ) ;
16 }
17
18 protected int get_to ( ) {
19 return ( Integer ) getValues (1 ) ;
20 }
21 }
Listing 6.8: PrpParamHolder for Goldbach
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Transient I det outputklassen er generert betyr det ingenting at kon-
struktøren lagrer variablene i lokale variabler. At variablene dobbellag-
res i to og from som sett på eksempelet betyr ikke noe. I eksempelet er
to og from er spesifisert som transient. PÅ denne måte blir de spesifikt
ikke serialiseres på noe tidspunkt. Dermed vil de ikke overføres over
nett med RMI. Grunnen til at de er med er for at å forenkle forståelse av
programmet for brukere.
Parametere Det viktige er bare at genert kode som skal bruke variab-
lene vet hvordan man henter ut de riktige variablene fra vektoren pars
. Generert vil alltid getterene for parameternavnene følge konvensjonen
get_variabelnavn. Grunnen til å ikke bruke vanlig getter konvensjon for
navnsetting er for å gjøre leser av programmet oppmerksom på at det
ikke er ordinær variabel som leses inn men en variabel fra et serialsert
objekt som er marshallet over nett.
Spesial-håntering av serialisering i PRP Det er en litt aparte meka-
nisme for å håndtere dette for parametere i dagens PRP-system. Denne
fungerer slik at alle parameterpakker som skal bli sendt over RMI får
først laget en kopi av seg selv. Manageren gjør dette ved å serialisere og
deserialisere det originale objektet. Grunnen til dette er reflektert i en-
hetstesten i A.2. Jeg lagde den som eksperiment for å legge til array-er av
objekter og primitive til parameterlisten til parameterobjektet. Min test
viser helt klart i det det legges til en array til listen og parameterobjektet
serialiseres og deserialiseres, endres hashkoden til parameterobjektet
selv om verdinnholdet er uendret. I praksis betyr det for denne testen
at for den boolske verdien boolsk testArray settes til true, feiler testen.
Java RMI bruker hashkoder for å værifisere hvorvidt data blir sent over
korrekt eller ikke [10]. Dermed vil rene Arrayer fra nye og gamle imple-
mentasjon av Java ikke fungere som returverdier.
Autoboxing Jeg antar at dette er fordi det gjøres autoboxing av arrayen
i det dette skjer i Java. Dette kan være grunnen til at i [10] hevder
Grosso at Java RMI ikke takler arrayer. Dette ligger sannsynligvis i at
RMI sjekker hash-verdier for sendte og mottatte pakker som sendes
over nett for å sertifisere integritet ved å sjekke at hashCode() verdiene
er identiske. Derimot kan venstre side av en rekursjonsligning være en
todimensjonalt array, dersom selve svaret som blir lagret i en posisjon
av arrayen ikke er en array.
Anbefaling PRP hånterer problemet med autoboxing i det det gjelder
Parametere, men det er ingen slik mekanisme for returverdier. Dersom
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man innfører kravet om at parametere ikke kan inneholde rene arrayer
etter Java standard, vil man kunne fjerne denne mekanismen. Man
kan derimot bruke arrayer som er håntert i en implentasjon for
arrayer som objekter i Java. For eksempel ArrayList i Collection,
denne implementasjonen er serialisert og dermed trygg for bruk til
PRP. Alternativt kan man ha en toggle for om hvorvidt man bruker
parameterkopi funksjonen i manageren. Det nye kravet kan derfor være
slik:
Returverdien til den rekursive metoden kan ikke være en
array. Du kan bruke arrayer i parametere, men det anbefales
å la være. En ArrayList kan fungere godt som erstatning.
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Kapittel 7
Forbedringer av PRP-systemet
Da jeg overtok PRP prosjektet fikk jeg en liste med mangler.
Rotete kode Java utgaven av PRP har vært videreutviklet av en rekke
ulike masterstudenter. Dette har skapt endel rot i form av mangel
på struktur og endel kryptisk kode. Les 7.1 for beskrivelse planen
for å rydde opp i systemet.
Krasj i Windows i den gamle utgaven av systemet virket systemet ikke
i Windows. Det var også endel andre feil i begynnelsen. Se 7.2
I tillegg var det ønsket at jeg skulle se på muligheten for å
implementere funksjonalitet for av løkker i PRP. Se 8.5.1 for hva det
ble av denne tanken.
I løpet av prosjektet ble visse problemer åpenbart for meg at burde
korrigeres for å øke levetiden til systemet.
Bygg Prosjektet var av en samling av nærmere 60 Java-filer uten
overordnet organisering. Det var ikke brukt noe byggesystem
for å gjøre prosjektet tålelig oversiktlig. Jeg organiserte derfor
prosjektet med et overordnet byggesystem før jeg begynt å gjøre
noe annet. Se beskrivelsen av det nye byggesystemet i 7.3.
Preprosessorens kjerne Selve kjernen av preprosessoren var håpløs å
utvide som den var skrevet. Se 7.4 om detaljer på hvorfor jeg
mener dette. Jeg bestemte meg derfor å skrive den helt om. Se
underkapittelet dedikert til forklaringen av den nye preprosessor-
kjernen i 5.3. For beskrivelse av prosessen å bygge en ny
preprosessor se 7.4.1.
Preprosessorens GUI Stort sett uendret, men jeg gjorde noen små
utbedringer for å bedre bruken av den og justere den til det nye
byggerammeverket.
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Unødvendig generert kode Mens jeg utviklet den nye preprosessoren
så jeg at det var mye unødvendig kode som ble generert som
helt fint kunne vært i et bibliotek. Les om dette i 7.5.1. Visse
forandringer førte til store endringer i strukturen, les om dette i
7.5.2 og hørende 7.5.2. Før jeg forenklet koden og utførte noen
andre endringer på kjøretidsystemet utførte jeg en analyse av
kjøretidsystemet slik at jeg var helt sikker på hva jeg gjorde. Les
om denne analysen i 7.5.
Ytelsesproblematikk I det systemet var fullt fungerende ble det åpen-
bart at PRP har et ytelsesproblem. Se analysen av dette i i neste
kapittel.
7.1 Opprydding i PRPs kode
Denne seksjonen handler om alle de ulike opprydningene jeg utførte
generelt for hele PRP ––både Kjøretidsystemet og Preprosessoren. Mitt
mål var å gjøre PRP mest mulig konformt med anerkjente industri-
standarder.
7.1.1 Målene med opprydningen
i koden er å rydde i koden på en slik måte at koden forhåpentligvis blir
lettere å forstå. Dette inkluderer å skrive mer Javadoc til metoder som
tidligere ikke er beskrevet i Javadoc eller den mangelfulle Javadokumen-
tasjon skrevet tidligere. Andre endringer i koden handler om å endre
navn på metoder og variabler slik at dette blir mer uniformt i prosjek-
tet. Java-filene har også blitt plassert i separate prosjekter og delt inn i
pakker for å gjøre koden mest mulig modulære.
7.1.2 Hvordan det gikk
Sannheten er dog at jeg fikk gjort det for enkelte utvalgte deler av
systemet. I noen deler har jeg måttet begrense meg til å gjøre delvise
forbedringer. Jeg har utført en rekke grunnleggende grep for å forenkle
strukturen i håp om å nå filosofien mer med mindre. Maven er utmerket
for dette. Opplegget for å bruke PRP som jeg har utviklet til en ny
standard er langt ifra perfekt. Det er fortsatt endel som skal til for at
det å distribuere PRP produkter skal være virkelig enkelt.
7.1.3 Grep brukt for å rydde opp
Dette er grepene jeg brukte for å bedre skikk på den eksisterende koden.
Jeg har forsøkt å implementere disse teknikkene for hele koden for å få
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en enhetlig forening av hva som er normen for prosjektet.
Omstrukturering av kode
Refakturering er brukt skille ut logikk fra større metoder til egne
spesialiserte metoder. Dette gjør den ved å klarere definere blokker av
kode til deler av funksjonaliteten.
Gjør om fragmentet til en metode slik at navnet forklarer
meningen til metoden. [7]
Dette er viktig å klart definert logikk slik at enhver logikk som blir
utenfor dette blir åpenbar ––både for den opprinnelige forfatteren av
koden, såvel som fremtidig vedlikehold, testing og videreutvikling.
Javadoc
Med Javadoc blir oversiktligheten forenklet for å få finne forklaring
på programmets intrikate detaljer om dens implementasjon. Dette ble
gjøres enkelt for alle metoder. M ed hjelp av Eclipse er det enkelt å legge
til bedre og mer Javadoc.
Eclipse
jeg har omhyggelig brukt Eclipse i mitt arbeid med videreutvikling av
PRP . Eclipse har et sett av funksjonalitet som er behjelpelige i det
man trenger å organisere og revurdere arvet kode. Eclipse har for
eksempel en funksjonalitet som lar en endre variabelnavn med få klikk.
Denne funksjonaliteten sørger også for å oppdaterer alle referanser til
elementer endrer navn. Eclipse har også funksjonalitet for enkel kjøring
av enhetstester.
Enhetstester
I det man bygger om koden, skal man da kunne utføre sjekker. Disse er
for å sjekke hvorvidt den nye koden er logisk ekvivalent med koden slik
den var før.
Et sentral konsept for å vedlikeholde systemets integritet er enhets-
tester. De sentrale klassene jeg skriver ble skrevet modulært for at en-
hetstester kan skrives lett. Enhetstester ble skrevet for noen få klasser
i kjøretidsystemet. Derimot er hele den nye kjernen til preprosessoren
dekket av enhetstester. Jeg implementerte enhetstester med det aner-
kjente rammeverket for enhetstester til Java, jUnit.
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Avansert logging
All debug kode fra det gamle systemet brukte bare system.out for
å presentere informasjon fra kjøretiden. Dette er lite fleksibelt til å
produsere et godt bilde av kjøre-tidssystemets liv. Med en av de moderne
loggingstandardene som leser inn log-konfigurasjon i kjøretid kan man
eliminere debug logging i ordinær, feilfri kjøring. Skulle man trenge det
har de en ekstern egenskapsfil man kan redigere inn at det skal logges.
Jeg har utvidet den eksisterende loggingen med flere dataposter og
nøyaktigere meldinger som har vært nyttig for å finne feil i PRP hvor
mulige feilkilder er mange. For dette har jeg brukt rammeverket log4j.
Dette grunnet at log4j har støtte for logging for klientene til PRP over
nett via email slik at man ikke må holde øye med klientene hele tiden
manuelt. Log4j støtter også å enkelt skru av eller sette opp nivået til å
kun logge kritiske beskjeder som krasj. Jeg fikk dog ikke tid til å tatt i
bruk slike email sendinger. For min del har jeg hatt en SSH-konsoll åpen
til en arbeider for å holde øye med aktiviteten på de i sanntid.
Grensesnitt
Et problem med veldig mye logikk i både kjøretidsystemet var at det
var nesten ingen bruk av grensesnitt. En ting som ble klart for særlig
kjøretidsystemet var at det ville være en stor fordel å endre den
genererte koden. Vi kommer tilbake til mer detaljer om akkurat dette
i 7.5.2 på side 83. Men spesielt dette systemet som mange andre i
PRP hadde bruk for bruk av grensesnitt. Dette er for å generalisere
oppførselen. For generert kode var dette et absolutt minimum siden
vi ikke ellers kan adressere kode som vi ikke har eksplisitt bundet til
koden. Å bruke grensesnitt har gjort mange klasser som jeg har hatt
med å gjøre svakere bundet til noen av dens naboer. Det er fortsatt igjen
dog fortsatt mye kode som er skrevet som direkte bundet logikk.
CommandLineExector
Dette var et spesialtilfelle for PRP i forhold til oppførsel. Denne kodefilen
inneholdt endel skriptet oppførsel som er spesifikke til Linux. Jeg fjernet
noen av disse men det er fortsatt igjen noen av dem. Funksjonalteten
det er snakk om for å kompilere inputprogrammet og korrigere skrive-
rettighetene til de produserte filene. Sistnevnte har jeg implementert
plattformuavhengig.
70
Skriverettigheter
I Java 1.6 har det kommet noen nye muligheter, som nye metoder til
File grensesnitt. Metodene setExecutable(bool) og setWritable(bool) ut-
fører det samme som instruksene til kommandolinjen som eksisterte til
å begynne med for å korrigere filrettigheter. I det man bruker Java sine
APIs innebygde funksjoner er man nærmest garantert at det skal fungere
på alle plattformer som har en verifisert Java Virtual Machine.
7.2 Feil i det gamle systemet
Dette kapittel er brukt til å beskrive feil i det gamle systemet. Det var
en hel mindre feil som gjorde at systemet ikke ville kompile og annet
som ble rettet tidlig i oppryddingen. Dette var litt småplukk som for
eksempel at programmet skulle kompilere med et foreldet bibliotek som
Sun ikke lenger vedlikeholder ––deres CORBA implementasjon. Denne
var brukt tidligere som alternativ til Java RMI. Utover dette har jeg nevn
signifikante bugs som lot seg forklare enkelt. Andre feil i koden har
forsvunnet i løpet av ombyggingen siden jeg har innført en noe annen
struktur på enkelte ting.
Konsollutskrift
Figur 7.1: Skjermbilde av feilen i logikken for konsollen
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Den gamle konsollutskriften skriver til av og til feil på konsol. I figur
7.1, ser vi at det kommer inn en ny linje før den forrige linjen fikk skrevet
ferdig sitt linjeskiftsymbol. Mao at trådene overtar konsollen mens en
annen tråd allerede skriver til konsoll. Vi har en annen mulig løsning for
å øke konsollens sikkerhet. Denne består i å pakke inn kun skriving til
konsoll. Dette kan gjøres på en slik måte at man må bruke en metode
for adgang. Denne metoden vil ha nøkkelordet for synkronisering i
metoden, slik at metodens kode og dermed skriving til konsoll blir låst.
På denne måten vil andre tråder som prøver å skrive til konsoll få tilgang
alene. Andre som skriver til konsol i samme tidsrom blir blokket til
konsol resursen er ledig. Et problem med dette er at det vil forårsake at
nettopp den tråden blir reservert. Altså at man blokker ting som ellers
kunne gjort noe fornuftig siden de var involvert med konsollet.
alternativer for meldinger En mulighet er å lage en separat tråd
som tar imot meldinger fra trådene til konsolen på den grafiske
presentasjonen. På denne måten vil ikke det kreves mye venting dersom
konsollet plutselig får ulike statusrapporter fra nodene. Ulempen med
dette er at man må implementere å kjøre en slik kø kontinuerlig. Men det
kan være meget fordelaktig dersom det kommer veldig mange meldinger
til konsollen i løpet av vanlig kjøretid. I dette tilfellet vil jeg anse at
mengden meldinger til konsoll ikke er mange og at sjansene for at
timingene skal overlappe er lav nok til at jeg korrigerer problemet
med den først nevnte løsningen, å innføre nøkkelordet synkronisert via
innpakningen.
Windowsproblematikk
Problembeskrivelse Kjøretidsystemet kjører helt fint på Linux til dags
dato. Men på Windows ser det ut til at kjøringen opphører å gjøre noe
fornuftig midt i kjøringen uten at unntak kastes. Det opphører å komme
oppdateringer.
Mulige årsaker Dette kan være en indikator på at det er noe spesifikt
som er implementert anderledes i Windows. Dette kan være at dette
fører til ulik timing. Det er ikke alle feil i parallell kode som oppfører
seg likt på alle plattformer. Dette vil si at noe som egentlig er prinsipielt
skrevet feil kan fungere på en plattform, men feile på en annen. [9]
Trådtrygghet I følge boken [9] kan problematikk rundt trygghet i
tråder manifestere seg som evige løkker, deadlocks og annen snodig
oppførsel som er spesifikk for èn plattform spesifikk timing og kanskje
oppføre seg anderledes eller ikke oppstå i det hele tatt på andre
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plastformer. Siden kjøretids-systemet er isolert fra preprosessoren-
delen kan man anta at problemet er i kjøretide-systemet. Det er to måter
å gå frem for å lokalisere og løse problemet.
Teoretisk analyse Analyse av kjøretidssystemets både som en helhet og
hver enkelt del. Dette kan være en langtekkelig prosesss. Man vil
da kunne være istand til å oppdage gjennomgående trender. Man
kan også kunne finne trekk som kan være årsaken til problemet
som har oppstått. Basert på dette kan man skrive revisjoner som
skal imøtekomme dette.
Kjøretidsanalyse En enkel analyse av kjøretids-systemet vil typisk først
kun inkludere en kjøring av systemet i en IDE med feilsøkingsmiljø
for å prøve å gjenkjenne hvordan problemet manifester seg helt
spesifikt. Et slikt feilsøkingsmiljø vil dog være spesifikt til lokal
kjøring av tjeneren. Det er uvisst om man kan få et bilde av den
reelle oppførselen til klient-noder over nett. Et alternativ å til å
kjøre systemet kun i et debug miljø vil være bruke et logging
miljø. Et anerkjent logging-system for Java heter log4j. Log4j er
istand til å skrive logger over nett og er dermed ypperlig for
å følge den nøyaktige oppførselen til arbeidernoder. log4j har
også den fordelen at den kan skrues og på mellom og tilogmed
under kjøretid. For dette formålet er spesielt log4js trace modus
interessant. Trace logging er ment for å loggføre samtlige av
programmets bevegelser. Dette er nesten fullekvivalent til å kjøre
systemet under modus for feilsøking. Mao man får ikke hele
programstakken, men man får skrevet ut utførte handlinger som
er loggført. For hva vi vet kan problemet være globalt, men vi
antar at problemet er lokalt ettersom det tar minst tid å korrigere.
Dersom problemet er globalt, er problemet noe mer omfattende
siden trådsikkerhetsproblemer er som regel komplekse. [9]
Min analyse førte til en rekke implementasjoner av feilkorrektur og
av en ny klasse for å holde kontroll på delte variabler. Ved hjelp av
loggingen var jeg istand til å finne feilene i kjøretidsystemet mens jeg
bygde det om. Feil oppsto som regel kun for de tilfeller jeg uten å
mene det endret på den grunnleggende semantikken. Men tilfellet var jeg
var istand til å gjøre systemet kjørende for vanlig kjøring av Goldbach.
Ved hjelp av logging har jeg også produsert en omfattende logging av
kjøretidsystemet til PRP som gir oss et godt bilde av hva som skjer under
denne kjøringen.
73
7.3 PRP i Maven2 og mer
I dette kapittelet skal jeg snakke om den overordnede organiseringen av
koden jeg utførte.
Da jeg overtok PRP var som nevnt prosjektet bare én stor samling
av nærmere 60 Java filer. Disse hadde ingen overordnet struktur eller
avanserte prosjektstyringsmekanismer tilstede. Det som var tilstede
var prosjektstyringsfiler i form av shellscripts for bash. Versjonen av
koden ble overlevert fra den originale koden fra de to forhenværende
masteroppgavene angående temaet.
7.3.1 Nyorganisering
Systematisk lagdeling Den opprinnelige koden hadde ingen bevist
lagdeling. Lagdelingen som ble oppgitt av de to siste masterstudentene
som jobbet med prosjektet før meg hadde ikke videre dokumentert
hvilke klasser som tilhørte hvilke lag, og noen av lagplasseringene er
feilaktige. Dette fordi klasser som ble kategorisert som forretningslogikk
hadde direkte kall på presentasjonslag-klasser og vice versa.
Pakker Prosjektet lå fra før av ikke i noe pakkesystem som kategori-
serte koden til ulike lag og klart definert funksjonalitet. Pakker brukt
ordentlig kan brukes til å lage et klarere visuelt og til å skille mellom
funksjonalitet som burde ligge i forskjellige lag av systemet etter tre-
lagsarkitektur eller også kjent som MVC1.
Bygge-håntering Bygningssystemet som var inkludert i den forhenvæ-
rende revisjonen av koden var plattform-spesifikt for Unix baserte syste-
mer. Dette vil kunne knekke funksjonalitet for populære operativsyste-
mer somWindows et cetera som ikke har støtte for skript for Linux Shell.
Det nye bygget vil heller ikke kunne være istand til å bygge alternative
bygg med alternative moduler o.l som kan være nyttig om man skal lage
andre presentasjonslag for prosjektet som skal fungere parallelt med
det opprinnelige.
Versjonskontroll Prosjektet ble ikke overtatt på et versjonskontroll-
system. Versjonskontroll vurderes av mange som et viktig verktøy i pro-
sjekter av størrelse i det det er et visst behov for å kunne undersøke
hvordan koden har utviklet seg over en større rekke ulike revisjoner. I
konteksten av en masteroppgave som etterhvert blir et produkt av gans-
ke mange arbeidstimer, kan versjonskontroll være et uvurderlig verktøy
1Model View Control
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for å holde backup av koden. En annen grunn til å ha versjonskontroll,
er at man da kan lett se de nøyaktige overgangene i de ulike delene i
prosjektet over tid. Både tidspunkt, identiteten til den endrede koden
og den nøyaktige endringen blir åpenbar. Typisk burde det følge med en
kommentar til hver versjon som skal sies noe om hva som har blitt gjort.
Hjelp av et verktøy for visualisering av endringer er nyttig. Sammen
med versjonskontroll kan man lettere identifisere endringer i semantikk
og syntaks. Da spesielt er vi ute etter å identifisere endring i semantikk
som har knekket programmet.
De fleste systemer for versjonskontroll lagrer kun endringer. For
eksempel hvis man fjernet noe kode man i etterkant ser at var riktig,
kan man ofte skrive det tilbake til koden. Slik oversyn over endringer
forbedrer oversiktbarheten i et prosjekt.
Maven assemblies En av modulene i Maven tillater en å bygge
skreddersydde pakker. Dette har jeg tatt i bruk for å bygge de ulike
projektene i PRP. Dette tillater meg å bygge jar-pakker som inkluderer
alle avhengigheter i pakken. I sammenheng med at jeg har testet
genererte produkter har jeg også laget en mal som tillater en å bygge
genererte prosjekter på denne måten. Det er for disse prosjektene man
har behov for å bygge med støtte for RMI. Dette ble skrevet til prosjektet
som beskrevet i Kapittel 12, Maven assemblies i [17].
7.3.2 Resulterende Struktur i Prosjektet
Maven bruker i prinsippet en nokså enkel struktur. Hvert prosjekt
har en grunnmappe. Hver slik mappe en fil som heter pom.xml. Disse
filene inneholder informasjon om hvordan prosjektet skal bygges. Den
inneholder også informasjon om avhengigheter som prosjektet har. Hvis
disse ikke foreligger på maskinen vil Maven hente disse fra internett
i det den bygger prosjektet. Dette gjelder også tillegg til Maven. For
PRP er dette interessant siden det er et eget tillegg for bygging av RMI
i Maven. For å bygge hele JavaPRP i Maven trenger man først å bygge
en hjelpepakke til JavaPRP og deretter selve JavaPRP. Dette gjøres som
følgende i kommandolinjen.
Dette er måten man bygger JavaPRP på;
1 cd ~/prp/helplibs/swing
2 mvn ins t a l l
3 /*−−−vent på at artefaktet skal ins ta l l e re−−−*/
4 cd . . / . . / javaPRP
5 mvn ins t a l l
6 /*−−−vent på at artefaktet skal ins ta l l e re−−−*/
Listing 7.1: Bygging av javaPRP
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I det dette er utført skal det nå ligge en mappe under JavaPRP
mappen som heter release. Denne inneholder alle de ferdige kompilerte
jar filene for hele prosjektet. release mappen har flere undermapper.
bin det er her alle jar filene blir lagt. Alle disse vil ha to utgaver, en med
alle dens avhengigheter og en uten.
testprograms inneholder alle testprogrammer som jeg har for PRP.
data Inneholder Java sikkerhetspolitikk for å bruke med nye klientpro-
grammer.
graphics inneholder grafikkfiler brukt av PRP.
workdir Dette er mappen hvor den genererte koden blir lagt. Det er
herifra brukeren må laste opp de resulterende class filene til en
webserver.
Koden for et gitt prosjekt vil alltid være å finne i src/main/java for
Maven2 prosjekter.
7.3.3 JavaPRP sin underliggende pakkestruktur
JavaPRP er hovedpakken til JavaPRP. Denne er bare ment til å inkludere
byggemiljø som gjelder for alle prosjekter i JavaPRP.
prpArchitect Dette er fellespakken for preprosessoren, de andre tinge-
ne som er med i fasen for oppsett og GUIen til faen for oppsett.
architect-bl Er prosjektet for forretningsloggikk for Arkitekten.
architect-gui-swing Prosjektet for swing presentasjonslaget for
arkitekten. Inneholder noen Javafiler som egentlig burde
kvalifisere som forretningslogikk. Kan ikke flyttes før man har
gjort avhengighetsinjeksjon.
prpOverseer Dette er fellespakken for kjøretidsystemet og forretnings-
loggikken som hører til.
overseer-bl Er prosjektet for forretningsloggikk for Overvåknings-
systemet.
overseer-gui-swing Prosjektet for swing presentasjonslaget for
Overvåkningssystemet. Inneholder et større tall Javafiler som
egentlig burde kvalifisere som forretningslogikk. Kan ikke
flyttes før man har gjort avhengighetsinjeksjon.
prpCommons Dette er en fellespakke med ting som deles for hele
PRP. Inneholder endel grensesnitt, abstrakte klasser og annet som
brukes av mange av pakkene i PRP.
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prpWorker Dette er pakken som inneholder all logikken for arbeidere.
7.4 Det som var galt med den gamle Preprosessoren
Det var gode grunner for å skrive preprosessoren på nytt med objekt-
orientering. Dette var hovedsaklig at den originale preprosessoren
manglet oversiktlighet. 1100 linjer med stort sett ikke-dokumentert
kode i en metode er ikke hva noen kan kalle oversiktlig eller lett å forstå
eller å modifisere. Her er et eksempel på en while block som var inne i
en try-catch block som var på over 600 linjer;
1 while ( stKildeKode . hasMoreTokens ( ) ) {
2 tokenKildeKode = stKildeKode . nextToken ( ) ;
3 i f ( ! tokenKildeKode . equals ( " " ) && ! tokenKildeKode . equals ( " " ) ) {
4 i f ( prpProcNavn==null && prpEq )
5 prpProcNavn = tokenKildeKode ; // cvt : s e t te s for 1. gang .
prpProcNavn = i . e . calculate
6 /* (2 ) (= ) */ i f ( tokenKildeKode . equals ( "=" ) ) prpEq = true ;
7 i f ( mottagerVariabelNavn != null && ! prpEq ) preEq =
tokenKildeKode ; // cvt : når s lår denne t i l ??
8 i f ( mottagerVariabelNavn==null ) // cvt : mottagerVariabelNavn = i .
e . childSum
9 mottagerVariabelNavn = tokenKildeKode ; // cvt : s e t te s for 1.
gang
10 i f ( prpProcNavn!= null && tokenKildeKode . equals ( " ( " ) ) {
11 paramStart = true ;
12 break ;
13 }
14 }
15 }
Listing 7.2: Eksempel på hva som er galt med den gamle preprosessoren
Vedlikehold Dette kan være problematisk. Spesielt i det noen senere
skal legge til funksjonalitet. Men også å gjøre feilfritt for andre
vedlikeholdere er heller ikke trivielt i det man ikke har godt organisert
kode. Implementasjon av while funksjonalitet for eksempel, vil ha
innflytelse på på preprosessoren. Jeg regner med å spare tid på å legge
til ny funksjonalitet med en ny løsning. Dette er fordi at dette gjør langt
lettere å se for meg hvor og hvordan den nye funksjonaliteten kommer
inn.
ikke modulær kode En annen fordel med min totale omskrivning er
at den nye koden vil være grei å enhetsteste med jUnit. Siden koden
ikke har noe klart definert svar på ulike mindre funksjoner vil det være
vanskelig å teste. På denne måten får man også verifisert at koden
fungerer etter bestemte satte spesifikasjoner.
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Uunngåelige endringer Siden jeg objektorienterer koden er det en
absolutt nødvendighet at produktet er det samme som resultatet var
med den gamle utgaven av preprosessoren. Dog med noen unntak som
ikke skal skape problemer ved kjøring;
Kodeformatering Den originale formateringen av koden i resultatet
gjorde koden totalt ulesbar i dens daværende form.
Kommentarer Siden kommentarer ikke har noe med eksekvering å
gjøre, tar jeg forbehold mot at jeg ikke beholder de slik de var.
ingen støtte for pakker Dette er ikke støttet av den originale prepro-
sessoren. Dette siden ikke det leses inn noe pakkedeklarasjon som
brukes i den gamle genererte koden.
Mangel på Objektorientering Koden var opprinnelig omlag 1100 linjer
kode. Dette var fordelt på en klasse. I den klassen var mesteparten
av koden i en metode. Det var min mening at koden lett kunne deles
inn i flere klasser. Hver av objektene burde ha ulike ansvar og ha
logikk deretter. Dette skaper oversiktlighet. Ettersom et mulig dypt
fokus for denne oppgaven skal handle om å legge til funksjonalitet
til nettopp preprosessoren er det viktig at denne koden er ryddig og
vel fungerende på forhånd. Dette slik at implementasjonen av denne
ekstra funksjonaliteten kun har sin egen implementasjon som motstand
på samme tid. På denne måten reduserer man altså antall mulige
feilsituasjoner som vil oppstå på samme tidspunkt.
enkelpass parsering Preprosessorens oppgave er å parsere den origi-
nale kodefilen og skrive de nødvendige delene fra orginalkoden om til
de parallelle kodefilene. Slik den fungerte ble deler skrevet rett til de
parallelle kodefilene i det den finner relevante blokker i orginalkoden.
Den gamle preprosessoren utførte hele prosessen i et stort pass. Dette
gjorde at preprosessorkoden var lite oversiktlig.
Løsningen jeg valgte for å ordne dette var å gjøre parseringen først og
deretter legge de nødvendige dataene i et tre. Dette trenger ikke å være
mer komplisert enn å sortere inn hjelpemetoder, klasse-deklarasjoner,
klassenavn og logikkblokker for utregningen av problemet og et par
andre småbiter. Les mer om dette i 5.3.3 på side 33. Vi har allerede
oppgitt som en betingelse for at koden skal kjøres i systemet skal
kompilere under vanlige omstendigheter, og derfor var derfor ingen
behov for å syntakssjekke mesteparten av programmet. Den eneste
syntakssjekken som er nødvendig, er sjekken på det rekursive kallet og
å håndtere blokker.
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7.4.1 Forbedringsprosessen
Arbeidet med å bygge om preprosessoren ble begynt ved å gjøre analyse
av resultat-koden. Dette ble gjort ved å fargekode utskriften av resultatet
etter generering av den gamle preprosessoren. Denne analysen viste at
mye av koden i resultatet er var enten kopiert 1:1 fra originalkoden
eller kopiert inn fra den separate datafilen. Kun en liten mengde kode
er generert kode fra preprosessoren var basert på originalkode.
En annen grunn til at jeg gjorde dette er at datafilens lesemetoder
baserer seg på å lese gjennom hele datafilen hver gang et nøkkelord
leses fra datafilen.
Måten jeg gjør dette på var å vedlikeholde mest mulig mulig av
den originale strukturen er ved å skille ut Parseren som en klasse
tidlig i prosessen. På denne måten beholdt man en oversikt på hvilke
metoder som jeg har nyskrevet/omskrevet spesifikt for å arbeide i den
nye preprosessoren. Jeg har også laget en under-pakke med modellene
av treet som input programmet lagres i. Den originale parseringen
tokenizer alle linjer av programmet, noe jeg synes ikke hadde noen
mening . Dette siden man ikke trenger å verifisere alle linjer.
Jeg antok også at de fleste som skriver programvare for preprosesso-
ren, formaterer sin kode fornuftig i en editor slik at ikke symboler som
avsluttende krøll-paranteser og metodedeklarasjoner havner på en linje.
Den gamle parseren vil ikke reagere pent på for eksempel at det kommer
en krøllparantes som avslutter en annen metode og en metodedeklara-
sjon på samme linje. En annen endring i systemet er at alle kommen-
tarer blir ikke tatt med videre til den resulterende produkt. Det burde
dog være lett å ordne det slik at Javadoc kommentarer kommer med i
den genererte koden i en fremtidig versjon. Men jeg har valgt å fjerne
kommentarer som kommer fra brukerens program i denne omgang for
å forenkle prosessen som en helhet siden man kan fortsatt lese de origi-
nale kommentarene. En grunnleggende design filosofi jeg har tatt med i
systemet er at jeg i størst mulig grad har gjort at hver metode skal ope-
rere mest mulig uavhengig. Altså at jeg prøver å la beregningsmetoder
unngå å lagre resultater i klasse eller objektvariabler og dermed heller
bruke returverdier. Figur 5.7 tilsvarer programmets produktklasser. Det
er da inneforstått at Program inneholder klassen som blir hetende Prp-
Program.
For metoder ble det viktig å bruke returverdier mest mulig og å
unngå å bruke objektvariabler. På denne måten ble det lettere for meg
å skrive tester som sjekker at metoden faktisk gjør det jeg hadde tenkt
den skulle. Tester ble skrevet spesifikt mens jeg skrev de individuelle
metodene som gjør spesifikke tekst-operasjoner. På denne måter er jeg
rimelig sikker på at metodene fungerer etter spesifikasjon.
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7.5 Analyse av det nye kjøretidsystemet
Figur 7.2: Det nye kjøretidsystemet i oversikt
Noe av problematikken rundt parallellisering handler om at program-
met som en helhet er trådsikkert. For tilfellet av kjøring av PRP, trenger
brukerens program kun å være et sekvensielt program med statiske ob-
jektvariabler, en spesielt markert metode med et spesielt rekursivt kall.
Dette innebærer da eksekvering av ett rekursivt kall.
Flere rekursive kall For å kunne legge til støtte for at brukeren skal
kunne foreta flere rekursive kall i sitt program må visse betingelser opp-
fylles. Eksempelvis Quicksort som lager et pivot-punkt og kjører to re-
kursive funksjoner kunne hatt godt av dette. Parseren og preprosessoren
må skrives om og man må kunne lage flere støttemekanismer rundt den
parallelle kjøringen. Dagens struktur baseres seg på at man kun har en
instans av metodene som hånterer den rekursive kjøringen.
Rekkefølge Per nå kjører programmet sekvensielt frem til den rekursi-
ve metoden. Deretter blir den parallell kun mens den kjører det rekursive
kallet som er hovedberegningen i brukerens program, og alt etterpå er
også per def sekvensielt. Da med unntak av utregning av delvise svar
som må regnes ut for hver hvert svarelement. Men i det linjen med det
rekursive kallet et fullført vil resten av programmet på ny kjøres helt
sekvensielt.
trådsikkerhet Problemet med parallellisering er dermed kun et tema
for kjøretids-systemet i PRP. Derfor er det viktig at alle objekter genert
80
eller som brukes i kjøretiden er trådsikre i seg selv. Dersom man har
noen elementer som ikke er trådsikre av natur, kan man benytte seg
av innkapsling av de ikke trådsikre klassene for å få trådsikkerhet
utenpå. [9] Typisk er disse i Java implementert ved å la alle metoder
som aksesserer det indre objektet være tillagt nøkkelordet synkronisert
slik at adgangen er kontrollert med en lås.
Bruk av monitor mønsteret Et annet grep er man beskytter klasseva-
riablene ved å tillegge de nøkkelordet private. Dette er for å fremtvinge
indirekte adgang som er sikrere med bruk av riktig metodikk. Det er da
også viktig at man ikke lager noen metoder som returnerer det indre
objektet ut til noen tråd [9].
Hver arbeider må hver for seg beskytte sin egen separate tilstand.
Dette inklusive tilstander som er introdusert fra brukerens side. Da
spesifikt tilstand som det er mulig å endre etter initialisering. Som
for eksempel er som nevnt i 7.2 på side 71 en feil i den grafiske
presentasjonen en feil at den bruker en utskriftsmetode direkte uten
kontroll fra flere tråder.
Generert kode Jeg foretok en analyse av den genererte koden som blir
produsert av preprosessoren ––for forstå den og for å se om jeg kunne
gjenkjenne noen trekk jeg kunne gjøre noe med. Jeg fargekodet koden
for alle klassene etter typer linjer.
Grønn for kode som var kopiert 1:1 fra brukerens originale kode.
Blå for kode som var kopiert 1:1 med nøkkelord fra det som gikk for å
være en datafil. Denne koden ville komme inn uansett situasjon og
er derfor å regne som Bruker-uavhengig kode.
Lilla for kode som ikke var tilstede i noen av de to andre ––som med
andre ord måtte ha vært dynamisk generert kode. Med andre ord
Bruker-avhengig kode.
7.5.1 Reduksjon av generert kode
Noe som ble klart da jeg kartla hvilke deler av koden som ble importert
fra en primitiv fil med kodesekvenser og hvilke som ble dynamisk
generert var at det egentlig var veldig lite kode som faktisk var dynamisk
generert, men endel av det som er igjen som ikke trenger å bli dynamisk
generert med dagens teknikker i Java.
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Brukeruavhenig kode burde i teorien være lett å flytte bort fra den
generte koden. Det vil gjøre koden langt bedre om den utvider en
bestemt klasse slik at man kan fjerne mest mulig generert logikk vekk
fra kodefilene og få renere kode å arbeide med. Dette er en måte å
redusere kompleksitet i produktkoden. Dette kan gi bedre kvalitet siden
det skal mye mindre til for å gjøre finjusteringer på koden som blir kjørt.
Kjøretids-logikk kan arves fra en kjøretids-hjelper.
Versjonering av Klasser i RMI Noe med det gamle systemet som i
effekt var ikke bra var det at Java filene og dermed de kompilerte
klasse-filene fikk tilfeldig genererte navn. Dette er ordnet ved at jeg
har gått over til seriell UID. Den serielle UIDen lages på ny hver gang
preprosessoren generer kode. den genererte strengen er faktisk basert
på den samme metoden som lagde tilfeldige klassenavn i tidligere
versjoner av preprosessoren. På denne måten unngikk man problemene
som engang oppsto i marshalling i det en klasse var cachet både på
arbeideren og på administratoren i RMI -kommunikasjonen.
Genererte klasse-navn Det tidligere behovet for å tilfeldig generere
klassenavn kan man ta bort ved å lage grensesnitt baserte pekere for
å få adgang til visse kritiske genererte metoder. Dette må spesifiseres
i grensesnitt og må derfor være objektmetoder. Årsaken til dette er at
Java ikke lar en spesifisere statiske metoder i grensesnitt. Dette på tross
av at det kunne vært nyttig i visse tilfeller.
problemer med generert kode Et annet forhold er at kode som
genereres ikke like trivielt kan feilsøkes i moderne feil-fjerningmiljøer.
Justeringene som gjøres på de delene av koden som ikke lenger er
generert vil da være nokså trivielt å endre. Dette siden man ikke trenger
uten å måtte skrive om på kodegeneratoren for hver endring. Endring
i generert kode er dermed en mer omfattende oppgave enn å endre
kode som er skrevet inn i vanlige Java filer. Dette fordi Javafiler lar
seg analysere av verktøy som Eclipse. Kode som er flyttet bort fra den
generte klassen skal det kunne praktisk være mulig å enhetsteste.
test av generert kode Dette er ikke mulig å teste den generte
koden med mindre man lager et komplisert rammeverk rundt det.
Dette kompliseres ytterligere, siden vi vet at mesteparten av den
genererte koden er kjernekomponent av den distribuerte mekanismer
for parallellisering. En mulighet er å generere enhetstester for de
genererte klassene. Men dette er ikke enkelt, siden da må man ta mange
hensyn. Det kan sannsynligvis medføre endringer som krever endringer
i kodegeneratoren.
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inkonsistens Den gamle versjonen hadde en viss inkonsistens. Det
gjelder for eksempel bruk av «utvider», «implementerer» for retur og
parameter. Det kan sies at endringer som krever å endre kodegenera-
toren en dyre, mens endringer som bare krever å endre baseklassen er
enklere. Dette ble glatt korrigert.
7.5.2 Delegasjon
Jeg hadde på et tidspunkt gjort visse oppdagelser. Disse kom etter å ha
gjort en analyse av de produserte klassene fra preprosessoren. For mye
av den genererte koden var strengt tatt ikke nødvendig. Jeg fikk to idéer
om hvordan man kunne omforme koden slik at det skulle være mindre
genert kode:
la den generte koden utvide en hjelper : ––hjelpemetode();
delegere til en hjelper : ––hjelper.hjelpemetode();
Utvide en hjelpeklasse Dersom jeg skulle ha gjort dette, måtte man
også ha endret på krav til brukerens system. Dette siden Java kun tillater
at en klasse utvides av én enkelt klasse. Dette kravet ville ført til et krav
i stilen av:
Brukerens kode har ikke mulighet til å utvide en annen klasse.
En mulighet for å gjøre dette ville vært å laget en generert proxy
som utvidet klassen brukeren utvidet til. Denne hadde så igjen måtte
vært utvidet i den endelige produktlogikken. Men dette hadde igjen økt
kompleksitet til det generte produktet.
Delegasjon Et alternativ er å delegere til en Kjøretids-hjelper istedenfor
å utvide en. Å delegere er noe mer komplekst enn å utvide. Dette fordi da
vil ikke utvidet kode kunne behandle det inneværende objektet direkte.
Da er man med andre ord avhengig å kunne sende informasjon mellom
klassene.
Dette alternativet gikk ut på å delegere mest mulig logikk til
en klasse som jeg valgt å kalle for en «kjøretids hjelper». De ulike
variablene i hjelperen må vurderes for låsing for å unngå uønskede
tilstander. Bestemte sett av objektvariabler burde beskyttes sammen for
å vedlikeholde integriteten til objektets tilstand. Dette gjøres ved å legge
til Javas nøkkelord for synkronisering til metoder som leser eller skriver
til kjøretids-hjelperens variabler.
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Et valg Jeg valgte å bruke delegasjon, siden dette kun innfører dette
kravet:
Variabelnavnet r er et reservert nøkkelord for bruk i program-
met.
Totalt vil dette gi brukeren mer frihet til å kunne utvide sin
hovedklasse. Jeg påstå at dette er et meget svakere krav enn å ta vekk
muligheten til å utvide en annen klasse. Fordelen for brukeren er dermed
større og burde tillegges størst vekt over eventuelle ytelses-problemer
dette kan forårsake.
Flytting av kode Jeg begynte selve ombygningen av produktkoden
ved å lage nye grensesnittspesifikasjoner for de ulike klassene for
produktkoden. Dette fordi at da kan de genererte klassene brukes
uten å være implementert og fortsatt kunne genereres og kompileres
separat. Jeg tok endel kode og flyttet til kjøretids-hjelperen. Dog ikke
alt lot seg ta ut siden endel kode fortsatt må være bruker-avhengig.
Metoder og variabler som blir generert i kodegeneratoren, kunne i den
gamle løsningen ikke adresseres direkte. Dette gjør at biblioteker som
adresserer slik kode ikke kan kompileres, siden man er avhengig av en
fast referanse.
Men man de kan adresseres i det ferdige biblioteket dersom og
kun dersom alle metodenes signaturer brukt i klassene er spesifisert i
grensesnittspesifikasjonen. Dette vil si at man bruker pekere med typen
til grensesnittspesifikasjonen. Som ved de tidligere spesifikasjonene må
disse også utvide grensesnitt for serialisering som er påkrevd for bruk i
et RMI -system. Metoder som er skrevet i tillegg til det som er spesifisert
i grensesnittet kan dermed ikke brukes direkte i biblioteket siden det
faller utenfor grensesnittet.
I enkelte tilfeller var det ganske mye kode som var bruker-uavhengig
kode som ble produsert til den genererte koden. Et eksempel hvor det
ble fjernet mye bruker-uavhengig kode er for metoden som har anskaffet
navnet til den opprinnelige rekursive metoden som i det endelige
systemet bare en plassholder for den reelle metoden PRP_PROC() som i
det ferdige distribuerte programmet inneholder den originale rekursive
metoden.
1 public stat ic int checkEvenNumbers( int from , int to ) {
2
3 try {
4 String userClassName = "PrpGoldbach " ;
5 prpMan = new PrpManagerImp(prpKode , false , prpStack ,
userClassName ) ;
6 } catch ( Exception e ) {
7 e . printStackTrace ( ) ;
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8 }
9
10 prpMan . putParam(new PrpParamHEDrMUCbRKLK8bBk( from , to , 0) ) ;
11 prpParameterGen = true ;
12 moreParams = true ;
13
14 /* Parametergenerering */
15 while (prpMan . FIFO_Size ( ) < prpMan .prpMinimumFIFO && moreParams)
{
16 i f ( leafNode ) {
17 break ;
18 }
19 PrpParamHEDrMUCbRKLK8bBk prpPar = (PrpParamHEDrMUCbRKLK8bBk)
prpMan
20 . getParam ( ) ;
21
22 i f ( prpPar != null )
23 PRP_proc ( prpPar ) ;
24 else
25 moreParams = false ;
26
27 }
28 try {
29 i f ( leafNode ) {
30 System . out . pr intln ( " updaterer setprpMinimumFIFO" ) ;
31 prpMan . setprpMinimumFIFO(prpMan . FIFO_Size ( ) ) ;
32 System . out . pr intln ( " updaterer setGuiMaximumJProgressBar" ) ;
33 prpMan . setGuiMaximumJProgressBar(prpMan . FIFO_Size ( ) ) ;
34 }
35 prpMan . s t a r t Pa r a l l e l l ( prpSvarIndex , moreParams) ;
36 } catch ( Exception e ) {
37 System . err
38 . println ( "En f e i l har oppstått ved \" s ta r tpara l le l l ( . . ) \" " )
;
39 System . err . pr intln ( e ) ;
40 }
41
42 prpParameterGen = false ;
43 prpSvarIndex = 0;
44
45 /* Svargenerering */
46 while ( ! prpStack . isEmpty ( ) ) {
47 PRP_proc ( ( PrpParamHEDrMUCbRKLK8bBk) prpStack . _pop ( ) ) ;
48 }
49
50 return ( ( PrpReturHEDrMUCbRKLK8bBk) prpMan . hentSvar (0 ) ) . ret ;
51 }
Listing 7.3: Goldbachs mellomprodukt hovedfil før kjøretids-hjelperen
Etter min mening er dette dårlig kode blandt annet fordi det var tilfeldig
genererte klassenavn. Denne koden ovenfor viser et mellomprodukt
jeg hadde innførte kjøretidshjelperen. Det er heller ikke eksplisitt
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dokumentert hva disse blokkene med kode egentlig gjør. Dette i sin tur
tvang mer av programmet til å være på den genererte delen av koden. En
sentral del og kanskje viktigst er at kompleksiteten er for høy, metodene
beskriver ofte ikke hva de gjør i metodenavnet på en entydig måte
––metodenavn som er for brede er ofte en indikator på at det nettopp
er for høy kompleksitet i disse metodene.
Innføringen av PrpUtil
Det oppsto et annet problem med denne metoden. Dette var spesifikt
å fjerne koden rundt kallet på PRP_PROC. Dette har opprinnelig vært
problematisk, siden denne metoden befinner seg blandt de metodene
som har blitt generert av preprosessoren. Men etter min re-fakturering
av koden har PRP_PROC() sin signatur vært konstant, nemlig public void
PRP_proc(IPrpParamHolder par);. Disse kallene sto for en betydelig andel
av den gjenværende genererte koden og var derfor et signifikant tema
for å gjøre noe alvorlig med. Siden kallet nå er det samme uavhengig av
input, er det tre alternative måter å fjerne kravet om at kallet på denne
metoden må være i den genererte koden.
• la PrpProgram subklasse en annen klasse Dette har vært under
diskusjon tidligere og er uaktuelt siden dette innfører et strikt
krav. Med andre ord ville dette betydd at ingen brukerprogrammer
kan subklasse en annen klasse.
• la PrpProgram implementere et ekstra grensesnitt Denne mulighe-
ten eksisterer fordi at en Java klasse kan utvide mange grensesnitt.
Man må da bare oppgi alle grensesnittene i klassedeklara sjonen til
klassen.
• flytte logikk ut til en annen klasse som subklasser av Fordelen med
å utvide er at eventuelle hjelpemetoder lar seg da lettere skrives i
den abstrakte klassen som den reviderte klassen subklasser. Den
må selvfølgelig også implementere et grensesnitt for den typen
verktøyklasse.
Jeg valgte det tredje alternativet siden det ga meg mest spillerom til
å gjøre mest mulig med den nye klassen som jeg har valgt å kalle PP-
rpUtil". PrpUtil har jeg spesifisert til å skulle inneholde PRP_PROC() og
paramSplit().
Det er skrevet enda en ny separat klasse som dedikert til å ta
vare på de statisk deklarerte hjelpemetodene og variablene i brukerens
originale program. På denne måten unngikk jeg også å dobbeltlagring
eller forvirring i bruk av disse. Jeg gjør det også til et fast navn
som kan settes foran av preprosessoren for adgang til disse utenfor
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den statiske klassen jeg har valgt å kalle PrpStatics. For tilfellet med
hjelpemetoden i eksempelet Goldbach, getPrimeNumbers. Aksess til
denne metoden kan da gjøres utenfor denne klassen adresseres som
PrpStatics.getPrimeNumbers(). Dette gjør at man er nødt til å lage en
tabell med alle metoder og variabler som lagret her slik at alle bruk av
disse kan transformeres til å adresserer de på denne måten. Grunnen til
at jeg har gjort denne distinksjonen fra PrpUtil er at jeg mener at Util
skal være eksplisitt kun være et objekt.
1 public stat ic int checkEvenNumbers( int from , int to ) {
2 r . userRecSetup( "PrpGoldbach " , new PrpParamHolder ( from , to , 0) ) ;
3 return ( Integer ) r . procCaller ( ) ;
4 }
Listing 7.4: Goldbach etter innføringen av kjøretids-hjelperen
Her kan vi se at det var ikke veldig mye spesifikt data som faktisk trenger
å komme med videre til den faste koden for at det skal fungere som
det burde. Kun navnet på brukerens program i en streng og peker til et
ferskt initialisert parameterobjekt. Konstruktøren i parameterobjektet
har ansvaret for å lagre parameterene riktig til det serialiserte objektet.
1 PrpParamHolder ( int par0 , int par1 , int index ) {
2 super ( index ) ;
3 from = par0 ;
4 to = par1 ;
5 addValue ( from) ;
6 addValue ( to ) ;
7 }
Listing 7.5: Generert parametermetode for Goldbach
procCaller() kaller bak kullisene på PRP_PROC til den leverer instansen
av det endelige svaret tilbake til denne metoden som igjen returnerer
det endelige svaret helt tilbake til main() som i prinsipp ikke er endret
noe i det hele tatt.
1 public stat ic void main( String [ ] args ) {
2 r = new RunTimeHelper (new PrpTaskHolder ( ) , new PrpUtil ( ) ) ;
3 /* *
4 * s tar t checking even numbers
5 */
6 long time = System . currentTimeMillis ( ) ;
7 int sumGB = 0;
8 sumGB = checkEvenNumbers(1 , 200000) ;
9 time = System . currentTimeMillis ( ) − time ;
10
11 System . out . pr intln ( "200000" ) ;
12 System . out . pr intln ( "sumGB = " + sumGB + " , time used : " + time
13 + " mi l l isec . " ) ;
14
15 r . prof i le ( ) ;
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16 }
Listing 7.6: main etter innføringen av kjøretids-hjelperen
Vi kan se her at kun den første og den siste linjen på innsiden av me-
toden er linjer lagt til av preprosessoren. Pekeren r i kode-eksempelene
over, er navnet til kjøretids-hjelperen. Det er kjøretids-hjelperen som
setter igang arbeidet bak kullisene. Idéen er at kjøretids hjelper skal
være å anse som en fasade opp mot resten av administratoren, slik at
interaksjonen skal holdes på et minimum på den genererte siden av sy-
stemet.
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Kapittel 8
Ytelsesforbedring
I dette kapittelet skal vi håndtere et ytelsesproblem som ble åpenbart
under utviklingen av PRP. For få et bilde av dette har jeg gjort første
testinger for å få et bilde av situasjonen av i underkapittelet 8.1.
Dette resulterte i statistikk som ledet meg til å gjøre visse provisoriske
optimalisering, les mer om dette i 8.3. Til slutt utførte jeg nye runder
med statistikk av programmet etter disse optimaliseringene. Les om
programmets nye statistikk etter optimalisering i 8.4.
8.1 Profilering før optimalisering
For å få et godt bilde av hvordan PRP faktisk yter utførte jeg et sett med
testkjøringer. Jeg forsøkte først å få alle testkjøringer til en bestemt IFI
maskin, leia.ifi.uio.no. Det fungerte ypperlig for sekvensiell kjøring av
Goldbach. Men dette viste seg ikke å fungere i det GUIen til PRP ble
involvert. Og jeg brukte deretter maskinen jeg hadde direkte tilgjengelig
forran meg. Denne testserien er alle PRP kjøringene med logging og uten
noen dedikert testkjøringer modus. Med testkjøring-modus menes en
modus hvor systemet starter uavhengig av brukerinput slik at tiden det
tar for brukeren å trykke på GUI ikke regnes med i tiden. All tid på denne
tabellen er i ms.
De ulike testene
Goldbach 1 rent sekvensiell kjøring av det originale programmet.
Goldbach 2 PRP kjøring av Goldbach med 3 eksterne arbeidere
Goldbach 3 PRP kjøring av Goldbach med 3 eksterne arbeidere og
administrator-maskinen også med arbeiderklient.
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Tabell 8.1: Goldbach 200 000 kjøringer før optimaliseringer
Test tid 1 tid 2 tid 3 tid 4 tid 5 snitt
Goldbach 1 12349 12247 12249 12278 12263 12277
prpGoldbach 2 37720 34979 32831 30937 33040 33901
prpGolbach 3 32247 100255 53979 58838 47439 58551
Det jeg kan se av denne tabellen er foruroligende. Sekvensiell kjøring
av Goldbach ligger meget stabilt. Kjøring med 3 arbeidere rimelig stabilt,
men tar tre ganger tiden totalt som det tar å kjøre goldbach sekvensielt
uten PRP. Men det som gir mest grunn til undring i det det gjelder PRP er
i tredje testen hvor det å bruke en lokal arbeider faktisk gjør systemet
drastisk mye forskjellige. Merk at i denne tredje testen merkes det at
for hver kjøring blir testsystemet stadig tregere noe som kan tyde på
at det kanskje er en minne-lekkasje i arbeiderne som er uavhengig av
kjøring siden tregheten fortsatte etter de individuelle kjøringene av PRP
systemet. Tidene på denne kjøringen varier alt fra tall lavere enn tre
eksterne arbeidere helt opp til hundre sekunder.
Man får også følelsen at selve PRP GUI føles meget seig og treg.
Jeg ønsker å vite grunnen til at systemet er tregt. For å finne ut av
dette kjører jeg systemet fra min Windows bærbare datamaskin i Eclipse
sitt profileringstillegg. Denne bruker refleksjon på å kjøre gjennom
systemet, det totale antall sekunder er mye høyere enn vanlig. Det viktige
med dette er at den sier hvor stor del av tiden visse medoder bruker i
sammenligning med resten av systemet.
8.2 Profilering i Eclipse av beregningstunge klasser i
Goldbach
Mer her er kun de metodene og klassene som bruker mest tid blir
rapportert til denne rapporten fra tillegget. Merk at tider i denne
profileringen er langt høyere enn normal kjøring fordi at dette er tid
brukt av verktøyet for å inspisere adferden til programet. Dette gjøres
via Java reflection som er som nevnt tidligere tregt. Forklaringen på tider
tatt fra TPTP tillegget til Eclipse slik de er spesifisert beskrevet i [4];
Base Time Tiden i sekunder denne metoden har kjørt. Dette inkluderer
ikke tid fra andre metoder kalt fra denne metoden. I tabellene vil
dette være headeren Base.
Avarage Base Time Den gjennomsnittlige tiden det krever å kjøre
denne metoden én gang. Dette vil være referert til som Avg B i
tabellen.
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Cumulative Base Time Mengden tid i sekunder denne metoden tok å
eksekvere. Denne tiden er inklusive tiden brukt i andre metoder
kalt fra denne metoden. Referert til i tabellen som Cumul.
Calls Antall ganger denne metoden har blitt kalt. Vil være refert som #
i tabellene.
Eksekveringsstatistikk for no.uio.ifi.prpg.PrpGoldbach;
Tabell 8.2: (PrpWorkerImp via RMI proxy
Metode Base Avg B Cumul #
ClassTotal 203,193936 0,064221 203,193936 3164
startExecution() 123,687401 5,153642 123,687401 24
getStatistics() 70,658530 0,022683 70,658530 3115
setFinnished() 8,847847 0,368660 8,847847 24
-clinit-() 0,000158 0,000158 0,000158 1
Denne tabellene representerer kallene over RMI til arbeiderimple-
mentasjonene. Det vi kan se getStatistics står for 3115 kall over nett og
representerer 70 sekunder i profileringens totale eksekveringstid. Den-
ne tabellen indikerer at man må se hva det er som foretar såpass mange
kall på denne metoden. Tallet 203 i denne tabellen kommer av arbei-
derne vil være det siste som terminerer ved en normal kjøring av PRP.
Denne kumulative tiden vil være på så lenge applikasjonen kjører. I den-
ne tidtagningen lot jeg denne stå kanskje litt for lenge.
Tabell 8.3: PrpWorkerThread via RMI proxy
Metode Base Avg B Cumul #
ClassTotal 78,520228 2,804294 78,520386 28
bindWorker() 76,778030 3,199085 76,778188 24
getNumberCPU() int 1,742049 0,580683 1,742049 3
-clinit-() 0,000149 0,000149 0,000149 1
Denne tabellen viser oversikten over hva alle WorkerThreads. Jeg
hadde egentlig trodd at det å sjekke opp antall kjerner på hver arbeider
skulle bruke betraktlig tid, men det viser seg ikke å være tilfelle. Det ser
heller ikke ut som det er noe overdreven bruk av bindWorker some er
den største brukeren av cpu tid i denne klassen. Tiden bruker per kall er
3,2 sekunder. Dersom hver maskin hadde håntert sine egne tråder slik
at man trengte å kun å gjøre tre kall på bindWorker istedenfor 24; en
for hver kjerne på hver arbeider ville ha ha spart opptil totalt av ca 67.2
sekunder. Det må vurderes å gjøres, serlig dersom man ønsker å skalere
til mange maskiner med mange kjerner.
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Tabell 8.4: no.uio.ifi.javaprp.model : WorkerStatistics
Metode Base Avg B Cumul #
ClassTotal 33,109712 0,000467 33,109712 70926
isFinished() 28,024391 0,000702 28,024391 39929
getSolvedSets() 2,063408 0,000222 2,063408 9308
getParamSetStart() 1,195611 0,000387 1,195611 3088
getCalls() 0,735490 0,000119 0,735490 6176
getCurrentTime() 0,640594 0,000207 0,640594 3088
getMaxDepth() 0,195550 0,000063 0,195550 3088
getDepth() 0,191829 0,000062 0,191829 3088
getNumberOfSplits() 0,062262 0,000020 0,062262 3088
WorkerStatistics() 0,000203 0,000008 0,000203 24
isInitialized() 0,000196 0,000008 0,000196 25
Denne tabellen kan nesten ikke gjøre noe annet enn å peke seg ut
som en stor synder i dette systemet. 28 sekunder av totaltiden er kanskje
ikke mye, men at den foretar omlag 40000 kall på en egentlig veldig liten
metode er oppsiktsvekkende. kumulativt for alle kallene i denne klassen
på 70000, dette er langt over hva som er nødvendig for å få en greit
oppdaterende grafisk grensesnitt.
Tabell 8.5: no.uio.ifi.javaprp.overseer.businesslogic : StatsCalculator
Metode Base Avg B Cumul #
ClassTotal 2,843924 0,000228 2,843924 12483
getFastestWorker() 1,950371 0,000632 1,950371 3088
getSlowestWorker() 0,489431 0,000158 0,489431 3088
setWorkerSpeed() 0,201548 0,000065 0,201548 3088
setWorkerCalls() 0,201474 0,000065 0,201474 3088
getAccumulatedCalls() 0,000646 0,000010 0,000646 65
getWorkerCalls() 0,000422 0,000006 0,000422 65
StatsCalculator() 0,000032 0,000032 0,000032 1
Denne klassen har relativt mange kall på ulike metoder kumulativt,
men hver av metodene bruker såpass lite prosessortid at kumulativt
bruker ikke metodene mye tid. En total på 2,8 sekunder totalt er ikke
mye tid i prinsippet.
Monitorklasssen er der kallene på vår første synder, getStatistics
og andre overvåkningsmetoder blir frekvent kallt fra. Run metoden
inneholder per nå kun en enkel vent på 100 millisekunder i en fase.
Overdreven bruk på å regne ut den booleanske verdien isFinnished er
en annen feilkilde som kan lett gjøres til en langt lettere algoritme kallt
lang færre ganger. Dette gjøres enkelt ved at når en node er ferdig settes
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Tabell 8.6: no.uio.ifi.javaprp.overseer.gui.swing : PrpMonitoring
Metode Base Avg B Cumul #
ClassTotal 76,249489 0,012202 217,343006 6249
run() 68,034104 2,834754 217,339411 24
calculateTimeStats() 5,763202 0,001866 10,011612 3088
printStatistics() 2,448792 0,000793 21,102308 3088
PrpMonitoring() 0,002442 0,000102 0,002645 24
stopPolling() 0,000907 0,000038 0,000907 24
-clinit-() 0,000043 0,000043 0,000043 1
kan sette på en toggle slik at den alltid returnerer sant når den alt er
ferdig istedenfor å regne ut problemstillingen fra begynnelsen av.
Tabell 8.7: no.uio.ifi.javaprp.overseer.gui.swing : PrpRuntimeGui
Metode Base Avg B Cumul #
ClassTotal 39,987049 0,000852 42,830973 46916
setWorkerStatus() 19,504477 0,000529 19,504477 36856
updateWorkerStats() 13,738783 0,004449 17,516806 3088
PrpRuntimeGui() 2,776984 2,776984 2,776984 1
create(boolean) 1,199587 1,199587 2,601448 1
makeSpaces() 0,904309 0,000146 0,904309 6176
showGlobalStats() 0,643492 0,643492 0,643492 1
createWorkerPanels() 0,634040 0,634040 0,634050 1
writeToConsole() 0,402052 0,002393 0,402052 168
showTabbedPane() 0,092007 0,092007 0,741613 1
updateGraph() 0,029822 0,000459 0,030891 65
Nærmere 37000 kall på å sette arbeideren sin status er neppe
noe som er pent hånterbart i en ordinær gui som ikke kjører på en
superdatamaskin. Igjen GUI oppdatering som tar opp omlag 33 av 40
sekunders kjøretid på denne klassen.
Wait for denne kjøringen er det ikke mulig å unngå siden denne
tiden består av to deler, tiden det tar før brukeren trykker på start og
to tiden det tar for arbeiderne å gjøre ferdig sin del av utregningen. Jeg
er veldig tilfreds med at det ikke er noen av de tidligere kompliserte
algoritmene som jeg har skrevet om som tar opp noe signifikante
mengder prosessortid.
I denne metoden igjen er det synlige trekker på en metode som har
med oppsett av arbeidere over nett er en kostlig affære i prossessortid.
Her kan vi se utlinjen til tiden den faktiske beregningen bruker.
codeStarter og beginNodeWork er sentrale til de algoritmene bruker
marginal prosessortid.
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Tabell 8.8: no.uio.ifi.javaprp.overseer.runtimeassist : PrpManagerImpl
Metode Base Avg B Cumul #
ClassTotal 35,736360 0,037937 47,688404 942
_wait() 28,920764 28,920764 28,920764 1
_wait(int) 5,087632 0,011231 5,087632 453
getNumberCpu() 0,547672 0,182557 2,300804 3
PrpManagerImpl() 0,487339 0,487339 8,427259 1
startParallell() 0,125830 0,125830 29,188429 1
openConfigFile() 0,116194 0,116194 0,116205 1
parameterCopy() 0,088613 0,001323 0,090387 67
setWorkersFinished() 0,082993 0,082993 9,662139 1
bootWorkerArrayOld() 0,060356 0,060356 0,081040 1
getWeakestWorker() 0,054543 0,004958 0,109832 11
Tabell 8.9: no.uio.ifi.javaprp.overseer.runtimeassist : PrpWorkerThread
Metode Base Avg B Cumul #
ClassTotal 16,646558 0,008567 226,499213 1943
initializeRMIWorker() 11,359285 0,473304 88,138237 24
sleep() 4,348613 0,869723 4,348613 5
setFinnished() 0,528145 0,022006 9,376143 24
getWorkerId() 0,179289 0,000283 0,179289 634
setAlive() 0,059895 0,002496 0,059895 24
stopMonitor() 0,038793 0,001616 0,202998 24
callCodeStarter() 0,026553 0,001106 123,714768 24
beginNodeWork() 0,022971 0,000957 123,819146 24
startConfig() 0,020183 0,000841 88,678540 24
putThreadToSleep() 0,017747 0,000739 4,366539 24
Denne klassen som har ansvar tar kun 1 sekunds total eksekverings-
tid. Dersom det hadde vært låsproblematikk i systemet vil det sansyn-
ligvis vært synlig her ettersom da ville noen tråder ventet lenge på å få
tilgang til disse metodene og dermed brukt mye tid på å eksekvere de.
Util klassen er kanskje den klassen som burde ha brukt mest tid
av alt, men viser seg å være en meget sparsommelig i bruk av cputid.
Dette er oppsiktsvekkende da PRP_PROC står for all administratorsidens
utregning for problemstilling.
Summa sumarum for denne analysen er at det som spiser resursene
og i effekt gjør PRP sin nye eksekvering langt mindre effektiv enn vanlig
sekvensiell kjøring er unødvendig oppdatering av gui og overvåkningen
av arbeiderne forbundet til det. En endring på denne fronten vil primært
være en meget stor ytelesforbedring skal man tro disse tallene.
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Tabell 8.10: no.uio.ifi.javaprp.overseer.runtimeassist : RunTimeState
Metode Base Avg B Cumul #
ClassTotal 0,991395 0,000547 3,921129 1814
writeToGui() 0,471713 0,003299 0,594877 143
-clinit-() 0,269720 0,269720 3,046704 1
upSplitPanel() 0,116372 0,116372 0,118431 1
updateGuiTimeInfo() 0,053116 0,002414 0,070568 22
getWorkerById() 0,025798 0,000782 0,038198 33
RunTimeState() 0,017993 0,017993 0,018062 1
getWorkerAddressListEntry()) 0,006539 0,000272 0,006539 24
takeFromFIFO() 0,006204 0,000076 0,006538 82
saveStartingStateFIFO() 0,003896 0,003896 0,004049 1
getGui() 0,003814 0,000007 0,003814 531
Tabell 8.11: no.uio.ifi.prpg : PrpUtil
Metode Base Avg B Cumul #
ClassTotal 1,973814 0,039476 2,108904 50
PRP_proc() 1,952803 0,081367 2,108831 24
getPrimeNumbers(boolean[]) 0,020948 0,000873 0,020948 24
PrpUtil() 0,000036 0,000036 0,000047 1
-clinit-() 0,000026 0,000026 0,000026 1
Sekundert ser vi at også det å sette opp arbeidere koster endel å gjøre
via RMI. Dersom man kan redusere antall arbeidere man må sette opp og
direkte kontrollere fra administratormaskinen vil man drastisk forbedre
ytelsen for flere arbeidere og dermed gjøre systemet som en helhet bedre
skalerbart med antall maskiner i klyngen men også med tidene ettersom
antall kjerner i vanlige maskiner kommer bare til å øke i årene fremover.
8.3 Optimalisering
PrpMonitoring Dette er snakk om Optimalisering i PrpMonitorings run
metode; trådmetoden for denne klassen.
I løkken som arbeider før initialisering jeg skrevet om sleep(100) til
sleep(1000). Dette burde redusere antall kall på getStatistics() metoden.
Dette var snakk om 3000 kall originalt i statistikken.
Så kommer det en ny while blokk hvor arbeiderene blir pollet på ny
flere ganger hvor det ikke er noe søvn lagt til i det hele tatt. Jeg tok
isteden å la til 1000 ms sleep for hver gang denne løkka kan iterere.
Alt dette burde drastisk redusere mengden administratoren poller
arbeiderene.Dette burde også redusere antall kall på metoden isFinnis-
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hed i statestikkklassen siden det var denne siste while løkken som kalte
isFinnished ukontrollert mye.
Det var også en vent lagt til i dette som regner ut statistikk hvert 50
ms. Dette har også blitt rettet til å være 1000 ms ventetid.
Dette burde også redusere også drastisk antall kall på GUIens
updateWorkerStats()
BufferThread En optimalisering gjort for å redusere antall kall på
isFinnished som blir gjort fra hver arbeiders bufferthread er å lagre
verdien av isFinnished(). Dette fordi denne finish verdien kun blir satt
til true en gang i det alt er helt ferdig.
Proxy 1 I det jeg ser på tiden og koden til bindworker() så er det
kun to ting denne gjør, det er både å opprette nytt objekt og å
skrive logging. Det kommer meg derfor å presentere to statistikker fra
etter optimalisering. En for optimalisering med logging på og en med
logging satt til å rapportere kun error og fatal som vil være en vanlig
leveringsklar kjøring.
WorkerStatistics Jeg har lett opp alle metoder som bruker de to
topp metodene som bruker tid for denne klassen, isFinished og
GetSolvedSets(). Sistnevnte lar det seg ikke gjøre noe med men for
isFinnished og lignende som fubar og stopp lar det seg gjøre noe med.
Jeg har skrevet inn en løsning som burde fungere.
RunTimeState En mulig optimalisering for denne klassen vil faktisk
være å redusere antall beskjeder som blir skrevet til PRPs konsol under
kjøring.
Test-serie modus Jeg skrur av interaktivitet i programmet i det jeg
tester slik at tiden man bruker på å starte programmet for hånd ikke
teller inn.
Logging Jeg setter loggerens konfigurasjonsfil til å kun rapportere
error og fatal feil. Ytelsen burde forbedre seg litt ved å redusere
mengden data som blir logget i kjøretids-systemet.
Arbeiderforsinkelse Et fenomen vel verdt å legge merke til er at
arbeiderne under ny testing blir 10 sekunder ytterligere forsinket
per kjøring. Det kan stipuleres at dette er fordi det er mangel på
søppel-håntering over nett. Dette artefaktet er fortsatt tilstede etter
optimaliseringen og blir omtrent 2 sekunder verre for hver kjøring. Dette
96
er en serie på fem kjøringer hvor jeg ikke omstarter arbeiderene. Dette
enten på at det nettverksaktivitet eller feil i søppel-håntering mellom
hver kjøring. Dersom det er søppelhåntering, så er det en viss mulighet
at søppelhåntering kan være problematisk på grunn av RMI. Vi har på
ingen måte eksplisitt håndtert problematikken rundt når vi ikke lenger
trenger avsatt minne til en klasse i PRP. Dette kan forårsake at klienter
med initialisert minne for slike objekter kan holde på disse så lenge
klienten har uavbrutt operasjon. Her kan vi se at det er viss variasjon
over tid. Det kan for eksempel reflektere at det tar en viss tid før før
eventuell søppeltømming kan begynne. Men det kan være et vedvarende
problem siden vi ikke ser tiden som legges gå helt ned igjen, uten at vi
omstarter arbeiderene.
Tabell 8.12: Måling av forsinkelse
tid 1 tid 2 tid 3 tid 4 tid 5
10690 12033 10557 19876 17372
8.4 Ny profilering etter optimalisering
Vel merke for disse testene er at i tillegg til å utføre visse optimalise-
ringen så har jeg innført en testserie-modus som fjerner tiden det tar
brukeren å trykke på startknappen.
Tabell 8.13: PrpWorkerImp via RMI proxy
Metode Base Avg B Cumul #
ClassTotal 11,673773 0,098930 11,673773 118
getStatistics 10,027278 0,145323 10,027278 69
startExecution 1,436822 0,059868 1,436822 24
setFinnished 0,209485 0,008729 0,209485 24
-clinit- 0,000188 0,000188 0,000188 1
PrpWorkerImp via RMI proxy Vi ser her dramatiske endringer.
StartExecution() er redusert fra 123 sekunder til litt over ett. Denne er
metoden som starter de ulike kontrolltrådene. Jeg regner med at dette
er en ringeffekt av å redusere overhead på trådene for overvåkning. Disse
trådene ser ikke ut til å være inkludert i den kumulative tiden hverken før
eller siden. Sannsynligvis er dette fordi overvåkningen forgår per tråd i
programmet.
Men sikker er vinningseffekten for metoden getStatistics() som har
fungerer gått ned fra 3164 kall til 69. tid ser vi her en reduksjon fra 70.65
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s til 10s. Dette vil si bruker denne metoden 14,2% av tiden den brukte før.
Vi ser her også at setFinished metoden har godt optimaliseringen. Antall
kall er like mange, men total brukt er den samme. Dette tildeler jeg æren
for til jeg at en av optimaliseringene var å kun gjøre dette dersom det er
nødvendig.
Tabell 8.14: PrpWorkerThread via RMI proxy
Metode Base Avg B Cumul #
ClassTotal 6,546062 0,233788 6,546250 28
bindWorker 6,532303 0,272179 6,532491 24
getNumberCPU 0,013626 0,004542 0,013626 3
-clinit- 0,000133 0,000133 0,000133 1
PrpWorkerThread via RMI proxy Her ser vi også en viss forskjell. Jeg
tror også her at optimaliseringene har hatt ringeffekt på bindWorker
metoden dersom denne testen ble tatt uten å resatt arbeiderne fra
forrige kjøring. Hvis dette ikke er tilfelle kan endringen lett forklares
i forskjeller i nettverksaktivitet siden bindWorker er en aktivitet som er
fokusert rundt det å initialisere en arbeider med RMI via nett. Forskjeller
i nettverksaktivitet kan lett forklare litt forskjell.
Tabell 8.15: WorkerStatistics
Metode Base Avg B Cumul #
ClassTotal 0,021852 0,000027 0,021852 821
isFinished 0,005727 0,000021 0,005727 271
getParamSetStart 0,004224 0,000094 0,004224 45
getHostName 0,003837 0,000160 0,003837 24
getSolvedSets 0,001828 0,000011 0,001828 163
getDepth 0,001730 0,000038 0,001730 45
getCalls 0,001586 0,000018 0,001586 90
getNumberOfSplits 0,001307 0,000029 0,001307 45
getCurrentTime 0,000618 0,000014 0,000618 45
getMaxDepth 0,000482 0,000011 0,000482 45
isInitialized 0,000262 0,000011 0,000262 24
WorkerStatistics Optimaliseringene har brutal innflytelse på denne
denne klassen som vi kan se av denne tabellen. Fra 39929 som tar
28s til 271 kall som tar 0˜.006 sekunder er dette meget tilfredsstillende.
Alle metoder bortsett fra konstruktøren og metoden isInitialized som
kun brukes en gang per node i programmet ser lignende dramatiske
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reduksjoner i antall kall og tid brukt. Denne klassen bruker såpass lite
tid totalt nå at det ikke er noe mening i å optimalisere bruk av denne
klassen igjen.
Tabell 8.16: StatsCalculator
Metode Base Avg B Cumul #
ClassTotal 0,009854 0,000054 0,009854 181
getFastestWorker 0,007843 0,000174 0,007843 45
setWorkerSpeed 0,000726 0,000016 0,000726 45
getSlowestWorker 0,000627 0,000014 0,000627 45
setWorkerCalls 0,000621 0,000014 0,000621 45
StatsCalculator 0,000038 0,000038 0,000038 1
StatsCalculator Er også en klasse som blir brukt i det presentasjons-
laget skal oppdateres med nye data. Siden det er totalt nå mange færre
oppdateringer av presentasjonslaget trenger man også mange færre ut-
regninger av statistikken. Det jeg la spesielt merke til er at systemet ikke
bare regner ut hvilken arbeider som er tregest i det den trenger det for
å kunne dele ut oppgaver fra døde arbeidere, men også til støtt og sta-
dighet i det det menes at presentasjonslaget burde oppdateres. Dersom
man skal skalere systemet opp ytterligere ville det å oppdatere GUIen
med tregeste/raskeste arbeider være meningsløst utenom logikken. Det-
te kan i så fall fjernes helt. Men for 24 arbeidernoder er hele denne
klassen med denne optimaliseringen såpass neglisjerbar at det ikke er
noe poeng.
Tabell 8.17: PrpMonitoring
Metode Base Avg B Cumul #
ClassTotal 39,404525 0,241746 50,566670 163
run 39,344148 1,639339 50,559466 24
printStatistics 0,032537 0,000723 0,632689 45
calculateTimeStats 0,020887 0,000464 0,028720 45
PrpMonitoring 0,005928 0,000247 0,006180 24
stopPolling 0,000976 0,000041 0,000976 24
-clinit- 0,000048 0,000048 0,000048 1
PrpMonitoring Det er nettopp i run() metoden i denne klassen som
viste seg å være den største synderen i forhold til ytelsen og var derfor
målet for mine enkle optimalisering. Sannsynligvis tiden brukt i denne
metoden er tid brukt mens metoden er sovende. Det er likevell noen ting
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i denne trådmetoden som jeg føler er tvilsomme. Det anbefales derfor
på det sterkeste at systemet for å overvåke arbeidere må re-disignes
med et kjent mønster eller bibliotek. Spesielt dersom man skal skalere
med mange flere arbeidere. I denne klassen er det blandet inn logikk
som burde ha vært isolert i modulen til GUIen. Og også artefakter som
å bruke HTML for oppdatere swing komponenter. Dette er en trend som
opptrer igjen i kjøretids-systemet. Dette burde også rettes opp dersom
systemet skal kunne utvikle seg videre.
Tabell 8.18: PrpRuntimeGui
Metode Base Avg B Cumul #
ClassTotal 7,436710 0,010624 7,446564 700
PrpRuntimeGui 2,750627 2,750627 2,750627 1
writeToConsole 1,220342 0,005650 1,220342 216
create 1,083538 1,083538 2,347422 1
showGlobalStats 0,661108 0,661108 0,661108 1
updateWorkerStats 0,582915 0,012954 0,595370 45
createWorkerPanels 0,507285 0,507285 0,507294 1
setWorkerStatus 0,452398 0,001933 0,452398 234
showTabbedPane 0,065890 0,065890 0,594419 1
presentWorker 0,064407 0,002684 0,064407 24
showAllWorkers 0,014710 0,014710 0,522003 1
PrpRuntimeGui Her kan vi se at setWorkerstatus og updateWorkerStats
har blitt oppnådd kraftige reduksjoner i bruk av tid. Dette er igjen
ringeffekten av å fjerne den overflødige mengden av oppdateringer. Jeg
kan se at dette reduserer tiden brukt i GUIen fra 40s til 7.4s. dette er
18.5% av tiden systemet brukte før. Jeg synes dog at 7.4 systemet som
hovedsaklig brukes i konstruktøren og på å skrive til konsol fortsatt er i
meste laget. Den anbefales at GUIen skrives om dersom man vil ha PRP i
produksjonstilstand.
Tabell 8.19: PrpManagerImpl
Metode Base Avg B Cumul #
ClassTotal 0,001054 0,000017 0,005325 61
write 0,000562 0,000010 0,000562 54
flush 0,000472 0,000079 0,004744 6
PrpManagerImpl 0,000020 0,000020 0,000020 1
PrpManagerImpl Hadde som forventet ingen store effekter annet enn
at tiden manageren bruker i wait metodene er betraktelig mindre. Dette
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kan både være ringvirkninger av optimaliseringene og innføringen av en
benchmarkmodus.
Tabell 8.20: PrpWorkerThread
Metode Base Avg B Cumul #
ClassTotal 38,607283 0,020514 47,656951 1882
sleep 21,552159 0,898007 21,552159 24
initializeRMIWorker 16,922636 0,705110 23,460128 24
beginNodeWork 0,035013 0,001459 1,489288 24
putThreadToSleep 0,020688 0,000862 21,573392 24
startConfig 0,016319 0,000680 24,342252 24
getSentParameters 0,008701 0,000023 0,008701 376
svarMottatt 0,007502 0,000341 0,009153 22
getWorkerId 0,007287 0,000015 0,007287 482
getIp 0,006885 0,000054 0,006885 127
PrpWorkerThread 0,006426 0,000268 0,006841 24
PrpWorkerThread Dersom man tar reduksjonen i wait fra manageren
i betrakting kan det se ut som systemet nå venter i arbeidertråden
istedenfor. Dvs trådene i administratoren som kontrollerer arbeidere.
InitializeRMIworker() bruker RMI over nett til å gjøre ting og er derfor
litt ubestemmelig. Endringer i tid for denne metoden er derfor ikke
konkluderende. Resten av klassen er uendret eller bruker for lite tid til
å være noe interessante for ytelsesprofilering.
Tabell 8.21: PrpUtil
Metode Base Avg B Cumul #
ClassTotal 2,917012 0,031032 3,115512 94
PRP_proc 2,845804 0,061865 3,115430 46
getPrimeNumbers 0,071137 0,001546 0,071137 46
PrpUtil 0,000040 0,000040 0,000052 1
-clinit- 0,000030 0,000030 0,000030 1
PrpUtil Her kan vi se at metodene som kjører den faktiske logikken
blir kjørt nesten dobbelt så mange ganger i denne kjøringen. Dette
utgjør 1 sekund av til kjøretiden for profileringen. At dette finner sted
er interessant, men denne innflytelsen på systemet er ikke all verden
sett i et større bilde. Dersom dette utgjør en større % av kjøringen av
neste teste-fase som er Goldbach 1M så er dette interessant å undersøkte
årsakene til nøyere.
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8.5 Ny testserier
I denne testkjøringer fikk jeg outofmemory feil i det jeg prøvde
å starte 2 eksterne arbeidere i tillegg til å kjøre en arbeider på
administratormaskinen. Så derfor er Goldbach 3 i denne testen 3
eksterne arbeidere. For to arbeidere ser vi at testkjøringer har forbedret
Tabell 8.22: (Testserie av Goldbach etter optimaliseringer
Test tid 1 tid 2 tid 3 tid 4 tid 5 snitt
Goldbach 1 12349 12247 12249 12278 12263 12277
prpGoldbach 2 8767 9328 9087 7332 8219 8546
prpGolbach 3 7919 9738 9583 8433 8487 8832
seg meget meget godt over de seriene med testkjøringer. Nokså fine
solide tider med en av resultater nede på 7000 tallet. Men på en
annen side begynner behandlingstiden å gå opp istedenfor ned i det
vi introduserer nye arbeidere. Dette er meget gode indisier på at PRPs
nye implementasjon ikke skalerer bra for n over 24 med den nye
implementasjon. Dette tilsier at mer arbeid må settes inn for å løse
dette.
8.5.1 Implementasjon av kall i while-løkke
Idéen med dette er legge til støtte for å dele opp store problemer med
store datasett som blir behandlet i sekvensiell kjøring som while og
for. For behandlinger som kan ta lengre tid, enten pga større mengder
data eller/og tyngre operasjoner over et sett N elementer. Dersom
datamengdene er store vil man kunne anta at man vil være mer avhengig
av å kunne transportere data rimelig raskt dersom datakraften på
arbeider-nodene er stor nok.
Dette ligner mest på et såkalt full fanout tre Siden det gjelder
rekursive tre-muligheter. Det er prinsipielt et flatt tre med kun en
rotnode. En opsjon ville vært å utvidet dagens full fanout funksjonalitet
med while funksjonalitet. Men jeg tror ikke det strengt tatt er nødvendig
siden systemet allerede er godt istand til å håndtere alle mulige
parametere.
Hva er dette nyttig for. Jeg kan se for meg at dette er nyttig for
problemstillinger som behandler veldig store datasett. Jeg ser for meg
at man gjøre problemstillingen meget enkel i og med at det ikke er
noe behov for å ha noen egen parametergeneringsfase. Den første
problemstingen handler om å finne det riktige programeksempelet som
er enkelt nok til at det brukes som et rent konseptbevis.
102
Det jeg trenger er å få problem-stillen på en form som kan skrives
noe som dette i 8.1:
1 for ( x = 0 x > n x++) {
2 myList . add( function ( parametere ( x ) ) ;
3 }
Listing 8.1: Tillegg til en resultatliste med en whilefunksjon
Legg merke til at parametere(x) kan bety ulikt i ulike programmer.
Dette var bare for å illustrere at det må være brukerparametere som
kjernen i funksjonen. Da kan jeg transformere det til å bli for eksempel
noe slikt i en while metode eller bare rett inn i main;
1 for ( x = 0 x > n x++) {
2 r . addParam ( parametere ( x ) ) ;
3 }
Dette må selvfølgelig følges opp med noe som kalkulerer et sett
parameterene generert av dette for hver arbeider. Da må man ha en
generert en funksjon som kan håndtere kall med parameterpakke som
input.
Et alternativ til dette er å dele opp problemstillingen på en enda mer
abstrakt måte slik at formelen kan gå inn i en metode slik at man kan
dele opp intervallet og man på forhånd slipper å lage mange intervaller
unødvendig.
1 List <MyObject>
2 whi le Interva l lCal ler ( a , b ) { List <MyObject> myList = new ArrayList<
MyObject> ( ) ;
3 for ( x = a x > b x++) {
4 myList . add( function ( x ) ) ;
5 }
6 return myList ;
7 }
Listing 8.2: Eksempel på hvordan dette kan se ut fra utsiden
Siden man da trenger å akkumulere resultatet kan man da ganske en-
kelt kombinere intervallene ved å plukke svarene fra laveste intervallene
først og akkumulere de oppover. Jeg foretrekker det er spesifisert å bru-
ke Lister for while svar siden lister både har addALL og mulighet for å
kunne plassere et element på en helt bestemt posisjon i listen. ArrayList
er sannsynligvis best siden det svarene sannsynligvis kommer til å bli
lagt inn i ulike rekkefølger slik at det ikke er noe nyttig å kunne følge
etterfølgere.
En hendig side med en slik while funksjonalitet er at man ikke trenger
å vente til alle arbeiderne er ferdig med å kombinere resultatene inn i den
endelige listen.
Et mulig transformasjons-mål kan også ta form i en while løkke som
dette;
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1 public int [ ] process ( int start , int
2 end) { int svar [ ] = new String [ end − star t ] ( ) ;
3 int i = star t ;
4 while ( s tar t < end ) {
5 svar [ i ] = CalcClass . calculate ( i ) ;
6 i ++;
7 }
8 return svar ;
9 }
Listing 8.3: Eksempel på en behandlingsmetode
Denne løsningen er litt mer tekst, men er også ganske klar på hva den
gjør. Med CalcClass menes her en statisk verktøyklasse som PrpStatics
er nå. For at klassen for beregning skal fungere må den være generisk og
delegere til den metoden som skal gjøre den faktiske utregningen.
Noe som kan få dette til å fungere skikkelig er dersom man krever av
function ikke skal bruke noen klassevariabler. Alt den trenger for å gjøre
beregningen kan enten ligge utvendige biblioteker som er å betrake som
konstanter eller som parametere til metoden. Dersom det er i prinsippet
array-er som er det function skal behandle, kan disse sendes med mens
det er en klasse som utvider Collection.
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Kapittel 9
Konklusjon
Herved presenterer jeg mine konklusjoner for det reviderte PRP-
systemet.
Funksjonalitet Preprosessoren fungerer nå helt for Goldbach og pro-
duserer kode som virker fornuftig for Traveling salesman. Kjøretidsys-
temet mener jeg at har blitt forenklet dramatisk med mine forbedringer.
Kjøretidsystemet funker bra for den transformerte utgaven av Goldbach.
Men det samme kan ikke sies for alle kjøringer av Traveling salesman.
Det foreligger et spesialtilfelle i traveling salesman som jeg ikke har hatt
tid til å gjøre feilfritt.
Dokumentasjon I mitt arbeid med å lære meg å forstå de intrikate
detaljene i PRP i håp om å kunne bygge om systemet til å bli bedre har jeg
skrevet mye dokumentasjon som ikke var tilstede tidligere. Dette burde
også bidra til å gjøre systemet mer intuitivt og informativt.
Preprosessoren Jeg har skrevet om kjernen til Preprosessoren. Den
har nå en anstendig deknings-andel. Dette vil si hvor mye av koden
som blir testet av enhetstester. Jeg har designet denne over mange
forskjellige klasser i håp om å holde kompleksiteten i hver enkelt klasse
så lav som mulig. Kjernen er nå objektorientert og burde være langt
enklere å utvide med ny logikk for å tillatte mer i brukerprogrammet.
Min preprosessor vil sannsynligvis ha problemer med endel varianter av
den rekursive metoden. En senere masteroppgave burde sannsynligvis
begynne med å få til å generere fornuftig kode for et større sett med
mulige inputprogrammer. En ting jeg vet ikke vil fungere i dag er dersom
det rekursive kallet er i en Set-metode. Dette hadde ikke fungert i den
gamle utgaven av preprosessoren heller. Dette er fordi de forventer en
tilordning i form av en ligning med to sider delt med et likhetstegn. Et
konkret eksempel som burde ha fungert kunne sett ut som dette:
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1 someArrayList . add( rekursivMetode ( . . . ) }
Listing 9.1: Rekursiv metode kalt til å bli lagt til i en List
Reduksjon av krav Jeg har redusert antall krav som blir stilt til
brukerens program. Dette burde gjøre systemet mer forståelig å bruke
for å skrive klientprogrammer.
GUI Dette er den delen av programmet jeg nesten ikke har rørt i det
hele tatt. Da utenom noen mindre optimaliseringer til GUIen for både
kjøretidsystemet og preprosessoren. Begge disse bærer preg av å være
skrevet på en ikke helt vanlig måte. Hvis det er noe som er en hindring
mot videre god utvikling av PRP så er det GUIen. Jeg gjorde forsøk
på å isolere GUIen vekk fra kjernelogikken i programmene. Men dette
var desverre ikke mulig i alle tilfeller. Dette gjør at prosjektet fortsatt
har moduler som bryter med konseptet med MVC. Model View Control
innebærer at nettopp presentasjonslag som GUI skal isoleres vekk fra
såkalt forretningslogikk. Med foretningslogikk så menes moduler som
kjernen til preprosessoren prpArchitect-buisnesslogic-prosjektet.
Kjøretidsystemet Kjøretidsystemet er fortsatt et sammensurium av
ymse. Jeg forenklet den genererte delen av kjøretidsystemet ved å gjøre
generert kode om til biblioteksfunksjonalitet. Logikken er beholdt fra
den gamle utgaven av prosjektet. Min oppfatning av kjøretids-logikken
er at det gjøres endel unødvendige ting. Les om forslag til forbedringer
av dette i 10.11.
Ytelsesforbedringer Ved hjelp av TPTP tilleget i Eclipse var jeg stand
til å identifisere et område av programmet som brukte for mye ressurser.
Siden man strengt tatt ikke trenger å få oppdatering av data på GUI
oftere en en gang per sekund og det var noen litt åpenbare gap i logikken
for overvåkningsystemet, var jeg lett istand til optimalisere systemet
rimelig godt. Jeg er i tro at dersom man bruker slik profilering som
utgangspunkt sammen med en god forståelse av systemet kan man
optimalisere systemet mye bedre. Det er fortsatt endel metoder som
kanskje bruker mer tid på prosessoren enn det de burde. Men uansett
så merker jeg forskjellen i det jeg kjører kjøretidsystemet. Før føltes
programmet seigere enn sevje, mens nå så fungerer ting mye bedre.
Et arbeid i utvikling PRP er fortsatt er arbeid i utvikling. Sannheten er
at PRP etter alle disse masteroppgavene et meget sammensatt system.
Bare det å lære seg å forstå hvordan PRP faktisk fungerer er en
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utfordring. Jeg har jobbet med å forenkle forståelsen av PRP som er
kjempeviktig for at senere masterstudenter skal ha muligheten til å
kunne legge til ny og spennende funksjonalitet istedenfor å måtte bruke
mesteparten av tiden på å lære seg å forstå systemet.
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Kapittel 10
Forslag til videre forbedringer
Denne seksjonen består av forslag som jeg har vurdert men ikke
har hatt anledning til å implementere i tidsrammen av denne master-
oppgaven. Fremtidige masterstudenter kan finne idéer og konsepter til
optimalisering og brukerforbedringer i dette kapittelet.
10.1 PRP ––ytterligere forbedringer
Dette er den viktigste forbedringen ––jeg ikke fikk tid til å gjøre noe
underverk for kjøretids-systemet. Kjøretids-systemet er ikke i noen
spesielt god stand. Det er mye kode som burde bli evaluert. Det er endel
store metoder som gjør for mye. PRP som et system vil ikke ha noen
fremtid med mindre man er istand til å gjøre mer med mindre. Altså
at man bygger over til en arkitektur hvor man baserer seg på mindre
metoder. Det er min oppfatning at RMI grensesnittet i kjøretidsystemet
blir brukt alt for mye i løpet av kjøretiden. Jeg har også etterlatt et
par feil i min implementasjon som jeg ikke har hatt tid til å rette.
Disse forekommer for visse testprogrammer og kaster ingen unntak.
For at noen av de andre forslagene skal kunne behandles, må kjøretids-
systemet få en seriøs overhaling. Jeg har dokumentert så mye jeg kan,
men en dyp teknisk fokusert masteroppgave om kjøretids-systemet
burde komme først.
10.2 PRP som Eclipse Plugin
Preprosessoren kunne godt egnet seg som en typisk Eclipse Plugin. I
Eclipse kunne den ha tatt et helt prosjekt som input og utifra det
generere et nytt prosjekt, med struktur, kjøreinnstillinger lagt ferdig i
systemet for å kjøres i et kjøretids-system. Den kan enten bruke Maven
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for å håndtere avhengigheter eller putte inn de riktige avhengighetene
direkte via Eclipse sitt interne system.
10.3 Externalizable
Det kan vurderes å gjøre om param og retur til Externalisable på et
tidspunkt i fremtiden siden å sende Externalisable over nett er lettere
enn serializable. Grunnen til dette er fordi at serializable sender over
med all informasjon om klassen [10]. Ikke all informasjon er strengt tatt
nødvendig for å gjøre alt riktig i PRP. [10] mener at dette er en fordel
dersom sendinger av serialiserte pakkene blir stort i omfang. En mulig
måte er å implementere dette med en opsjon til preprosessoren. Dette
kan enten gjøres ved å legge inn en ny preprosessor-symboler eller gi
med ekstra parametere til selve preprosessoren.
10.4 Flertrådete arbeidere
PRP har nå en tråd per kjerne for hver arbeider den har. Profilering
har vist at PRP har dårlig skalering med dagens implementasjon. De
nøyaktige dataene viste at det ble brukt mye tid på nettverksaktivitet
over RMI. Derfor kan det å redusere antall arbeidere den trenger å
kontrolle på administratorsiden, sannsynligvis øke den totale ytelsen.
En måte å gjøre dette på er å lage tråder på hver arbeider etter evne.
Dette kan håndteres lett med Javas pakke util.concurrent sin klasse
Executors som kan lage en samling med tråder som kun startes like
mange av som det er kjerner på noden. Dette betyr da at det er en en
ekstra tråd som planlegger trådenes eksekvering på lavere nivå.
Det er mulig man må da øke pakkemengden man da sender ut til hver
arbeider. Dette siden arbeiderene arbeiderene vil ha større individuell
produksjonskraft. Nå blir det sendt ut 2 pakker til hver arbeider. Dette
kan skaleres lineært ved å bruke informasjonen allerede tilgjengelig
for PRPs administrator ––antall rapporterte kjerner for hver arbeider.
På denne måten vil man sende ut n parametersett, hvor k er lik antall
kjerner. 2 er konstanten man har for dagens system: n = k∗ 2.
En mulighet ville vært å forandre bufferstørrelsen basert på hvor
raskt nettverket er mellom arbeiderne og administratoren. Dette kan
være en ytelsesforbedring, kun dersom man har arbeidere som bruker
mye tid på å stå ledig under behandlingen. Et annet krav er at nettverket
burde ikke være travelt.
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10.5 Forbedring av arbeidstildeling
Den gamle algoritmen for arbeidstildeling i PRP er langt ifra perfekt. Den
kan lett bli en hel del mer finkornet og på den måten få bedre total ytelse.
En slik mulighet, er å bare gi ledige arbeidere halen av den såkalt tregeste
arbeideren eller arbeidere. Noe man må finne ut er man skal fjerne den
halen fra den tregeste tråden. Kanskje det hadde vært en idé å tatt de i
round robin fra et sett av de tregeste arbeiderne.
10.6 Java Annotations
Java Annotasjoner ble innført i Java 1.5 og forbedret til Java 1.6 kan
forvandle dagens preprosessorsymboler til en stil som er mer moderne
og som kan gjøre om en del av den nye koden om til standardisert
kode ved hjelp Annotations grensesnitt som man kan implementere for
å gjøre preprosessoren én par med tilsvarende systemer i Java av nyere
dato.
10.7 Støtte for alternativ plassering
Idéen er å ha et alternativ system for produkt-filene. For eksempel sånn
at resultatkoden kan importeres inn i for eksempel Eclipse. Dersom
kodefilen er en del av et et prosjekt i Eclipse og den er en del av
en pakke er det kanskje en fordel om det er mulig å plassere koden
i en kildekodemappe som er parallell med den endelige mappen. For
eksempel hvis pakken er no.uio.ifi.program, kan prp utgaven lande
på no.uio.ifi.prpprogram. Da vil det være lett å sette opp kode for å
importere den opprinnelige pakkens klasser. For å generere kode på nytt
må man simpelthen bare slette hele innholdet i den tidligere genererte
pakken.
10.8 Kaste spesialiserte unntak
Å kaste egendefinerte unntak for i det det forekommer feil i preproses-
soren kan gi bedre tilbakemelding. Man kan bruke et slik for å skrive
unntakets melding til den ordinære loggen. Dermed kan man legge til
spesialisert informasjon til loggen om hvordan unntaket oppsto. Der-
som man deler preprosessoren inn i parser og produksjonsklasser kan
man spesialisere på dette slik at man vet forskjellen på hvilken kompo-
nent feilen oppsto i. Man kan også kaste unntak som forteller brukeren
om feil i brukerens program.
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10.9 Avhengighetsinjeksjon
Alternativt kan man bruke noe avhengighetsinjeksjon med for eksempel
Spring. Med Spring kan man gjøre systemet enklere å håndtere både i
preprosessor-fasen og i kjøretids-fasen. Dette kan gjøre det enklere å
teste endringer i funksjonaliteten, kanskje også i tillegg til denne.
10.10 Alternativ til preprosessorsymboler
Et mulig alternativ til preprosessor-symbolene omtalt i 6.1.2 kan for
eksempel være at man begrenser det til å si at kun ett rekursivt kall blir
funnet i programmet vil bli kjørt parallell. Men det fungerer selvfølgelig
spesielt å lete i alle metoder etter tilordninger som kaller på metoden
tilordningen befinner seg i og plassere de i en liste. Etter det kan man
eksekvere hvert av de rekursive kallene med barrièrer slik at for å
komme seg gjennom hver instans må alt arbeid på den n-te rekursive
kallet være ferdig.
10.11 Redisign av kjøretids-systemet
Det anbefales at noen gjør en redesign av kjøretids-logikken. For
eksempel med fokus på metoden onCompletion i min revisjon av
systemet. Dette var metoden ferdig i Cuongs [23] revisjon av systemet.
Denne metoden representerer hva jeg mener er en litt uklar strategi for
hva som skjer i det en arbeider er ferdig med oppgaven sin. Jeg mener
at man kanskje burde se på muligheten for for eksempel å kun ta siste
parametersett fra den tregeste arbeideren istedenfor å ta alle.
10.12 Redesign av Overvåkningssystemet
Overvåkningsystemet ble enkelt optimalisert av meg til å bli noe mer
effektivt. Men slik jeg forståelse for det så bruker denne delen av
programmet kanskje fortsatt litt i meste laget av ressurser. Det kan
være verdt å undersøke hvorvidt det ville vært en fordel å få skrevet
et overvåkningssystem som kanskje har mulighet til å inspisere flere
detaljer og fungere mer anonymt. En fordel med flertrådete arbeidere
vil også ha innflytelse på overvåkningen siden det blir færre systemer å
overvåke.
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10.13 Redisign av GUI
GUI i PRP, både for kjøretidsystemet og for preprosessoren er foreldet og
bruker ikke noe som minner om moderne GUI. Et annet problem er at
den eksisterende GUIen er sterkt bundet til forretningslogikken.
En mulighet for å løsne denne bindingen ––er for eksempel ved å
bruke Buisness facade-mønsteret. Det finnes en rekke ferske biblioteker
som er istand til langt bedre presentasjon av PRP enn det den er i
dag. En masteroppgave kunne ha fokusert helt på det menneskelige
grensesnittet til PRP.
GUIen har heller ingen god presentasjon av statistikken den får fra
overvåkningsystemet. Det ville ikke skadet å tatt en ny titt på hva man
kan gjøre for å få bedre presentasjon.
10.14 Forbedring av preprosessor ––tilbakemelding
om feil i brukerkode
En ting jeg ikke fikk tid å skrive til min preprosessor, var logikk for å
finne og rapportere kode som ikke var korrekt i følge grammatikken
eller kravene som er påkrevd for PRP. Kode som ikke er korrekt vil
sannsynligvis ikke kaste unntak i det nye systemet. Dette er fordi
preprosessoren antar at noe er a eller b, men ikke feil. Et eksempel på
dette som er nevnt tidligere. Eksemplet jeg skal nevne er utenifra-inn
kontra innenfra-ut. Dersom preprosessoren ikke finner trekk for den
ene, vil den anta at det er den andre formen.
Continous Integration Server I en større skala kan det være til hjelp
med versjonskontroll dersomman ønsker å inkorporere prosjektet på en
continous integration server. En slik server er veldig fordelaktig dersom
man har et prosjekt som tar lang tid å kompilere. En slik server sjekker
ut prosjektet på jevne intervaller, for eksempel 10 minutter. Den vil
så kompilere prosjektet dersom alle testene kjører bra. Dette kan være
vanlige enhetstester eller ulike stabilitetstester . Dersom prosjektet har
et grensesnitt for web kan disse serverene typisk legge den nyeste
utgaven av prosjektet ut på nett. Dersom en feil kommer til, kan en CI-
server sende en email til utvikleren om at bygget har feilet. En slik server
vil også kunne overvåke serveren den leverer den nyeste versjonen ut til
til for krasj.
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10.15 Spredning
Et tema jeg ikke fikk gjort noe seriøst arbeid med i denne oppgaven
er problematikken rundt spredning som tidligere revisjoner av PRP har
hatt. For hver oppdatering av systemet har hver arbeidernode måttet
oppdateres manuelt før og semi-manuelt med skriptene jeg skrev.
Automatisk oppdatering kan drastisk redusere tiden det tar å teste hver
enkelt ny revisjon av systemet.
10.15.1 Oppdatering av arbeidere
Dette dreier seg om oppdatering av arbeiderens kode for kjøring. Den
kan ikke dynamisk lastes sammen med klassene som blir lastet opp i
kodebasen siden det er det er arbeider-koden som laster over kode fra
kodebasen.
Oppdatering av arbeidere er med de tidligere versjonen av program-
met var en manuell operasjon. Å gjøre denne jobben manuelt for hver
av de 10 nodene som er stilt til rådighet for prosjektet er tidkrevende
og kan ta tid fra selve utviklingen av programmet. Balansegangen i dette
må ta hensyn til tiden det tar å utvikle en mekanisme for å oppdatere
arbeiderklientene siden det vil ha innflytelse på hvor mye systemet skal
oppdateres for at det skal lønne seg tidsmessig. Tiden det tar å skrive
en slik løsning kan det ta lang tid å tjene inn igjen.
Men tid spart skalerer også med antall noder et PRP system skal
kunne ta i bruk av parter som ønsker å ta PRP i bruk. Men for at et slikt
system skal ha noe mening for en annen part, da må de ha et operativt
behov for å kunne videreutvikle PRP.
En annen problemstilling verdt å nevne er om man skal skrive
alternativene for IFI spesifikt for å spare tid eller om det er bedre å lage
en mest mulig generell løsning. En generell løsning vil kreve å kunne
dekke flere enn én protokoll. Dette siden store aktører som Windows og
Unix ikke har noen felles felles sikret protokoll for å håndtere prosesser
og kjøring på kommandolinje. En mulig avskjæring av problemet ville
være å kun skrive støtte for en løsning med SSH1 eller SCP2 Dermed
dekkes 810 av de avsatte maskinene til prosjektet som alle kjører Linux.
For å dekke de siste to, er det mulig det an å enten implementere et
alternativt løp for å oppdatere Windows klienter eller man kan installere
en implementasjon av en SSH standard på maskiner med Windows.
1Secure SHell, nettverksprotokoll som gir tilgang til konsoler på andre maskiner
over nett
2Secure Copy bygger på SSH. SCP brukes for kryptert overføring av filer. Denne og
STFP regnes som moderne arvtagere etter FTP. FTP sendte passord i klartekst over nett
og var dermed en sikkerhetstrussel
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Integrasjon av arbeideroppdatering i hovedsystemet
Et alternativ til å bruke et eksternt program til å håndtere oppdatering
av arbeiderne er å la det være en komponent av kjøretidsystemet å
oppdatere arbeidere til ny versjon. På denne måten bryter man ikke
arbeidsflyten i det arbeiderne skal oppdateres. En implementasjon av
dette er ikke trivielt.
Stort Uavhengig script
Krav til script for oppdatering av arbeidere som skal kjøre på faste
mellomrom:
• Automatisk oppdatering Oppdatere arbeiderpakken uten at bruke-
ren må blande seg inn i oppdaterings-prosessen.
• Regulær oppdatering av arbeiderkode Oppdaterer ofte nok til at
det fungerer an å korrigere feil og få arbeiderne oppdatert.
• Om-starte arbeidere Dersom en eldre instans av arbeideren kjører
på en arbeidernode, dermed må den avsluttes og bli startet på ny.
• Unngå å laste ned en klient mens den er under oppdatering En
fare med ha automatisk oppdatering, er at oppdateringer kan
komme nære på hverandre. Man kan da risikere at klientkoden til
arbeideren oppdateres samtidig som den blir forsøkt startet opp
på ny. Dette kan kan gi fatal situasjon for systemet. Oppdatering
av klient burde unngå å oppdatere klienten mens ny klient lastes
opp til en felles lagringsplass.
10.15.2 Lite uavhengig skript
Dersom man ønsker å redusere arbeidsmengden ved å redusere antall
krav fra det store uavhengige skriptet, kan det være et alternativ være
å skrive et skript man kjører én gang sentralt hver gang man vil
oppdatere alle arbeiderne. Da vil man ikke havne i noen av de nevne
uønskede situasjonene og heller ikke bruke mye tid på å oppdatere alle
arbeidernoder.
10.15.3 Oppdatering av kodebasen
Kodebasen er brukerenes parallelliserte kode som må lagres på en web-
server for at arbeidernodene skal kunne ta tak i den.
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Den genererte koden må nå legges ut manuelt på web-server. under
normale omstendigheter ville støtte for veldig enkel bruk av ftp3 holde
for å laste opp noen få filer til riktig sted.
10.15.4 Sentral Styring
Sentral styring av et system som prp burde være lett å gjennomføre.
Åpent tilgjengelige stabile rammeverk som er åpen kildekode, burde
være behjelpelig til dette. Systemet består av 4 deler:
• En preprosessor som behandler koden på forhånd før den skal
kompileres vanlig. Dette er delen som gjør koden parallell.
• Brukerens kode er den parallelliserte utgaven av brukerens origina-
le kode som skal deles ut til kodebasen som ligger på en sentralt
tilgjengelig webtjener. Brukerens kode på brukerens maskin kaller
implisitt på GUI for kjøretids-systemet. Brukerens kode har også
anskaffet noe kode som hjelper til med å putte resultatet fra de
ulike maskinene tilbake på plass.
• Kjøretidsystemet består av en GUI og logikken til kjøretids-systemet
for å lage statistikk for arbeiderne.
• Arbeidere har ansvar å ta de ulike programmene den får beskjed
om å levere del-resultateter tilbake til.
Det kan diskuteres hvorvidt mange jobber, kanskje tilogmed ulike
programmer ønskes å legges til køen opp slik at administratoren kan
håndtere mange programmer som kjøres på jevnlig basis. For at dette
skal fungere må preprosessoren gjøre om noe av originalkoden til å
implementere en bestemt grensesnittspesifikasjon som må være delt
med den delen av klassen som skal kommunisere med manageren. Det
kan hende at det ikke trenges på prpClassName slik at brukeren fortsatt
det er fritt til å implementere sin basiskode fra ett grensesnitt. Men dette
innebærer at visse moduler blir koblet løsere til manageren og man blir
nødt til å kommunisere mellom kjøreklassen og manageren på en annen
måte. Hvis man skal få til dette må man gjøre om manageren til et
slags operativsystem og gi hver enkelt jobb som en PID som nyttes til
kommunisere med systemet med interne meldinger.
Tjeneste-Variant
En mulighet for sentral styring kan være en bestemt tjeneste på et litt
mer abstrakt plan for sluttbruker. Denne tjenesten vil en bruker kunne
3File Transfer Protokoll, enkel filoverføringsprotokoll som på sett og vis er forfaren
til http.
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lage ved å implementere prosjektet sitt som et sekvensielt kjørende
bibliotek. La oss si at for eksempel kunne det biblioteket vært Lanczoss
algoritme for oppskalering av bilder til høyere oppløsninger som et
alternativ til Java sin innebygde oppskaleringsalgoritme som er billigere
i bruk men gir mindre god kvalitet. Hans bibliotek kjørt gjennom prp
ville kunnet opprette en tjeneste som tjenestetilbyder for distribuert
kjøring av den relativt tunge oppskaleringsalgoritme. Kanskje tilogmed
lett nok til at brukeren av brukerprogrammererens kode vil kunne bruke
tjenesten ved å importere å bruke brukerprogrammererens kode.
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Tillegg A
Kildekode
A.1 Goldbach utransformert
1 /* *
2 *
3 * @author Jørn Christian Syversrud
4 *
5 * Program checks that a even number i s always the sum of two prime
numbers
6 * ( s t i l l not proven in mathematics)
7 *
8 * USAGE: java Goldbach
9 *
10 */
11
12 public class Goldbach {
13
14 /*
15 * determine primes < N using Sieve of Eratosthenes
16 */
17 public stat ic void getPrimeNumbers (boolean isPrime [ ] ) {
18
19 for ( int i = 2; i * i < isPrime . length ; i ++) {
20 i f ( isPrime [ i ] ) {
21 for ( int j = i ; i * j < isPrime . length ; j ++)
22 isPrime [ i * j ] = false ;
23 }
24 }
25
26 }
27
28 /*PRP_PROC*/
29 public stat ic int checkEvenNumbers( int from , int to ) {
30
31 int newFrom = 0; // used when sp l i t t i ng interva l
32 int newTo = 0; // used when sp l i t t i ng interva l
33 int sumGB = 0; // number of GB sums
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34
35 // array for prime numbers
36 boolean [ ] prime = null ;
37
38 // used when chi ld returns from recursive ca l l
39 int [ ] childCheck = new int [ 2 ] ;
40
41 // calculate the prime numbers
42 i f ( prime == null ) {
43
44 prime = new boolean [200000];
45 for ( int i = 0; i < prime . length ; i ++)
46 prime[ i ] = true ;
47
48 getPrimeNumbers (prime ) ;
49
50 }
51
52 /*PRP_SPLIT*/
53 i f ( ( to − from) > 5001) { // Sp l i t the interva l
54
55 newFrom = from ;
56 newTo = ( to − ( to − from) / 3) ;
57
58 /* fanout = 2 */
59 for ( int i = 0; i < 2; i ++) {
60 i f ( i > 0) {
61 newFrom = newTo + 1;
62 newTo = to ;
63 }
64 // System . out . pr intln ( "FOR: newFrom="+newFrom+" newTo="+newTo
) ;
65 /*PRP_CALL*/
66 childCheck [ i ] = checkEvenNumbers(newFrom, newTo) ;
67
68 }
69
70 return childCheck [0 ] + childCheck [ 1 ] ;
71
72 } else {
73 // the sum i s small enough . check every even number in the
interva l
74 i f ( ( from % 2) != 0)
75 from = from + 1;
76
77 // System . out . pr intln ( "LEAFNODE: "+from+" "+ to ) ;
78 for ( int n = from ; n < to ; n += 2) {
79 for ( int i = 3; i < n / 2; i += 2) {
80 i f ( prime [ i ] && prime [n − i ] ) {
81 sumGB++;
82 }
83 }
84 }
85 return sumGB;
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86 }
87
88 }
89
90 public stat ic void main( String [ ] args ) {
91
92 /* *
93 * s tar t checking even numbers
94 */
95 long time = System . currentTimeMillis ( ) ;
96 int sumGB = 0;
97 sumGB = checkEvenNumbers(1 , 200000) ;
98 time = System . currentTimeMillis ( ) − time ;
99
100 System . out . pr intln ( "200000" ) ;
101 System . out . pr intln ( "sumGB = " + sumGB + " , time used : " + time
102 + " mi l l isec . " ) ;
103
104 }
105 }
Listing A.1: OrginalKildekode for goldbach
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A.2 Enhetstest av serialisering
1 package no . uio . i f i . javaprp .model . abstracts ;
2
3 import stat ic org . junit . Assert . assertTrue ;
4 import stat ic org . junit . Assert . f a i l ;
5
6 import java . io . FileInputStream ;
7 import java . io . FileOutputStream ;
8 import java . io . ObjectInputStream ;
9 import java . io . ObjectOutputStream ;
10 import java . u t i l . ArrayList ;
11 import java . u t i l . L ist ;
12
13 import org . junit . Before ;
14 import org . junit . Test ;
15
16 /* *
17 * @author Daniel Christopher Treidene
18 */
19 public class PrpParameterTest {
20 boolean testArray = true ;
21 f inal String tempfile = " serial_temp_param . testTemp" ;
22 f inal String kake = " jegHaddeKake−−−" ;
23 f inal String kjeks = " jegHarKjeks " ;
24 f inal int l i f e = 42;
25 f inal Integer [ ] t a l l = { 1 , 2 , 3 , 4 , 5 } ;
26
27 List <Integer > ln = new ArrayList<Integer > ( ) ;
28 PrpParameter px ;
29 FileOutputStream out ;
30 ObjectOutputStream ser ia l ;
31 PrpParameter y ;
32
33 /* *
34 * @param b
35 */
36 private void printOutBothArrays (boolean b ) {
37 i f ( ! b && testArray ) {
38 Integer [ ] c = ( Integer [ ] ) y . getValues (3 ) ;
39 Integer [ ] d = ( Integer [ ] ) px . getValues (3 ) ;
40 int x = c . length ;
41 for ( int i = 0; i < x ; i ++) {
42 System . out . pr intf ( "pos:%s : x:%s − y:%s\n" , i , c [ i ] , d[ i ] ) ;
43 }
44 }
45 }
46
47 @Test
48 public void serializableTestEquals ( ) throws Exception {
49 i f ( ! y . equals (px ) ) {
50 f a i l ( " ser ia l izat ion did not produce a 1:1 shown by equals ( ) \n"
51 + y . toString ( ) + " \n" + px . toString ( ) ) ;
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52 }
53 }
54
55 @Test
56 public void serializableTestHashCodeMatch ( ) throws Exception {
57 boolean b = y . hashCode ( ) == px . hashCode ( ) ;
58 printOutBothArrays (b ) ;
59 assertTrue ( "hashCode error+\n" + y . hashCode ( ) + " \n" + px .
hashCode ( ) , b ) ;
60 }
61
62 /* *
63 * @throws java . lang . Exception
64 */
65 @Before
66 public void setUp ( ) throws Exception {
67 px = new PrpParameter (13) ;
68 px . addValue ( kake ) ;
69 px . addValue ( kjeks ) ;
70 px . addValue ( l i f e ) ;
71 i f ( testArray ) {
72 px . addValue ( t a l l ) ;
73 }
74 out = new FileOutputStream ( tempfile ) ;
75 ser ia l = new ObjectOutputStream( out ) ;
76 ser ia l . writeObject (px ) ;
77 FileInputStream zz = new FileInputStream ( tempfile ) ;
78 ObjectInputStream cereal = new ObjectInputStream (zz ) ;
79 y = ( PrpParameter ) cereal . readObject ( ) ;
80 }
81 }
Listing A.2: Enhetstesting for serialisering av parametere
A.3 Ny generert kode
A.3.1 PrpGoldbach
1 import no . uio . i f i . javaprp .model . interfaces . IRunTimeHelper ;
2 import no . uio . i f i . javaprp . overseer . runtimeassist . RunTimeHelper ;
3
4 public class PrpPrpGoldbach {
5
6 stat ic IRunTimeHelper r ;
7
8 public stat ic int checkEvenNumbers( int from , int to ) {
9 r . userRecSetup( "PrpGoldbach " , new PrpParamHolder ( from , to , 0 ) ) ;
10 return ( Integer ) r . procCaller ( )
11 }
12 public stat ic void main( String [ ] args ) {
13 r = new RunTimeHelper (new PrpTaskHolder ( ) , new PrpUtil ( ) , false ) ;
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14
15 /* *
16 * s tar t checking even numbers
17 */
18 long time = System . currentTimeMillis ( ) ;
19 int sumGB = 0;
20 sumGB = checkEvenNumbers(1 , 200000) ;
21 time = System . currentTimeMillis ( ) − time ;
22
23 System . out . pr intln ( "200000" ) ;
24 System . out . pr intln ( "sumGB = " + sumGB + " , time used : " +
time
25 + " mi l l isec . " ) ;
26
27 r . prof i le ( ) ;
28 }
29
30 }
Listing A.3: PrpGoldbach
A.3.2 PrpParamHolder
1 import no . uio . i f i . javaprp .model . abstracts . PrpParameter ;
2
3 class PrpParamHolder extends PrpParameter {
4 private stat ic f inal long serialVersionUID = placeholder ;
5
6 transient int from ;
7 transient int to ;
8
9 PrpParamHolder ( int from , int to , int index ) {
10 super ( index ) ;
11
12 this . from = from ;
13 addValue ( from) ;
14
15 this . to = to ;
16 addValue ( to ) ;
17 }
18 }
Listing A.4: PrpParamHolder
A.3.3 PrpReturHolder
1 import no . uio . i f i . javaprp .model . abstracts . PrpReturAbstract ;
2
3 class PrpReturHolder extends PrpReturAbstract {
4
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5 private stat ic f inal long serialVersionUID = placeholder ;
6
7 }
Listing A.5: PrpReturHolder
A.3.4 PrpTaskHolder
1 import no . uio . i f i . javaprp .model . abstracts . prpTaskAbstract ;
2 import no . uio . i f i . javaprp .model . exceptions . RecursionException ;
3 import no . uio . i f i . javaprp .model . interfaces . IParam ;
4 import no . uio . i f i . javaprp .model . interfaces . IReturHolder ;
5
6 class PrpTaskHolder extends prpTaskAbstract{
7 private stat ic f inal long serialVersionUID = aDQQPH41pKbRN243;
8
9 public int checkEvenNumbers( int from , int to ) throws
RecursionException {
10 taskHeaderHelper ( ) ;
11
12 int newTo = 0;
13 int sumGB = 0;
14 boolean [ ] prime = null ;
15 int [ ] childCheck = new int [ 2 ] ;
16 i f ( prime == null ) {
17 prime = new boolean [200000];
18 for ( int i = 0; i < prime . length ; i ++)
19 prime [ i ] = true ;
20 getPrimeNumbers ( prime) ;
21 }
22 i f ( ( to − from) > 5001) {
23 newFrom = from ;
24 newTo = ( to − ( to − from) / 3) ;
25 for ( int i = 0; i < 2; i ++) {
26 i f ( i > 0) {
27 newFrom = newTo + 1;
28 newTo = to ;
29 }
30 try {
31 depth++
32 childCheck [ i ] = checkEvenNumbers(newFrom, newTo) ;
33 depth−−;
34 } catch ( RecursionException r ) {
35 throw r ;
36 }
37
38 }
39
40 return childCheck [0 ] + childCheck [ 1 ] ;
41
42 } else {
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43 // the sum i s small enough . check every even number in
the interva l
44 i f ( ( from % 2) != 0)
45 from = from + 1;
46
47 // System . out . pr intln ( "LEAFNODE: "+from+" "+ to ) ;
48 for ( int n = from ; n < to ; n += 2) {
49 for ( int i = 3; i < n / 2; i += 2) {
50 i f ( prime [ i ] && prime[n − i ] ) {
51 sumGB++;
52 }
53 }
54 }
55 return sumGB;
56 }
57
58 }
59 }
60
61 /* (non−Javadoc )
62 * @see no . uio . i f i . javaprp .model . abstracts . prpTaskAbstract#execute (no
. uio . i f i . javaprp .model . inter faces . IParam)
63 */
64 @Override
65 public IReturHolder execute ( IParam par ) throws RecursionException {
66 IReturHolder reply = new PrpReturHolder ( ) ;
67 reply . setIndex ( par . getIndex ( ) ) ;
68 reply . setReturn ( checkEvenNumbers( ( Integer ) par . getValues (0 ) , (
Integer ) par . getValues (1 ) ) ) ;
69 return reply ;
70 }
71
72 }
Listing A.6: PrpTaskHolder
A.3.5 PrpUtil
1 import no . uio . i f i . javaprp .model . abstracts . AbstractPrpUtil ;
2 import no . uio . i f i . javaprp .model . interfaces . IParam ;
3 import no . uio . i f i . javaprp .model . interfaces . IReturHolder ;
4
5 class PrpUtil extends AbstractPrpUtil {
6
7 /*
8 * (non−Javadoc )
9 *
10 * @see no . uio . i f i . prpg . PrpUti l Interface #paramSplit ( java . lang .
Object ,
11 * no . uio . i f i . javaprp . overseer . runtimeassist . PrpStackImpl ,
12 * no . uio . i f i . javaprp . overseer . runtimeassist . RunTimeHelper )
13 */
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14 public boolean paramSplit ( IParam par ) {
15 int from = ( Integer ) par . getValues (0 ) ;
16 int to = ( Integer ) par . getValues (1 ) ;
17 boolean i sF i rstChi ld = true ;
18 IParam parCopy = r . addOriginalToStack( par ) ;
19 int newTo = 0;
20 int sumGB = 0;
21 boolean [ ] prime = null ;
22 int [ ] childCheck = new int [ 2 ] ;
23 i f ( prime == null ) {
24 prime = new boolean [200000];
25 for ( int i = 0; i < prime . length ; i ++)
26 prime [ i ] = true ;
27 getPrimeNumbers ( prime) ;
28 }
29 i f ( ( to − from) > 5001) {
30 newFrom = from ;
31 newTo = ( to − ( to − from) / 3) ;
32 for ( int i = 0; i < 2; i ++) {
33 i f ( i > 0) {
34 newFrom = newTo + 1;
35 newTo = to ;
36 }
37 r . incrementAnswerIndex ( ) ;
38 i f ( i sF i rstChi ld ) {
39 parCopy . setFirstChild ( r . getAnswerIndex ( ) ) ;
40 isFirstChi ld = false ;
41 }
42 r . putParamCopy(new PrpParamHolder ( ( newFrom, newTo, r .
getAnswerIndex ( ) ) ) ;
43 }
44 } else
45 return false ;
46 return true ;
47 }
48
49 /*
50 * (non−Javadoc )
51 *
52 * @see
53 * no . uio . i f i . prpg . PrpUti l Interface #PRP_proc (no . uio . i f i . javaprp .
model . inter faces
54 * . PrpParamHolderInterface )
55 */
56 public void PRP_proc ( IParam par ) {
57
58 int from = ( Integer ) par . getValues (0 ) ;
59 int to = ( Integer ) par . getValues (1 ) ;
60 boolean i sF i rstChi ld = true ;
61 f inal IParam parCopy = r . genParHandleOriginal ( par ) ;
62 int newTo = 0;
63 int sumGB = 0;
64 boolean [ ] prime = null ;
65 int [ ] childCheck = new int [ 2 ] ;
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66 i f ( prime == null ) {
67 prime = new boolean [200000];
68 for ( int i = 0; i < prime . length ; i ++)
69 prime [ i ] = true ;
70 getPrimeNumbers (prime ) ;
71 }
72 i f ( ( to − from) > 5001) {
73 newFrom = from ;
74 newTo = ( to − ( to − from) / 3) ;
75 for ( int i = 0; i < 2; i ++) {
76 i f ( i > 0) {
77 newFrom = newTo + 1;
78 newTo = to ;
79 }
80 r . incrementAnswerIndex ( ) ;
81 i f ( r . isParamGen ( ) ) {
82 i f ( i sF i rstChi ld ) {
83 parCopy . setFirstChild ( r . getAnswerIndex ( ) ) ;
84 isFirstChi ld = false ;
85 }
86 r . putParamCopy (new PrpParamHolder ( ( newFrom, newTo, r .
getAnswerIndex ( ) ) ) ;
87 } else {
88 childCheck [ i ] = ( Integer ) r . retrieveAnswerInstance( par ) .
getReturn ( ) ;
89 }
90
91 }
92
93 i f ( ! r . isParamGen ( ) ) {
94 IReturHolder ret = new PrpReturHolder ( ) ;
95 ret . setIndex ( par . getIndex ( ) ) ;
96 ret . setReturn ( return childCheck [0 ] + childCheck [ 1 ] ) ;
97 r . newReply ( ret ) ;
98 return ;
99 }
100
101 } else {
102 // the sum i s small enough . check every even number in
the interva l
103 i f ( ( from % 2) != 0)
104 from = from + 1;
105
106 // System . out . pr intln ( "LEAFNODE: "+from+" "+ to ) ;
107 for ( int n = from ; n < to ; n += 2) {
108 for ( int i = 3; i < n / 2; i += 2) {
109 i f ( prime [ i ] && prime[n − i ] ) {
110 sumGB++;
111 }
112 }
113 }
114 i f ( ! r . isParamGen ( ) ) {
115 IReturHolder ret = new PrpReturHolder ( ) ;
116 ret . setIndex ( par . getIndex ( ) ) ;
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117 ret . setReturn ( return sumGB) ;
118 r . newReply ( ret ) ;
119 return ;
120 }
121 }
122
123 }
124
125 }
Listing A.7: PrpUtil
A.3.6 PrpStatics
1 class PrpStatics {
2 public stat ic void getPrimeNumbers (boolean isPrime [ ] ) {
3
4 for ( int i = 2; i * i < isPrime . length ; i ++) {
5 i f ( isPrime [ i ] ) {
6 for ( int j = i ; i * j < isPrime . length ; j ++)
7 isPrime [ i * j ] = false ;
8 }
9 }
10
11 }
12
13 }
Listing A.8: PrpStatics
130
