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ON THE GALOIS THEORY OF GENERALIZED LAGUERRE
POLYNOMIALS AND TRIMMED EXPONENTIAL
LIOR BARY-SOROKER AND OR BEN-PORATH
Abstract. Inspired by the work of Schur on the Taylor series of the expo-
nential and Laguerre polynomials, we study the Galois theory of trimmed ex-
ponentials fn,n+k =
∑k
i=0
xi
(n+i)!
and of the generalized Laguerre polynomials
L
(n)
k of degree k. We show that if n is chosen uniformly from {1, . . . , x}, then,
asymptotically almost surely, for all k ≤ xo(1) the Galois groups of fn,n+k and
of L(n)k are the full symmetric group Sk.
1. Introduction
To a polynomial f(x) =
∑k
j=0 bjx
j with complex roots α1, . . . , αk we attach the
Galois group Gf , which is defined as the automorphism group of Q(α1, . . . , αk)/Q.
It acts faithfully on the roots, and this action induces an embedding Gf ≤ Sk.
Already Galois showed that arithmetic properties of the αi-s are encoded in Gf .
Therefore, in applications it is often times crucial to compute the Galois group of
a specific polynomial or a family of polynomials.
We call the problem of computing the Galois group of a polynomial or a family of
polynomials the direct Galois problem. Although there are algorithms to compute
the Galois group of a given polynomial (see the survey paper [20]), it is typically
a challange to compute the Galois group of a specific family of polynomials. For
example, consider the family of the generalized Fibonacci polynomials xk −xk−1−
· · · − 1. The construction of the Arnoux-Yoccoz surfaces [1] uses the irreducibility
of these polynomials, and further studies, cf. [19], need the more subtle information
that the field E/Q generated by a root has no totally real subextensions. If k is
even, the Galois group is Sk [22] hence E is minimal. If k is odd, the Galois group is
also conjectured to be Sk, but it is still open in general. Nevertheless, the required
property for the application is proved by the first author, Shusterman and Zannier
[19, Appendix].
The direct Galois problem was studied from a probabilistic approach. Roughly
speaking, the Galois group tends to be the "largest possible". Maybe the first result
in this spirit goes back to van-der Waerden [27] who proved that the probability of
a random uniform polynomial of degree k and integral coefficients |ai| ≤ H to have
Galois group Sk tends to 1 as H tends to infinity. See [15, 8] for better bounds on
the error term. Recently, the case when H is fixed (e.g. H ≥ 35) and the degree
tends to infinity was established [5, 6, 4].
One can approach the direct Galois problem in a more explicit manner and
there is a line of works on polynomials coming from analytic functions. Let ek(x) =∑k
j=0
xk
j! be the Taylor polynomial of degree k of the exponential function. In 1930,
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2Schur [25] computed the Galois group of ek:
Gek =
{
Ak k ≡ 0(4),
Sk otherwise.
One may trim the Taylor series of ex on both sides. After normalization, the
trimmed exponential has the form
fn,m(x) =
m∑
j=n
xj−n
j!
, m > n.
When n > 1 it seems that the discriminant is never a square, hence the Galois
group should not be the alternating group. Therefore one may pose the following
Conjecture 1. For every m > n ≥ 1 the polynomial fn,m is irreducible and more-
over
Gfn,m = Sm−n.
Numerical experiments suggest that this conjecture is valid. The goal of this
paper is to combine the probabilistic approach with the explicit approach to get
partial results and thus to provide evidence to this conjecture. Our main result is
that when m is chosen at random, then the conjecture holds with high probability
for all n which is relatively close to m:
Theorem 1. Choose m uniformly at random in {1, . . . , x}. Let kmax = kmax(x) =
xo(1). Then
lim
x→∞P
(∀ 8 ≤ k ≤ kmax : Gfm−k,m = Sk) = 1.
Our approach fits in a broader point of view. The generalized Laguerre polyno-
mial L(α)k of degree k and parameter α is defined as the polynomial solution of the
ordinary differential equation
xy′′ + (α+ 1− x)y′ + ky = 0.
It has the closed form
L
(α)
k (x) =
k∑
j=0
(k + α)(k − 1 + α) · · · (j + 1 + α)
(k − j)!j! (−x)
j .
The family of generalized Laguerre polynomials includes the exponential Taylor
polynomials ek(x) = L
(−k−1)
k and the Laguerre polynomials when α = 0. When
α = −2k−1, we get the reverse Bessel polynomials and when α = ±1/2 the Hermite
polynomials (up to normalization).
In 1929, Schur [24] proved the irreducibility of ek = L
(−k−1)
k and L
(0)
k and in [25]
he computed the corresponding Galois groups: for ek = L
(−k−1)
k it was discussed
above, and L(0)k has the full symmetric group.
A year later, he [26] proved that L(1)k has Galois group
G
L
(1)
k
=
{
Ak k is odd or k + 1 is an odd square,
Sk otherwise
and that L(±1/2)k has Galois group Sk for k > 12. Presumably Schur’s motiva-
tion was to give explicit examples of polynomials with Galois group Ak, following
Hilbert’s realization of Ak using specialization methods.
3Following Schur, L(α)k was studied in many ranges and special values of α. In
1978, Grosswald [16] showed that the Galois group of the reverse Bessel polynomials
L
(−2k−1)
k is the symmetric group, under the condition that they are irreducible. In
2002, Filaseta and Trifonov [14] proved the irreducibility.
Also in 2002, Filaseta and Lam [10] showed that L(α)k is irreducible for all but
finitely many k-s, for any choice of rational number α that is not a negative integer.
In 2005, Hajir [17] showed that in this case G
L
(α)
k
≥ Ak. There are further recent
results on these families, see for example [13, 18].
In these results k is large w.r.t. α. We prove a result for small degrees. Our
result is valid for almost all α in the probabilistic sense and for all small k:
Theorem 2. Choose α ∈ {1, . . . x} uniformly at random and let kmax = xo(1).
Then
lim
x→∞P(∀8 ≤ k ≤ kmax, L
(α)
k is irreducible with Galois group Sk) = 1.
In fact our results hold for a larger family of polynomials that unifies Theorems 1
and 2, see Section 2.
Small degrees k ≤ 7 are discussed in Section 5.2.
Acknowledgments. We thank Michael Filaseta for the historical remark on the
motivation of Schur. We are also grateful to Dimitris Koukoulopoulos on helpful
suggestions regarding smooth numbers.
The authors were supported by a grant of the Israel Science Foundation, no.
702/19.
This work is based on a master thesis done by OBP under the supervision LBS.
2. Proof of Theorems 1 and 2
In this section we discuss the family of polynomials [f ] coming from a polynomial
f , we state a few technical propositions, and we deduce Theorems 1 and 2 from the
propositions. The proofs of the propositions appear in Section 5. In that section
we will also give bounds on the convergence rates.
For a polynomial f =
∑k
j=0 bjx
j we define
(1) [f ] =
{ k∑
j=0
ajbjx
j : aj ∈ Z and a0ak 6= 0
}
.
Schur [24] showed that f ∈ [L(−k−1)k ] is irreducible if |a0| = |ak| = 1. Filaseta [11]
relaxed Schur’s condition to |a0| = 1, 0 < |ak| < k, and (k, ak) 6= (6,±5), (7,±10).
Filaseta and Lam [10] showed that for α a rational number that is not a negative
integer and |a0| = |ak| = 1, f ∈ [L(α)k ] is irreducible for all but finitely many k.
Since
L
(α)
k (x) =
k∑
j=0
(
k
j
)
(α+ k)!
k!
1
(j + α)!
(−x)j .
and aj := (−1)j
(
k
j
) (α+k)!
k! is integral, we have
[L
(α)
k ] ⊂ [fα,α+k].
This motivated Filaseta, Finche, and Leidy [12] to suggest to study the families
[fα,α+k] as a form of generalization of [L
(α)
k ].
4Throughout this section m is a uniformly chosen random integer in the interval
[1, x]. We recall that every f ∈
[∑k
j=0 bjx
j
]
comes with a tuple (a0, . . . , ak), as in
(1). We define three families of events. For a positive integer k and for primes p, q
(not necessarily distinct) let
Apk = {∀f ∈ [fm−k,m], (p - a0ak ⇒ f is irreducible)},
Bpk = {∀f ∈ [fm−k,m], (p - a0a2b k2 c ⇒ Gf 6= Ak)},
Cq,pk = {∃j1, j2 = j1 + p, ∀f ∈ [fm−k,m], (q - aj1aj2 ⇒ Gf ≥ Ak)}.
The technical propositions compute the probabilities of these events in certain
ranges.
For Apk and B
p
k we need that k ≤ xo(1):
Proposition 3. Let kmax = xo(1). Then
lim
x→∞P
 ⋃
p>kmax
kmax⋂
k=1
Apk
 = 1.
Proposition 4. Let kmax = xo(1). Then
lim
x→∞P
 ⋃
p>kmax
kmax⋂
k=1
Bpk
 = 1.
For Cq,pk we get a wider range of k:
Proposition 5. Let kmax = x1/7−. Then
lim
x→∞P
kmax⋂
k=8
⋃
q>k>p> k2
Cq,pk ∪ Cp,pk
 = 1.
We are now ready to prove the theorems:
Proof of Theorem 1. By the above propositions, with probability 1 + ox→∞(1), for
every k = 8, . . . , kmax there exist p1, p2, p3, p4 such that p1, p2 > k > p3 > k/2 and
either p4 > k or p4 = p3, such that A
p1
k , B
p2
k , and C
p3,p4
k hold. Since fm−k,m ∈
[fm−k,m] with aj = 1 for all j, we conclude that fm−k,m is irreducible, with Galois
group Gf = Sk, as needed. 
Proof of Theorem 2. We start exactly the same as in the proof of Theorem 1. Now,
the polynomial
f =
k!
m!
L
(m−k)
k
satisfies f ∈ [fm−k,k] with aj = (−1)j
(
k
j
)
. In particular, p1, p2 - aj for all j, so with
probability 1 + ox→∞(1), the polynomial f is irreducible and Gf 6= Ak. If p4 > k,
then we also have that Gf ≥ Ak, and so Gf = Sk and the proof is done.
To this end assume that k > p3 = p4 > k/2. To finish the proof, it suffices to
show that p3 - aj1aj2 for every j1, j2 = j1 + p3. We have
vp3(aj) = 1− vp3(j!(k − j)!) =
{
1 j ∈ (k − p3, p3),
0 otherwise.
5Both j1 = j2−p3 ≤ k−p3 and j2 = j1+p3 ≥ p3 lie outside the interval (k−p3, p3),
therefore p3 - aj1aj2 , as required. 
3. Newton Polygons
3.1. Setting. Let Qp ⊆ K ⊆ L be a tower of finite extensions. We denote by
e = e(L/K) the ramification index and by v the unique extension of the p-adic
valuation to L, normalized so that v(K×) = Z.
Definition 3.1. Let f ∈ K[x] be of degree k, and assume that f(0) 6= 0. Write
f =
∑k
j=0 bjx
j and consider the set of points
B(f) = B(p)(f) = {(j, v(bj)) : 0 ≤ j ≤ k} ⊂ Z× (Z ∪ {∞}).
We recall the definition of the Newton polygon of f as the boundary of the lower
convex hull of B(f); i.e., the lowest possible piecewise linear function that includes
(0, v(b0)), (k, v(bk)) and all of its vertices are in B(f). We denote it by NP(f) or
NP(p)(f) if we wish to emphasize the valuation.
We denote the set of lattice points on NP(f) by
C(f) = C(p)(f) = NP(f) ∩ (Z× Z).
Remark 3.2. By assumption b0, bk are nonzero, hence v(b0), b(fk) ∈ Z, hence NP(f)
is compact.
Figure 1. NP(p)(m!fm,n) with n = 1342340, m = 1342347, and
p = 1342343
3.2. Basic Properties. By definition, NP(f) is piecewise linear with increasing
rational slopes. The set of vertices of NP(f) is a subset of B(f), and usually a
proper subset.
Definition 3.3. We denote the sequence of slopes of NP(f) by
βj := NP(f)(j)−NP(f)(j − 1).
We collect below a few well known properties. See [9] for proofs.
The slopes of NP (f) give the valuation of the roots of f ; hence relating the
valuation of the coefficients with the valuation of the roots. This idea goes back
to Newton, in the context of complex polynomials in two variables, see [7]. More
precisely:
Lemma 3.4. Let f ∈ K[x] be of degree k with f(0) 6= 0, and α a root of f . Then
for some 1 ≤ j ≤ k we have v(α) = −βj.
The next two lemmas relate NP(gh) with NP(g) and NP(h).
6Lemma 3.5. Let f = gh where g, h ∈ K[x] with g(0), h(0) 6= 0. Then the sequence
of slopes of f is the same as the combined sequence of slopes of g and h, ordered to
be increasing.
Lemma 3.6. Let f ∈ K[x], with f(0) 6= 0. If NP(f) consists of r segments of
distinct slopes m1, . . . ,mr and lengths d1, . . . , dr, then f has a factorization of the
form f =
r∏
i=1
gi, where gi ∈ K[x], deg(gi) = di, and NP(gi) is a line with slope mi.
Recall that a polynomial f is Eisenstein at p, if C(p)(f) = {(0, 1), (k, 0)} and
then NP(f) consists of one line with slope −1/deg f . The Eisenstein criterion says
that in this case f is irreducible. More generally we have
Lemma 3.7. Let f ∈ Q[x] and p be a prime. Assume that NP(p)(f) contains a
segment whose end points are (c, d) and (c + t, d − s) such that gcd(s, t) = 1 and
p - t. Then the Galois group of f over Qp contains an element having a t-cycle in
its factorization to disjoint cycles. In particular Gf contains such an element.
Proof. By Lemma 3.6, f = gh, where g, h ∈ Qp[x], deg g = t and NP(g) is a line
with slope − st . By Lemma 3.4, a root α of g has valuation st . In particular, if α is a
root of g, we get that [Qp(α) : Qp] = t, and this extension is totally ramified. Hence
the inertia group acts transitively on the roots of g. On the other hand, since p - t,
the ramification group of the splitting field of g is tame, hence the inertia group
acts cyclically on the roots of g. Thus a lifting of a generator of the inertia group
of g to the splitting field of f is the desired element. 
Lemma 3.8. Let f =
∑k
j=0 bjx
j ∈ K[x] be of degree k, with f(0) 6= 0, and
g =
∑k
j=0 ajbjx
j ∈ [f ]. If (c, d) ∈ C(f) and v(ac) = 0, then (c, d) ∈ C(g).
Proof. Regardless of the restriction on ac, it is always true that
NP(f) ≤ NP(g).
By assumption on ac
NP(g)(c) ≤ NP(f)(c) = d.
It follows that NP(g)(c) = d as required. 
Lemma 3.9. Let f =
∑k
j=0 bjx
j ∈ K[x] be of degree k, with f(0) 6= 0, and g =∑k
j=0 ajbjx
j ∈ [f ]. If NP(f) contains a line of slope − st from (c, d) to (c+ t, d− s)
and v(ac), v(ac+t) = 0, then NP(g) contains the same line from (c, d) to (c+t, d−s).
Proof. By Lemma 3.8, NP(g)(c) = NP(f)(c) = d and NP(g)(c + t) = NP(c + t) =
d− s. On the other hand, we always have
NP(f) ≤ NP(g).
By convexity of NP(g) this means that NP(g) and NP(f) coincide on the interval
[c, c+ t], as needed. 
74. Smooth numbers
Recall a natural number m ∈ N is called k-smooth if every prime divisor p | m
is ≤ k. The number of all k-smooth numbers smaller than x is denoted by
ψ(x, k) := #{m ≤ x : m is k-smooth}.
An exact asymptotic for ψ(x, k) in various uniformity regimes is known, cf. [23,
Chapter 3] for a survey of such results. We bring below an upper bound, having
the advantages of being uniform in x and k and of having an easy proof of which
we have learnt from Koukoulopoulos.
Lemma 4.1. As x tends to infinity we have
ψ(x, k) ≤ x
log x
(log k +O(1)).
Proof. Let S(x, k) denote the set of k-smooth numbers smaller than x, so that
ψ(x, k) = |S(x, k)|.
Consider ∑
s∈S(x,k)
log s.
On the one hand, by partial summation∑
s∈S(x,k)
log s = ψ(x, k) log x−
∫ x
1
ψ(u, k)
u
du ≥ ψ(x, k) log x− x.
On the other hand, by substituting log s =
∑
pr|s
p prime
log p we get
∑
s∈S(x,k)
log s =
∑
s∈S(x,k)
∑
pr|s
p prime
log p =
∑
pr≤x,p≤k
p prime
log p
∑
t∈S( xpr ,k)
1
≤
∑
pr≤x,p≤k
p prime
x log p
pr
≤ x(log k +O(1)).
(The last inequality follows from Mertens’ first theorem
∑
p≤k
log p
p ≤ log k + 2.)
Combining the two inequalities and rearranging finishes the proof. 
Proposition 4.2. Let m be a uniform random integer in [1, x]. Let k = k(x).
Then
P (∃p > k : vp (m) = 1) = 1−O
(
log k
log x
+
1
k
)
with absolute implied constant.
Proof. By Lemma 4.1,
P (∃p > k : vp(m) ≥ 1) = 1−O
(
log k
log x
)
.
8On the other hand,
P (∃p > k : vp(m) > 1) ≤ |{m ≤ x : ∃p > k s.t. p
2 | m}|
x
≤ 1
x
∑
k<p≤√x
p prime
x
p2
≤
∑
k<p
p prime
1
p2
≤
∞∑
n=k
1
n2
= O
(
1
k
)
.
The result follows. 
We shall need the following refined version of Proposition 4.2.
Corollary 4.3. Let m be a uniform random integer in [1, x]. Let k = k(x) and
t = t(x) be functions of x. Then
P (∀ 0 ≤ i < t : ∃pi > k prime s.t. vpi(m− i) = 1) = 1−O
(
t log k
log x
+
t
k
)
.
Proof. If t ≥ log x, then the statement is trivial. Next assume that t ≤ log x, hence
log(x− i) ∼ log x, as x→∞. By Proposition 4.2 and the union bound we have
P (∀ 0 ≤ i < t : ∃pi > k s.t. vpi(m− i) = 1) ≥ 1−
t−1∑
i=0
O
(
log k
log(x− i) +
1
k
)
= 1−
t−1∑
i=0
O
(
log k
log x
+
1
k
)
= 1−O
(
t log k
log x
+
t
k
)
,
as needed. 
5. Proof of the technical propositions
As usual, and throughout this section, m is a uniformly chosen integer in the
interval [1, x].
The following is a version of Proposition 3 with explicit error term.
Proposition 5.1. Let κ = κ(x) be a function of x. Let Apk
′ be the event that for
every 1 ≤ k ≤ κ and every f ∈ [fm−k,m] with p - a0ak the Galois group Gf contains
a k-cycle. Then
P
(⋃
p>κ
κ⋂
k=1
Apk
)
≥ P
(⋃
p>κ
κ⋂
k=1
Apk
′
)
= 1−O
(
log κ
log x
+
1
κ
)
.
Proof. Obviously Apk
′ ⊆ Apk, hence the left hand side inequality. Proposition 4.2
implies that with probability 1 − O
(
log κ
log x +
1
κ
)
there exists a prime p > κ such
that vp(m) = 1. Thus p - m − j, for all 1 ≤ j ≤ p − 1 and in particular for all
1 ≤ j ≤ κ − 1. Take f ∈ [fm−k,m] with p - a0ak and consider g = m!f . Then the
Figure 2. NP(g)
9Newton polygon consists of a single segment of slope −1/k. By Lemma 3.7, Gg
and hence also Gf contain a k-cycle. 
Proof of Proposition 3. Apply Proposition 5.1 with κ = max{kmax, log x}. In this
case the error term tends to 0 as x tends to ∞. 
Next we prove a version of Proposition 4 with explicit error terms.
Proposition 5.2. Let κ = κ(x) be a function of x. Let Bpk
′ be the event that for
every f ∈ [fm−k,m] with p - a0a2bk/2c the Galois group Gf contains a 2bk/2c-cycle.
Then
P
(⋃
p>κ
κ⋂
k=1
Bpk
)
≥ P
(⋃
p>κ
κ⋂
k=1
Bpk
′
)
= 1−O
(
log κ
log x
+
1
κ
)
.
The proof of Proposition 5.2 is similar to the proof of Proposition 5.1. We leave
the details to the reader.
Proof of Proposition 4. Applying Proposition 5.2 with κ = max{kmax, log x} im-
plies Proposition 4. 
5.1. Large Galois Group. For this part we need a deep result from analytic
number theory, the existence of primes in short intervals:
(2) ∃y < p < y + yρ, ∀y  1
for some ρ > 0. The smaller ρ is the larger the range of uniformity in which our
result holds. The state-of-the-art is ρ = 0.525, due to Baker, Harman and Pintz
[2].
We first prove that if k grows with x, then the Galois group contains a p-cycle
with k2 < p < k − 2.
Proposition 5.3. Let κ1 ≤ κ2 be functions of x such that lim
x→∞κ1 = ∞ and
κ7+2 = O(x), for some 0.425 >  > 0. Let Γ
p
k be the event that there exist two
indices j1, j2 = j1 + p such that for any f ∈ [fm−k,m] with p - aj1aj2 we have
p | |Gf |. Then
P
 ⋂
κ1≤k≤κ2
⋃
k
2<p<k−2
Γpk
 = 1−O(κ−1 )
Proof. Fix κ1 ≤ k ≤ κ2 and k2 < p < k2 + h < k − 2, for some h. Let A = {0 ≤ i ≤
k − p} ⊆ Z/pZ. So m (mod p) ∈ A if and only if there are two multiples of p in
the interval [n,m] (recall that n = m − k). Since m is a uniform integer in [1, x],
m (mod p) is uniform in Z/pZ up to an error term of O(p/x), so we have
P(∃m′p 6= mp ∈ [n,m] : p | m′p,mp)
=
|A|
p
−O
( p
x
)
= 1−O
(h
p
+
p
x
)
= 1−O
(h
k
+
k
x
)
= 1−O
(h
k
)
.
Let B = {0 ≤ i ≤ p − 1} ⊆ Z/p2Z. So m (mod p2) 6∈ B if and only if v(mp) = 1,
where mp = p · bm/pc is the largest multiple of p in [n,m]. As before m (mod p2)
is uniform in Z/p2Z up to an error term of O(p2/x). Thus we get that
P(vp(mp) = 1) = 1− |B|
p2
−O
(p2
x
)
= 1−O
(1
k
+
k2
x
)
= 1−O
(1
k
)
.
10
We apply this to three primes k2 < p1, p2, p3 <
k
2 + h. Put P = (p1p2p3)
2. Using
the Chinese Remainder Theorem and that m (mod P ) is uniform in Z/PZ up to
an error term of O(P/x) = O(k6/x), we get that
P(∃i : ∃m′pi < mpi ∈ [n,m], pi | m′pi ,mpi and vpi(mpi) = 1)
= 1−O
(h3
k3
+
k6
x
)
.
(3)
Next we note that if [n,m] contains two multiples m′p < mp of p and if vp(mp) =
1, then Γpk holds, with j1 = m
′
p and j2 = mp.
Indeed, put ν = vp(m′p). Then the Newton polygon of any g = m! · f with f ∈
[fn,m] lies above the polygon whose vertices are {(0, ν + 1), (m′p, 1), (mp, 0), (k, 0)}.
Taking j1 = m′p and j2 = mp and f as in the statement, we get that the Newton
polygon contains the line whose end points are {(m′p, 1), (mp, 0)} (here we use that
since m′p − n < p, the points coming before (m′p, 1) lie above the line with slope
−1/p running through (m′p, 1)). So f has a root whose valuation is −1/p, hence the
ramification index is divisible by p, hence the order of the Galois group is divisible
by p, as claimed.
Figure 3. The Newton polygon of m!fn,m
Take now h = 3kρ with ρ = 0.525. By (2), there exist three primes k2 < p1 <
p2 < p3 <
k
2 + h. Since
⋃
k/2<p<k−2 Γ
p
k contains the event in (3), it follows that
P(
⋂
k/2<p<k−2
¬Γpk) = O
(h3
k3
+
k6
x
)
= O(k−1−).
By the union bound we have
P
( ⋃
κ1≤k≤κ2
⋂
k
2<p<k−2
¬Γkp
)
= O
( ∑
κ1<k<κ2
k−1−
)
= O(κ−1 ),
as needed. 
Next we deal with small k-s.
Proposition 5.4. Let κ1 and t be function of x such that for every 8 ≤ k ≤ κ1 the
interval (k− t, k− 2) contains a prime. For positive integer k, and two primes q, p,
let ∆q,pk be the event that for every f ∈ [fn,m] with q - a0ap we have p | |Gf |. Then
P
( ⋂
8≤k≤κ1
⋃
k
2<p<k−2
⋃
q>k
∆q,pk
)
= 1−O
( t log κ1
log x
+
t
κ1
)
.
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Proof. By Corollary 4.3, with the required probability, there exist prime numbers
q0, . . . , qt−1 all bigger than κ1 such that vqi(m − i) = 1. It suffices to show that
this implies the event in the assertion.
Take p to be the largest prime in the interval (k − t, k − 2). By Bertrand’s
postulate, p > k2 . Let i = k − p, so i < t. The Newton polygon NP(qi)(f) of any
f ∈ [fn,m] with qi - a0ap contains the segment whose endpoints are {(0, c+1), (p, c)}
for some c. Its slope is − 1p , which means that one of the roots has valuation 1/p,
so the ramification index is a multiple of p, and so p | |Gf |, as needed. 
Proof of Proposition 5. Take κ1 = log x, κ7+2 = O(x) and t = (log x)
0.525. If x is
sufficiently large, then there always exists a prime in (k−t, k−2) either by Bertrand
postulate if k is small or by (2) if k is large. We apply Propositions 5.3 and 5.4,
and we get that with probability 1−o(1), for every 8 ≤ k ≤ κ2, there exists a prime
k
2 < p < k − 2, a prime q = p or q > k and two indices j1, j2 = j1 + p such that
for every f ∈ [fn,m] with q - aj1aj2 we have that p | |Gf |. Since we condition on
f being irreducible, Gf is transitive. Thus G is primitive (cf. [3, Lemma 2.4]) and
hence by Jordan’s theorem [21], G ≥ Ak. 
5.2. Extending the Results to Small k. The results can be extended to k ≤ 7,
k 6= 6.
Proposition 5.5. Choose m uniformly at random in {1, . . . , x}. Then
P
(∀ 0 < k ≤ 7, k 6= 6 : Gfn,m = Sk) = 1−O( log log xlog x
)
.
Proof. Applying Corollary 4.3, with k = log x and t = 7, shows that with probabil-
ity
1−O
(
log log x
log x
)
for every 0 ≤ i < k there exists a prime pi > 7 with
vpi(m− i) = 1.
The Newton polygons at these primes give a k cycle and a k− 1 cycle in Gfn,m . In
particular Gfn,m is 2-transitive, and not contained in Ak.
Looking on the Newton polygon at the other primes, gives that k − i divides
|Gfn,m | for i = 0, . . . , k − 1, hence lcm(1, . . . , k) | |Gfn,m |.
By direct computation, the only subgroups of Sk (k ≤ 7, k 6= 6) satisfying these
conditions are Sk themselves. 
Remark 5.6. Surprisingly, the proof above fails for S6.
Indeed, G = PGL2(F5) ' S5 is a 2-transitive subgroup of S6, not contained in
A6, and of order 5! = 120 which is divisible by 60 = lcm(1, . . . , 6).
Moreover, for every 1 ≤ r ≤ 6, there is an element gr ∈ G, whose decomposition
to disjoint cycles contains an r-cycle.
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