Introduction

36
The analysis of molecular variance (AMOVA) is a statistical model for the molecular 37 variation in a single species. AMOVA was developed by EXCOFFIER et al. (1992) based on 38 the previous work of decomposing the total variance of gene frequencies into the 39 variance components in different subdivision levels (COCKERHAM 1969; COCKERHAM and the ploidy level may vary within the same species or within the same individual. 48
In many species, physical or ecological barriers prevent random mating (MARTIN 49
AND WILLIS 2007). The resulting partial or total isolation of populations results in genetic 50
differentiation due to the interacting processes of genetic drift, differential gene-flow and 51 natural selection (LANDE 1976) . Because the factors restricting gene flow, such as 52 geographical distance (WRIGHT 1943) , landscape features (e.g., mountain, river, desert) 53 (GEFFEN et al. 2004; CHAMBERS AND GARANT 2010; LAIT AND BURG 2013) , ecological 54 factors (e.g., salt concentration, climatic gradients) (LUPPI et al. 2003; YANG et al. 2014) and 55 behavioral differences (e.g., parental care) (RUSSELL et al. 2004) , are not all the same 56 among populations, the gene flow between populations is unevenly distributed. For 57 example, in humans, the intra-city gene-flow is higher than the intra-province, 58 intra-nation and inter-nation gene flows. The population structure, in some situations, 59
can be classified into multilevel hierarchies. 60 30% and 80% of angiosperms showing polyploidy (BUROW et al. 2001) 
and most lineages 62
showing the evidence of paleopolyploidy (OTTO 2007) . Due to their significant roles in 63 molecular ecology, evolutionary biology and agriculture studies, polyploids have 64 increasingly become the focus of theoretical and experimental research (AVNI et al. 2017; 65 LING et al. 2018 ). There are two major problems in the population-genetics analysis of 66 polyploids: genotyping ambiguity and double reduction. 67
For the polymerase chain reaction (PCR)-based markers, because the dosage of alleles 68 cannot be determined by electrophoresis bands, the true genotype cannot be identified 69 from the electrophoresis. This phenomenon is called genotyping ambiguity. For example, if 70 an autotetraploid genotype has the same electrophoresis band type as the 71 genotype , then these two genotypes cannot be distinguished by electrophoresis. 72
In polyploids, double reduction occurs when a pair of sister chromatids is 73 segregated into the same chromosome, which will cause the corresponding genotypic 74 frequency deviating from Hardy-Weinberg equilibrium (HWE), where we assume that each 75 allele will randomly appear within various genotypes. For autotetraploids, the rate α of 76 double-reduction is assumed to be 0 under HWE, 1/7 under random chromosome 77 segregation (RCS) (HALDANE 1930) , and 1/6 under complete equational segregation (CES) 78 (MATHER 1935) . In the partial equational segregation (PES) model, the distance between the 79 target locus and the centromere is incorporated into CES (HUANG et al. 2019) . 80
Some software for the polysomic inheritance model has been developed, e.g., 81
POLYRELATEDNESS (HUANG et al. 2014) , GENODIVE (MEIRMANS AND TIENDEREN 2004; 83 MEIRMANS AND LIU 2018), and STRUCTURE (PRITCHARD et al. 2000) . However, some of 84 them cannot solve the genotyping ambiguity, and all of them are supposed that the 85 genotypic frequencies accord with HWE. 86
In this paper, we generalize the framework of AMOVA such that any number of 87 hierarchies and any level of ploidy are allowed. Four methods are developed to account 88 for multilocus genotypic and phenotypic data, including three method-of-moment 89 methods and one maximum-likelihood method. Our model has been implemented in a 90 software named POLYGENE, and it is freely available at 91 https://github.com/huangkang1987/. POLYGENE is designed for genotypic or phenotypic 92 datasets, which only supports homoploids to include more population-genetics analyses 93 (e.g., phenotypic/genotypic distribution test). 94
Theory and modeling
95
There are three purposes of typical AMOVA: (i) estimate the variance components in 96 different subdivision levels; (ii) measure the population differentiation with F-statistics 97
, etc.); (iii) test the significance of differentiation. In the following sections, we 98 will briefly describe the general procedures of classic framework of AMOVA, then 99 extend them to the generalized situation. 100
Classic framework
two alleles or two haplotypes; (ii) calculate the sum of squares (SS), the degree of freedom 103 and the mean square (MS) in each source of variation; (iii) solve variance components; (iv) 104 calculate F-statistics; (v) perform permutation tests. 105
The collection consisting of some populations is called a group, denoted by . We 106 stipulate that each population can only belong to one group, and the union of all groups 107 is the total population. Because an allele or a haplotype (for simplicity, we use 'allele' to 108 refer them hereafter) is usually neither a discrete nor a continuous random variable 109
(except the allele size in microsatellites), the SS cannot be calculated by the equation 110 SS = ∑ ( − ̅ ) 2 . Using the genetic distance between any two alleles as a proxy, an 111 alternative method can be used to calculate the SS, whose formula for a group of allele 112 copies is as follows: 113
where is the genetic distance between the th and the th alleles. Such genetic 114 distance is one of the following distances: nucleotide difference distance for DNA 115 sequences (DNA sequence, EXCOFFIER et al. 1992) , Euclidean distance for dominant 116 markers (dominant marke, PEAKALL et al. 1995) , infinity allele model (IAM) distance for 117 codominant marker (codominant marker, COCKERHAM 1973 ) and stepwise mutation model 118 distance (SMM) for microsatellites (microsatellite, SLATKIN 1995) . 119
In variance decomposition, the genetic variance is decomposed as two to four 120 
where is a vessel at the level , | | is the number of allele copies in , SS is the SS 154 within all vessels at the level , 2 is the variance component among all −1 within , 155 and the mobile subscript in ∑ is taken from all vessels at the level . The subscript 156 ranges from 0 to 4, and the corresponding vessels represent, in turn, alleles, individuals, 157 populations, groups and the total population. Equation (3) is in apple-pie order, which 158 can be expressed as the forms of summation signs: 159
If the hierarchy of individuals is ignored, then the vessel 1 ( 2 or 3 ) will 160 represent a population (a group or the total population). In this situation, Equation (3) 161 becomes 162
Generally, if there are + 1 kinds of vessels at the levels ranging from 0 to , then 163 Equation (3) can be generalized as follows: 164
where denotes the vessel of highest hierarchy (i.e., the total population). Equation (4) 165 is the ultimate generalized form of AMOVA, which is extremely simple and can be 166 applied to any number of hierarchies and any level of ploidy. We can also use matrices to 167 express Equation (4) 
Then, a method-of-moment estimation of variance components can be given by ̂= −1̂, 171 and the F-statistics can be solved by 172
Method-of-moment methods
173
For convenience, we call a method-of-moment estimator a moment method. In practice, 174 the multilocus data are used to increase the accuracy of estimation. Based on the moment 175 estimator described above, we develop three methods (called the homoploid, anisoploid 176 and weighting genotypic methods) to account for the multilocus genotypic or phenotypic 177
data. 178
The homoploid method is only applicable to homoploids. In this method, all loci are 179 treated as one dummy locus, and the dummy haplotypes are extracted from phenotypes. 180
Meanwhile, the genetic distance between any two dummy haplotypes is calculated, and 181 these dummy haplotypes are permuted to test the significance of differentiation. In 182 diploids, this method is used in GENALEX (PEAKALL AND SMOUSE 2006) . 183
To solve the genotyping ambiguity, we will use the posterior probabilities to weight 184 the possible genotypes hidden behind a phenotype. The multiset consisting of alleles 185 within an individual and at a locus is defined as a genotype, denoted by , and the set 186 obtained by deleting the duplicated alleles in is defined as the phenotype determined 187 by , denoted by . In our previous paper (HUANG et al. 2019) , the genotypic frequency 188 Pr( ) and the phenotypic frequency Pr( ) under a double-reduction model (HWE, 189 RCS, CES or PES) were calculated. On this basis, we are able to calculate the posterior 190 probability Pr( | ) of a genotype determining , whose formula is as follows: 191
After that, the probability Pr( ℎ = ) (or ℎ for short) can be calculated by 192 
data. 202
The anisoploid method can be applied for both homoploids and anisoploids. In this 203 method, the dummy alleles are extracted at each locus, and the missing data are ignored. 204
Meanwhile, the genetic distance between two dummy alleles needs to be calculated locus 205 by locus, and the dummy alleles are randomly permuted locus by locus during the 206 permutation test. 207
For this method, the probability Pr( ℎ = ) (or ℎ for short) in a phenotype at a 208 target locus can also be expressed by Equation (6). Then the square of genetic distance 209 ℎ ℎ ′ between two allele copies ℎ and ℎ ′ at this target locus is given by 210
where is the number of alleles at this target locus. 211
The untyped individuals (populations or groups) due to missing data should be 212 directly skipped to avoid a denominator of zero. The global variance components for 213 multilocus data can be solved by using the formula = . There are two solving 214 strategies: (i) find the sum of the whole and the sum of the whole over all loci, and 215 then solve the global variance components, denoted by g 1 ; (ii) solve for each locus, 216
and then find the sum of whole over all loci, denoted by g 2 . Generally, g 1 and g 2 217 are different, but they are approximately proportional to each other. 218
We adopt the first strategy because the global SS, the d.f. and the MS can also be 219 obtained. This strategy has the same output style as the classic framework. 220
In the weighting genotypic method, no dummy haplotypes are extracted. Instead, 221
for any hierarchy , the SS for each genotype hidden behind a phenotype is calculated, 222
and then all sums of squares in the hierarchy are weighted according to the 223 corresponding posterior probabilities. We also find the sum of those SS over all loci in 224 this method. For each locus, the SS is calculated by 225
where SS 1 = SS WI (i.e., when = 1), is taken from all vessels in the hierarchy , 226 is the number of phenotypes determined by the individuals within , and at this locus, 227 2 ( ) (or 2 ( , )) is the weighted sum of squares of the distances within the 228 phenotype (or between the phenotypes and ), which can be calculated by the 229 following formulas: 230
( 1 or 2 ) is taken from all candidate genotypes determining ( 1 or 2 ), 231 and is the distance between the alleles and . 232
Maximum-likelihood method
233
We will develop a maximum-likelihood estimator to estimate the F-statistics and 234
solve the variance components. For convenience, we call this method the likelihood method. 235
In this method, a reversed procedure is used, such that the F-statistics are first estimated, 236 and next the variance components and other statistics are solved. 237
To derive the expression of the likelihood for individuals, we first model some 238 equations. A random distribution can be used to simulate the differentiation among 239 individuals within a vessel . We will choose some Dirichlet distribution for each 240 hierarchy. That is because the standardized variance of each allele frequency accords 241 with the corresponding F-statistic in that distribution. Therefore, no additional weighting 242 procedure for the variance components is required. 243
Given a vessel (2 ≤ ≤ ), the allele frequencies 11 , 12 , ⋯ , 1 within an 244 individual (i.e., within one of those 1 ) are drawn from the Dirichlet distribution 245
( 1 1 , 1 2 , ⋯ , 1 ), where is the number of alleles within this individual, and 246
in which 1 is the F-statistic among all individuals within , and is the frequency 247 of th allele in . Then, the expectation and the variance of th allele frequency 1 as 248 a random variable are, respectively, and 1 (1 − ) , and the standardized 249 variance of as a random variable is exactly , +1 , which is identical to Wright's 250
definition of F-statistics. 251
For simplicity, we let be the vector consisting of the frequencies of all alleles in , 252
i.e. 253
Then, for each with 2 ≤ ≤ , the probability density function of 1 is as follows: 254
is the gamma function, and α = 1/F − 1. Assume that the alleles within 255 1 are independently drawn according to the frequencies in 1 . Then, the allele copy 256 numbers of 1 obey a multinomial distribution, and so the frequency Pr( | 1 ) of a 257 genotype conditional on 1 is 258
where is the number of the th allele copies in , = 1, 2, ⋯ , . 
( 1 + ),
where 1 = 1/ 1 − 1. Importantly, 1 → +∞ if 1 → 0 + , thus the variance 1 2 → 0 if 266
Since is unavailable, the estimate ̂ is used as in our calculation. 267
The frequency Pr( | , 1 ) of a phenotype conditional on both and 1 is 268 the sum of frequencies in the form Pr( | , 1 ), where is taken from all candidate 269 genotypes determining , in other words, 270
Now, the global likelihood for individuals at a hierarchy can be obtained, which is 271 the product of frequencies in the form Pr( | , 1 ) over all individuals and at all loci, 272 symbolically 273
Because the allele frequencies are already estimated, a downhill simplex algorithm 274 (NELDER AND MEAD 1965) can be used to find the optimal 1 under the IAM model. 275
After that, the variance components can be solved from the F-statistics with an additional 276 constraint as follows: 277
where SS can be obtained from the allele frequencies of the total population under the 278 IAM model, that is, 279
where is the IAM distance between the alleles and . 280
Differentiation test 281
In the homoploid/anisoploid method, the dummy haplotypes/alleles are extracted. 282
Then, the differentiation test can be performed by permuting the dummy 283 haplotypes/alleles. However, for the weighting genotypic and the likelihood methods, 284
this cannot be done because there are neither dummy haplotypes nor dummy alleles 285 being extracted in these two methods. 286
To solve this problem, we develop an alternative method to test the differences. In 287 this method, the datasets of the same structure as the original datasets are randomly 288 generated, where 'the same structure' means that there are the same individuals, 289 populations and groups as well as the same missing data. More specifically, the 290 genotypes of each individual are generated conditional on and 1 according to 291 Equation (7) under the null hypothesis that there are no differences (i.e., 1 → 0 + ). 292
Moreover, the phenotypes can be obtained by removing the duplicated alleles in the 293 generated genotypes. 294
For each generated dataset, the variance components and the F-statistics are 295 estimated by the same procedures as above to obtain their empirical distributions. 296
Similarly, the probability that each permuted variance component or each F-statistic is 297 greater than the original value is used as a single-tailed P-value.
The authors affirm that all data necessary for confirming the conclusions of the 299 article are present within the article, figures, and tables. 300
Evaluations
301
Simulated data
302
A Monte-Carlo simulation is used to assess the accuracy of the four methods 303 mentioned above (three moment methods and one likelihood method) under different 304 conditions: ploidy level, number of hierarchies and population differentiations. We 305 choose three types of hierarchies: = 3, 4 or 5. If we denote by the number of 306 vessels in the form −1 in , then the ploidy level 1 of each individual (i.e., the 307 number of allele copies in each individual at a locus) is set as 1 = 2, 4 or 6, and the 308 number 2 of individuals sampled in each population ranges from 5 to 50 at intervals of 309 5. For those higher-hierarchy vessels, we set 3 = 4 and 4 = 5 = 2. In the following 310 discussion, we will use to replace the symbol 2 . Meanwhile, we set the number of 311 loci per population as 10 and set the number of alleles per locus = 6. We simulate these 312 three types of hierarchies at each of the three ploidy levels in turn. 313
For the total population (i.e., ), the allele frequencies 1 , 2 , ⋯ , ( = 3, 4 314 or 5, = 6) are randomly drawn from the Dirichlet distribution (1, 1, ⋯ , 1) with all 315 concentration parameters being equal to one. The F-statistic , +1 among all within 316 +1 is set as 0.05. To simulate the differentiation, the allele frequencies in for each 317 are independently generated according to both +1 and , +1 . More specifically, 318 1, 2, ⋯ , − 1, where 320
in which +1, is the frequency of th allele in the upper vessel +1 . Obviously, each 321 is proportional to +1, . 322
The alleles in each individual are randomly drawn according to the allele 323 frequencies 11 , 12 , ⋯ , 1 for this individual (i.e., one of the vessels in the form 1 ). For 324 polyploids, the duplicated alleles within a genotype will be removed to convert 325 into a phenotype . The genotype or the phenotype is randomly set as ∅ at a 326 probability of 0.05 to simulate the negative amplification. 327
For any combination of simulation parameters, 5,000 datasets are generated, and 328 then the AMOVA for every generated dataset is performed by using each of these four 329 methods. The allele frequencies for each population at each locus are independently 330 estimated by using the double-reduction model under RCS with inbreeding. An 331 expectation-maximization algorithm modified from KALINOWSKI AND TAPER (2006) is 332 used to estimate the frequencies of alleles. In this algorithm, the initial value of each allele 333 frequency at a target locus is assigned as 1/ , and then each frequency is iteratively 334 updated until the sequence consisting of those updated values is convergent. The 335 updated frequency ̂′ is calculated by 336
where is taken from all phenotypes at this target locus, is taken from all possible 337 genotypes determining , Pr( | ) is the posterior probability of determining , 338 
Simulated results
345
The bias and the RMSE of ̂, +1 (1 ≤ < ) for diploids and under different 346 However, if is larger, the RMSE of ̂, +1 is less sensitive to the changes in , and the 357 RMSE of ̂− 1, becomes more and more inaccurate as increases. In contrast, for the 358 likelihood method, the RMSE of ̂, +1 is less affected by , and the RMSE of ̂− 1, 359 lies among those of ̂, +1 ( ≤ − 2). 360
The bias and the RMSE of ̂, +1 for tetraploids and under different conditions are 361 shown in Figures 3 and 4 , respectively. It can be seen from Figure 3 that for the three 362 moment methods, the estimates of F-statistics become biased for the polyploid 363 phenotypic data. The bias of 1,2 is largest, reaching −0.01 at = 50 . For the 364 weighting genotypic method, the estimates of F-statistics are also biased, but their biases 365 drop to 0.003 at = 50. For the likelihood method, the bias is larger than that of the 366 weighting genotypic method, reaching 0.02 at = 50. As increases, the bias of 367 ̂− 1, is also around those of the other F-statistics. 368
Compared with the situation of diploids, the RMSE in Figure 4 is reduced in scale, 369 while the patterns are similar to those in diploids. For the weighting genotypic method, 370 the RMSE of ̂, +1 becomes less sensitive to as increases, and the RMSE of ̂− 1, 371 is largest. For the likelihood method, the sensitivity of RMSE of ̂, +1 does not vary 372 significantly as increases. 373
Empirical data 374
We will use the human dataset of PEMBERTON et al. (2013) to evaluate our 375 generalized framework of AMOVA. This dataset consists of 5795 individuals sampled 376 from 267 worldwide populations (e.g., ethnic groups). These populations are genotyped 377 at 645 autosomal microsatellite loci. The average genotyping rate is 97.02%. In this 378 dataset, the notion of groups needs to be divided into two levels, called groups I and 379 groups II, to generate a nested structure with five levels (individual, population, group I, 380 group II, total population). 381
The collection consisting of several populations in some countries or areas is defined 382 as a group I, and the collection consisting of several populations in some region (e.g., East 383 Asia or Middle East) is defined as a group II. For example, the populations of all Chinese 384 nations are assigned to East Asia, whereas the population of the Uygur ethnic group is 385 originally in Central South Asia. We still stipulate that each population (or each group I) 386 can only belong to one group I (or one group II), and the union of all groups with the 387 same level is the total population. 388
Empirical results
389
Because PEMBERTON et al. (2013) dataset is genotypic and because 2.98% of 390 genotypes are missing, the weighting genotypic method is equivalent to the anisoploid 391 method, and the homoploid method is biased. We only use the anisoploid and the 392 likelihood methods for this dataset, whose results are shown in Table 2 . Moreover, the 393 results of the corresponding F-statistics are shown in Table 3 . 394
According to Tables 2 and 3, the two kinds of results obtained by using these two 395 methods are generally similar. The variance components within individuals contribute to 396 the majority in these two kinds of results and the F-statistics are generally small (below 397 0.08), implying a medium difference among populations ( ≈ 0.06). For the anisoploid 398 method, the value of inbreeding coefficients is small ( = 0.0119), but it is significantly 399 greater than zero, while it is exactly equal to zero for the likelihood method. 400
Discussion
401
RMSE
402
In this paper, we generalize the framework of AMOVA and propose four methods 403 to solve the variance components and the F-statistics. 404
It can be found from the comparison of Figures 2 and 4 that the RMSE in diploids is 405
smaller than that in tetraploids, implying that the estimations of variance components 406 and F-statistics are more accurate for diploids, although there are some biases for the 407 polyploid phenotypic data. 408
We also see from Figures 2 and 4 that for the three moment methods, the estimated 409 F-statistic ̂− 1, becomes increasingly inaccurate as increases. However, for the 410 likelihood method, as increases, the accuracy of ̂− 1, is not only unaffected but 411 also the same as that of ̂, +1 ( ≤ − 2). Therefore, the likelihood method can be used 412 in the datasets with higher value of . 413
Biasedness
414
For the homoploid method, the estimated F-statistic , +1 is biased for the 415 genotypic dataset with missing data. This bias is caused by the weighting for missing 416 data. The allele frequency of the missing genotypes refers to the allele frequency in the 417 corresponding population, and we assume that = 0 . Therefore, 1,2 is 418 underestimated in Figure 1 . For the anisoploid and the weighting genotypic methods, 419 because the missing genotype data are ignored, such a bias is avoided.
For the phenotypic data, all three moment methods become biased. There are two 421 sources of these biases: (i) the extraction of dummy haplotypes; (ii) the estimation of 422 allele frequencies. 423
The extraction of dummy haplotypes breaks the correlation between alleles within 424 the same individual, which can bias the estimation of SS WI . Therefore, the bias of 1,2 in 425 Figure 3 is largest. This bias can be reduced by increasing the sample size (e.g., the 426 bias is −0.1 at increasing to 50, see Figure 3 ). For the weighting genotypic method, 427 this bias can be eliminated. 428
For the genotypic data, the allele frequencies are estimated by counting the alleles 429 within the corresponding genotypes, so this estimation is unbiased. For the phenotypic 430 data, the allele frequencies are estimated by using an expectation-maximization 431 algorithm modified from KALINOWSKI AND TAPER (2006) . Because this algorithm is also a 432 kind of maximum-likelihood method, such estimation is biased, and the bias is passed to 433 the subsequent steps. However, it can be reduced to a negligible level if is large 434 enough (e.g., the bias is 0.003 at = 50, see Figure 3 ). 435
Unbiasedness
436
Due to the unbiasedness of moment methods, some negative estimates of variance 437 components and F-statistics may present when the level of differentiation is low or the 438 sample size is small. We select three datasets to illustrate this phenomenon, where each 439 dataset consists of two populations with identical diploids which are genotyped at only 440 one biallelic locus. Specifically, in Dataset 1, each population contains four genotypes (1AA, 1 BB and 2 AB), which are drawn from HWE; in Dataset 2, each population is 442 heterozygote-deficient, only containing two homozygotes (1 AA and 1 BB); in Dataset 3, 443 each population is heterozygote-excessive, not containing homozygotes (2 AB). Because 444 there is only one locus and no missing data, the three moment methods are equivalent. 445
We use the homoploid method as an example, whose results with 9999 permutations are 446 shown in Table 4 . The results by using the likelihood method are also shown in this 
Empirical results
453
There are some differences in the results of AMOVA on PEMBERTON et al. (2013) 454 dataset between the moment and the likelihood methods (see Tables 2 and 3) . For 455 example, the value of is significantly positive for the moment method, but it is 456 exactly equal to zero for the likelihood method. 457
The differences come from the dissimilarity between the schemes of these two 458 kinds of methods. For the moment method, the SS within each hierarchy and at each 459 locus is calculated, and the occurrence of some rare genotypes/phenotypes can only 460 
Applications
469
The calculating speed of the homoploid method is fastest during the permutation 470 test. For this method, the genetic distance matrix only needs to be calculated one time, 471
and it is permuted in a very fast way during the permutation test. More specifically, a 472 permutation 1 2 ⋯ of the number codes 1, 2, ⋯ , is randomly generated, where 473 is the order of the genetic distance matrix (i.e., the number of alleles). Let ′ be equal to 474 , where ′ is the th element in the permuted genetic distance matrix, and 475 is the th element in the original distance matrix, , = 1, 2, ⋯ , . This technique can 476 largely reduce the time expense, especially for a large dataset. For the other methods, the 477 genetic distance should be calculated at each locus and in each iteration, so the 478 calculating speeds of these methods are far slower than that of homoploid method. The 479 drawback of the homoploid method is that the genetic distances are biased for the 480 genotypic dataset with missing data or for the polyploid phenotypic data. Therefore, the 481 homoploid method is suitable for a high-quality genotypic data (with a high genotyping 482 rate) or a large dataset (e.g., next-generation sequencing data). 483
Although the calculating speed of the anisoploid method is slower than that of the 484 homoploid method, it is still faster than those of the other two methods. That is because 485 the whole dataset needs to be regenerated during the permutation test in the other two 486 methods. For the anisoploid method, because the missing data are ignored during the 487 calculation, the genetic distances are unbiased for genotypic data with a low genotyping 488 rate. Therefore, this method is suitable for a low-quality genotypic data. 489
For the weighting genotypic method, because no dummy haplotypes are extracted, 490 the genetic distances are less biased for the phenotypic data. In this method, instead of 491 the use of permutation test, it randomly generates the dataset under the hypothesis that 492 there is no differentiation. After that, it also calculates the probability that the variance 493 components or the F-statistics at each locus and in each iteration are greater than the 494 observed values. Therefore, this method is suitable for the polyploid phenotypic data. 495
For the three moment methods, there are two problems: (i) the RMSE of each ̂− 1, 496 increases as the hierarchy number increases, and (ii) some negative variance 497 components or some negative estimates of F-statistics may present when the difference 498 due to the unbiasedness is small. For the likelihood method, these two problems can be 499 avoided, and the RMSEs of the estimated F-statistics are insensitive to . In addition, 500 various values of estimation are always in the biologically meaningful range. Therefore, 501 this method is suitable for a larger and/or for datasets for which a part of the results 502 obtained by using these moment methods cannot be explained. 503 comprehensive genomic data set on human microsatellite variation. G3: Genes, Genomes, populations, within groups or in the total population, which can be obtained by Equation 599 (1). The coefficients , ′ and ′′ are, respectively, calculated by 600
in which or is the number of individuals in the population or in the group , 602 respectively, and the mobile subscript in ∑ (or in ∑ ) is taken from all groups (or all 603 populations) in the total population. 604 
Supplementary materials
Let be an allele randomly taken from the total population, and let be the mean 649 frequency of in the total population. We will focus on the biases of the frequency 650 related with an allele to carry out our discussion. Our linear model is developed from 651 (1969; 1973) , which is described by the following function: 652
COCKERHAM
where is arbitrary, and the relations among , , , are nested, that is, ∈ ⊆ ⊆ ; 653 is the bias of the frequency in the group relative to the total population, is 654 the bias of in the population relative to the group , is the bias of in the 655 individual relative to the population , and is the bias of in the allele 656 relative to the individual . It is worth pointing out that because of the nested relation, 657 and are uniquely determined so long as is given. We stipulate that the condition 658 E(y ) = should be satisfied in this model. 659
Because E(y ) = and the allele frequencies obey a binomial distribution, we 660 have var( ) = (1 − ), that is, TOT 2
= (1 − ). 661
According to COCKERHAM (1969; 1973) For the final situation, because the alleles among groups are assumed to be independent, 664 the value of corresponding F-statistic is zero, and so cov AG = 0 (1 − ) = 0. For the remaining situations, the derivations are similar, and omitted. 671 
