This paper considers a stochastic online scheduling problem in which a set of independent jobs are to be processed on a single machine. Each job has a processing time, which is a random variable with normal distribution. All the jobs arrive overtime, which means that the existence and the parameters of each job including its processing time specifications and weight are unknown until its release date. Moreover, the actual processing time of each job is unknown until its completion. During the processing, jobs are allowed to be preempted and restarted later. So, the processing time devoted to the job before the preemption is lost and considered as preemption penalty. The objective is to minimize the expected value of the total weighted completion time. Since the problem is strongly NP-hard, a heuristic algorithm is proposed in this paper and is validated using numerical examples. The proposed method utilizes the properties of the normal distribution but it can be used as a heuristic for other distributions, as long as their means and variances are available.
Introduction
In stochastic scheduling, the processing time is uncertain and we don't have exact information about it. The problem will be more complicated when jobs arrive online, or in other words, jobs and their characteristics are unknown before arriving to the shop. In addition, any job can be preempted at any time. In the previous stochastic researches, preemption is usually assumed to be 'free' which means that each job can be preempted at any point of time and resume later without a penalty. However, this is usually not true in practice. In many cases such as melting furnaces, all the operations performed before the preemption are considered lost (preemption-restart model). Thus, the time that has been spent on the job before the preemption is considered as preemption penalty. Several papers have studied online scheduling problem with preemption in deterministic mode. Potts and Wassenhove [1] proposed considering preemption penalties under the lot-sizing model. Liu and Cheng [2] considered a single-machine scheduling problem with job-independent setup times and used a greedy algorithm for minimizing the total completion time. Zheng et al. [3] proposed an algorithm for the unit length and general length cases for online scheduling in preemption-restart model with preemption penalties. Zheng et al. [4] considered a case that the preemption penalty is equal to value of the job. Stanley P.Y. Fung [5] considered online deadline scheduling problem with preemption and proposed lower bounds for it. Megow [16] considered the shortest weighted remaining processing time rule (SWRPT) in which at any moment the job with largest ratio of weight over remaining processing time is processed. Heydari et al. [6] proposed a heuristic algorithm to minimize the total flow time in single machine online scheduling with preemption penalties. Heyadi and Mohammadi [17] considered the single-machine scheduling problem of minimizing the total flow time subject to job release dates and fuzzy preemption penalties. Some other papers have considered preemptive stochastic scheduling in offline mode. These studies include Chazan et al [7] , Konheim [8] and Sevcik [9] . Weiss [10] proposed a rule, namely Gittins index priority policy (GIPP) for preemptive stochastic scheduling problem 1 ( )
which solves the problem optimally. Kämpke [11] investigated the problem ( )
with multiple machines, and proved that the SEPT (shortest expected processing time) policy is optimal when the weights are agreeable. Few researches have addressed the issue of preemptive stochastic online scheduling. Megow and Vredeveld [12] considered stochastic online scheduling in preemption allowed mode and proposed two policies. These policies have been derived from GIPP. They also applied the policies for a problem with two parallel machines and proved that they are 2-approximative for preemptive stochastic online problem . Manzhan and Xiwen [13] proposed the optimal policy, named SMPR, for the single machine preemptive stochastic scheduling problem, where jobs have a common arriving time, for minimizing the expected value of the total weighted completion time. They also introduced Uniform-Machine Priority Rule (UMPR), which is devised for the preemptive stochastic online scheduling on two uniform machines. Then, they proved that UMPR has an approximation factor of 2. Therefore, most of the previous studies have considered preemption-resume mode and less attention has been paid to stochastic online scheduling with preemption penalties. We have not found a considerable study that performed to solve the problem of preemptive stochastic online scheduling in preemption-restart mode. Preemptive online stochastic scheduling problem 1 , ( )
, is well known to be NP-hard, even in the case of equal release dates [14, 15] . The remainder of this paper is organized as follows: in Section 2, research assumptions and definitions have been introduced. Section 3 introduces problem in preemptive stochastic mode considering all of completed and uncompleted jobs. In Section 4, we generate priority rules and propose a heuristic. In section 5, a numerical example has been solved with proposed algorithm. The performance analysis of the proposed heuristic method is presented in section 6. Finally, the conclusions are discussed in the last part.  are mean and variance of processing. A machine can process at most one job at a time, and preemption is allowed for all jobs. The ultimate objective is to minimize expected value of total weighted completion time. Uncompleted jobs are scheduled at any time with weighted shortest expected processing time rule (WSEPT). This heuristic assigns the job with the largest ratio of weight to expected processing time, among the jobs that have arrived but haven't been completed yet.
Research Assumptions and Definitions

Preemptive stochastic problem
Assume that during the processing of job x the job y arrives to the shop at y r . The processing time of job x and y are random variables with normal distribution and following characteristics: 
S and 2 S in general mode
Where A is the subset of completed jobs and subset B is the uncompleted jobs. As shown in the Figure  1 , Schedules 1 S and 2 S are either related to preemption or not preemption of job x at arrival of job y with regard to the situation of tasks before and after x . In both schedules, the distribution of total weighted completion time must be computed.
Since the jobs before x have been completed, their processing time is definite. Therefore, their expected weighted completion time is constant value and equal in both schedules:
The jobs in the set B have been arrived to the shop at a point of time before start time of job x , thus:
s is the start time of job x . The job x is being processed and index j is used for it. We assume the number of jobs which are present in the shop is k and the number of uncompleted jobs is k j  . Also, assume that jobs are indexed with priority in set B as shown in Figure 2 .
In schedule 1, total weighted completion time in set B is given by:
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Based on the above calculations to obtain the mean and variance of R we have:
Also mean and variance of 2 Q f   are computed by:
The preemption will occur if the total weighted completion time value in first schedule is less than in the second one. Let G R Q   . Distribution function of G is as follows:
If the probability ( 0) p G  is greater than the specified value of  then the preemption will occur, and otherwise the preemption is not allowed. The probability ( 0) p G  is given by:
Where  is cumulative distribution function (cdf) of standard normal.
Proposed algorithm
In this section, we first extract rules for preemption based on the results of previous section. Hence, a heuristic algorithm is proposed to minimize expected value of the total weighted completion time for single machine stochastic online scheduling problem in preemption-restart mode. In addition, a schematic exhibition of the algorithm is shown in Figure 3 .
Step 0: (parameter definition): Parameter k denotes the total number of jobs in the shop and j is the job counter parameter whit primary value of 1. Processing time of each job ( ) j t is a random variable with normal distribution. Arrival time of job j is j r . Parameter x denotes the job that is being processed and y denotes new job that arrives to the shop.
Step 1: Prioritize all uncompleted jobs with WSEPT rule, from j to k .
Step 2 : Start the processing of job j and assign index x to its characteristics until it is completed or a new job arrives to the shop. If a new job arrives to the shop then assign index y to its characteristics and go to step 4, otherwise go to next step.
Step 3: After completion of job x , if x was the last job then finish the algorithm else increment the counter j by one and go to step 1.
Step 4: if 0.5   then go to next step, otherwise go to step 7.
Step 5: If ( Step 6: If Step 7: If ( )     then follow the algorithm, otherwise go to step 9.
Step 8: The priority of job y is more than job x . Thus, job x will be preempted and job y will be preferred. From this point of time, index j and parameter x will be used for job y . Increment the counter k by one, and then go to step 2 .
Step 9: Preemption is not allowed and the processing of job x will be continued. Prioritize newly arrived job among uncompleted jobs with WSEPT rule. Increment the counter k by one, and then go to step 2 . 
Numerical example
In this section, the performance of the proposed algorithm is evaluated through numerical examples. Firstly, assume that we have 3 jobs in the shop at time zero. The processing time of job j has normal distribution with specifications given in Table 1 . In this example we assume that 0.8 In the Table 1 , j r is arrival time and j R is the actual processing time of job j (it is not known until processing is completed). These jobs have been sorted with WSEPT rule and are shown in Figure 4 (4.1). In addition, 3 jobs arrive to the shop over time, which are given in Table 2 . The machine will start to process the jobs according to the primary sequence. Job 4 with release time According the algorithm, we should go to step 5. Hence, for the inequality of Therefore, the preemption is refused and the priority of job 4 is determined with WSEPT rule between non-started jobs and the sequence would be as shown in Figure 4 (4.2) . Processing of jobs is continued and during the processing of job 3, the job 5 with release time 5 9.5 r  arrives to the shop as shown in Figure 4 (4.2) . Thus, the parameters at this time are as follows: Therefore, preemption is allowed. Job 3 is preempted and the processing of job 5 will start. Consequently, the scheduling of jobs will be as shown in Figure 4 In this example, one preemption was allowed and the expected completion times of the jobs are given in Table 3 . The total weighted completion time value is computed as follows:
Performance analysis
A stochastic online method  is a  -approximation, for some
E OPT  are the expected values that the policy  and optimal method, respectively, achieve on instance I. The value  is called performance guarantee of policy . In this
is used for approximation factor computation and evaluation of proposed method. For performance evaluation of the proposed algorithm, we have used it on some problems with variety of sizes and the results are compared to trivial optimum (OPT). We have produced 10,000 problems in 100 categories with different quantities in the number of jobs, the processing time specification and the value of  coefficient. Other assumptions are as follows:
1. Release dates are generated using uniform distribution within the interval [0,3000] 2. Weights of jobs are generated using uniform distribution within the interval [1, 10] 3. All jobs are preemption-restart. 4. The actual processing time is assumed to be equal to the mean of processing time. 5. We have produced 100 problems for each category and based on the comparison between results of each method, the maximum of factor  is calculated for these problems. To compare the performance of the proposed method (BHM) against OPT; we first analyze the performance with respect to the number of jobs which is changed from 10 to 200 and 20 categories produced. The processing time follows a normal distribution. We assume that 0.8   and the mean of processing time is a random value within the interval [40,80] and standard deviation of processing time is equal to 10. Since the mean of processing time follows uniform distribution, the expected value of the processing time is ( ) 60 j E   . Table 4 and Figure 5 summarize the details of our implementations. As can be observed, the approximation factor for BHM is less than 2 when the number of jobs is less than 150. Note that when n extends beyond 50, the density of jobs will increase illogically and we have ( ) 3000 j n E    while 3000 j r  . Therefore, when the density of jobs increases illogically,  value increases faster. Moreover, in this paper  is calculated based on comparison of the results with trivial optimum. While calculating a lower bound for the optimal solution of the stochastic online scheduling problem with preemption penalty would result in significant improvement in the approximation factor. We have also compared the performance of the 
Conclusion
In this paper, the stochastic online scheduling problem with preemption penalty, with objective function of minimizing the expected value of the total weighted completion time on single machine had been investigated. The problem has specifications such as being online, preemption penalty and stochastic processing times. Moreover, a heuristic algorithm was presented and the implementation of the proposed method was demonstrated using some numerical examples. The performance of the proposed method in this paper had been compared to trivial optimum and the approximation factor had been computed. Primary results indicated that the proposed method had the approximation factor less than 2 for a wide range of problems. The proposed method utilized the properties of the normal distributions and this method can be used as a heuristic method for other distributions, as long as their means and variances are available. Scheduling with preemption penalties is a novel research area in scheduling field especially for online problems and we strongly believe that this research could be well extended for problems with two uniform machines or flow shop problem and problems with stochastic setup times. 
