Summary. This paper describes a distributed-memory, embarrassingly parallel hexahedral mesh generator, pCAMAL (parallel CUBIT Adaptive Mesh Algorithm Library). pCAMAL utilizes the sweeping method following a serial step of geometry decomposition conducted in the CUBIT geometry preparation and mesh generation tool. The utility of pCAMAL in generating large meshes is illustrated, and linear speed-up under load-balanced conditions is demonstrated.
Introduction
The requirement for detailed numerical simulation of complex domains has driven the research and development of parallel applications that can take advantage of shared-or distributed-memory machines. This includes tools for numerical simulation, post-processing as well as pre-processing tools for mesh generation. The majority of these techniques for mesh generation have focused on the generation of tetrahedral meshes for computational fluid dynamics. Nikos Chrisochoides [5] provides an extensive survey of parallel mesh generation methods for triangle and tetrahedral methods. While some techniques have been proposed for parallel quadrilateral [16, 8] and blockstructured [15, 13] meshing, parallel implementations of unstructured hexahedral meshing techniques such as sweeping [7, 11 ] have yet to be proposed.
Sweeping is a common tool used for generating quality hexahedral meshes in domains defined by a 2 1 2 -dimensional or cylindrical topology. For example, an unstructured meshing algorithm such as paving [4] is applied to one or more source surfaces and then extruded through the volume to generate hexahedral elements ending with a single target surface. While some work has been done to characterize sweepable topologies [17] , the user is primarily responsible for developing and executing a strategy for decomposing a CAD model in order to apply the sweeping scheme. Meshing tools such as CUBIT [6] provide extensive geometric tools to assist the user in this process. Nevertheless, the decomposition process can sometimes take days or weeks depending on the complexity of the solid model.
As a result of this inherently user-intensive process, the advantages of parallel techniques for generating sweep meshes has been minimal. This has been because the actual computation time to generate the mesh in serial has been insignificant compared to the overall user time required for sweep meshing. Recently, the granularity of the simulations required by many users within the National Laboratories has been a motivating factor. Meshes of hundreds of millions and eventually billions of elements will be required to respond to the needs of the National Laboratories in the coming years. It is not currently feasible to generate meshes of this size and level of detail using a serial process. Therefore, there is a critical need to develop scalable mesh generators.
This paper outlines the development of a distributed-memory parallel hexahedral mesh generator, pCAMAL (parallel CUBIT Adaptive Mesh Algorithm Library), that utilizes the sweeping method [11] and shows its utility in generating large meshes. It also discusses changes that have been implemented in the geometry preparation and mesh generation tool CUBIT to enable it to prepare the input data required by pCAMAL.
Method
Our approach is a two-stage approach that can be summarized as follows:
1. The initial domain (fully described by its watertight boundary) is decomposed into an assembly of sweepable subdomains. Currently, this stage is performed serially and requires direct human intervention. The resulting many-to-one boundary mesh is exported to a file; 2. The pCAMAL application imports the latter file, and subsequently sweeps the interior many-to-one hexahedral meshes in an embarrassingly parallel fashion. The resulting meshes are stored in separate files.
The proposed method for generating a swept hexahedral mesh in parallel is the first phase in a more comprehensive plan of developing a full parallel hexahedral meshing capability. The first phase of this project, described in this paper, is to develop an embarrassingly parallel version of the existing sweeping capability [11] used in CUBIT. Of necessity, this initial version of the parallel sweeping algorithm must not require geometry interactions as it generates the 3D mesh. As a result, the proposed method relies on the two-stage process described above that first depends on the user to provide an initial decomposition and boundary mesh. Because decomposition and surface meshing require significant geometry interaction, these procedures were necessarily left to the traditional user-interactive serial process currently provided in CUBIT.
Geometry interaction, typically managed through the CGM library [14] in the serial CUBIT tool kit, utilizes one or more third party geometry kernels such as ACIS [1] or Granite [2] . In order to develop a hexahedral meshing system that incorporates decomposition and surface meshing, the geometry kernel would also need to reside on each node of a distributed machine, which in their current form would be infeasible. Future work will involve developing a lightweight geometry kernel that will replicate capability used in the serial CUBIT process, but would be more efficient for use in a parallel environment. This will provide the infrastructure for developing a more comprehensive parallel sweeping capability that could potentially include geometry decomposition and surface meshing.
Serial Domain Decomposition
Serial domain decomposition is performed as an extension to CUBIT, a mesh generation tool kit developed at Sandia National Laboratories. It includes many algorithms to mesh surfaces and solids with triangles, quadrilaterals, tetrahedra, and hexahedra. Some of these algorithms exist in a separate library known as CUBIT Adaptive Meshing Algorithm Library or CAMAL. The algorithms were extracted from CUBIT over several years. CUBIT now uses the algorithms as they are implemented in CAMAL. In addition to mesh generation capabilities, CUBIT also provides geometry manipulation capabilities, including geometry decomposition tools that prepare geometry for the meshing algorithms.
CUBIT Modifications
CUBIT normally attempts to generate a complete hexahedral mesh within each solid. Because CUBIT is a serial application, it is limited in the size of mesh that it can generate by the memory available on a given workstation.
To significantly extend size limitations, the mesh must be generated in pieces rather than in a single, serial session. If the mesh can be generated in pieces, then it can be generated in parallel.
Thus, CUBIT was modified to generate only the boundary mesh for each sweepable volume and then output this mesh, with additional properties, in an Exodus II file format. Exodus II is a file format widely used by Sandia analysts [10] .
New commands
Two new commands were added to CUBIT in support of parallel hex meshing. set parallel meshing [on|off] export parallel <filename>
The first command instructs CUBIT to forgo hexahedra generation when the CUBIT sweeping algorithm is applied to a volume. Instead, meshes are only generated on the volume's boundary surfaces. Note that only one-to-one and many-to-one sweeping currently support this partial sweeping capability.
The second command instructs CUBIT to write an Exodus II file containing the surface meshes of each sweepable volume, organized so that pCAMAL may correctly interpret them to generate the full, hexahedral mesh.
Implementation
PCMLSweeper is a new class derived from the CAMAL class CMLSweepCore. CMLSweepCore is the base-class for all CAMAL sweepers. PCMLSweeper is the interface used by CUBIT and pCAMAL to generate the surface boundary mesh and the hexahedral mesh respectively.
The differences in PCMLSweeper and CMLSweepCore are small but significant. One difference is the signature of the method PCMLSweeper::set_boundary_mesh() The version of this method found in PCMLSweeper has a parameter list that is more like that of the Exodus II routines than its equivalent method in the CMLSweepCore class. This makes it easier to pass data to pCAMAL without need for translation.
The PCMLSweeper class also includes the new method This method retrieves the boundary quadrilateral mesh from the sweeper in a buffer. The output is buffered because of its potential size. It may be impossible to allocate sufficient memory to return the entire mesh in a single call if the surface mesh is huge, i.e., several million elements. The method returns the number of elements in the buffer and is called repeatedly until the number of elements returned is zero.
Another change made to CUBIT is the addition of a new class called PCamalExporter. It is a subclass of ExodusExporter, the Exodus II file writer in CUBIT. Its purpose is to gather all of the default or user specified pCAMAL output blocks and write them to an Exodus II file with additional information necessary for pCAMAL to generate the hexahedral mesh.
PCamalExporter writes each surface mesh for the sweepable volumes as a unique element block. The following element block properties are added to the file.
• Sweep Volume Identifier -Each surface is associated with a sweepable volume with this identifier.
• Surface Type -A surface is either a source, a target or a linking surface.
• Number of Hexahedra -Each source surface has an estimate of the number of hexahedra in the sweepable volume. Surface types other than source do not include this property. pCAMAL uses this value in its load balancing scheme.
• User Block Number -The block number assigned to the sweepable volume is recorded here. If the user assigned a block number to the sweepable volume, that block number will be found here. If not, then CUBIT will assign a block number which is the same as the sweep volume identifier. The user may assign many volumes to the same block in the Exodus II format.
• Number of Hex Nodes -The number of nodes to be generated for each hex element. The default number of nodes is eight. This number may increase if the user desires higher-order elements.
A surface may lie on the boundary of two separate volumes. In this case, two instances of the above element properties are added to the Exodus II file for that surface. Because of the different context of each use of the volume, the properties for the surface will differ in each instance.
Embarrassingly Parallel Sweeping
In the second stage of the parallel sweeping process, the specialized Exodus II file generated in the domain decomposition stage is imported by a corre-sponding specialized Exodus II reader. The task of pCAMAL is to sweep all interior hexahedral meshes in an embarrassingly parallel fashion on distributedmemory machines. In order to achieve this goal, we take advantage of the fact that mesh consistency is ensured across subdomain boundaries at the domain decomposition stage. As long as the boundary meshes provided to pCAMAL are consistent, the collection of hexahedral meshes are also guaranteed to be consistent across the entire domain. Because mesh consistency is ensured through the surface meshes, each volume can be meshed independently with no communication required between regions.
In traditional serial meshing procedures, the user can display the entire mesh and color code it to visualize mesh quality. With a final mesh distributed across multiple processors, it is not possible to address mesh quality issues in a similar manner. Instead, mesh quality extrema and statistical moments are computed and reported to the user, who can choose to address them within the CUBIT toolkit. In order to offer the user the widest existing choice of mesh element quality functions, we have integrated the Verdict geometric quality library (cf. [12] ) in pCAMAL. Since Verdict functions are called on local data by individual compute nodes, this does not affect the embarrassingly parallel nature of pCAMAL: only a global update of the extrema and of the statistical moments must be performed prior to overall termination; this represents an entirely negligible amount of inter-processor communication as only 2 extrema and 4 statistical moments (mean, variance, skewness, and kurtosis) must be reported.
pCAMAL is built on CAMAL and Verdict libraries, and implemented using the single-program, multiple-data (SPMD) paradigm. Specifically, MPI is employed so that:
• the same input data (the file containing the set of meshed surfaces that specify the collection subdomains) is loaded on all processors that participate in the run; • each processor generates the interior many-to-one sweep meshes that have been attributed to this processor by a load-balancing scheme, saving each mesh as a separate file; • each processor computes the desired Verdict quality function of each element of its swept meshes, summarizes them in terms of extrema and statistical moments, and collects timing information; • a single processor collects all local quality and timing statistics via message passing, and aggregates them using appropriate combinations (as constrained by the domain decomposition) prior to reporting them.
Note that currently, only a crude load-balancing scheme has been implemented in pCAMAL. We are currently developing a better strategy that makes use of the numbers of estimated hexahedral elements to be generated for each subdomain, as permitted by the sweeping techniques. In fact, in the case of one-to-one sweeping, the exact number of output hexahedra can even be known prior to mesh generation.
Examples
To demonstrate the functionality of pCAMAL, a set of examples ranging from simple (2 subdomains involving the generation of about 7500 hexahedral elements) to very large (1024 subdomains for a maximum of 1024000 hexahedral elements) is presented.
The parallel runs have been executed on Sandia National Laboratories' Catalyst computational cluster, which comprises 120 dual 3.06GHz Pentium Xeon compute nodes with 2GB of memory each. Catalyst has a Gigabit Ethernet user network for job launch, I/O to storage, and users' interaction with their jobs, and a 4X Infiniband fabric high-speed network using a Voltaire 9288 InfiniBand switch. Its operating system has a Linux 2.6.17.11 kernel, and its batch scheduling system is the TORQUE resource manager [3] .
Proof Of Concept: Bisected Cylinder
The first example is that of a split cylindrical model, illustrated in Figure 1 , left. The process begins with the geometry, which in this case was created using CUBIT's geometry creation capabilities. In this example, although the original cylindrical volume is sweepable, it was split into two symmetric parts to examplify the use of pCAMAL with a simple geometry. As described in the previous section, the volumes are meshed in CUBITon their surfaces only, and setting the parallel mesh option on results in exporting them to two files in the modified Exodus II format expected by pCAMAL. Executing pCAMAL with one (in this case, the two sweeping processes are queued by the load-balancing scheme) or two processors, two Exodus II hexahedral mesh files are generated and saved.
These two meshes can be visualized by importing them back into CU-BIT or using another visualization tool. Figure 1 shows the model's surface quadrilateral (center) and volume hexahedral (right) meshes as computed by pCAMAL.
Algorithm Scalability: Similar Cubes
In order to assess speed-up independently of the load-balancing scheme, a series of cubic or rectangular parallelepiped models made up of varying numbers of similar cubes is used. With these synthetic examples, we assess:
1. speed-up at constant total work (as studied for the INL reactor core model above), and 2. speed-up at constant work per processor. In both cases, speed-up can be visually inspected by plotting speed-up versus number of processors using a log-log scale, as optimal scale-up is revealed by a straight line (more precisely, this line is the angle bisector of the first quadrant). Note however that speed-up is not defined in the same way for the two types of studies. Let n min denote the smallest utilized number of processors and T (n) the wall clock time measured with n processors. Then, speed-up at constant total work with n p processors is
whereas speed-up at constant work per processor with n p processors is In this demonstration, models were created containing 1, 2, 4, 8, 16, 32, 64, 128, and 1024 identical subdomains. Some of the subdomains are rectangular volumes, others are cubes, though all subdomains in one group of tests will contain the same number of elements when meshed. When the number of subdomains is doubled, the total number of elements is also doubled. Figure 2 illustrates this process for the cubic steps, that is, when the number of cubes between one step and the next differs by a factor of 8. 
Constant Total Work
In the first series of test runs, at constant load per processor, only the 1024-subdomain model is used. Each cube has a uniform surface mesh consisting of 100 quadrilaterals per face; in other words, each cubic subdomain results in a 1000-element hexahedral mesh. Thus, the swept mesh of the entire model contains 1, 024, 000 hexahedral elements. The results obtained on Catalyst are provided in Table 1 . In this case, speed-up is much more favorable than in the case of the INL reactor core model, being near-optimal for the first 2 oractual computational work. In this current example, it appears that with 128 processors, minimal wall clock time has been or is almost reached. Note that this corresponds to a per processor load of 8, 000 hexahedra to be swept, that is, an almost negligible amount of computational work. Now if, instead, a much finer level of granularity is required by imposing 10, 000 quadrilaterals per face, which in turns results in 1, 000, 000 hexahedra per subdomain, it is sufficient to consider 32 subdomains to generate a fairly large mesh (32, 000, 000 hexahedral elements), with which speed-up at constant total work (and thus decreasing work per processor) will remain nearoptimal for a while, and thus minimal wall clock time will occur for a larger number of processors. And indeed, as indicated in Table 2 and illustrated in Figure 3 , right, speed-up remains next-to-optimal (almost 2) for several steps, and only begins to slightly decrease (while still remaining superior to 1.8) at 32 processors. Note that the speed-up between 1 and 2 processors is lower (circa 1.8) than for the subsequent step; this has to be expected, since a single processor run does not create a MPI communicator and thus eliminates the corresponding overhead. In order to assess speed-up at constant work per processor, the latest model is used, i.e., each subdomain is a cube whose boundary consists of 10, 000 quadrilaterals per face and thus its swept mesh contains 1, 000, 000 hexahedral elements. Increasingly large models with 1, 2, 4, 8, 16, and 32 such subdomains are then meshed with pCAMAL utilizing a number of processors equal to the number of sudomains. Corresponding wall clock times measured on Catalyst are given in Table 3 , and illustrated in Figure 4 ; these clearly exhibit near-optimal speed-up, thus experimentally validating the embarrassingly parallel nature of pCAMAL. Note that the same caveat as previously descibed regarding the base (1 processor) case, which does not incur MPI overheads, holds. 
Constant Work Per Processor

Benefits for a Real-Life Model: Nuclear Reactor Core
A model of a reactor core developed by Idaho National Laboratories (courtesy of Scott Lucas and Glen Hansen), illustrated in Figure 5 , is used to demonstrate the benefits of pCAMAL when dealing with real-life multi-volume models. This model contains about a thousand parts, and using serial meshing capabilities would take a considerable amount of time to generate a hexahedral mesh at the desired level of detail. If the element granularity is set to be small enough, mesh generation of this model with CUBIT is not even possible using serial processing due to memory constraints. With a desired level of resolution that results in the creation of 10, 459, 575 hexhaedral elements, the wall clock time measured on Catalyst to sweep the mesh with pCAMAL as a function of the number of processors utilized is indicated in Table 4 and shown in Figure 7 . These results allow assessment, by definition, of speed-up at constant global work, and thus with a decreasing load per processor. Although some level of speed-up is achieved, it is evidently sub-optimal as a few of the subdomains are very large in comparison to the other ones, and thus, wall clock time has a lower bound that is constrained by the time it takes to generate the largest swept mesh. This illustrates the need to further develop the domain decomposition step in conjunction with the load-balancing scheme. Nonetheless, with a higher level of detail, it becomes impossible to generate the mesh with a serial mesher, no matter what platform is used, and the capability of pCAMAL becomes a necessity. For instance, Figure 8 illustrate different levels of detail of the interior of a much finer mesh of the same model: this mesh contains 33, 580, 500 hexahedral elements, and cannot be generated by CUBIT on any currently existing platform. 
Conclusions and Perspectives
An approach to embarrassingly parallel hexahedral sweep mesh generation has been proposed. While the objective of improving computational efficiency for generating large models has clearly been met, the main objective for this work has been to address the scalability problem. The sweep meshing problem continues to be an inherently user-intensive procedure, requiring detailed user knowledge of the CAD model in order to apply an appropriate decomposition strategy. While the advantages of improved computational efficiency demonstrated here are dramatic compared to the traditional serial process, the overall user time required to prepare the geometry still overwhelmingly dominates the process. Instead, the advantages demonstrated here by the improved scalability of the hexahedral meshing process represent the main contributions of this work, permitting complex simulations where meshes of hundreds of millions and potentially billions of elements are required to understand local physical phenomena.
The presented work is an initial phase of a more comprehensive plan to build a general parallel code for hexahedral meshing. Future work will include improving geometric load balancing, integration of element quality metrics, addition of a geometry query kernel, implementation of a parallel surface meshing process and integration with simulation tools as a component library.
The geometric load balancing solution proposed here for parallel sweep meshing takes advantage of the natural sweep direction of the individual volumes. The ability to decompose the volume at appropriate layer boundaries will address most of the load balancing problem. The problem arises, however when the number of processors will require a decomposition at a resolution smaller that a single layer. This implies a decomposition strategy that will impose a subdivision of individual layers. Future work will address this issue and should provide a more general load balancing strategy for parallel meshing.
The ability to mesh the geometric surfaces in a parallel environment is one of the significant issues to be addressed in the future. This will necessarily involve the integration of a geometry query engine within pCAMAL. The serial solution currently used by CUBIT [1, 2] will likely prove to be overly heavyweight to include on every compute node. Instead a light-weight facet-based geometry kernel is proposed. [9] describes a G1 continuous surface definition based on a quartic triangular Bézier representation. It is clear that an exact NURBS representation of the original CAD model would provide a more accurate representation; however, for the applications that are currently intending to utilize pCAMAL, an interpolated definition will likely be sufficient.
Once a geometry kernel is available within pCAMAL, surface meshing algorithms [4] may then be incorporated within the parallel meshing procedure. This will initially involve meshing each geometric surface on separate compute nodes prior to invoking the sweep meshing procedure. Inter-processor communication will be necessary to distribute the shared surface meshes to the appropriate processors for hexahedral meshing. An open question, yet to be resolved is a method for load balancing for individual surface domains. For example, the ability to effectively decompose a surface for quadrilateral meshing in a manner where the final quad mesh will be independent of the number of subdivisions will need to be addressed.
pCAMAL is currently implemented as a stand-alone application that accepts input of a boundary quad mesh and exports a full hexahedral mesh via Exodus II files. Future work will involve integrating pCAMAL as a component library callable from a simulation code. The objective will be to eliminate the need to export the full finite element mesh to disk, but rather provide an API to objects in memory. Future work will include exploring the necessity to generate the entire mesh. Instead, a method where only the required portions of the mesh are generated real-time as they are requested by the API would be developed.
Finally, future work will involve more targeted mesh quality assessment: in addition to reporting global extrema and statistical moments, pCAMAL will offer the ability to define lower and upper bounds, below and above which elements IDs will be stored for inspection and/or modification of the input geometry prior to re-meshing.
