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ABSTRACT 
We develop a constructive procedure for generating nonsingular solutions of the 
matrix equation XA = ATX and establish an interesting relationship between a given 
solution X of the above equation and the associated matrix polynomial p(A). The 
latter is then used to develop an algorithm for computing the inertia of a matrix. The 
algorithm is more efficient than the other common procedures. 
I. INTRODUCTION 
A matrix H = ( hij) is said to be a lower (upper) Hessenberg matrix if 
hi j = 0 whenever j > i + 1 (j < i + 1). For the matrix eigenvalue and eigen- 
value related problems, it can be assumed, without any loss of generality, that 
the given matrix is a Hessenberg matrix, since any arbitrary matrix A can be 
transformed to a Hessenberg matrix H by similarity and there exist efficient 
and effective algorithms (e.g. Householder’s method [14, pp. 347-3491, 
Given’s method [14, pp. 346-3471) for doing this. Furthermore, one can 
assume that the transformed Hessenberg matrix has nonzero codiagonal (that 
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is, all the elements on its superdiagonal or subdiagonal are different from 
zero). Indeed, the appearance of a zero element on the codiagonal reduces 
the eigenvalue problem of the original matrix to problems of lower order, 
each involving a Hessenberg matrix with nonzero codiagonal [ 14, pp. 4061. A 
Hessenberg matrix with nonzero codiagonal is called an unreduced Hessen- 
berg matrix. 
In this paper we consider the matrix equation 
XA = ATX 
with A as an unreduced lower Hessenberg matrix of order n. In [13], 
Taussky and Zassenhaus proved that there always exists a nonsingular 
solution of (1) and every nonsingular solution of (1) is symmetric. 
We establish here an interesting relationship between a given solution X 
of (1) and an associated matrix polynomial p(A) in A. Our proof is 
constructive and can be used to generate an n-parameter family of solutions 
of (1). In particular, we show how to generate nonsingular solutions of (1). As 
an application, we develop an algorithm for determining the inertia of a 
matrix. The inertia of a matrix is defined to be an integer triple In(A) = 
(+A), V(A), 6(A)), where r(A), v(A) and 6(A) are respectively the num- 
bers of eigenvalues of A with positive, negative, and zero real parts. The 
problem of computing the inertia of a matrix arises in the stability analysis of 
a continuous-type linear control system i = Ax [ll]. This system is negative 
[positive] stable iff In(A) = (0, n,O) [(n,O,O)]. In such a case A is called a 
stable matrix. 
The common approaches for solving the inertia problems include 
(1) computing the eigenvalues of A explicitly, 
(2) finding the characteristic polynomial A and then employing some 
popular root-location criterion such as the Routh-Hurwitz scheme [7, 111, 
(3) solving an appropriate Lyapunov-type matrix equation [I, 9, lo], 
(4) the direct method proposed by Carlson and Datta [2]. 
The method proposed in this paper is more efficient than all these 
approaches. Furthermore, unlike the Carlson-Datta method (see Section III), 
while working with unreduced lower Hessenberg matrices, the proposed 
method does not involve any division by superdiagonal entries. Thus, no 
special difficulties arise if some of these entries are small. For the rest of the 
paper, we will denote mj, i+ i by ki for an n X n lower Hessenberg matrix 
M = (mij). 
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II. A FEW LEMMAS 
LEMMA 1. For each n-tuple row vector r, there exists a unique poly- 
nomial p(x) of degree less than or equal to n - 1 such that r is the first row 
of the matrix polynomial p(A). Furthermore, if pi denotes the ith row of 
p(A), then the following recursive relation holds: 
i-l 
kiPi+l= PiBi- C aijPj, 
j=l 
where 
p,=r a& Bi=A=a..Z II 3 i = 1,2 ,...,n-1. (2) 
Proof. It is shown in [3,6] that the vectors p, through p, defined by (2) 
actually determine the second through nth rows of a matrix polynomial p(A) 
in A, given the first row p,. We only have to show the existence and 
uniqueness of p(x). 
To show the existence, we note that the vectors 
e,= (1,0 ,..., 0), 
e,A = (a,,, k,,O,...,O), 
e,A2= (*, *,k,k2,0 ,..., 0), 
eiA”-r= (*,* ,..., *,klk2...k,_l) 
are linearly independent. Furthermore, any arbitrary vector r can be ex- 
pressed as a linear combination of these vectors. That is, 
r = aaei + a,e,A + a2e,A2 + . . . + a,_,e,A”-‘, 
where ai, i = O,..., n - 1 are scalars. One then can simply take 
p(x) = a, + a,x + a2x2 + . . . + a,_,x”-‘. 
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In this case, the first row of p(A) is 
e,p(A) = e,(a,Z + u,A + a2A2 + . * * + a,_,A”-‘) 
r. 
To show the uniqueness, assume that there exists another polynomial 9(x) = 
b, + b,x + . . . + b,_$-l with the same property; that is, 
r = eiq(A) = b, + b,e,A + b2e,A2 + . . . + b,_,e,AnP’. 
But e,, e,A, e,A2 ,..., eiA”-’ form a basis of n-space. Thus, 
bi = ai, i=O,l,..., n-l. n 
As an immediate consequence of this lemma, we obtain the following: 
COROLLARY. A matrix polynomial in an unreduced lower Hessenberg 
matrix is uniquely determined by its first row. More specifically, if A is an 
unreduced lower Hessenberg matrix and g(x) and h(x) are two polynomials 
such that g(A) and h(A) have the samefirst TOW, then g(A) = h(A). 
REMARK. The result of the Corollary is not valid if A is an arbitrary 
Hessenberg matrix. To see this, let 
h(x)=x2+3x+5. 
Then 
bw=(; 8) 
w=(; ;). 
Thus, g(A) and h(A) have the same first row, but g(A) # h(A). 
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LEMMA 2. Let A = (aij) be an n X n lower Hessenberg matrix. Let 
~+~(h) denote the characteristic polynomial of the submatrix of A consisting 
of the last i rows and i columns. Then we have 
-a n-r+l,n-r k + (A) n--r r-l 
-a n-r+z,n-r k k n--r n-r+1 r-2 cp 2(X)- ... 
-a k n,n--r n--T . +. k-,&,(~), 
where 
Proof. Similar to the one given in Wilkinson [14, p. 4111. 
LEMMAS. The equation (1) has always a nonsingular solution 
/* * 
* * 
* * 
T= 
* * 
k, 
* - 
k n-1 
\l 0 
* . . . 
* . . . 
. . . 
. . . 
. . . 
k:k2 
0 . . 
k,_,k,_, ’ ’ * 
0 0 . . 
0 0 . . 
* 1 
* 0 
* 0 
. . 
. . 
. . 
. 0 
. 0 
. 0 
and then any given solution X of (1) has the factorization 
X = Tp(A), 
(3) 
(4 
(5) 
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where p(A) is a matrix polynomial in A uniquely determined by the last row 
OfX. 
Proof. To prove the first part of the lemma, we show that, for every 
vector s, there is exactly one solution of (1) with s as its last row. Further- 
more, if s is chosen to be e, = (1,0 ,... , 0), then the resulting solution T is 
nonsingular and has the form (4). For simplicity in presentation, we assume, 
without any loss of generality, that k r = k, = . . . = k,_ 1 = 1. 
Let x1, xs ,..., x, be the n successive rows of an n x n matrix X 
satisfying (1). The matrix equation (1) is then equivalent to 
2 “__i = x n-i+lA-a n-t+l,n-i+lXn-i+l- **. -an,n-i+lXn3 
i = 1,2 ,...,n - 1, (6) 
x,A = allrl + a,,x, + . . . + a,,x,. (7) 
Let &(x) be the same as defined in Lemma 2. Then we establish, by 
induction, that 
x n-i = xn+i(A)v i = 1,2 ,...,n-1. (8) 
For i = 1, 
x n-l= x,(A- aA) = vh(A). 
For i = 2, 
X,-e=Xn-l(A-a,-l,.-lZ) -an,n-lXn 
=rn(A-a,-l,,-lZ)(A-a,,Z) -an,n-lXn 
=x,[(A-a n-l,n-lZNA-annZ) -an,dl 
= vh(A)- 
Assume that the relation (8) is true for i = 1,2,. . . , r - 1. Then, using (6), and 
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(8)fori=1,2 ,..., r-1,wehave 
x,-r = L,+1A - an-r+l,n-r+Pn-r+1- * * * - %,“-r+lX”) 
=X ,-,+AA - %-r+l,n-r+A -a - n r+2,n-r+lXn-r+2 
- . . . -a 
n,n-r+lXn 
= vb-,(A)(A -an-r+l,n-r+lI) -an-r+2,n-r+l~n~r-2(A) 
- . . . -a “,“-r+lX”&w 
= d+,-l(A)(A- an-r+l,n-r+A - an-r+2,n-r+&264) 
- . . . -a “,n--r+lhJ(A)l 
= v#%w (using the result of Lemma 2). 
The induction is now complete. 
Substituting now the values of x,_~ through x1 from (6) in (7), we get 
0 = q(A - a,,Z) - u21x2.. . - u~_~,~x~_~- a,,~,, 
= vLl(A - a,,Z) - a,,~,,~,_,(A) 
- . . . - an-l,l~&l(A) - %lxn+o(A) 
= d#dA - a,$) -a,ds-_,(A) - . . . - a,-,,,+,(A) - q,lZ] 
= vb”(4 (using the result of Lemma 2 with r = n - 1). 
Since, by the Cayley-Hamilton theorem [7], &,(A) = 0, it follows that rn can 
be chosen arbitrarily. Again, the equation (6) shows that each row x,,_ r 
through x1 is dependent upon x,. Thus, associated with every vector there is 
only one solution of (1). This solution is obtained by setting the vector as the 
last row and then computing the other rows recursively using (6). 
Next, we show the existence of a nonsingular solution. A solution X of (1) 
will be nonsingular iff m&(x,, x,,A, x,A2,..., xnA”-‘) = n. This can be 
seen as follows. First, note that, since AT is an unreduced upper Hessenberg 
110 
matrix, 
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rank ( e,,,e,A’,..., e,(A’)“-‘) = n, (9) 
where e,=(O,O,..., 0,l). Thus, any X will be nonsingular iff 
r~k(e,X,e,ATX,e,,(AT)ZX,...,e,,(AT)”-’X) =n, 
or 
rank(x,,x,A,...,x,A”-l)=n 
(observe that XA = ArX). 
But, in Lemma 1, we have seen that rank(e,, e,A, e,A’,. . . , e,A”-l) = rr. 
Thus, we conclude that if we choose x, = s = e, = (LO,. . . ,O), the resulting 
solution will be nonsingular. Indeed in this case, it is easy to see that X has 
the form (4). For, 
x,=e,= (l,O,O ,..., 0), 
x n-l = x,(A- anno 
= (t,-1,1m...,0), 
x n-2 = %-AA- %Ln-A - an,n-lX,Y 
= (t,_ 2,1, t,-,,,,1,0 >..., (-9, 
and so on. 
To prove the second part of the lemma, we see that, if X is any solution 
of (1) and T is the particular nonsingular solution just found, then from 
TA = ATT 
and 
XA = ATX 
we have AT-’ =T-‘AT, so that AT-‘X = T-‘ATX = T-‘XA. Since A is 
nonderogatory and T- ‘X commutes with A, we must have T- ‘X is a 
polynomial in A: T-lx = p(A); that is, X = Tp(A). 
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We have further e,p( A) = x,, and a polynomial in an unreduced Hessen- 
berg matrix is uniquely determined by its first row (Corollary of Lemma 1). n 
REMARKS. The proof of Lemma 3 gives us a constructive procedure for 
generating an n-parameter family of solutions of XA = ArX and a method for 
finding a factorization in the form (5) of a given solution X. As a special 
case of the Lemma, one immediately obtains a well-known result on the 
Bezoutian-Factorization [ 16, 171. 
LEMMA 4 [S]. Let A be an arbitrary n X n matrix and B = (bjj) an 
n X n unreduced lower Hessenberg matrix. Then 
(i) there always exists an n x n matrix X such that the first (n - 1) rows 
of the matrix R = XA - BX are zero, 
(ii) X is uniquely determined by its first row xl, 
(iii) the last row of R is 
v#w 
rn=(-l)“-lkk *k > 
1 2” n-1 
where G(X) is the characteristic polynomial of B. 
III. THE CARLSON-DATI’A INERTIA METHOD [2] 
In the following, we present a slightly modified version of the inertia 
method proposed by Carlson and Datta in [2]. The modification has been 
made in the context of A being an unreduced Hessenberg matrix. Originally, 
the method was described in [2] for a normalized Hessenberg matrix. 
Let A = (a i j) be an n X n unreduced lower Hessenberg matrix. 
Stq 1. Construct a lower triangular matrix L with (1, - l,l,. . . , 
( - l)“-‘) on the diagonal such that the first n - 1 rows of the matrix 
R = LA + AL are zero. The matrix 
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can be computed by setting 1, = (lo,. . . ,0) and then generating 1s through 
1, recursively by 
Z,+, = ; Z,(A + a,,Z)+ *&zijZj , 1 i = 1,2 ,...,n-1, 
’ 1 j=l 1 
or equivalently by solving a higher-order triangular system. 
Step 2. Construct a matrix 
‘s1 
S = s.2 
S” 
with 
s,=r,=lastrowof R, 
s n_i=&(xn-i+iA-o _. _’ n s+l,n r+lXn-i+l *’ aa n,n-i+lXn), 
n I 
i = 1,2 ,...,n-1. 
Step 3. Compute H = L*S. 
IV. THE PROPOSED INERTIA ALGORITHM 
Step 1. Transform A into a lower Hessenberg matrix HA by orthogonal 
similarity. 
Step 2. Make the negative superdiagonal entries of HA positive by 
means of orthogonal diagonal similarity. For example, if ki, k j, k, (i < j < r) 
are negative, and the rest are all positive or zero, the diagonal matrix D with 
l’s at positions 1 through i - 1, - l’s at positions i through j - 1, l’s at 
positions j through r - 1, and - 1 everywhere else is such that DH,D has 
alI its superdiagonal entries nonnegative. Set DH,D = A. 
Step 3. Construct a set of vectors +a through f& using the recursive 
relation of Lemma 2, taking 
&=e,= (l,O,O ,..., 0), 
and replacing h with - A. 
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Step 4. Construct a matrix M with rows m, through m, defined by 
mz=ml(A-a,$), 
i-l 
mi+l = m,( A - a,,Z) - c aiimi, i = 2,3 ,..., n - 1. 
Step 5. Form 
R’= ( - l)“-lMP, 
where P = (pi j) is the permutation matrix 
lo 0 0 *.. 0 1 
0 0 0 ..* 1 0 
P= . . . . . . . . . . . . . . . . . . 
\l . . . . . 0 0 
Step 6. Count the numbers of variations and permanences of signs in 
the sequence 
1, t,R;, tzR& ,..., t,,R;, (4.0) 
where R;, j = 1,2,. . ., n are the leading principal minors of R’ and 
k(k-1) 
( - 1) 2 , if n is odd, 
t, = 
(-1) 
k(k+l) 
2 , if niseven. 
(4.1) 
Then, under the assumption that A is unreduced, we have: 
THEOREM 2. 
(i) R’ is nonsingular ifi 6(A) = 0. 
(ii) Zf A' is nonsingulur, then A does not have any eigenvalue with zero 
real part; A is positive stable ifl all the terms in the sequence (4.0) are 
positive; A is negative stable iff they alternate in sign; and the number of 
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eigenvalues of A with positive (negative) real parts is equal to the number of 
permunences (variations) of sign in the sequence (4.0). 
REMARKS. 
(1) If there are zero entries on the superdiagonal of A, then A can always 
be partitioned in the form 
(A,, 0 0 .-. 0 \ 
A,, A,, 0 .-. 0 
A= . . . 
where each Aii is a lower-order unreduced Hessenberg matrix. Since the 
inertia of A is the sum of the inert& of the individual diagonal blocks, to 
compute the inertia of A, one now has to simply apply the above algorithms 
successively to Aii, i = 1,. . . , k. 
(2) If in the sequence (4.0) there are zeros but not three in succession, 
then part (ii) of Theorem 2 still holds. However, in this case some minor 
modifications are necessary. For details see [7, Vol. I, p. 341. 
(3) In floating-point computations, some sort of normalization might be 
needed to prevent overflow and underflow in steps 3 and 4. 
Proof. First of all, by Lemma 2 
ml = k = e,G( - A), 
where G(X) is the characteristic polynomial of A. Then using the recursive 
relation of Lemma 1, it is easy to see that 
M=N+( - A), 
where N is a lower triangular matrix with 1, k,, k, ,..., k,k,... k,_, on its 
diagonal. 
Thus, 
is nonsingular iff +( - A) is so. The first part of the theorem is now proved 
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by noting the fact that if X,, X,, . . . , A, are the eigenvalues of A, then the 
eigenvaluesof +(-A)areA(A)=lIS=r(h,+Xj), i=1,2,...,n. Notethat 
A( A) # 0 implies S(A) = 0. 
The second part will be proved by observing an interesting relationship 
between the proposed method and the Carlson-Datta method. 
By Lemma 3, the matrix S of the Carlson-Datta method can be written as 
where p(A) is a matrix polynomial 
erp(A) = e,S 
Again, by Lemma 4, 
in A such that 
(note that SA = ATS ). 
Iin-1 
e,S = e,R = (-11 
k,k, . . . k,p, 
e&( - A). 
Since a polynomial matrix in an unreduced Hessenberg matrix A is uniquely 
determined by its first row (Lemma l), we conclude that 
s= (-‘)“-’ Tq,-A). 
k,k, . . . k,_, 
Therefore, 
H=L*S= 
( -l)nP1 
k,k, . ‘. k,_, 
L*T+( - A). 
Thus 
PHP = 
(-1).-l 
k,k, . . . k,p, 
PL*T$( - A)P 
1 
= k,k, . . . k,_, 
PL*Th- ‘R’. 
The matrix PL*T is a lower triangular matrix with (( - l)“-I,( - l)“-’ 
>***, - 1,l) on the diagonal, and the kth leading principal minor has the 
value t,. NP1 is a lower triangular matrix with positive diagonal entries, and 
k,, k a,. . . , k n are all positive. Therefore, the signs of the leading principal 
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minors of PHP are the same as those of tkR;, k = 1,2,. . . , n. Part (ii) is now 
proved by applying Jacobi’s method for finding the inertia and signature of a 
hermitian matrix and noting the fact that In(A) = In(H) = In( PHP) (Sylves- 
ter’s law of inertia). n 
V. EXAMPLES 
EXAMPLE 1. Consider the 10 X 10 matrix 
‘1100~~~0 
ollo*~~o A= . . . . . . . . . . . . . . . . . . . . . . 
OO*..*ll 
,E 0 0 0 * * 0 1 
\ 
I 
where E = 9.99999947 x lo-‘. The leading principal minors RI computed by 
the algorithm are 
R;= -2, 
R; = - 1.3199993, 
R; = 5.57567739, 
RI, = 6.12343502, 
R; = - 8.96668720, 
R;, = - 9.94683841, 
R; = 4.93862057, 
R;, = 6.41272497, 
Rb = 1.17556167, 
R;, = - 1.26762748, 
and 
t,=-1, t,=-1, t3=1, t4=1, t,= -1, 
ts= -1, t,=1, t,=1, t,=1, t,, = - 1. 
Thus every member of the sequence 
1, t,R’,, t,Rh,@j,...,t,,R;, 
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has positive sign. We conclude that In(A) = (lO,O,O). The computed eigen- 
values of A are 
0.6837722 
0.7441663 - 0.185874i 
0.7441663 + 0.185874i 
0.9022802 + 0.3007504i 
0.9022802 - 0.3007504i 
1.9077197 + 0.3007503 
1.9077197 - 0.30075oi 
1.2558336 + 0.18587403 
1.2558336 - 0.185874Oi 
1.3162277 
(Note the ill-conditioning of the eigenvalues of A.) 
EXAMPLE 2. Consider the 15 X 15 matrix 
A = (u,~) 
defined by 
a,, = i, i=1,2 ,..., 15, 
a, i+i = 1o-6, i = 1,2,3,4, 
oi,i+i=l> i = 5,. . . ,15, 
aij = 0 otherwise. 
The members of the sequence (4.0) are given by 
1, 2.4OOOOO57, 2.74176097, 2.90729785, 
1.17481351, 9.44970798, 8.86724854, 
6.04684305, 1.92774236, 1.85667372, 
3.54604864, 8.02956009, 1.35589755, 
8.85685158, 1.05963004, 6.99977350, 
confirming that the inertia of A is 
In(A) = (15,0,0). 
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The computed eigenvalues of A are 
11, 15, 13.9999, 12.9999, 11.9999, 
10, 8.9999, 8, 6.9999, 6, 
5, 4, 3, 2, 1. 
(Note that the first four superdiagonal entires are small.) 
VI. EFFICIENCY COMPARISON 
In this section, we compare the proposed method for efficiency with the 
ones mentioned in the Introduction. We note that computing the inertia via 
the characteristic polynomial is not a practical approach, because transforma- 
tion of a matrix into a companion matrix is known to be an unstable 
procedure [ 141. The solution of a Lyapunov matrix equation may be more 
expensive than finding the eigenvalues of a matrix. The most effective 
method for solving this equation is due to Bartels and Stewart [15]. As part of 
the procedure, this method transforms A into a condensed form known as 
the real Schur form, which contains the eigenvalues of A anyway. 
We therefore restrict our comparison to the eigenvalue method and the 
direct method of Carlson and Datta [2]. 
Operation Count for the Proposed Method 
Transformation of A into a lower Hessenberg matrix by orthogonal 
similarity: !jn” [8]. Constructions of the vectors {Go}: n3/3. (Note that the 
vectors form the rows of a lower triangular matrix.) 
Construction of the matrix M: n3. 
Finding the leading principal minors of R (using a method described in 
Wilkinson [14, pp. 237-2461): n3/3. 
Total operations count for the proposed method is 10n3/3. 
Comparison with the Carlson-Datta Method 
An easy operation count similar to the proposed method shows that the 
Carlson-Datta method requires about 3.5n3 operations. Thus, both methods 
require about the same number of operations. However, the real advantage of 
the proposed method over the Carlson-Datta method is that the proposed 
method does not involve any division by superdiagonal entries of A, which 
the Carlson-Datta method does. 
Comparison with the Eigenvalue Method: 
The most widely used method for computing the eigenvalue of a dense 
matrix is the QR method. The QR method is an iterative method. It is hard 
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to give an exact operation count for this method. An estimate quoted in 
Golub and Van Loan’s book [8] is 8n3. Thus, the proposed method is two to 
three times faster than the eigenvalue method by operations count. 
The authors are deeply grateful to Professor Miroslav Fiedler for his 
comment.s and suggestions to improve the quality of the paper. 
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