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Abstract
Here we present a semi-algorithmic method to deal with rational ﬁrst-order ordinary differential equations, with
Liouvillian solutions. This method is based on the knowledge of the general structure for the integrating factor for
such equations.
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1. Introduction
Prelle and Singer [9] proved that if a system of differential equations has an elementary ﬁrst integral,1







∗ Corresponding author. Tel.: +5521 258 77296; fax: +5521 258 77296.
E-mail addresses: sduarte@dft.if.uerj.br (S.E.S. Duarte), damota@dft.if.uerj.br (L.A.C.P. da Mota).
1 A ﬁrst integral expressible in terms of exponentials, logarithms and algebraic functions.
0377-0427/$ - see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2004.12.014
328 J. Avellar et al. / Journal of Computational and Applied Mathematics 182 (2005) 327–332
where M and N are polynomials with coefﬁcients in the complex ﬁeld, their result is translated in that
there is a ﬁrst integral I (x, y) of the form
I (x, y)= v0(x, y)+
∑
i
ci log(vi(x, y)), (2)
where the ci are constants and the vi are algebraic functions of (x, y).










So, theﬁrst integral I (x, y)provides a general solution I (x, y)=C for the associatedﬁrst-order differential
equation. Using the Prelle and Singer result [9], we can see that this ﬁrst-order ordinary differential
equation (FOODE) has, consequently, an elementary solution (we will call such equations EFOODEs).
The Prelle and Singer (PS) procedure was so interesting that it has motivated various extensions
[10,11,1,2,7,4–6]. Here we present a semi-algorithmic method, similar to the PS procedure, extending
the class of FOODEs that can be dealt with: namely, now we can treat the so-called LFOODEs, i.e.,
FOODEs of the type dy/dx =M(x, y)/N(x, y) (where M and N are polynomials in (x, y)) presenting
Liouvillian solutions.
The letter is organized as follows: in Section 2, we present the method to deal with EFOODEs; in
Section 3, we demonstrate how we can use the knowledge about the structure of the integrating factor to
construct a semi-decision method to tackle LFOODEs. In Section 4, an example of the application of the
method is presented. Finally, we summarize the contributions of the letter and point out some possible
extensions of our work.
2. The method for EFOODEs
It can be demonstrated [9,8] that for a FOODE
dy/dx =M(x, y)/N(x, y), (4)
where M and N are polynomials in (x, y) with coefﬁcients in the complex ﬁeld C, if its solution can be
written in terms of elementary functions,2 then there exists an integrating factor of the form R=∏i f nii
where fi are irreducible polynomials and ni are non-zero rational numbers. Applying this to FOODEs of








=−(xN + yM), (5)
where D ≡ Nx +My .
Using that and the fact thatM and N are polynomials, it can be concluded thatD[R]/R is a polynomial
and that fi |D[fi], i.e., fi is a factor of D[fi]. So, to actually determine the fi , we would have to solve
an “eigenvalue’’ equation:
D[fi] = gifi, (6)
2 For a formal deﬁnition, see [3].
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where gi is a polynomial that plays the role of “eigenvalue’’ and is called the cofactor of fi , and fi = 0
is called invariant algebraic curve (IAC); see [2]. Note that (6) is quadratic on the coefﬁcients of the
polynomials fi and gi . In practice, it is observed that (6) is generally not tractable when the fi polynomials
have a degree higher than four.
So, supposing we could ﬁnd the fi (and the associated gi), we can try to solve Eq. (5), thereby ﬁnding
ni to determine the integrating factor, thus reducing the solving of the FOODE to a quadrature. So, since
Eq. (5) is linear on ni and, consequently, much more easy to solve than the eigenvalue equation (6), the
main “task’’ to be performed on the PS method is ﬁnding the fi and gi candidates from Eq. (6).
3. Building a viable method for LFOODEs
From the results of [11], the integrating factor R for LFOODEs has the form [1,5]:





where P and Q are polynomials in (x, y), the vi are irreducible polynomials that deﬁne the invariant
algebraic curves and the ci are constants.
In [2] the following result is established:
Theorem. Let P(x, y)/Q(x, y) be the exponential factor of the integrating factor R of a LFOODE of
type (4). Then we have thatQ|D[Q] (i.e.,D[Q]/Q is a polynomial in (x, y)) and thereforeQ(x, y)= 0
is an invariant algebraic curve.
Taking into account that any factor of the invariant algebraic curve is also an invariant algebraic curve,
see for instance [2], we obtain the following corollary:
Corollary. We can write Q as∏i=1 vqi (x, y)mi , where the vqi are irreducible independent eigenpolyno-
mials of the D operator and the mi are positive integers. This leads to D[Q]/Q =∑i miD[vqi]/vqi =∑
i miqi .
So, using (7) into D[R]/R =−(xN + yM) and noticing that D[vj ] = j vj , we get











cjj + yM + xN

 . (8)
This equation will prove to be very important to our method. So, let us now do some analyzing of its
structure:
Eq. (8) plays an analog role than that of Eq. (5) (in the PS method). Our present case is a little more
complicated. Let us see: as mentioned, Eq. (5) is linear in the variables we want to determine, i.e., ni .
On the other hand, the term P
∑
i miqi , on the left-hand side of (8), is quadratic on the variables we
want to determine, i.e., the coefﬁcients in P andmi . Besides that, on the right-hand side of (8), the factor∏
i(vqi)
mi presents an undetermined degree (since we do not know the mi’ and they are the exponents
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of vqi , which are themselves polynomial). These difﬁculties can be overcome since now we know the
structure of Q, i.e., the building blocks ofQ(Q=∏i (vqi)mi ).
To solve (8), we have to set the degree for the vi (analogously, in the PS method, we have to set the
degree for the fi) and the degree for the P and Q polynomials (there is no analog in the PS method).
After setting all these degrees, we are left with a ﬁnite set of possibilities for the integers {mi}. Thus
converting (8) to solving a system of linear equations for the unknowns cj and the coefﬁcients deﬁning
P (one system of linear equations for each possible set of integers {mi}).
So, after setting the degrees we mentioned, in essence, Eq. (8) is as manageable as Eq. (5) of the PS
method. This is the basis of a new method to deal with LFOODEs that can be summarized as follows:
3.1. The steps of the semi-algorithm
We have various possible choices of how to span the space of all possibilities (i.e., cover all the possible
degrees for Q, P and the eigenpolynomials of the D operator): We may divide these into two categories:
(a) increase the degree of the eigenpolynomials and P and Q simultaneously, and (b) since to deal with
high degrees for the eigenpolynomials is very expensive computationally, keeping this degree ﬁxed, span
many possibilities for the degrees for P and Q before increasing the degree for the eigenpolynomials
again. We will prefer choice (b). Let us fully explain how to do that:
1. Set n= 10 and m= 1.
2. Find the eigenpolynomials up to degree m and the associated cofactors of the D operator.
3. Set the degree for P and Q to 1 and ﬁnd the possible mi .
4. Try to solve Eq. (8).
5. In case of failure, increasing the degree for P andQ by 1, return to step 4 above (until the degree value
reaches n, when we should proceed to step 6 below). In case of success, we would have found the
Integrating Factor.
6. In case of failure, increase m to m=m+ 1 and n to n= n+ 10 and return to step 2 above. In case of
success, we would have found the Integrating Factor.
In this way, as mentioned, we will cover all the possibilities. Of course, this procedure can go on
indeﬁnitely, but we will be covering all the possibilities and we may hope that we will ﬁnd a solution
within our lifetime. On a brighter tone, all the examples we have come across are solved with a degree
for the eigenpolynomials of theD operator,Q and P that allow for a practical realization of the method.3
4. Example




2y2 + x2y3 + 2xy2 + y + xy + 1+ x
x(x2y + x2y2 + 2xy + 1− x2) . (9)
3 On a practical note, as a matter of computer power, the maximum value for the degree of the eigenpolynomials we were
able to use is 4. Of course, this should increase with each new development in hardware.
4 That is not solved by MAPLE, release 7.
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For this equation, we have:D=Nx +My = x(x2y+ x2y2+ 2xy+ 1− x2)x + (−x2y2− x2y3−
2xy2 − y − xy − 1− x)y .
Applying the semi-algorithm described above, we see that we ﬁnd a solution to Eq. (8) when the
degree of the eigenpolynomials and the degree for P and Q reach the value 2. These eigenpolynomials
and corresponding cofactors are
v1 = x → 1 = (x2y + x2y2 + 2xy + 1− x2), (10)
v2 = xy + 1 → 2 =−(1+ x)x, (11)
v3 = xy + x + 1 → 3 = (y − 1)x2. (12)
For Q of degree 2, the possible values for [m1,m2,m3] are [2, 0, 0], [0, 1, 0], [0, 0, 1]. Writing P =
a1 + a2x + a3y + a4xy + a5x2 + a6y2 and substituting all this in Eq. (8) we ﬁnd a solution for case
[m1,m2,m3] = [0, 1, 0] given by
a1, a3, a4, a5, a6 = 0, a2 = 1 and c1, c2 = 0, c3 =−2. (13)
So, the integrating factor for the LFOODE (9) is
R = e(x/xy+1)(x + xy + 1)−2. (14)
5. Conclusion
In the present letter, based on the knowledge about the structure of the integrating factor for LFOODEs
of the form dy/dx = M(x, y)/N(x, y), where M and N are polynomials in (x, y), we were able to
construct a semi-algorithmic method to solve such equations.
From the results presented in [1,4,5] we knew that the general structure of the integrating factor for







where P and Q are polynomials in (x, y), vi are irreducible eigenpolynomials of the D operator (where
D ≡ Nx +My), and ci are constants.
In this letter, we pointed out that since D[Q]/Q is a polynomial in (x, y), one can write Q =∏
i vqi (x, y)
mi
, where vqi are eigenpolynomials of the D operator and mi are positive integers. This
realization allowed us to produce Eq. (8) and to propose a semi-algorithmic method to deal with the
whole class of rational LFOODEs. The strength of the method is that solving Eq. (8) can be reduced to
solving a system of linear equations.
There are some aspects we would like to improve about our method. At present, there is no theoretical
bounds on the degree for P and Q, so we are left with the task of spanning all possibilities and, since our
method is applicable to LFOODEs and, in principle, we do not know if the FOODE under consideration
is a LFOODE, this process can go on indeﬁnitely. However, even in the case we do not ﬁnd a solution,
something can already be said about the FOODE: up to the degree for the eigenpolynomials of the D
operator, Q and P we have tested there is no integrating factor of form (15).
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Even if the FOODE under consideration is a LFOODE, there still remains the possible complicating
fact that the degree for P and Q can be high, perhaps, rendering the problem not tractable. For example,
as the degree for Q grows, the number of possible {mi} grows rapidly. But, since we are dealing with
linear algebraic systems, this increasing on the number of possibilities is translated only on more time of
calculation, not on a more complex problem. Furthermore, all the LFOODEs we have encountered so far
could be solved, via our method, in a matter of seconds.
A natural extension to the method presented here is the generalization to LFOODEs, where M and N
also present elementary functions of (x, y).
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