Abstract. We extend Howland's time-independent formalism to the case of CP-divisible dynamics of d-dimensional open quantum systems governed by periodic time-dependent Lindbladian in Weak Coupling Limit, extending our result from previous papers. We propose the Bochner space of periodic, square integrable matrix valued functions as the generalized space of states and examine some densely defined operators on this space, together with their Fourierlike expansions. The generalized quantum dynamical semigroup is then formulated in this space and we show its similarity with dynamical maps on C d×d , i.e. it is CP-divisible, trace preserving and a contraction.
Introduction
Completely positive (CP) and trace preserving (TP) dynamics of open quantum systems governed by time-dependent generators recently began gaining an increasing attention worldwide. In particular, the concept of evolution of open system in the regime of Markovian approximation and under external perturbation of periodic nature led to the formulation of both Markovian Master Equation (MME) and appropriate quantum dynamical map in [1] . In this paper we present an extension of our previous results [1, 2] on CP-divisible dynamics governed by periodic generator in standard form by introducing the so-called time-independent formalism. Such approach was originally invented and applied in the case of unitary, reversible dynamics under periodic self-adjoint bounded Hamiltonian by Shirley [3] , Sambe [4] and Howland [5, 6] and was successfully utilized in e.g. theory of nuclera namgnetic resonance (NMR) [7] [8] [9] and general laser spectroscopy [10, 11] . Time-independent formalism employs the Floquet theory in order to lift the dynamic description of ordinary differential equations (ODEs), such as Schroedinger equation, to in a sense static, algebraic one constructed in the infinite-dimensional generalized space of states. The original ODE is then mapped to an eigenequation of some unbounded self-adjoint linear operator, the Floquet Hamiltonian, acting on this large space. Moreover, one can show that the semigroup generated by this operator may be actually utilized to construct the solution of original ODE. Here we present a construction of the generalized space of states and appropriate dynamics in case of open quantum system described by Markovian Master Equation.
This paper is structured as follows: in Section 2 we provide a concise recollection of most important results regarding CP-divisible dynamics of d-dimensional open quantum systems with periodically modulated Hamiltonian, preceded by short introduction to Floquet theory. In Section 3 we present a formal construction of the time-independent formalism for CP-divisible systems. Starting with analysis of Banach space-valued Fourier series, we construct the generalized space of states and appropriate representations of algebra of bounded operators. Finally, we derive generalized CP-divisible quantum dynamical semigroup in Section 3.4 and demonstrate its relation to CP-divisible dynamical maps on matrix space.
Throughout this paper, C d×d will denote a linear space of complex square matrices of size d and we will use boldface to denote vectors in C d or functions with values in C d or C d×d . · ∞ will generally denote induced operator norm (of matrix or general linear operator), while · L p or · L p , p ∈ [1, ∞], will be reserved for functions (either complex or linear space valued) and denote appropriate L p -norm, with p = ∞ devoted for essential supremum norm. Hermitian adjoint of matrix a ∈ C d×d will be denoted as a * and we will use a notation x ⋆ to denote involution in certain spaces; for T being a linear map on Banach space X , T ′ will denote a dual map and X ′ will be a topological dual space. Time derivative will be interchangeably denoted as dy dt orẏ. We will emphasize any other notational conventions, as needed.
2.
Periodically controlled open quantum systems 2.1. Floquet theory. Let T ≃ R/T Z, T > 0, denote a circle group and let a matrix-valued function t → A(t) ∈ C d×d , t ∈ T, be continuous. Consider a Cauchy problem of a formẋ (t) = A(t)x(t), x(0) = x 0 , (2.1) where x(t), x 0 ∈ C d . Then, there exists a function t → Φ(t) such that each solution to (2.1) is of a form x(t) = Φ(t)c for some vector c ∈ C d . Φ(t) is called the fundamental matrix solution of the ODE and by construction,Φ(t) = A(t)Φ(t) and Φ(t) is invertible for each t. Since fundamental solution is always non-unique, one may additionally require Φ(0) = I; in this case, it is called principal. Then, the following Floquet's theorem applies: Theorem 2.1 (Floquet's). For a Cauchy problem of a form (2.1) with continuous and T -periodic A(t), there exist a T -periodic function t → P (t) ∈ C d×d and constant B ∈ C d×d such that the fundamental matrix solution is Φ(t) = P (t)e tB .
(2.2)
For proof, see e.g. [12] . Expression (2.2) is known as Floquet normal form of fundamental matrix solution and e T B is called monodromy matrix. Assume B to be diagonalizable, i.e. that there exists a linearly independent system (ϕ i )
is the spectrum of B. Then, σ(e T B ) = {e ξiT } d i=1 ⊂ C \ {0} and monodromy matrix is diagonalizable as well. Eigenvalues ξ i of B are called the Floquet exponents (real part of each ξ i is called Lyapunov exponent ), while eigenvalues e ξiT of monodromy matrix are also known as characteristic multipliers of the ODE; much about asymptotic stability of solutions can be implied from the exact analysis of characteristic multipliers [12] .
Let Ω = 2π/T . Clearly, B is non-unique, since for B k = B + ikΩ · I, k ∈ Z, we have σ(e T B ) = σ(e T B k ). This implies, that for every ξ j ∈ σ(B) there exists a countable set {ξ j,n ∈ σ(B k )}, ξ j,n = ξ j + inΩ, ξ j ∈ σ(e T B ), n ∈ Z, (2.3) such that e ξj,nT ∈ σ(e T X ), so in general there exist infinitely many Floquet exponents corresponding to the same set of characteristic multipliers. We will call d j=1 {ξ j,n } a set of shifted Floquet exponents.
where ϕ j (t) = e tξj φ j (t), and φ j (t) = P (t)ϕ j are periodic functions, called the Floquet solutions or Floquet states. It is also not hard to prove that (ϕ j (t)) d j=1 and (φ j (t)) d j=1 are bases in C d for every t ∈ R; to prove this, it suffices to show linear independence of both sets which comes easily from invertibility of Φ(t) and linear independence of (ϕ j ) 
algebra of all linear operators on C d , endowed with operator norm · ∞ , induced by Euclidean norm, i.e. 5) and conjugate transpose a → a * as involution. We endow C d×d with the trace norm a 1 = tr √ a * a, (2.6) which makes (C d×d , · 1 ) a Banach space and a Banach algebra, since it can be shown to satisfy inequalities
for any a, b ∈ C d×d . Then, the time evolution of ρ t will be given by sufficiently smooth mapping t → Λ t ∈ B(C d×d ) such that
where ρ 0 is some initial density matrix, (C d×d ) + is a positive cone in C d×d and linear map Λ t is completely positive and trace preserving (CP, TP) on C d×d for each t ∈ [0, ∞), called the quantum dynamical map. The associated propagator (t, s) → V t,s will be required to satisfy the divisibility condition
s . Then, Λ t is called CPdivisible or Markovian if and only if V t,s is CP, TP for any s ∈ [0, t] for a given t ∈ [0, ∞). We will focus solely on the case of differentiable dynamical maps, i.e. we invoke the common assumption of existence of time-dependent Lindbladian L t , such that Λ t satisfies the time-local MME, here presented in two equivalent forms, 10) with initial conditions often stated as ρ 0 and Λ 0 = I. One can show [13, 14] that if the MME is satisfied, then the resulting Λ t is CP-divisible if and only if L t admits the so-called standard (Kossakowski -Lindblad -Gorini -Sudarshan) form (we put = 1)
where H t = H * t ∈ C d×d is the effective Hamiltonian of the system and (V k,t ) is a sequence of time-dependent noise operators. No universal methods of solving (2.10) are known apart from general techniques involving Dyson or Magnus series expansions [13, 15, 16] . Nevertheless, if the function t → L t is constant or periodic, the exact solutions are known. In the former case, namely if L t = L, the solution is the celebrated quantum dynamical semigroup {e tL : t 0}, i.e. one-parameter, strongly continuous contraction semigroup of CP, TP maps on C d×d ; then, L is an infinitesimal generator of this semigroup given in standard form (2.11), however without any time dependence (see [13, 15, [17] [18] [19] [20] and references therein for details).
2.3. Examples of periodic Lindbladians. At least two classes of periodic Lindbladians, which were derived from the underlying Hamiltonian dynamics of the open system weakly interacting with a quantum stationary reservoir, are known in the literature. The presented examples are used in quantum thermodynamics literature to describe various types of heat engines or refrigerators.
The first one was presented in e.g. [1, 2, 21] ; here the open quantum system was described by a time-dependent, periodic Hamiltonian H t = H t+T and coupled to a large reservoir described in the thermodynamic limit. The interaction Hamiltonian was given by usual expression
where S k ∈ C d×d , and R k are the reservoir's observables. Beside the standard assumptions allowing for application of Weak Coupling Limit (WCL) techniques, one assumes that the modulation is fast, i.e. its frequency Ω is comparable to the relevant Bohr frequencies of the system Hamiltonian. In this case one first applies the Floquet decomposition of the system unitary dynamics defined by propagator u t ,u
Due to Floquet's theorem (Theorem 2.1), a principal fundamental matrix solution u t is then 14) where p t is unitary and periodic, p 0 = I, andH is self-adjoint and called the averaged Hamiltonian. A set of Bohr quasifrequencies is defined as
The Schroedinger picture system dynamics is denoted by U t (a) = u t au * t and its periodic component by P t (a) = p t ap * t . Then, applying WCL technique, one can derive the MME of the forṁ
with solution in a factorized form
The Davies type structure of the semigroup generator K is [22] [23] [24] . Under the condition similar to those behind the quantum adiabatic theorem one can derive the MME of the following forṁ 
Howland's time-independent formalism
In this section we will present a formal construction of time-independent formalism for open quantum system governed by MME (2.16). The formalism will exhibit some similarities with usual quantum-dynamical approach, e.g. complete positivity, trace preservation and contractivity of evolution maps. We will largely adapt the approach by Sambe [4] and Howland [5, 6] as mentioned earlier, who introduced the idea of enlarged Hilbert space of states and generalized dynamics in order to find solutions of Schroedinger equation with periodic Hamiltonian as an extension of method proposed by Shirley [3] . We will not, however, elaborate much on the unitary (Hamiltonian) time independent formalism; interested readers should refer to literature, e.g. [3] [4] [5] [6] [7] [9] [10] [11] and references therein, for further details.
For convenience we will require some regularity of Hamiltonian H t , namely we will assume t → H t is periodic and piecewise C 1 , i.e. continuous and of piecewise continuous first derivative. This assumption is quite mild and will be of particular importance for convergence of certain operator series later on.
3.1. Generalized space of states. Let (Ω, Σ, µ) be a finite measure space and let (X , X ′ ) be a dual pair for Banach space (X , · ), with duality pairing
, the Bochner space of µ-measurable, p-integrable, X -valued functions on Ω, complete with respect to L p -norm
Naturally, L p (Ω, X ) is a Banach space for every p ∈ [1, ∞). One shows [25] that if X has a Radon-Nikodym property with respect to ( 
Let (Ω, Σ, µ) = (T, B(T), T −1 λ) with Σ = B(T) the σ-algebra of Borel subsets of T and µ = T −1 λ a normalized Lebesgue measure, T −1 λ(Ω) = 1. Also, let (e n ) n∈Z , e n (t) = e inΩt denote the Fourier basis in space L p (T), p ∈ (1, ∞) and let D n = |k| n e k be the Dirichlet kernel. The n-th partial Fourier sum operator D n * is given by convolving D n with f as
where
It is a standard result in harmonic analysis that for any complex-valued ϕ ∈ L p (T), p ∈ (1, ∞), the sequence of its partial Fourier sums converges to ϕ in L p -norm [26] , and by Carleson-Hunt theorem [27, 28] , also pointwise almost everywhere (a.e.) over T. These results generalize elegantly to the case of Bochner spaces:
is a UMD (unconditionality of martingale differences) Banach space with unconditional Schauder basis and
and also pointwise a.e. to f (t), t ∈ T, i.e. for any f ,
For more detailed version of the above theorem and proofs, see e.g. [29, 30] and references therein, as well as [31] ; for UMD spaces, see [32] .
We say that Fourier series of Banach space-valued function f :
Moreover, Fourier series n∈Z f n ⊙ e n , f n ∈ X , will be called absolutely convergent,
, where · ′ stands for the matrix dual norm. If · is chosen to be the induced operator norm (2.5), then · ′ ∞ = · 1 , and vice versa [33] . Therefore,
is reflexive, so has a Radon-Nikodym property; therefore
, which is complete with respect to norm
Now we are ready to formulate a notion of generalized space of states. We propose a following definition within time-independent formalism:
) of square integrable periodic matrix-valued functions, complete with a norm
will be called the generalized space of states, or the Floquet space of states. The corresponding dual space is L 2 (T, C d×d ∞ ) and the pairing is given by
Remark 1. We choose the case p = 2 mainly for good convergence of Fourier
) possesses a Fourier series which converges in norm and also pointwise a.e. by virtue of Theorem 3.1. This property will be important for existence and convergence of certain Fourier-like expansions of operators acting on
in the space of periodic matrixvalued functions by
) is a Hilbert space. Matrix norms · 1 and · 2 can be shown to be equivalent [33] and it is easy to see
are equivalent as well, thus inducing the same topology on
) are canonically isomorphic as Banach spaces. This identification may be useful for various computational reasons (we will not, however, exploit it in this article).
Remark 3. We choose · 1 norm in the target space, as in particular, this allows certain evolution maps on
) to be contractions with respect to this norm, which is an expected property of irreversible quantum evolution.
3.2.
Isomorphic representations of generalized space of states. Bochner spaces may be given a standard tensorial representation in a following manner: the algebraic tensor product
) via a natural injection ι defined on simple tensors as ι(a ⊗ h) = a ⊙ h and then extended by linearity. This allows to endow this tensor product with a norm
(we use the same symbol to denote both norms). In result, the injection extends to an isometric isomorphism
where C d×d⊗ L 2 (T) is the completion of algebraic tensor product with respect to
; we will use a notationf for elements in C d×d⊗ L 2 (T) to indicate the
is not a tensor norm, as it does not satisfy the so-called mapping property [34] and alternative choices are possible [35] .
For eachf ∈ C d×d⊗ L 2 (T) one can find a unique sequence (f n ) n∈Z ⊂ C d×d such that f = n∈Z f n ⊗ e n ,f = ι(f ) = n∈Z f n ⊙ e n , both series norm-convergent. Clearly, n∈Z f n ⊙ e n is a Fourier series of function f = ι(f ) and, since C d×d 1 is a UMD space, it converges pointwise a.e. by Theorem 3.1,
. Both the Bochner space and its tensorial form, being identified, will be sometimes referred to as the generalized space of states simultaneously. ) of all linear maps on C d×d 1 may be identified with C
) with supremum norm
Definition 3.2. Fourier shift operators F n , n ∈ Z and Fourier number operator F z , all acting on L 2 (T), are defined via equalities
Proposition 3.1. Fourier operators have the following properties:
(1) {F n : n ∈ Z} is a unitary commutative representation of group (Z, +),
F z is self-adjoint and unbounded.
Proof. Properties (1), (2) as well as self-adjointness of F z can be easily shown by direct computation. Unboundedness of F z is also clear: simply consider sequence of basis vectors (e n ) n∈Z and notice sup n∈Z F z (e n ) L 2 = sup n∈Z |n| = ∞.
Property (1) leads in particular to group-like conditions
The idea standing behind introduction of Fourier operators is such that they may be efficiently used to represent periodic operator-valued functions as time-independent static operators defined on the generalized space of states.
Let A be a linear operator on
14)
will be called the Fourier lifting of A. Naturally, mapping A →Ã is a bijection. By making a proper choice of A one can then uniformly express operators, possibly time-dependent, acting on matrix-valued functions, as "static" operators acting on a subspace of C d×d 1⊗ L 2 (T). In realm of time-independent formalism, this operation allows for passing from ODE-based analysis to time-independent, purely algebraic one. By additionally assuming denseness of Dom A, one may ensure a definition of Fourier lifting to be well-suited for representing discontinuous operators (like a derivative operator).
for duality pairing (3.8) .
); similarly,Ã ′ exists and it is straightforward to show, thatÃ
), k ∈ {0, 1, ∞} the linear spaces of continuous (k = 0), continuously differentiable (k = 1) and smooth (k = ∞) matrix-valued functions on T. As each periodic continuous function is bounded, in particular we have
), as it contains all the smooth functions.
The target space of such multiplication can be unfortunately much larger than original space, as
) is not an algebra. Nevertheless, multiplication by any essentially bounded function is well-posed, i.e. the inclusion
which easily comes from inequality (2.7). As
) yields the second inclusion. It is easy to check that constant function I ⊙ e 0 is a neutral element of multiplication in
is then naturally an involution on
3.2.3. Complete positivity, trace preservation and contractions. Dynamical maps posses two important mathematical properties -the complete positivity and trace preservation -imposed to ensure the overall "physicality" of the evolution. One can then expect similar conditions are satisfied by generalized quantum dynamics, lifted to space
). As we show later on, this indeed is the case: the generalized dynamics will exhibit complete positivity and trace preservation (as well as contractivity) conditions, in the sense which we define in this section.
) positive, f 0, if and only if f (t) 0 for every t ∈ T. The positive cone P + will be then generated by all elements of a form g ⋆ g,
For given operator A, let A n = I ⊗ A denote its extension on algebraic tensor product
), will be called:
Complete positivity and n-positivity on C d×d 1⊗ L 2 (T) will be then defined and denoted analogously as CP(⊗) and P n (⊗), respectively. The correspondence between positivity on both spaces is also evident, i.
Canonical trace of a matrix is a positive linear functional on C d×d , uniquely represented by identity matrix such that tr a = (I, a) C d×d for any a ∈ C d×d . One can then formulate similar definition of traces on both
given by
). By analogy, the trace on
Let us denote sets of all trace preserving maps on both spaces
and TP(⊗), respectively. One can immediately show that we have A ∈ TP(L 2 ) iffÃ ∈ TP(⊗).
Proof. We will only prove the first statement, as the second one is a trivial rewriting. Suppose A ∈ TP(L 2 ); applying (3.15) and (3.18) we have
Requirement of (3.20) and tr L 2 f being equal yields A ′ (I ⊙ e 0 ) = I ⊙ e 0 . The opposite implication is analogous.
3.3.
Examples of operators and their properties. Here we will construct and provide some basic properties for three important operators on space L 2 (T, C d×d 1
), together with their counterparts acting on C d×d 1⊗ L 2 (T); this will include the timedependent operator-valued function, derivative operator and shift operator. The next section will provide some concrete expressions for aforementioned operators; in particular, the infinite series representation will be introduced (with some certain convergence issues addressed).
) be a periodic, operator-valued function. It induces a linear operator A acting on
In all the following, we will be assuming t → A t is a bounded function of t, i.e. sup t∈T A t ∞ = C is finite, where A t ∞ = sup a 1 1 A t (a) 1 is the operator norm of A t as a map on C d×d 1
. In such case it is easy to notice
). Employing (3.15) we find A ′ given by 24) where the prime symbol at the right hand side denotes a dual in a sense of (3.21). Its Fourier liftingÃ ′ then satisfies, due to (3.14),
Proof. By Lemma 3.1, A ′ is unital and therefore
and A t is unital as well; as for any a ∈ C d×d 1 we have
). On the contrary, supposing A t trace preserving and applying (3.19) we immediately obtain the opposite.
).
Proof. This claim is shown by simple computation
as A t (a) 1 a 1 .
Remark 4. The opposite claim does not hold. As a counterexample, take A defined as a multiplication operator via A(f ) = ξf , where ξ ∈ L 2 (T), f (t) 0, f L 2 = 1, and f (t) > 1 for t in a finite family of sub-intervals in [0, T ). Take any f = a ⊙ e 0 , i.e. a constant function f (t) = a ∈ C d×d ; one has, after simple algebra,
29)
so A is a contraction. However, take ξ as, say, quadratic function of t with zeroes at points t = 0 and t = T , given as
Then, one easily finds ξ L 2 = 1 and ξ(t) > 1 over interval (t 1 , t 2 ) centered around T /2, where the maximal point of ξ is located, ξ(T /
(
) for every t ∈ T. If additionally A t admits a Kraus representation 31) such that for each j, a mapping t → X j,t is a bounded matrix-valued func-
so A ∈ P n (L 2 ). As the above remains valid for any
for some elements
) may be injectively embedded in space of all periodic functions with values in
d×d . Then, acting with η on (3.35) we obtain
Left hand side of (3.36) may be however put in a form
which yields
In particular, one can take f to be any constant matrix-valued function, i.e. f (t) = a ∈ C nd×nd . As space of all constant functions is isomorphic to entire C nd×nd , we have for every a ∈ C nd×nd ,
for some (g k ), i.e. A t is n-positive for every t ∈ T, and, since the above result does not depend on n, completely positive.
Time derivative and right shift operators. Each
) may be expressed as a matrix of functions
) will be defined, by Lemma A.1, in standard manner as Fréchet derivative
∂ is densely defined (as space
), containing all smooth functions, is dense in L 2 (T, C d×d 1 )), unbounded and closed. By isometry, its Fourier lifting∂ is also densely defined on Dom∂ = ι −1 (C 1 (T, C d×d 1 )), unbounded and closed.
Proposition 3.5. Fourier lifting of ∂ and its dual∂ admit expressions
Proof. Let us take any function f ∈ L 2 (T, C d×d 1
) and set ξ n = |k| n f k ⊙ e k , f k ∈ C d×d 1 , to be its partial Fourier series. As ξ n is clearly differentiable, we have
Since ξ n → f and ∂ is closed, ∂(ξ n ) → ∂(f ); similarlyξ n →f = ι −1 (f ) and
and so ∂ ′ = −∂, which comes from integrating by parts over T (see [36] for details); as a result,∂ ′ = −∂.
Finally, we address the last example, namely the shift operator. The unitary abelian group {S τ } of shift operators on L 2 (T), acting by S τ (g)(t) = g(t + τ ) may be easily shown to be generated by iΩF z : indeed, for any
) also by S τ , i.e. S τ (f )(t) = f (t + τ ). Analogously, define ∆ τ as a right shift operator on
) by imposing
and denote by∆ its Fourier lifting.
Proposition 3.6. We have∆ τ = I ⊗ e −iτ ΩFz and set {∆ τ : τ 0} is a semigroup of right shift operators on
), infinitesimally generated by
so indeed∆ τ = I ⊗ e −iτ ΩFz is the Fourier lifting of right shift ∆ τ and, by simple algebra, the semigroup properties are obvious. Computing the derivative of function τ →∆ τ automatically proves the second claim, i.e. −∂ = −iΩ I ⊗ F z indeed generates the semigroup {∆ τ }. Proof. Family {∆ τ } is easily shown to be a semigroup of CP maps. As the Lebesgue measure is traslationally invariant, for any periodic measurable ϕ and any δ ∈ R we have
), so ∆ τ ∈ TP(L 2 ); as the above computation remains true after changing f (t − τ ) for f (t − τ ) 2 1 under the integral, the equality
emerges, so it is a contraction semigroup. Claims related to family {∆ τ } then follow.
Evolution in generalized space of states.
3.4.1. Generalized Lindbladian. Now we are ready to apply the general construction outlined in previous sections to define the dynamical map in the generalized space of states. First, let us set operators L, P on L 2 (T, C d×d 1
) given as in section 3.3.1 as operator-valued functions
where t → P t and t → L t were originally given in section 2.3 by formulas
Then, from cyclic properties of trace, one can easily obtain 
Applying (2.14) it is easy to obtain dp t dt = −iH t p t + ip tH , dp * t dt = dp t dt * , (3.54)
as well as, after some algebra, derivativesṖ ,Ṗ ′ ,
Proposition 3.8. The following hold:
(1) Fourier series n∈Z P n ⊙ e n converges absolutely and uniformly to P , (2)Ṗ andṖ ′ admit uniformly convergent Fourier serieṡ
4) P andP are distributive and preserve adjoints, (5) P ∈ CP, TP(L 2 ),P ∈ CP, TP(⊗) and both P ,P are isometries.
Proof. Ad (1). AsṖ is bounded, this claim is a consequence of Lemma A.6 (see Section A.1 in the Appendix). Ad (2) . Second derivatives of P and P ′ are easy to compute (we will omit the explicit calculations) and one immediately notices thatP andP ′ exist whenever dH t /dt exists. From assumption of a.e. differentiability of H t we concludeP andP ′ are piecewise continuous; therefore by Lemma A.5, bothṖ andṖ ′ admit uniformly convergent Fourier series.
Ad (3) . This comes easily from unitarity ofp and p. Ad (4). Again, employing unitarity of p,
for any f g ∈ L 2 (T, C d×d ), and
Similar claims remain true for Fourier liftings. Ad (5) . From cyclicity of trace and unitarity of p t we have tr P t (a) = tr a, so P t ∈ TP(C d×d ) for each t ∈ T and P, P ′ ∈ TP(L 2 ) by Proposition 3.2. As P t (a) = p t ap * t is clearly of Kraus form for each t ∈ T and t → p t is a bounded function, Proposition 3.4 yields P, P ′ ∈ CP(L 2 ) and in consequenceP ,P ′ ∈ CP(⊗). For any a ∈ C d×d we have a 1 = a * 1 [37] ; this yields that for any unitary matrices u, v, mapping a → uav is an isometry,
since p t is unitary and P t is an isometry. Switching p t with p * t also yields P −1 t is an isometry as well. This yields
which shows P ,P are isometries.
) and therefore it is square-integrable.
Proof. Pick any t ∈ T; then
Trivially, for any two matrices a, b ∈ C d×d , one has [a, b] 1 2 a 1 b 1 (we note, however, that one can provide a better upper bound; see [38] for details). As any two norms on C d×d are equivalent [33] , there exists a constant
where (3.63b) comes from Proposition 3.8. So we have
) given as
will be called the generalized Lindbladian. Its Fourier liftingL, densely defined on
)) will be then simultaneously given bỹ
and often referred to by the same name.
Recall, that Floquet theorem allowed to postulate the Floquet normal form of the solution to the MME 2.16 given by Λ t = P t e tL forL = −i[H, · ]+K (2.17). Assumē L to be diagonalizable by family of linearly independent matrices
and the corresponding eigenbasis is
Similarily, family {P (ϕ j ⊗ e n )} is the eigenbasis ofL for the same eigenvalues.
Proof. It suffices to show φ j,n satisfy the eigenequation
Note, that φ j,n (t) = e −tξj,n ϕ j (t), where ϕ j (t) = e tξj φ j (t); substituting this back to (3.70) and employing the fact, that ϕ j (t) solves the MME (2.16), i.e. L t (ϕ j (t)) = ϕ j (t), the result is immediate.
3.4.2.
CP-divisible dynamics in generalized space. In this section we will partially follow the reasoning given by Howland [5, 6, 39] . Let an operator-valued function
is the propagator of quantum dynamical map Λ t . We will consider a composition of V τ with a right shift operator ∆ τ given by (3.45), namely a function
as well as its Fourier liftingW τ .
Theorem 3.2. Families {W τ } and {W τ }, τ ∈ [0, ∞), are strongly differentiable contraction C 0 -semigroups of completely positive and trace preserving maps over
Proof. We prove the statement only for W τ , as the proof forW τ can be performed in analogous manner. Applying general ideas by Howland [5, 39] we first check the semigroup properties. Clearly, W τ = I; applying Chapman-Kolmogorov properties of V t,s for τ 1 , τ 2 ∈ [0, ∞) (e.g. divisibility) we obtain
and so W τ1+τ2 = W τ1 W τ2 . As Λ t is CP-divisible, V t,t−τ ∈ CP, TP(C d×d ) and is a trace norm contraction for every t ∈ [0, ∞). Propositions 3.2 and 3.3 yield V τ ∈ TP(L 2 ) and V τ is a contraction. For f (t) = a, the constant function, (2.17) yields, after simple algebra
As e τL ∈ CP, TP(C d×d ), it admits Kraus representation e τL = d 2 j=1 Y * j,τ aY j,τ . This allows to write V t,t−τ in Kraus form as well,
where functions t → X jτ,t are clearly bounded. Then, Proposition 3.4 guarantees
and is a contraction (Proposition 3.7), we finally have W τ ∈ CP, TP(L 2 ) and W τ is a contraction as well. Claims related tõ W τ follow simultaneously.
To show that both families are generated by claimed maps, it suffices to compute the strong derivative of τ → W τ . We have, for any f ∈ C 1 (T,
, where g(t, τ ) = Λ
The derivative of g(t, ·) is easily found to be ∂g(t, τ ) ∂τ
where the limit exists for every f ∈ C 1 (T, C d×d 1
) and W τ = e τ L ; then, the remaining claimW τ = e τL is obtained after considering appropriate Fourier lifting.
Proposition 3.10. Semigroup {e τL } admits factorized form
Proof. Notice, that one can writẽ
where∆ τ = I ⊗ e −iτ ΩFz is the Fourier lifting of right shift operator, as given in Proposition 3.6; this yields
(3.82) by Theorem 3.2, as claimed. Proposition 3.11. Solution of the MME (2.16) may be expressed as
where ρ 0 ∈ C d×d is the initial density operator, ρ 0, tr ρ 0 = 1.
). By straightforward consequence of (3.72) and Theorem 3.2,
which is equal to Λ t (ρ 0 ), as V t,s = Λ t Λ −1 s and Λ 0 = I. The second equality follows after putting ρ 0 ⊗ e 0 = ι −1 (ρ 0 ⊙ e 0 ) and
3.5. Fourier formulation of time-independent formalism. In usual approach to time-independent formalism, say in NMR analysis [7, 9] , one often finds informative and useful to work with explicit, Fourier-like expansions of certain Fourier liftings; and so, given a time-periodic operator A t = A t+T (for example the NMR Hamiltonian), one often expresses its related Fourier liftingÃ as a series
where A n = 1 T T A t e −inΩt dt stands for the Fourier transform of A t and {F n } are unitary Fourier shift operators, as given by Definition 3.2. In this section, we explore such Fourier-like expansions of various time-dependent operators in some more detail and address some convergence-related issues.
3.5.1. Fourier-like expression forÃ and its convergence. Here we examine convergence of Fourier-like expressions (3.85) in case of some particular operator A on
) defined as in Section 3.3.1 by A(f )(t) = A t (f (t)), where t → A t is an operator-valued function. We explicitly note this function as A : T → B(C d×d 1 ), A(t) = A t . In all the following, we put
Proposition 3.12. If Fourier series n∈Z A n ⊙ e n converges uniformly to A, then
Proof. It is easy to see, that
which tends to 0 as n → ∞, as Fourier series n∈Z A n ⊙ e n converges uniformly to A. Then, Fourier series n∈Z A ′ n ⊙ e n converges uniformly to A ′ and (3.87) may be directly reapplied to show that n∈Z A ′ n ⊗ F n converges toÃ ′ .
Proposition 3.13.
) be bounded. Then,Ã is bounded and series n∈Z A n ⊗ F n and n∈Z A ′ n ⊗ F n converge toÃ andÃ ′ , respectively, pointwise
Proof. Boundedness of A and
); employing boundedness of A k and isometry properties of ι we have
which tends to 0, n → ∞, as f attains its maximum over T. The second equality results analogously. ) converges absolutely, then n∈Z A n ⊗ F n converges strongly toÃ. Likewise, n∈Z A ′ n ⊗ F n converges strongly toÃ ′ .
Proof. Sequence (T n ) ⊂ X of bounded operators on Banach space X converges in strong operator topology to some T ∈ B(X ), if and only if [40] (1) for all x ∈ M , where M is dense in X , we have (T n − T )(x) → 0, and
, first condition is automatically fulfilled by Proposition 3.13. Operator norm in B(C d×d 1⊗ L 2 (T)) is a cross-norm and F n ∞ = 1, so we have
which is finite from absolute convergence of Fourier series. Thus, ( T n ) is bounded and strong convergence is shown (proof for the adjoint series is analogous).
) is continuous and of bounded derivative, then A is an endomorphism over C 1 (T, C d×d 1
).
Proof. As linearity is obvious, we need to show A(
); it suffices to find such continuous ξ, that for any t ∈ T
In fact one can easily show, that
by adding and subtracting 1 h A t (f (t + h)) under the norm in (3.91), applying (3.92) and reordering terms; we then obtain the upper bound on l.h.s. of (3.91),
where O(h) = f (t + h) − f (t). Due to continuity of f and boundedness of A ′ , (3.93) tends to 0 as h → 0. ) be bounded functions of uniformly convergent Fourier series n∈Z A n ⊙ e n , n∈Z B n ⊙ e n , respectively, and let one of the series be additionally absolutely convergent. Then,ÃB can be expressed as norm-convergent seriesÃB
Proof. Without loss of generality assume n∈Z A n ⊙e n converges absolutely. Then, again employing isometry properties of ι, we have
Adding and subtracting |k| n A k e ikΩt B t under the norm and employing triangle inequality one can find the upper bound of (3.95) to be
Since sup n∈Z |k| n A k ∞ is finite (because of assumed absolute convergence), the above upper bound tends to 0 as n, m → ∞, since both n∈Z A n ⊙ e n and n∈Z B n ⊙ e n were assumed to converge uniformly.
Explicit expressions for generalized Lindbladian and generated dynamics.
Proposition 3.16. Series n∈Z P n ⊗ F n converges toP in norm.
Proof. Norm convergence is assured by Proposition 3.12 since P and P ′ are continuous functions (Proposition 3.8).
Proposition 3.17. The following hold:
Proof of this Proposition will involve a series of secondary lemmas, accessible in Section A.2 in the Appendix.
Proof. Ad (1). As L is bounded and therefore square integrable (Lemma 3.2), pointwise convergence of the series is assured by Proposition 3.13.
Ad (2) . Let Q denote the Fourier lifting ofṖ ; see Lemma A.8 for details. Employing Lemmas A.7 to A.12 we havẽ
From (2.10) one has L t =Λ t Λ −1 t , which, together with (2.17), yield
The m-th Fourier component of L t , after employing Proposition 3.8, turns out to be given by series
converging in norm due to Lemma A.10. Substituting (3.100) to (3.98) we obtain, due to Lemma A.12,
Ad ( 
which comes from unitarity ofp. Likewise, employing (2.18) we obtaiñ Aspp ⋆ = I ⊗ e 0 is constant, we have iΩ I ⊗ F z (pp ⋆ ) = 0 and by the chain rule,
We then put iΩ I ⊗ F z (p), with aid of (2.14) and Schroedinger equation, into a different form
which, after substituting back to (3.106) yields
Finally, equaling (3.65) and (3.97) and utilizing (3.104), (3.105) and (3.109) one obtains, after some algebra,
which is of standard form by (3.105).
Summary
We constructed an infinite-dimensional generalized space of states suited for representing a CP-divisible dynamics of open quantum systems governed by periodic Lindbladian in Weak Coupling Limit regime. As was shown in previous section, the general solution of MME may be expressed via one-parameter CP-divisible contraction semigroup acting on this space, generated by a generalized, unbounded Lindbladian. We already stressed that this approach shares many similarities with, and therefore is an extension of, unitary (Hamiltonian) time-independent formalism. In the unitary case, one relies on generalized, self adjoint, infinite dimensional Floquet Hamiltonian H F , which generates a group of unitary evolution operators e −iτ HF on the generalized space of states, which is chosen to be also a Hilbert space. The resulting dynamics, after "projecting" back on the Hilbert space of a system, remains unitary (see the references for details). The case of CP-divisible dynamics seems to be no different: Floquet Lindbladian L becomes an analogue of Floquet Hamiltonian and the semigroup which it generates is a contraction C 0 -semigroup of completely positive and trace preserving maps on Bochner space, while the "projected" dynamical map remains CP-divisible, as expected. Shifted Floquet quasienergies, i.e. the point spectrum of H F , are replaced by point spectrum of L, however they still play similar role in the formalism. This allows to expect even more apparent similarities between unitary and dissipative approaches after extending the time-independent formalism to the case of quasiperiodic Lindbladians, which seems as a natural direction of further research (such generalization was already shown to be possible in unitary case, at least for Lyapunov-Perron reducible systems; see [41] ).
and so
On the contrary, assume otherwise, i.e. F(t) ∞ F L ∞ for a.e. t ∈ U ; this and equivalence
r j,k=1 be periodic. If all functions f jk admit a uniformly convergent Fourier series, so does F.
Proof. Let f jk = n∈Z f jk,n ⊙ e n converging uniformly for all pairs (j, k). Define matrix G n = [f jk,n ] r j,k=1 , n ∈ Z. As · ∞ · 2 and square root is a continuous and strictly increasing function, we easily have
As sup t∈T |D n * f jk (t) − f jk (t)| → 0, i.e. Fourier series of all f jk converge uniformly, the limit in (A.6) is 0 and indeed n∈Z G n ⊙ e n converges to F uniformly. As we have
it is the Fourier series of F and the claim is shown.
. If all functions f jk admit absolutely convergent Fourier series, so does F.
Proof. Again, let F n = [f jk,n ]; we have to show n∈Z F n ∞ converges. Assume the absolute convergence for all functions f jk , i.e.
so n∈Z F n ⊙ e n converges absolutely.
) is everywhere differentiable andȦ is piecewise continuous, then n∈Z A n ⊙ e n converges uniformly to A.
, where all A jk : T → C are periodic and continuous. Lemma A.1 yields that if A is differentiable and of piecewise continuous derivative, then A jk ∈ C 1 (T) andȦ jk is piecewise continuous, and therefore absolutely integrable, for all pairs (j, k). As Fourier series of such function is uniformly convergent, this implies n∈Z A n ⊙ e n also converges uniformly due to Lemma A.3. ) is bounded, then n∈Z A n ⊙ e n converges absolutely and uniformly to A.
, where all A jk are periodic and continuous. By Lemma A.2, allȦ jk are bounded and therefore square integrable; this implies that Fourier series of each A jk converges absolutely and uniformly [43] ; by Lemmas A.3 and A.4, n∈Z A n ⊙ e n converges absolutely and uniformly to A. Lemma A.7. We have, that (1) iΩ n∈Z P ′ n ⊗ F z F n converges pointwise to (iΩ I ⊗ F z )P ′ ,
(2) iΩ n∈Z P ′ n ⊗ F n F z converges pointwise toP ′ (iΩ I ⊗ F z ),
Proof. Ad (1). Both (iΩ I ⊗ F z )P ′ and iΩ |k| n P ′ k ⊗ F z F k may be shown to satisfy ι • (iΩ I ⊗ F z )P ′ (f )(t) = ∂(ι •P ′ (f ))(t) = d dt P ′ t (f (t)) (A.9a) =Ṗ ′ t (f (t)) + P ′ t (ḟ (t)),
= (D n * Ṗ ′ )(t)(f (t)) + (D n * P ′ )(t)(ḟ (t)), yielding, after some manipulations, that for anyf ∈ ι −1 (C 1 (T, C d×d 1 )) )) by Theorem 3.1 and Proposition 3.8 and therefore this upper bound is 0 as n → ∞; the first claim is shown.
Ad (2) . Analogously, we start with noting that ι •P ′ (iΩ I ⊗ F z )(f )(t) = P ′ t (ḟ (t)), (A.11a)
= (D n * P ′ )(t)(ḟ (t)).
As df /dt is continuous and periodic, it is bounded and so one gets, after some algebra,
which again vanishes as n → ∞, since P ⋆ is square integrable and the second claim is proved. converging in norm.
Proof. As Fourier series of bothṖ andṖ ′ converge uniformly by Proposition 3.8, we can apply Proposition 3.12.
Lemma A.9. It holds, that [iΩ I ⊗ F z ,P ′ ] = Q ′ .
Proof. From proposition (3.1) we have F z F k = kF k + F k F z for any k ∈ Z and we can write 14) where all the series converge due to Lemmas A.7 and A.8. Therefore, putting n → ∞ we can restate (A.14) as Proof. Consider constant function t → A t given via A t (a) =L(a), a ∈ C d×d . Then, A =L ⊙ e 0 , andÃ =L ⊗ F 0 , which is bounded. Let β be defined on L 2 (T, C Proof. This is immediate from Moore-Smith theorem. Put (s mn ) as
Then, one easily shows y m = iΩP |k| m kP 21) and so lim n→∞ s mn = y m as n∈Z P n ⊗ F n converges toP . On the other hand, z n = iΩ |l| n P l ⊗ F l Q ′ satisfies
so lim n→∞ s mn = z n since iΩ n∈Z nP ′ n ⊗ F n converges to Q ′ (by Lemma A.8).
Limits of both (y m ) and (z n ) coincide and are equal toP Q ′ and Moore-Smith theorem yields the convergence of (s mn ), as claimed. Second claim follows from taking dual of first equality and renaming indices.
Lemma A.12. OperatorP Q ′ satisfiesP Q ′ + QP ′ = 0.
Proof. For anyf ∈ C d×d 1⊗ L 2 (T) and t ∈ T we obtain after simple algebra, ι • (QP ′ +P Q ′ )(f )(t) = (Ṗ t P ′ t + P tṖ ′ t )(f (t)) (A.23)
after applying unitarity of P (point 3 in Proposition 3.8).
