Introduction
[2] In their elegant survey of baroclinic instability theory Pierrehumbert and Swanson [1995] commented that 'baroclinic instability is unambiguously successful in explaining why differentially heated rotating planets spontaneously generate transient eddies. . . and has yielded insights as to the interplay of baroclinic eddies and static stability. . . ' (p. 461) . One focus of the present work is to explore an aspect of that interplay and the consequences of the temporal variations of meridional temperature gradients (or vertical shear) and static stability. There are many facets to the interaction of these two quantities which give rise to, at first sight, surprising results, and it is clear that the understanding of the influence of Southern Hemisphere (SH) static stability on a range of timescales is essential for obtaining a more comprehensive picture of cyclonic development in a broad range of contexts. For example, Walland and Simmonds [1999] discussed how the southern Semiannual Oscillation (and its associated cyclonic features) exhibits two high latitude surface pressure minima during the year, with the one occurring in October being more intense than that in March. The associated meridional temperature gradient at these latitudes is, however, stronger in March. They found this apparent paradox to be explained when allowance was made for the seasonal evolution of static stability, and then the larger peak of baroclinicity occurred in October. In general, the complexity of the high southern latitude environment dictates that nonlinearities and covariances (on synoptic timescales, for example) between fundamental variables are strong [e.g., Simmonds and Dix, 1989; Gulev, 1997; Simmonds et al., 2005] , meaning that the estimation of nonlinear quantities (e.g., surface fluxes) from mean fields (in either a temporal sense (e.g., monthly or seasonal) or spatial sense (e.g., zonal average)) is liable to significant error.
[3] Most studies of the instabilities of the SH circulation have been undertaken with the time mean basic flows. Among these are those conducted with normal mode analysis [e.g., Berbery and Vera, 1996; Walsh et al., 2000] , and those with sophisticated global instability models [e.g., Frederiksen and Frederiksen, 2007] . An issue of relevance to these is that, given the intimate connection between the mean flow and cyclonic activity, it is not entirely clear how the ''basic state'' should be defined in such studies. Trenberth's [1981] analysis of SH eddies led him to comment that 'the ''basic state'' for instability studies is not necessarily the same as the observed mean flow' (p. 2604). Holloway [1986] also remarked that '. . . there is the disturbingly nontrivial problem of distinguishing mean and fluctuating fields. . . This problem is compounded when we ask the dynamical question, how are mean and fluctuating fields interrelated? ' (pp. 91 -92) . Similar sentiments were recently voiced by Descamps et al. [2007] .
[4] Here we address an aspect of this issue by considering the sensitivity of mean baroclinic growth rates calculated from the Eady [1949] formulation. Under this very commonly-used framework the maximum growth rate of eddies is proportional to the ratio of the meridional temperature gradient and the Brunt-Väisälä frequency. Because this expression for the growth rates is nonlinear, it is clear that a true appreciation of the mean Eady growth rate cannot strictly be determined from the mean atmospheric state, but rather the mean rate should be determined from the mean of the instantaneous growth rates calculated over some extended period. (Only a handful of (Northern Hemisphere (NH)) studies have adopted this approach, but they presented no quantification of the sensitivity of the growth rate calculated in these two ways.) Our goal in this paper is to quantify and explain the bias in calculating Eady growth rates using a time-mean state.
Data and Methods

Meteorological Analysis Set
[5] Our investigation is conducted with the Japanese 25-year reanalysis (JRA-25) [Onogi et al., 2007] . This set was explicitly chosen for our analysis because it may have some advantages over sets previously used for eddy growth studies. For example, the time series of global precipitation is superior to that in ERA-40 [Uppala et al., 2005] . (The moisture analysis scheme used in ERA-40 resulted in very large global average differences between precipitation and evaporation (about 0.6 mm day À1 ), whereas the JRA-25 reanalyses are much closer to balance (particularly since 1995) [Uppala et al., 2008] .) These and other features mean that the important source of latent heat, especially in the tropics, is well simulated in the JRA-25 assimilating model and this, in turn, would be expected to have global consequences for the quality of the reanalysis. Forcing in the tropical regions has a very strong impact on the baroclinic zones in the high southern latitudes [e.g., Simmonds and Jacka, 1995; Lim and Simmonds, 2008] and on teleconnections [Karoly et al., 1989 ]. The precise treatment of tropical latent heat release significantly impacts on extratropical weather and climate.
[6] The JRA-25 assimilation model has a resolution of T106L40. The reanalysis data set is archived every 6 hours and available on a global 2.5°Â 2.5°latitude-longitude grid. The parts of the JRA-25 to be used here cover the period of 1979 -2007.
Eady Growth Rate
[7] Our analysis of baroclinic growth follows the maximum growth rates for the configuration of the Eady problem. The Eady growth rate is given by [Vallis, 2006] where N is the Brunt-Väisälä frequency (where N 2 = g q @q @z , g being the acceleration due to gravity, z the vertical coordinate, and q the potential temperature) and f is the Coriolis parameter. U (z) is the vertical profile of the eastward wind component.
[8] We perform our examination for Winter (June -August (JJA)) and Summer (December -February (DJF)), and s E is calculated at 500 and 850 hPa. Our investigations have been performed at these lower-and mid-troposphere levels as they present different insights, and it is not clear as to the most informative level(s) over which to assess baroclinic characteristics [see, e.g., Hoskins and Valdes, 1990; Lim and Simmonds, 2007] . Hoskins and Valdes [1990] calculated their parameter 'over a depth of 2 km just above the boundary layer', and presented the results of their (NH) calculations at about 780 hPa. Our perspective is that over the SH with its relatively modest topography over the regions of interest a slightly lower level is appropriate and we have performed our analysis at 850 hPa. To calculate the maximum growth rates at the 500 hPa level the potential temperatures at 300, 500 and 700 hPa are used to estimate the Brunt-Väisälä frequency and the vertical shear. (The vertical shear in equation (1) was expressed in terms of the meridional temperature gradient using the thermal wind equation, and use was also made of the hydrostatic equation.) Similarly, the growth rates at 850 hPa were determined from temperatures at 700, 850 and 1000 hPa.
[9] We first calculated the seasonal average fields and followed the usual method of using these to estimate the mean Eady growth rate using equation (1). Then we computed the climatology of the Eady growth rate for each season (s savg ). In a second approach we calculated the instantaneous s E from each of the 6 hourly data, and calculated the long term averages of these growth rates (s tran ). For ease of reference below, we will refer to these techniques for computing s savg and s tran as methods M (for mean) and T (for transients), respectively.
Results
Mean Winter and Summer Growth Rates
[10] We firstly show the 850 hPa s E calculated from the JRA-25 winter mean fields (Figure 1a) . Consistent with other studies [e.g., Berbery and Vera, 1996, Figure 1b] there is a broad region to the east of South America over which the growth rates exceed 0.4 day À1 . Further east this ribbon spirals in toward the Antarctic continent and it lies to the south of 60°S in the region just upstream of the Drake Passage. Embedded in this ribbon is a region in the east Atlantic and western Indian Oceans over which the growth rate exceeds 0.6 day
À1
. Another belt of high growth rate is found in the subtropical Pacific. The largest rates are found around the entire coast of East Antarctica.
[11] When we determine the s E from the average of the rates calculated every 6 hours (method T), we get a similar pattern (Figure 1b) , but a number of important differences are apparent. It is clear that the growth rates are enhanced in the midlatitudes and especially off the coast of much of West Antarctica. To make these differences more obvious we have plotted in Figure 1c the difference between the two calculations (s tran minus s savg ). It can be seen that the differences exceed 0.03 day À1 (or an increase in the apparent growth rate of about 10%) over most of the extratropics. Differences in excess of 0.06 day À1 are seen off West Antarctica.
[12] Similar displays for the 500 hPa level are presented in Figures 1d -1f . Here the Eady growth rates assume similar structure to that at 850 hPa but have a more ordered and large-scale organization. The split jet structure in Australian and west Pacific longitudes is very apparent in the results using the two methods (Figures 1d and 1e ), but overall it is clear that larger growth rates are calculated with method T. The difference map (Figure 1f) shows that in the midlatitudes the significant changes are confined to the Pacific sector (particularly in the lee of Tasmania and New Zealand). Method T results in increasingly greater growth rates with latitude which culminate in differences in excess of 0.15 day À1 off much of Antarctica. Reference back to Figures 1d and 1e shows how these represent large changes to the diagnosed baroclinicity around and to the south of 60°S, and are consistent with the high observed rates of cyclogenesis at these high latitudes [Turner et al., 1998; Simmonds and Keay, 2000; Simmonds et al., 2003] . The structure of the difference plot indicates that s tran has the zones of maximum baroclinicity shifted to the south. We finally note that the structure of the difference maps at 850 and 500 hPa are rather different, although both show the greatest changes around the Antarctic continent.
[13] Turning now to the summer case, the 850 hPa maximum Eady growth rates for this season calculated with methods M and T are shown in Figures 2a and 2b . As is known the structure is more zonally symmetric than in winter, and the summer rates exceed those of winter over the south of Australia and the subpolar region in the Pacific Ocean. The difference map (Figure 2c ) reveals that s tran has higher growth rates over virtually the entire hemisphere with differences which are significant over all the regions south of 60°S, and in the Pacific and Indian Ocean subtropics. Of particular note are the large increases over the hot southern African and Australian continents.
[14] Similar plots for the eddy growth rates at 500 hPa are displayed in Figures 2d-2f . As for the winter case the overall structure of s E is dominated by the largest scales. An enhancement of the rates and a southward shift of their maxima when method T is used are clear from Figures 2d and 2e. Both s tran and s savg have their axes of maximum growth at about 50°S, particularly in the Indian and eastern Atlantic Oceans. The difference map (Figure 2f ) reveals similarities to that in winter (Figure 1f ), although the changes obtained when using method T off the Antarctic coast are larger in summer, and particularly so in the high variability regions of the Amundsen, Bellingshausen and Weddell Seas [Jones and Simmonds, 1993] . In contrast to the winter case the significant differences are confined to the region south of 55°S. We finally note that the significant increases in summer 850 hPa s tran over Australia and southern Africa are also apparent (to a more modest extent) at 500 hPa. 
Reasons for the Bias in Mean Growth Rates
[15] Over virtually all regions of the plots we have shown the mean maximum Eady growth rate calculated from the mean of the 6 hourly growth rates (s tran ) exceeds those calculated directly from the seasonal mean states (s savg ). One of the reasons for this is that the time mean of the absolute values of the shear in equation (1) will never be less than the absolute value of the shear of the mean eastward wind. However, even if the shear was always positive (i.e., eastward wind increasing with height), there are other factors which dictate that the two methods of calculating the mean Eady growth rate will differ. This can easily be shown if we decompose the expression in equation (1). Letting S denote the modulus of the shear, s E is proportional to S(1/N). By performing the standard (temporal) decomposition we can write
where the overbar represents the time-mean and the prime the deviations from that mean. One can write
If all values of N are positive (as is virtually always true for the reanalysis) and at least two are different, it follows from basic arithmetic theory that D is positive (i.e., the mean of the reciprocals is greater than the reciprocal of the mean). Inserting this expression into equation (2) we obtain
The term on the LHS of equation (3) is that calculated by method T, while the first term on the RHS represents the growth rate calculated by the traditional method (i.e., method M). The two differ due to the second and third terms on the RHS of equation (3), the former being always positive and the latter representing the temporal covariance of the shear and the buoyancy period.
Discussion and Conclusions
[16] Our investigation has been conducted with the Eady growth rate, a very commonly used diagnostic of baroclinic instability. Even though some of the assumptions made in deriving the Eady expression for the growth rate are not entirely justified (e.g., it is assumed that cyclones retain their radius during development [e.g., Simmonds, 2000; Rudeva and Gulev, 2007] , and that a number of influences including horizontal shears [Barcilon and Blumen, 1995] , moist processes [Frierson, 2008] and sphericity are neglected), it yields neat and tractable solutions which are easily understood and are clearly of immense value. One of the rationales for writing this paper was that the calculation of mean Eady growth rates (from the time-mean fields) is ubiquitous in the literature, and it is of importance to highlight some of the biases which are inherent in this method by which the mean rate is calculated.
[17] In summary, we have shown that the SH mean maximum Eady growth rate shows considerable sensitivity to the method by which it is calculated. Because the expression for s E is nonlinear, its mean calculated from the time-mean state will differ from that calculated from the averages of the Eady growth rate calculated at a number of synoptic times. We have argued that it is the latter calculation which is more appropriate. Significant bias occurs in the 'traditional' method of calculating the growth rate because of nonlinearities and covariances. These factors mean that the mean Eady growth rates are overwhelmingly greater when calculated from the synoptic data. In addition, the axes of the maxima of s E are displaced to the south when this method is used. In closing, we remark that our analysis has implications for the interpretation of changes in cyclogenesis under global warming (and, indeed, reinforces the importance of retaining an event-based perspective on the maintenance of climate and its change [e.g., Koch et al., 2006; Simmonds et al., 2008] ). Studies (for the NH) have indicated that simulated changes in cyclone behavior are 'broadly consistent' with changes in the Eady growth rates calculated from the changed basic mean state [e.g., Teng et al., 2008] . However, as we have seen, there are many subtle interactions between variations in vertical shear and static stability, especially in the SH [e.g., Lim and Simmonds, 2008] . Our results indicate that considerable caution should be exercised in interpreting changes in cyclone properties from changes in Eady growth rate calculated directly from the time-mean flow. A similar message emerges from the idealized model investigations of Frierson [2008] .
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