ABSTRACT. A countable graph is ultrahomogeneous if every isomorphism between finite induced subgraphs can be extended to an automorphism. Woodrow and Lachlan showed that there are essentially four types of such countably infinite graphs: the random graph; infinite disjoint unions of complete graphs K n with n ∈ vertices; the K n -free graphs; finite unions of the infinite complete graph K ω ; and duals of such graphs. The groups Aut(Γ) of automorphisms of such graphs Γ have a natural topology, which is compatible with multiplication and inversion, i.e. the groups Aut(Γ) are topological groups. We consider the problem of finding minimally generated dense subgroups of the groups Aut(Γ) where Γ is ultrahomogeneous. We show that if Γ is ultrahomogeneous, then Aut(Γ) has 2-generated dense subgroups, and that under certain conditions given f ∈ Aut(Γ) there exists g ∈ Aut(Γ) such that the subgroup generated by f and g is dense. We also show that, roughly speaking, g can be chosen with a high degree of freedom. For example, if Γ is either an infinite disjoint unions of K n or a finite union of K ω , then g can be chosen to have any given finite set of orbit representatives.
INTRODUCTION
A graph Γ is a set of vertices and undirected edges between those vertices. Two vertices of a graph are adjacent if there is an edge between them. The complete graph K n is the graph with n ∈ vertices and an edge between every pair of distinct vertices. The complete graph with a countable infinite set of vertices is denoted K ω . If Γ and ∆ are graphs with disjoint sets of vertices (and hence edges), then the disjoint union of Γ and ∆ is the graph whose vertices and edges are the unions of the vertices and edges, respectively, of Γ and ∆, and no additional edges. The dual ∆ of a graph Γ has the same vertices as Γ and has an edge between every pair of two distinct vertices which are not adjacent in Γ. If U is a set of vertices of a graph Γ, then the subgraph induced by U is the graph with vertices U and edges between u ∈ U and v ∈ U if and only if u and v are adjacent in Γ.
If Γ is a graph, then we say that Γ satisfies the Alice's restaurant property if for every pair of disjoint finite subsets U and V of vertices of Γ there exists a vertex w ∈ Γ\(U ∪ V ) such that w is adjacent to every vertex in U and to no vertex in V . Classical results (for example [3] ) show that there exists a countable infinite graph with the Alice's results property and that any two countably infinite graphs with the property are isomorphic. As such we refer to any such graph as the random graph; denoted R.
A graph is K n -free if none of the subgraphs induced by sets consisting of n ∈ vertices is a complete graph. Obviously, for this definition to meaningful n must be at least 2. If n ∈ is fixed and Γ is a K n -free graph, then we say that Γ has the Alice's restaurant property for K n -free graphs if for every pair of disjoint induced subgraphs U and V of Γ where U is K n−1 -free, there exists a vertex w ∈ Γ \ (U ∪ V ) such that w is adjacent to every vertex in U and to no vertex in V . Again, countably infinite graphs satisfying the Alice's restaurant property for K n -free graphs, n > 1, exist, any two such graph are isomorphic, and we refer to any such graph as the universal K n -free graph; denoted H(n).
Although it is not relevant for this paper, the universal K n -free graphs, n > 1, and the random graph are the Fraïssé limits of the classes of finite K n -free graphs and finite graphs, respectively; see [4] for more details about Fraïssé limits.
If Γ and ∆ are graphs, then a function f : Γ −→ ∆ is an isomorphism if f is a bijection which maps adjacent vertices in Γ to adjacent vertices in ∆. An isomorphism from a graph Γ to itself is an automorphism, and the group of all automorphisms of Γ is denoted by Aut(Γ). A countable graph is ultrahomogeneous if every isomorphism between finite induced subgraphs can be extended to an automorphism. Woodrow and Lachlan showed that there are essentially four types of such countably infinite graphs; described in the following theorem.
Theorem 1.1 (cf. [6]). The countable ultrahomogeneous graphs up to isomorphism are:
(i) the random graph R;
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(ii) the K n -free universal graph H(n), for every n ∈ , n ≥ 3; (iii) the graph ωK n consisting of the disjoint union of countably many copies of K n , for every n ∈ ; (iv) the graph nK ω consisting of the disjoint union of n ∈ copies of K ω , for n ≥ 2; and the duals of these graphs.
In this paper, we are primarily concerned with the groups of automorphisms of the graphs in Theorem 1.1. Since the automorphism group of a graph and its dual are equal, it will suffice to consider the graphs in Theorem 1.1(i) -(iv), and not their duals.
Suppose that Γ is a graph. If φ is an isomorphism between finite induced subgraphs of Γ, then we denote the domain of φ by dom(φ), and the range by ran(φ). The groups Aut(Γ) of automorphisms of such graphs Γ have a natural topology with basis consisting of the sets
[φ] := { f ∈ Aut(Γ) : (x) f = (x)φ for all x ∈ dom(φ)} where φ is an isomorphism of finite induced subgraphs of Γ. If X is any subset of Aut(Γ), then we denote by X <ω the set of isomorphisms between finite induced subgraphs of Γ with an extension in X . The set {[φ] : φ ∈ Aut(Γ) <ω } is the basis for the topology on Aut(Γ) given above. It can be shown that multiplication, thought of as a function from Aut(Γ) × Aut(Γ), with the product topology to Aut(Γ), is continuous with respect to this topology, and that inversion, −1 : Aut(Γ) −→ Aut(Γ), is also continuous. As such, Aut(Γ) is a topological group. The topology on Aut(Γ) is completely-metrizable, i.e. there exists a complete metric inducing the topology on Aut(Γ). A subset of a topological space is dense if it has non-empty intersection with every open set. The basis defined above is countable, and so Aut(Γ) is separable, and hence a Polish group. A topological space is a Baire space if every countable intersection of open dense set is dense. If X is a Baire space, and Y ⊆ X , then Y is a comeagre subset of X if Y contains an intersection of open dense sets. Since Aut(Γ) is a Polish space, it is a Baire space; [5, Theorem 8.4] . It is well-known (see, for example, [5, Theorem 3 .11]) that G δ subspaces of Polish spaces are Polish, it is also easy to show that in a metric space every closed set is a G δ set. Hence every G δ subspace, and every closed subspace of Aut(Γ) is Polish, and thus Baire.
In this paper, we consider the problem of finding minimally generated dense subgroups of the groups Aut(Γ) where Γ is an ultrahomogeneous graph. In particular, we show that, under certain assumptions, if f ∈ Aut(Γ), then there exists a Baire subspace of Aut(Γ) containing a comeagre set C with the property that every g ∈ C generates a dense subgroup together with f . If f ∈ Aut(Γ) is arbitrary, then the subspaces we will consider are: D f = {g ∈ Aut(Γ) : 〈 f , g〉 is dense in Aut(Γ)}, (Γ) = {g ∈ Aut(Γ) : g has no finite orbits}, (1.2) Σ (Γ) = {g ∈ (Γ) : Σ ⊂ Γ is a set of orbit representatives for g}, where the set of orbit representatives of an automorphism g consists of exactly one vertex in every orbit of g.
Suppose that Γ is a graph consisting of the disjoint union of countably many copies of K n or finitely many copies of K ω . We denote by L 1 , L 2 , . . . the connected components of Γ. Every f ∈ Aut(Γ) induces a permutation f of the indices of the connected components of Γ, or {1, 2, . . . , n}, which is defined by
If f ∈ Aut(nK ω ) is a non-identity element and Σ ⊆ nK ω , then we define:
= {g ∈ f : Σ ⊆ nK ω is a set of orbits representatives for g}.
If n = 4, then, by a classical theorem [7] , f = ∅ for all non-identity f .
In the next section, we will show that (Γ) and Σ (Γ) are Baire spaces with the subspace topology in Aut(Γ), and that f ,Σ and f are Baire subspaces of Aut(nK ω ).
The main results of this paper are contained in the following theorem. The paper is organised as follows: in Section 2 we define some further notation and give some results that are common to the proofs of the three parts of Theorem 1.4. We prove the three parts of Theorem 1.4 in the final three sections of the paper.
PRELIMINARIES
We denote the cardinality of the natural numbers by ω, and suppose that = {0, 1, . . .}. A graph Γ is a pair (V (Γ), E(Γ)) of sets: V (Γ) of vertices and E(Γ) ⊆ {x, y} : x, y ∈ V (Γ) and x = y of edges. Where appropriate we identify Γ and V (Γ) so that we may write x ∈ Γ to mean x is a vertex of Γ. If {x, y} is an edge of a graph Γ, then we say that x and y are adjacent in Γ. If x is a vertex of Γ, then the subgraph induced by the set of all vertices adjacent to x is denoted N (x).
Suppose that f : X −→ Y for some sets X and Y . Then we refer to X and Y as the domain and range of f , denoted by dom( f ) and ran( f ).
We say that f is an extension of any of its restrictions. We refer to any isomorphism between finite induced subgraphs of a graph Γ as a partial isomorphism of Γ.
If f and g are arbitrary bijections, then we define their composition
If f is a bijection and x ∈ dom( f ) ∪ ran( f ), we define the component of x under f to be the set
A component of a bijection f is complete if (x) f k is defined for every k ∈ . A component that is not complete is incomplete. If f : X −→ X is a permutation, then every component of f is complete, and in this context, complete components are called orbits.
Next, we will show that (Γ) and Σ (Γ) (as defined in (1.2)) are Baire spaces with the subspace topology in Aut(Γ) for any countably infinite graph Γ, and that f ,Σ and f (defined in (1.3)) are Baire subspaces of Aut(nK ω ).
If Γ is any countably infinite graph and f ∈ Aut(Γ) \ (Γ), then f has a finite orbit O and hence [ f | O ] is a subset of Aut(Γ) \ (Γ). In other words, (Γ) is closed, and hence Baire. Proof. Let g ∈ Aut(nK ω ) \ f . Then 〈 f , g〉 = S n . Let Γ ⊆ nK ω be a finite set containing at least one vertex in every connected component of nK ω . Then for all h ∈ [g| Γ ] we have that h = g and thus h / ∈ f . Therefore, the open set [g| Γ ] is a subset of Aut(nK ω ) \ f and thus f is closed, and hence Baire.
That Σ (Γ) and f ,Σ are Baire follows immediately from the next lemma, and the preceding discussion.
Lemma 2.2.
Let Ω be countable, let T be a subspace of Sym(Ω), and let Σ ⊆ Ω be finite. If T is Baire, then
Proof. Let K be the set of those g ∈ T such that distinct elements of Σ belong to different orbits of g. We will show that K is a closed subset of
is open, and so K is closed. Since closed subspaces of Baire spaces are Baire, it follows that K is Baire.
If x ∈ Ω is arbitrary, then we denote by A x the set of all those g ∈ K such that the orbit of x under g has non-trivial intersection with Σ. Then T Σ = x∈Ω A x ⊆ K. Suppose that g ∈ A x . Then there is n ∈ and
We end this section by stating two lemmas that will be used repeatedly later in the paper. We omit the easy proof of the first lemma. Lemma 2.3. Let Γ be any graph. Then for every f ∈ Aut(Γ) and any p ∈ Aut(Γ)
is an open set in Aut(Γ). Lemma 2.4. Let Γ be any graph, let f ∈ Aut(Γ), and let S ⊆ Aut(Γ) be such that every q ∈ S <ω has an extension in S with only finitely many orbits
<ω } is a basis for the topology on Aut(Γ), it follows that
<ω . By the hypothesis there is g ∈ S which extends q and has a finite number of orbits. Let Σ be a set of orbit representatives of g.
In other words, 〈 f , h〉 is dense in Aut(Γ) and so {g ∈ S : 〈 f , g〉 ∩ [p] = ∅} is dense in S.
K n -FREE GRAPHS
In this section we will consider the ultrahomogeonous K n -free graphs, denoted by H(n), for n ≥ 3. The case n = 2 gives a graph with no edges and it's automorphism group is just the symmetric group on countably many points, which was already considered in [1] .
If for x ∈ H(n), the subgraph N (x) has a subgraph Γ isomorphic to K n−1 , then Γ ∪ {x} is isomorphic to K n , which is impossible. Hence N (x) is K n−1 -free for every vertex x ∈ H(n). We will repeatedly make use of this fact without reference.
Let U and V be finite disjoint subsets of vertices of H(n) such that U is K n−1 -free. Then, by the Alice's restaurant property for H(n), there is a vertex w / ∈ U ∪ V such that there are no edges between w and V , and there is an edge between u and w for all u ∈ U. In other words,
The purpose of this section is to prove Theorem 1.4(i), which we restate for the sake of convenience.
We will proceed by first proving a number of technical results. First, we will show that the set D f ∩ can be written as a countable intersection of sets of a certain type. The rest of the argument will then be dedicated to showing that these sets are open and dense. 
<ω . By repeated application of the Alice's restaurant propery we can find a subgraph Γ of H(n) such that Γ is isomorphic to dom(q), Γ ∩ dom(q) ∪ ran(q) = ∅, and such that there are no edges between Γ and dom(q) ∪ ran(q). Let p be the isomorphism between dom(q) and Γ. Since H(n) is ultrahomogeonous, we have that
The following lemma provides a condition under which it is possible to extend a given partial isomorphism of H(n) to another partial isomorphism of H(n). Although we will only apply the following lemma to the graphs H(n), we state it for arbitrary ultrahomogeneous graphs, since the proof is no harder in the general case. 
Proof. Since Γ is ultrahomogeneous, it is sufficient to show that q ∪ {(x, y)} an isomorphism between two subgraphs of Γ. By the hypothesis, q is an isomorphism, and so it suffices to show that there is an edge between vertices x and z ∈ dom(q) if and only if there is an edge between vertices y and (z)q. Let z ∈ dom(q). Then there is an edge between z and x if and only if z ∈ N (x) which is equivalent to (z)q ∈ N ( y) ∩ ran(q), i.e. there is an edge between (z)q and y.
The following easy corollary shows that any incomplete component of an isomorphism of H(n) can be extended.
is K n−1 -free and q is a partial isomorphism, U is also K n−1 -free. Hence by the Alice's restaurant propery there is y ∈ H(n) \ ran(q) ∪ {x} ∪ Σ such that N ( y) ∩ ran(q) = (N (x)) q. Therefore we are done by Lemma 3.3.
Let q be a partial isomorphism of H(n) such that q has no complete components, set Σ to be dom(q) ∪ ran(q), and let x ∈ H(n) \ dom(q). Then by Corollary 3.4 there is a partial isomorphism h of H(n) extending q such that x ∈ dom(h) and h has no complete components. Repeatedly applying Corollary 3.4 in a back and forth argument we may deduce that there is an r ∈ (H(n)) extending q, which gives us the follow lemma.
<ω . Then q ∈ (H(n)) <ω if and only if q has no complete components.
The following two technical lemmas form the essential part of the proof of Theorem 3.1.
Lemma 3.6. Let q ∈ (H(n)) <ω be such that ran(q) ∪ dom(q) = ∆ ∪ Γ where ∆ ∩ Γ = ∅ and Γ is the union of incomplete components of q of fixed length m, let x, y / ∈ dom(q) ∪ ran(q) be such that 
<ω where x 0 = x and x 2m = y.
Proof.
, and
for all j ∈ {1, . . . , i}.
If i = 0, then we have that x 0 , y / ∈ dom(q 0 ) ∪ ran(q 0 ) and (3.7), (3.8), (3.9) are trivially satisfied.
contains a subgraph isomorphic to K n−1 , then the subgraph together with x i forms K n , which is impossible. Hence N (x i ) is K n−1 -free and since q i is an isomorphism, U is also K n−1 -free. Therefore the sets U and V satisfy the hypothesis of the Alice's restaurant propery and thus there is a vertex x i+1 ∈ H(n) \ Γ i such that there is an edge between x i+1 and every vertex in U and there are no edges between x i+1 and V , i.e. N (
<ω by Lemma 3.3, and so q i+1 ∈ (H(n)) <ω by Corollary 3.5. Since
, and y / ∈ ran(q i+1 ) ∪ dom(q i+1 ). It also follows from dom(q i ) ⊆ Γ i and (3.9) that
We will now show that (3.8) holds for j = i + 1. First of all note that x 0 , y / ∈ ran(q i ), and since U ⊆ ran(q i ) we have that x 0 , y / ∈ U. From (3.8) we may deduce that x j / ∈ N (x i ), and thus x j+1 / ∈ N (x i ) q i = U, for all j ∈ {0, . . . , i − 1}, i.e. {x 0 , . . . , x i , y} ∩ U = ∅. It follows from the hypothesis that Σ 1 ∩ ran(q 0 ) = ∅, and so (3.7) implies that
It remains to show that
by (3.10). Then z ∈ ran(q i ) and by above z = x j for all j ∈ {0, . . . , i}, thus z ∈ ran(q 0 ) ⊆ Γ ∪ ∆. However by the hypothesis of the lemma, Σ 2 ⊆ H(n) \ Γ, implying that z ∈ ∆. Since x j / ∈ ∆ for all j ∈ {1, . . . , i} by (3.7) and x 0 / ∈ ∆ by the hypothesis of the lemma, it follows that the incomplete component of q 0 containing z was not extended in q i . Moreover ∆ is a union of incomplete components of q 0 whence (z)q (3.7) we may deduce that Σ 2 ∩ dom(q i ) = ∅ and so z / ∈ dom(q i ). It also follows from the hypothesis of the lemma that (z)q
Hence (3.7) and (3.8) are satisfied, and so it only remains to verify (3.9). It is routine to verify that
, q m satisfies (3.7), (3.8) and (3.9).
Note
and all incomplete components on Γ of q are of length m. The next step is to inductively construct an extension h = q 2m ∈ (H(n)) <ω of q m . Suppose that for i ∈ {m, . . . , 2m − 2} there is an extension q i ∈ (H(n)) <ω of the form
We will now show that q m satisfies the inductive hypothesis. Note that (3.7) and (3.8) are the same as before, so we only need to verify (3.12). Since no incomplete components of q 0 , which intersect ∆, were extended in q m , (3.7) implies that (∆) q k 0 = (∆) q k m for any k ∈ . It follows from the hypothesis of the lemma that
Note that all incomplete components of q m , intersecting Γ not trivially, are of length m. Hence z ∈ ∆ ∪ {x m } and by (3.8)
Hence q m satisfies (3.12) and the inductive hypothesis is satisfied for i = m.
Let U = N (x i ) q i and V = Γ i \ U. The sets U and V satisfy the hypothesis of the Alice's restaurant propery and thus we can find
<ω by Lemma 3.3 and Corollary 3.5. Since
We will now show that (3.8) holds for j = i + 1. First of all note that x 0 , y / ∈ ran(q i ), and since U ⊆ ran(q i ) we have that x 0 , y / ∈ U. From (3.8) we may deduce that x j / ∈ N (x i ), and thus
It follows from the hypothesis that Σ 1 ∩ ran(q 0 ) = ∅, and so (3.7) implies
by (3.13). Note that z ∈ U ⊆ ran(q i ). Also it was shown in the previous paragraph that z = x j for all j ∈ {0, . . . , i}. Hence z ∈ ran(q 0 ) ⊆ Γ ∪ ∆. However by the hypothesis of the lemma Σ 2 ⊆ H(n) \ Γ, implying that z ∈ ∆. Since x j / ∈ ∆ for all j ∈ {1, . . . , i} by (3.7) and x 0 / ∈ ∆ by the hypothesis of the lemma, it follows that the incomplete component of q 0 containing z was not extended in q i . Moreover, ∆ is a union of incomplete components of q 0 , and z ∈ dom(q
It is routine to verify that dom(q
. It is routine to check that dom q i+1−2m i+1
.
From the definition of Γ i+1 we obtain that
. Therefore q i+1 satisfies the inductive hypothesis and hence we obtain
there are no edges between x j and Σ 1 ∪ Σ 2 for all j ∈ {1, . . . , 2m − 1}, and
<ω by Lemma 3.3 and Corollary 3.5 is as required.
Lemma 3.14. Let q ∈ (H(n)) <ω , and let p ∈ be such that the sets dom(q) ∪ ran(q) and dom(p) ∪ ran(p) are disjoint. Then there is an extension h ∈ (H(n))
<ω of q and m ∈ such that h 2m extends p.
Proof. If necessary by extending q, using Corollary 3.4, we may assume that all of the components of q have length m for some m ∈ . Let dom(p) = {x 1 , . . . , x d } for some d ∈ , let q 0 = q, Γ = dom(q 0 ) ∪ ran(q 0 ). We will now inductively define q i ∈ (H(n)) <ω , and once they are defined let
<ω , an extension of q 0 , such that both Γ and ∆ k are unions of incomplete components of q k , that incomplete components of q k contained in ∆ k are of length 2m + 1, and the following are true
for all i ∈ {1, . . . , k} and j ∈ {k + 1, . . . , d}.
Let Σ 1 = dom(p) and Σ 2 = ran(p). We will show that the hypothesis of Lemma 3.6 is satisfied by q k , x k+1 , (x k+1 )p, Σ 1 , and Σ 2 . First of all, note that x k+1 , (x k+1 )p / ∈ dom(q k ) ∪ ran(q k ) by condition (3.15). Also by the hypothesis of the lemma
follow from conditions (3.17) and (3.18). Hence to apply Lemma 3.6 we only need verify that Σ 1 ∩ ran(q k ) = Σ 2 ∩ dom(q k ) = ∅. We will do so in the next two paragraphs.
We will first show that
, by the inductive hypothesis we can deduce that i ≤ k. Since dom(p) ∩ Γ = ∅ by the hypothesis of the lemma, it then follows that x i ∈ ∆ k . Therefore, x i is on an incomplete component of length 2m + 1 and x i ∈ dom(q 2m k ) by the inductive hypothesis, implying that
. Then we can deduce that i ≤ k. Since ran(p) ∩ Γ = ∅ by the hypothesis of the lemma, it then follows that (x i )p ∈ ∆ k . Therefore, (x i )p is on an incomplete component of length 2m + 1 and
Hence by Lemma 3.6 there is an extension
there are no edges between y i and Σ 1 ∪ Σ 2 , and y i / ∈ Σ 1 ∪ Σ 2 for i ∈ {1, . . . , 2m − 1}. Then by the choice of Σ 1 , Σ 2 , and the definition of q k+1
. . , k +1} and j ∈ {k +2, . . . , d}. It also follows from the definition of q k+1 that ∆ k+1 = ∆ k ∪{ y i : 0 ≤ i ≤ 2m} and thus ∆ k+1 is a union of incomplete components of q k+1 each of length 2m + 1.
Let j ∈ {k +2, . . . , d}, and let
) and
Otherwise z ∈ ∆ k+1 \ ∆ k . Hence z = y t for some t ∈ {0, . . . , 2m}. However, y t is such that there are no edges between y t and dom(p) for t ∈ {1, . . . , 2m − 1}. Then z is either y 0 or y 2m . Since p ∈ there are no edges between x j ∈ dom(p) and y 2m = (x k+1 )p ∈ ran(p). Hence z = y 0 and thus z ∈ dom(q 2m k+1
there is an edge between x j and z = y 0 = x k+1 . Then it follows from the fact that p is an isomorphism that there is an edge between (x j )p and (x k+1 )p.
Otherwise z = y j for some j ∈ {0, . . . , 2m}. Similarly to above z = y 2m = (x k+1 )p and since p is an isomorphism (z)q
, as x k+1 ∈ ∆ k+1 , and so
Therefore q k+1 satisfies the inductive hypothesis an by induction there is h = q d ∈ (H(n)) <ω and extension of q such that h 2m is an extension of p.
Finally we prove the main result of this section.
Fix p ∈ , and let q ∈ (H(n)) <ω . If necessary by extending q using Corollary 3.4, we may assume that all of the components of q have length m for some m ∈ , and that ran(p)
We will perform an induction on the elements of the set {(i, j) : i ∈ {1, . . . , d} and j ∈ {0, . . . , m}},
for all i and all j ≥ 1. In order to make the rest of the proof shorter, once we have defined q i,m for some i < d, we will set q i+1,0 = q i,m , and similarly we denote Γ i,−1 = ∅ for all i.
Suppose that for k ∈ {1, 2, . . . , d} and t ∈ {0, 1, . . . , m − 1} we defined
<ω such that x k,t ∈ supp( f ) and
Choose x ∈ supp( f ) such that x / ∈ Γ k,t which is possible since supp( f ) is infinite. Then by the Alice's restaurant propery there is a vertex y ∈ Γ k,t ∪ Γ k,t f −1 ∪ {x, (x) f } such that there is an edge between x and y, and there are no edges between y and
Since N (x k,t ) q k,t is K n−1 -free and there are no edges between y and N (x k,t ) q k,t , the set U is also K n−1 -free. Hence by Alice's Restaurant Property there is a vertex
and so
By the choice of x k,t+1 there is an edge between x k,t+1 and y and there are no edges between x k,t+1 and ( y) f , thus x k,t+1 ∈ supp( f ). Hence q k,t+1 satisfies the inductive hypothesis.
This way we can obtain q d,m ∈ (H(n)) <ω such that for all i and all j ≥ 1
Hence
Then since p ∈ and is closed under conjugation,
, thus the partial isomorphisms q k,m and u satisfy the hypothesis of Lemma 3.14. Hence there is an extension h ∈ (H(n)) <ω of q k,m and l ∈ such that h 2l extends u.
Since q ∈ (H(n)) <ω was arbitrary we get that {g ∈ (H(n)) : 〈 f , g〉 ∩ [p] = ∅} is dense in (H(n)).
INFINITELY MANY FINITE COMPLETE GRAPHS: ωK n
In this section, we consider the ultrahomogeneous graphs ωK n for n ∈ , n > 0. Throughout the section we assume that n ∈ , n > 0, is fixed and that the connected components of ωK n are {L i : i ∈ }. We will first prove a couple of technical results.
We begin by characterising the elements of Σ (ωK n ) in a lemma analogous to Corollary 3.5. Let k 1 , . . . , k r ∈ be orbit representatives of f . Since for every orbit of f there are n orbits in f , it follows that r n = |Σ|. It follows from Lemma 4.1, f has no complete component. So
for all i ∈ {1, . . . , r} and j ∈ by inductively defining f on j∈ L k i, j for each i independently. Let i ∈ {1, . . . , r} be arbitrary. Then
and L k i,1 are both of size n, there exists a bijection q 1 :
such that every incomplete component of q 2m+1 intersects Σ in at most one point.
Let t = 
Hence by induction induction
is an automorphism of j∈ L k i, j and every orbit of f i intersects Σ exactly once. 
<ω , and let
Let Γ be a subgraph of ωK n such that Γ is isomorphic to dom(r), Γ ∩ (dom(r) ∪ ran(r)) = ∅, and such that there are no edges between Γ and dom(r) ∪ ran(r). Let p be any isomorphism between dom(r) and Γ. Note that since dom(r) is a union of connected components of ωK n so is Γ. Since ωK n is ultrahomogeonous, we have that p ∈ Aut(ωK n ) <ω . Then dom(p) = dom(r), ran(p) = dom(p −1 r) = Γ and ran(p −1 r) = ran(r). Hence p, p −1 r ∈ . By the choice of g there are
We will now prove Theorem 1.4(ii), which we restate for the sake of convenience.
Theorem 4.4. Let f ∈ Aut(ωK n ) be such that supp( f ) is infinite, and let Σ be a finite subset of ωK
Proof. If Σ (ωK n ) is empty, then the result holds trivially. So, for the remainder of the proof, we will suppose that Σ (ωK n ) is non-empty.
By Lemma 4.3
and by Lemma 2.3 the set {g ∈ Σ (ωK n ) : 〈 f , g〉 ∩ [p] = ∅} is open, so it's suffices to show that the aforementioned set is dense in Σ (ωK n ).
Let p ∈ and let q ∈ Σ (ωK n ) <ω . We will show that there exists an extension h ∈ Σ (ωK n ) <ω of q such that every extension g ∈ Σ (ωK n ) of h satisfies 〈 f , g〉 ∩ [p] = ∅. If necessary, by extending q, we can assume without loss of generality that dom(q) is a union of connected components of ωK n , and that q has |Σ| incomplete components each of some fixed length m, and that Σ ∪ dom(p) ∪ ran(p) ⊆ dom(q). Then ran(q) \ dom(q) is a union connected components L 1,0 , . . . , L N ,0 for some N ∈ .
Let q 1,0 = q and once q i, j is defined let Γ i, j = dom(q i, j ) ∪ ran(q i, j ). Suppose there is i ∈ {0, . . . , m − 1} such that q 1,i ∈ Σ (ωK n ) <ω is defined such that dom(q 1,i ) is a union of connected components, and (x)q j 1,i ∈ L 1, j for all x ∈ L 1,0 and j ∈ {1, . . . , i}. Since f has infinite support, there exists a connected component
Let φ : L 1,i :−→ L 1,i+1 be a bijection, and let q 1,i+1 = q 1,i ∪ φ. Then q 1,i+1 ∈ Σ (ωK n ) <ω by Lemma 4.1. Also by definition of q 1,i+1 the set dom(q 1,i+1 ) = dom(q 1,i ) ∪ L 1,i is a union of connected components, and
for all x ∈ L 1,0 . Hence by induction there is q 1,m ∈ Σ (ωK n ) <ω such that dom(q 1,m ) is a union of connected components of ωK n , and (x)q j 1,m ∈ L 1, j for all x ∈ L 1,0 and j ∈ {1, . . . , m}. Let q 2,0 = q 1,m and suppose for some i ∈ {2, . . . , N } there is q i,0 ∈ Σ (ωK n ) <ω an extension of q such that dom(q i,0 ) is a union of connected components of ωK n , and
, and all k ∈ {1, . . . , m}. The same argument as before can be used to define q i,m ∈ Σ (ωK n ) <ω an extension of q such that such that dom(q i,m ) is a union of connected components of ωK n , and
. . , i}, and all k ∈ {1, . . . , m}. Hence by induction dom(q N ,m ) is a union of connected components of ωK n , and (x)q k N ,m ∈ L j,k for all x ∈ L j,0 , all j ∈ {1, . . . , N }, and all k ∈ {1, . . . , m}. We will show that q N ,m is the desired extension of q. Let r = q N ,m . If x ∈ L i,0 for some i ∈ {1, . . . , N } and j ∈ {1, . . . , m}, then
and so by the choice of L i, j we have
for all i ∈ {1, . . . , N } and j ∈ {1, . . . , m}. Let x ∈ L i,0 and y ∈ L j,0 for any i, j ∈ {1, . . . , N }. We will show that (x)r k f = ( y)r l for all k ∈ {1, . . . , m}
Hence we may assume that (i, k) = ( j, l). There are three cases to consider.
Suppose that i > j and l > 0, or i = j and k > l > 0. Then ( y)r l ∈ Γ j,l by (4.5). By the assumption of this
Suppose that i < j and l > 0, or i = j and k < l.
Recall that dom(p) ∪ ran(p) ⊆ dom(q) and that every point in dom(q) can be expressed as (x)r j for some 
The following is an immediate corollary of Lemma 2.4.
FINITELY MANY INFINITE COMPLETE GRAPHS: nK ω
In this section we will consider the ultrahomogeneous graph nK ω for a fixed n ∈ such that n ≥ 2. Throughout this section let L 1 , L 2 , . . . , L n be the connected components of nK ω . Recall that, if f ∈ Aut(nK ω ) and Σ ⊆ nK ω is finite, then f = {g ∈ Aut(nK ω ) : 〈 f , g〉 = S n } and f ,Σ = {g ∈ f : Σ is a set of orbit representatives of g}. To specify when f is non-empty, we require the following classical theorem.
Proposition 5.1 (cf. [7] ). Let a ∈ S n be a non-identity element and let n ∈ be such that n = 4, or n = 4 and a / ∈ {(1 2)(3 4), (1 3)(2 4), (1 4)(2 3)}. Then there exists b ∈ S n such that 〈a, b〉 = S n .
It follows by Proposition 5.1, that f = ∅ if and only if n = 4, or n = 4 and f / ∈ {(1 2)(3 4), (1 3)(2 4), (1 4)(2 3)}. Next, we show that f and f ,Σ are Baire spaces and thus we can consider their comeagre subsets. The following lemma combined with Lemma 5.2 demonstrates that D f is not dense, and thus not comeagre, in any set which is not contained in f .
Lemma 5.3. If g
Proof. Let g ∈ D f . Then 〈 f , g〉 is dense in Aut(nK ω ). Let σ ∈ S n be arbitrary. Then it is straightforward to verify that there is q ∈ Aut(nK ω ) <ω such that q = σ. Since 〈 f , g〉 is dense, it follows that there is a product h ∈ 〈 f , g〉 which extends q. Therefore σ = h ∈ 〈 f , g〉 which implies that g ∈ f .
Let f ∈ Aut(nK ω ). Then f is called non-stabilizing if for all Γ nK ω , all x ∈ Γ and all q ∈ <ω f there is g ∈ [q] ∩ f such that (x)h / ∈ Γ for some h ∈ 〈 f , g〉. We say that f ∈ Aut(nK ω ) is stabilizing if it is not non-stabilizing. such that for all g ∈ [q] ∩ f and all h ∈ 〈 f , g〉 we have that (x)h ∈ ∆. If necessary by taking an extension of q, we may assume without loss of generality that q ∈ S n . Fix any g ∈ [q] ∩ f , and let Γ = {(x)h : h ∈ 〈 f , g〉} ⊆ ∆. Then the subgroup 〈 f , g〉 stabilises Γ. Hence f also setwise stabilises Γ. Let i, j ∈ {1, . . . , n} be arbitrary. Since g ∈ f we may choose h ∈ 〈 f , g〉 such that (i)h = j. By the definition, Γ is setwise stabilised by h and thus
as both h and h −1 are bijections. It follows that |L i ∩ Γ| = |L j ∩ Γ|. Since 〈 f , g〉 also setwise stabilises nK ω \ Γ, the same argument shows that
Finally, suppose that both Γ and nK ω \ Γ are infinite. Then for every i ∈ {1, . . . , n} the sets (Γ ∩ L i ) \ (dom(q) ∪ ran(q)) and ((nK ω \ Γ) ∩ L i ) \ (dom(q) ∪ ran(q)) are non-empty. Hence for every i ∈ {1, . . . , n} there are x ∈ L i ∩ Γ and an extension g ∈ Aut(nK ω ) of q such that (x)g ∈ nK ω \ Γ, contradicting the choice of Γ. Therefore either Γ or nK ω \ Γ is finite, and since both sets are stabilised setwise by f , one of them is the required set Λ.
(⇐) Let m = |L i ∩ Λ| for any, and all, i ∈ {1, 2, . . . , n} and let
Since f is non-empty there is σ ∈ S n such that 〈 f , σ〉 = S n . Define a finite isomorphism q : Λ −→ Λ such that γ(i, j) q = γ((i)σ, j) for all j ∈ {1, . . . , m}. Then q = σ and so q ∈ <ω f . Moreover, Λ is a union of cycles of q and hence 〈 f , g〉 stabilises Λ for any g ∈ [q]. Therefore, f is stabilizing.
The following theorem is a restatement of Theorem 1.4(iii), and it is the main result in this section. We will prove Theorem 5.5 in a series of lemmas. We begin by showing several ways to extend partial isomorphisms in <ω f ,Σ , which we will have to do ad infinitum in the proof of Theorem 5.5. The first lemma follows immediately from the definitions, and the proof is omitted.
Lemma 5.6. Let q ∈ Aut(nK ω )
<ω be such that q ∈ S n , and let h = q ∪ {(x, y)}. Then h ∈ Aut(nK ω ) <ω if and only if there is a ∈ {1, . . . , n} such that x ∈ L a \ dom(q) and y ∈ L (a)q \ ran(q).
Roughly speaking, in the next lemma, we show how to extend a partial isomorphism with a set of orbit representative to an automorphism with the same set of orbit representatives.
Lemma 5.7. Let q ∈ Aut(nK ω )
<ω be such that q ∈ S n , and let Σ be a finite subset of dom(q) such that |Σ∩C| ≤ 1 for every component C of q, with equality holding if C is complete. Suppose that for each i ∈ {1, . . . , n} there is j ∈ {1, . . . , n} such that ( j)q m = i, for some m ∈ , and L j ∩ Σ contains a point in an incomplete component of q.
Then there is an extension g ∈ Aut(nK ω ) of q such that Σ is a set of orbit representatives of g, every incomplete component of q is contained in an infinite orbit of g, and
Proof. For each x ∈ ran(q) \ dom(q) there is a ∈ {1, . . . , n} such that x ∈ L a , and there is y ∈ L (a)q \ dom(q) ∪ ran(q) . Then by Lemma 5.6 the mapping q ′ = q ∪ {(x, y)} is in Aut(nK ω ) <ω and (x)q ′ = y / ∈ dom(q). Repeating this for each vertex in ran(q) \ dom(q) we obtain an extension q ′′ ∈ Aut(nK ω ) <ω of q such that (x)q ′′ / ∈ dom(q) for all x ∈ ran(q) \ dom(q). Hence (x)g = (x)q ′′ / ∈ dom(q) for every extension g ∈ Aut(nK ω ) of q ′′ and every x ∈ ran(q) \ dom(q). Suppose that O is an incomplete component of q
. Then there is a ∈ {1, . . . , n} such that y ∈ L a . It follows from the hypothesis that there is b ∈ {1, . . . , n}, y 0 ∈ L b ∩ ran(q ′′ ) \ dom(q ′′ ) such that the component of q ′′ containing y 0 intersects Σ non-trivially, and m ∈ such that (b)q m = a. Successively for each i ∈ {1, . . . , m − 1} choose
and let y m = y. Then by repeated application of Lemma 5.6 we have that q ′′ ∪ {(
<ω . If we repeat this for every incomplete component of q ′′ which has empty intersection with Σ, we obtain q 0 ∈ Aut(nK ω ) <ω an extension of q ′′ such that every component of q ′′ intersect Σ in exactly one point.
Let nK ω = {x i : i ∈ }, and suppose that for some j ∈ we have defined q j ∈ Aut(nK ω ) <ω such that incomplete components of q are contained in incomplete components of q j , Σ consists of exactly one point from every component of q j , and
There are three cases to consider. Suppose that x j+1 ∈ ran(q j ) \ dom(q j ). Then by Lemma 5.6 there is a one-point extension q j+1 = q j ∪ {(x j+1 , y)} ∈ Aut(nK ω ) <ω for some y / ∈ dom(q j ) ∪ ran(q j ). Suppose that x j+1 ∈ dom(q j ) \ ran(q j ). Then by Lemma 5.6 there is a one-point extension q
Finally, suppose that x j+1 ∈ L a \ dom(q j ) ∪ ran(q j ) for some a. It follows from the hypothesis that there is b ∈ {1, . . . , n}, y 0 ∈ L b ∩ ran(q j ) \ dom(q j ) such that the component of q j containing y 0 intersects Σ non-trivially, and m ∈ such that (b)q m = a. Successively for each i ∈ {1, . . . , m − 1} choose
Also let y m = x j+1 . Then by repeated application of Lemma 5.6 we have that q j ∪ {(
<ω . Now, we fall into the first case and we can define q j+1 as before. In all three cases, we have defined an extension q j+1 satisfying the inductive hypothesis. Let
Then g ∈ Aut(nK ω ) and since the orbits of g are in one to one correspondence with incomplete components of q 0 , it follows that Σ is a set of orbit representatives.
be such that Σ ⊆ dom(q) and q ∈ S n . Then there is an extension g ∈ f ,Σ of q such that every incomplete component of q is contained in an infinite orbit of g, and (x)g / ∈ dom(q) for all x ∈ ran(q) \ dom(q).
Proof. Since q ∈ <ω f ,Σ , the set Σ intersects every incomplete component of q in at most one point, and every complete component in exactly one point.
If i ∈ {1, . . . , n} is arbitrary, then, since every extension h of q in f ,Σ has |Σ| orbits, it follows there is at least one infinite orbit of h with points in L i . Since Σ is a set of orbit representatives, there exists x ∈ Σ ∩ L j for some j ∈ {1, . . . , n} such that ( j)q m = i for some m ∈ . In particular, x is on an incomplete component of q, and so q satisfies the hypothesis of Lemma 5.7 from which the corollary follows.
In the next lemma, as a further consequence of Lemma 5.7, we show that the direct implication of the first part of Theorem 5.5, is a consequence of the second part.
. If necessary by extending q, we can assume that q ∈ S n . Then all extensions h ∈ Aut(nK ω ) <ω of q are also in
Then by applying Lemma 5.6 repeatedly we can construct h ∈ <ω f an extension of q such that each vertex x i is on a incomplete component of h. Fix any Σ ⊆ nK ω such that Σ intersects every component of h exactly once. Since h ∈ S n , for each i ∈ {1, . . . , n} there is an incomplete component containing x i , and by the choice of Σ there is j ∈ {1, . . . , n} such that Σ ∩ L j is non-empty and ( j)h m = i for some m ∈ . Then by Lemma 5.7 there is g an extension of q with finitely many orbits. Therefore we are done by Lemma 2.4.
Proof. Since q ∈ Aut(nK ω ) <ω there is r ∈ Aut(nK ω ) <ω extending q, such that x ∈ ran(r) \ dom(r). By Corollary 5.8 there is g ∈ f ,Σ such that every incomplete components of r is contained in an infinite orbit of g and (x)g / ∈ dom(r), and so (x)g / ∈ dom(q). If g extends h then we are done; so we assume that (x)g = y. Note that if (x)g = x, then {x} is an orbit of g and therefore x ∈ Σ. However, Σ ⊆ dom(q), which contradicts the assumption that x / ∈ dom(q). Hence (x)g = x. Since x / ∈ dom(q) and g is an extension of q, it follows that (x)g / ∈ ran(q). Then (x)g, y / ∈ dom(q)∪ran(q) and since h ∈ Aut(nK ω ) <ω and (x)g ∈ Aut(nK ω ) it follows that (x)g and y are in the same connected component of nK ω . Then the transposition (x)g y swapping (x)g and y is in Aut(nK ω ) and so
be such that Σ ⊆ dom(q) and let A, B be distinct incomplete components of q such that at most one of A and B intersects Σ non-trivially. Suppose that q| dom(q)\A = q| dom(q)\B ∈ S n and let h = q ∪ {(x, y)} ∈ Aut(nK ω ) <ω , for some x ∈ A and y ∈ B. Then h ∈ <ω f ,Σ .
Proof. Since h ∈ Aut(nK ω ) <ω , it follows that x / ∈ dom(q) and y / ∈ ran(q). Assume without loss of generality that B ∩ Σ = ∅ and B = { y 1 , . . . , y m } for some m ∈ such that y 1 = y and ( y i )q = y i+1 for all i ∈ {1, . . . , m − 1}. The proof of the case when B ∩ Σ = ∅ can be obtained by apply the argument below to q −1 and h −1 .
We will define k ∈ {1, . . . , m} there is
, and so h 1 satisfies the required conditions. Suppose k > 1. Then by Lemma 5.10 we have that
follows that h k+1 satisfies the required conditions. Therefore after repeating this process m times, we obtain h m ∈ <ω f ,Σ which extends h 1 . It follows from the definition of h m that h m = h. Now we can characterize when the set f ,Σ is non-empty.
Lemma 5.12. Let f ∈ Aut(nK ω ) and let Σ be a finite subset of nK ω . Then f ,Σ is non-empty if and only if there exists σ ∈ S n such that 〈 f , σ〉 = S n and for all i ∈ {1, . . . , n}
(⇐) It is routine to show that there is q ∈ Aut(nK ω ) <ω such that Σ ⊆ dom(q), q = σ and q has precisely |Σ| many components, all of which are incomplete, and Σ intersects them in precisely one point. Since all components of q are incomplete, it satisfies the hypothesis of Lemma 5.7 and hence there is g ∈ f ,Σ an extension of q.
By Proposition 5.1, in the case that n ≥ 3, there exists σ ∈ S n such that 〈 f , σ〉 = S n if and only if n = 4 and f = id, or n = 4 and f / ∈ {id, (1 2)(3 4), (1 3)(2 4), (1 4)(2 3)}. In the next lemma, we give a decompisition of D f ∩ f ,Σ as an intersection of set that we will later prove to be open and dense, under the hypothesis of Theorem 5.5. 
Proof. Recall that
as required.
Let w be a freely reduced word over the alphabet {α, β }, i.e. w = α n 1 β n 2 · · · β n 2N for some N ∈ and n 1 , . . . , n 2N ∈ with n i = 0 for all i ∈ {2, . . . , 2N − 1}. Also let f ∈ Aut(nK ω ) be fixed and suppose that p ∈ Aut(nK ω ) <ω . Then define
where the product on the right hand side is the usual product of partial permutations. Note that Aut(nK ω ) ∪ Aut(nK ω ) <ω forms a subsemigroup of the semigroup of all isomorphisms between finite induced subgraphs of nK ω . Hence, if we denote by F α,β the free group on the alphabet {α, β }, then w(p) is simply the image of w under the semigroup homomorphism φ :
Lemma 5.14. Let n ∈ be such that n > 1 and let f ∈ Aut(nK ω ) be non-stabilizing. If n = 2 and f = id, then further suppose that fix( f ) is finite. Let Γ, ∆ ⊆ nK ω be finite and disjoint, and let q ∈ <ω f ,Σ be such that q ∈ S n and ran(q) ∩ ∆ = ∅. Then there is an extension h ∈ <ω f ,Σ of q and w ∈ F α,β such that
no vertex in (Γ) w(h) is on an incomplete component of h, which extends an incomplete component of q.
The proof of Lemma 5.14 is rather involved, so before giving its proof we will demonstrate how the lemma can be used to prove Theorem 5.5.
We will first prove an easy special case of Theorem 5.5.
Lemma 5.15. Let f ∈ Aut(2K ω ) be non-stabilising such that f = id and fix( f ) is infinite, and let
Proof. By Lemmas 2.3 and 5.13 we only need to show that {g ∈ f ,Σ :
and suppose, without loss of generality, that dom(p) ∪ ran(p) ∪ Σ ⊆ dom(q) and
Let L 1 and L 2 be the connected components of 2K ω . If necessary by relabeling the connected components we may assume that L 2 ∩fix( f ) is infinite. It follows from Proposition 5.4 that if f has a finite cycle contained in L 1 , then f is stabilising. Hence all of the cycles of f contained in L 1 are infinite.
Let
. By Lemmas 5.6 and 5.10 there is
The extension q 1 can be chosen so that components of q 1 containing any vertices from
. By Lemmas 5.6 and 5.10 there is q 2 ∈ <ω f ,Σ an extension of q 1 such that ran
The extension q 2 can be chosen so that components of q 2 containing any vertices from L 1 ∩ ran(p) f m 3 do not extend any of the components of q 1 , and also that every vertex of (L 1 ∩ ran(p)) f m 3 is on a different incomplete components of q 2 . Then there is
Let dom(p) = {x 1 , . . . , x k }. Then for all i ∈ {1, . . . , k} there are 
by Lemmas 5.6 and 5.10, as (
2 f m 4 are in the same connected com-
, and so |B| = 1, and we have already considered this case. Suppose that |B| ≥ 2. Then it can be shown that h = q 2 ∪ {((
non-trivially, and since q was arbitrary, is dense in f ,Σ .
Next, we give the proof of Theorem 5.5 modulo the proof of Lemma 5.14, which is given in the next section.
Proof of Theorem 5.5 . If f = ∅, then f is non-stabilizing and D f is comeager in f . Hence we may assume that f = ∅.
Suppose that f is stabilizing. By the definition, there is Γ nK ω , x ∈ Γ and q ∈ <ω f such that for all
If f is non-stabilising and Σ is a finite subset of nK ω , then it suffices, by Lemma 5.9, to show that
is comeagre in f ,Σ . If f ,Σ = ∅, the result is trivial. Hence we may assume that f ,Σ = ∅. If n = 2, f = id, and fix( f ) is infinite we are done by Lemma 5.15. Hence we may, additionally assume that n ≥ 2, and that if n = 2 and f = id, then fix( f ) is finite. By Lemmas 2.3 and 5.13 we only need to show that {g ∈ f ,Σ : 〈 f , g〉 ∩ [p] = ∅} is dense in f ,Σ for all p ∈ . Let q ∈ <ω f ,Σ and suppose, without loss of generality, that dom(p) ∪ ran(p) ∪ Σ ⊆ dom(q) and q ∈ S n . Apply Lemma 5.14 with ∆ = ∅ and Γ = dom(p). Then there is an extension q
It follows from Lemma 5.6 that q
<ω and thus in 
, and if we do this extension for every vertex in dom(p) ω 1 (q
Hence every vertex in dom(p) ω 1 (q 1 ) is on a incomplete component of q 1 . If ∆ = dom(p) ω 1 (q 1 ) and Γ = ran(p), then ran(q Since dom(p) ⊆ dom ω 1 (q 1 ) by (5.16), and q 2 is an extension of q 1 , it follows that dom(p)
2 ), i.e. replace every occurrence of α in ω
and no vertex in ran(p) ω 2 (q 2 ) is on a incomplete components of q 2 extending an incomplete component of q 1 . Let {i( j, k) : k ∈ {1, . . . , m j }} where j ∈ {1, . . . , l} be the orbits of q 2 and suppose that (i( j, k))q 2 = i( j, k+1) for all j ∈ {1, . . . , l} and all k ∈ {1, . . . , m j − 1}. For each i ∈ {1, . . . , n} choose
and also for all j ∈ {1, . . . , l} choose k+1) ) : j ∈ {1, . . . , l} and k ∈ {1, . . . , m j }} ∈ Aut(nK ω ) <ω by Lemma 5.6 and also h 0 ∈ <ω f ,Σ by Lemma 5.10. Let P be an arbitrary incomplete component of h 0 . Since x i( j,k) / ∈ dom(q 2 ) ∪ ran(q 2 ) for all j and all k, it follows that P is either a subset of K = {x i( j,k) : j ∈ {1, . . . , l} and k ∈ {1, . . . , m j +
It follows from the choice of vertices x i and
Let k be the order of q ∈ S n . We will now inductively construct an extension h ∈ <ω f ,Σ of h 0 (and hence of
and dom(p) and ran(p) are contained in dom(ω 1 (h j )h j j ) and dom(ω 2 (h j )) respectively. Note that if j = 0, the inductive hypothesis is satisfied since h 0 0 is an identity on dom(h 0 ), the dom(h 0 ) is disjoint from dom(p) ω 1 (h 0 ), the set ran(h 0 ) is disjoint from ran(p) ω 2 (h j ) ∩ ran(h j ), and dom(p) and ran(p) are contained in dom(ω 1 (h 0 )) and dom(ω 2 (h 0 )) respectively.
Suppose 
) and dom(ω 2 (h j+1 )) respectively, and so h j+1 satisfies the inductive hypothesis.
By induction on j, we obtain an extension h k−1 ∈ <ω f ,Σ of h 0 (and thus q) such that <ω . We will now show that h can be obtained from h k−1 by repeated applications of Lemma 5.11, and so h ∈ <ω f ,Σ . First of all, note that Σ ⊆ dom(q) ⊆ dom(h k−1 ), and that no incomplete components of h 0 , and thus of q 2 , were amalgamated in h k−1 . According to Lemma 5.14, q 2 was chosen so that (x i )p ω 2 (q 2 ) is not Proof of Lemma 5.14. The purpose of this section is to prove Lemma 5.14. We will first prove a technical result relating to the behaviour of a non-stabilizing isomorphism f of nK ω . Recall that f ∈ Aut(nK ω ) nonstabilizing if for all Γ nK ω , all x ∈ Γ and all q ∈ <ω f there is g ∈ [q] ∩ f such that (x)h / ∈ Γ for some h ∈ 〈 f , g〉.
Let f ∈ Aut(nK ω ) be non-stabilizing and let x ∈ nK ω . Then for every q ∈ Aut(nK ω ) <ω there is g ∈ [q]∩ f such that (x)h ∈ dom(q) for some h ∈ 〈 f , g〉. It follows that there is N ∈ and m 1 , m 2 , . . . , m 2N ∈ such that (x) Proof. By the discussion above there are K ∈ and k 1 , k 2 , . . . , k 2K ∈ such that
Suppose that M ∈ {0, 1, . . . , K} is the least value such that (x) For the proofs of the next three lemmas we require the following notation. First of all, recall that for a fixed f ∈ Aut(nK ω ), if p ∈ Aut(nK ω ) <ω and w = α n 1 β n 2 · · · β n 2N ∈ F α,β for some N ∈ and n 1 , . . . , n 2N ∈ , then
where the product on the right hand side is the usual product of partial permutations. Let Γ, Θ, Φ, ∆ ⊆ nK ω be a finite subsets, let p ∈ <ω f ,Σ and let w ∈ F α,β . Suppose x ∈ Γ and define w p,x to be the largest prefix of w such that x ∈ dom(w p,x (p)) and let w p,x be the empty word if there are no such prefix. To make the notation less cluttered, whenever possible, we will identify the word w p,x with its realisation in Aut(nK ω ) <ω , in other words with the partial isomorphism w p,x (p). To avoid confusion, if w, w ′ ∈ F α,β , we denote that w and w ′ are equal by w ≡ w ′ . Note that if w p,x is a proper prefix of w (i.e. |w p,x | < |w|), since f is an isomorphism we have that (x)w p,x / ∈ dom(p) and w p,x α is a prefix of w. Suppose that Θ ⊆ Γ. Then we say that p satisfies (Γ, Θ, Φ, ∆, w) if the following conditions are satisfied:
(1) w(p) = id; (2) ran(p) ∩ ∆ = ∅; (3) dom w(p) ∩ Γ = Θ; (4) the image of Θ under w(p) is disjoint from dom(p); (5) (x)w p,x = ( y)w p, y for all x, y ∈ Γ such that x = y; (6) (x)w p,x p m ∈ nK ω \ Φ for all x ∈ Γ and m ∈ such that x ∈ dom(w p,x p m ).
Finally, define b(w) to be the total number of occurrences of β and β −1 in the freely reduced word w. Using the definition of (Γ, Θ, Φ, ∆, w) we can now restate Lemma 5.14. In the case that Γ = Θ, it follows that w p,x = w for all x ∈ Γ. Hence (5), in this case, is a consequence of w(p) being a finite isomorphism.
Lemma 5.19. Let n ∈ be such that n > 1 and let f ∈ Aut(nK ω ) be non-stabilising. If n = 2 and f = id, then further suppose that fix( f ) is finite. Let Γ, ∆ ⊆ nK ω be finite and disjoint, and let q ∈ <ω f ,Σ be such that q ∈ S n and ran(q) ∩ ∆ = ∅. Then there is an extension h ∈ <ω f ,Σ Therefore, by induction on j we obtain h = q d ∈ <ω f ,Σ which satisfies (Γ, Γ, dom(q), ∆, w), as required.
