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Abstract
In a classical Hamiltonian theory with second class constraints the phase space
functions on the constraint surface are observables. We give general formulas for
extended observables, which are expressions representing the observables in the en-
veloping unconstrained phase space. These expressions satisfy in the unconstrained
phase space a Poisson algebra of the same form as the Dirac bracket algebra of the
observables on the constraint surface. The general formulas involve new differential
operators that differentiate the Dirac bracket. Similar extended observables are also
constructed for theories with first class constraints which, however, are gauge depen-
dent. For such theories one may also construct gauge invariant extensions with similar
properties. Whenever extended observables exist the theory is expected to allow for a
covariant quantization. A mapping procedure is proposed for covariant quantization
of theories with second class constraints.
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1 Introduction.
In this paper we present new results at a very basic level for general classical Hamiltonian
theories with constraints. We introduce the concept of extended observables defined in a
very precise way. Roughly speaking if the original coordinates on the constraint surface are
viewed as observables then extended observables are functions of the original coordinates
defined on the unconstrained phase space with similar properties to the observables on
the constraint surface. For theories with second class constraints in Dirac’s classifications
[1] the appropriate extended observables are defined in section 3. For theories with first
class constraints [1] (general gauge theories) we find three different possible definitions of
extended observables. In section 5 they are defined in an analogous way to the ones in
section 3. The resulting extended observables are gauge dependent. However, the general
consensus is that observables in gauge theories should be gauge invariant. In section 6
we present general forms for gauge invariant extensions. Such gauge invariant observables
are well known in the literature (see e.g. [2, 3]). Now gauge theories in a particular gauge
are theories with second class constraints. When the construction of section 3 for second
class constraints is applied to such systems we obtain one very particular gauge invariant
extension which seems to have special importance.
Apart from new very precise definitions of extended observables we also provide simple
algorithms for their constructions. These formulas involve a new differential operator, Vα,
which differentiates the Dirac bracket (proved in the appendix). The definition of this
operator together with other basic formulas for Poisson structures of theories with second
class constraints is given in section 2.
The original purpose of the present work was to develop new tools for covariant quanti-
zation of theories with second class constraints. Although these aspects are not developed
here we make some important remarks on quantization in section 8. First of all we believe
the existence of extended observables to be necessary for a covariant quantization. Notice
e.g. that the gauge invariant extension for the bosonic string in [2] are after quantization
the DDF operators of its covariant quantization. From the very simple models treated in
this paper in section 4 it seems as if a covariant quantization of second class constraints
may be understood from the more conventional splitting of the constraints into gauge
generators and gauge fixing conditions [4, 5]. However, in section 8 we also give a simple
mapping procedure for covariant quantization which directly makes use of the extended
observables. This method is exemplified by a particle on a sphere which in this way is
quantized in a very simple manner. The paper is then summarized in section 9.
2 Poisson structures in theories with second class constraints.
Let xi, i = 1, . . . , 2n, be bosonic coordinates in a symplectic manifold M, dimM = 2n.
Let, furthermore, there be a nondegenerate two-form ω on M:
ω = ωij(x)dx
i ∧ dxj , detωij 6= 0, (2.1)
which is required to be closed (∂i = ∂/∂x
i):
dω = 0 ⇔ ∂iωjk(x) + cycle(i, j, k) = 0. (2.2)
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Since ω is nondegenerate there exists an inverse ωij in terms of which the Poisson bracket
is defined by
{f(x), g(x)} = ωij(x)∂if(x)∂jg(x), ωij(x)ωjk(x) = δjk. (2.3)
On M we have the natural differential operators
∇i ≡ {xi, ·} = ωij∂j (2.4)
known as skew gradients. They satisfy a closed algebra
[∇i,∇j] = ∂kωij∇k, (2.5)
and Leibniz’ rule
∇i{f(x), g(x)} = {∇if(x), g(x)} + {f(x),∇ig(x)}, (2.6)
both of which follow from the Jacobi identities
ωil∂lω
jk + cycle(ijk) = 0, (2.7)
which in turn follow from (2.2). ∇i are linearly independent and form a basis in the tangent
space. Every vector field A is spanned by ∇i, i.e. we have A = ai∇i. A differentiates the
Poisson bracket (2.3) if it satisfies Leibniz’ rule, i.e.
A{f(x), g(x)} = {Af(x), g(x)} + {f(x), Ag(x)}. (2.8)
This is the case if ai = ∂ia(x) implying that A then is a Hamiltonian vector field i.e.
A = {a(x), ·}. (In invariant terms, the one-form aidxi is then closed.)
We turn now to the constrained Hamiltonian theory. OnM we have then a dynamical
theory with the Hamiltonian H(x) and the constraints θα(x) = 0, α = 1, . . . , 2m < 2n,
which we require to be of second class in Dirac’s classification [1], i.e. they satisfy
detCαβ
∣∣∣
θ=0
6= 0, Cαβ ≡ {θα, θβ}. (2.9)
These constraints determine a hypersurface Γ in M. Notice that
θ′α(x) = 0, θ′α(x) = Sαβ (x)θ
β(x), detSαβ (x)
∣∣∣
θ=0
6= 0 (2.10)
determine the same constraint surface Γ. The set of constraint variables {θα} and {θ′α}
are therefore equivalent.
The two-form ω in (2.1) restricted to Γ remains a symplectic two-form, i.e. Γ is a
symplectic manifold. The Poisson bracket on Γ may be written in terms of the coordinates
xi of the enveloping manifold M. This so called Dirac bracket [1] is given by
{f, g}D ≡ {f, g} − {f, θα}Cαβ{θβ, g}, (2.11)
where Cαβ is the inverse of C
αβ in (2.9), i.e. CαβC
βγ = δγα. The expression (2.11) as
written is defined on the enveloping manifold M. However, on M it is a degenerate
Poisson bracket since {f, θα}D = 0, i.e. θα are Casimir functions for the Dirac bracket.
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(Notice that g = gαθ
α in (2.11) yields zero on Γ but {f, gα}Dθα onM.) The Dirac bracket
(2.11) satisfies the Jacobi identities
{f, {g, h}D}D + cycle(f, g, h) = 0 (2.12)
both on Γ and M. Every set of equivalent constraints lead to the same Poisson bracket
on the constraint surface Γ. However, the Dirac bracket (2.11) for different choices of
equivalent constraints may be different on M. Our constructions in the following will be
for a fixed constraint basis. The transformation properties between equivalent sets will be
studied elsewhere.
In correspondence with (2.4) we may introduce Dirac skew gradients defined by
Di ≡ {xi, ·}D ≡ ωijD∂j , ωijD ≡ {xi, xj}D. (2.13)
They are linearly dependent since they satisfy the 2m relations
∂iθ
αDi = 0, α = 1, . . . , 2m. (2.14)
Di satisfy a closed algebra and differentiate the Dirac bracket according to Leibniz’ rule,
i.e. we have
[Di,Dj ] = (∂kω
ij
D)D
k. (2.15)
Di{f, g}D = {Dif, g}D + {f,Dig}D (2.16)
due to the Jacobi identities (2.12) for the Dirac bracket. In addition they satisfy
Diθα = 0, (2.17)
Di may, therefore, be said to differentiate parallel to the hypersurface Γ. The same may
be said about the Dirac vector field AD defined by AD ≡ aiDi. AD differentiate the Dirac
bracket if ai = ∂ia+ γα∂iθ
α for any a and γα (γα does not contribute to AD). Notice that
the Dirac bracket (2.11) may be written as
{f, g}D = ωijDifDjg. (2.18)
(In [6] this form of the Dirac bracket was applied by Batalin and Ogievetsky in their
attempt to construct a star product on the second class surface Γ which, however, was
successful only for a special set of constraints.)
On M arbitrary vector fields are spanned by ∇i in (2.4). Since there are vector fields
not spanned by Di we expect the existence of more operators differentiating the Dirac
bracket. Indeed, in addition to Di there is another set of 2m operators, Vα, that satisfy
Leibniz’ rule with respect to the Dirac bracket. The operators Vα are defined by
Vα ≡ Cαβ{θβ, ·} ≡ Cαβ{θβ, xi}∂i = Cαβ∂iθβ∇i, (2.19)
where Cαβ is the inverse of (2.9) which also involved in the Dirac bracket (2.11). Vα are
linearly independent and satisfy the properties
Vαθ
β = δβα, (2.20)
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and
Vα{f, g}D = {Vαf, g}D + {f, Vαg}D. (2.21)
The proof of (2.21) is nontrivial and is given in Appendix A. As far as we know this
property has not been noticed before. Notice also that
Vαf = 0 ⇔ {f, θα} = 0. (2.22)
The following commutation relations are straight-forward to derive
[Vα, Vβ] = ∂kCαβD
k ≡ {Cαβ , ·}D,
[Di, Vα] = −∂k({xi, θβ}Cβα)Dk. (2.23)
The Dirac bracket (2.11) or equivalently (2.18) may also be written in terms of Vα:
{f, g}D = ωij∂if∂jg − CαβVαfVβg = ωij∇if∇jg −CαβVαfVβg. (2.24)
In fact, the skew gradient ∇i in (2.4) may be decomposed as follows
∇i = Di + (∇iθα)Vα, ⇔ ∂i = ωikDk + ∂iθαVα (2.25)
Vα may therefore be viewed as normal derivatives with respect to the constraint surface
Γ. Eq.(2.25) is then a decomposition of the derivative in parallel and normal parts.
Any vector field D differentiating the Dirac bracket is decomposed as follows:
D{f, g}D = {Df, g}D + {f,Dg}D ⇔ D = Nα(θ)Vα + {H, ·}D (2.26)
The coefficients Nα of the normal projections of D depend on θ only, whereas the parallel
part is always reduced to the action of the Dirac bracket with some function H. The
normal vector fields of Nα(θ)Vα form a closed algebra iff the constraints θ
α form a Poisson
subalgebra in the phase space. The question of the structure of the differentiation of a
degenerate regular Poisson bracket has been studied in the book by Karasev and Maslov
[7]. The Dirac bracket is a special case of a degenerate Poisson bracket, which admits
the explicit representation (2.26) for its differentiations. This representation seems to be
unknown before.
3 Extended Observables
The equations θα(x) = 0 may be locally solved by expressing 2m coordinates in terms
of the remaining 2(n −m) independent coordinates. These solutions, x∗i, belong to the
hypersurface Γ which as mentioned above is a symplectic manifold locally spanned by
2(n −m) independent coordinates. x∗i represent xi in M on Γ. Their Poisson brackets
satisfy the relations {x∗i, x∗j} = {xi, xj}D|x→x∗ . We view functions of x∗i as observables.
By extended observables we mean expressions x¯i(x) (or functions f(x¯i(x)) which are
defined on the original symplectic manifold M and which on M satisfy the properties
of x∗i on Γ. More precisely we define extended observables x¯i(x) ∈ M to be functions
satisfying the following three properties:
1) x¯i(x∗) = x∗i (3.1)
4
for whatever choice of solution x∗i ∈ Γ.
2) θα(x¯i(x)) = 0, α = 1, . . . , 2m, (3.2)
and
3) {x¯i(x), x¯j(x)} = {xi, xj}D|x→x¯(x), (3.3)
where the bracket on the left-hand side is the original Poisson bracket (2.3) onM. Notice
that x¯i(x) both represents x∗i onM and reduces to x∗i on Γ. The expression (3.1) implies
that x¯i(x) must be of the general form
x¯i(x) = xi +∆i(x), ∆i(x) ≡
∞∑
k=1
Xiα1···αk(x)θ
α1(x) · · · θαk(x), (3.4)
where the expansion (3.4) is understood as a formal power series in constraints θα with the
coefficient functions Xiα1···αk(x) determined by the conditions (3.2) and (3.3). The general
solutions to these conditions are derived below.
3.1 Solving (3.2)
First we show that (3.2) always have solutions of the form (3.4). To prove this consider
the formal Taylor expansion
θα(x¯) = θα(x+∆(x)) = θα(x) + ∆i(x)∂iθ
α +
1
2
∆i(x)∆j(x)∂i∂jθ
α + . . . (3.5)
By means of this expression condition (3.2) may be solved order by order in powers of θα.
To first order we get the equation
θα + θβXiβ∂iθ
α = 0, (3.6)
and from the properties (2.17) and (2.20) we find that the vector field
Xβ ≡ Xiβ∂i = −Vβ + fβjDj (3.7)
solves (3.6) for arbitrary functions fβj(x). Thus, we have
Xiβ = Xβx
i = −{xi, θγ}Cγβ + fβj{xj , xi}D. (3.8)
To second order in θα (3.2) and (3.5) yield the equation(
Xiβγ∂iθ
α +
1
2
XiβX
j
γ∂i∂jθ
α
)
θβθγ = 0. (3.9)
Again by means of (2.17) and (2.20) we find that the vector field
Xβγ ≡ Xjβγ∂j = −
1
2
XnβX
m
γ ∂n∂mθ
ρVρ + fβγjD
j (3.10)
solves (3.9) for arbitrary functions fβγj. It is now obvious that (3.2) may be solved by the
ansatz (3.4) order by order in powers of θα by means of the Taylor expansion (3.5). To
the nth order the solution has the form
Xiα1···αn = −Γρα1···αn{xi, θλ}Cλρ + fα1···αnj{xj , xi}D, (3.11)
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where fα1···αnj are arbitrary functions of x
i which are symmetric in αk, and where Γ
ρ
α1···αn
are sums of powers of Xiα1···αk for k ≤ n − 1 with coefficients involving derivatives of θρ
up to order n.
The above expressions may be considerably simplified. First one may remove the
derivatives of θρ in Xiα1···αn by means of the properties of the first order vector field Xα
in (3.7). From (3.7) we have
Xαθ
γ ≡ Xiα∂iθγ = −δγα, (3.12)
which implies
∂kX
i
α∂iθ
γ +Xiα∂k∂iθ
γ = 0, (3.13)
This relation allows us now to rewrite (3.10) as follows
Xα1α2 =
1
4
(
Xnα1∂nX
m
α2
+Xnα2∂nX
m
α1
)
∂mθ
γVγ + fα1α2kD
k, (3.14)
The relation (2.25) yields then
Xα1α2 =
1
4
(
Xnα1∂nX
m
α2
+Xnα2∂nX
m
α1
)
∂m + gα1α2kD
k,
gα1α2k = fα1α2k −
1
4
(
Xnα1∂nX
m
α2
+Xnα2∂nX
m
α1
)
ωmk, (3.15)
which is much simpler than (3.10). The same procedure may be used also for the higher
order vector fields. The third order coefficient function is e.g. determined by the equation(
Xiα1α2α3∂iθ
γ +Xiα1X
j
α2α3
∂i∂jθ
γ +
1
6
Xiα1X
j
α2
Xkα3∂i∂i∂iθ
γ
)
θα1θα2θα3 = 0,(3.16)
which follows from (3.2) and (3.5). By means of (3.12), (3.13) and
∂k∂jX
i
α∂iθ
γ + ∂jX
i
α∂k∂iθ
γ + ∂kX
i
α∂j∂iθ
γ + ∂kX
i
α∂i∂j∂kθ
γ = 0, (3.17)
which follows from (3.13), (3.16) may be reduced to(
Xiα1α2α3 −Xjα1α2∂jXiα3 +
1
3
Xjα1∂jX
k
α2
∂kX
i
α3
− 1
6
Xjα1X
k
α2
∂j∂kX
i
α3
)
×
×∂iθγθα1θα2θα3 = 0. (3.18)
After insertion of the solution (3.15) for the second order we find
Xiα1α2α3 =
1
6
(
Xα1Xα2X
i
α3
)
sym α
+
(
gα1α2kD
kXiα3
)
sym α
+
+gα1α2α3k{xk, xi}D, (3.19)
where “sym α” means symmetrization in the α-indices. gα1α2α3k is an arbitrary symmetric
function. At an arbitrary order n we have in a similar fashion
Xiα1···αn =
1
n!
(
Xα1 · · ·Xαn−1Xiαn
)
sym α
+ · · ·+ gα1···αnk{xk, xi}D, (3.20)
where the dots indicates terms involving the functions gα1···αmk for m = 2, . . . , n− 1. Now
these arbitrary functions may be absorbed by a redefinition of fαk in X
i
α. In other words,
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we may without restrictions set gα1···αmk = 0 for m ≥ 2, and consider the functions fαk to
be of the form
fαk(x) =
∞∑
n=0
f
(n)
αβ1···βnk
(x)θβ1 · · · θβn. (3.21)
(The same function x¯i(x) may be obtained for different choices of the coefficient functions
Xiα1···αn in (3.4).) This redefinition implies that the n
th order coefficient function (3.20)
reduces to
Xiα1···αn =
1
n!
(
Xα1 · · ·Xαn−1Xiαn
)
sym α
=
1
n!
(Xα1 · · ·Xαn)sym α xi, (3.22)
which also follows from the recurrence relation
Xiα1···αn =
1
n
(
Xjα1···αn−1∂jX
i
αn
)
sym α
, (3.23)
which may be derived from (3.2) and (3.5). Eq.(3.22) implies now that possible extended
observables have the following simple form in terms of the first order vector field (3.7)
x¯i(x) =
∞∑
n=0
1
n!
θα1 · · · θαn (Xα1 · · ·Xαn)sym α xi ≡ eξ
αXαxi
∣∣∣
ξ=θ
, (3.24)
where ξα are parameters. We have the relations
θα(x¯) = θα(eξ
βXβx
∣∣∣
ξ=θ
) = eξ
βXβθα(x)
∣∣∣
ξ=θ
= 0, (3.25)
which are valid for arbitrary fαk.
Notice that the higher order coefficients in (3.22) have to be symmetrized in the α-
indices since Xα in general do not commute. We have
[Xα,Xβ ] = {Kαβ , xi}D∂i + hαβkDk, (3.26)
where
Kαβ = Cαβ + fαi{xi, xj}Dfβj + Cβγ{θγ , xi}fαi − Cαγ{θγ , xi}fβi,
hαβk = (fαi{xi, xl}D − Cαγ{θγ , xl})(∂lfβk − ∂kfβl)−
−(fβi{xi, xl}D − Cβγ{θγ , xl})(∂lfαk − ∂kfαl). (3.27)
3.2 Solving (3.3)
The general solution (3.24) of the condition (3.2) represents a large class of solutions since
the functions fαk are completely unconstrained so far. However, when we now require
the solution (3.24) also to satisfy a closed Poisson algebra in terms of the original Poisson
bracket (2.3) then the arbitrariness in fαk will be considerably reduced. Notice that if
x¯i(x) satisfy a closed Poisson algebra on M then this algebra must coincide with the
Dirac bracket algebra, i.e. we must have the relation (3.3), simply since {θα(x¯), x¯i} = 0
always is true. Now already at the zeroth order in θα we find a restriction from (3.3). We
find
{x¯i(x), x¯j(x)}|θ=0 = {xi, xj}+ {xi, θα}Xjα +Xiα{θα, xj}+Xiα{θα, θβ}Xjβ =
= {xi, xj}D + fαk{xk, xi}DCαβ{xl, xj}Dfβl, (3.28)
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which should be {xi, xj}D according to (3.3).
Consider now the right-hand side of the condition (3.3). Taylor expansion of the Dirac
bracket yields
{xi, xj}D|x→x¯(x) = {xi, xj}D +Xkα∂k{xi, xj}Dθα +
+Xkαβ∂k{xi, xj}Dθαθβ +
1
2
Xmα X
n
β ∂m∂n{xi, xj}Dθαθβ + . . .
=
∞∑
n=0
(n)
Aij,
(n)
Aij≡ Aijα1···αnθα1 · · · θαn . (3.29)
To the first four orders we have
Aij = {xi, xj}D, Aijα = Xkα∂k{xi, xj}D, (3.30)
Aijα1α2 = X
k
α1α2
∂k{xi, xj}D + 1
2
Xmα1X
n
α2
∂m∂n{xi, xj}D, (3.31)
Aijα1α2α3 = X
k
α1α2α3
∂k{xi, xj}D +
+
1
3
(
Xmα1X
n
α2α3
+Xmα2X
n
α3α1
+Xmα3X
n
α1α2
)
∂m∂n{xi, xj}D +
+
1
6
Xkα1X
l
α2
Xmα3∂k∂l∂m{xi, xj}D, (3.32)
and the nth-order terms are symbolically given by (αi indices and their symmetrization
are e.g. suppressed)
Aijn =
∑
λ1+2λ2+···+rλr=n
1
λ1! · · · λr! (
(1)
Xk1)λ1 · · · (
(r)
Xkr)λr (∂k1)
λ1(∂k2)
λ2 · · · (∂kr)λr{xi, xj}D.
(3.33)
Insertion of the solutions (3.22) imply now
Aijn =
1
n!
(Xα1 · · ·Xαn)sym α {xi, xj}D, (3.34)
which means that
{xi, xj}D|x→x¯(x) = eξ
αXα{xi, xj}D
∣∣∣
ξ=θ
. (3.35)
The question now is under which conditions this is equal to {x¯i, x¯j}. We notice then
that this definitely requires Xα to differentiate the Dirac bracket. (We have explicitly
checked this for the first three orders.) Thus, fαk must be of the form
fαk =
∞∑
n=0
∂kbαβ1···βnθ
β1 · · · θβn, (3.36)
where bαβ1···βn are arbitrary functions of x
i. This implies
Xα = −Vα + {fα, ·}D, fα =
∞∑
n=0
bαβ1···βnθ
β1 · · · θβn. (3.37)
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A further consequence of (3.36) is that (3.26) reduces to
[Xα,Xβ ] = {Kαβ , ·}D , (3.38)
where
Kαβ = Cαβ + {fα, fβ}D + Cβγ{θγ , fα} −Cαγ{θγ , fβ}. (3.39)
The property (3.38) is consistent with the fact that Xα in (3.37) differentiates the Dirac
bracket. The commutator of differentiations is a differentiation, thus it must have the
form (2.26). Kαβ (3.39) gives the explicit expression for the potential H in the parallel
part of the derivative in (2.26).
For Xα of the form (3.37) we have
eξ
αXα{xi, xj}D
∣∣∣
ξ=θ
= {eξαXαxi
∣∣∣
ξ= theta
, eξ
αXαxi
∣∣∣
ξ=θ
}D = {x¯i(x), x¯j(x)}D .(3.40)
From (2.24) condition (3.3) requires now
Vαx¯
i(x)CαβVβx¯
j(x) = 0. (3.41)
From the general expression (3.24) of x¯i(x) we have
Vαx¯
i(x) = {fα, x¯i(x)}D −Xαx¯i(x),
Xαx¯
i(x) =
1
2
θβ[Xα,Xβ]x
i +O(θ2). (3.42)
Hence, to the zeroth order (3.41) requires
{fα, xi}DCαβ{fβ, xj}D = 0, (3.43)
which is consistent with the result (3.28). The condition (3.41) becomes to the first order(
{fα,Xγxi}D + 1
2
{Kαγ , xi}D
)
Cαβ
(
{fβ,Xδxj}D + 1
2
{Kβδ , xj}D
)∣∣∣∣
sym γδ
= 0.
(3.44)
This condition as well as all the higher order conditions from (3.41) are intricate conditions
on fα and Kαβ in (3.39). If we are able to choose fα such that Kαβ are expressed in terms
of θα and constants then the Kαβ-dependence in these conditions will disappear. This is
exactly the condition for Xα to commute in (3.38). For commuting Xα we have also
Xαx¯
i(x) = 0 ⇔ Vαx¯i = {fα, x¯i}D, (3.45)
which makes the conditions (3.41) equivalent to
{fα, x¯i}DCαβ{fβ, x¯j}D = 0, (3.46)
which seems to be a simple condition on fα. In fact, all explicit solutions considered in
the following have commuting Xα. Maybe this is a general feature. Notice that we always
have the property
x¯i(x¯(x)) = x¯i(x), (3.47)
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which trivially follows if Xα commute due to (3.45).
Whether or not there exist functions fα satisfying both (3.46) and {Kαβ , g(x)}D = 0
for arbitrary functions g(x) ∈ M in all theories with second class constraints is unclear.
However, we expect that the class of theories for which this is possible to be large. (In
subsection 4.2 and section 7 we give simple examples with a nontrivial Cαβ which satisfy
these properties.) One may notice that all theories for which Cαβ is a function of only
the constraints (i.e., in this case, the constraints θα constitute Poisson subalgebra in the
phase space) so that Vα commute are contained in this class since fα then may be chosen
to be zero and we have
Vαx¯
i(x) = 0 ⇔ {x¯i(x), θα} = 0. (3.48)
In this special case, all the extended observables commute with the constraints. If the
constraints do not form a Poisson subalgebra they can, of course, not commute with
x¯i(x).
4 Examples
4.1 A simple example
Consider a dynamical theory defined on a phase space, M, on which xA and pA are
globally defined canonically conjugate variables. We have the fundamental Poisson bracket
relations
{xA, pB} = δAB , {xA, xB} = {pA, pB} = 0. (4.1)
The indices A, B are assumed to be raised (and lowered) by a constant regular symmetric
metric gAB (gAB).
On the phase space M we have two constraints, θα = 0, where
θ1 = xAxA −R2, θ2 = pAxA, (4.2)
where R is a positive constant. These constraints satisfy
C12 ≡ {θ1, θ2} = 2xAxA = 2θ1 + 2R2. (4.3)
Hence, the constraints are of second class and they form closed Poisson algebra. The Dirac
bracket is
{A,B}D = {A,B} − {A, θ1}C12{θ2, B} − {A, θ2}C21{θ1, B}, (4.4)
where (x2 ≡ xAxA)
C12 = − 1
x2
= −C21. (4.5)
Explicitly we find
{xA, xB}D = 0, {xA, pB}D = δAB −
xAxB
x2
,
{pA, pB}D = 1
x2
(pAxB − pBxA). (4.6)
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A general ansatz for extended observables satisfying the conditions (3.4) and (3.2) is
x¯A =
R√
x2
xA, p¯A = pA − p · xxA
x2
+MAB(x, p)x
B , (4.7)
where MAB(x, p) is an arbitrary antisymmetric tensor function which vanishes for θ
α = 0.
The condition (3.3), i.e. the correct Poisson bracket algebra fixes MAB(x, p). We get the
solution (p · x = pAxA)
x¯A =
R√
x2
xA, p¯A =
√
x2
R
(pA − p · xxA
x2
). (4.8)
Only these expressions satisfy
{x¯A, x¯B} = 0, {x¯A, p¯B} = δAB −
xAxB
x2
= δAB −
x¯Ax¯B
x¯2
= δAB −
x¯Ax¯B
R2
,
{p¯A, p¯B} = 1
x¯2
(p¯Ax¯B − p¯B x¯A) = 1
R2
(p¯Ax¯B − p¯B x¯A). (4.9)
Since {A,C12}D = 0 according to (4.3), the Vα-operators commute. We have
V1 ≡ C12{θ2, ·} = 1
2x2
(xA∂xA − pA∂pA), V2 ≡ C21{θ1, ·} =
xA
x2
∂pA, (4.10)
where ∂xA = ∂/∂x
A and ∂pA = ∂/∂p
A. One may easily check that [V1, V2] = 0. Since we
have fα = 0 here the extended observables must satisfy Vαx¯
A = Vαp¯A = 0 according to
(3.48) or equivalently
{x¯A, θα} = {p¯A, θα} = 0. (4.11)
This condition on the general ansatz (4.7) yields again the expressions (4.8). Thus, the
expressions (4.8) are possible to write as
x¯A = e−ξ
αVαxA
∣∣∣
ξ=θ
, p¯A = e
−ξαVαpA
∣∣∣
ξ=θ
. (4.12)
According to (2.24) the properties (4.11) imply
{x¯A, x¯B} = {x¯A, x¯B}D, {x¯A, p¯B} = {x¯A, p¯B}D, {p¯A, p¯B} = {p¯A, p¯B}D.(4.13)
4.2 A simple but nontrivial example
Consider a 2n-dimensional phase space (n ≥ 2),M, spanned by the canonical coordinates
xµ and pµ satisfying the Poisson algebra
{xµ, pν} = δµν , {xµ, xν} = {pµ, pν} = 0. (4.14)
On M we impose two constraints, θα = 0, where
θ1 ≡ p2 −m2, θ2 ≡ x2 − a2, (4.15)
where a and m are two real constants. xµ and pν are considered to be n-dimensional
Lorentz vectors and all inner products are Lorentz products. Thus, in (4.15) p2 = pµpνη
µν
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and x2 = xµxνηµν where η
µν(ηµν) is a time-like Minkowski metric in n dimensions. The
constraints θα = 0 are of second class since
C12
∣∣∣
θ=0
6= 0, C12 = {θ1, θ2} = −4p · x, (4.16)
where p · x = pµxµ. The Dirac bracket is given by (4.4) with
C12 =
1
4p · x = −C21. (4.17)
Explicitly we get
{xµ, pν}D = δµν −
pµxν
p · x , {x
µ, xν}D = {pµ, pν}D = 0. (4.18)
In order to construct appropriate extended observables we first construct general so-
lutions of (3.2) for the ansatz (3.4). There are several solutions. Three of them are given
below.
1) x¯µ = xµ − p
µ(p · x)
p2
(
1−
√
Ax
)
, p¯µ = pµ − x
µ(p · x)
x2
(
1−
√
Ap
)
, (4.19)
where
Ax = 1− p
2(x2 − a2)
(p · x)2 , Ap = 1−
x2(p2 −m2)
(p · x)2 . (4.20)
2) x¯µ =
√
p2
m2
(
xµ − p
µ(p · x)
p2
(
1−
√
B
))
, p¯µ =
√
m2
p2
pµ, (4.21)
where
B = 1− p
2x2 −m2a2
(p · x)2 . (4.22)
3) x¯µ =
√
a2
x2
xµ, p¯µ =
√
x2
a2
(
pµ − x
µ(p · x)
x2
(
1−
√
B
))
, (4.23)
All three expressions (4.19), (4.21) and (4.23) satisfy
x¯2 = a2, p¯2 = m2. (4.24)
It is straight-forward but tedious to check that the expressions (4.21) and (4.23) satisfy
{x¯µ, p¯ν} = δµν −
p¯µx¯ν
p¯ · x¯ , {x¯
µ, x¯ν} = {p¯µ, p¯ν} = 0, (4.25)
which are the correct expressions required by (3.3) due to (4.18). However, (4.19) does
not satisfy (4.25). The reason why we have found more than one correct solution will be
explained in section 8. (There might be more than two solutions.)
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We consider now the above solutions as expansions in the constraint variables:
x¯µ = xµ +
∞∑
k=1
Xµα1···αkθ
α1 · · · θαk ,
p¯µ = pµ +
∞∑
k=1
Pµα1···αkθ
α1 · · · θαk . (4.26)
The solution (4.19) yields to first order e.g.
Xµ1 = 0, X
µ
2 = −
pµ
2(p · x) , P
µ
1 = −
xµ
(p · x) , P
µ
2 = 0. (4.27)
Other choices which differ from these by terms involving powers of constraint variables are
also possible and are considered to be equivalent. Comparison with the general expression
(3.37), i.e.
Xµβ = −{xµ, θγ}Cγβ + {fβ, xµ}D,
Pµβ = −{pµ, θγ}Cγβ + {fβ, pµ}D (4.28)
yields fα = 0, which means that the fundamental first order vector fields Xα do not
commute for (4.19). Xα are given by
X1 = X
µ
1 ∂
x
µ + P
µ
1 ∂
p
µ, X2 = X
µ
2 ∂
x
µ + P
µ
2 ∂
p
µ, (4.29)
where ∂xµ = ∂/∂x
µ and ∂pµ = ∂/∂p
µ. Although the condition (3.46) is satisfied it is not
equivalent to (3.41). In fact, we have here
X1p¯
µ = X2x¯
µ = 0, X1x¯
µ 6= 0, X2p¯µ 6= 0,
⇒ Xαx¯µCαβXβ p¯ν 6= 0, (4.30)
which violates (3.41) since Xα = −Vα here. This explains why (4.19) does not satisfy
(4.25).
Consider now the solution (4.21). It yields to first order e.g.
Xµ1 =
xµ
2m2
− a
2
2p2(p · x)p
µ, Xµ2 = −
pµ
2(p · x) , P
µ
1 = −
pµ
2m2
, Pµ2 = 0. (4.31)
Comparison with the general expression (4.28) yields then the possible choices for fα. One
possible choice is
f1 = −(p · x)
2m2
, f2 = 0. (4.32)
This choice makes (3.46) zero and yields for (3.39)
K12 = C12
(m2 − p2)
m2
= −K21. (4.33)
Let us now see if we can make another choice of fα such that the first order vector fields
(4.29) commute by requiring Kαβ in (3.39) to be functions of the constraint variables θ
α
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only. The allowed forms of fα are given in (3.37). We may therefore replace f1 in (4.32)
by
f1 = −(p · x)
2m2
+ b11(p
2 −m2), f2 = 0. (4.34)
This expression makes Kαβ zero for the choice
b11 =
(p · x)
2m2p2
⇒ f1 = −(p · x)
2p2
. (4.35)
This f1 inserted into (4.28) yields the first order coefficients
Xµ1 =
xµ
2p2
− x
2
2p2(p · x)p
µ, Xµ2 = −
pµ
2(p · x) , P
µ
1 = −
pµ
2p2
, Pµ2 = 0, (4.36)
which differ from (4.31) by a power expansion in the constraint variables. One may easily
check that (Xα are the first order vector field defined by (4.29))
Xαx¯
µ = 0, Xαp¯
µ = 0 (4.37)
as required by (3.45). The solutions (4.21) are therefore of the exponential form (3.24).
The solutions (4.23) satisfy (4.25) since (3.46) is satisfied.
For the solutions (4.23) we find the first order coefficients
Xµ1 = 0, X
µ
2 = −
xµ
2x2
, Pµ1 = −
pµ
2(p · x) , P
µ
2 =
pµ
2x2
− p
2
2x2(p · x)x
µ. (4.38)
The general expression (4.28) yields here
f1 = 0, f2 =
(p · x)
2x2
, (4.39)
which also satisfies the condition (3.46). One may easily check that this choice make Kαβ
in (3.39) zero, which means that the vector fields (4.29) commutes. Even the solutions
(4.23) satisfy the properties (4.37) which means that also they are of the exponential form
(3.24). Note that {θ1, f1} = 1 for the solution (4.21) and {θ2, f2} = 1 for the solution
(4.23). These properties are probably not accidental as will be explained in section 8.
5 Extended observables in theories with first class constraints
Consider a dynamical system defined on a 2n-dimensional symplectic manifold M. Let
φa(x) = 0, a = 1, . . . ,m < n (5.1)
be first class constraints, i.e. let φa(x) satisfy the Poisson algebra
{φa(x), φa(x)} = fabc(x)φc(x), (5.2)
where fab
c(x) are structure functions. Even here we may define extended observables
along the lines of section 3. For this we need m functions χa(x), a = 1, . . . ,m, satisfying
the properties
{χa(x), χb(x)} = 0, det{χa(x), φb(x)}|φ=0 6= 0. (5.3)
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Since χa(x) and φb(x) together act like the second class constraint variables θ
α in section
3, the previous analysis applies. Thus, we may define a Dirac bracket where both χa(x)
and φb(x) are Casimir functions. By means of the formula (2.24) we may define the Dirac
bracket by
{f, g}D = {f, g}+MabV bfVag −MabVafV bg − fabcφcV afV bg, (5.4)
where
Mab(x) ≡ {χa(x), φb(x)}, (5.5)
and
V a = (M−1)ab(x){χb, ·}, (M−1)ab(x)M bc(x) = δac ,
Va = −(M−1)ba(x){φb, ·}+ (M−1)ca(x)(M−1)db(x)fcdeφe{χb, ·}, (5.6)
which are defined according to formula (2.19), i.e. they are the Vα-operators of section 3
for θα = (χa, φa), and they differentiate the Dirac bracket (5.4).
Let x∗i be any solution of φa(x
∗) = 0 wherem of the coordinates xi are made dependent
variables. x∗i are viewed as observables here. By extended observables x˜i(x) we then mean
expressions defined on M satisfying the properties
x˜i(x∗) = x∗i, (5.7)
φa(x˜) = 0, (5.8)
and
{x˜i(x), x˜j(x)} = {xi, xj}D|x→x˜(x). (5.9)
The first condition (5.7) requires x˜i(x) to be of the form
x˜i(x) = xi +
∞∑
n=1
Xia1···an(x)φa1(x) · · · φan(x). (5.10)
It is easily seen that
x˜i(x) = e−ξaV
a
xi
∣∣∣
ξ→φ
(5.11)
are solutions of (5.8) of the form (5.10). As in section 3 we have also the property
{xi, xj}D|x→x˜(x) = e−ξaV
a{xi, xj}D
∣∣∣
ξ→φ
= {x˜i, x˜j}D, (5.12)
where the last equality follows since V a differentiate the Dirac bracket. Now since the
χa-variables are chosen to satisfy (5.3) the V a-operators commute, i.e.
[V a, V b] = 0. (5.13)
This implies that
V ax˜i(x) = 0 ⇔ {χa, x˜i(x)} = 0, (5.14)
which for the Dirac bracket (5.4) implies
{x˜i, x˜j}D = {x˜i, x˜j}. (5.15)
This together with (5.12) shows that the condition (5.9) is satisfied. Notice that in dis-
tinction to the extended observables x¯i(x) in the second class case, x˜i(x) are much more
ambiguous due to the large freedom how to choose the “gauge fixing” variables χa. In
other words there is a large gauge freedom in x˜i(x).
15
5.1 Example: The free relativistic particle
Let xµ and pµ be coordinates and momenta for a free relativistic particle. The momenta
satisfy then the mass shell condition (we use timelike metric)
φ ≡ p2 −m2 = 0. (5.16)
Let us choose as “gauge fixing” variable
χ ≡ η · x− τ, (5.17)
where τ is a parameter and ηµ a constant four-vector. The condition (5.3) requires η2 ≥ 0.
The extended observables are here
x˜µ = e−ξV xµ
∣∣∣
ξ→φ
, p˜µ = e
−ξV pµ
∣∣∣
ξ→φ
, V ≡ 1
2η · p{η · x, · }. (5.18)
Explicitly we have
x˜µ = xµ, p˜µ = pµ − η
µη · p
η2
(
1−
√
1− η
2(p2 −m2)
(η · p)2
)
, η2 > 0. (5.19)
x˜µ = xµ, p˜µ = pµ − η
µ
2η · p(p
2 −m2), η2 = 0. (5.20)
If the particle is massive, m 6= 0, we may also choose the proper time gauge fixing
χ ≡ p · x− τ. (5.21)
In this case we have the expressions (5.18) for
V =
1
2p2
{p · x, · }, (5.22)
which explicitly yield
x˜µ =
√
p2
m2
xµ, p˜µ =
√
m2
p2
pµ. (5.23)
All solutions (5.19), (5.20), and (5.23) satisfy p˜2 = m2. One may easily check that property
(5.9) is valid.
6 Comparisons with gauge invariant extensions
The extended observables constructed in the previous section are not what one usually
considers to be observables in a gauge theory. Normally they are gauge invariant quantities.
Indeed there is something called gauge invariant extensions in the literature (see e.g. [2, 3]).
They are quantities xˆi(x) defined on M with the following properties: They are gauge
invariant, i.e. they satisfy
{xˆi(x), φa(x)} = Ci ba (x)φb(x), (6.1)
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where φa(x) are the first class constraint variables satisfying the algebra (5.2), and C
i b
a (x)
are unspecified coefficient functions. xˆi(x) also satisfy
χa(xˆ) = 0, (6.2)
where χa are “gauge fixing” variables satisfying the properties (5.3), and
xˆi(x∗) = x∗i, (6.3)
where x∗i is any solution of χa(x∗) = 0 with m dependent coordinates. Furthermore, we
have
{xˆi(x), xˆj(x)} = {xi, xj}D|x→xˆ(x) +Cij b(x)φb(x), (6.4)
where Cij b(x) are unspecified coefficient functions and where the Dirac bracket is the one
in (5.4). For Lie group theories the following general formula was given in [3]
xˆi(x) =
∫
dmΩ |det{χa(xΩ), φb(xΩ)}| δm(χ(xΩ))xiΩ, (6.5)
where xiΩ is a gauge transformed x
i and dmΩ is the volume element of the group.
¿From the analysis of the previous sections we are now able to make a more careful
analysis of these gauge invariant extensions. From the property (6.3) it is clear that xˆi(x)
must be of the general form
xˆi(x) = xi +
∞∑
n=1
Xia1···an(x)χ
a1(x) · · ·χan(x). (6.6)
In fact, the obvious solution of this form is
xˆi(x) = e−ξ
aVaxi
∣∣∣
ξ→χ
, (6.7)
where the differential operator Va is given in (5.6). This expression of xˆ
i(x) satisfies (6.2)
due to the properties
Vaχ
b = δba, Vaφb = 0. (6.8)
The properties (6.1) and (6.4) follow then from the following commutation relations
[Va, Vb] = φe(x){f ecd (x)(M−1)ca(x)(M−1)db(x), · }D, (6.9)
where the Dirac bracket is the one in (5.4). Thus, the Va-operators only commute if the
structure functions f cab (x) and M
a
b(x) are functions of only the constraint variables φa
and/or χb. In this case the last terms in (6.4) vanish. Strict gauge invariance, i.e.
{xˆi(x), φa(x)} = 0 (6.10)
is only valid for abelian gauge theories.
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6.1 Example: The free relativistic particle
Let as in the previous section xµ and pµ be coordinates and momenta for a free relativistic
particle where the momenta satisfy
φ ≡ p2 −m2 = 0. (6.11)
The gauge invariant extensions are easily calculated by means of formula (6.5). In the
gauge χ = η · x− τ we find
pˆµ = pµ, xˆµ =
ηνJ
µν
η · p + τ
pµ
η · p, J
µν ≡ xµpν − xνpµ, (6.12)
and in the proper time gauge χ = x · p− τ we have
pˆµ = pµ, xˆµ =
pνJ
µν
p2
+ τ
pµ
p2
. (6.13)
These expressions satisfy (6.2)-(6.3) and property (6.1) with Ciba = 0 and (6.4) with
Cijb = 0.
7 Extended observables in general gauge theories in a par-
ticular gauge
General gauge theories are theories with first class constraints. In the previous sections, 5
and 6, we have constructed two types of extended observables for these theories. Here we
define a third type namely extended observables as defined in section 3 for second class
constraints. Consider therefore again the first class constraint variables φa(x) in (5.1)-
(5.2) and the gauge fixing variables χa(x) with the properties (5.3). The physical degrees
of freedom are described by x∗i satisfying the conditions
φa(x
∗) = 0, χa(x∗) = 0, a = 1, . . . ,m. (7.1)
x∗i depends on 2(n−m) independent coordinates. As in section 3 we view x∗i as observables
here. In order to define extended observables x¯i(x) we need differential operators Xα,
α = 1, . . . , 2m, which probably must be commuting. The Vα - operators in (5.6) do not
commute in general. However, we expect that we always may define commuting Xα-
operators defined by
Xa ≡ −V a − {fa, · }D,
Xa ≡ −Va − φe{f ea, · }D, (7.2)
where V a and Va are the Vα-operators in (5.6), and where f
a and f ea satisfy the condition
{f ca, x¯i}DMab{f b, x¯j}D − {f ca, x¯j}DMab{f b, x¯i}D + {fa, x¯i}Df cab {f b, x¯j}D = 0,
(7.3)
which follows from (3.46). The extended observables are then given by
x¯i(x) = eξaX
a+ρaXaxi
∣∣∣
ξ→φ,ρ→χ
. (7.4)
Even these expressions are gauge invariant in the sense of (6.1). They may therefore be
called proper gauge invariant extensions since they describe exactly the right number of
degrees of freedom in distinctions to the gauge invariant extensions in section 6.
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7.1 Example: The free relativistic particle
Consider again the relativistic particle with coordinates xµ and momenta pµ satisfying the
mass shell condition
φ ≡ p2 −m2 = 0. (7.5)
In the following we denote the Vα-operators by V and W corresponding to V
a and Va
respectively. In the proper time gauge
χ = p · x− τ, (7.6)
we have then
V ≡ 1
2p2
{p · x, · } W ≡ − 1
2p2
{p2, · }, (7.7)
which do commute. The extended observables are therefore
x¯µ(x, p) = e−ξV−ρWxµ
∣∣∣
ξ→φ,ρ→χ
= x˜µ(xˆ, pˆ) = xˆµ(x˜, p˜) =
√
p2
m2
(
pνJ
µν
p2
+ τ
pµ
p2
)
,
p¯µ(x, p) = e−ξV−ρW pµ
∣∣∣
ξ→φ,ρ→χ
= p˜µ(xˆ, pˆ) = pˆµ(x˜, p˜) =
√
m2
p2
pµ, (7.8)
where x˜µ and p˜µ are given in (5.23), and xˆµ, pˆµ in (6.13).
In the gauge
χ = η · x− τ, η2 ≥ 0 (7.9)
we have
V ≡ 1
2η · p{η · x, · } W ≡ −
1
2η · p{p
2, · }. (7.10)
These operators do not commute. We have
[V,W ] = { 1
2η · p, · }D. (7.11)
However, if we replace V by X defined by
X ≡ V + { η · x
2η · p, · }D, (7.12)
then X and W commute. This choice satisfies the condition (7.3). The extended observ-
ables are therefore for η2 > 0
x¯µ(x, p) = e−ξX−ρWxµ
∣∣∣
ξ→φ,ρ→χ
= x˜µ(xˆ, pˆ) = xˆµ(x˜, p˜) =
= xˆµ +
τ
η · p
(
1−√A
η2
√
A
)(
η2pµ − η · pηµ
)
, A ≡ 1− η
2(p2 −m2)
(η · p)2 ,
p¯µ(x, p) = e−ξX−ρW pµ
∣∣∣
ξ→φ,ρ→χ
= p˜µ(xˆ, pˆ) = pˆµ(x˜, p˜) = p˜µ, (7.13)
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where xˆµ and pˆµ are given in (6.12), and where x˜µ and p˜µ are given by
x˜µ(x) = e−ξXxµ
∣∣∣
ξ→φ
= xµ +
η · x
η · p
(
1−√A
η2
√
A
)(
η2pµ − η · pηµ
)
,
p˜µ(x) = e−ξXpµ
∣∣∣
ξ→φ
= pµ − η
µη · p
η2
(
1−
√
A
)
. (7.14)
For η2 = 0 these expressions reduce to
x¯µ(x, p) = xˆµ − τ η
µ
2(η · p)2 (p
2 −m2),
p¯µ(x, p) = pµ − η
µ
2η · p(p
2 −m2), (7.15)
and
x˜µ(x) = xµ − ηµ η · x
2(η · p)2 (p
2 −m2),
p˜µ(x) = pµ − η
µ
2η · p(p
2 −m2). (7.16)
8 Quantization
We believe the existence of extended observables to be a strong indication that the given
theory may be quantized in a covariant fashion. Since we know how theories with first
class constraints may be quantized covariantly, our main interest is in theories with second
class constraints. The question then is how the extended observables and their construc-
tion could be helpful in a covariant quantum theory. The exponential mapping to the
extended observables could perhaps be used for the construction of physical symbols from
the original ones (cf [6]). However, before we give any prescription for a covariant quan-
tization of second class theories we need to understand the properties obtained so far.
First it is clear that although we have succeeded to specify the properties of extended
observables in details in section 3, we have not yet obtained a precise classification of
all theories for which these observables actually exist. This will probably be clarified in
the near future since we have obtained simple general forms of the solutions and simple
conditions for their existence. From the very simple examples treated in section 4 and
comparisons with corresponding properties for theories with first class constraints, it is
obvious that the approach here is directly connected to the approach of splitting the sec-
ond class constraints into first class ones and gauge fixing conditions [4, 5]. In principle
such a splitting is always possible (a polarization). One may notice that for the simple but
nontrivial example treated in subsection 4.2 we found two distinct extended observables.
From the point of view of sections 5-7 it is clear that these two solutions correspond to
two natural choices of gauge generators. In fact, θ1 is a gauge generator for the solution
(4.21) and θ2 for (4.23). The extended observables are therefore gauge invariant from this
point of view and can also be viewed as proper gauge invariant extensions of the type
given in section 7. The example in 4.2 seems also to give a clue for what the fα-functions
actually do for us. The commuting Xα-operators for the solution (4.21) has the property
XαA = 0 ⇔ {f1, A} = {θ1, A} = 0 which is consistent since {θ1, f1} = 1. (For the
solution (4.23) we have XαA = 0 ⇔ {f2, A} = {θ2, A} = 0 and {θ2, f2} = 1.) The
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same happens in the example of section 7. Thus, it seems as if the nonzero fα-functions
replace an equal number of θα-functions in such a fashion that Xα will commute. These
observations should play an important role in a covariant quantization.
One way to quantize theories with second class constraints covariantly in which the
extended observables play a crucial role may be described as follows: Consider a theory
with a Hamiltonian H(x) and first and second class constraints φa and θ
α. Eliminate the
second class constraints θα by replacing xi by the extended observables x¯i(x) in H(x) and
φa(x) where x¯
i(x) is constructed according to section 3. The theory is then transformed
into an equivalent theory given by the Hamiltonian H(x¯) and the first class constraints
φa(x¯) and the gauge generators under which x¯
i(x) is gauge invariant.
Example: Particle on a sphere.
Consider a theory with the Hamiltonian (a free nonrelativistic particle)
H =
p2
2m
, (8.1)
and the constraints θα = 0 where
θ1 = x2 −R2, θ2 = p · x, (8.2)
where R is a positive constant (cf subsection 4.1). The resulting theory describes a free
particle on a sphere with radius R. The extended observables are here
x¯ =
R√
x2
x, p¯ =
√
x2
R
(
p− p · x
x2
x
)
. (8.3)
We may therefore eliminate θα and consider the equivalent theory with the Hamiltonian
H =
p¯2
2m
=
L2
2mR2
, L = x× p (8.4)
Quantization yields then the spectrum
El =
h¯2l(l + 1)
2mR2
. (8.5)
The state space is restricted by either θ1 or θ2 as gauge generator. This procedure should
be compared to the treatment of [5] in which the method of splitting the second class
constraints in gauge generators and gauge fixings is used. The difference is that we here are
making use of uniquely defined extended observables which precisely define the equivalent
theory.
9 Summary of the results
In this paper we have obtained new results for general classical Hamiltonian theories
with constraints. We have for the first time precisely defined and explicitly constructed
extended observables for such theories which considerably generalizes the concept of gauge
invariant extensions used in general gauge theories. (Even the properties of the latter
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are further clarified.) For simplicity we have considered finite dimensional theories. (The
generalization to infinite dimensional theories is in principle straight-forward.) The results
may be summarized as follows:
Given is a 2n-dimensional symplectic manifold M with coordinates xi, i = 1, . . . , 2n.
Its closed, non-degenerate two-form and related Poisson bracket is defined in section 2.
On this manifold we have a set of constraints. They may either be of first or of second
class (or a mixture) in Dirac’s classification [1]. Consider first the case of second class
constraints. We have then the constraints θα(x) = 0, α = 1, . . . , 2m < 2n, satisfying the
properties
detCαβ
∣∣∣
θ=0
6= 0, Cαβ ≡ {θα, θβ}. (9.1)
In this case the extended observables x¯i(x) are defined as follows: x¯i(x) are functions on
M satisfying the properties
1) x¯i(x∗) = x∗i (9.2)
for any solution x∗i of θα(x∗) = 0. (x∗i are observables.) Also the extended observables
themselves are solutions of the constraints,
2) θα(x¯(x)) = 0, α = 1, . . . , 2m. (9.3)
Furthermore, they satisfy the Poisson algebra
3) {x¯i(x), x¯j(x)} = {xi, xj}D|x→x¯(x), (9.4)
where the bracket on the left-hand side is the original Poisson bracket on M, while the
bracket on the right-hand side is the Dirac bracket defined in (2.11). The general solutions
of conditions 1)-3) we have found to be of the following form
x¯i(x) = eξ
αXαxi
∣∣∣
ξ=θ
, (9.5)
where ξα are parameters and Xα vector fields of the form
Xα = −Vα + {fα, · }D, Vα = Cαβ{θβ, · }. (9.6)
Xα differentiates the Dirac bracket (2.11) since Vα also has this property as proved in the
appendix. The functions fα in (9.6) must be chosen such that
Vαx¯
i(x)CαβVβ x¯
j(x) = 0 (9.7)
is satisfied. We believe that this requires fα to be chosen such that Xα in (9.6) commute
and at the same time satisfy
{fα, x¯i}DCαβ{fβ, x¯j}D = 0. (9.8)
However, the last two conditions seem to be stronger than (9.7). In order for Xα to
commute fα must be chosen such that Kαβ defined by
Kαβ = Cαβ + {fα, fβ}D + Cβγ{θγ , fα} − Cαγ{θγ , fβ} (9.9)
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at most depends on the constraint variables θα apart from constants (see (3.38)).
For first class constraints φa(x) = 0, a = 1, . . . ,m < n we may define extended
observables x˜i(x) analogously. x˜i(x) satisfies
1) x˜i(x∗) = x∗i (9.10)
for any solution x∗i of φa(x
∗) = 0, and x˜i(x) are themselves solutions,
2) φa(x˜
i(x)) = 0, a = 1, . . . ,m. (9.11)
Furthermore, we have the relation
3) {x˜i(x), x˜j(x)} = {xi, xj}D|x→x˜(x), (9.12)
where the Dirac bracket is defined in terms of φa and a set of gauge fixing variables χ
a(x)
satisfying
{χa(x), χb(x)} = 0, det{χa(x), φb(x)}|φ=0 6= 0. (9.13)
The solution is
x˜i(x) = e−ξaV
a
xi
∣∣∣
ξ→φ
, (9.14)
where
V a = (M−1)ab(x){χb, ·}, Mab(x) ≡ {χa(x), φb(x)}. (9.15)
These V a-operators commute due to (9.13). The extended observables (9.14) are not
what one normally would call observables in a general gauge theory since they are not
gauge invariant. In section 6 we defined gauge invariant observables xˆi(x) along the lines
what has been considered before (see e.g. [2, 3]). They satisfy χa(xˆ) = 0 instead of 1)
in (9.10) and a weak form of 3) in (9.12). If we actually make use of χa as gauge fixing,
i.e. view φa(x) = 0 and χ
a(x) = 0 as second class constraints then we may construct the
corresponding extended observables according to the rules for second class constraints.
We find then the solution (9.5) with θα = (φa, χ
a). Interestingly enough this solution
is also gauge invariant and it could be called the proper gauge invariant extension. The
method to construct extended observables for second class constraints seems therefore to
be appropriate also for first class constraints.
In section 8 we discussed the possibility to perform a covariant quantization of theories
with second class constraints using the new insights of the present paper. First we noticed
that the results so far seem to indicate a connection to the method of splitting the second
class constraints into first class ones and gauge fixing conditions (see [4, 5]). However,
the extended observables by themselves also provide for a simple algorithm how to map
the constrained theory to an equivalent unconstrained one. This mapping procedure was
exemplified for a particle on a sphere and led to a very simple quantization of this system.
Whether or not such a procedure eventually may compete with the standard conversion
method [8] in which the second class constraints are converted to first class ones by means
of additional variables are left for the future to decide.
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A Proof of Leibniz’ rule (2.14) for Vα
Let us prove (2.21) backwards:
{Vαf, g}D + {f, Vαg}D = {{f, θβ}Cβα, g}D + {f, {g, θβ}Cβα}D =
= {{f, θβ}Cβα, g} − {{f, θβ}Cβα, θγ}Cγλ{θλ, g}+
+{f, {g, θβ}Cβα} − {f, θγ}Cγλ{θλ, {g, θβ}Cβα} =
=
(
{{f, θβ}, g} + {f, {g, θβ}}
)
Cβα +
+{f, θγ}{Cγα, g} + {Cλα, f}{θλ, g} −
−{{f, θβ}, θγ}CβαCγλ{θλ, g} − {f, θγ}CγλCβα{θλ, {g, θβ}} −
−{f, θγ}{Cγα, θβ}Cβλ{θλ, g} − {f, θγ}{θβ , Cλα}Cγβ{g, θλ}. (A.1)
Inserting
{Cγα, g} = −Cγλ{Cλβ, g}Cβα = |Jac. id.| =
= Cγλ{{θβ , g}, θλ}Cβα + Cγλ{{g, θλ}, θβ}Cβα, (A.2)
and the corresponding expression for {Cλα, f} into (A.1) we find
{Vαf, g}D + {f, Vαg}D = {f, g}Cβα − {{f, θβ}, θγ}CβαCγλ{θλ, g} −
−{f, θγ}CγλCβα{θλ, g}θβ}} − {{f, θγ}, θβ}Cγλ{θλ, g}Cβα −
−{f, θγ}
(
{Cγα, θβ}Cβλ + {Cαλ, θβ}Cβγ
)
{θλ, g}, (A.3)
where we also have made use of a Jacobi identity for the first terms. Now we have
{Cγα, θβ}Cβλ + cycle(γ, α, λ) = 0, (A.4)
which is easily proved by means of Jacobi identities. (A.4) in (A.3) yields then
{Vαf, g}D + {f, Vαg}D =
= {{f, g} − {f, θγ}Cγλ{θλ, g}, θβ}Cβα = Vα{f, g}D (A.5)
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