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Introduction
In m any problem s th e convergence of iterative schemes can be significantly slowed down by a presence of several very sm all eigenvalues in th e spectrum of th e algebraic system to be solved. T his occurs, for exam ple, w hen th e conjugate gradient (CG) m ethod is applied to algebraic problem s arising from discretization of second order elliptic problem s, especially in th e case of strongly discontinuous a n d /o r anisotropic problem coefficients.
One of th e ways to improve th e convergence ra te of th e CG m ethod is to "deflate" certain com ponents of th e residual by using th e projector
B = I ^V { V T A V ) -l V T A
as a (right) preconditioner, see e.g. [12] . Here A is th e original system m atrix and V is a rectangular m atrix constructed in such a way th a t th e Rayleigh quotient does not take extrem ely sm all/large values on th e subspace orthogonal to th e image of V. Note, th a t a p rojector of a sim ilar stru c tu re a ppears also in th e m ultigrid setting. If V is chosen to be a coarse-to-fine prolongation o perator th en B is norm ally referred to as a coarse-grid correction operator (an overview of th e m ultigrid fram ew ork can be found in e.g. [8 ] , [16] , [17] ). A nice feature of th e algorithm is th a t th e convergence rate of th e "deflated" precondi tioned conjugate (PC G ) m ethod depends on th e ratio k, Since Amax < Amax, Am;n > Am;n, th e convergence rate of th e "deflated" PC G m ethod is always b e tte r th a n th e convergence rate of th e unpreconditioned one. As was shown in [1 2 ] for a class of second order elliptic problem s w ith sm ooth isotropic coefficients, th e dim ension of th e low-frequency eigencluster is norm ally relatively sm all and, therefore, th e num ber of colum ns in V can also be chosen sm all as com pared to th e dim ension of A. T his makes efficient im plem entations of th e "deflation" procedure possible, see [10, 11, 12] . However, th e algorithm requires th e system w ith th e m atrix A y = V T A V to be solved exactly on every iteratio n of th e PC G m ethod; if th e action of A y 1 is com puted inaccurately th e n the convergence of th e iterative scheme can be slow or even divergence can occur. T his is a draw back of th e "deflation" procedure since th e com putation of A y 1 can be costly if its dim ension is not small; th e system w ith A y can be efficiently solved only if it has a sim ple sparsity stru c tu re (preferably block-diagonal) and, thus, th e choice of V is severely restricted.
Following th e idea suggested in [2] , b u t strongly extending and im proving th a t m ethod, in th e present p ap er we consider an altern ativ e approach to tackle th e low-frequency eigenmodes. Instead of "deflating" th e sm all eigenvalues we propose to "move" them to th e vicinity of the largest eigenvalue by using a preconditioner B in th e form
where B y is an easily invertible approxim ation of Ay; we also refer to [9] , w here a som ew hat sim ilar algorithm was studied. One of th e m ain advantages of th e proposed algorithm is th e possibility to avoid exact solving of system s w ith A y . T his relaxes th e restrictions posed on th e choice of V and often leads to more efficient im plem entations of th e solver. Moreover, th e algorithm involves no e x tra m ultiplication w ith th e system m atrix A (as required in th e "deflation" m ethod) and can be easily com bined w ith an o th er preconditioner M which bounds th e largest eigenvalues:
T he developed algorithm belongs to th e additive Schwarz framework. W hen applied recursively w ith p articu lar choices of M , V and B y it leads to a num ber of known m ethods such as I-AM LI [1, 3] , B PX [4] or MDS [20] . T his issue is addressed in Sections 3 and 4.
We will first introduce th e m ethod as a generalization of th e augm ented m atrix precon ditioning approach [2 ] and th en discuss its application to th e problem s arising from finiteelem ent discretization of second order elliptic equations w ith highly discontinuous a n d /o r anisotropic coefficients.
2 T h e a u g m e n te d m a trix p re c o n d itio n in g ap p ro a c h Let th e m atrices A and V be of order n x n and n x m respectively. Assume th a t rank V = m. C onsider th e augm ented m atrix
T h e o r e m 2.1 [2] The following relations between the eigenvalues of A and A hold. a) A has at least m zero eigenvalues. The rest of the spectrum, of A coincides with the spectrum of (I + V V T )A.
b) If A is symmetric positive definite then for every eigenvalue A j of A there exists an eigenvalue A j of A such that A j > A c) If A is nonsingular and symmetric and V is constructed as
where Vj are the normalized eigenvectors of A corresponding to A*, * = 1 , . . . , m, then the nonzero eigenvalues of A are the following:
Proof It follows from (1) th a t A is sim ilar to
T his shows p a rt a). T he eigenvalues of (In
so p a rt b) follows from x 1 A x + (VT A? x )T (V T A? x) > x 1 A x for any x. P a rt c) im m ediately follows from th e th e orthonorm ality of th e eigenvectors v* of A, * = 1 ,..., n. □ Assume th a t A is s.p.d. w ith an ordered set of eigenvalues {Aj}"=1, Ai < In this case th e above theorem implies th a t in order to improve th e condition num ber of A one can define th e m atrix V by using th e eigenvectors v*, * = 1,..., m of A. If th e scaling factors ai are chosen as a* = \/A " /A * -1 or a* = \/A "/A th en th e sm allest eigenvalues A * of A are "moved" to A* = Xn = Amax or to A* = Xn + Xjt < 2Amax, respectively. As was pointed out in [2] , instead of using th e m atrix A in th e iterative scheme one can alternatively use the m atrix (I + V V T )A , i.e. one can use I + V V T as a preconditioner to A. T he preconditioner can also be w ritten in th e form I + V D^l V T w here D = diag(a?) and V = [vi,..., v m]. T here are two problem s associated w ith th e practical im plem entation of this m ethod, namely, in general th e eigenvectors v* are not known and likewise th e scaling factors a* are not known. To handle this we consider th e case w hen v* are only assum ed to be linearly independent vectors spanning a proper subspace and introduce a more general scaling m atrix. Moreover, as it tu rn s out, it is th e subspace spanned by {vi}™ which m atters and not the p articu lar basis vectors used. F u rth er we stu d y a preconditioner in a m ore general form I + V D^l V T\ where th e m atrix D is no longer assum ed to be diagonal.
is an orthogonal projection, i.e. P 2 = P. Therefore, 0 and 1 are the only eigenvalues of P.
□ L e m m a 2 . 2 [13] (Monotonicity). Let A and A be symmetric positive definite matrices of order n x n and let V^ be rectangular matrices of order n x m^, k = 1 , 2 such that rank 1 4 = m k = 1,2. If Im V i C Im V 2 then for alii, 1 < i < n the following inequality holds
Proof It is readily seen th a t th e proposition holds if F = V2{V2 A V2)^l V2 A is nonnegative definite. B ut since Im Vi C Im V2 , there exists some m atrix Q of order m 2 x m \ such th a t Vi = V2 Q. T hen w ith D*. = VjFAV^ we have
is an orthogonal projector, whose only eigenvalues are 0 and 1 . □ C o r o lla r y 2.1 If Im 1', = Im V 2 th en I + V2D., 1 
Proof In this case Q in Vi = V2Q is invertible. T hus, D2 Q(QT D2Q )^l QT D2 = I. □ R e m a r k 2.1 T he above corollary shows th a t th e individual eigenvectors of A are not needed when constructing th e m atrix V ; we are ra th e r interested in th e subspace spanned by them .
Next we consider a specific version of th e preconditioner B = I + crVAy1 V T w ith th e scaling m atrix A y = V TA V . T he following theorem is sim ilar to a theorem from [13] . 
which shows p a rt b). To prove p a rt c) note th a t th e eigenvectors are orthogonal so I ' 7 ,tv( = 0, * = m + 1 ,..., n. □ 
Am+l
However, th e preconditioner (4) is norm ally expensive to apply because of th e need to invert th e m atrix A y. In th e following section we show th a t th e action of A y 1 can be replaced by th e action of a preconditioner B y 1 to A y 1. We also discuss there th e possibility to relax the condition (3).
G eneralized version w ith inexact projectors
T h e o r e m 3.1 Define the preconditioner B as
where B y is an m x m symmetric positive definite approximation of A y . The eigenval ues X (BA) of B A are bounded as follows:
Proof T he m inim al eigenvalue of B A can be estim ated as As follows from T heorem 3.1, th e preconditioner (6 ) is able to improve th e spectrum of A even in th e case w hen th e action of A y 1 is replaced by th e action of a preconditioner B y 1 . It should be noted, however, th a t th e preconditioner (6 ) is still difficult to im plem ent in practice since th e condition I m F D spanjvi,..., v TO} is not easy to satisfy. L ater, in T heorem 3.2, we show th a t this condition can be significantly relaxed.
In the following we use th e no tatio n cos(W i.,W 2 ) for cos(</?(Wi., W2 )), where 9 ? denotes the angle betw een th e vector subspaces W \ and W 2 , namely, cos(Wi., W 2 ) = cos(9 p(Wri, W 2 )) = sup
x Ty
x e m (xTx ) t ( y Ty ) f y e w2
L e m m a 3.1 Consider two arbitrary matrices Vi €E Knxmu rank Vi = m \ and V2 6 IR"xto2 : rankV-2 = m 2 . If there exists 7 < 1 such that Proof As follows from T heorem 2.2, th e m axim al eigenvalue Amax(BA) can be estim ated as
fo r som e 7 < 1, then the m inim al eigenvalue o f B A is bounded as
If we take into account th a t th e eigensubspaces Ve and (Ve)1" of A are A -orthogonal, th en the m inim al eigenvalue of B A can be estim ated as follows 
Finally noting th a t V B v lVT is positive semidefinite we conclude the proof of (10).
□ R e m a r k 3 .4 As follows from (7) , k(BA) < 2k(A) for all choices of V and B y . Thus, for all V and B y th e convergence ra te of th e ¿ -p re c o n d itio n e d iterative scheme is not worse as of th e sam e order as of th e unpreconditioned one. In particular, no divergence of th e iterative scheme can occur (if we assum e th a t th e round-off effects are neglected). T his is a nice feature of th e developed algorithm as com pared to th e "deflation" procedure [12] , since th e la tte r can be divergent if th e m atrix B y is chosen inappropriately. L e m m a 3.2 If the eigensubspace Ve = spanjvi,..., v m} of A is known then the value of cos(W , Ve) in (9) is readily computable. It can be evaluated as
where the matrix Ve is chosen such that rankV^. = m, Im V e = Ve.
Proof Introduce two auxiliary m atrices Ve and W such th a t lm V e = Ve, ra n k F e = dim V e, Vj'Ve = I, I m W = W , rankW = dimW, W = (ImA^V)1, W TW = I. Sim ilarly to the proof of Lem m a 3.1, we have
w here th e last equality follows from Corollary 2.1 by taking into account th a t th e subspace Ve is [12] . A nother choice of w i,..., w TO could be th e basis vectors of a known eigensubspace of a sim ilar problem , such as of a problem w ith a different coefficient function. T his approach was taken in [3] and [14] where th e low-frequency subspace of a strongly anisotropic diffusion o perator was approxim ated using th e eigenvectors of the lim it problem w ith a degenerate diffusion tensor. It should also be noted th a t th e algorithm (8) can be applied recursively, i.e. we can consider a nested sequence of preconditioners {B k}J k=Q defined as B k = I + <jkVk,k_ iB k_iV £k_v (11) According to th e classification introduced in [ (11) can be constructed using th e m atrix-dependent prolongation operators developed in [6] , [19] or [5, 15] . We also refer to [7] , where a num ber of preconditioners of a sim ilar stru c tu re was studied.
If we additionally introduce a polynom ial stabilization procedure to bound th e condition num ber of n(BkAk) (see [1] , for instance), th en we arrive a t th e BPX-like preconditioner of th e W -cycle type: Tfe_ 1A feFfeîfe_ i and PVh denotes a Chebyshev polynom ial of degree vk norm alized a t th e origin.
Incorporation of an "external" sm oother
T he m ethod presented above improves th e condition num ber of th e preconditioned system by "m oving" th e sm allest eigenvalues to th e upper p a rt of th e spectrum . Next we show how it can be com bined w ith a sm oother, which essentially improves th e conditioning by m aking th e largest eigenvalues smaller.
T h e preconditioner is constructed as [20] .
R e m a r k 4 .3 Consider th e case w hen th e m atrices A k are generated using th e hierarchical b a sis of finite elem ents. If th e sm oother M k is defined as M^1 = / -V fc)fc_i(Vr f c Tfc _1V fc)fc_i)_1Vr f c Tfc_ 1 th en th e algorithm corresponds to th e m ultilevel m ethod developed in [18] . If th e sm oother Mj~ is extended to th e form
and, additionally, th e polynom ial stabilization procedure is used to bound th e condition num ber of n(BkAk) th en th e m ethod reduces to th e additive version of th e algebraic m ultilevel iterations (AMLI) m ethod [1, 3] .
T h e o r e m 4.1 Consider the preconditioner (12) . I f V is such that the subspaces W = (Im l^F )1 and Ve = ImA?Ve satisfy the condition (9) for some 7 < 1 then the minimal eigenvalue of B A is bounded as
The maximal eigenvalue of B A is bounded as
for T h e above theorem shows th a t there is no need to know th e eigenvectors of th e m atrix AI 1 A to construct th e m atrix V in th e preconditioner (12) . It suffices to find th e m atrices AI and A such th a t th e low-frequency eigensubspace Ve = span {wi,..., w TO} of M 1 A is known. T hen th e m atrix V can be defined sim ply as V = [wj,..., w m]. T his approach is taken in th e next section w here we construct a num ber of preconditioners for a class of singularly p e rtu rb ed elliptic problem s by using th e known eigensubspace of a degenerate lim it problem .
A pplication to second order elliptic problem s w ith strongly discontinuous a n d /o r anisotropic coefficients
In this section we illu strate th e application of th e algorithm (12) For this problem th e m atrices A and M in T heorem 4.2 can be defined as follows:
2e 2e
As can be easily verified, th e following statem ents hold: Thus, the preconditioner (12) for A can be constructed as
As follows from T heorem 4.2, th e spectrum of B A is contained in th e interval [0 (/i2), 0(1)] and th e bounds for A (BA) are independent on e.
R e m a r k 5.1 T he above algorithm for constructing th e preconditioner (12) can be stra ig h t forw ardly extended to th e case when th e dim ension of th e space is greater th a n 1. T hus, th e preconditioner By for Ay can be constructed as By = I or By = diag Ay, see R em ark 3.3. Such a choice of By allows an efficient parallel im plem entation of the preconditioner (12) . R e m a r k 5.5 A sim ilar approach for constructing th e m atrices F and By can also be applied in th e three-dim ensional case. If th e diffusion tensor K(x) has th e form
th en th e preconditioner can be constructed by applying the above described algorithm recur sively: first to th e m atrix A and th en to th e m atrix Ay. As in th e two-dim ensional case, the resulting preconditioner can be efficiently parallelized.
R e m a r k 5 . 6 We can define th e m atrix A in T heorem 4.2 to be th e stiffness m atrix which corresponds to th e problem not only w ith e = 0, b u t also w ith Tjv = d T . In this case the subspace I m F contains all th e constant vectors aligned w ith th e y-axis.
R e m a r k 5 .7 T he above algorithm for th e anisotropic problem s can be easily com bined w ith th e algorithm for th e discontinuous problem s. T his allows us to tre a t th e problem s where the diffusion tensor is not only anisotropic, b u t also discontinuous.
A purely algebraic algorithm for constructing the m atrix V
For th e class of diffusion-type problem s considered in th e previous section th e m atrix F can be constructed autom atically using a heuristic technique developed in [3, 14] (see also [15] for a sim ilar approach). For th e sake of com pleteness a brief description of th e algorithm follows.
Consider th e diffusion problem as in Exam ple 5.2
du(x)/dn = 0 on x €E Tjv = dF/Vf) discretized on a regular finite elem ent mesh. Assum e th a t th e diffusion tensor K(x) is piece wise constant and uniform ly s.p.d. Let A = be th e stiffness m atrix resulting from th e discretization of (19) . Define th e m atrix Q = which contains a p a tte rn of "strong couplings" w ithin A : { 0, if \a,i.j\ < oo ■ m in{ m ax |a*,fc|, m ax |afej|}, oo 6 (0 ,1 ),
Define a sym m etric function xih j) of two integer variables i and j: let th e function xihj) be equal to unity either if qij = 1 or if there exists a k such th a t xih k)-x(k,j) = 1; otherwise define th e function xihj) to be equal to zero. As can be readily seen, th e definition of xihj) implies th a t xihj) = 1 if and only if there is a "strong connectivity p a th " betw een the unknowns i and j ; otherw ise xihj) = 0 .
Define also a num ber of sets G^ of size np:
such th a t they satisfy th e following conditions:
• GiP1) f | G(P 2) = {0} for all Pl + p2,
• for any i and j there exists p such th a t i € G^ and j e G^ if and only if xihj) = 1-
As follows from the above definition, each set G^ contains a list of "strongly connected unknow ns" (w ith respect to A ) . T he definition of G^ also implies th a t if there is no "strong connectivity p a th " from i to j , th en th e unknowns i and j belong to different sets. If there is a "strong connectivity p a th " betw een th e unknowns i and j , th en they belong to the sam e set G&K As can be readily shown, th e sets G^ can be com puted w ith an arithm etic cost 0 (n). Define a set of rh sparse vectors of size n: = 1 if i 6 otherw ise = 0 . As was dem onstrated in th e previous section, b o th Im V\ and Im V2 approxim ate well the low-frequency eigensubspace of nearly degenerate diffusion-type operators. A nice feature of th e choice V = V\ is th a t it leads to a sm aller condition num ber of Ay = VTAV. In m any practical cases this allows an easier construction of By. It should be noted, however, th a t in th e case V = V2 th e sm allest eigenvalues of A could be cap tu red m ore efficiently th a n in the case V = Vi since ImVi C ImV2 (see Lem m a 2.2).
As follows from th e definition of { w^} , th e m atrix V is sparse, it contains a t m ost n nonzero entries. T his m eans th a t if th e action of B y1 requires 0(n) arith m etic operations, th en th e action of th e whole preconditioner ( 12) also requires only 0(n) operations.
A nother im p o rtan t feature of th e developed preconditioner is th a t it can be efficiently parallelized since in m any practical applications it suffices to use a (block) diagonal pre conditioner B y 1 for A y 1 . As can be easily verified, if we d istrib u te th e algebraic system betw een th e processors in th e m ultiprocessor system such th a t th e unknowns from th e same group G belong to th e sam e processor and d istrib u te th e blocks of By accordingly, th en no interprocessor com m unications are needed to perform th e m ultiplication w ith V B y l V T (if th e m atrix By is block-diagonal and th e blocks are properly d istrib u ted ).
N um erical experim ents
In this section we illu strate th e num erical perform ance of th e developed technique on a num ber of singularly p e rtu rb e d elliptic problem s of th e form given in E xam ple 5.2. Namely, we consider piecewise linear conform ing finite elem ent discretization of th e diffusion equation (19) w ith fi = [0 , l]2, Yd = {x = (a:, y) : x = 0 , 0 < y < y < 1} and rjv = dfl/Yo on a uniform C artesian grid. T he diffusion tensor K (x) is considered to be of th e form K(x) = a(x) e 0 0 1 a(x) > 0 , e > 0 .
T he value of e is chosen to be equal to 1, 103 or 106. T he coefficient function a(x) is assum ed to be th e following:
, , f a, if x belongs to th e shaded area (see Figure 1) , " (X) = 1 1, otherwise, w here th e value of a is chosen to be either 10-6 , 10-3 , 1, 103 or 106.
T he m ain concern is to dem onstrate insensitivity of th e developed algorithm w ith respect to th e problem param eters. T h e results of our num erical experim ents are presented in Ta bles 1-8 , where we stu d y th e perform ance of th e m ethod w ith respect to variations of a, e, y and different m odifications of th e preconditioner (12) . T h e perform ance of th e diagonal (pointwise Jacobi) preconditioner is also presented for com parison. T h e stopping criterion w ithin th e PC G m ethod is chosen to be ||rW | | / | | r^ || < I I P 6, w here r ® is th e initial residual and rW is th e residual after th e fc-th iteration. T he right-hand side in th e algebraic system is chosen to be random . T he m atrix V in (12) is constructed autom atically using th e heuristic algorithm (20)-(24) w ith oj = 0.1. Table 1 shows th a t for th e problem w ith sm ooth isotropic coefficient function th e con vergence rate of th e diagonally preconditioned PC G m ethod depends m ildly on th e choice of th e bou n d ary conditions, whereas th e situ a tio n is opposite in th e case w hen th e coefficient function is highly anisotropic. Tables 2-8 show th a t th e ju m p s in th e coefficient function have th e effect of adding e x tra (internal) N eum ann-type b oundary conditions which again leads to a slower convergence of th e diagonally preconditioned iterative scheme. To th e contrary, the PC G m ethod preconditioned by m eans of (12) exhibits robust perform ance in a wide range of a and e and is insensitive to th e choice of th e bou n d ary conditions, see Tables 1-8. N um erical experim ents show th a t th e developed subspace-correction technique perform s well even if th e m atrix Ay is replaced by a sim ple diagonal preconditioner By; in m any practical cases it suffices to take By = diag Ay. However, if the m atrix Ay is severely illconditioned, special care has to be taken w hen constructing th e preconditioner By; one of the possible approaches was m entioned in R em ark 5.5, alternatively one can use an incom plete factorization procedure to construct an approxim ation to A y 1. In a m ultilevel setting the m atrix By can be constructed by using th e algorithm (12) recursively; in this case we obtain a preconditioner of th e form B k = M^1 + OkVk,k-iBk-iVjFk_ v see Sections 3 and 4.
In Figures 2 and 3 we also illu strate th e eigenvalue d istrib u tio n of th e preconditioned m atrix BA for different a, e a n d B. As one can see from th e above figures, th e spectrum of th e system preconditioned by (12) is contained in th e interval [0 (/i2), 0 (1)], and th e bounds are independent of e and a, whereas in th e case of Jacobi preconditioning th e spectrum norm ally contains a num ber of extrem ely sm all eigenvalues, som etim es well separated from th e rem ainder of th e spectrum , which m ay cause slow convergence of th e PC G algorithm .
T he results of our num erical experim ents are in good agreem ent w ith th e developed theory. Taking into account th a t th e com putational overhead associated w ith th e preconditioner is very low (especially in th e case w hen th e m atrix By is chosen to be diagonal) we conclude th a t th e developed algorithm could be viewed as a viable option w hen constructing efficient solvers for th e considered class of ill-conditioned elliptic problem s. Note also th a t th e m ethod is even m ore a ttrac tiv e in a parallel environm ent, where it can be a serious com petitor to m ore advanced m ethods (of m ultigrid/m ultilevel type, for instance) as it requires only a sm all am ount of interprocessor com m unications.
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