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ABSTRACT
A monocular SLAM algorithm for use on rivers is proposed and compared to
existing methods using a newly created SLAM dataset. The proposed algo-
rithm uses a single camera and inertial measurements to estimate the location
of a canoe and a map of a river simultaneously using an extended Kalman
filter. The algorithm exploits the reflections of map landmarks in the river
in order to obtain a depth estimate from a single view. Landmark reflections
are found by using the state covariance matrix of the extended Kalman filter
to define a search region where reflections are likely to be found. A process
noise model is proposed to more accurately reflect the noise characteristics
of the inertial measurement unit. The dataset used for the experiments was
collected from a canoe on the Sangamon River covering 2.7 kilometers in 44
minutes and divided into eight subsets. Data collected includes stereo im-
ages, inertial measurements, and GPS position data for ground truth. The
proposed algorithm is evaluated by measuring the translation and attitude
error with respect to ground truth and comparisons are made to the stereo
method, ORB-SLAM2.
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CHAPTER 1
INTRODUCTION
Using the correspondences between features and their reflections in a river
has been proposed as a method to estimate feature depth in a monocular
SLAM system when operated in a river environment [1]. Without the aid
of reflection correspondences, a monocular vision system requires multiple
views of a feature with sufficient parallax in order to determine feature depth.
Parallax is the difference in viewpoint of a feature due to translation of the
camera. We can think of the single camera in a monocular setup as acting as
the left and right cameras of a stereo rig. Considering this analogy another
way, the view of an object and its reflection in a river from a single camera is
also similar to a stereo rig, except that one camera has been flipped vertically.
When a reflection correspondence is used, a precise estimate of the feature
depth can be made from a single image, without having to wait for the camera
to translate enough to generate parallax. Provided that the height of the
camera above water is known and that the correspondences are found reliably,
we can expect monocular SLAM methods using reflections to perform as well
as stereo methods.
The problem of finding matching reflections reliably was encountered by [1].
The authors faced two problems: where to search for matches, and common
lighting issues found on a river. In their work, correspondences were pro-
posed using a template matcher over the entire scene. Then the angle of
the line between the source and its match was compared to the angle of
the gravity vector projected onto the image plane. If the two angles agreed,
then the proposed match was kept. After the matching step was performed,
subsequent measurements of the pair were made using the KLT tracker [2].
Despite the effort to weed out bad matches, there were many outliers.
Rivers pose difficult lighting problems. The presence of reflections them-
selves can be considered a nuisance, as they can confound traditional SLAM
methods. Specular reflections can also cause problems for vision measure-
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ments. Scherer et al. [3] developed a river detection algorithm that masks
off the river. This solution eliminates the need to address these lighting
problems directly, but also means that a significant portion of the frame,
and potentially valuable information, is left unused. Another lighting issue
is that the brightness of the sky and the brightness of the sky’s reflection in
the water can cause auto-exposure controls on cameras to darken the scenery
with a corresponding loss of detail. In [1] the darkened scene prevented the
algorithm from detecting features near the shoreline.
We propose to improve the reliability of reflection matching by using the
information in an EKF to define a search region where the reflection is likely
to be found and to reject outliers. In [4] the covariance of error of the feature
estimate is used to generate a search region around the feature itself for
finding the feature in subsequent frames. The size of the region corresponds
directly to the filter’s confidence in its estimate. In this same work, templates
used for matching are warped to account for changes in viewpoint as the
camera moves. Our proposed reflection search method extends this work. A
search region for the reflection is proposed based on the measurements of the
feature and its corresponding uncertainty. Additionally, a reflection search
patch is generated by flipping the feature template about the water plane.
Civera et al. [5] proposed the 1-point RANSAC method, which combines
traditional RANSAC techniques with priors from the EKF to quickly re-
ject outlier measurements. We propose incorporating this method into a
reflection-based SLAM to further reduce outliers.
Yang et al. [1] proposed a body-centric framework for SLAM where the
feature states are estimated with respect to the current position of the body,
rather than with respect to the world coordinate system. This approach was
shown to improve the observability of the system. In the implementation, the
SLAM system used the same process noise as a typical SLAM system. We
propose a modified process noise that accounts for the modified dynamics of
a body-centric framework. Additionally, we implement the quaternion state
estimator that is only briefly described in the previous work. We describe
the estimator in full, including how to model the process noise, and provide
experimental results demonstrating its effectiveness. Further we describe how
to initialize the initial quaternion covariance from Euler angle covariance.
The lighting difficulties mentioned earlier are best addressed by hardware
before the data enters the SLAM system. We developed a sensor package
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that can collect high-quality visual and inertial data on a river. To address
the problems of darkened scenery, an auto-exposure system was used on a
region of interest (ROI) near the center of the frame to compensate for the
brightness of the sky and river. The data that we collected was used in the
development of our algorithm and is being released to the public. It is the
first dataset of its kind made publicly available.
The remainder of the thesis is organized as follows. Chapter 2 describes the
sensor package used for data collection. Chapter 3 describes the dataset that
we collected. Chapter 4 describes our SLAM algorithm and our proposed
improvements. Finally, Chapter 5 shows the results of our algorithm and
provides comparisons to other state-of-the-art SLAM methods.
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CHAPTER 2
SENSOR PACKAGE
Most SLAM algorithms are developed and tested by using publicly avail-
able datasets. For example, the KITTI dataset [7] provides stereo and inertial
data over many kilometers of road in several environments. The dataset is
high quality and calibration parameters are provided. Users can quickly uti-
lize these data and upload their results back to the dataset maintainers who
also operate a leaderboard allowing comparisons with the results submitted
by other researchers.
Unfortunately, there are no publicly available riverine datasets suitable for
SLAM research and so we decided to develop our own sensor hardware and
collect our own data. A block diagram of the sensor package is shown in
Figure 2.1 and the requirements and details of the system are described in
the sections that follow.
2.1 Requirements
The requirements for our sensor platform grew out of the hardware challenges
faced during our previous work and were also driven by our desire to release
a public dataset. While all systems benefit from high quality sensors and
high quality data, the EKF is particularly dependent on good knowledge
of the system model and noise characteristics. Therefore, a major design
goal for the sensors was to measure and calibrate our sensors so that their
characteristics could be known to a high degree of certainty.
The first requirement that we addressed was timing. We wanted all sensor
measurements to be recorded with a common clock, and to reduce or remove
our dependence on the PC clock which could introduce latencies under high
Portions of the material in this chapter appear in [6]. All material was created solely
by the author and appears with the written permission of the publisher.
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Left camera 
capture and 
control
Right camera 
capture and 
control
Figure 2.1: Block diagram of the sensor hardware and software.
load. The GPS system described below uses the GPS time clock, which is
highly accurate and can log external signals. We used this system to log our
camera events using the same reliable clock as the GPS system.
Although the research described here focuses on monocular systems, it was
decided that a stereo platform would allow for data collection that could be
useful to a broad collection of researchers. Cameras and lenses were selected
to have a wide field of view, a maximum framerate over 20Hz, and high
resolution.
While SLAM research often assumes a GPS-denied setting, a high-quality
GPS is necessary to provide ground truth for validating results. Addition-
ally, a high-quality inertial measurement unit (IMU) permits experimentation
with inertial-aided SLAM.
2.2 Hardware
The hardware used for data collection is described below. This includes the
sensors, computer, mounting hardware, and the vehicle itself. We use the
term platform to describe the collection of these items. A block diagram of
the sensor platform is shown in Figure 2.1.
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Figure 2.2: The platform in the water during Fall 2016, prior to data
collection.
2.2.1 Platform
The platform consists of a 16 foot canoe with the sensors mounted at the bow,
and a laptop in the middle. The canoe seats one paddler in the front behind
the sensors and one in the rear behind the laptop. The sensors are mounted
to an aluminum bar, which is precisely machined so that the cameras and
GPS/INS are rigidly attached. There are several drillings in the bar to which
the cameras can be mounted for recording with different stereo baselines. The
cameras are mounted to the top and the GPS/INS device is mounted below,
under the left-hand camera. The bar is attached to a wooden board using
clamps, and this board in turn is clamped to the canoe. The location of the
bar with respect to the canoe is not precise. A photo of the platform is shown
in Figure 2.2, and diagram showing the sensor locations and axes is provided
in Figure 2.3. Each component of the platform is described in Table 2.1.
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Figure 2.3: Diagram of sensor locations and axes.
Table 2.1: Components of the platform.
Type Model Description Coordinates
GPS/INS
Novatel
SPAN-IGM-
A1
Logs position, velocity, attitude
and IMU data from onboard
sensors. Triggers camera shutter
and logs time of image capture.
right, forward,
up
Camera
IDS
UI-3250ML
A camera with 1600x1200 native
resolution. Data is collected
using 800x600 resolution at 20
Hz. The shutter is triggered
externally by a signal from the
SPAN-IGM-A1. A pair of these
cameras is mounted on an
aluminum bar with a ∼ 60 cm
baseline.
right, down,
forward
Lens
Kowa
LM3NC1M
A 3.5mm f/1.4 machine vision
lens. The lens provides a roughly
90◦ field of view (FOV).
N/A
Trigger unit N/A
A custom circuit that conditions
the signals between the
SPAN-IGM-A1 and the pair of
UI-3250MLs.
N/A
Computer
Dell Latitude
E5450
A laptop running Fedora Linux
and equipped with an SSD. It
runs the software that initializes
the SPAN-IGM-A1 and the
UI-3250MLs and it stores the
data logs and video feed.
N/A
Canoe
Old Town
Penobscot 16
A 16 ft canoe that can seat two
paddlers. The sensors are
mounted at the nose of the
canoe.
N/A
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GPS/INS
We used a Novatel SPAN-IGM-A1 GPS/INS device for ground truth, inertial
measurements, and time synchronization. A GPS/INS device refines GPS
position estimates with inertial measurements from an inertial measurement
unit (IMU). Position, velocity, attitude, acceleration, and angular velocity
measurements are provided. The Novatel unit can log external events marked
by a rising or falling edge on one of its input lines, which allows us to use the
internal clock of the device as a common clock for camera events as well.
The SPAN-IGM-A1 has 1.2 m RMS horizontal position accuracy. We log
position, velocity, and attitude at 10 Hz. The GPS/INS unit provides the
corresponding covariance matrices at 0.1 Hz. The inertial measurements
are made with a microelectromechanical systems (MEMS) IMU, the Analog
Devices ADIS-16488 located inside the Novatel device.
The Novatel unit logs all data using GPS time. The device outputs a
square wave that is used to trigger the stereo cameras. When the camera
exposure begins, the device receives a rising edge from the left camera and
records the time of this event. The logs are transmitted in binary to the
computer over a serial connection.
The SPAN-IGM-A1 can output position data using latitude and longi-
tude coordinates and also in Universal Transverse Mercator (UTM) coor-
dinates [8]. The UTM system represents position in units of meters on a
Cartesian grid. In this system, the globe between latitudes of 84◦ N and 80◦
S is subdivided into a number of grid squares. The grid is subdivided along
60 lines of longitude at 6◦ intervals. These zones are numbered starting from
1 at 180◦ E, increasing as the zones progress eastward. These zones are fur-
ther subdivided from south to north and labelled from A in the south to X in
the north. The origin of each grid is the central meridian of the zone and the
equator. In the Northern Hemisphere, the coordinate at the origin is 500000
m E and 0 m N, whereas in the Southern Hemisphere it is 500000 m E and
10000000 m N [8]. These values are chosen to avoid negative coordinates.
For example, the starting point of our data was located at 382161 m E and
4451199 m N in zone 16T.
In Table 2.2 we present the list of the messages logged according to their
message type as described in reference manuals [9] and [10].
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Table 2.2: Messages logged by the Novatel SPAN-IGM-A1.
Message Name Description Rate
INSPVAS Position, velocity, and attitude 10 Hz
INSCOVS
Covariance matrices of position,
velocity, and attitude
0.1 Hz
BESTUTM
Best available position estimate
in UTM coordinates
0.2 Hz
RAWIMUS
Raw acceleration and angular
rate
200 Hz
MARK2TIME Event log of left camera trigger 20 Hz
Figure 2.4: This is a representation of the Bayer format on a CCD. These
16 pixels are occupied by 4 2x2 Bayer grids.
Stereo Cameras
The stereo camera setup consists of two IDS UI-3250ML cameras with an
approximate baseline of 60 cm. The cameras were configured in order to
maintain a constant framerate with a low probability of dropped frames, to
automatically adjust exposure settings under dynamic lighting conditions,
and to provide precise timing information to the rest of the system.
Straining the bandwidth of the USB3 bus or the solid state hard drive
(SSD) can cause dropped frames. That is, if the computer hardware cannot
keep pace with the cameras, then some of the images captured by the camera
will not be recorded. In order to maintain a constant framerate without
dropping frames, the camera had to be configured appropriately. The Bayer
format [11], which is the native storage format for most color digital cameras,
was chosen for image transfer. The charge-coupled device (CCD) contains a
grid of pixels, which are exposed to light when the shutter is open. During
exposure, the voltage at each pixel corresponds to the intensity of light at
that location. In order to represent color, an array of red, green, and blue
filters is placed over the pixel grid such that each pixel is exposed to only
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one of these bands of light. The filter arrangement where each 2x2 square
of pixels has filters of blue, green, green, and red as shown in Figure 2.4 is
known as the Bayer format. In subsequent post-processing the grid values
are interpolated to form a color image. After interpolation a red, green, and
blue value is assigned to each pixel, whereas before interpolation each pixel is
assigned a value from only one color channel. By transferring and saving the
image in Bayer format, the bandwidth requirements between the camera and
the computer over USB are reduced, the bandwidth for writing the image to
the hard disk is reduced, and the overall storage requirements are reduced.
Pixel binning was also used to reduce bandwidth requirements and prevent
dropped frames. Pixel binning is a technique that averages the values of
several nearby pixels together resulting in a reduced resolution output [12].
The averaging is performed on the CCD before the pixel value is read off of
the chip. The number of pixels that are averaged along the x and y axis is
known as the binning factor. In our case, we used a binning factor of two in
the x and y directions. This is done in the camera hardware in a way that
does not interfere with the Bayer format described above. As a result, the
camera’s native 1600x1200 resolution was reduced to 800x600.
As the canoe winds along the river, the lighting conditions can change very
quickly. As the position of the sun with respect to the camera and the amount
of tree canopy over the river changes, the scene can get darker or brighter.
Automatic exposure control works by averaging the intensity of a scene and
adjusting the exposure so that the average is in the middle of the values that
can be represented. For example, an 8-bit CCD can represent values from 0
to 255 and so exposure control would adjust the shutter speed so that the
average pixel value is at the midpoint, 127. River scenes are dominated by the
sky and its reflection, thus a typical exposure controller will overcompensate
for the brightness of the sky causing the trees and the shore to appear dark
and without detail. To reduce this effect, we used spot metering, which is the
application of automatic exposure control to a region of interest (ROI). An
ROI is a preselected region that is used for the averaging. We set the ROI to
the middle of the frame, where the trees and shoreline are most likely to be
found, so that the effect of the sky and its reflection is minimized. Automatic
exposure control has some downsides. It adds processing overhead that has
to be compensated for by binning or reduced framerate. Additionally, the
exposure time used is not known and it is possible that each camera uses a
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different value for the exposure time, because the control operates in each
camera independently. This was mitigated by setting an upper limit of 16
ms on the exposure time. In practice, we found that in daylight the cameras
typically operate with much shorter exposure times than the maximum and
that possible discrepancies in exposure time between the two cameras were
negligible for our purposes.
The timing requirements were satisfied by using an external pulse to trigger
the right and left cameras simultaneously. Upon receiving a falling edge pulse
from the hardware trigger, the right and left cameras begin their exposure.
The left camera is configured with an active high output that results in a
rising edge when an exposure begins. The edge is transmitted to the Novatel
SPAN-IGM-A1 GPS/INS unit, which logs the GPS time of the event.
The above settings were coupled with a 20 Hz camera trigger. The combi-
nation of these settings resulted in very few or no dropped frames in typical
use and excellent exposure under most lighting conditions. It should be
noted that binning and exposure control were disabled during the calibra-
tion procedures where the additional precision in timing and resolution are
necessary.
Computer
A Dell Latitude E5450 laptop running Fedora Linux is used to control the
sensors and record the data. The computer has a 500GB SSD hard drive.
USB3 is used for the cameras and USB2 is used for serial communication with
the Novatel unit. This computer ran all of the software used for operating
the sensors. The software is described in Section 2.4.
2.3 Hardware Trigger
The cameras are equipped with inputs for triggering the shutter and outputs,
known as flash outputs, for signaling shutter state. When the camera input
receives a rising edge, the camera’s shutter opens. As the shutter opens and
closes, the flash output voltage changes from high to low.
We use the Novatel SPAN-IGM-A1 to generate a square wave pulse that
triggers the cameras, and we feed the subsequent flash output back into the
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Novatel unit in order to log a timestamp of the image capture. By logging
the pulses sent from the camera in the Novatel unit, we can record image
timestamps using the same clock as the Novatel generated sensor messages.
We built a hardware trigger device in order to interface the Novatel device
to the cameras. The amplitude of the SPAN-IGM-A1 square wave output is
less than the 5V minimum required to trigger the UI-3250ML camera. We
used a SN74LS06 open collector inverter to amplify the square wave signal.
The open collector allows us to drive a much larger voltage than is used to
power the device itself. To do this, we connect the battery voltage through
a resistor to the inverter output. By doing this, we can generate a square
wave amplitude equal to the battery voltage, which is sufficient to trigger
the camera exposure. The flash output also requires an external circuit to
operate. Internally, the flash output is switched, but unpowered. Our circuit
provides power to the left camera’s flash output pullup resistor and provides
connections to the SPAN-IGM-A1 event input so that it can log camera
exposure events. Additionally, low-pass-filtering capacitors were added to
the power supply to prevent glitches that can falsely trigger a logging event.
A schematic of the hardware trigger circuit is available in Appendix B.
2.4 Software
Custom software was required in order to configure the hardware at runtime,
turn on logging, enable the cameras, record the subsequent data, and detect
errors. A suite of tools were developed to accomplish these tasks. Python,
C++, awk, and manufacturer supplied libraries were used where appropriate.
2.4.1 GPS/INS software
The first program used with the SPAN-IGM-A1 is a Python program that
connects to the device, waits until it is ready for data collection, and then en-
ables the triggers and logging functions. The SPAN-IGM-A1 must go through
two initialization steps, one which requires the GPS to acquire enough satel-
lite signals for a good position estimate, and another which requires enough
motion to obtain an initial estimate of the device attitude. Data collected
before these steps have completed is useless. The software developed polls
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the Novatel unit until it receives a response that the initialization steps have
completed and the device is ready to collect data. Once this is occurs, the
sensor logs and triggers are enabled.
A second program is used to record the actual log data. This is another
Python program which reads the raw binary data sent by the Novatel device
over a serial connection. The program employs a state machine to detect the
message start bytes. Once the beginning of a message is detected, the three
subsequent bytes are read to determine the length of the message header and
the message type. The rest of the message is parsed according to the message
type. The message formats are specified in reference manual [10]. Once the
message has been read, the CRC-32 hash value is computed and compared to
the value in the tail of the message. If the values do not match, the message
is discarded. If the CRC-32 values match, then the parsed message is written
to the log file where each field in the message specification is written in ASCII
format and separated by a comma.
The full log as written by the second program is important for debugging,
but is somewhat cryptic at first sight and contains a lot of information that
is distracting to regular users. A third program written in awk parses the
log further to include only relevant data. This program scans each line and
determines the message type, then writes a line to a file containing:
time,message type,field1,...,fieldN
The image timestamps are written to a separate file so that they can be
compared to the camera software’s log and checked for errors before being
incorporated into the final log file. Typical errors are glitches in the log file,
that is, a spike on the trigger line causing a camera event to register in the
log even though the camera was not actually trigger. These appear as image
events where the interval between two images is much shorter than the 50
ms period of the 20 Hz frame rate. When glitches are detected, they are
discarded from the log. When comparing the image log from the Novatel
device and the two camera logs, we check that the interval between frames
in each log is the same, as disagreement here is a sign that there have been
dropped frames or other synchronization issues. It is not uncommon for there
to be more images than there are image events logged by the SPAN-IGM-
A1, this is due to the order in which the software was shut down and is not
concerning by itself.
13
2.4.2 Camera software
A single program was written to control the cameras. The program allocates
memory for the image buffer, sets up the buffer as a queue, enables the
camera triggering functionality, enables auto exposure control, checks for
errors, displays an image preview and writes a log file.
The software is written in C++ and uses the IDS provided uEye software
development kit (SDK) to communicate with the cameras. The program was
written to control only one camera, and so two instances of the software are
run simultaneously in order to record stereo data. This approach has several
advantages. By controlling each camera with its own process, program de-
velopment was simplified and debugging was made easier. Additionally, this
method is generalizable to N cameras in the future by simply plugging in
additional cameras and starting additional camera processes. No new devel-
opment is needed for more complicated multicamera setups. Lastly, running
two processes parallelizes the two camera operations allowing us to take full
advantage of our multicore processor’s ability to prevent bottlenecks associ-
ated with handling the cameras sequentially.
When the program begins executing, it connects to the first available cam-
era and allocates a memory buffer configured as a queue. That is, the first
images received are the first processed. A queue prevents occasional slow-
downs in processing from resulting in dropped frames. After allocating mem-
ory, the camera’s external trigger is enabled, the active high output signal is
turned on, and auto exposure control is enabled (see Section 2.2.1). Upon
successful completion of these tasks, the program prints a message that the
camera is ready for recording.
As the camera shutter is triggered and images are transferred to the cam-
era, the software saves the images to the hard drive. Every tenth frame is
displayed in a preview window. After each image is saved, the program writes
the image metadata to a log file. The image metadata log consists of one
line per image in the following format:
1,software frame number,internal camera frame number,internal camera
timestamp,PC timestamp
After each camera control operation is performed and after every frame is
transferred, the camera SDK is polled for error messages. When errors are
detected, a message indicating the type of error is printed and depending on
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the severity of the error the application may quit. For example, the messaging
can notify the user that the frame rate is too fast for the USB bus.
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CHAPTER 3
DATA COLLECTION
This chapter describes the dataset, its presentation, and calibration. When
describing the dataset itself, we will discuss the environment where data was
collected and the challenges we encountered in the field. The challenges that
we faced in collecting data impacted the division of the data into subsets, as
we tried to isolate more troublesome areas into their own subsets. We will
describe the different subsets here and the organization of the released data.
In terms of organization, we will discuss both the directory structure and
the file formats of the data. The calibration of the cameras and the IMU
relies on the collection of additional data in a controlled environment. This
procedure is also described in the last section of this chapter.
3.1 Data Description
The data being released was collected on May 27, 2017, over a period of 44
minutes. The route traverses upstream on the Sangamon River and then
back downstream, returning to the starting point, traveling a total distance
of approximately 2.7 km. The recorded GPS track is shown in Figure 3.1.
There are 53275 images per camera and zero dropped frames. There are
532744 IMU readings.
We divided the data into subsets, which are described below. Each up-
stream subset has a complementary downstream subset that covers the same
portion of the river in the opposite direction, which we believe can be useful
for loop closure. The subsets are non-overlapping and the concatenation of
all datasets is equal to the full dataset with some truncation at the start and
end. A description of the subsets is provided in Table 3.1. Maps and sample
Portions of the material in this chapter appear in [6]. All material was created solely
by the author and appears with the written permission of the publisher.
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Figure 3.1: The GPS trajectory overlaid onto a satellite image. Data was
recorded during both the outbound and return journeys.
images can be found in Appendix C.
3.1.1 Organization and File Formats
The dataset is available in its entirety as a single download or the subsets
can be downloaded individually. In either case, the data organization follows
the same format. The directory structure for the data is shown in Figure 3.2.
The sensor data is provided in name.csv, where name is the name of
the dataset. One sensor message is stored per line. Each line contains a
timestamp, the message name, and the message data. The message names
and field order are consistent with Novatel documentation. In the case of the
rawimus message, the accelerometer and angular velocity measurements have
been converted from their native fixed point machine representation to units
of m/s2 and rad/s, respectively. Images are given the IMG message name.
The left and right image filenames are printed. A sample file is provided in
Appendix A.
Images are available in the raw Bayer format and in stereo rectified for-
mat. The raw Bayer images have had no pre-processing applied to them.
The stereo rectified images have been converted to RGB color, transformed
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Table 3.1: Each row describes an upstream subset and the corresponding
downstream dataset over the same part of the river.
Name Length Notes Name Length Notes
0 5:05/65 m
We drag the
canoe over land
and launch into
the water.
9 3:25/40 m
We return to
the starting
point.
1 4:10/222 m
There is some
lens flare
present.
8 2:20/216 m
Well exposed
throughout.
2 5:30/335 m
We cross under
a covered bridge
and there is
minor lens flare
until the turn.
7 3:45/329 m
We cross back
under the
bridge. Well
exposed
throughout.
3 8:00/479 m Well exposed. 6 5:10/492 m Well exposed.
4 3:50/258 m
We approach
the turnaround.
5 2:50/257 m
Perform U-turn
and head
downstream.
There is some
lens flare during
turnaround.
name/
name.csv
name.cam0
name.cam1
camchain-imucam.yaml
params.yaml
cam0/
<imagenumber>.bmp
cam1/
<imagenumber>.bmp
rectified/
cam0/
<imagenumber>.png
cam1/
<imagenumber>.png
Figure 3.2: Directory structure for a data subset. The term name refers to
the subset’s name and the term imagenumber refers to the sequential frame
number of an image.
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to eliminate lens distortion and row-aligned so that they are ready for stereo
matching. The image rectification was achieved using the parameters found
in the calibration process, that is, the extrinsic camera parameters describ-
ing the left and right camera positions and the intrinsic camera parameters
using the radial-tangential lens distortion model. The rectification was per-
formed using custom software based on OpenCV’s sample stereo rectification
code [2].
The camera and IMU calibration parameters are provided in
camchain-imucam.yaml, which is also printed in Appendix A. The file for-
mat matches the output of the kalibr calibration suite [13], which was used
for both the stereo camera and camera to IMU calibration. The camera in-
trinsics are provided for full resolution 1600x1200 images. In order to use
these parameters with the 800x600 data, the values of the intrinsics should
be scaled by one half. The distortion coefficients remain the same.
3.1.2 Difficulties
Collecting data in a riverine environment presented difficulties with control-
ling exposure, lens flare, and maintaining a GPS fix. To compensate for
exposure problems, the auto-exposure approach described in Section 2.2.1
was used to good effect. In a few cases where the cameras are pointed to-
wards the sun, there is noticeable lens flare. As the canoe approaches the
covered bridge while traveling upstream the lens flare is constant, but minor.
Later, when the canoe makes a U-turn and returns downstream, there is a
large lens flare of short duration during the U-turn.
The GPS system was able to maintain a position estimate throughout the
data collection; however, the quality of the satellite fix deteriorates for about
5 minutes on the return journey. The poor estimate is mostly confined to
subset 6. During subset 6, the standard deviation of error in the horizontal
position starts at 15 m, grows to over 50 m, and ends at 5 m. When
we examine the GPS trajectory, there are obvious errors between seconds
1179964415 and 1179964455. However, the position estimate recovers, and
the typical standard deviation in the horizontal position estimate is between
1.5 and 5.0 m. Users of the dataset can consult the inscovs messages to
determine the quality of the GPS at each second.
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3.2 Calibration
3.2.1 Time synchronization
The Novatel SPAN-IGM-A1 logs events using GPS time and has 20 ns time
accuracy. Position, velocity, attitude and their respective covariance matrices
are logged synchronously, that is, the logs are written at regular intervals.
This is not the case for the IMU measurements, which are asynchronous.
The IMU measurements are written to the log as soon as new readings are
received from the sensor. While these measurements are nominally 200 Hz,
the period is not precisely fixed and they do not necessarily arrive in phase
with other messages.
3.2.2 Stereo Cameras
Stereo calibration images were collected the day after the dataset was recorded.
During calibration, automatic exposure control was disabled and the expo-
sure was fixed at 2 ms. Pixel binning was disabled and images were recorded
at full 1600x1200 resolution. The camera intrinsic parameters, lens distor-
tion and camera extrinsics were determined simultaneously using the kalibr
package for Robot Operating System (ROS) [14]. We denote the matrix de-
scribing the camera intrinsic parameters by K(i)c ∈ R3×3, and the projection
matrix by P
(i)
rect ∈ R4×4, where i refers to the ith camera. The calibration
procedure consists of collecting stereo image pairs of a calibration target
at varying angles and distances from the target. The target that we used
for calibration is shown in Figure 3.3, a checkerboard pattern with 111 mm
squares.
With the camera intrinsic and extrinsic parameters recovered, the raw
images can be rectified into row-aligned format for stereo matching and the
camera to IMU calibration procedure can be performed.
3.2.3 Camera to IMU
Camera to IMU calibration was performed using the
kalibr calibrate imu camera tool [13, 15] from the kalibr package for ROS.
20
9x6@11.1x11.1cm
Figure 3.3: Stereo camera calibration was performed by capturing images of
this checkerboard pattern with both cameras. The checkerboard squares
are 111 mm each.
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This tool computes the rotation and translation of the cameras with respect
to the IMU axes.
The calibration procedure is similar to that for the stereo cameras. In this
case, we used an Aprilgrid pattern [16], which can be detected without am-
biguity under extreme rotation. The Aprilgrid target is shown in Figure 3.4.
While the objective of the stereo calibration is to collect image pairs from
a number of distances angles, the objective when calibrating the cameras
to the IMU is to excite all of the axes of the IMU without excessive jerk-
ing of the device. The results of the calibration procedure are provided in
the file camchain-imucam.yaml, which conforms to the output in the kalibr
documentation.
3.2.4 Canoe Measurements
Measurement of sensor height above the water was done using a tape measure
while the canoe was moving and carrying two paddlers. The canoe was steady
during the measurement and the distance from the IMU to the water was
found to be 46 cm. However, when the canoe was paddled during data
collection, the shifting weight of the paddlers and the general rocking motion
of the canoe could cause the actual height above water to deviate significantly
from the measured distance.
3.2.5 Transformations
There are separate coordinate frames for the IMU, the cameras and the
rectified cameras. The image transformations are of the same form as [7]
and we use the same notation as much as possible for clarity. The superscripts
0 and 1 are used to represent the left and right cameras, respectively, and
the subscript rect is used for the rectified frame. The absence of a subscript
refers to the unrectified frame. For example, R
(0)
rect represents the rectifying
rotation for the left camera.
We take the unrectified left camera to be the reference frame. A point
in the 3-D world represented in the unrectified left camera frame as X =[
x y z 1
]>
is projected onto the rectified camera plane by its respective
camera matrix, rotation, and translation, denoted by K(i)c , R
(i), and t(i),
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6x6 tags, size=8.8cm and spacing=2.64cm
Figure 3.4: Camera to IMU calibration was performed by capturing images
of this Aprilgrid pattern with both cameras while simultaneously collecting
IMU measurements.
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respectively. The process for determining the values in K(i)c is described in
Section 3.2.2. In the case of the left camera, R(0) = I3×3 and t(0) = 03×1,
x(i) = K(i)c
[
R(i) t(i)
]
X . (3.1)
We use the projection matrix P
(i)
rect ∈ R4×4 to project the same point into
the rectified frame. The procedure for determining the values in P
(i)
rect is
described in Section 3.2.2. For dimensional consistency, a fourth row and
column are added to R
(0)
rect with the element in the fourth row and column
set to 1 and the other values of the fourth row and column set to zero. The
following equation describes the rectification:
x
(i)
rect = P
(i)
rectR
(0)
rectX .
Note that while the i ’th P matrix is used, R
(0)
rect is used for both cameras,
because this matrix restores the rectified plane (shared by both cameras) to
the reference plane of the left camera.
The result of the camera to IMU calibration described in Section 3.2.3
provides a transformation matrix T camimu ∈ R4×4 that transforms points from
the IMU coordinate system into the left unrectified camera frame. A point
yimu ∈ R4×1 in the IMU coordinate system is projected into the left unrecti-
fied camera frame by:
x(0) = T camimuy
imu
and it is projected into the rectified camera frame by:
x
(i)
rect = P
(i)
rectR
(0)
rectT
cam
imuy
imu.
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CHAPTER 4
ALGORITHM
This chapter describes a monocular SLAM algorithm for river environments.
We use an extended Kalman filter (EKF) in a body-centric framework to
estimate the body state and map feature locations. In a body-centric frame-
work, the location of mapping landmarks is estimated with respect to the
current position of the body. The EKF combines predictions from a motion
model with measurements from a camera to determine the most likely state
estimate. In addition to estimating state, an EKF stores the uncertainty of
each state and its correlations in a covariance matrix. Exploiting the state
and covariance information effectively can help to achieve good results. In
fact, in the following chapter, we present a new method for performing feature
measurements and finding reflection correspondences that rely on the state
covariance matrix to provide necessary information. Additionally, we present
a new model for the process noise that more accurately represents the noise
in the motion model. The body-centric framework, measurement model, and
EKF equations are largely derived from [1] and so we retain the notation
used there as much as possible. In Section 4.1 we give the filter equations
for the EKF, in Section 4.2 we describe the motion model and present the
new model for the process noise, in Section 4.3 we describe the measurement
model, and in Section 4.4 we describe the new feature correspondence and
reflection matching algorithm.
4.1 Extended Kalman Filter
In this section we give the EKF equations at a high level. They will be defined
in more detail in the sections that follow, as needed. These are the standard
extended Kalman filter equations. We give an overview here because the
EKF equations are exploited in later sections and so some background is
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necessary. For each state we use theˆ to denote the estimate of that state.
Thus, xk is the actual value of x at timestep k and xˆk is the estimate of x at
timestep k subject to some error ek = xk − xˆk. We use the subscript k for
discrete time. We will also use the | symbol to denote a conditional estimate.
For example, µˆk|k−1 is the estimate of µ at time k given the estimate of µ
at time k − 1.
Denote the state vector to be estimated as µk ∈ R13+3nk where nk is the
number of features being estimated at the kth timestep. Denote the estimate
covariance by Σk ∈ R(13+3nk)×(13+3nk).
Given a previous estimate at time k − 1, we determine the estimate of
µˆk|k−1 by
µˆk|k−1 = f (µˆk−1|k−1,uk−1), (4.1)
where uk is an input vector given by the IMU readings at time k. The
definition of f () and u will be given in Section 4.2.
The covariance matrix is propagated by
Σk|k−1 = F k−1Σk−1|k−1F>k−1 +W k−1, (4.2)
where F is the Jacobian of the motion model and W is the covariance of
the process noise. The process noise is assumed to be mean zero Gaussian
and is described in more detail in Section 4.2. The predicted estimate µk|k−1
and covariance Σk|k−1 are computed each time a new sensor reading arrives.
In our system, the prediction step is updated at 200Hz.
The predicted measurement vector hk(µˆk|k−1) ∈ Rmk consists of the pre-
dicted measurements made at timestep k. The dimension of h depends on the
number, and type, of measurements made at time k. The exact composition
of hk(µˆk|k−1) is described in detail in Section 4.4.
The measurement vector zk ∈ Rmk consists of the measurements at time
k and is of the same dimension as hk.
The innovation vector yk = zk−hk(µˆk) is the error between our prediction
and our measurement.
The innovation covariance
Sk = HkΣk|k−1H>k +Rk, (4.3)
where Hk ∈ Rmk×(13+3nk is the Jacobian of hk(µˆk) and Rk ∈ Rmk×mk is
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the covariance of the measurement noise at time k. The matrix Sk can
be thought of as a transformation of the state covariance into measurement
space.
The Kalman gain is given by
Kk = Σk|k−1H>k Sk. (4.4)
The state estimate and the covariance of the state estimate are updated
by
µˆk|k = µˆk|k−1 +Kkyk (4.5)
Σk|k = Σk|k−1 −KkHkΣk|k−1. (4.6)
4.1.1 State Covariance Initialization
The EKF is a recursive filter and so the state covariance matrix Σ0 must be
initialized before the first timestep. The Novatel SPAN-IGM-A1 provides the
covariance matrices for the position, velocity, and attitude. We can use these
to initialize the covariance matrix of our EKF. The matrices as provided by
the sensor must first be transformed into the coordinate frame of the EKF.
The initial state covariance matrix is block diagonal
Σ0 =

Σp 0 · · · 0
0 Σv · · · ...
...
... Σq 0
0 · · · 0 Σb
 , (4.7)
where Σp ∈ R3×3 is the covariance matrix of pwb , Σp ∈ R3×3 is the covariance
matrix of vb, Σq ∈ R4× 4 is the covariance matrix of qwb , and Σb ∈ R3×3 is
the covariance matrix of ba.
The Novatel unit uses east-north-up (ENU) as its world coordinate frame,
whereas our system uses north-east-down (NED). Thus, a point xENU in the
ENU coordinate frame can be transformed into our NED coordinate frame
by a rotation matrix RNEDENU ∈ R3 defined by:
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RNEDENU =
0 1 01 0 0
0 0 −1
 (4.8)
such that a vector xENU ∈ R3 in the ENU coordinate system is transformed
into a vector xwb ∈ R3 in the NED coordinate system by
xwb = R
NED
ENUxENU. (4.9)
Thus we can transform the covariance of position given by the Novatel de-
vice, E[xENUx
T
ENU], into the coordinates used by our system by substituting
Equation 4.9.
Σp = E[x
w
b (x
w
b )
>] (4.10)
= E[RNEDENUxENU(R
NED
ENUxENU)
>] (4.11)
= E[RNEDENUxENUx
>
ENU(R
NED
ENU)
>] (4.12)
= RNEDENUE[xENUx
>
ENU](R
NED
ENU)
>. (4.13)
The Novatel unit provides the velocity covariance in world coordinates,
E[vw(vw)>], whereas velocity used by the SLAM system is in body coordi-
nates. The transformation into the covariance of the velocity in body coor-
dinates, Σv = E[v
b(vb)>], is similar to the transformation of the covariance
of position, but uses the rotation matrix from the world frame to the body
frame Rbw ∈ R3, given by the Novatel unit.
Σv = E[v
b(vb)>] (4.14)
= E[Rbwv
w(Rbwv
w)>] (4.15)
= E[Rbwv
w(vw)>(Rbw)
>] (4.16)
= RbwE[v
w(vw)>](Rbw)
>. (4.17)
Initializing the quaternion covariance is not as simple as for position and
velocity. The transformation from Euler angles, as given by the Novatel
device, to quaternion as used in the SLAM system is nonlinear. A first-order
estimate of the quaternion covariance is made using the Jacobian of the Euler
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angle to quaternion function. This is similar to the reverse transformation
described in [17]. Let A = (φ, θ, ψ)> denote the Euler angles in roll, pitch
and yaw order. Define Cφ = cos(φ), Sφ = sin(φ), Cθ = cos(θ), Sθ = sin(θ),
Cψ = cos(ψ) and Sψ = sin(ψ). The Jacobian of the Euler angle to quaternion
transformation is given by
J =
1
2

CφCθCψ + SφSθSψ −SφSθCψ − CφCθSψ −SφCθSψ − CφSθCψ
CφCθSψ − SφSθCψ CφCθCψ − SφSθSψ SφCθCψ − CφSθSψ
−SφCθSψ − CφSθCψ −CφSθSψ − SφCθCψ CφCθCψ − SφSθSψ
CφSθSψ − SφCθCψ SφCθSψ − CφSθCψ SφSθCψ − CφCθSψ
 ,
(4.18)
where the quaternion is in x, y, z, w order.
The covariance of the Euler angles, E[AA>], is transformed to the covari-
ance of the quaternion, Σq = E[q
w
b (q
w
b )
>], by
Σq = E[q
w
b (q
w
b )
>] (4.19)
= JE[AA>]J>. (4.20)
The covariance of the accelerometer bias Σb = E[b
a(ba)>] is not given by
the sensor package and must be set large enough to account for the uncer-
tainty of the initial bias estimate.
The state covariance matrix is initialized before any map features are added
to the state. In [4] a method of adding and removing features from the state
vector and the state covariance matrix is described. Quite simply, when a
new feature is added, the state covariance matrix is extended by three rows
and columns. The bottom-left 3 × 3 block is initialized to Σx ∈ R3×3 and
remaining elements are initialized to 0s.
4.1.2 1-pt RANSAC
The EKF is not robust to outliers. Bad measurements outside what is de-
scribed by the Gaussian noise model can cause the filter to diverge and the
SLAM system to crash. A common outlier detection method in computer
vision is random sample consensus (RANSAC). We implemented the 1-point
RANSAC algorithm described by Civera et al. [5] in order to alleviate prob-
lems due to outliers in the measurements. This method applies the prior
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knowledge of the EKF into the typical RANSAC algorithm to achieve good
results with reduced computational effort.
In 1-point RANSAC, a single measurement is chosen at random and used
to perform a partial update of the EKF; that is, the state is updated as in
Equation 4.5, but the covariance matrix update step of Equation 4.6 is not.
The updated state is used to generate new predicted measurements, hk|kj
for the features, where j is the j th iteration of the RANSAC process. The
innovation matrix ykj is computed and any feature whose innovation is small
is counted as an inlier. That is, for yik, the innovation vector of the ith feature
at time k, the feature is counted as an inlier if (yik)
>yik < σli, where σli is the
low innovation inlier threshold. After this process is complete, the state is
restored to its value before the partial update, µˆk|k−1, and another iteration
is performed using another random measurement. According to [5] we can
determine with probability p that at least one of these iterations results in
a measurement vector without outliers by performing at least N iterations,
with N defined by:
N = dlog(1− p)/log()e, (4.21)
where
 = 1− Ninliers
Nfeatures
. (4.22)
The measurement resulting in the most inliers, and those inlier measure-
ments, are used to perform the state and covariance updates of Equations 4.5
and 4.6. An outlier recovery process is performed after the full update,
where previously rejected measurements are tested again using a less re-
strictive threshold. The purpose of the recovery step is to incorporate high
innovation features into the system, which contain more information than
low innovation measurements. The high-innovation inliers are those that
satisfy (yik)
>(Sik)
>yik < σhi, where S
i
k is the block of matrix Sk that cor-
responds to the ith feature described in Equation 4.54 and σhi ∈ R+ is the
high innovation threshold.
The set of high innovation measurements that are deemed inliers are stacked
into a measurement vector zhik and the corresponding predicted measurement
vector hhik|k is constructed. The k|k subscript is used to reflect that the pre-
dicted measurements come from the state vector after a full state update has
been performed. The state vector and covariance of the state estimate are
again updated, this time using zhij and h
hi
k|k.
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4.2 Motion Model
The motion model describes how the platform, or body, moves and how the
locations of the features with respect to the body change. This model is the
basis for the prediction step given in Equation 4.1. The motions of the body
and the features at a given time are given by a state vector described below.
The primary coordinate frames used by the SLAM system are the world
frame, the body frame, and the camera frame denoted by subscripts and
superscripts w, b, and c, respectively. The world frame is defined in north-
east-down (NED) coordinates. We choose to locate the origin of the world
frame at water level at the starting point of our system. The body frame uses
a forward-right-down (FRD) coordinate system with the IMU as its origin.
The camera frame has its origin at the principal point of its imaging sensor as
determined by the calibration procedure of Section 3.2. The axes are defined
in right-down-forward order. Features are estimated in the body frame using
an inverse depth coordinate system. As in [18, 19], rather than estimate
the depth, or distance, to the feature directly, we estimate its inverse. This
has been found to exhibit more Gaussian behavior and allow for better EKF
performance over a wider range of depths. In contrast to these earlier works,
we estimate the inverse depth with respect to the position of the body, rather
than the world coordinate system. In [1] this was found to increase the
observability of the system.
The components of the state vector are defined as follows:
pwb ≡ (xwb , ywb , zwb )> ∈ R3, (4.23)
vb ≡ (vbx, vby, vbz)> ∈ R3, (4.24)
bba ∈ R3, (4.25)
qwb ≡ (qx, qy, qz, qw)> ∈ H, (4.26)
bbg ∈ R3, (4.27)
and
xbi ≡ ((hbi )>, ρbi )> ∈ R3. (4.28)
The set H is the set of all quaternions. We use the subscripts and superscripts
w and b to refer to the world and body frames, respectively. pwb is the
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position of the body in the world frame, vb is the velocity of the body in
body frame coordinates, bba is the accelerometer bias in body coordinates,
qwb is the quaternion describing the attitude of the body with respect to the
world, and bbg is the gyroscope bias in the body frame.
The feature representation is best thought of in terms of
pbi ≡ (xbi , ybi , zbi )> (4.29)
where pbi is the position of the ith feature with respect to the body in forward-
right-down coordinates. However, we do not estimate pbi directly. The vector
xbi is the location of the ith feature with respect to the body in terms of
normalized coordinates hbi and inverse depth ρ
b
i . Here h
b
i = (h
b
1,i, h
b
2,i)
> =
(ybi /x
b
i , z
b
i /x
b
i )
> ∈ R2 and ρbi = 1/xbi ∈ R+. The acceleration ab = a˜b −
bba ∈ R3 is determined by subtracting the accelerometer bias bba from the
accelerometer reading a˜b. Similarly, the angular rate ωb = ω˜b − bbg ∈ R3 is
determined by subtracting the gyroscope bias from the gyroscope reading ω˜b.
The motion model of our system with n map features is
µ˙k =
d
dt

pwb
vb
bba
qwb
bbg
xb1
...
xbn

=

R(qwb )v
b
−[ω]×vb + ab +R>(qwb )gw
0
1
2
Ω(ωb)qwb
0
f(xb1,v
b,ωb)
...
f(xbn,v
b,ωb)

, (4.30)
where R(q) ∈ R3 is the rotation matrix describing the rotation given by the
quaternion q. The matrix [ω]× ∈ so(3) is a skew-symmetric matrix such that
[ω]×v = ω × v. The vector gw is the gravity vector in the world frame and
Ω(ω) is defined as
Ω(ω) ≡
(
−[ω]× ω
−(ω)> 0
)
. (4.31)
The motion model for features is denoted by f(x,v,ω) and defined in [1]
for the ith feature as
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ddt
h
b
1,i
hb2,i
ρbi
 =
(−v
b
y + h
b
1,iv
b
x)ρ
b
i + h
b
2,iω
b
x − (1 + (hb1,i)2)ωbz + hb1,ihb2,iωby
(−vbz + hb2,ivbx)ρbi − hb1,iωbx − (1 + (hb2,i)2)ωby − hb1,ihb2,iωbz
(−ωbzhb1,i + ωbyhb2,i)ρbi + vbx(ρbi )2
 .
(4.32)
Related back to the prediction step in Equation 4.1
µˆk|k−1 = f (µˆk−1|k−1,uk−1) (4.33)
= µˆk−1|k−1 + µ˙k∆t, (4.34)
where ∆t is the time difference in seconds between time k and time k − 1
and the vector u = (a˜b, ω˜b)>.
4.2.1 Process Noise
The performance of the EKF is highly dependent on the quality of the model
used. While flaws in the motion model might be readily apparent to a system
designer, the importance of careful modeling of the process noise is not so
obvious. In this section, we propose a new process noise mode that more
accurately represents the noise in our motion model than that used in [1].
In our new model, we separate out the individual contributions of noise
due to the accelerometer’s white noise, the gyroscope white noise, and the
accelerometer bias random walk. Additionally, we explicitly state the process
noise model for the quaternion estimate, which was not described in [1].
The process noise in a system represents the uncertainty about the system
between timestep k− 1 and timestep k. As can be seen in Equation 4.1, the
accelerometer and gyroscope readings are treated as inputs to the motion
model. That is, the IMU readings contribute directly to our predicted state
estimate. The noise in those readings propagates through our system result-
ing in errors in our prediction that must be captured by our process noise
model.
We choose to model the process noise as a mean zero Gaussian,
wk ∼ N (0,W k), (4.35)
where wk is a random variable representing the unmodeled motion in the
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motion model at time k. In [1] the process noise of the body was modeled as
W k = GΣΣ
TGT , (4.36)
where Σ ∈ R3×3 is a diagonal matrix representing the standard deviation of
the noise of the IMU and
G =

1
2
(∆t)2I3×3
∆tI3×3
1
2
(∆t)2I3×3
 . (4.37)
Upon examination of matrixG, we see that in this model, noise propagates
through the system in the same manner as an acceleration. That is, noise
affects the system like a stray acceleration. Our body-centric motion model
is more complex than this and noise in the system propagates in a more
complex manner. From Equation 4.30 we can see not only that noise from
the acceleration contributes to total noise in the system, but also that the
angular rate and accelerometer bias contribute. We wish to design a process
noise model that incorporates each of these contributions. Additionally, the
system described in Equation 4.30 includes a quaternion state estimator that
was described, but not implemented, in [1]. We propose a new process noise
model that more accurately reflects the noise in our system and explicitly
represents the process noise of the quaternion states.
Denote σa, σb, and σω as the standard deviations for a single axis of the
accelerometer, accelerometer bias, and the angular rate, respectively. We
assume that the standard deviations for the x, y, and z axes are equal and
that each axis is independent. Thus the matrices representing the standard
deviations for the accelerometer, accelerometer bias, and the angular rate are
given as follows:
Σa = σaI3×3 (4.38)
Σb = σbI3×3 (4.39)
Σω = σωI3×3. (4.40)
In 4.37, all noise is modeled by a single matrix, and the process noise
is not modeled for the quaternion state. In our new model, we add four
additional rows to accomodate the quaternion estimate. Further, because
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each noise component is represented separately in place of G we define three
new matrices to model the accelerometer white noise, the gyroscope white
noise, and the accelerometer bias, respectively:
Ga ≡

1
2
(∆t)2I3×3
∆tI3×3
04×3
03×3
 (4.41)
Gω ≡

−1
2
(∆t)2[vb]×
∆t[vb]×
1
2
∆tΩ˜(qwb )
03×3
 (4.42)
Gb ≡

−1
2
(∆t)2I3×3
∆tI3×3
04×3
∆tI3×3
 , (4.43)
where the quaternion process noise is modeled by Ω˜(·), which is defined such
that Ω˜(qwb )ω = Ω(ω)q
w
b . That is
Ω˜(q) =

qw −qz qy
qz qw −qx
−qy qx qw
−qx −qy −qz
 . (4.44)
This representation of the quaternion process noise is similar to the derivation
found in [17]. However, in that work spectral densities are used to represent
noise and additional states are used in the estimator.
The matrix in 4.41 models the propagation of accelerometer white noise
through the system. The first six rows of Ga are the same as in G. The
accelerometer does not contribute to the quaternion state and so the added
quaternion rows are set to zero. Additionally, the last rows which represent
the noise in the accelerometer bias are set to zero, because they are now
modeled by Gb.
The matrix Gω models the noise contribution of the gyroscope readings.
As can be seen in 4.30, the angular rate contributes to the state estimate of
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the velocity as a function of velocity. In the proposed model, the gyroscope
noise contributes in the same manner. Additionally, the quaternion process
noise is modeled as described above.
The matrix Gb is exactly like G with the addition of four rows of zeros for
the quaternion and a sign change that represents that the bias is subtracted
from the accelerometer reading.
We combine the above as follows to provide our proposed process noise:
W ∗k = GaΣaΣ
>
aG
>
a +GωΣωΣ
>
ωG
>
ω +GbΣbΣ
>
bG
>
b . (4.45)
The proposed process noise improves upon the model used in [1] by modeling
the accelerometer, gyroscope, and accelerometer bias noise individually. The
noise characteristics of an accelerometer and gyroscope can differ by several
orders of magnitude and so by treating each term’s effect separately we can
more accurately represent the contribution of each component. Additionally,
the gyroscope noise enters the system as a function of velocity due to the
[ω]×vb term in the motion model of Equation 4.30. We model this in Gω.
While [1] describes an estimator for the quaternion, no process noise for the
quaternion states is proposed, nor is one implemented in code. As proposed,
Gω describes how gyroscope noise propagates in the quaternion states.
4.3 Measurement Model
The measurement model of the SLAM system is an extension of that pre-
sented in [1], which incorporates the inverse-depth model presented in [18].
The measurement model can use three views of each map feature and the
height of the body above water. The three views are the current view of
the feature, the current view of the feature’s reflection, and the initial view
of the feature. Whereas a typical monocular SLAM system cannot estimate
feature depth from a single image, incorporating the reflection view makes it
possible to do so, given that we know, or that we can estimate, the height of
the camera above the water.
The system uses the pixel locations of the map features and their reflection
correspondences in the image frame as part of the measurement step in the
EKF. The measurement step relates the pixel locations to the state vector by
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way of the measurement model. We will first describe how pixel coordinates
are represented in our system and then we will discuss the measurement
vector and the predicted measurement vector.
Pixel coordinates of the ith feature in the image plane, measured from the
top left corner of the image are denoted by pimi ≡ (ximi , yimi , 1)> ∈ R3. The
pixel coordinates are transformed into the camera frame by pci ≡ K−1c pimi ,
whereKc ∈ R3×3 is the matrix representing the camera’s intrinsic parameters
found during calibration as described in Section 3.2. The normalized pixel
coordinates are represented in the camera frame by pcs,i ≡ pci /‖pci ‖, where
the subscript s is used to denote the unit-sphere. The normalized pixel
coordinates are transformed into the body frame by a fixed rotation, Rcb
found during the camera-IMU calibration described in Section 3.2. Rcb is
defined as the matrix formed by the three rows and columns in the top left
corner of the transformation matrix T camimu described in Section 3.2.5. The
transformation of the normalized pixel coordinates is computed as:
pbi = (x
b
i , y
b
i , z
b
i )
> = (Rcb)
>pci . (4.46)
A single view of a feature does not provide depth information and so we
assign an initial depth xbi = 1/ρ0 to a feature when it is first encountered. A
feature is initialized into our state vector using the inverse depth form as
xbi = (y
b
i /x
b
i , z
b
i /x
b
i , ρ0)
>. (4.47)
The feature state is defined as
xbi ≡ (hb1,i, hb2,i, ρbi )> = (ybi /xbi , zbi /xbi , ρbi )>. (4.48)
Thus, the predicted measurement vector for the current view of the ith fea-
ture is hbi = (h
b
i , h
b
i )
>.
The measurement model uses the initial view of the feature throughout
the estimation process and we define pwbi ∈ R3 and qwbi ∈ H as the location
and attitude of the body with respect to the world when the ith feature
is first encountered. We can relate the current location of the body with
respect to its location when the ith feature was first encountered by pbib =
(qwb )
−1(pwb − pwbi)qwb . We use the standard definition of quaternion product
and quaternion inverse. When a quaternion is multiplied by a vector, we
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treat the vector as a pure quaternion, that is, a quaternion with 0 scalar
part, and a vector part equal to the vector in question. The current attitude
with respect to the initial attitude is described by qbib = (q
w
bi)
−1qwb . We
describe the current location of the ith feature in terms of pwbi and q
w
bi by
pbii ≡ (xbii , ybii , zbii )> (4.49)
= (qwbi)
−1(pwb − pwbi)qwbi + (qbib )−1pbi qbib , (4.50)
where pbi = (1/ρ
b
i , h
b
1,i/ρ
b
i , h
b
2,i/ρ
b
i )
>. The predicted measurement vector for
the initial view of the ith feature is given by hbii = (h
b
1,i, h
b
2,i)
>.
The measurement model takes advantage of the reflected view of the fea-
ture. This derivation takes advantage of the fact that quaternion mathe-
matics provides a simple way to calculate the reflection of a vector about a
plane. Given a vector v ∈ R3 and a plane with normal vector p ∈ R3, de-
note the pure quaternion representation of v as qv and the pure quaternion
representation of p as qp, the pure quaternion reflection r ∈ H of v about p
is computed r = qpqvqp.
The location of the reflected feature p˜bi is computed as
p˜bi ≡ (x˜bi , y˜bi , z˜bi )> (4.51)
= (qwb )
−1(qn(q
w
bp
b
i (q
w
b )
−1 + pwb )qn − pwb )qwb , (4.52)
where qn =
(
0 0 −1 0
)
is the quaternion representing unit normal of the
plane of the river. The predicted measurement vector of the reflection of the
ith feature is given by h˜
b
i ≡ (hb1,i, hb2,i)> = (y˜bi /x˜bi , z˜bi /x˜bi )>.
4.3.1 Construction of the Predicted Measurement Vector
We extend the work of [1] by constructing the predicted measurement vector
in a way that allows for feature measurements to be made in an oppor-
tunistic way. In particular, direct measurements of the feature and measure-
ments of the feature reflection can be used in the filter update even when
the corresponding feature or reflection measurement is not available. It is
not necessary for measurements of both the feature and its reflection to be
present in every fame to successfully track a feature. This flexible approach
makes it possible for a feature to be initialized as a standard monocular
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point feature and then take advantage of reflections at a later point when
they become available. Likewise, a feature can be initialized with a reflection
correspondence but then rely only on direct feature measurements when wa-
ter conditions change and the reflection can no longer be found. Decoupling
the measurements in this way adds redundancy to the feature tracking in our
algorithm that is not available in a typical monocular application.
The full predicted measurement vector at time k is constructed as
hk =

zwb
h1,k
...
hm,k
 , (4.53)
where zwb is the measured height of the body above the water and hi,k is
the predicted measurement vector for the ith feature for i ∈ m, where m is
the number of features with at least one measurement. The vector hi,k is
constructed differently depending on the measurements available at time k.
When the feature is measured directly, but there is no reflection measure-
ment only the current feature measurement and the initial measurement are
included in the measurement vector, hi,k = (h
b
i ,h
bi
i )
>. When the feature
reflection was measured, but the feature itself was not measured directly,
only the initial measurement and the reflection measurement are included in
the feature measurement, hi,k = (h
bi
i , h˜
b
i )
>. And when both the direct fea-
ture measurement and the reflection measurement are available the feature
measurement, the initial measurement, and the reflected measurement are
all included, hi,k = (h
b
i ,h
bi
i , h˜
b
i )
>.
4.4 Vision Measurements
The vision measurement process does the work of detecting and tracking
landmarks for the SLAM system. Once a landmark is detected in one frame,
the vision measurement process is used to find the landmark again in sub-
sequent frames. Additionally the vision measurement is used to find the
reflection corresponding to a landmark. Yang et al. [1] use an open loop
method for image measurements. The vision process tracked features and
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searched for reflection matches without utilizing the state estimates of the
filter in any way. In order to find reflections, a patch flipped about the
image’s x axis was used as a template for cross correlation over the entire
image. The attitude, as measured by an IMU and magnetometer, was used
to determine if the match was found along the line parallel to gravity. The
line parallel to gravity, and normal to the surface of the water, is projected
into the image frame using the attitude measurement. If the reflection was
found on this line, the feature-reflection pair were added to the state; other-
wise, they were rejected. Once a feature-reflection correspondence was found,
it was tracked from frame to frame using the KLT tracker. When too few
features with reflections were present, additional features were initialized as
regular monocular features. The advantage of this approach is that it is easy
to implement; however, as described in [1], it contributed to many outliers
entering the estimator.
In order to improve this part of the SLAM system, we implemented the
closed-loop approach used by Davison and Murray [4], which utilizes the
state estimate to guide the vision process within a probabilistic framework.
The method and it extension, which handles reflections in an opportunistic
manner, is described in the following section.
4.4.1 Filter-based Measurements
We employ cross correlation in the image frame to perform our measurements.
Cross correlation over the entire image has two major disadvantages: it is
computationally expensive and false matches are likely.
In images with repeated textures, a template may not be unique. In that
situation, the result of the cross correlation will have equivalent peaks in
multiple locations, thus making the matching result ambiguous. That is, a
template may have a locally unique solution, but not a global one.
Davison and Murray addressed these problems by incorporating the state
estimate of the feature into the measurement process. Let P i, H i and Ri be
the state covariance matrix, the Jacobian of the measurement model, and the
covariance of the measurement noise for the ith feature, respectively. Then
we can calculate the innovation matrix as
Si = H iP iH
T
i +Ri, (4.54)
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where Si represents the uncertainty of the feature location in normalized
image coordinates. The diagonal of Si represents the variance of the un-
certainty in the feature view, initial view, and reflection view, respectively,
diag(Si) = (σ
2
1, σ
2
2, σ
2
1,bi, σ
2
2,bi, σ˜
2
1, σ˜
2
2).
Davison and Murray use σ1 and σ2 to define an elliptical search region
searching for a feature correspondence between two image frames. Features
with locations known with high certainty have small search regions, and
features with uncertain positions have larger search regions. We extend this
concept using σ˜1 and σ˜2, the standard deviations of the uncertainty of the
location of the feature’s reflection. We can use these values to define an
elliptical search region for the reflection. When a new feature is initialized
the ellipse is tall because its depth is still unknown. If a reflection is found, the
depth estimate becomes more certain and the ellipse snaps to a more circular
shape. If a feature is measured over time without finding a reflection, the
ellipse’s height gradually shrinks as the feature accrues enough parallax to
estimate the depth in a purely monocular manner.
4.4.2 Template Warping
As the camera moves throughout the environment, the camera’s view of a
feature changes and tracking a feature over long distances becomes impossible
using the original template. In order to account for changes in view, Davison
and Murray warp the original template to match the predicted view in the
current frame [4]. We employ a similar method and extend it to search for
feature reflections.
When a feature is first encountered, a patch j im ∈ R51×51 surrounding
the point feature is saved. In subsequent frames, an affine transformation is
applied to the patch to transform the view from the original view into the
current frame. The affine transformation T affine is constructed as follows.
Define
Rwarp ≡
r11 r12 r13r21 r22 r23
r31 r32 r33
 (4.55)
= (Rbc )
>(Rwb )
>RwbiR
b
c ∈ R3×3 (4.56)
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as the warping rotation matrix, where Rbc ∈ R3×3 is the rotation matrix
representation of the fixed rotation between the camera and body frames, Rwb
is the rotation matrix representation of qwb and R
w
bi is the rotation matrix
representation of qwbi. This rotation matrix describes a rotation from the
view of j im to the current viewpoint of the camera. From right to left in
Equation 4.56, Rbc rotates the patch from the initial camera frame into the
initial body frame, Rwbi rotates the patch from the initial body frame into the
world frame, (Rbw)
> rotates the patch from the world frame into the current
body frame, and (Rbc )
> rotates the patch from the current body frame into
the current camera frame.
The affine transformation of Rwarp is given by
T affine =
(
r11 r12 r13
r21 r22 r23
)
. (4.57)
The affine transformation matrix is used to map pixel values from locations
in the original patch to locations in a warped patch. A pixel with value w at
location (uim, vim)
> in j im is mapped to its location in j
warped
im by:
(
uwarpedim
vwarpedim
)
= T affime
uimvim
1
 . (4.58)
We generate the warped patch jwarpedim using the OpenCV function warpAffine
with T affine as the warping parameter. The effect of warping is shown in
Figure 4.1. The reflected patch j˜
warped
im is generated by another affine trans-
formation of j im.
R˜warp ≡
r˜11 r˜12 r˜13r˜21 r˜22 r˜23
r˜31 r˜32 r˜33
 (4.59)
= (Rbc )
>(Rwb )
>(I3×3 − 2nw(nw)>)RwbiRbc (I3×3 + s(Rbc )>(Rwb )>nwc)
(4.60)
where nw = (0, 0,−1)> is the unit normal of the water surface in the
world frame, s = 51 is the y dimension of j im and c = (0, 0, 1). The
term I3×3 − 2nw(nw)> is the Householder reflection matrix [20] and I3×3 +
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s(Rbc )
>(Rwb )
>nwc is a translation term that shifts the origin so that the re-
sult of the transformation is aligned. When inspecting Equation 4.60 note
the similarity to Equation 4.56. The translation term on the far right of the
expression is added so that the reflection is about the center of the patch.
The Householder reflection occurs after the patch is transformed into the
world coordinate frame and before the patch is transformed from the world
frame back into the body frame. The affine transformation matrix for the
reflection is given as
T˜ affine =
(
r˜11 r˜12 r˜13
r˜21 r˜22 r˜23
)
. (4.61)
The matrix T˜ affine is used to transform j im into j˜
warped
im in the same manner
that j˜ im is generated.
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(a) The current frame is shown with the
matching region highlighted in green. The
perspective of this view is different than when
the feature was originally found.
(b) The
feature
template is
warped to
adjust for
the change
in
viewpoint.
(c) The
feature
template is
both
warped and
then flipped
when
searching
for
reflections.
Figure 4.1: A cropped image frame and the corresponding warped template
and warped reflection template.
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CHAPTER 5
EXPERIMENTAL RESULTS
This chapter presents experimental results demonstrating the performance
of the proposed algorithm. We test the algorithm with and without the pro-
posed process noise changes, demonstrate the effectiveness of using reflection
correspondences, and compare the full system to other state-of-the-art SLAM
systems.
5.1 Methodology
In the experiments, each algorithm is run on the data described in Chapter 3
using the calibration parameters published with the dataset. Each candidate
algorithm is run on subsets 1 through 8. Algorithm performance is measured
by calculating the translation and attitude error as compared to the GPS
ground truth. We use the same measurement of translation and attitude
error as is used by the KITTI dataset for its leaderboard [7].
For translation error, the mean percentage error is used. That is, at every
timestep both the positional error, ep[k] = |pwb [k]− pˆwb [k]|, and the total dis-
tance traveled, D[k] =
∑k
j=1 p
w
b [j]−pwb [j−1] are computed. The percentage
error at time k is epct[k] = ep[k]/D[k]. The average of all epct[k] is the value
used for translation error.
For attitude error, the mean in degrees per meter is calculated. That
is, at every timestep the attitude error is computed in degrees eq[k] =
360 arccos(qwb · qˆwb )/pi. Degrees per meter is calculated as eqpct[k] = eq[k]/D[k]
and the average of eqpct[k] is used as our measure of attitude error.
To demonstrate the effect of using reflection correspondences, the proposed
SLAM algorithm was run with and without reflection correspondences. When
reflection correspondences are not used, inverse depth features are initialized
with unknown feature depth and the vision measurement process does not
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Table 5.1: Translation errors for each algorithm.
Algorithm
Subset
1 2 3 4 5 6 7 8
Proposed 7.15 10.90 87.44 278.80 76.06 10.88 6.96 30.11
Old Process Noise 6.13 32.94 62.77 376.38 23.14 13.70 8.39 19.04
Monocular 495.75 2234.00 2743.11 670.63 571.30 411.03 186.56 95.37
ORBSLAM2 2.59 5.43 21.34 7.67 2.13 N/A 7.51 1.54
search for a reflection.
In order to demonstrate the effect of the proposed process noise, the SLAM
algorithm is run as proposed except that the process noise variable Qk is
replaced with that used in [1]. Since the original algorithm did not implement
a quaternion estimator, the terms due to the quaternion estimator are the
same in both cases.
The ORB-SLAM2 [21] algorithm is used for comparison. The algorithm is
run using the ROS code supplied by the authors. We run the experiments
using both stereo and monocular modes. In cases where ORB-SLAM2 loses
tracking in the middle of a subset, the estimate is used up until the point
where tracking is lost. When the resulting estimate is less than half of the
total trajectory, the subset is omitted.
5.2 Results
In each plot, the candidate method is plotted alongside the GPS trajectory
and the result from the proposed method. A plot of the estimated trajectories
using a purely monocular method is shown in Figure 5.1. The results from the
other subsets are not shown because they all exhibit similarly poor results.
The results from using the process noise of [1] are plotted in Figures 5.2a
through 5.2h. In Figure 5.2c the result is so divergent that it obscures the
view of the GPS trajectory. The estimated trajectories for ORB-SLAM2 in
stereo mode are shown in Figure 5.3a through Figure 5.3g. The translation
error data is compiled in Table 5.1 and the attitude error data is found in
Table 5.2.
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Figure 5.1: The estimate using monocular features without reflection
correspondences on subset 7. Pure monocular estimation is very poor for all
subsets.
Table 5.2: Attitude errors for each algorithm.
Algorithm
Subset
1 2 3 4 5 6 7 8
Proposed 0.0053 0.0074 0.0048 0.0202 0.0239 0.0026 0.0094 0.0113
Old Process Noise 0.0047 0.0085 0.0228 0.0261 0.0231 0.0023 0.0085 0.0089
Monocular 0.0132 0.0281 0.0152 0.0160 0.0417 0.0080 0.0098 0.0104
ORBSLAM2 0.0287 0.0405 0.0178 0.0195 0.0414 N/A 0.0504 0.0484
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Figure 5.2: Estimates using the process noise model from [1].
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Figure 5.3: Estimates from ORB-SLAM2 in stereo mode.
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5.3 Discussion
The experimental results from running the proposed algorithm with and
without reflection correspondences show the dramatic improvement that re-
flection features provide. In each subset, when reflection correspondences are
not used, the estimate diverges drastically from the actual trajectory. While
we expected that using reflection correspondences would help to reduce scale
errors in the same way that a stereo setup can better estimate scale, what
we find is that the reflections are necessary in this environment for any sort
of stable estimate at all.
The proposed process noise is better in some cases, but not others. In
subset 1, the original process noise model is slightly better. The most sig-
nificant improvement is in subset 2, where the original noise model diverges
significantly, but the proposed method suffers mainly from scaling errors.
The situation is reversed in subset 8, but with a simpler trajectory.
ORB-SLAM2 in stereo mode generally performs well. In subset 6 the
algorithm fails to initialize and subset 3 it has a large translation error,
though still the smallest of all tested. In subset 7, the proposed algorithm
outperforms ORB-SLAM2. It is expected that a stereo method will work
quite well, especially when determining scale, but as we see in subset 6, a
lack of IMU measurements can result in complete failure when reliable image
measurements are not available.
50
CHAPTER 6
CONCLUSION
We have presented the hardware and software necessary for performing SLAM
in a river environment. We described the sensors used to collect data and
a dataset collected on the Sangamon River near Mahomet, Illinois. We also
presented a SLAM algorithm that uses reflection correspondences to esti-
mate feature depth. The algorithm proposed a method for finding reflection
correspondences and proposed a new process noise model. Experiments were
run to determine the effectiveness of the proposed algorithm and it was com-
pared to another state-of-the-art SLAM algorithm. We showed that using
reflection correspondences results in a significant improvement in estimation
as compared to a typical monocular system. We also demonstrated the ef-
fectiveness of the new process noise model. Future work in data collection
could apply post-processing techniques to improve the accuracy of the ground
truth to be on the order of centimeters. Reducing outlier measurements fur-
ther is a straightforward way to improve results. Future work could focus on
techniques that make outlier detection easier. In this work, as features cross
the image plane, the inverse depth goes to infinity. With this parametriza-
tion, loop closure is non-trivial as features must be discarded before the
image plane, and the canoe, passes them. In future work, the features could
be reparametrized using spherical coordinates to prevent this problem and
more easily accommodate loop closure techniques.
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APPENDIX A
SAMPLE FILES
1179962610.000000,bestutm,16,T,4451199.698017971,382161.018202961,211.570910988
1179962610.000000,inscovs,0.152562602284,...,0.000001519136
1179962610.000000,inspvas,40.202922424441,...,255.882980112040
1179962610.000067949,IMG,cam1/0000000078.bmp,cam0/0000000078.bmp
1179962610.004699,rawimus,9.769611060619,-0.503659248352,0.670477747917,-0.001183208143,-0.003120111679,0.005814221614
1179962610.009699,rawimus,9.761266410351,-0.497810542583,0.656638294458,-0.002193206784,-0.001574099853,0.005684314489
1179962610.014699,rawimus,9.775552898645,-0.498797744513,0.646486878395,-0.002244701501,-0.002424933008,0.004003714199
1179962610.019699,rawimus,9.760502725840,-0.496301800013,0.644978135824,-0.000488029471,-0.001783589722,0.004285764805
1179962610.024699,rawimus,9.782575070858,-0.501852482557,0.639259815216,-0.001921689189,-0.001947436547,0.004422693937
1179962610.029699,rawimus,9.763538837433,-0.501330941916,0.642724335194,-0.001595165874,-0.002568884147,0.003983818513
Figure A.1: In name.csv there is one sensor message per line. Each message
is preceded by the timestamp and message name. A portion of 527.csv is
shown here.
1,0,0,00000000003770952534,05/27/2017 18:23:08.051
1,1,1,00000000003771452823,05/27/2017 18:23:08.101
1,2,2,00000000003771952822,05/27/2017 18:23:08.151
1,3,3,00000000003772452822,05/27/2017 18:23:08.201
1,4,4,00000000003772952821,05/27/2017 18:23:08.251
1,5,5,00000000003773452820,05/27/2017 18:23:08.301
1,6,6,00000000003773952819,05/27/2017 18:23:08.351
1,7,7,00000000003774452819,05/27/2017 18:23:08.401
1,8,8,00000000003774952818,05/27/2017 18:23:08.451
1,9,9,00000000003775452817,05/27/2017 18:23:08.501
Figure A.2: Each line of name.cam0 and name.cam1 displays information
for one image frame. Each line begins with a 1 followed by the
software-generated frame number, the camera generated frame number, the
camera’s internal timestamp, and the PC timestamp. A portion of
527.cam0 is shown.
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cam0:
T_cam_imu:
- [0.9998612058303892, 0.01304367958981074, -0.010364916698063206, 0.02144194761106891]
- [-0.010166689963071103, -0.015172783756071229, -0.9998331986127915, 0.07032907927124853]
- [-0.013198768525670264, 0.9997998044888032, -0.015038066815782014, -0.024011642527326717]
- [0.0, 0.0, 0.0, 1.0]
cam_overlaps: [1, 2]
camera_model: pinhole
distortion_coeffs: [-0.02618555092200233, 0.04685418229286404, 0.0013409066169345416,
0.00033381757084989104]
distortion_model: radtan
intrinsics: [803.3460838604714, 804.9114496242971, 784.416334262581, 555.6200505511748]
resolution: [1600, 1200]
rostopic: /cam0/image_raw
cam1:
T_cam_imu:
- [0.9998208093925861, 0.01793371118286751, 0.006060619503342777, -0.5756212842567886]
- [0.0062439112567342055, -0.010182233545631969, -0.9999286653018009, 0.06427008897573354]
- [-0.017870721243778438, 0.9997873294472341, -0.010292385486147748, -0.017059374290234096]
- [0.0, 0.0, 0.0, 1.0]
T_cn_cnm1:
- [0.9998531438598202, -0.016496581093044967, 0.004642577503032265, -0.5957884177153879]
- [0.016474408166237024, 0.9998528887311552, 0.0047743870322693605, -0.006287246617544665]
- [-0.004720655590412504, -0.00469720216748974, 0.999977825605444, 0.007383305746907307]
- [0.0, 0.0, 0.0, 1.0]
cam_overlaps: [0, 2]
camera_model: pinhole
distortion_coeffs: [-0.030047246046998446, 0.05044714022427169, -0.0022906453912683675,
-0.0003437523053631528]
distortion_model: radtan
intrinsics: [808.3237698128069, 811.0283596393673, 793.9803693924495, 569.3351972966233]
resolution: [1600, 1200]
rostopic: /cam1/image_raw
Figure A.3: camchain-imucam-528imu.yaml contains the camera intrinsic
and extrinsic parameters as well as the transformations between the
cameras and the IMU.
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APPENDIX B
HARDWARE TRIGGER
1 2 3
1 2 3
A
B
A
B
Date: 2017-06-20
KiCad E.D.A.  kicad 4.0.6
Rev: Size: User
Id: 1/1
Title: Hardware trigger for GPS/INS and cameras
File: trigger.sch
Sheet: /
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Figure B.1: The external trigger hardware passes the signals sent between
the GPS/INS unit and the cameras. The 74LS06 open collector inverter
amplifies the SPAN-IGM-A1’s trigger signal and the output is transmitted
to both cameras to initiate an exposure. The camera output’s internal
pullup resistor is connected directly to the battery via pins P5 allowing it
to signal the start of an exposure to the SPAN-IGM-A1, connected at pins
P6. The RC circuit connecting these pins to ground is a low-pass filter that
eliminates glitches.
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APPENDIX C
SUBSET MAPS
The dataset was divided into subsets as described in Section 3.1. Maps of
the upstream and their complementary downstream datasets are provided
in Figures C.1 to C.5. The upstream trajectory is shown in pink and the
downstream in green.
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Figure C.1: Map of subsets 0 and 9.
Figure C.2: Map of subsets 1 and 8.
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Figure C.3: Map of subsets 2 and 7.
Figure C.4: Map of subsets 3 and 6.
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Figure C.5: Map of subsets 4 and 5.
60
