Abstract. Derivation, stability and error analysis in both discrete H 1 and L 2 norms for cellcentered nite volume approximations of convection-di usion problems are presented. Various upwind strategies are investigated. The theoretical results are illustrated by numerical examples.
1. Introduction. In this paper we consider cell-centered nite di erence approximations for second order convection-di usion equations of divergence type. Our goal is to construct nite di erence methods of second order of approximation that satisfy the discrete maximum principle. The error estimates are in the discrete Sobolev spaces associated with the considered boundary value problem.
Approximation of the convection term in convection-di usion problems by central nite di erences leads to schemes of second order, which are stable only for su ciently small mesh size h. The upwinding has been used to avoid the conditional stability, but these approximations are of rst order and add substantial numerical di usion to the physical problem. Various modi cations of the upwind schemes have been proposed aiming at a second order of accuracy and unconditional stability, cf., e.g., Samarskii 20] (see also Axelsson and Gustafson 3] ). We investigate a number of modi ed upwind nite di erence strategies which provide both a second order of accuracy and that are unconditionally (i.e., not only for small h) stable.
There is a variety of techniques to derive and study nite di erence discretizations for di usion and convection-di usion problems (see, e.g., Samarskii 20] , Axelsson and Gustavson 3], Spalding 22] , Il'in 14], etc.). In 20] an error estimate of order O(h 2 ) in the discrete maximum norm for smooth solutions (four continuous derivatives required) is derived. Another modi ed upwind nite di erence strategy leading to a second order scheme was considered in Axelsson and Gustafson 3] . Runchal 19] and also Spalding 22] have proposed and tested numerically upwind nite di erence schemes that can be used in both convection dominated and di usive limits. For one dimensional problems Il'in 14] has proposed nite di erence schemes for convection{dominated second order equations and proved an O(h 2 ) error estimate in the maximum norm.
A systematic treatment of nite di erence schemes on triangular meshes was presented in Heinrich 12] . For self-adjoint problems the schemes in 12] are similar to those obtained by the nite element method. Cell-centered nite di erence schemes on triangular meshes (including the case of locally re ned meshes) were considered by Vassilevski, Petrova and Lazarov 24] . The error estimates derived in 24] are in a discrete H 1 -norm and for uniform triangulations include superconvergent rates, namely, O(h 2 ). Cell-centered discretizations on tensor-product nonuniform meshes were considered by Weiser and Wheeler 25] and superconvergence error estimates were derived. H 1 -error estimates of order O(h 1+ ) ; 1 2 < 1 for the Poisson equation were proved by Sũli 23] . Morton and Sũli 17] considered point-centered nite di erence schemes for one and two-dimensional hyperbolic equations. A method closely related to the nite element approximations is the nite volume element method proposed and analyzed by Cai 6 ], Cai, Mandel and McCormick 7] , and McCormick 16] ; see also an early formulation by Baliga and Patankar 4] that includes the convection-di usion case. The relationship of the similar box method and the nite element method in the symmetric positive de nite case has been investigated by Bank and Rose 5] and by Hackbusch 11] . In Hackbusch 11] second order error estimates in an H 1 -norm on uniform meshes has been proved. This paper is devoted to lling in the lack of results for nonsymmetric equations and cell-centered nite di erences. We construct a number of upwind nite di erence schemes and prove error estimates in a discrete H 1 -norm of order O(h m?1 ) ; 3 2 < m 3 for solution u 2 H m ( ). These results can be viewed as a natural extension of the results from Ewing, Lazarov, and Vassilevski 9] , to non-selfadjoint equations. In addition, we provide error estimates in an L 2 -norm elaborating the discrete \Aubin-Nitsche trick" of duality argument proposed by Samarskii We consider the following convection-di usion boundary value problem: nd a function u(x) which satis es the following di erential equation and boundary condition: div(?a(x)ru(x) + b(x)u(x)) = f(x); in u(x) = 0; on ? (1) where R 2 is a bounded domain, ? = @ , f(x), and the velocity vector b(x) = (b 1 (x); b 2 (x)) are given functions in . We introduce the bilinear form
and the linear form
Here and hereafter @ i denotes the partial derivative with respect to x i .
The problem (1) can also be formulated in the following weak form:
and hence
Let the coe cients a(x); b(x) satisfy the conditions:
1 ( ). Then from (2) it follows that there exists a constant C > 0 such that a(u; u) Ckuk 2 1; ; i.e., a(u; v) is H 1 0 -coercive and by the Lax-Milgram lemma argument the problem (1) has a unique solution in H 1 0 ( ). For the stability analysis (Propositions 2.1, 2.3, 2.5, 2.7) we will need higher smoothness, i.e., b i (x) 2 W 1+ 1 ( ), > 0. Condition (ii) can be weakened to 0 = 0: then the bilinear form a(u; v) is coercive in H 1 and consequently the nite di erence approximations will have the same property for su ciently small h. However, 0 > 0 is needed to prove the discrete maximum principle. 2. Grids and grid functions. We suppose that is a rectangle with sides parallel to the axes x 1 and x 2 . We consider the case of cell-centered grids, which owing to their good conservation properties, are very popular in reservoir simulation, weather prediction, heat transfer, etc. We cover the plane R 2 by square cells with sides of length h. The grid points are the centers of the cells (see Fig. 1 ). We suppose that the Dirichlet boundary ? passes through the grid points, as shown in Fig. 1 .
The grid points are denoted by x = (x 1 ; x 2 ) = (x 1;i ; x 2;j ) = (ih; jh), where i; j = 0; 1; 2; :::; N are integer indices. We introduce the following notation for various grids in : ! = (x 1;i ; x 2;j ) 2 : i; j = 0; 1; 2; :::; N ; ! = ! \ ; = !n!; ! i = ! i ; where i = fx 2 : cos(x i ; n) = 1g ; i = 1; 2:
Here n is the unit outer normal to the boundary ?.
Functions de ned for x 2 ! are called grid functions. We consistently use the dual notation for the value of the function y at the grid point x = (x 1;i ; x 2;j ); y(x) = y(x 1;i ; x 2;j ) = y i;j and in the points (x 1;i ; x 2;j h=2) = (x 1;i ; x 2;j 1=2 ) and (x 1;i h=2; x 2;j ) = (x 1;i 1=2 ; x 2;j ), y i;j 1=2 = y(x 1;i ; x 2;j 1=2 ), y i 1=2;j = y(x 1;i 1=2 ; x 2;j ). We introduce the following nite di erences for grid functions y(x):
(i) forward di erence 1 y i;j = y i+1;j ?y i;j and divided forward di erence y x 1 ;i;j = 1 y i;j =h;
(ii) backward di erence 1 We will also need the negative norm:
Any grid function y(x) can be considered as an element of a vector space of dimension equal to n, the number of the grid points in !. In this case, we denote y(x) by y 2 R n and consider it as an n-dimensional column vector. Then y T will be the row vector transpose of y. (3) where n is the unit outward vector normal to the boundary of e. Splitting @e = s + 1 s + 2 s 1 s 2 (see Fig. 2 ), the left-hand side of this identity can be written in the following form: In order to construct the nite di erence scheme we approximate the balance equation (4) . We split the approximation of the balance equation (4) in two parts, A (2) y + A (1) y; (5) where A (2) is the part arising from the approximation of the second derivatives, and A (1) comes from the approximation of the rst derivatives; y is an approximation to the exact solution u. We have the expressions A (2) These approximate relations allow us to de ne: 
Substituting (7) and (9) in (5) Obviously this is true only for su ciently small h. We will not further consider the CDS because of its conditional stability.
Upwind di erence scheme (UDS).
One of the ways to nd a stable nite di erence approximation for the convection-di usion boundary value problem is to use an upwind approximation for the rst derivatives. In this case, A (2) is de ned as in CDS and the terms v 1 and v + 1 in A (1) is also positive for su ciently small h. First we will prove that the considered scheme is monotone.
Proposition 2.2. UDS satis es the discrete maximum principle and the corresponding matrix A is an M{matrix.
Proof. Let a i+k;j+l be the coe cient in front of y i+k;j+l , k; l = ?1; 0; 1 in the nite di erence scheme. Then it is enough to check the conditions 12]: 1. a i;j > 0; 2. a i?1;j , a i+1;j , a i;j?1 , and a i;j+1 are negative;
3. a i;j ? P k;l= 1 a i+k;j+l > 0, i.e., A is strictly diagonally dominant. We have 1. Now we concentrate on the positive de niteness of the operator A h and the matrix A. In Section 1 we showed that the bilinear form, corresponding to the continuous problem (1) is H 1 0 -elliptic. In the following proposition we establish that the discrete analog of the bilinear form inherits this property.
Using summation by parts for the rst term above we obtain Letting z = y in the above formula the desired result follows using Proposition 2.1.
Modi ed upwind di erence scheme (MUDS)
. As we will later show the UDS is only O(h) accurate. In order to obtain a diagonally dominant matrix and achieve O(h 2 ) order of accuracy we modify the upwind scheme in the following In the last step we have taken into account that B 1 h 2 = O(h). These heuristic formulae show that if we want to get a second order nite di erence scheme we should 
Using a similar argument as in Propositions 2.2 and 2.3 we can prove the following. (A h y; y) Ckyk 2 1;! ; for all y 2 D 0 = fy; y j = 0g:
The constant C depends only on the ratio a(x)=jb(x)j. Remark 2.2. If 0 = 0 the UDS, MUDS and IDS in general does not satisfy the discrete maximum principle, but for su ciently small h the constructed nite di erence operators are coercive in discrete H 1 -norm. Therefore, all error estimates which we prove in the next sections hold for 0 = 0.
Summarizing these approximations we formulate the following discrete problem for (1): nd a grid function y(x), which satis es the nite di erence equations:
y(x) = 0; on ; (18) where w l and v l are de ned by (7), (14), (16), (9) and (11), respectively and = 
Here 1 is the error of approximation of the rst derivatives, and 2 is the error of approximation of the second derivatives.
Note that the components of the local truncation error l and l are de ned on the shifted grids ! + l , l = 1; 2. Using summation by parts and the Schwarz inequality, we get Summarizing these results and using Propositions 2.3, 2.5, and 2.7 we obtain the following main result. 
where the components l , l , l = 1; 2 of the local truncation error are de ned by (21) with approximate uxes w + l , w l , v + l , v l , l = 1; 2 determined by (7), (11), (14) and (16) (22) of Lemma 3.2 we have to bound the corresponding norms of the local truncation error components l , l , l = 1; 2 de ned by (21) . These estimates are provided in the lemma given below. Lemma 3.3. Let the solution of the problem (1) be H m -regular, 3 2 < m, and the components of the local truncation error l , l , l = 1; 2 be de ned by (21) (24) where 1 < m 2; e = e i?1;j S e i;j for l = 1 and e = e i;j?1 S e i;j for l = 2.
Proof. Consider rst the component 1 (x) = 1 (x 1;i ; x 2;j ) for the UDS. 
Hence the estimate (25) The functional l(b 1 ; u) is estimated in the following lemma, which concludes the proof for the second component of the truncation error 1 . We note that for MUDS and IDS we have only the rst term l in the formula (27). (ii) the UDS de ned by (7) and (11) Since the issue of constructing and studying monotone approximations to convectiondi usion operators is our main goal we disregard the di erences that may occur from the approximation of the right hand side. Thus we consider the following homogeneous problem: The right-hand side of (33) is the local truncation error. In order to obtain an a priori estimate we represent the local truncation error in a divergence or almost divergence form (depending upon the choice of the di erence scheme). Next, we rewrite (33) (k l k 0;! + k l ej l + k l ej l )(kw x l x l k 0;! + kw x l ej l ) :
To complete the proof of the a priori estimate we need the following lemma. (i) the MUDS and IDS de ned by (14) , (9), (16) and (9) i :
(ii) the UDS de ned by (7) and (11) In Tables 1{6 we display the error for smooth solutions without boundary layer behavior. In the rst and the second rows we show the L 2 (!) and H 1 (!)-norms of the error z = y ? u and the \numerical" rate of convergence is , i.e., h . Our computational experiments clearly show that MUDS and IDS exhibit a second order of convergence both in L 2 and H 1 -norms for problems with moderate convection (i.e., not too small " > 0); the factor is in the range of 1.822{1.995, correspondingly. For these problems UDS is only a rst order accurate: is between 0.947{1.260. For highly dominating convection all schemes show about a rst order of accuracy. The results for " = 10 ?2 ; 10 ?5 show that all considered schemes are stable. f(x; y) = r (bu 0 ); u 0 (x; y) = x 2 y(1 ? y):
Here u 0 is the solution of equation (42) when " = 0. In Tables 7{9 we show ky ? u 0 k 0; ! , where ! is a grid in = 0; 7=8] 0; 1], i.e., away from the boundary layer. This gives us reasonable information since for small " the function u 0 is close to the exact solution of problem 2, except within the boundary layer. In fact we have an estimate ku ? u 0 k 0; C", and when " is signi cantly less than h we may use u 0 instead of the unknown exact solution u in . In case h and " are of the same order, this is inappropriate as is shown by Tables 7{9, h = 1=256 and " = 10 ?3 . Our experiments show very weak dependence of the numerical solution with respect to " ! 0 in . This means that if we use a more sophisticated method near the boundary layer, e.g., local re nement, defect-correction, in combination with the proposed schemes outside the layer we can get better results. 5. Concluding remarks. We studied nite di erence approximations of convection-di usion problems on square meshes with step size h. The extension on rectangular meshes with step sizes h 1 and h 2 in the directions x 1 and x 2 is almost immediate and all obtained results will be true with h 2 = h 2 1 + h 2 2 as long as the ratio h 1 =h 2 is bounded from above and by constants when h ! 0.
Extension of some of the results can be made to rectangular nonuniform grids. However, this requires a di erent technique (see e.g., Weiser and Wheeler 25] ) that is beyond the scope of this paper.
For more general domains, similar results can be accomplished using the technique described in Samarskii, Lazarov and Makarov 21, Chapter III, p. 123] with introduction of new notation and considering a few di erent cases.
Although our theoretical results are for the di usion coe cient " comparable to the convection coe cient b, the numerical experiments show that the constructed schemes are very robust with respect to ". For very small " (down to " = 10 ?5 ) the schemes produce reasonable results and the convergence rates are of rst order.
