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Abstract
Recently, there has been an increasing interest in using tools from dynamical systems to analyze
the behavior of simple optimization algorithms such as gradient descent and accelerated variants.
This paper strengthens such connections by deriving the differential equations that model the
continuous limit of the sequence of iterates generated by the alternating direction method of mul-
tipliers, as well as an accelerated variant. We employ the direct method of Lyapunov to analyze
the stability of critical points of the dynamical systems and to obtain associated convergence rates.
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I. INTRODUCTION
The theory of dynamical systems has been extensively developed since its origins by
Poincare´ in the late 19th century. For example, the work of Lyapunov on stability is
commonly used in physics, control systems, and other branches of applied mathematics.
However, the connection between dynamical systems and optimization algorithms has only
recently been studied. The basic idea is that tools from dynamical systems can be used
to analyze the stability and convergence rates of the continuous limit of the sequence of
iterates generated by optimization algorithms. Prior work has established these connections
for simple optimization algorithms such as gradient descent (GD) and accelerated gradient
descent (A-GD). This paper improves upon prior work by deriving the dynamical systems
associated with the continuous limit of two commonly used optimization methods: the al-
ternating direction method of multipliers (ADMM) and an accelerated version of ADMM
(A-ADMM). Moreover, this paper analyzes the stability properties of the resulting dynam-
ical systems and derives their convergence rates, which for ADMM matches the known rate
of its discrete counterpart, and for A-ADMM provides a new result.
A. Related work
Perhaps the simplest connection between an optimization algorithm and a continuous
dynamical system is exhibited by the GD method. The GD algorithm aims to minimize a
function f : Rn → R via the update
xk+1 = xk − η∇f(xk), (1)
where xk denotes the kth solution estimate and η > 0 is the step size. It is immediate that
a continuous limit of the iterate update (1) leads to the gradient flow
X˙ = −∇f(X), (2)
where X = X(t) is the continuous limit of xk and X˙ ≡ dXdt denotes its time derivative. It is
known that GD has a convergence rate of O(1/k) for convex functions [1]. Interestingly, the
differential equation (2) also has a convergence rate of O(1/t), which is consistent with GD.
Nesterov [2] proposed an accelerated GD algorithm, henceforth referred to as A-GD, by
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adding momentum to the x variables. The update for A-GD may be written as
xk+1 = xˆk − η∇f(xˆk), (3a)
xˆk+1 = xk +
k
k + r
(xk+1 − xk), (3b)
where r ≥ 3 (r = 3 is the standard choice) and xˆk denotes the kth accelerated vector. It is
known that A-GD has a convergence rate of O(1/k2) for convex functions, which is known
to be optimal in the sense of worst-case complexity [1]. Recently, the continuous limit of
A-GD was computed by [3] to be
X¨ +
r
t
X˙ +∇f(X) = 0, (4)
where X¨ ≡ d2X
dt2
is the acceleration. By using a Lyapunov function, it was shown that the
convergence rate associated with (4) is O(1/t2) when f is convex [3], which matches the
known rate of O(1/k2) for A-GD.
To better understand the acceleration mechanism, a variational approach was proposed [4]
for which the continuous limit of a class of accelerated methods was obtained using the
Bregman Lagrangian; the class of methods includes A-GD, its non-Euclidean extension,
and accelerated higher-order gradient methods. Also, a differential equation modeling the
continuous limit of accelerated mirror descent was obtained [5].
While [3] focused on the discrete to continuous limit, [4, 5] stress the converse, by which
one starts with a second-order differential equation and then constructs a discretization with
a matching convergence rate. This approach can lead to new accelerated algorithms. Indeed,
[5] introduced a family of first-order accelerated methods and established their convergence
rates by using a discrete Lyapunov function, which is analogous to its continuous coun-
terpart. In related work, [6] proposed continuous and discrete time Lyapunov frameworks
for A-GD based methods that built additional connections between rates of convergence
and the choice of discretization. In particular, they showed that a naive discretization can
produce iterates that do not match the convergence rate of the differential equation and pro-
posed rate-matching algorithms [4, 5]. However, such rate-matching algorithms introduce
extra conditions such as an intermediate sequence or a new function that must obey certain
constraints, which is in stark contrast to A-GD.
An important algorithm commonly used in machine learning and statistics is ADMM
[7–10], which is often more easily distributed when compared to its competitors and hence
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appealing for large scale applications. There are some interesting relations between ADMM
and discrete dynamical systems. For instance, the formalism of integral quadratic constraints
[11] was applied to ADMM [12] under the assumption of strong convexity. Based on this,
[13] establish an explicit upper bound on the convergence rate of ADMM in terms of the
algorithm parameters and the condition number of the problem by analytically solving the
semi-definite program introduced by [12]. Moreover, for a class of convex quadratic consensus
problems defined over a graph, ADMM can be viewed as a lifted Markov chain [14, 15] that
exhibits a significant speedup in the mixing time compared to GD, which corresponds to
the base Markov chain. For convex functions, ADMM has an O(1/k) convergence rate [10].
Recently, using the ideas of [2], [16] proposed an accelerated version of ADMM (henceforth
called A-ADMM) and established a convergence rate of O(1/k2) when both f and g are
strongly convex functions, and moreover g is a quadratic function.
Although there is extensive literature on ADMM and its variants, connections between
their continuous limit and differential equations is unknown. This paper is a first step in
establishing such connections in the context of the problem1
min
x,z
{V (x, z) = f(x) + g(z)} subject to z = Ax, (5)
where f : Rn → R and g : Rm → R are continuously differentiable convex functions, x ∈ Rn,
z ∈ Rm, A ∈ Rm×n and m ≥ n. The problem formulation (5) covers many interesting
applications in machine learning and statistics. With that said, we also recognize that
many important problems do not fall within the framework (5) due to the assumption of
differentiability, especially of g which is usually a regularization term. Such an assumption
is a theoretical necessity to allow connections to differential equations2.
B. Paper contributions
Our first contribution is to show in Theorem 2 that the dynamical system that is the
continuous limit of ADMM when applied to (5) is given by the ADMM flow(
ATA
)
X˙ +∇V (X) = 0. (6)
1 The standard problem minx,z f(x) + g(z) subject to Ax+Bz = c can be recovered by redefining A when
B is invertible.
2 The differentiability assumption can be relaxed by using subdifferential calculus and differential inclusions,
but this is beyond the scope of this work.
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Note that when A = I we obtain the dynamical system (1) (i.e., the continuous limit of GD),
which can be thought of as an unconstrained formulation of (5). Our second contribution is
to show in Theorem 3 that the dynamical system that is the continuous limit of A-ADMM
is given by the A-ADMM flow
(
ATA
) (
X¨ +
r
t
X˙
)
+∇V (X) = 0. (7)
Here, the dynamical system (4) that is the continuous limit of A-GD is a particular case
obtained when A = I. We then employ the direct method of Lyapunov to study the
stability properties of both dynamical systems (6) and (7). We show that under reasonable
assumptions on f and g, these dynamical systems are asymptotically stable. Also, we prove
that (6) has a convergence rate of O(1/t), whereas (7) has a convergence rate of O(1/t2).
C. Notation
We use ‖ · ‖ to denote the Euclidean two norm, and 〈u, v〉 = uTv to denote the inner
product of u, v ∈ Rn. For our analysis, it is convenient to define the function
V (x) = f(x) + g(Ax), (8)
which is closely related to the function V (x, z) that defines the objective function in (5). In
particular, for all (x, z) satisfying z = Ax, the relationship V (x, z) = V (x) holds. Through-
out the paper, we make the following assumption.
Assumption 1. The functions f and g in (5) are continuously differentiable and convex,
and A has full column rank.
II. CONTINUOUS DYNAMICAL SYSTEMS
In this section, we show that the continuous limits of the ADMM and A-ADMM algo-
rithms are first- and second-order differential equations, respectively.
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A. ADMM
The scaled form of ADMM is given by [9]
xk+1 = arg min
x∈Rn
f(x) + ρ
2
‖Ax− zk + uk‖2, (9a)
zk+1 = arg min
z∈Rm
g(z) + ρ
2
‖Axk+1 − z + uk‖2, (9b)
uk+1 = uk + Axk+1 − zk+1, (9c)
where ρ > 0 is a penalty parameter and uk ∈ Rm is the kth Lagrange multiplier estimate
for the constraint z = Ax. Our next result shows how a continuous limit of the ADMM
updates leads to a particular first-order differential equation.
Theorem 2. Consider the optimization problem (5) and the associated function V (·) in (8).
The continuous limit associated with the ADMM updates in (9), with time scale t = k/ρ,
corresponds to the initial value problem
X˙ +
(
ATA
)−1∇V (X) = 0 (10)
with X(0) = x0.
Proof. Since f and g are convex and A has full column rank (see Assumption 1), the opti-
mization problems in (9a) and (9b) are strongly convex so that (xk+1, zk+1, uk+1) is unique.
It follows from the optimality conditions for problems (9a) and (9b) that (xk+1, zk+1, uk+1)
satisfies
∇f (xk+1) + ρAT (Axk+1 − zk + uk) = 0, (11a)
∇g (zk+1)− ρ (Axk+1 − zk+1 + uk) = 0, (11b)
uk+1 − uk − Axk+1 + zk+1 = 0, (11c)
which can be combined to obtain
∇f (xk+1) + AT∇g (zk+1) + ρAT (zk+1 − zk) = 0. (12)
Let t = δk and xk = X(t), with a similar notation for zk and uk. Using the Mean Value
Theorem on the ith component of zk+1 we have that zk+1,i = Zi(t+ δ) = Zi(t) + δZ˙i(t+λiδ)
for some λi ∈ [0, 1]. Therefore,
lim
δ→0
zk+1,i − zk,i
δ
= lim
δ→0
Z˙i(t+ λiδ) = Z˙i(t). (13)
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Since this holds for every component i = 1, . . . ,m we see that, in the limit δ → 0, the third
term in (12) is exactly equal to the vector Z˙(t), provided we choose ρ = 1/δ. For the first
two terms of (12), note that
∇f(xk+1) + AT∇g(zk+1) = ∇f(X(t+ δ)) + AT∇g(Z(t+ δ))
→ ∇f(X(t)) + AT∇g(Z(t))
(14)
as δ → 0. Thus, taking the limit δ → 0 in (12) and substituting (13) and (14) yields
∇f(X(t)) + AT∇g(Z(t)) + AT Z˙(t) = 0. (15)
Let us now consider the ith component of (11c). By the Mean Value Theorem there exists
λi ∈ [0, 1] such that
0 = Ui(t+ δ)− Ui(t)− (AX)i(t+ δ) + Zi(t+ δ)
= δU˙i(t+ λiδ)− (AX)i(t+ δ) + Zi(t+ δ)
→ Zi(t)− (AX)i(t)
(16)
as δ → 0. Since this holds for every i = 1, . . . ,m we conclude that Z(t) = AX(t) and
Z˙(t) = AX˙(t). Moreover, recalling the definition (8), note that
∇f(X) + AT∇g(Z) = ∇f(X) + AT∇g(AX)
= ∇V (X).
(17)
Therefore, (15) becomes
∇V (X(t)) + ATAX˙(t) = 0, (18)
which is equivalent to (10) since A has full column rank.
Finally, since (10) is a first-order differential equation, the dynamics is specified by the
initial condition X(0) = x0, where x0 is an initial solution estimate to (5).
We remark that the continuous limit of ADMM given by (10) and the continuous limit
of GD given by (2) are similar—first-order gradient systems—with the only difference being
the additional (ATA)−1 term. Thus, in the special case A = I, i.e., the unconstrained case,
the differential equation (10) reduces to (2).
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B. A-ADMM
We now consider an accelerated version of ADMM that was originally proposed by [16],
which follows the same idea introduced by [2] to accelerate GD. The scaled A-ADMM method
for solving problem (5) can be written as follows:
xk+1 = arg min
x∈Rn
f(x) + ρ
2
‖Ax− zˆk + uˆk‖2, (19a)
zk+1 = arg min
z∈Rm
g(z) + ρ
2
‖Axk+1 − z + uˆk‖2, (19b)
uk+1 = uˆk + Axk+1 − zk+1, (19c)
uˆk+1 = uk+1 + γk+1 (uk+1 − uk) , (19d)
zˆk+1 = zk+1 + γk+1 (zk+1 − zk) , (19e)
where uˆ and zˆ are the “accelerated variables” and
γk+1 =
k
k + r
(20)
with r ≥ 3. We remark that the particular choice r = 3 produces the same asymptotic
behavior as the parameter choice in [2, 16]. Our next result shows how a continuous limit
of the A-ADMM updates is a second-order differential equation.
Theorem 3. Consider the optimization problem (5) and the associated function V (·)
in (8). The continuous limit associated with the A-ADMM updates in (19), with time
scale t = k/
√
ρ, corresponds to the initial value problem
X¨ +
r
t
X˙ +
(
ATA
)−1∇V (X) = 0 (21)
with X(0) = x0 and X˙(0) = 0.
Proof. According to Assumption 1, the functions f and g are convex and A has full column
rank, therefore the optimization problems (19a) and (19b) are strongly convex, making
(xk+1, zk+1, uk+1, uˆk+1, zˆk+1) unique. It thus follows from the optimality conditions that
∇f(xk+1) + AT∇g(zk+1) + ρAT (zk+1 − zˆk) = 0, (22a)
uk+1 − uˆk − Axk+1 + zk+1 = 0, (22b)
uˆk+1 − uk+1 − γk+1 (uk+1 − uk) = 0, (22c)
zˆk+1 − zk+1 − γk+1 (zk+1 − zk) = 0. (22d)
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Let t = δk, xk = X(t) and similarly for zk, uk, zˆk and uˆk. Consider Taylor’s Theorem for
the ith component of zk±1:
zk±1,i = Zi(t± δ)
= Zi(t)± δZ˙i(t) + 12δ2Z¨i(t± λ±i δ)
(23)
for some λ±i ∈ [0, 1]. Hence, from (22d) we have
zk+1,i − zˆk,i = zk+1,i − zk,i − γk (zk,i − zk−1,i)
= (1− γk)δZ˙i(t) + 12δ2Z¨i(t+ λ+i δ) + 12γkδ2Z¨i(t− λ−i δ).
(24)
From the definition (20), and t = δk, we have
γk =
k − 1
k + r − 1 = 1−
r
k + r − 1 = 1−
δr
t+ δ(r − 1)
= 1− δr
t
+O(δ2).
(25)
Replacing this into (24) we obtain
zk+1,i − zˆk,i
δ2
=
r
t
Z˙i(t) +
1
2
Z¨i(t+ λ
+
i δ) +
1
2
Z¨i(t− λ−i δ) +O(δ)
→ r
t
Z˙i(t) + Z¨i(t)
(26)
as δ → 0. Hence, if we choose ρ = 1/δ2, then the limit of the third term in (22a) is equal to
r
t
AZ˙(t) + AZ¨(t). Recalling (14), the limit of (22a) as δ → 0 is thus given by
∇f(X) + AT∇g(Z) + AT
(r
t
Z˙ + Z¨
)
= 0. (27)
Next, using (25) into the ith component of (22c) we obtain
0 = uˆk,i − uk,i − γk(uk,i − uk−1,i)
= Uˆi(t)− Ui(t)− (1−O(δ)) δ U˙i(t− λ−i δ)
→ Uˆi(t)− Ui(t)
(28)
as δ → 0. Since this holds for every component i = 1, . . . , n it follows that Uˆ(t) = U(t).
Substituting this into (22b) implies that Z(t) = AX(t), which in turn implies Z˙(t) = AX˙(t)
and Z¨(t) = AX¨(t). Using these, and also (17), we obtain from (22a) the differential equation
∇V (X) + ATA
(
X¨ +
r
t
X˙
)
= 0. (29)
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Since A has full column rank, so that ATA is invertible, we see that (29) is equivalent to (21).
It remains to consider the initial conditions. The first condition is X(0) = x0, where x0
is an initial estimate of a solution to (5). Next, using the Mean Value Theorem, we have
X˙i(t) = X˙i(0) + tX¨i(ξi) for some ξi ∈ [0, t] and i = 1, . . . , n. Combining this with (21) yields
X˙i(t) = X˙i(0)− rX˙i(ξi)− t
[(
ATA
)−1∇V (X(ξi))]i (30)
for all i = 1, . . . , n. Letting t → 0+, which also forces ξi → 0+, we have that X˙i(0) =
(1 − r)X˙i(0) for each i = 1, . . . , n. Since r 6= 1 by the choice of γk in (20), it follows that
X˙(0) = 0, as claimed.
We remark that the continuous limit of A-ADMM given by (21) and the continuous
limit of A-GD given by (4) are similar—second-order dynamical systems—with the only
difference being the additional (ATA)−1 term. Therefore, in the special case A = I, i.e., the
unconstrained case, (21) reduces to (4).
We close this section by noting one interesting difference between the derivations for
the dynamical systems associated with ADMM and A-ADMM. Namely, the derivation for
ADMM required choosing δ = 1/ρ, whereas the derivation for A-ADMM made the choice
δ = 1/
√
ρ. Since the relationship t = δk holds, we see that for fixed k and ρ > 1, the
time elapsed for A-ADMM is larger than that for ADMM, which highlights the acceleration
achieved by A-ADMM.
III. A REVIEW OF LYAPUNOV STABILITY
In the next section, we will use a Lyapunov stability approach to analyze the dynamical
systems established in the previous section for ADMM and A-ADMM, namely (10) and (21),
respectively. In this section, we give the required background material.
For generality, consider the first-order dynamical system
Y˙ = F (Y, t) with Y (t0) = Y0, (31)
where F : Rp × R → Rp, Y = Y (t) ∈ Rp, and Y0 ∈ Rp. When F is Lipschitz continuous
this initial value problem is well-posed. Indeed, let Ω ⊆ Rp × R and suppose that F is
continuously differentiable on Ω. Let (Y0, t0) ∈ Ω. The Cauchy-Lipschitz theorem assures
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that (31) has a unique solution Y (t) on an open interval around t0 such that Y (t0) = Y0. This
solution may be extended throughout Ω. Moreover, the solution is a continuous function of
the initial condition (Y0, t0), and if F depends continuously on some set of parameters, then
it is also a continuous function of those parameters [17].
For a dynamical system in the form (31) we have the following three basic types of
stability.
Definition 4 (Stability [17]). A point Y ? such that F (Y ?, t) = 0 for all t ≥ t0 is called a
critical point of the dynamical system (31). We say the following:
(i) Y ? is stable if for every neighborhood O ⊆ Rp of Y ?, there exists a neighborhood
O¯ ⊆ O of Y ? such that every solution Y (t) with initial condition Y (t0) = Y0 ∈ O¯ is
defined and remains in O for all t > t0;
(ii) Y ? is asymptotically stable if it is stable and, additionally, satisfies limt→∞ Y (t) = Y ?
for all Y0 ∈ O¯;
(iii) Y ? is unstable if it is not stable.
Stability implies the existence of a region around Y ?, i.e., the basin of attraction, in which
solutions to the differential equation remain in such a region provided the initial condition Y0
is sufficiently close to Y ?. Asymptotic stability is stronger, further requiring that trajectories
converge to Y ?. We note that convergence of the trajectory alone does not imply stability.
Lyapunov formulated a strategy that enables one to conclude stability without integrating
the equations of motion.
Theorem 5 (Lyapunov [17]). Let Y ? be a critical point of the dynamical system (31). Also,
let O ⊆ Rn be an open set containing Y ? and E : O → R be a continuously differentiable
function. We have the following:
(i) if E(·) satisfies
E(Y ?) = 0, (32)
E(Y ) > 0 for all Y ∈ O \ Y ?, (33)
E˙(Y ) ≤ 0 for all Y ∈ O \ Y ?, (34)
then Y ? is stable and E is called a Lyapunov function;
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(ii) if instead of (34) we have the strict inequality
E˙(Y ) < 0 for all Y ∈ O \ Y ?, (35)
then Y ? is asymptotically stable and E is called a strict Lyapunov function.
The drawback of Lyapunov’s approach is that it requires knowing an appropriate E(·);
unfortunately, there is no systematic procedure for constructing such a function. Also, note
that Lyapunov’s criteria are sufficient but not necessary.
IV. STABILITY AND CONVERGENCE ANALYSIS
In this section we analyze the stability properties and rates of convergence of the dynam-
ical systems associated with both ADMM and A-ADMM.
A. Analysis of the Dynamical System for ADMM
Asymptotic stability
The asymptotic stability of the dynamical system (10) associated with ADMM follows
from Theorem 5 with an appropriately chosen Lyapunov function.
Theorem 6. Let X? be a strict local minimizer and an isolated stationary point of V (·),
i.e., there exists O ⊆ Rn such that X? ∈ O, ∇V (X) 6= 0 for all X ∈ O \X?, and
V (X) > V (X?) for all X ∈ O \X?. (36)
Then, it follows that X? is an asymptotically stable critical point of the ADMM flow (10).
Proof. Since X? is a minimizer of V (·), it follows from first-order optimality conditions that
∇V (X?) = 0. Combining this fact with Definition 4 shows that X? is a critical point of the
dynamical system (10). To prove that X? is asymptotically stable, let us define
E(X) ≡ V (X)− V (X?) (37)
and observe from (36) that (32) and (33) hold. Then, taking the total time derivative of E
and using (10) we have
E˙(X) = 〈∇V (X), X˙〉 = −‖AX˙‖2. (38)
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Since X? is assumed to be an isolated critical point, we know that if X ∈ O \ X?, then
∇V (X) 6= 0, which in light of (10) and Assumption 1 means that X˙ 6= 0. Combining this
conclusion with (38) and Assumption 1 shows that if X ∈ O \ X?, then E˙(X) < 0, i.e.,
(35) holds. Therefore, it follows from Theorem 5 that X? is an asymptotically stable critical
point of the dynamical system (10).
Some remarks concerning Theorem 6 are appropriate.
• If V (·) is strongly convex, then it has a unique minimizer. Moreover, that unique
minimizer will satisfy the assumptions of Theorem 6 with O = Rn. Strong convexity
of V (·) holds, for example, when either f or g is convex and the other is strongly
convex (recall that A has full column rank by assumption). Similar remarks also hold
when V (·) is merely strictly convex.
• If X? satisfies the second-order sufficient optimality conditions for minimizing V (·),
i.e., ∇V (X?) = 0 and∇2V (X?) is positive definite, then the assumptions of Theorem 6
will hold at X? for all sufficiently small neighborhoods O of X?. Note that in this
case, the function V (·) need not be convex.
• It follows from (38) that E˙(X) ≤ 0 for all X. Thus, X? will be stable (not necessarily
asymptotically stable) without having to assume that X? is an isolated stationary
point of V (·).
Convergence rate
For the dynamical system governing ADMM we are able to establish a convergence rate
for how fast the objective function converges to its optimal value.
Theorem 7. Let X(t) be a trajectory of the ADMM flow (10), with initial condition X(t0) =
x0. Assume that arg minV 6= ∅ and let V ? ≡ minx V (x). Then, there is a constant C > 0
such that
V (X(t))− V ? ≤ C
t
. (39)
Proof. Let X? ∈ arg minV , thus V (X?) = V ?. Consider
E(X, t) ≡ t [V (X)− V (X?)] + 1
2
∥∥A (X −X?)∥∥2. (40)
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By taking the total time derivative of E , using (10), and then the convexity of V (·), we find
that
E˙ = t〈∇V (X), X˙〉+ V (X)− V (X?) + 〈X −X?, ATAX˙〉
= −t∥∥AX˙∥∥2 + V (X)− V (X?) + 〈X? −X,∇V (X)〉
≤ 0,
(41)
from which we may conclude that E(X, t) ≤ E(X0, t0) for all t ≥ t0. Combining this with
the definition of E gives
V (X)− V (X?) = 1
t
E(X, t)− 1
2t
‖A (X −X?) ‖2
≤ E(X0, t0)
t
,
(42)
where we note that E(X0, t0) ≥ 0 since V (·) is convex.
Some remarks concerning Theorem 7 are warranted.
• Theorem 7 holds under the assumption that f and g are convex. This is a strength
compared with Theorem 6, which has to make relatively strong assumptions about
the critical point. Under those stronger assumptions, however, Theorem 6 gives a
convergence result for the state X, whereas Theorem 7 only guarantees convergence
of the objective value.
• The O(1/t) rate promised by Theorem 7 for the dynamical system (10) associated
with ADMM agrees with the rate O(1/k) of ADMM when V (·) is assumed to be
convex [10, 18].
B. Analysis of the Dynamical System for A-ADMM
Stability
A stability result for the dynamical system (21) associated with A-ADMM can be estab-
lished by combining Theorem 5 with an appropriately chosen Lyapunov function.
Let Y1 = X and Y2 = X˙, and denote Y = (Y1, Y2). Thus, we are able to write the second-
order dynamical system (21) as the following system of first-order differential equations:
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ddt
Y1
Y2
 =
 Y2
− r
t
Y2 − (ATA)−1∇V (Y1)
 . (43)
We can now give conditions on minimizers X? of V (·) that ensure that Y ? = (X?, 0) is a
stable critical point for (43).
Theorem 8. If X? be a strict local minimizer of V (·), i.e., there exists O ⊆ Rn such that
X? ∈ O and
V (X) > V (X?) for all X ∈ O \X?, (44)
then Y ? = (X?, 0) is a stable critical point for the dynamical system (43), which is equivalent
to the A-ADMM flow (21).
Proof. Since X? is a minimizer of V (·), it follows from first-order optimality conditions that
∇V (X?) = 0. Combining this with Definition 4 shows that Y ? = (X?, 0) is a critical point
of the first-order dynamical system (43).
Next, we prove that Y ? = (X?, 0) is stable. Let O ⊆ Rn and define E : O → R as
E(Y ) = 1
2
‖AY2‖2 + V (Y1)− V (X?). (45)
Note that E(Y ?) = 0, i.e., condition (32) holds. Also, since X? is isolated, E(Y ) > 0 for all
Y 6= Y ?, so that (33) holds. If we take the total time derivative of (45) we obtain
E˙ = 〈∇Y1E , Y˙1〉+ 〈∇Y2E , Y˙2〉
=
〈∇V (Y1), Y2〉− 〈ATAY2, r
t
Y2 + (A
TA)−1∇V (Y1)
〉
= − r
t
‖AY2‖2.
(46)
Thus, E˙(Y ) ≤ 0 for all Y ∈ O, i.e., (34) holds. This implies that Y ? = (X?, 0) is stable, as
claimed.
We remark that the discussions in the first two bullet points of the subsection “Asymptotic
stability” in Section IV A also apply to Theorem 8. We do not repeat them for brevity. We
also note that the stability of system (4) was not considered by [3–6]. In contrast, Theorems
6 and 8 provide a simple argument for the stability of (10) and (21), respectively, based only
on Theorem 5. However, contrary to the first-order ADMM flow (10), it is not obvious how
to apply Theorem 5 to the second-order A-ADMM flow (21) to obtain asymptotic stability
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without further assumptions on the critical point. However, we give a case where asymptotic
stability holds in the end of this section.
Let us mention existing results regarding the convergence of trajectories of the system (4)
when X(t) is an element of a Hilbert space. Convergence of trajectories for convex and even
some particular cases of non-convex f(·) was studied in [19]. If r > 3 and arg min f 6= ∅,
then the trajectory of the system weakly converges to some minimizer of f(·), even in the
presence of small perturbations [20, 21]. These results should extend naturally to (21), but
we avoided diving in this direction since it would deviate from our main goal. It is important
to note, however, that convergence of the trajectories do not necessarily imply stability.
Convergence rate
We now consider the convergence rate of the dynamical system (21).
Theorem 9. Let X(t) be a trajectory of the A-ADMM flow (21), with initial conditions
X(t0) = x0 and X˙(t0) = 0. Assume that arg minV 6= ∅ and let V ? ≡ minx V (x). If r ≥ 3,
then there is some constant C > 0 such that
V (X(t))− V ? ≤ C
t2
. (47)
Proof. Following [3, 4], we define η : [t0,∞)→ R as η(t) = 2 log
(
t
r−1
)
and
E(Y, t) = eη[V (Y1)− V (X?)]+ 12∥∥A(Y1 −X? + eη/2Y2)∥∥2 (48)
where X? is any minimizer of V (·), and thus V (X?) = V ?. Note that E ≥ 0 and its total
time derivative is given by
E˙ = 〈∇Y1E , Y˙1〉+ 〈∇Y2E , Y˙2〉+ ∂tE
=
〈∇Y1E − rt∇Y2E , Y2〉− 〈∇Y2E , (ATA)−1∇Y1V 〉+ ∂tE (49)
where we made use of (43). Observe that
∇Y1E = eη∇Y1V + ATA
(
Y1 −X? + eη/2Y2
)
, (50)
∇Y2E = eη/2ATA
(
Y1 −X? + eη/2Y2
)
, (51)
∂tE = η˙eη
(
V (Y1)− V (X?)
)
+ η˙
2
eη/2
〈
Y1 −X? + eη/2Y2, ATAY2
〉
, (52)
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and also that
e−η/2 + 1
2
η˙ = r
t
. (53)
Therefore, using the convexity of V (·) we obtain
E˙ = η˙eη(V (Y1)− V (X?))− eη/2〈Y1 −X?,∇V 〉
≤ −eη/2(1− η˙eη/2) (V (Y1)− V (X?))
= − t(r − 3)
(r − 1)2
(
V (Y1)− V (X?)
)
,
(54)
so that E˙ ≤ 0, implying E(Y, t) ≤ E((X(t0), X˙(t0)), t0). By the definition of E(·) we thus
have
V (Y1)− V (X?) ≤ e−ηE(Y, t)
≤ e−ηE(X(t0), X˙(t0), t0).
(55)
To conclude the proof, observe that eη = t2/(r − 1)2.
Theorem 9 suggests that A-ADMM has a convergence rate of O
(
1/k2
)
for convex func-
tions. This agrees with the result by [16], which assumes strong convexity of both f and g,
and also that g is quadratic; see (5). Moreover, [16] do not bound the objective function as
in (47) but the combined residuals. A convergence rate of O(1/k2) was also obtained for an
accelerated variant of the Douglas-Rachford splitting method for problem minx f(x) + g(x)
when both f and g are convex and f is quadratic [22]. To the best of our knowledge, there
is no O(1/k2) convergence proof for A-ADMM assuming only convexity. It would be inter-
esting to consider the convergence rate of A-ADMM directly through a discrete analog of
the Lyapunov function used in the above theorem, in the same spirit as [3] considered for
A-GD and more recently [20] considered for a perturbed version of A-GD.
Asymptotic stability
Under stronger conditions than in Theorem 6, we have asymptotic stability of the dy-
namical system (21) associated with A-ADMM.
Theorem 10. Let X? ∈ O, for some O ⊆ Rn, be a local minimizer of V (·) satisfying
V (X)− V (X?) ≥ φ(‖X −X?‖) for all X ∈ O, (56)
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where φ : [0,∞) → [0,∞) is a forcing function [23] such that for any {ξk} ⊂ [0,∞),
limk→∞ φ(ξk) = 0 implies limk→∞ ξk = 0. Moreover, suppose that the conditions of Theo-
rem 9 hold over O. Then, it follows that Y ? = (X?, 0) is an asymptotically stable critical
point of the dynamical system (43), which is equivalent to the A-ADMM flow (21).
Proof. Consider (56) over a trajectoryX = X(t). Using (47) and (56) we have limt→∞ φ(‖X(t)−
X?‖) = 0, which combined with the properties of the forcing function gives
lim
t→∞
‖X(t)−X?‖ = 0. (57)
Denote Y (t) = (Y1(t), Y2(t)) = (X(t), X˙(t)). From the proof of Theorem 9, i.e., the definition
of E(·) and E˙ ≤ 0, we also have that ‖A(Y1−X?)+eη/2Y2‖2 ≤ C, where C = E(X(t0), X˙(t0)),
hence
eη(t)‖Y2(t)‖2 ≤ C + ‖A(Y1(t)−X?)‖2. (58)
This implies that limt→∞ ‖Y2(t)‖ = 0 upon using (57).
We showed that limt→∞ Y (t) = (X?, 0). From Theorem 6 we already know that Y ? =
(X?, 0) is a stable critical point of (43). From these two facts, and Definition 4, we thus
conclude that Y ? is asymptotically stable, as claimed.
Condition (56) holds, for instance, for both uniformly convex functions and strongly
convex functions.
V. A NUMERICAL EXAMPLE
We numerically verify that the differential equations (10) and (21) accurately model
ADMM and A-ADMM, respectively, when ρ is large as needed to derive the continuous
limit. The numerical integration of the first-order system (10) is straightforward; we use a
4th order Runge-Kutta method (an explicit Euler method could also be employed). The
numerical integration of (21) is more challenging due to strong oscillations. To obtain a
faithful discretization of the continuous dynamical system (21), i.e., one that preserves its
properties, a standard approach is to use a Hamiltonian symplectic integrator, which is
designed to preserve the phase-space volume. Consider the Hamiltonian
H ≡ 1
2
e−ξ(t)
〈
P, (ATA)−1P
〉
+ eξ(t)V (X), (59)
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FIG. 1. minx V (x) such that z = Ax with V (x) =
1
2〈x,Mx〉, where M ∈ R60×60 is a random
matrix with 40 zero eigenvalues and the others are uniformly distributed on [0, 10], and A is a
full column rank random matrix with condition number 100. We solve this using ADMM versus
solutions to (10) through 4th order Runge-Kutta, and A-ADMM versus solutions to (21) through
the symplectic Euler method (61). We choose r = 10 and ρ = 50. The initial conditions are
X(0) = x0 = 5(1, 1, . . . , 1)
T and X˙(0) = 0. The curves are close and the rates (42) and (47) hold.
where ξ(t) ≡ r log t and P = eξ(ATA)X˙ is the canonical momentum. Hamilton’s equations
are given by
X˙ = ∇PH and P˙ = −∇XH. (60)
One can check that (60) together with (59) is equivalent to (21). The simplest scheme is
the symplectic Euler method, which for equations (60) with (59) is given explicitly as
pk+1 = pk − heξ(tk)∇V (xk), (61a)
xk+1 = xk + he
−ξ(tk)(ATA)−1pk+1, (61b)
tk+1 = tk + h, (61c)
where h > 0 is the step size. Thus, we compare the iterates (61) with the A-ADMM
algorithm. A simple example is provided in Figure 1, which illustrate our theoretical results.
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VI. CONCLUSIONS
Previous work considered dynamical systems for continuous limits of gradient-based
methods for unconstrained optimization [3–5]. Our paper builds upon these results by show-
ing that the continuous limits of ADMM and A-ADMM correspond to first- and second-order
dynamical systems, respectively; see Theorems 2 and 3. Next, using a Lyapunov stability
analysis, we presented conditions that ensure stability and asymptotic stability of the dy-
namical systems; see Theorems 6, 8 and 10. Furthermore, in Theorem 7 we obtained a
convergence rate of O(1/t) for the dynamical system related to ADMM, which is consistent
with the known O(1/k) convergence rate of the discrete-time ADMM, whereas in Theorem 9
we obtained a convergence rate of O(1/t2) for the dynamical system related to A-ADMM,
which is a new result since this rate is unknown for discrete-time A-ADMM. We also showed
that the dynamical system associated to A-ADMM is a Hamiltonian system, and by em-
ploying a simple symplectic integrator verified numerically the agreement between discrete-
and continuous-time dynamics.
The results presented in this paper may be useful for understanding the behavior of
ADMM and A-ADMM for non-convex problems as well. For instance, following ideas from
[24] and [25] an analysis of the center manifold of the dynamical systems (10) and (21)
can provide valuable insights on the stability of saddle points, which is considered a major
issue in non-convex optimization. Also, ADMM is well-suited to large-scale problems in
statistics and machine learning, being equivalent to Douglas-Rachford splitting and closely
related to other algorithms such as augmented Lagrangian methods, dual decomposition,
and Dykstra’s alternating projections. Therefore, our results may give new insights into
these methods as well.
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