In magnetic coordination compounds and solids the magnetic orbitals are essentially located on metallic centers but present some delocalization tails on adjacent ligands. Mean field variational calculations optimize this mixing and validate a single band modelization of the intersite magnetic exchange. In this approach, due to the Brillouin's theorem, the ligand to metal charge transfer ͑LMCT͒ excitations play a minor role. On the other hand the extensive configuration interaction calculations show that the determinants obtained by a single excitation on the top of the LMCT configurations bring an important antiferromagnetic contribution to the magnetic coupling. Perturbative and truncated variational calculations show that contrary to the interpretation given in a previous article ͓C. J. Calzado et al., J. Chem. Phys. 116, 2728 ͑2002͔͒ the contribution of these determinants to the magnetic coupling constant is not a second-order one. An analytic development enables one to establish that they contribute at higher order as a correlation induced increase in the LMCT components of the wave function, i.e., of the mixing between the ligand and the magnetic orbitals. This larger delocalization of the magnetic orbitals results in an increase in both the ferroand antiferromagnetic contributions to the coupling constant.
I. INTRODUCTION
An enormous effort has been devoted in the past to the understanding of the factors controlling the interactions between the spin moments on magnetic systems. This effort has been driven by the aim to rationalize the macroscopic magnetic behavior and to help in the design of new materials with particular properties. Since the seminal work of Anderson, 1,2 many models have been proposed to explain magnetic exchange interactions. These models intend to express the magnetic coupling constant J on the basis of a reduced number of parameters, which take into account the main physical effects of the coupling. Most of them only deal with the magnetic orbitals and the unpaired electrons in their simplest version with only one electron per metallic center. For S = 1 2 binuclear systems, these one-band models reduce to two electrons on two magnetic orbitals a and b, and J can be expressed in the Anderson mechanism as a function of only three parameters: the direct exchange between the active orbitals K ab , the one-electron transfer between metal centers t ab , and the on-site Coulomb repulsion U,
where the former term represents the ferromagnetic ͑F͒ direct exchange contribution to the coupling and the latter takes into account the delocalization effects favoring the antiferromagnetic ͑AF͒ kinetic exchange contribution. This AF component is driven by the coupling between the valence bond ͑VB͒ neutral N = ͕͉ab͉ , ͉bā͉͖ determinants and the VB ionic I = ͕͉aā͉ , ͉bb͉͖ determinants. These configurations define a minimal valence complete active space ͑CAS͒. The other models introduce also orbitals located on the ligands bridging the metallic centers, that is, a two-band model, recently revisited by Van den Heuvel and Chibotaru.
wave function-based methods have extensively been used and their performances and limitations discussed by several authors. [4] [5] [6] Bencini 7 recently gave an excellent review on the use of these computational tools. Together with numerical accuracy, the importance of these calculations lies in the fact that they have clarified some aspects of the factors governing the coupling. Wave function-based methods are especially useful for these interpretation purposes. In particular they have put in evidence that the J values resulting from the action of the exact Hamiltonian on the model space are at least one order of magnitude smaller than the experiment or even of incorrect sign. Consequently, the physics of the coupling can neither be restricted to the interaction of the neutral and ionic VB determinants, as in one-band models, nor to their coupling with the LMCT states, as in two-band ones.
Different approaches have been used to analyze the physical contributions to the magnetic coupling beyond the active-electron only approximation. Particularly remarkable is the pioneering work carried out by de Loth et al. 8 in the early 1980s and all the applications reported during the following decade. [9] [10] [11] [12] They have provided expressions for the perturbative evaluation of J from the energy gap between the singlet and triplet states of binuclear Cu ͑II͒ complexes. They followed an idea developed by Malrieu 13 in the 1960s who showed that it was not necessary to calculate the total correlation energy for both singlet and triplet states when using perturbation theory. Inspired by this work, Broer and Maaskant 14 performed early variational calculations including the same configurations on copper dinuclear complexes. Following the same ideas, Malrieu and co-workers 15, 16 developed the difference dedicated configuration interaction ͑DDCI͒ approach where the CI matrix only contains those configurations playing a role on the energy difference of the states involved in the coupling. Based on the same idea, Neese and co-workers 17, 18 recently developed and coded the spectroscopy oriented CI method focused to the study of transition metal complexes. Recently, Barone et al. 19 also coded a modified DDCI2 version of the method and applied to organic biradicals. From a computational point of view the DDCI procedure is much more expensive than the perturbative evaluations of de Loth et al., 8 but, in contrast, it is free of convergence problems and of the implicit arbitrariness related to the definition of the zeroth-order Hamiltonian. So far, the DDCI approach has been extensively employed in the evaluation of J in molecular and solid state magnetic materials with a remarkable good agreement with experiment. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] Some years ago we took benefit of this methodology to analyze in depth the physical contributions to the magnetic coupling on a series of binuclear Cu ͑II͒ complexes. 33 The use of the DDCI strategy allows not only to obtain quite accurate J values but also to analyze the various physical effects by generating CI spaces of increasing lengths that include different types of determinants. We also reported a procedure to define valence effective Hamiltonians starting from the eigenenergies and eigenvectors of these CI calculations. 34 Indeed, the procedure provides a scheme to return to the qualitative models with effective parameters, which incorporate not only the effects brought by the model space but also those beyond the active-electron approximation, which in most of the cases have their origin in the electronic correlation. After classifying the excited determinants according to the number of doubly occupied orbitals ͑h͒ and virtual orbitals ͑p͒ implied in the excitation processes on the CAS determinants, our results indicate that the main contributions to the coupling come from the following:
͑i͒
The excitations involving one inactive occupied orbital h and one inactive virtual orbital p. This 1h-1p class of excitations introduces spin polarization effects as well as the polarization of the ionic VB forms, whose main effect consists of lowering the effective energy of ionic configurations. Both effects are particularly important when they involve orbitals centered in the bridging ligands. ͑ii͒
The 2h-1p and 1h-2p classes of excitations. Some of them can be considered as single excitations on the LMCT and metal to ligand charge transfer ͑MLCT͒ configurations, respectively. Their impact on the J value is at least 20%-30% of the global value, even more than 50% in some cases. When this type of excitations is included in the CI expansions computed J values are closer to the experiment.
Previous interpretation of the mechanism governing the effect of these later excitations on the magnetic coupling was essentially formulated in terms of an enhancement of the effective hopping integral t ab . The present work shows the irrelevance of this second-order based interpretation and identifies alternative mechanisms. Section II describes a series of Cu ͑II͒ dimers, either fragments of magnetic lattices or molecular systems, on which calculations are performed. Sections III and IV situate the problem and recall the previous second-order based interpretations. In Sec. V truncated CI calculations are employed to show that the second-order corrections brought by the 2h-1p and 1h-2p excited configurations are in general much smaller than their contribution in the DDCI calculations. To get insight in the role of these excitations, a series of class-partitioned variational calculations is performed by adding selected classes of excited configurations to the valence CAS. The set of results confirms that the effect of 2h-1p and 1h-2p excitations is not a second-order one. In Sec. VI we try to identify which classes of excitations interact with them giving significant higherorder contributions to the magnetic coupling constant. Some general conclusions are given in Sec. VII.
II. CHOICE OF TEST SYSTEMS AND COMPUTATIONAL DETAILS
The systems considered here, represented in Fig. 1 51 In structures 7 and 8, external ligands were modeled with NH 3 groups with the coordinated N at the experimental position. The counterions were not included in structures 3 and 5-8, since their distance to the anions was large.
In structures 1-7, core electrons of Cu atoms ͑up to 3s͒ were replaced with effective core potentials, and the ͑9s6p6d͒ / ͓3s3p4d͔ basis set was used for the valence electrons of Cu. 52 For systems 8 and 9, Cu atoms are represented by means of atomic natural orbital ANO-type basis functions with contractions ͓5s4p3d1f͔ on the basis of our previous experience with these systems. 21 For systems 1 and 2, O atoms basis set is of DZP ͑double zeta with polarization͒ quality with contractions ͑10s5p1d͒ / ͓3s2p1d͔ as in previous works. 23 For the remaining systems, ANO-type basis functions are used for the ligands of different quality depending on the specific position. Contractions ͓3s2p1d͔ are employed for C, N, and O in bridging positions and ͓4s3p1d͔ for bridging Cl. For the external ligands, contractions ͓3s2p͔ are used for atoms directly bonded to the metal centers and ͓2s1p͔ for the remaining positions. H atoms are represented by means of ANO-type functions with a contraction ͓2s1p͔ when placed on the bridging ligands, and 2s or 1s for the rest. [53] [54] [55] At the variational level, the DDCI method has been used in its CASDI implementation. 56 To analyze the effect of the different types of excitations, different truncated CI calculations have been performed including different subsets of excitation classes. Regarding the perturbative approaches, CASPT2 calculations have been performed from the minimal ͑2,2͒ valence CAS by using the standard H 0 Hamiltonian implemented in MOLCAS 6.4 code. 57 These calculations use a different molecular orbital ͑MO͒ set for every state and are state specific ͑SS͒. The NEVPT2 method which uses a partially bielectronic Ĥ 0 that avoids intruder states problem has been used in the partially contracted version. [58] [59] [60] [61] A direct evaluation of the second-order effect of 2h-1p and 1h-2p has also been coded independently, as will be commented in Sec. V A.
III. IMPLICATIONS OF THE VARIATIONAL DEFINITION OF THE ORBITALS
An initial crucial point is to precise how the magnetic orbitals are defined, since the use of mean-field variational calculations has specific consequences linked to Brillouin's theorem. 62, 63 Let us consider the basic problem of magnetic coupling between two S = 1 2 spins located on two metallic sites A and B, such as two Cu d 9 ions. In a zeroth-order picture two unpaired electrons occupy two metal-centered orthogonal magnetic orbitals a and b. These two electrons and two orbitals lead to one triplet and three singlet valence states. The magnetic orbitals may be uniquely defined through a restricted open-shell self-consistent field ͑SCF͒ calculation of the single determinant T u triplet state. The core closed-shell orbital h is optimized as well. The Ms = 0 component of this T u state is
where g and u are symmetry adapted magnetic orbitals, and the localized a and b orbitals are obtained by rotation
Local orthogonal valence orbitals are the basic stones of a fruitful mode of analysis of the wave function and of the physics that it obeys, which has been a usual tool of interpretation of magnetic coupling 8, 33 and electron transfer processes 64 ͑for recent contributions on orthogonal VB analysis of CAS wave functions, see Refs. 65 and 66͒.
The lowest singlet state is dominated by the neutral configuration S N , 
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As previously discussed, 33 Brillouin's theorem that cancels the interaction between the triplet configuration and those obtained by single excitations also gives a negligible ͑for 1h and 1p͒ or null ͑for 1h-1p͒ interaction between the neutral singlet configuration S N and the singly excited ones.
Regarding the ionic components of the singlet state I = ͕͉hhaā͉ , ͉hhbb͉͖, the interaction with 1h ͑LMCT͒ configurations gives
͑4͒
This interaction has a non-negligible AF effect due to ͗h͉Ĵ a ͉a͘ term. Similar considerations apply for 1p ͑MLCT͒ configurations. These non-negligible interactions will play a role in the forthcoming discussion. The singlet 1h-1p excitations on the I configurations lead to a strong interaction, reflecting the change in the electrostatic field with respect to the mean one,
If alternatively CASSCF singlet MOs are used, where the singlet state S g = S N + S I has a small contribution of ionic VB components ͓see Eq. ͑3͔͒, the magnetic orbitals are not strictly equivalent to those resulting from a SCF calculation of the triplet state, since they have larger tails on the ligands, making larger their interaction. The same argument holds for 1p excitations.
A third possibility consists of using a different MO set for each state ͑SS calculations͒. This is the procedure, for instance, in CASPT2 calculations. The use of SS orbitals in DDCI calculations makes null the differential contributions of the 1h and 1p excitation classes for both states because of Brillouin's theorem.
Although DDCI calculations are almost independent on the choice of the MO set and the difference between SCF triplet and CASSCF singlet MOs is not appreciable in the drawing of their amplitudes, the small differences have nevertheless consequences on the effect of the different types of excitations on J, as will be discussed in Sec. V A.
Whatever the SCF procedure for obtaining the MO set, the energy optimization produces an optimal ͑or nearly optimal͒ mixing of the metal and ligand orbitals. This has the crucial consequence of drastically reducing the weight of both the LMCT and the MLCT configurations, which belong to the 1h and 1p classes, respectively. Consequently, with a self-consistent MO set, the Anderson two-band model 2 cannot be the reference to understand the different contributions to the coupling, since in this case the hopping integrals between magnetic and ligand MOs, t al and t bl , are null. Variational optimization of the MOs compels one to stay in the simple one-band model.
IV. SECOND-ORDER EVALUATION OF THE MAGNETIC COUPLING
At all stages of calculation the wave functions of the lowest triplet and singlet states are largely dominated by the neutral VB configurations T u and S N , respectively, which may be considered as reference zeroth-order functions. Their energy difference is positive,
The interaction between the ionic and neutral determinants contributes to the second order to an energy stabilization of the singlet state g ͑2͒ =−4t ab 2 / U, as derived in the one-band Anderson mechanism ͑1͒.
Numerical results have shown that in general the CASCI evaluation of J gives at most 20%-30% of the experimental AF coupling constants, as illustrated by CAS entry in Table  I , which reports the magnetic coupling values obtained with different CI spaces for the binuclear Cu ͑II͒ complexes described in Sec II. It is therefore necessary to go beyond va- lence configurations and to consider nonvalence configurations to reproduce the experimental values. As shown in the 1960s ͑Ref. 13͒ and numerically exploited in the 1980s on copper acetate 8 and other S = 1 2 dimers, 9-12 only those determinants contributing at second order to the singlet-triplet energy difference must in principle be taken into account. When considering neutral determinants as zeroth-order space this differential list involves the valence ionic configurations as well as 1h, 1p, 2h, 2p, and 1h-1p classes of excited determinants. This is the so-called DDCI2 space. The commonly used CAS+ Singles CI ͑CAS+ S͒ only includes 1h, 1p, and 1h-1p classes. The CI restricted to this space usually gives 50%-60% of the experimental AF coupling, as shown in Table I ͑entries CAS+ S and DDCI2͒. As discussed in Sec. III, the 1h and 1p configurations interact with the ionic VB component of the CAS wave function. Since the coefficient of this ionic configuration is small at this stage, the direct contributions of 1h and 1p on the singlet remain small. At these CI levels, the 1h-1p configurations play the leading role. Their effect may be split into the following:
͑a͒ The spin polarization correction resulting from interaction of the neutral T u and S N configurations with the product of a triplet single excitation of the core electrons by a triplet configuration of the magnetic electrons of the type
This contribution is a second-order effect on the neutral zeroth-order functions T u and S N and may be either F or AF. ͑b͒ The dynamical polarization of the ionic VB configurations resulting from the product of a singlet single excitation of the core electrons by a singlet single excitation of the magnetic electrons which can be written as a single excitation on the top of the ionic forms as:
The direct interaction of these configurations with the ionic valence ones is large and may be considered as lowering of the effective energy of ionic configurations
where the matrix elements are given in Eq. ͑5͒.
As previously indicated, DDCI2 calculations include all the differential contributions to the energy difference between singlet and triplet states up to second order from a neutral reference space. The ionic valence configurations belong to these differential contributions but in view of their important role, it is preferable to include them in the reference space and to consider the CAS as a better reference space than the neutral VB determinants only. It increases the list of excitations, which have a differential effect on the energies of the valence states up to the second order, and the truncated CI space has to be enlarged as well. At this level, the purely inactive double excitations â p Ј + â p + â h Ј â h induce an equal energy shift on the valence states and can be discarded. The so-obtained expansion is called the DDCI space, where 2h-1p and 1h-2p configurations are added to the DDCI2 one. Many calculations have shown the performance of DDCI estimates of the magnetic coupling. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] The results reported in Table I show that the J values obtained at CAS+ S and DDCI2 levels are far from experimental ones, which suggest that an important part of the effects is missed. It is therefore concluded that 2h-1p and 1h-2p configurations bring from 30% to 50% of magnetic coupling. In the past these effects have been explained by suggesting that these excitations strengthen the coupling between the neutral and ionic forms ͑N ↔ 2h −1p ↔ I͒, which produces an increase in t ab and consequently of the AF contribution of the magnetic coupling. The second-order correction to the effective hopping integral between neutral and ionic states mediated by the 2h-1p determinants is
͑10͒
where the main contribution to ⌬t ab 2h1p is
The sign of t ab depends on the type of magnetic orbitals and is found negative in this type of systems. The sign of ⌬t ab 2h1p depends on the symmetry of the inactive occupied hЈ orbital. It has been shown that if the contribution is dominated by single excitations on the LMCT configuration from antisymmetric orbital of the bridging ligand, as bridging oxygen 2p z orbital in cuprates, this contribution is negative and therefore increases its absolute value. The 1h-2p excitations also participate in the coupling between the ionic and neutral forms ͑N ↔ 1h −2p ↔ I͒, modulating the effective hopping integral t ab . In this case, the dominant contribution is
Similarly, the sign of these contributions also depends on the symmetry of pЈ.
In the past, it has been assumed that the sum of these mechanisms results in an overall increase in ͉t ab eff ͉ and therefore of the kinetic exchange. Regarding the singlet and triplet wave functions, going from DDCI2 to DDCI produces a remarkable increase in the weights of the LMCT configurations, which has been related to the impact of the 2h-1p excitations. 23 In fact, single excitations on the LMCT configurations belong to the 2h-1p class of excitations and the effect of this excitation class was first interpreted as a lowering of the effective energy of the LMCT configurations. This would be relevant in a two-band model but since the LMCT configurations have a negligible interaction with the neutral determinants, this interpretation was discarded. On the basis of this remark, two pathways were proposed to explain the enhancement of AF character as follows:
which involves ͉⌬t ab ͉ 2 .
V. IRRELEVANCE OF THE SECOND-ORDER INTERPRETATION OF THE ROLE OF THE 2h-1p AND 1h-2p EXCITED CONFIGURATIONS
On the basis of the perturbative interpretation one may be tempted to rely on CAS-based second-order calculations or to combine DDCI2 variational calculations with perturbative estimates of the effect of 2h-1p and 1h-2p configurations, which are the largest subspaces in DDCI method, thus saving most of the computational effort. Class-partitioned variational calculations which add separately classes of excited configurations to the CAS may alternatively be considered in order to check whether the effect of the various classes is essentially additive, as they should be if dominated by second-order effects.
For the sake of comparison with the perturbative methods ͑by default SS͒ and to check the behavior of DDCI results with respect to the MO set, coupling constants for systems 1-4 have been evaluated from different sets of MOs: SCF triplet MOs, ͑2,2͒ CASSCF singlet MOs, as well as the SS MOs. Table II shows that DDCI results are remarkably independent of the set of MOs used. Hereafter, we will concentrate on compounds 1-4 to perform a detailed analysis.
A. Second-order CAS-based perturbations
For consistency of comparison with class-partitioned variational calculations, although CASPT2 calculations are in general based on enlarged CAS, 24 only ͑2,2͒ minimal CAS will be considered here. The same strategy is applied in the NEVPT2 calculations. In both methods, the energy corrections to singlet and triplet states are class additive and so is the energy difference.
Tables III and IV report the details of the contributions of different classes for compounds 1-4. The perturbative calculations suffer for some arbitrariness in the definition of the zeroth-order Hamiltonian. In order to avoid this source of uncertainty and to check whether the class contributions are additive, variational calculations have been performed by adding specific subspaces of the outer space determinants to the CAS. The CI spaces are thus composed of the CAS and the indicated set of determinants. To evaluate the independent effect of each contribution on J, the CAS J value is subtracted. This makes the comparison with perturbative contributions possible.
From this series of class-partitioned calculations, some relevant observations can be made as follows:
͑a͒ The 2h-2p inactive double excitations bring a negligible contribution, despite the fact that the MOs are different from the singlet and the triplet states. This validates their elimination in DDCI method. ͑b͒ There is a good agreement between the CASPT2 and CI calculations from 1h to 2p differential contributions. When the CI space includes all these contributions ͑DDCI2 level͒, the total result of J is similar, which indicates the approximately additive character of all these excitation subsets. ͑c͒ 1h and 1p contributions, which are obviously null in SS calculations, have a small AF effect when using a unique set of MOs in the variational calculations, as discussed in Sec. III. ͑d͒ The overall CASPT2 J value is very good in La 2 CuO 4 1 but significantly underestimated for Sr 2 CuO 2 Cl 2 2 for the AF complex ͓Cu 2 ͑OH͒ 2 ͔ 3, as well as for the F complex ͓Cu 2 ͑OH͒ 2 ͔ 4 ͑66%, 50%, and 50% of the experimental value, respectively͒. The NEVPT2 values are even smaller than the CASPT2 ones with the same distribution between the various classes. The relative failure of the second-order approaches already reported in previous works 28, 67 might possibly be attributed to the internally contracted character of these formalisms. The zeroth-order wave function severely underestimates the coefficient of the ionic VB component of the singlet state. The dynamical polarization effects included in 1h-1p excitations increase this coefficient, as recalled in Sec. IV. We have therefore tested the performance of a recently proposed procedure which allows a decontraction of the CAS composition of the wave function. 68 This procedure actually leads to an enlargement of the ionic component resulting in an increase in the AF character. The results are excellent for system 1 since this procedure gives J = −1106 cm −1 with the NEVPT2 externally partially contracted version, instead of −795 cm −1 before the internal decontraction, as reported in Table III . But they remain unsatisfactory for system 2, J = −690 cm −1 , after the decontraction instead of −515 cm −1 , far from the experiment, −1008 cm −1 , and DDCI, −952 cm −1 , and similarly for system 3, where the internal decontraction gives J = −284 cm −1 , a significant improvement when compared to −173 cm −1 ͑see Table IV͒ , but still insufficient since the experimental value is −509 cm −1 . Therefore the internal contraction cannot be considered the main responsible for the failure of the second-order treatments. ͑e͒ The effect of 1h-2p excitations is similar in perturbative and class-partitioned CI calculations with a moderate F contribution to the J value in AF systems 1-3, and an almost negligible AF contribution in F system 4. ͑f͒ The direct effect of 2h-1p configurations both in perturbative and class-partitioned CI calculations deserves a more accurate analysis. This class of excitations does not bring a significant contribution to J when a common set of MOs is used in the variational CAS +2h-1p calculations, as shown in the rightward columns of Tables III and IV ͑Ϫ19 , Ϫ7, and Ϫ3 in compounds 1-3͒. This result questions the interpretation of their role given in Ref. 33 and recalled in Sec. IV. NEVPT2 calculations performed with triplet state MOs for both states give the confirmation: the contribution to J of this class of excitations is small: Ϫ45, Ϫ31, Ϫ20, and 3 cm −1 for 1-4, respectively. As a further verification, the second-order correction to t ab given in expressions ͑11͒ and ͑12͒ has been directly computed, and a negligible contribution has also been found. The second-order contribution observed in CASPT2 and NEVPT2 calculations in Tables III and IV is linked to the state specificity, as confirmed by SS variational calculations ͑column 3 in both tables͒. This effect can be understood as due to larger metal-ligand mixing of the magnetic orbitals in the singlet state, as discussed in Sec. III. The ͑hp , ahЈ͒, ͑hp , bhЈ͒ integrals in expression ͑11͒ have larger amplitude for singlet state orbitals, since they are proportional to this mixing. It results in a larger stabilization of the singlet state and therefore in an enhancement of the AF character. An independent calculation of ⌬t ab directly coded and evaluated confirms the SS character of the role of 2h-1p and 1h-2p classes in perturbative calculations. In any case, it must be noticed that the 2h-1p second-order correction in SS approaches is in general not sufficient and let the second-order calculation far from experiment. ͑g͒ The most important evidence of this set of classpartitioned results is the very different impact of the 2h-1p and 1h-2p classes of excitations at the CI level when acting on the bare CAS or when added to the DDCI2 space. For compound 1, for instance, as reported in Table V , J at CAS+ 2h-1p level with triplet MOs is −273 cm −1 , i.e., the 2h-1p class gives an AF contribution of −19 cm −1 , while at DDCI2 + 2h-1p J is −1462 cm −1 , i.e., an AF enhancing of −718 cm −1 with respect to DDCI2 value. This value is largely overestimated when compared to experiment but when adding 1h-2p excitations ͑DDCI space͒, a correct value of −1077 cm −1 is obtained due to the opposite effect of this last class of excitations. Similar conclusions can be extracted for systems 2-4.
From these observations it may be concluded that the large overall effect of these two classes, as it appears in the variational calculations going from DDCI2 to DDCI, is not a second-order effect. It proceeds through their interaction with other classes of nonvalence determinants. To elucidate the mechanism of their indirect impact on the J values, truncated CI gathering various classes of excitations have been performed. Table V reports the CI results on systems 1-4 when adding 2h-1p and/or 1h-2p excitations to different truncated CI spaces. In AF systems 1-3, the 2h-1p excitations only bring an important AF contribution once 1h LMCT configurations have been added to the CAS. Considering 1 as an example, while the addition of 2h-1p to the CAS only brings a correction of −19 cm −1 to J, an effect of −240 cm −1 is obtained when the 1h configurations are present in the CI space. The AF effect of this class of excitations is dramatically amplified when the 1h-1p configurations are included in the CI, this contribution being −672 cm −1 in system 1 ͑CAS+ S, 2h-1p entry in Table V͒ . On the other hand, the 1p excitations have a negligible effect. The effect is similar but of opposite sign in the F system 4, since 2h-1p excitations bring an important F contribution only when the 1h LMCT configurations are present in the CI space, 149 cm −1 . The dominant mechanisms of action of 2h-1p configurations must therefore be different in AF and F systems.
B. Tracing the indirect mechanism of action of 2h-1p and 1h-2p excitations
The effect of 1h-2p configurations is F in AF systems, while it is negligible in the F system 4. In systems 1-3 this F effect increases when 1h-2p excitations are added to CI space from CAS to DDCI2: for 1, ⌬J =66 cm −1 for CAS+ 1h-2p space, 164 cm −1 for CAS+S+1h-2p, and 175 cm −1 for DDCI2 + 1h-2p. Since the same trend but larger in absolute value is observed for 2h-1p excitations, this F effect seems to be a damping of the AF mechanisms.
In Sec. VI, some rationalizations of these effects will be proposed.
VI. RATIONALIZATION OF THE ROLE OF 2h-1p AND 1h-2p EXCITATIONS

A. AF effect of 2h-1p configurations in AF systems
It has previously been shown 33 that the 2h-1p class of excitations is responsible for the occurrence of large coefficients of LMCT ͑1h͒ configurations. In that work the increase in the LMCT coefficients was not supposed to have an impact on the magnetic coupling constant, since the direct interaction between LMCT and the neutral configurations is negligible according to Brillouin's theorem, as discussed in Sec. III. However, there is an important interaction between LMCT and ionic configurations ruled by the magnitude of the ͗h͉Ĵ a ͉a͘ term. One may therefore suspect that the interaction between LMCT and ionic configurations has a signifi- TABLE VI. Some representative coefficients of the singlet wave function at different CI levels for systems 1, 3, and 4. C I / C N , ionic/neutral valence configurations ratio. LMCT, the most significant LMCT excitation in the singlet state. The left column indicates the specific excitation class͑es͒ added in each case to CAS, CAS+ S, or DDCI2 spaces. cant impact on the weight of the ionic valence configurations. Table VI reports the variation in the ionic/neutral valence coefficient ratio C I / C N and of the largest LMCT ͑1h͒ coefficient in the singlet state with the composition of the CI space for systems 1, 3, and 4. For system 1, for instance, LMCT coefficient is small, 0.03, at CAS+ S and DDCI2 levels but is dramatically enhanced, 0.16, when adding 2h-1p at CAS+ S or DDCI2 space, and damped to 0.12 when completing the DDCI space with 1h-2p excitations. The same considerations can be extended to other systems. The variation in the C I / C N ratio follows the same trend. The specific effect of 2h-1p configurations on the singlet state energy can be interpreted on the basis of the following mechanism:
or the left-right counterpart, where l is a ligand orbital. This mechanism is of third order with respect to the CAS and of fourth order with respect to the neutral determinants, and is represented in Diagram 1 where the vertical rectangles represent the deviations of the field with respect to the mean field.
From this mechanism, it can be understood that the component of the singlet wave function on the LMCT determinants is not essentially obtained through their interaction with the ionic valence configuration, and that a 2h-1p correlation effect contributes to the mixing between the metal and ligand orbitals in the natural magnetic orbitals, as observed in Ref. 34. This mechanism involves CAS, 1h, and 2h-1p configurations. However a truncated CI calculation on this space only gives 50% of DDCI J value, as shown in Table V in CAS+ 1h +2h1p entry. Some additional steps to this mechanism introduce the dynamical polarization of the intermediate state I and/or LMCT, resulting in higher-order contributions. 1h-1p excitations on the top of the ionic configurations lower their effective energy, as do 1h-1p excitations on the top of LMCT configurations. Therefore, the observed increase in the impact on the 2h-1p ↔ LMCT combined action with the 1h-1p configurations can be interpreted as a higherorder pathway,
where ͉hЉhЉ pЈhЈhhllaā͉ and/or ͉pЉhЉhЈhЈhhblaā͉ determinants decrease the effective energy of I and/or LMCT configurations of the precedent mechanism. Diagram 2 represents the inclusion of all these higher-order effects on Diagram 1. This proposal is supported by the results on Table V , where CAS+S+2h1p that contains also 1h-1p excitations enhances considerably the AF character of J, although now slightly overestimated, as discussed in Sec. V. This analysis in terms of fourth-order effects explains why internally contracted third-order perturbation theory is unable to improve the second-order values of J, as observed in NEVPT3 ͑Ref. 69͒ calculations performed on 3. The inclusion of the third-order correction gives a still more underestimated value of J by 20 cm −1 . The internal contraction prevents the revision of the CAS weight of the ionic configuration, as discussed in Sec. V A.
Finally, a somewhat simpler mechanism can also be considered,
Since the parent mechanism N ↔ I ↔ LMCT͑1h͒ ↔ I ↔ N plays a negligible role, it is not expected to play any important role.
B. Ferromagnetic role of 2h-1p configurations in F systems
The above mechanisms are based on the interaction mediated by the ionic configurations, which do not play any role in F systems since they have practically null coefficients in the singlet wave function ͑see C I / C N ratio for compound 4 in Table VI͒ . The differential effect of 2h-1p excitations on singlet and triplet states must therefore be different from the preceding ones. This is corroborated by the opposite sign of the effect of 2h-1p excitations in F system 4 ͑Tables III-V͒. This suggests that instead of the ionic configurations, some other intermediates play a role. Among the possible interactions, a simple mechanism involving the same set of excitations may be
The diagrammatic transcription of this mechanism is represented in Diagram 3. In this mechanism, the intermediate state LMCT is of lower energy for the triplet state than for the singlet. The LMCT triplet 1 / ͱ 2͉͑bh − hb͒aā͘ is more stable than the LMCT singlet 1 / ͱ 2͉͑bh + hb͒aā͘ by 2K hb . The integral K hb is far from being negligible. Since the energy of the intermediate state is lower for the triplet state, it will act more significantly on this state.
Notice that this last mechanism also works ferromagnetically on AF systems. There are therefore several competitive pathways playing in favor of AF or F contributions which become dominant depending on the weight of the ionic configurations and/or the relative energy of intermediate con-
figurations.
An alternative analysis of the consequences of the precedent mechanism may be done in terms of the effect on the natural orbitals obtained after the CI. The increase in the weight of the LMCT component due to the effect of 2h-1p excitations increases the ligand-metal mixing. This effect is observed in the natural magnetic orbitals obtained at the DDCI level, as extensively discussed previously. 70 This delocalization of the magnetic orbitals results in both an increase in the effective hopping integral t ab and of the direct exchange integral K ab . Depending on the prevailing effect, the overall effect of the 2h-1p configurations is AF in AF systems or F in ferromagnetic systems, where the kinetic exchange term is inexistent or very small.
A computational experiment has been carried out to check the modulation of the 2h-1p effect ͑AF to F͒ depending on the nature of the system. As previously reported, the out-of-plane displacement ͑͒ of the hydrogen atoms in system 4 seems to favor the ferromagnetic character of the interaction. [71] [72] [73] Two model structures with = 0 and 38°h ave been calculated giving decreasing F coupling with decreasing out-of-plane distortion. The CI results given in Table VII illustrate how the 2h-1p acting on the DDCI2 space can introduce a F or AF contribution depending on the nature of the system ͑AF contribution for = 0; F contribution for 0͒.
C. Damping effect of the 1h-2p excitations
In contrast to 2h-1p excitations, the 1h-2p determinants have only a secondary impact on the J value, as can be observed from the partial results reported in Table V .
͑i͒
When acting on the bare valence CAS, a rather small F effect is observed ͑see column ⌬J on Table V͒ . This effect can be rationalized as a decrease in the effective hopping integral t ab since the coupling between the N and I configurations mediated by the 1h-2p excitations: N ↔ 1h-2p ↔ I has an opposite sign to the interaction through the 2h-1p excitations:
When acting on the CAS+ S or DDCI2 spaces the 1h-2p excitations are responsible for small F corrections on AF systems, quite close at both levels. Notice that for F systems, the direct effect of the 1h-2p excitations acting on CAS+ S or DDCI2 spaces is practically null, although with opposite sign. Unlike the 2h-1p excitations, the 1h-2p configurations do not introduce any significant effect by themselves, only small modifications of J are obtained when adding them to CAS+ S or DDCI2 levels. ͑iii͒ When acting together with 2h-1p excitations, they produce a damping of the global 2h-1p effect, working on the opposite direction that this last class does. That is, the 1h-2p class introduces a F contribution on AF systems, but AF one on F compounds. This effect is evidenced by comparing DDCI with DDCI2 +2h1p ͑or CAS+S+2h-1p +1h-2p versus CAS+ S +2h-1p͒ results in Table V . ͑iv͒ Regarding the singlet and triplet wave functions, adding 1h-2p configurations produces a non-negligible reduction in the C I / C N ratio in the singlet state as well as a significant drop in the weight of the LMCT forms ͑see Table VI͒ , which correlates with the F correction of the J value.
The interference between 1h-2p and 2h-1p excitations cannot be explained at low perturbation orders, as in the simple mechanism N ↔ 1h-2p ↔ I ↔ 1h-1p ↔ N, since as discussed above only very small effects are observed when simply adding both types of excitations to the CAS. It can only be attributed to complex high-order mechanisms as those discussed in Sec. VI A to interpret the role of 2h-1p excitations coupled to similar mechanisms involving the 1h-2p class.
A careful examination of the amplitude contours of the natural magnetic MOs calculated at different CI levels confirms the already observed increase in the localization on the ligands when correlation effects are included. 70 This effect follows the sequence DDCI2 + 2h-1p Ͼ DDCIϾ DDCI2 +1h-2p, which is in line with the changes observed in the weight of the LMCT configurations on the correlated wave function and suggests that the 1h-2p excitations decrease delocalization. For system 1, La 2 CuO 4 , the largest coefficient out of the CAS concerns a LMCT configuration in the singlet state from the ungerade MO centered on the 2p atomic orbital of the bridging ligand to the ungerade magnetic MO. Its coefficient is 0.0300 at the DDCI2 level, 0.1615 when adding only the 2h-1p excitations, 0.0227 when adding only the 1h-2p, and 0.1250 at the DDCI level. This conflictive impact of 2h-1p and 1h-2p excitations on the LMCT component of the wave function is consistent with their opposite effect on the magnetic coupling amplitude. This is consistent with the qualitative consideration that the tails of the magnetic orbitals on the bridging ligands are implied in direct exchange, spin polarization, and kinetic exchange mechanisms.
VII. FINAL DISCUSSION
The numerically crucial contribution of the two hole-one particle ͑2h-1p͒ excitations in the calculation of the magnetic coupling constant between two Cu͑d 9 ͒ magnetic centers has been reexamined. Their role is illustrated on a series of nine systems, which are either molecular complexes or fragments of magnetic lattices, either ferro-or antiferromagnetically coupled. The present results show that the previous interpretation 33 based on second-order perturbative arguments is not relevant since the effect of this class of excitations on the coupling constant is of higher-order character, which explains the rather poor performances of CAS-based second-order treatments when the CAS is limited to the two magnetic electrons in the two magnetic orbitals. As shown in the present work, in AF systems these 2h-1p configurations lead to an increase in the weight of one hole, 1-h, i.e., LMCT configurations. This increase can be interpreted as a correlation-induced delocalization of the magnetic orbitals on the ligands. This causes the magnetic orbitals to take larger tails on the bridging ligands and therefore both direct and kinetic exchanges are larger. This results in an increase in the absolute value of J when compared to DDCI2 values, whatever its sign. This correlation-induced delocalization becomes evident looking at the natural magnetic orbitals obtained at the DDCI level, which have been extensively analyzed in Ref. 70 . These orbitals, which incorporate the effect of the dynamical correlation, are more diffuse than those obtained at the CAS mean-field level. This phenomenon is not limited to 1 2 spin systems, but it concerns as well higher spin metallic ions. However, since the delocalization is caused by mechanisms that occur at high perturbation orders, these effects cannot be incorporated from a second-order expansion from a mean-field description of the minimal multireference space. This fact is not a particular effect of magnetic systems but a more general fact also observed in other fields. 74 The present analysis indicates that variational wave 
