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Resumen
Esta tesis presenta los siguientes resultados principales:
El disen˜o de una red neuronal celular basado en memorias asociativas que permite la
clasificacio´n de un conjunto de datos, que consisten en medidas de sen˜ales. Este disen˜o
combina la teor´ıa de redes neuronales artificiales con retroalimentacio´n y la de redes neu-
ronales celulares. Lo que permite realizar memorias asociativas para reconocer patrones.
Dado que los datos originales no satisfacen las condiciones para ser clasificados por
dicha red neuronal, fue necesario encontrar una transformacio´n apropiada del plano com-
plejo para modificarlos, de manera que permita que los datos originales modificados por
esta transformacio´n puedan ser clasificados por la red neuronal celular disen˜ada.
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Cap´ıtulo 1
INTRODUCCIO´N
Existe actualmente una tendencia a establecer un nuevo campo de las ciencias de la
computacio´n que integrar´ıa los diferentes me´todos de resolucio´n de problemas que no
pueden ser descritos fa´cilmente mediante un enfoque algor´ıtmico tradicional. Estos
me´todos, de una forma u otra, tienen su origen en la emulacio´n, ma´s o menos inteligente,
del comportamiento de los sistemas biolo´gicos. Algunos autores ya han acun˜ado distintos
te´rminos para referirse a este nuevo tipo de computacio´n. Los te´rminos ma´s usados son:
Computacio´n cognitiva, Computacio´n del mundo real, Computacio´n suave y Brainware.
Se trata de una nueva forma de computacio´n que es capaz de manejar las im-
precisiones e incertidumbres que aparecen cuando se trata de resolver problemas rela-
cionados con el mundo real (reconocimiento de formas, toma de decisiones, etc.), ofre-
ciendo soluciones robustas y de fa´cil implementacio´n. Para ello dispone de un conjunto de
metodolog´ıas como son la lo´gica borrosa, las redes neuronales, los algoritmos gene´ticos,
el razonamiento aproximado, la teor´ıa del caos y la teor´ıa del aprendizaje.
Con las redes neuronales artificiales (una de estas formas de computacio´n) se intenta
expresar la solucio´n de problemas complejos, no como una secuencia de pasos, sino como
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la evolucio´n de unos sistemas de computacio´n inspirados en el funcionamiento del cerebro
humano y dotados, por tanto, de cierta “inteligencia”. Estos sistemas de computacio´n
no son sino la combinacio´n de una gran cantidad de elementos simples de proceso (neu-
ronas) interconectados que operando de forma masivamente paralela, consiguen resolver
problemas relacionados con el reconocimiento de formas o patrones, prediccio´n, codifi-
cacio´n, clasificacio´n, control y optimizacio´n. De lo anterior, resulta claro que muchos de
los problemas de ingenier´ıa requieren este nuevo tipo de computacio´n, para su adecuada
solucio´n, porque tratan con feno´menos complejos no lineales; de ah´ı que se haya elegido
su uso para resolver particularmente nuestro problema.
Se describen y/o se definen en detalle los siguientes te´rminos y conceptos: redes neu-
ronales, redes neuronales celulares, neuronas, sinapsis, axo´n, aprendizaje, algoritmo de
aprendizaje, convergencia de algoritmos y entrenamiento de redes neuronales, as´ı como,
su topololog´ıa (arquitectura) y sus aplicaciones. Se analiza, tambie´n, un concepto muy
importante en ana´lisis de sistemas que es el de estabilidad. Se propone un disen˜o para
una red neuronal celular basado en una aplicacio´n a memoria asociativa para redes neu-
ronales con retroalimentacio´n, e´ste, a su vez, se basa en el algoritmo de entrenamiento de
perceptrones.
1.1. Objetivos
El objetivo principal de esta tesis es el disen˜o de una red neuronal celular que permita
la clasificacio´n de medidas de sen˜ales usando memorias asociativas. Este disen˜o combina
la teor´ıa de redes neuronales artificiales con la metodolog´ıa de redes neuronales celulares,
lo que permite realizar memorias asociativas para reconocer patrones. Para poder aplicar
el me´todo propuesto se requiere que los patrones de entrenamiento sean vectores binarios
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bipolares y que los datos a clasificar este´n asociados a ellos de modo que si X es un
vector binario n-dimensional (patro´n de entrenamiento con componentes 1 y -1) y Y es
un vector n- dimensional que representa a un dato a clasificar, entonces Y esta´ relacionado
con X si Y ∈ C (X). Los datos a clasificar pertenecen a un conjunto de medidas de sen˜ales
ele´ctricas de una l´ınea de transmisio´n de un sistema ele´ctrico de potencia. Estas sen˜ales se
encuentran en estado de falla o en estado de oscilacio´n, el problema consiste en tomar la
medida de una sen˜al y determinar a que estado de la sen˜al corresponde, es decir, se quiere
saber si la sen˜al se encuentra en estado de falla o en estado de oscilacio´n. Para lograrlo se
aplicara´n te´cnicas de reconocimiento de patrones por medio de redes neuronales celulares.
1.2. Aportaciones
La principal aportacio´n consiste en el disen˜o de una red neuronal celular que realiza
clasificacio´n de patrones, en este caso, determinar el tipo al que pertenecen las medidas
de un conjunto de medidas de sen˜ales ele´ctricas.
En la resolucio´n del problema del disen˜o de la red neuronal celular se tomo´ en cuenta
la metodolog´ıa empleada por Derong Liu para redes neuronales con retroalimentacio´n,
la teor´ıa de redes neuronales artificiales y la de redes neuronales celulares.
Puesto que las medidas de la sen˜al dada (datos obtenidos), que esta´n representadas co-
mo nu´meros complejos, no satisfacen los requisitos impuestos por la red disen˜ada, fue´ nece-
sario modificarlos para aplicar el me´todo propuesto. Se realizo´ una transformacio´n del
plano complejo Z al plano complejo W que permite que los datos correspondientes a
fallas pertenezcan a una de las clases y los correspondientes a oscilacio´n a la otra clase.
Finalmente, aplicando la metodolog´ıa propuesta para entrenar la red neuronal celular, se
logro´ obtener a que´ tipo de estado corresponde una medida de sen˜al dada.
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En la resolucio´n del problema de determinar o encontrar la transformacio´n apropiada
que permita la clasificacio´n de los datos se recurrio´ a consultar textos de variable compleja,
de manera que la aportacio´n consiste en la aplicacio´n de una red neuronal celular disen˜ada
en base a memorias asociativas para clasificar patrones.
1.3. Organizacio´n de la Tesis
En el Cap´ıtulo 2 se presenta un panorama histo´rico donde se describe el origen y
desarrollo de las redes neuronales artificiales, se describe la estructura de una red neuronal
artificial; se mencionan algunas caracter´ısticas de las redes neuronales, tales como: la
topolog´ıa, el mecanismo de aprendizaje y la manera en que se asocian las informaciones
de entrada y salida de las redes.
En el Cap´ıtulo 3 se definen las redes neuronales celulares (RNC), se describen sus
fundamentos anal´ıticos y se incluyen algunos de los resultados existentes con relacio´n a
ellas.
En el Cap´ıtulo 4 se presenta el desarrollo de un nuevo algoritmo de disen˜o para memo-
rias asociativas basado en el algoritmo de entrenamiento del perceptro´n.
En el Cap´ıtulo 5 se disen˜a una red neuronal celular, tomando en cuenta la definicio´n
de RNC y las restricciones que deben satisfacerse para la misma [7] y [9]. Luego se utiliza
la metodolog´ıa empleada por Derong Liu y Zanjun Lu [16] que aparece en el cap´ıtulo 4
para poder usarla en reconocimiento de patrones para clasificar un conjunto de sen˜ales
obtenidas de un nodo de una red ele´ctrica.
Finalmente, se exponen las conclusiones y comentarios sobre los resultados obtenidos
al aplicar los disen˜os de redes neuronales propuestos. Tambie´n se dan algunas perspectivas
generales sobre el trabajo futuro.
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Cap´ıtulo 2
REDES NEURONALES
ARTIFICIALES
En este cap´ıtulo se presentan los conceptos ba´sicos necesarios para el estudio y ana´lisis
de los temas expuestos en los cap´ıtulos siguientes. Se da un panorama general de lo que son
las redes neuronales artificiales, su definicio´n, sus componentes, su estructura o topolog´ıa,
su funcionamiento, y algunas clasificaciones y aplicaciones. El cap´ıtulo esta´ organizado
de la siguiente manera: en la seccio´n 2.1 se da un panorama histo´rico donde se describe
el origen y desarrollo de las redes neuronales artificiales; tambie´n se mencionan a los
pioneros e investigadores que han contribuido a su creacio´n y desarrollo, as´ı como a su
implementacio´n.
En la seccio´n 2.2 se definen las redes neuronales artificiales; en la seccio´n 2.3 se especi-
fican los elementos y componentes de las redes neuronales; en la seccio´n 2.4 se describe la
estructura de una red neuronal artificial.
En la seccio´n 2.5 se mencionan algunas caracter´ısticas de las redes neuronales, tales
como las topolog´ıas de las redes neuronales artificiales, el mecanismo de aprendizaje, sus
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diferentes tipos y la manera en que se asocian las informaciones de entrada y salida de
las redes neuronales; en las secciones 2.6 y 2.7 se mencionan las ventajas y aplicaciones
de las redes neuronales artificiales, respectivamente.
2.1. Panorama Histo´rico
Los trabajos sobre redes neuronales artificiales han sido motivados desde sus inicios
reconociendo que el cerebro calcula ( y procesa informacio´n ) en una forma totalmente
diferente a los computadores digitales. Los esfuerzos por entender el cerebro se deben
mucho a los trabajos de Ramo´n y Cajal (1911), quien introdujo la idea de que las neuronas
son las componentes estructurales del cerebro.
Alan Turing (1936) fue el primero en estudiar el cerebro como una forma de ver el
mundo de la computacio´n; sin embargo, los primeros teo´ricos que concibieron los funda-
mentos de la computacio´n neuronal fueron Warren Mc Culloch, un neurofisio´logo, y
Walter Pitts, un matema´tico, quienes en 1943, crearon una teor´ıa acerca de las formas de
trabajar de las neuronas. Ellos modelaron una red neuronal simple mediante circuitos
ele´ctricos [29].
En 1949 Donald Hebb escribe el libro: La organizacio´n del comportamiento, en el que
establece una conexio´n entre Psicolog´ıa y Fisiolog´ıa [4]. Por su parte, Frank Rosenblatt
comenzo´ el desarrollo del perceptro´n en 1957. El perceptro´n es la ma´s antigua red
neuronal y se usa de varias formas en la aplicacio´n para reconocer patrones [17].
Bernard Widrow y Marcial Hoff, de Standford desarrollaron en 1959 el modelo
ADALINE (ADAptive LINear Elements) [3]. Esta fue la primera red neuronal aplicada a
un problema real (filtros adaptivos para eliminar ecos en las l´ıneas telefo´nicas) [32].
Uno de los principales investigadores de redes neuronales desde los an˜os sesentas hasta
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nuestros d´ıas es Stephen Groosberg (Universidad de Boston). A partir de su conocimiento
fisiolo´gico, estudio´ los mecanismos de la percepcio´n y de la memoria. Ha escrito numerosos
libros y en 1967 realizo´ una red Avalancha para realizar actividades como reconocimiento
del habla y aprendizaje del movimiento de los brazos de un robot [28].
En 1969 surgieron numerosas cr´ıticas que frenaron, hasta 1982, el crecimiento que
estaban experimentando las investigaciones sobre redes neuronales. Marvin Minsky y
Seymour Papert, del Instituto Tecnolo´gico de Massachusetts publicaron un libro,
Peceptrons, que adema´s de contener un ana´lisis matema´tico detallado del perceptro´n,
consideraban que la extensio´n a perceptrones multinivel era completamente este´ril;
las limitaciones eran importantes, muchas investigaciones giraron hacia la inteligencia
artificial [30].
A pesar de esto, algunos investigadores continuaron sus investigaciones. James
Anderson, desarrollo´ en 1977 un Asociador Lineal que consist´ıa en unos elementos inte-
gradores lineales (Neuronas) que sumaban sus entradas. Posteriormente disen˜o´ una exten-
sio´n del Asociador lineal, llamada Brain-State-in-a-Box [33]. Tambie´n , en 1977 Theuvo
Kohonen desarrollo´ un modelo similar al de Anderson, pero independientemente [23]. En
1980 Kunihiko Fukushima desarrollo´ el Neocognitro´n, un modelo de red neuronal para el
reconocimiento de patrones visuales.
En 1982 coincidieron numerosos eventos que hicieron resurgir el intere´s por las redes
neuronales. Por un lado, John Hopfield presento´ su trabajo sobre redes neuronales en
la Academia Nacional de Ciencias; en e´ste, describe con claridad y rigor matema´tico
una red a la que ha dado su nombre, que es una variacio´n del Asociador Lineal, pero,
adema´s, mostro´ co´mo tales redes pueden trabajar y que´ pueden hacer. Por otro lado, se
celebro´ la US-Japan Joint Conference on Cooperative/ Competitive Neural Networks y
Fujistu comenzo´ el desarrollo en computadoras pensantes para aplicaciones en robo´tica
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[26].
Posteriormente, en 1985, el Instituto Americano de F´ısica comenzo´ lo que ha sido la
reunio´n anual Neural Network for Comuting. En 1987, el IEEE celebro´ la primera con-
ferencia internacional sobre redes neuronales. En el mismo an˜o se formo´ la International
Neural Network Society ( INNS ) bajo la iniciativa de Grossberg en E.U. Kohonen en
Finlandia y Amari en Japo´n. En 1988, de la unio´n de la IEEE y la INNS surgio´ la
International Joint Confernce on Neural Network ( IJCNN ) que produjo, en 1989, 430
art´ıculos, 63 de los cuales enfocados a una aplicacio´n. En 1990 incluyo´ una hora de concier-
to de mu´sica realizada por redes neuronales. Tambie´n merece una referencia especial la
reunio´n anual Neural Information Procesing Systems ( NCPS ) celebrada en Denver,
Colorado desde 1987, y que probablemente represente el nivel ma´s alto de calidad desde
el punto de vista cient´ıfico.
Despue´s de esto, se han desarrollado otros tipos de redes neuronales y algoritmos de en-
trenamiento para nuevas aplicaciones. En seguida se presentan algunos casos relacionados
con el perceptro´n y sus generalizaciones.
Los perceptrones universales (PU) son una generalizacio´n del perceptro´n de Rosen-
blatt en los cuales se pueden implementar funciones Booleanas. Para implementar estas
funciones los PU toman diferentes clases de estructuras topolo´gicas simples en las que ca-
da una de ellas contiene a lo ma´s una capa oculta con una cantidad mı´nima de neuronas
[6].
Otra aplicacio´n inspirada por el concepto de sistema de secuencias del ADN en biolog´ıa,
ha desarrollado un nuevo algoritmo llamado aprendizaje como el del ADN, el cual es capaz
de entrenar ra´pidamente una red neuronal con unas funciones booleanas preescritas. Este
algoritmo tiene algunas ventajas tales como: corridas ra´pidas y robustez. Adema´s no
nececita la propiedad de convergencia.
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Por otra parte, los procesos mentales como la percepcio´n, cognicio´n, instintos, emo-
ciones y habilidades cognitivas superiores, necesarias para lograr un pensamiento abstrac-
to, son considerados como paradigmas de modelos neuronales.
Los mecanismos matema´ticos fundamentales para tratar con procesos, que van de
lo vago o difuso a lo concreto o catego´rico, son llamados lo´gica dina´mica y relaciona
a estos con una descripcio´n psicolo´gica de la mente. Dichos procesos corresponden al
funcionamiento mental de entendimiento Aristote´lico [10].
Recientemente, mediciones obtenidas por ima´genes de resonancia magne´tica del fun-
cionamiento de la imaginacio´n confirman que este proceso es un mecanismo de percepcio´n
neuronal.
En lo que toca a reconocimiento de patrones, la tarea ma´s d´ıficil es, quiza´s, el re-
conocimiento de patrones dina´micos. Basa´ndose en la teor´ıa de aprendizaje determin´ıstico
se propone el siguiente procedimiento para lograrlo: 1) los patrones dina´micos variantes
en el tiempo pueden representarse como invariantes en el tiempo y espacialmente dis-
tribuidos de manera que el aprendizaje determin´ıstico se realice; 2) se da una definicio´n
para caracter´ısticas similares de patrones dina´micos basada en sistemas dina´micos; 3) se
da un mecanismo de reconocimiento ra´pido de patrones dina´micos por el cual un patro´n
dina´mico de prueba es reconocido como similar a un patro´n dina´mico de entrenamiento
si el estado de sincronizacio´n se logra de acuerdo a una clase de paridad interna en el
sistema dina´mico. Los errores de sincronizacio´n pueden ser considerados como la medida
de similaridad entre los patrones de entrenamiento y los de prueba [14].
Sin embargo, tambie´n se sabe que el comportamiento dina´mico es muy lento para per-
ceptrones multicapa, quedando frecuentemente atrapados por el feno´meno ´plateu´ debido
a las singularidades en el espacio de para´metros de los perceprones, en el que se trazan
las trayectorias de aprendizaje [25].
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En lo que se refiere a la convergencia de los pesos del perceptro´n se tiene que si existe
un conjunto no vac´ıo de pesos iniciales tales que el conjunto de los pesos del perceptro´n
esta´n acotados, entonces los pesos del perceptro´n esta´n acotados para todos los pesos
iniciales [20].
Por u´ltimo, se consideran dos aspectos relacionados con dos deciciones: los criterios
para determinar cuando parar la red y los reentrenamientos de la red antes de calcular la
elevacio´n de costos.
Los resultados experimentales indican que el incremento de los costos computacionales
asociados con el reentrenamiento de la red con algunas caracter´ısticas removidas temporal-
mente antes de calcular la elevacio´n de costos es recompensada con una mejora significativa
[66].
2.2. Definicio´n de Redes Neuronales Artificiales
El Modelo Biolo´gico
La teor´ıa y modelado de redes neuronales artificiales esta´ inspirada en la estructura y
funcionamiento de los sistemas nerviosos, donde la neurona es el elemento fundamental.
El cerebro tiene una gran estructura y la habilidad de construir sus propias reglas a
trave´s de lo que usualmente llamamos experiencia. Sin duda, la experiencia se construye
con los an˜os. La etapa ma´s dra´stica del desarrollo del cerebro humano, tiene lugar en
los primeros dos an˜os de su vida; pero el desarrollo continu´a ma´s alla´ de esa etapa. En
esta primera etapa, se forman cerca de un millo´n de sinapsis por segundo. Las sinapsis
son estructuras elementales y unidades funcionales que median las interacciones entre
neuronas. La clase ma´s comu´n de sinapsis es una sinapsis qu´ımica, que opera como sigue:
un proceso sina´ptico libera una substancia transmisora que se distribuye cruzando las
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uniones sina´pticas entre neuronas y entonces activa un proceso postsina´ptico. As´ı, una
sinapsis convierte una sen˜al ele´ctrica presina´ptica en una sen˜al qu´ımica y la devuelve en
una sen˜al ele´ctrica postsina´ptica. En descripciones tradicionales de redes neuronales se
asume que una sinapsis es una conexio´n simple que impone excitacio´n o inhibicio´n, pero,
no ambas sobre la neurona receptiva.
Existen neuronas de diferentes formas, taman˜os y longitudes. Estos atributos son
importantes para determinar la funcio´n y utilidad de la neurona. La clasificacio´n de estas
ce´lulas en tipos normalizados ha sido realizada por muchos anatomistas.
Una neurona es una ce´lula viva y como tal, contiene los mismos elementos que forman
parte de todas las ce´lulas biolo´gicas; adema´s, contienen elementos caracter´ısticos que las
diferencian. En general, una neurona consta de un cuerpo celular ma´s o menos esfe´rico,
de 5 a 10 micras de dia´metro, del que salen una rama principal, el axo´n, y varias ramas
ma´s cortas, llamadas dendritas [5]. A su vez, el axo´n puede producir ramas en torno a
su punto de arranque y con frecuencia se ramifica extensamente cerca de su extremo (ver
figura 1).
Una de las caracter´ısticas que diferencian a las neuronas del resto de las ce´lulas
vivas, es su capacidad de comunicarse. En te´rminos generales, las dendritas y el cuerpo
celular reciben sen˜ales de entrada; el cuerpo celular las combina e integra y emite sen˜ales
de salida. El axo´n transporta esas sen˜ales a las terminales axono´micas, que se encargan
de distribuir informacio´n a un nuevo conjunto de neuronas. Por lo general, una neurona
recibe informacio´n de miles de otras neuronas y a su vez, env´ıa informacio´n a miles de
neuronas ma´s. Se calcula que en el cerebro humano existen del orden de 1015 conexiones
[31].
Casi todas las neuronas reciben entradas procedentes de sinapsis excitadoras e in-
hibidoras; en cada instante, algunas de ellas estara´n activas y otras estara´n en reposo. La
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suma de los efectos excitadores e inhibidores determina si la ce´lula sera´ o no estimulada,
es decir, si emitira´ o no un tren de impulsos y a que´ velocidad.
El desarrollo neuronal es sino´nimo de cerebro pla´stico: la plasticidad permite el de-
sarrollo del sistema nervioso para adaptarse a su ambiente circundante. En un cerebro
adulto la plasticidad se consigue por dos mecanismos: la creacio´n de nuevas conexiones
sina´pticas entre neuronas y la modificacio´n de las sinapsis existentes. Los axones ( l´ıneas
de transmisio´n) y las dendritas (zonas receptivas) constituyen dos tipos de filamentos de
celdas que pueden distinguirse sobre una base morfolo´gica: un axo´n tiene una superfi-
cie suave, pocas ramas y gran longitud, mientras que una dendrita tiene una superficie
irregular y ma´s ramas [1] (ver figura 1).
Para establecer una similitud directa entre la actividad sina´ptica y la analog´ıa con las
redes neuronales artificiales, vamos a fijar los siguientes aspectos: las sen˜ales que llegan a
las sinapsis son las entradas a la neurona; e´stas son ponderadas ( atenuadas o amplifi-
cadas) a trave´s de un para´metro, denominado peso, asociado a la sinapsis correspondiente.
Estas sen˜ales de entrada pueden excitar a la neurona (sinapsis con peso positivo) o inhibir-
la (peso negativo). El efecto es la suma de las entradas ponderadas. Si la suma es mayor
o igual que el umbral de la neurona, entonces la neurona se activa. Esta es una situacio´n
todo o nada; cada neurona se activa o no se activa, la facilidad de transmisio´n de sen˜ales
se altera mediante la actividad del sistema nervioso. Las sinapsis son susceptibles a la
fatiga, deficiencia de ox´ıgeno y algunos agentes tales como los analge´sicos, otros eventos
pueden incrementar el grado de activacio´n [31]. Esta habilidad de ajustar sen˜ales es un
mecanismo de aprendizaje. La plasticidad parece ser esencial en el funcionamiento
de las neuronas como unidades de procesamiento de informacio´n en el cerebro humano,
as´ı tambie´n, lo es con redes neuronales de neuronas artificiales. En su forma ma´s general,
una red neuronal arificial es una ma´quina que esta´ disen˜ada para modelar la forma en
12
que el cerebro realiza una tarea o funcio´n de intere´s; la red usualmente se implementa
usando componentes electro´nicos o simulada en un computador digital.
Una red neuronal artificial se puede definir de distintas maneras, algunas de estas
definiciones son las siguientes:
Una nueva forma de computacio´n, inspirada en modelos biolo´gicos.
Un sistema de computacio´n hecho por un gran nu´mero de elementos de proceso sim-
ples, muy interconectados, los cuales procesan informacio´n por medio de su estado
dina´mico como respuesta a entradas externas [34].
Son redes interconectadas masivamente en paralelo de elementos simples (usual-
mente adaptables) y con organizacio´n jera´rquica; las cuales, intentan interactuar
con los objetos del mundo real del mismo modo que lo hace el sistema nervioso
biolo´gico [24].
Se puede dar la siguiente definicio´n de red neuronal vista como una ma´quina adaptable.
Definicio´n 2.1
Una red neuronal artificial es un procesador distribuido masivamente en paralelo,
que almacena conocimiento de la experiencia hacie´ndolo disponible para usarlo.
Esta se asemeja al cerebro en dos aspectos:
1) El conocimiento es adquirido por la red a trave´s de un proceso de aprendizaje.
2) Existen intensas conexiones entre neuronas conocidas como pesos sina´pticos que
son usadas para almacenar el conocimiento.
El procedimiento usado para realizar el proceso de aprendizaje se llama algoritmo
de aprendizaje, cuya funcio´n es modificar los pesos sina´pticos de la red de una manera
ordenada, as´ı como lograr el objetivo disen˜ado.
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2.3. Elementos de Redes Neuronales Artificiales
En seguida se describen los componentes ma´s importantes de una red neuronal artificial
los cuales son:
Unidades de procesamiento (la neurona artificial)
Estado de activacio´n de cada neurona
Funcio´n de transformacio´n o de salida
Regla de propagacio´n
Regla de aprendizaje
Patro´n de conectividad entre neuronas
2.3.1. Unidades de Proceso: La Neurona Artificial
Cualquier modelo de red neuronal consta de dispositivos elementales de proceso: las
neuronas. A partir de ellas, se pueden generar representaciones espec´ıficas, de tal forma
que un estado conjunto de ellas puede significar una letra, un nu´mero o cualquier otro
objeto.
En cualquier sistema que se este´ modelando, es u´til caracterizar tres tipos de
unidades: entradas, salidas y unidades ocultas. Las unidades de entrada reciben
sen˜ales desde el entorno; estas entradas (que son a la vez entradas a la red ) pueden
ser sen˜ales provenientes de sensores que tomara´n la informacio´n de entrada. Dicha infor-
macio´n se transmite a ciertos elementos internos que se ocupan de su procesado. Es en
las sinapsis y neuronas correspondientes a este segundo nivel donde se genera cualquier
tipo de representacio´n interna de la informacio´n. Puesto que no tienen relacio´n directa
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con la informacio´n de entrada ni con la de salida, estos elementos se denominan unidades
ocultas, las unidades ocultas son aquellas entradas y salidas que se encuentran dentro
del sistema, es decir, no tienen contacto con el exterior. Una vez finalizado el per´ıodo de
procesado, la informacio´n llega a las unidades de salida, cuya misio´n es dar la respuesta
del sistema; estas sen˜ales pueden controlar directamente otros sistemas.
2.3.2. Estado de Activacio´n
Adicionalmente al conjunto de unidades, la representacio´n necesita los estados del
sistema en un tiempo t. Esto se especifica por un vector de N nu´meros reales A(t), que
representa el estado de activacio´n del conjunto de unidades de procesamiento. Cada
elemento del vector representa la activacio´n de una unidad en el tiempo t. La activacio´n
de una unidad Ui, en el tiempo t se designa por ai(t); es decir:
A(t) = (a1 (t), a2 (t), ..., ai(t), ..., aN (t))
El procesamiento que realiza la red se ve como la evolucio´n de un patro´n de activacio´n
en el conjunto de unidades que lo componen a trave´s del tiempo.
Una funcio´n de activacio´n, F, determina el nuevo estado de activacio´n ai(t + 1)
de la neurona, teniendo en cuenta la entrada total calculada y el anterior estado de
activacio´n ai(t); asociado a cada unidad, existe una funcio´n de salida, fi, que transforma
el estado actual de activacio´n en una sen˜al de salida, yi. Dicha sen˜al es enviada a trave´s de
los canales de comunicacio´n unidireccionales a otras unidades de la red; en estos canales
la sen˜al se modifica de acuerdo con la sinapsis (el peso, wj ) asociada a cada uno de ellos
segu´n una determinada regla. Las sen˜ales moduladas que han llegado a la unidad j -e´sima
se combinan entre ellas, generando as´ı la entrada total, Net
j
=
∑n
i=1wji ∗ yi.
La dina´mica que rige la actualizacio´n de los estados de las unidades (evolucio´n de
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la red) puede ser de dos tipos: modo as´ıncrono y modo s´ıncrono. En el primer caso,
las neuronas evalu´an su estado continuamente, segu´n les va llegando informacio´n y lo
hacen de forma independiente. En el caso s´ıncrono, la informacio´n tambie´n llega de
forma continua, pero los cambios se realizan simulta´neamente, como si existiera un reloj
interno que decidiera cua´ndo deben cambiar su estado. Los sistemas biolo´gicos quedan
probablemente entre ambas posibilidades. Si se tienen N unidades (neuronas), podemos
ordenarlas arbitrariamente y designar la j-e´sima unidad como Uj. Su trabajo es simple y
u´nico y consiste en recibir las entradas de las ce´lulas vecinas y calcular un valor de
salida, el cual es enviado a todas las ce´lulas restantes.
Todas las neuronas que componen la red se hallan en cierto estado. En una visio´n
simplificada, podemos decir que hay dos posibles estados, reposo y excitado, a los que
denominaremos estados de activacio´n, y a cada uno de los cuales se le asigna un valor.
Los valores de activacio´n pueden ser continuos o discretos. Adema´s, pueden ser limitados
o ilimitados. Si son discretos, suelen tomar un conjunto pequen˜o de valores o bien valores
binarios. En notacio´n binaria, un estado activo se indicar´ıa por un 1, y se caracteriza
por la emisio´n de un impulso por parte de la neurona ( potencial de accio´n ), mientras
que un estado pasivo se indicar´ıa por un 0 y significar´ıa que la neurona esta´ en reposo.
En otros modelos se considera un conjunto continuo de estados de activacio´n, en lugar
de so´lo dos estados, en cuyo caso se les asigna un valor entre [0,1] o en el intevalo [-1,1],
generalmente siguiendo una funcio´n sigmoidal.
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2.3.3. Funcio´n de Salida o de Transformacio´n
Entre las unidades o neuronas que forman una red neural artificial existe un conjunto
de conexiones que unen unas a otras. Cada unidad transmite sen˜ales a aquellas que esta´n
conectadas con su salida. Asociada con cada unidad Ui hay una funcio´n de salida
fi(ai(t)), que transforma el estado actual de activacio´n ai(t), en una sen˜al de salida yi(t),
es decir:
yi(t) = fi(ai(t))
El vector que contiene las salidas de todas las neuronas en un instante t es:
Y (t) = (f1(a1(t)), f2(a2(t)), ..., fi(ai(t)), ..., fN(aN(t)))
En algunos modelos, esta salida es igual al nivel de activacio´n de la unidad, en cuyo
caso la funcio´n fi es la funcio´n identidad, fi(ai(t)) = ai(t). A menudo, fi es de tipo
sigmoidal, y suele ser la misma para todas las unidades.
Existen cuatro funciones de transformacio´n t´ıpicas que determinan distintos
tipos de neuronas:
Funcio´n escalo´n
Funcio´n lineal y mixta
Funcio´n Sigmoidal
Funcio´n gaussiana
Las funciones mixta y sigmoidal son las ma´s apropiadas cuando queremos como
salida informacio´n analo´gica. Veamos con ma´s detalle las distintas funciones.
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Funcio´n escalo´n
La funcio´n de transformacio´n escalo´n dada por la siguiente ecuacio´n:
f(t) =
 1, si t > 00, si t ≤ 0

La funcio´n escalo´n o umbral u´nicamente se utiliza cuando las salidas de la red son
binarias (dos posibles valores) ( ver figura 2). La salida de una neurona se activa (la
activacio´n es 1), so´lo cuando el estado de activacio´n es mayor o igual que cierto valor
umbral θi ( la funcio´n puede estar desplazada sobre los ejes); si es menor, la activacio´n
es 0 o -1. Por otro lado, las redes formadas por este tipo de neuronas son fa´ciles de
implementar en hardware, pero a menudo sus capacidades esta´n limitadas.
Funcio´nes lineal y mixta
La funcio´n lineal o identidad equivale a no aplicar funcio´n de salida, se usa muy
poco. La funcio´n lineal o identidad responde a la expresio´n f(t) = t y su gra´fica se
muestra en la figura 3.
La funcio´n mixta (escalo´n y lineal) dada por:
f(t) =

1, si t > c
t, si − c ≤ t ≤ c
−1, si t < −c

toma los siguientes valores, la activacio´n se define como 0 (o - l ) si la suma de las sen˜ales
de entrada es menor que un l´ımite inferior. Si dicha suma es mayor o igual que el l´ımite
superior, entonces la activacio´n es 1. Si la suma de entrada esta´ comprendida entre ambos
l´ımites, superior e inferior, entonces la activacio´n se define como una funcio´n lineal de la
suma de las sen˜ales de entrada. La representacio´n de la funcio´n de activacio´n aparece en
la figura 4.
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La funcio´n sigmoidal
Cualquier funcio´n definida simplemente en un intervalo de posibles valores de entrada
que puede ser (−∞,∞), con un incremento monoto´nico y que tenga ambos l´ımites supe-
riores e inferiores (por ejemplo, las funciones sigmoidal o arcotangente), podra´ realizar la
funcio´n de activacio´n o de transformacio´n de forma satisfactoria. Con la funcio´n sig-
moidal, para la mayor´ıa de los valores del est´ımulo de entrada (variable independiente),
el valor dado por la funcio´n es cercano a uno de los valores asinto´ticos. Esto hace que
en la mayor´ıa de los casos, el valor de salida este´ comprendido en la zona alta o baja del
sigmoide cuya ecuacio´n es:
f(t) =
1
1 + e−t
De hecho, cuando la pendiente es elevada, esta funcio´n tiende a la funcio´n escalo´n.
Sin embargo, la importancia de la funcio´n sigmoidal (o cualquier otra funcio´n similar) es
que su derivada es siempre positiva y cercana a cero para los valores grandes positivos o
negativos; adema´s, toma su valor ma´ximo cuando t es 0. Esto hace que se puedan utilizar
las reglas de aprendizaje definidas para las funciones escalo´n, con la ventaja, respecto a
esta funcio´n, de que la derivada esta´ definida en todo el intervalo (dominio), mientras
que, en la funcio´n escalo´n la derivada en el punto de transicio´n no existe y esto no ayuda
a los me´todos de aprendizaje en los cuales se usan derivadas. La gra´fica de esta funcio´n
se muestra en la figura 5.
Funcio´n de transformacio´n gaussiana
En las funciones gaussianas los centros y anchuras de las gra´ficas de estas funciones
pueden ser ajustados, lo cual las hace ma´s adaptables que las funciones sigmoidales. Por
ejemplo, ciertos mapeos que suelen requerir dos niveles ocultos (neuronas en la red que se
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encuentran entre las de entrada y las de salida) cuando se utilizan neuronas con funciones
de transformacio´n sigmoidales; algunas veces se pueden realizar con un solo nivel en redes
con neuronas de funcio´n gaussiana, la cual esta´ definida como:
f(t) =
1√
2piσ2
e−(t−µ)
2/2σ2
donde µ es la media y σ2 es la varianza de la distribucio´n normal (gaussiana). La
gra´fica aparece en la figura 6.
2.3.4. Regla de Propagacio´n
Una neurona recibe un conjunto de sen˜ales que le dan informacio´n del estado de
activacio´n de todas las neuronas con las que se encuentra conectada. Cada conexio´n
(sinapsis) entre la neurona i y la neurona j esta´ ponderada por un peso Wji. Normalmente,
como simplificacio´n, se considera que el efecto de cada sen˜al es aditivo, de tal forma que
la entrada neta que recibe una neurona (potencial postsina´ptico) Netj es la suma del
producto de cada sen˜al individual por el valor de la sinapsis que conecta ambas neuronas.
Esta regla muestra el procedimiento a seguir para combinar los valores de entrada a
una unidad con los pesos de las conexiones que llegan a esa unidad y es conocida como
regla de propagacio´n.
Suele utilizarse una matriz W con todos los pesos wji que reflejan la influencia que
sobre la neurona j tiene la neurona i. W es un conjunto de elementos positivos, negativos
o nulos. Si wji, es positivo, indica que la interaccio´n entre las neuronas i y j es excitadora;
es decir, siempre que la neurona i este´ activada, la neurona j recibira´ una sen˜al de la
neurona i que tendera´ a activarla. Si wji, es negativo, la sinapsis sera´ inhibidora. En este
caso, si i esta´ activada, enviara´ una sen˜al a j que tendera´ a desactivar a e´sta. Finalmente,
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si wji = 0, se supone que no hay conexio´n entre ambas.
2.3.5. Regla de Aprendizaje
Existen muchas definiciones del aprendizaje, una de ellas es: la modificacio´n del com-
portamiento inducido por la interaccio´n con el entorno y como resultado de experiencias
conducente al establecimiento de nuevos modelos de respuesta a est´ımulos externos. Esta
definicio´n fue enunciada muchos an˜os antes de que surgieran las redes neuronales; sin
embargo, puede ser aplicada tambie´n a los procesos de aprendizaje de estos sistemas.
En el caso de las redes neuronales artificiales, se puede considerar que el conocimiento
se encuentra representado en los pesos de las conexiones entre neuronas, todo proceso
de aprendizaje implica cierto nu´mero de cambios en estas conexiones. Al igual que el
funcionamiento de una red depende del nu´mero de neuronas de las que disponga y de
co´mo este´n conectadas entre s´ı, cada modelo dispone de su o sus propias te´cnicas de
aprendizaje.
Por u´ltimo, falta considerar lo relativo al patro´n de conectividad entre neuronas que,
por conveniencia, sera´ tratado en la siguiente seccio´n.
2.3.6. Representacio´n Vectorial
En ciertos modelos de redes neuronales, se utiliza la forma vectorial como herramien-
ta de representacio´n de algunas magnitudes. Si consideramos una red formada por varias
capas de neuronas ide´nticas, se pueden considerar las salidas de cierta capa de n unidades
como un vector n-dimensional
Y = (y1, y2 , ..., yn)
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Si este vector n-dimensonal de salida representa los valores de entrada de todas las
unidades de una capa m-dimensional, cada una de las unidades de esta capa poseera´n
pesos asociados a las conexiones procedentes de la capa anterior. Por tanto, hay m vectores
de pesos n-dimensionales asociados a la capa m.
El vector de pesos de la j-e´sima unidad tendra´ la forma:
yj = (yj1, yj2, ..., yjn)
La entrada neta de la j-e´sima unidad se puede escribir en forma de producto escalar
del vector de entradas por el vector de pesos. Cuando los vectores tienen igual dimensio´n,
este producto se define como la suma de los productos de los componentes correspondientes
a ambos vectores:
Netj =
N∑
i=1
wji ∗ yi
en donde N representa el nu´mero de conexiones de la j-e´sima unidad. La ventaja de la
notacio´n vectorial, es que la anterior ecuacio´n se puede escribir de la forma:
Netj = W ∗ Y
Segu´n esta notacio´n, utilizaremos vectores de entrada, vectores de salida y vectores
de peso, aunque hay que tener presente que se reserva la notacio´n vectorial para los casos
en los que resulta especialmente adecuada.
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2.4. Caracter´ısticas de las Redes Neuronales
Existen cuatro aspectos que caracterizan una red neuronal: su topolog´ıa, tipo de aso-
ciacio´n realizada entre la informacio´n de entrada y de salida (patro´n de conectividad),
el mecanismo de aprendizaje, y por u´ltimo, la forma de representacio´n de estas informa-
ciones.
2.4.1. Topolog´ıa de las Redes Neuronales
Como se adelanto´ en el apartado 2.3, los para´metros fundamentales de la red son: el
nu´mero de capas, el nu´mero de neuronas por capa, el grado de conectividad y el tipo de
conexiones entre neuronas.
Cuando se realiza una clasificacio´n de las redes en te´rminos topolo´gicos, se suele dis-
tinguir entre las redes con una sola capa o nivel de neuronas y las redes con mu´ltiples
capas (2, 3, etc.). En los siguientes apartados se analizara´n ambos tipos de redes.
Se conoce como capa a un conjunto de neuronas cuyas entradas provienen de la
misma fuente y cuyas salidas se dirigen al mismo destino (que puede ser, en ambos
casos, otra capa de neuronas) [31].
Redes monocapa
En las redes monocapa, como la red de Hopfield y la red Brain-State-In-A-Box, se
establecen conexiones laterales entre las neuronas que pertenecen a la u´nica capa que
constituye la red. Tambie´n, pueden existir conexiones autorrecurrentes (salida de una
neurona conectada a su propia entrada), aunque en algu´n modelo como el de Hopfield,
esta recurrencia no se utiliza.
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Redes multicapa
Las redes multicapa son aquellas que disponen de conjuntos de neuronas agrupadas
en varios niveles o capas (2, 3, etc.). En estos casos, una forma para distinguir la capa a
la que pertenece una neurona, consistir´ıa en fijarse en el origen de las sen˜ales que recibe
a la entrada y el destino de la sen˜al de salida. Normalmente, todas las neuronas de una
capa reciben sen˜ales de entrada de otra capa anterior, ma´s cercana a las entrada de la
red y env´ıan las sen˜ales de salida a una capa posterior, ma´s cercana a la salida de la red.
A estas conexiones se les denomina conexiones hacia adelante un ejemplo se muestra
en la figura 7.
Sin embargo, en un gran nu´mero de estas redes tambie´n existe la posibilidad de conec-
tar las salidas de las neuronas de capas posteriores a las entradas de las capas anteriores,
a estas conexiones se les denomina conexiones hacia atra´s.
Estas dos posibilidades permiten distinguir entre dos tipos de redes con mu´ltiples
capas: las redes con conexiones hacia adelante y las redes que disponen de conexiones
tanto hacia adelante como hacia atra´s.
2.4.2. Patro´n de Conectividad
Redes con conexiones hacia adelante
En estas redes, todas las sen˜ales neuronales se propagan hacia adelante a trave´s de las
capas de la red. No existen conexiones hacia atra´s ( ninguna salida de neuronas de una
capa i se aplica a la entrada de neuronas de capas i−1, i−2, ... ), y normalmente tampoco
autorrecurrentes (salida de una neurona aplicada a su propia entrada), ni laterales (salida
de una neurona aplicada a la entrada de neuronas de la misma capa), excepto en el
caso de los modelos de red propuestos por Kohonen denominados Learning Vector
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Quantizer (LVQ) y Topology Preserving Map (TPM), en las que existen unas
conexiones impl´ıcitas muy particulares entre las neuronas de la capa de salida.
Las redes ma´s conocidas son: Perceptro´n, Adaline y Madaline. Todas ellas son
especialmente u´tiles en aplicaciones de reconocimiento o clasificacio´n de patrones [2].
Redes con conexiones hacia adelante y hacia atra´s
En este tipo de redes circula informacio´n tanto hacia adelante (forward) como hacia
atra´s (backward) durante el funcionamiento de la red. Para que esto sea posible, existen
conexiones hacia adelante y conexiones hacia atra´s entre las neuronas.
En general, excepto el caso particular de las redes Cognitro´n y Neocognitro´n, suelen
ser bicapa (dos capas), existiendo por tanto dos conjuntos de pesos: los correspondientes
a las conexiones hacia adelante de la primera capa (capa de entrada) hacia la segunda
(capa de salida) y los de las conexiones hacia atra´s de la segunda a la primera. Los valores
de los pesos de estos dos tipos de conexiones no tienen porque´ coincidir, siendo diferentes
en la mayor parte de los casos.
Este tipo de estructura (bicapa) es particularmente adecuada para realizar una aso-
ciacio´n de una informacio´n o patro´n de entrada (en la primera capa) con otra informacio´n
o patro´n de salida en la segunda capa (lo cual se conoce como heteroasociacio´n), aunque
tambie´n pueden ser utilizadas para la clasificacio´n de patrones.
Algunas redes de este tipo tienen un funcionamiento basado en lo que se conoce como
resonancia, de tal forma que las informaciones en la primera y segunda capas interactu´an
entre s´ı hasta que alcanzan un estado estable. Este funcionamiento permite un mejor
acceso a las informaciones almacenadas en la red.
Los dos modelos de red hacia adelante y hacia atra´s de dos capas ma´s conocidos son la
red ART (Adaptive Resonance Theory) y la red BAM (Bidirectional Associative Memo-
ry). Tambie´n en este grupo de redes existen algunas que tienen conexiones laterales entre
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neuronas de la misma capa. Estas conexiones se disen˜an como conexiones excitadoras
(con peso positivo), permitiendo la cooperacio´n entre neuronas, o como inhibidoras (con
peso negativo), establecie´ndose una competicio´n entre las neuronas correspondientes. Una
red de este tipo que, adema´s, dispone de conexiones autorrecurrentes es la denominada
CABAM (Competitive Adaptive Bidirectional Associative Memory).
Finalmente, hay que comentar la existencia de un tipo de red feedforward / feed-
back multicapa muy particular, denominada Neocognitro´n, en la que las neuronas se
disponen en planos superpuestos ( capas bidimensionales ), lo cual permite que puedan
eliminarse las variaciones geome´tricas (taman˜os, giros, desplazamientos) o distorsiones
que presenten las informaciones o patrones de entrada a la red.
2.4.3. Mecanismo de Aprendizaje
El aprendizaje es el proceso por el cual una red neuronal modifica sus pesos en
respuesta a una informacio´n de entrada. Los cambios que se producen durante el proceso
de aprendizaje se reducen a la destruccio´n, modificacio´n y creacio´n de conexiones entre
las neuronas. En los sistemas biolo´gicos existe una continua creacio´n y destruccio´n de
conexiones. En los modelos de redes neuronales artificiales, la creacio´n de una nueva
conexio´n implica que el peso de la misma pasa a tener un valor distinto de cero; de la
misma forma, una conexio´n se destruye cuando su peso pasa a ser cero.
Durante el proceso de aprendizaje, los pesos de las conexiones de la red sufren modifi-
caciones, por tanto se puede afirmar que este proceso ha terminado (la red ha aprendido)
cuando los valores de los pesos permanecen estables.
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dWji
dt
= 0
Un aspecto importante respecto al aprendizaje en las redes neuronales es el conocer
co´mo se modifican los valores de los pesos; es decir, cua´les son los criterios que se siguen
para cambiar el valor asignado a las conexiones cuando se pretende que la red aprenda
una nueva informacio´n.
Estos criterios determinan lo que se conoce como la regla de aprendizaje de la red.
De forma general, se suelen considerar dos tipos de reglas: las que responden a lo
que habitualmente se conoce como aprendizaje supervisado, y las correspondientes a un
aprendizaje no supervisado.
La diferencia fundamental entre ambos tipos estriba en la existencia o no de un agente
externo (supervisor) que controle el proceso de aprendizaje de la red. Otro criterio que
se puede utilizar para diferenciar las reglas de aprendizaje se basa en considerar si la
red puede aprender durante su funcionamiento habitual o si el aprendizaje supone la
desconexio´n de la red, es decir, su inhabilitacio´n hasta que el proceso termine. En el
primer caso, se tratar´ıa de un aprendizaje en l´ınea, mientras que el segundo es lo que
se conoce como aprendizaje fuera de l´ınea. Cuando el aprendizaje es fuera de l´ınea, se
distingue entre una fase de aprendizaje o entrenamiento y una fase de operacio´n o
funcionamiento, existiendo un conjunto de datos de entrenamiento y un conjunto de
datos de test o prueba que sera´n utilizados en la correspondiente fase. En las redes
con aprendizaje fuera de l´ınea, los pesos de las conexiones permanecen fijos despue´s que
termina la etapa de entrenamiento de la red. Debido precisamente a su cara´cter esta´tico,
estos sistemas no presentan problemas de estabilidad en su funcionamiento. En las
redes con aprendizaje en l´ınea no se distingue entre fase de entrenamiento y de operacio´n,
de tal forma que los pesos var´ıan dina´micamente siempre que se presente una nueva
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informacio´n al sistema. En este tipo de redes, debido al cara´cter dina´mico de las mismas,
el estudio de la estabilidad suele ser un aspecto fundamental de estudio.
Redes con Aprendizaje Supervisado
El aprendizaje supervisado se caracteriza porque el proceso de aprendizaje se realiza
mediante un entrenamiento controlado por un agente externo ( supervisor, maestro ) que
determina la respuesta que deber´ıa generar la red a partir de una entrada determinada.
El supervisor comprueba la salida de la red y en el caso de que e´sta no coincida con la
deseada, se procedera´ a modificar los pesos de las conexiones, con el fin de conseguir que
la salida obtenida se aproxime a la deseada.
En este tipo de aprendizaje se suelen considerar, a su vez, tres formas de llevarlo a
cabo que dan lugar a los siguientes aprendizajes supervisados:
Aprendizaje por correccio´n de error
Aprendizaje por refuerzo
Aprendizaje estoca´stico
Aprendizaje por Correccio´n de Error Este aprendizaje consiste en ajustar los
pesos de las conexiones de la red en funcio´n de la diferencia entre los valores deseados y
los obtenidos en la salida de la red; es decir, en funcio´n del error cometido en la salida.
Una regla o algoritmo simple de aprendizaje por correccio´n de error podr´ıa
ser el siguiente:
∆Wji = ρ ∗ yi(dj − yj)
Siendo:
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∆Wji: variacio´n en el peso de la conexio´n entre neuronas i y j.
∆Wji = Wji actual −Wji anterior.
yi: valor de la salida de la neurona i.
dj: valor de la salida deseado para la neurona j.
ρ: factor de aprendizaje (0 ≤ ρ ≤ 1) que regula la velocidad del aprendizaje.
Un ejemplo de este tipo de algoritmo lo constituye la regla de aprendizaje del Per-
ceptro´n, utilizada en el entrenamiento de la red del mismo nombre que desarrollo´ Rosen-
blatt en 1958 [17]. Sin embargo, existen otros algoritmos ma´s evolucionados que e´ste,
que presenta algunas limitaciones, como el no considerar la magnitud del error global
cometido durante el proceso completo de aprendizaje de la red, considerando u´nicamente
los errores individuales (locales) correspondientes al aprendizaje de cada informacio´n por
separado.
Un algoritmo muy conocido que mejora el del Perceptro´n y permite un aprendizaje
ma´s ra´pido y un campo de aplicacio´n ma´s amplio es el propuesto por Widrow y Hoff en
1960, denominado regla delta o regla del mı´nimo error cuadrado (Least-Mean-Squared
Error), tambie´n conocida como regla de Widrow-Hoff. El cual se aplico´ en las redes
desarrolladas por los mismos autores, conocidas como Adaline, con una u´nica neurona
de salida, y Madaline (Multiple Adaline), con varias neuronas de salida.
Widrow y Hoff definieron una funcio´n que permit´ıa cuantificar el error global cometido
en cualquier momento durante el proceso de entrenamiento de la red, lo cual es impor-
tante, ya que cuanta ma´s informacio´n se tenga sobre el error cometido, ma´s ra´pido se
puede aprender.
Este error global se expresa de la siguiente forma:
Errorglobal =
1
2p
p∑
k=1
N∑
j=1
(ykj − dkj )2
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Siendo:
N : Nu´mero de neuronas de salida (en el caso de ADALINE N = 1).
p: Nu´mero de informaciones que debe aprender la red.
1
2
∑N
j=1(y
k
j − dkj )2 : El error cometido en el aprendizaje de la informacion k-e´sima.
Por tanto, de lo que se trata es de encontrar unos pesos para las conexiones de la red
que minimicen esta funcio´n de error. Para ello, el ajuste de los pesos de las conexiones de
la red se puede hacer de forma proporcional a la variacio´n relativa del error que se obtiene
al variar el peso correspondiente:
∆wji = k
∂(Errorglobal )
∂(wji)
Mediante este procedimiento, se llegan a obtener un conjunto de pesos con los que se
consigue minimizar el error medio.
Otro algoritmo de aprendizaje por correccio´n de error lo constituye el denominado
regla delta generalizada o algoritmo de retropropagacio´n del error (error back-
propagation), se trata de una generalizacio´n de la regla delta para aplicarla a redes con
conexiones hacia adelante (feedforward) con capas o niveles internos u ocultos de neu-
ronas que no tienen relacio´n con el exterior. Son redes con capa de entrada, capas ocultas
y capa de salida.
Estas redes multicapa pueden utilizarse en muchas ma´s aplicaciones que las ya cono-
cidas (Perceptro´n, Adaline y Madaline), pero su proceso de aprendizaje es mucho ma´s
lento, debido a que durante el mismo se debe explorar el espacio de posibles formas de
utilizacio´n de las neuronas de las capas ocultas, es decir, se debe establecer cua´l va a ser
su papel en el funcionamiento de la red.
Las bases de este nuevo me´todo de aprendizaje (al que Rumelhart, Hinton y Williams
llamaron backpropagation) fueron sentadas, por diferentes investigadores [40, 38, 36, 32]
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que propusieron soluciones al problema del entrenamiento de redes multicapa de forma
independiente y sin conocimiento de la existencia de otros trabajos paralelos.
Existe, tambie´n, una versio´n recurrente del algoritmo backpropagation que se suele
utilizar en redes multicapa que presentan conexiones recurrentes con el fin de que estas
redes aprendan la naturaleza temporal de algunos datos [46, 47, 45].
Para concluir con los algoritmos por correccio´n de error, hay que mencionar que tam-
bie´n se utilizan en algunas redes monocapa con conexiones laterales y autorrecurrentes
como es el caso de la red Brain-State-In-A-Box ( BSB ), introducida por Anderson,
Silverstein Ritz y Jones en 1977 [33]. Aunque en una primera fase el aprendizaje de esta
red es sin supervisio´n, se suelen refinar los valores de los pesos de las conexiones mediante
un aprendizaje por correccio´n de error basado en una adaptacio´n de la regla delta de
Widrow-Hoff.
Aprendizaje por Refuerzo Se trata de un aprendizaje supervisado, ma´s lento que el
anterior, que se basa en la idea de no disponer de un ejemplo completo del comportamiento
deseado, es decir, de no indicar durante el entrenamiento exactamente la salida que se
desea que proporcione la red ante una determinada entrada.
En el aprendizaje por refuerzo la funcio´n del supervisor se reduce a indicar mediante
una sen˜al de refuerzo si la salida obtenida en la red se ajusta a la deseada (e´xito = +1
o fracaso = -1), y en funcio´n de ello se ajustan los pesos basa´ndose en un mecanismo de
probabilidades. Se podr´ıa decir que en este tipo de aprendizaje, la funcio´n del supervisor
se asemeja ma´s a la de un cr´ıtico (que opina sobre la respuesta de la red) que a la de un
maestro (que indica a la red la respuesta concreta que debe generar), como ocurr´ıa en el
caso de supervisio´n por correccio´n de error.
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Un ejemplo de algoritmo por refuerzo lo constituye el presentado por Narendra y
Thathacher en 1974 [44] denominado Linear Reward-Penalty o LR-P (algoritmo lineal
con recompensa y penalizacio´n). Este algoritmo ha sido ampliado por Barto y Anandan,
quienes en 1985 [42] desarrollaron el denominado Associative Reward-Penalty o AR-P (al-
goritmo asociativo con recompensa y penalizacio´n), que se aplica en redes con conexiones
hacia adelante de dos capas cuyas neuronas de salida presentan una funcio´n de activacio´n
estoca´stica.
Otro algoritmo por refuerzo es el conocido como Adaptive Heuristic Critic, introduci-
do por Barto, Sutton y Anderson en 1983 [43], que se utiliza en redes feedforward de tres
capas especialmente disen˜adas para que una parte de la red sea capaz de generar un valor
interno de refuerzo que es aplicado a las neuronas de salida de la red.
Aprendizaje Estoca´stico Este tipo de aprendizaje consiste ba´sicamente en realizar
cambios aleatorios en los valores de los pesos de las conexiones de la red y evaluar su
efecto a partir del objetivo deseado y de distribuciones de probabilidad.
En el aprendizaje estoca´stico se suele hacer una analog´ıa en te´rminos termodina´micos,
asociando la red neuronal con un so´lido que tiene cierto estado energe´tico. En el caso de
la red, la energ´ıa de la misma representar´ıa el grado de estabilidad de la red, de tal forma
que el estado de mı´nima energ´ıa corresponder´ıa a una situacio´n en la que los pesos de las
conexiones consiguen que su funcionamiento sea el que ma´s se ajusta al objetivo deseado.
Segu´n lo anterior, el aprendizaje consistir´ıa en realizar un cambio aleatorio de los
valores de los pesos y determinar la energ´ıa de la red (habitualmente la funcio´n de energ´ıa
es una funcio´n denominada de Lyapunov). Si la energ´ıa es menor despue´s del cambio, es
decir, si el comportamiento de la red se acerca al deseado, se acepta el cambio. Si, por el
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contrario, la energ´ıa no es menor, se aceptar´ıa el cambio en funcio´n de una determinada
y preestablecida distribucio´n de probabilidades.
Una red conocida como ma´quina de Boltzmann utiliza este tipo de aprendizaje, ideada
por Hinton, Ackley y Sejnowski en 1984 [35], que lo combina con el aprendizaje Hebbiano
(se describira´ en el siguiente apartado) o con aprendizaje por correccio´n de error (co-
mo la regla delta). La red ma´quina de Boltzmann es una red con diferentes topolog´ıas
alternativas, pero siempre con unas neuronas ocultas que permiten, mediante un ajuste
probabil´ıstico, introducir un ruido que va decreciendo durante el proceso de aprendizaje
para escapar de los mı´nimos relativos (locales) de la funcio´n de energ´ıa favoreciendo la
bu´squeda del mı´nimo global.
El procedimiento de utilizar ruido para escapar de mı´nimos locales suele denominarse
simulated annealing (temple simulado) y su combinacio´n con la asignacio´n probabil´ısti-
ca mediante la capa oculta es lo que se conoce como aprendizaje estoca´stico. El te´rmino
simulated annealing proviene del s´ımil termodina´mico antes mencionado. La idea es ase-
mejar la red con un so´lido f´ısico que inicialmente presenta una alta temperatura (ruido)
y que se va enfriando gradualmente hasta alcanzar el equlibrio te´rmico (mı´nima energ´ıa).
Existe otra red basada en este tipo de aprendizaje, denominada Cauchy Machine,
desarrollada por Szu en 1986 [48], que es un refinamiento de la anterior y que utiliza un
procedimiento ma´s ra´pido de bu´squeda del mı´nimo global y una funcio´n de probabilidad
diferente (la distrubucio´n de probabilidad de Cauchy frente a la de Boltzmann, utilizada
en la red anterior).
Redes con Aprendizaje no Supervisado
Las redes con aprendizaje no supervisado (tambie´n conocido como auto-supervisado)
no requieren influencia externa para ajustar los pesos de las conexiones entre sus neuronas.
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La red no recibe ninguna informacio´n por parte del entorno que le indique si la salida
generada en respuesta a una determinada entrada es o no correcta; por ello, suele decirse
que estas redes son capaces de auto organizarse.
Estas redes deben encontrar las caracter´ısticas, regularidades, correlaciones o cate-
gor´ıas que se puedan establecer entre los datos que se presenten en su entrada. Puesto
que no hay un supervisor que indique a la red la respuesta que debe generar ante una
entrada concreta, cabr´ıa preguntarse precisamente por lo que´ la red genera en estos casos.
Existen varias posibilidades en cuanto a la interpretacio´n de la salida de estas redes, que
dependen de su estructura y del algoritmo de aprendizaje empleado.
En algunos casos, la salida representa el grado de familiaridad o similitud entre la
informacio´n que se le esta´ presentando en la entrada y las informaciones que se le han
mostrado hasta entonces (en el pasado). En otro caso, podr´ıa realizar una clusterizacio´n
(clustering) o establecimiento de categor´ıas, indicando la salida de la red a que´ categor´ıa
pertenece la informacio´n presentada a la entrada, siendo la propia red quien debe encon-
trar las categor´ıas apropiadas a partir de correlaciones entre las informaciones presentadas.
Una variacio´n de esta categorizacio´n es el prototipado. En este caso, la red obtiene ejem-
plares o prototipos representantes de las clases a las que pertenecen las informaciones de
entrada.
Tambie´n el aprendizaje sin supervisio´n permite realizar una codificacio´n de los datos
de entrada, generando a la salida una versio´n codificada de la entrada, con menos bits,
pero manteniendo la informacio´n relevante de los datos.
Finalmente, algunas redes con aprendizaje no supervisado, lo que realizan es un mapeo
de caracter´ısticas (feature mapping), obtenie´ndose en la neuronas de salida una disposicio´n
geome´trica que representa un mapa topogra´fico de las caracter´ısticas de los datos de
entrada. De tal forma que si se presentan a la red informaciones similares, siempre sera´n
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afectadas neuronas de salida pro´ximas entre s´ı, en la misma zona del mapa.
En cuanto a los algoritmos de aprendizaje no supervisado, en general se suelen con-
siderar dos tipos que dan lugar a los siguientes aprendizajes: Aprendizaje hebbiano y
Aprendizaje competitivo y cooperativo, de los cuales se describe u´nicamente al primero.
Aprendizaje Hebbiano Este tipo de aprendizaje se basa en el siguiente postulado
formulado por Donald 0. Hebb en 1949 [4]: Cuando un axo´n de una celda A esta´ sufi-
cientemente cerca como para conseguir excitar una celda B y repetida o persistentemente
toma parte en su activacio´n, algu´n proceso de crecimiento o cambio metabo´lico tiene lugar
en una o ambas celdas, de tal forma que la eficiencia de A, cuando la celda a activar es B,
aumenta. Por celda, Hebb entiende un conjunto de neuronas fuertemente conexionadas a
trave´s de una estructura compleja. La eficiencia podr´ıa identificarse con la intensidad o
magnitud de la conexio´n, es decir, que el aprendizaje hebbiano consiste ba´sicamente en el
ajuste de los pesos de las conexiones de acuerdo con la correlacio´n (multiplicacio´n en el
caso de valores binarios +l y -1) de los valores de activacio´n (salidas) de las dos neuronas
conectadas:
∆Wji = yi · yj
Esta expresio´n responde a la idea de Hebb, puesto que si las dos unidades son activas
(positivas), se produce un reforzamiento de la conexio´n. Por el contrario, cuando una es
activa y la otra pasiva (negativa), se produce un debilitamiento de la conexio´n. Se trata
de una regla de aprendizaje no supervisado, pues la modificacio´n de los pesos se realiza
en funcio´n de los estados (salidas) de las neuronas obtenidos tras la presentacio´n de cierto
est´ımulo (informacio´n de entrada a la red), sin tener en cuenta si se deseaba obtener o no
esos estados de activacio´n.
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Este tipo de aprendizaje fue empleado por Hopfield en la conocida red que lleva su
nombre (Red Hopfield), introducida en 1982 y muy extendida en la actualidad, debido
principalmente a la relativa facilidad en su implementacio´n en circuitos integrados VLSI.
2.4.4. Ventajas de las Redes Neuronales
Debido a su constitucio´n y a sus fundamentos, las redes neuronales artificiales pre-
sentan un gran nu´mero de caracter´ısticas semejantes a las del cerebro. Por ejemplo, son
capaces de aprender de la experiencia, de generalizar de casos anteriores a nuevos casos,
de abstraer caracter´ısticas esenciales a partir de entradas que representan informacio´n
irrelevante, etc. Esto hace que ofrezcan numerosas ventajas y que este tipo de tecnolog´ıa
se este´ aplicando en mu´ltiples a´reas. Estas ventajas incluyen [39]:
Aprendizaje adaptativo. Capacidad de aprender a realizar tareas basada en un en-
trenamiento o una experiencia inicial
Autoorganizacio´n. Una red neuronal puede crear su propia organizacio´n o repre-
sentacio´n de la informacio´n que recibe mediante una etapa de aprendizaje
Tolerancia a fallos. La destruccio´n parcial de una red conduce a una degradacio´n de
su estructura; sin embargo, algunas capacidades de la red se pueden retener, incluso
sufriendo un gran dan˜o
Operacio´n en tiempo real. Los computadores neuronales pueden ser realizados en
paralelo, y se disen˜an y fabrican ma´quinas con hardware especial para obtener esta
capacidad
Fa´cil insercio´n dentro de la tecnolog´ıa existente. Se pueden obtener chips espe-
cializados para redes neuronales que mejoran su capacidad en ciertas tareas. Ello
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facilitara´ la integracio´n modular en los sistemas existentes.
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Cap´ıtulo 3
REDES NEURONALES
CELULARES
En este cap´ıtulo se definen las redes neuronales celulares, se describen sus fundamentos
anal´ıticos y se incluyen los resultados existentes con relacio´n a ellas.
El cap´ıtulo esta organizado como sigue: en la seccio´n 3.1 se presenta la definicio´n y
rasgos principales de las redes neuronales celulares (RNC); en la seccio´n 3.2 se analiza
la estructura (arquitectura) de las RNC, se describen sus elementos y se da su ecuacio´n
dina´mica; en la seccio´n 3.3 se tratan las condiciones que permiten el disen˜o de las RNC y
se analiza su rango dina´mico; en la seccio´n 3.4 se presentan la definicio´n de la funcio´n de
Lyapunov para RNC y los teoremas que aseguran la estabilidad de las RNC.
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3.1. Definicio´n y Caracter´ısticas de Redes Neuronales
Celulares
En esta seccio´n se presenta un circuito con una nueva arquitectura, llamado red neu-
ronal celular, el cual posee algunos de los principales aspectos de las redes neuronales,
el cual tiene importantes aplicaciones potenciales en a´reas tales como procesamiento de
ima´genes y reconocimiento de patrones.
Definicio´n 3.1
Una Red Neuronal Celular (RNC) es un arreglo regular (rectangular, hexagonal,
etc.) de sistemas dina´micos ide´nticos llamados celdas las cuales satisfacen dos propiedades:
1) la mayor´ıa de las interacciones son locales dentro de un radio finito r
2) todos los valores de estado son sen˜ales continuas.
Algunos de los te´rminos ba´sicos usados en la teor´ıa de RNC son:
Celda base, o simplemente celda: es la unidad de procesamiento general de una
RNC. En teor´ıa y modelaje de circuitos se usa, en la mayor´ıa de los casos, una celda
de primer orden que consiste en un capacitor lineal, un resistor lineal, una fuente de
corriente constante y una fuente de corriente de voltaje controlado adicional (i.e. las
interacciones desde las celdas vecinas). La medida de voltaje en el capacitor lineal es
el valor del estado de la celda base. Cada celda tiene su propia entrada y su propia
salida, que es calculada a trave´s de las salidas caracter´ısticas de los valores de estado
Salida caracter´ıstica: la salida esta definida por una funcio´n general no lineal (en
la mayor´ıa de los casos del tipo sigmoide); conexio´n del estado de una celda simple
Capas de RNC: En su forma ma´s general una RNC es un arreglo tridimensional,
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pero puede ser interpretado como un arreglo de procesamiento bidimensional de
mu´ltiples capas
3.2. Arquitectura de Redes Neuronales Celulares
La unidad de circuito ba´sico de redes neuronales celulares es llamada una celda.
Esta contiene elementos de circuitos lineales y no lineales, los cuales generalmente son
capacitores lineales, resistores lineales, fuentes controladas lineales y no lineales y fuentes
independientes [7]. La estructura de redes neuronales celulares es similar a la del auto´mata
celular; a saber, cualquier celda en una red neuronal celular esta conectada so´lo a sus celdas
vecinas. Las celdas adyacentes pueden interactuar directamente unas con otras. Las celdas
que no esta´n conectadas directamente pueden afectarse unas a otras indirectamente a
causa de los efectos de propagacio´n de la dina´mica continua en el tiempo de las redes
neuronales celulares.
Se considera una red neuronal celular MxN , como una red que tiene MxN celdas
arregladas en M hileras y N columnas. Un ejemplo de una red neuronal celular de dos
dimensiones se muestra en la figura 8. Teo´ricamente, puede definirse una red neuronal
celular de cualquier dimensio´n, pero conviene concentrarse en el caso de dos dimensiones
debido a que se aplicara´ en problemas de procesamiento de ima´genes. Los resultados
pueden ser fa´cilmente generalizados a casos de ma´s dimensiones. Para representar a la
celda sobre el i-e´simo renglo´n y la j-e´sima columna se usa C(i, j). Ahora se define una
r-vecindad de C(i, j).
40
Definicio´n 3.2
La r-vecindad de una celda C(i, j), en una red neuronal celular esta´ definida por:
Nr(i, j) = {C(k, l) : max{| k − i |, | l − j |} ≤ r, 1 ≤ k ≤ m; 1 ≤ l ≤ n} (3.1)
donde r es un nu´mero entero positivo.
En la figura 9 se muestran 2 vecindades de las celdas centrales (las cua´les esta´n som-
breadas ), con r = 1 y r = 2, respectivamente. Usualmente a la 1-vecindad (r = 1) se le
llama una vecindad 3x3; a la 2-vecindad (r = 2), una vecindad 5x5; a la 3-vecindad (r = 3),
una vecindad 7x7, etc. Es fa´cil mostrar que el sistema de vencindades exhibe una propiedad
de simetr´ıa en el sentido siguiente si C(i, j) ∈ Nr(k, l), entonces C(k, l) ∈ Nr(i, j) para
toda C(i, j) y C(k, l) en una red neuronal celular.
Un ejemplo t´ıpico de una celda C(i, j) de una red neuronal celular aparece en la figura
10 donde los sub´ındices u, x e y denotan la entrada, estado y salida, respectivamente. El
nodo de voltaje vxij de C(i, j) es llamado el estado de la celda y su condicio´n inicial se
supone que tiene una magnitud menor o igual que 1. El nodo de voltaje vuij es llamado la
entrada de C(i, j) y se supone que es constante con magnitud menor o igual a 1. El nodo
de voltaje vyij es llamado la salida.
Observese en la figura 10 que cada celda C(i, j) contiene una fuente de voltaje in-
dependiente Eij, una fuente de corriente independiente I, un capacitor l´ıneal C, dos
resistores lineales Rx y Ry y a lo ma´s 2m fuentes de corriente de voltaje controla-
do las cuales esta´n acopladas a sus celdas vecinas por medio de la entrada de voltaje
controlado vukl, y la retroalimentacio´n del voltaje de salida vykl de cada celda vecina
C(k, l), donde m es el nu´mero de celdas vecinas. En particular, se tiene que Ixy(i, j; k, l) y
Ixu(i, j; k, l) son fuentes de corriente de voltaje controlado. Con las siguientes caracter´ısti-
cas: Ixy(i, j; k, l) = A(i, j; k, l)vykl e Ixu(i, j; k, l) = B(i, j; k, l)vukl, ∀C(k, l) ∈ Nr(i, j), la
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funcio´n de corriente de voltaje controlado Iyx = (I/Ry)f(vxij) es el u´nico elemento no
lineal en cada celda, es una fuente de corriente de voltaje controlado lineal por pedazos
con funcio´n caracter´ıstica f(v). Como se muestra en la figura 11.
Todas las fuentes controladas lineales y lineales por tramos usadas en la red neuronal
celular pueden ser realizadas fa´cilmente usando amplificadores operacionales (op amps)
[49],[50].
Sin pe´rdida de generalidad, la estructura del circuito celda de la figura 10 sera´ usado
a trave´s de este escrito.
Aplicando KCL y KVL, para 1 ≤ i ≤ M ; 1 ≤ j ≤ N , las ecuaciones del circuito de
una celda son fa´cilmente derivadas como sigue:
Ecuacio´n de Estado :
C
dvxij(t)
dt
=
−1
Rx
vxij(t) +
∑
C(k,l)∈Nr(i,j)
A(i, j; k.l)vykl(t) +
∑
C(k,l)∈Nr(i,j)
B(i, j; k, l)vukl + I
(3.2 a)
Ecuacio´n de Salida :
vyij(t) =
1
2
(| vxij(t) + 1 | − | vxij(t)− 1 |), (3.2 b)
Ecuacio´n de Entrada :
vuij = Eij, (3.2 c)
Condiciones de Restriccio´n :
| vxij(0) |≤ 1, (3.2 d)
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| vuij |≤ 1, (3.2 e)
Hipo´tesis sobre Para´metros :
A(i, j; k, l) = A(k, l; i, j), (3.2 f)
C > 0, Rx > 0. (3.2 g)
Notas:
3.2.1 Todas las celdas interiores de una red neuronal celular tienen la misma estructura
y elementos valorados (valores de elementos); la celda interior es aquella que tiene
(2r + 1)2 − 1 celdas vecinas, donde r se define en (3.1).
Todas las otras celdas son llamadas celdas frontera. Una red neuronal celular esta´ com-
pletamente caracterizada por el conjunto de ecuaciones diferenciales (3.2) asociadas con
las celdas en el circuito.
3.2.2 Cada celda de una red neuronal celular tiene a lo ma´s 3 nodos. Algunas veces
elegimos Eij = 0 si B(i, j; k, l) = 0 para todas las celdas en una red neuronal celular. En
este caso, hay so´lo dos nodos en una celda circuito. Ya que todas las celdas tienen los
mismos datos (# de nodos) y todos los elementos de circuitos son de voltaje controlado,
nuestra red neuronal celular esta´ idealmente situada para ana´lisis nodal. Es ma´s, ya que
las interacciones son locales, la matriz asociada a la ecuacio´n de nodos es extremadamente
escasa para circuitos grandes.
3.2.3 La dina´mica de una red neuronal celular tiene salida retroalimentada y mecanis-
mo de control de entrada. Los efectos de la salida retroalimentada dependen del para´metro
interactivo A(i, j; k, l) y los efectos del control de entrada de B(i, j; k, l). Consecuente-
mente, es instructivo, algunas veces referirse a A(i, j; k, l) como operador de control. Los
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supuestos en (3.2f) son razonables debido a la propiedad de simetr´ıa del sistema de vecin-
dades.
3.2.4 Los valores de los elementos del circuito pueden elegirse convenientemente en la
pra´ctica. Rx y Ry determinan la potencia disipada en el circuito y se eligen usualmente
de manera que este´n entre 1 KΩ y 1M Ω. CRx es la constante de tiempo de la dina´mica
del circuito y usualmente se elige entre 10 −8 - 10−5 s.
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3.2.1. Rango Dina´mico de Redes Neuronales Celulares
Antes de disen˜ar una red neuronal celular f´ısica, es necesario conocer su rango dina´mi-
co para garantizar que satisface los supuestos en la ecuacio´n dina´mica estipulada en la
seccio´n precedente. El siguiente teorema da los fundamentos para el disen˜o de la red.
Teorema 3.3.1
Todos los estados vxij de las celdas en una red neuronal celular esta´n acotados para
todo tiempo t > 0 y la cota vmax puede calcularse por la siguiente fo´rmula para cualquier
red neuronal celular:
vmax= 1 +Rx | I | + Rx ma´x
1< i < m,1< j < n
 ∑
C(k,l) ∈ Nr(i,j)
(| A(i, j; k, l) | + | B(i, j; k, l) | )

(3.3)
Para cualquier red neuronal celular, los para´metros Rx, C, I, A(i, j; k, l) y B(i, j; k, l)
son constantes finitas, por lo tanto la cota sobre el estado de las celdas vmax , es finita y
puede calcularse usando la fo´rmula (3.3).
Observacio´n:
En el disen˜o del circuito real, es conveniente elegir la escala de los para´metros de
manera tal que se satisfagan las condiciones siguientes:
Rx | I |∼= 1, Rx | A(i, j; k, l) |∼= 1 y Rx | B(i, j; k, l) |∼= 1, ∀i,j,k,l (3.4)
Entonces se estima fa´cilmente la cota superior del rango dina´mico de nuestra red
neuronal celular 3x3, podemos tener vmax ∼= 20 V, lo cual esta´ dentro del suministro de
potencia t´ıpico del rango de voltaje de circuitos IC.
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3.2.2. Estabilidad de Redes Neuronales Celulares
¿Co´mo podemos garantizar la convergencia de redes neuronales celulares? ¿Cua´les son
las condiciones o restricciones para que tal convergencia sea posible? En esta seccio´n se
discute la propiedad de convergencia y los problemas relacionados para redes neuronales
celulares.
Una de las te´cnicas ma´s efectivas para analizar las propiedades de convergencia de
circuitos dina´micos no lineales es el me´todo de Lyapunov. Entonces, primero se define
una funcio´n de Lyapunov para redes neuronales celulares.
Definicio´n 3.3
Se define la Funcio´n de Lyapunov, E(t) de una red neuronal celular como la funcio´n
escalar
E (t) = −1
2
∑
(i,j)
∑
(k,l)
A(i, j; k, l)vyij (t) vykl (t) +
1
2Rx
∑
(i,j)
vyij (t)
2
-
∑
(i,j)
∑
(k,l)
B(i, j; k, l)vyij (t) vukl -
∑
(i,j)
Ivyij (t) (3.5)
Observaciones:
3.4.1 Obse´rvese que la funcio´n de Lyapunov dada por (3.5) es solo una funcio´n de
los voltajes de entrada vu, y de salida vy del circuito. Aunque esta no contiene
la informacio´n completa contenida en las variables de estado vxij, sin embargo, podemos
derivar las propiedades de estado estable de las variables de estado de las propiedades de
E(t).
3.4.2 La funcio´n de Lyapunov definida arriba, puede interpretarse como “la energ´ıa
generalizada” de una red neuronal celular, aunque el significado exacto f´ısico no es muy
claro. Como los siguientes teoremas lo mostrara´n, E(t) siempre converge a un mı´nimo
local, donde la red neuronal celular produce la salida deseada.
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El siguiente teorema muestra que E(t) es acotada.
Teorema 3.4.1
La funcio´n definida en (3.5) esta´ acotada por:
Maxt | E(t) |≤ Emax (3.6)
Emax=
1
2
∑
(i,j)
∑
(k,l)
| A(i, j; k, l) | +
∑
(i,j)
∑
(k,l)
| B(i, j; k, l) | +MN
(
1
2Rx
+ | I |
)
(3.7)
para una red neuronal celular MxN .
Teorema 3.4.2
La funcio´n escalar E(t) definida en (3.5) es una funcio´n mono´tona decreciente, esto
es:
d
dt
E(t) ≤ 0 (3.8)
Observaciones:
3.4.3 Para ana´lisis futuros ( corolario del teorema 3.4.3), es conveniente escribir d
dt
E(t)
como sigue:
d
dt
E(t) = −
∑
|vxij |<1
C
[
d
dt
vxij(t)
]2
=
∑
|vyij |<1
−C
[
d
dt
vyij(t)
]2
= −
∑
(i,j)
C
[
d
dt
vyij(t)
]2
≤ 0
(3.9)
3.4.4 En la prueba del teorema anterior, se asume que vyij = f(vxij) es una funcio´n
lineal por pedazos y se ha definido su derivada en los puntos de ruptura. En cualquier
implementacio´n hardware (e.g. VLSI), vyij = f(vxij) es una funcio´n suave en el sentido
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que es continuamente diferenciable. Afortunadamente, se puede probar que el teorema
3.4.2 sigue siendo va´lido para cualquier funcio´n sigmoidal que satisfaga la condicio´n.
d
dVxij
vyij(t) ≥ 0. Para probar esto simplemente reemplace la segunda expresio´n en la
funcio´n de Lyapunov en (3.5) por:
1
Rx
∑
(i,j)
∫ vyij(t)
0
f−1(v)dv (3.10)
y diferenciando directamente E(t) para obtener
d
dt
E(t) = −
∑
(i,j)
C
d
dvxij
vyij(t)
[
d
dt
vxij(t)
]2
≤ 0 (3.11)
De los teoremas 3.4.1 y 3.4.2, puede probarse fa´cilmente el siguiente resultado.
Teorema 3.4.3
Para cualquier entrada vu y cualquier estado inicial vx de una red neuronal celular, se
cumple:
Limt→∞E(t) = constante (3.12)
Limt→∞
d
dt
E(t) = 0 (3.13)
Corolario:
Despue´s que el estado transitorio de una red neuronal celular haya deca´ıdo a cero, se
obtiene una salida constante. En otras palabras, se tiene que:
Limt→∞vyij(t) = constante, 1 ≤ i ≤ M ; 1 ≤ j ≤ N (3.14)
48
Limt→∞
d
dt
vyij(t) = 0, 1 ≤ i ≤ M ; 1 ≤ j ≤ N . (3.15)
En seguida, se investiga el comportamiento de estado estable de redes neuronales
celulares. Se sigue de la prueba del teorema 3.4.2 y de la funcio´n caracter´ıstica de salida
lineal por pedazos (3,2b) que bajo la condicio´n d
dt
E(t) = 0, hay tres casos posibles para
el estado de una celda cuando t tiende a infinito:
caso1:
dvxij(t)
dt
= 0 y | vxij(t) |< 1 (3.16)
caso 2:
dvxij(t)
dt
= 0 y | vxij(t) |≥ 1 (3.17)
caso 3:
dvxij(t)
dt
6= 0 y | vxij(t) |≥ 1 (3.18)
Es claro que vyij(t) = vxij(t) si consideramos la figura 3.4 cuando | vxij(t) |< 1, y
entonces
dvyij(t)
dt
=
dvxij(t)
dt
. Del teorema 3.4.3 y su corolario se sigue el caso 1. Pero para
| vxij(t) |> 1 puesto que vyij(t) 6= vxij(t), donde vyij(t) = ±1 es una constante, no tenemos
la forma precisa de onda de vxij(t). En el caso donde vxij(t) es una constante, tenemos
el caso 2. De otra manera, aplica el caso 3 y vxij(t) puede ser una funcio´n del tiempo
perio´dica o no, pero acotada, en vista del teorema 3.4.1.
¿Es posible que coexistan los 3 casos entre las diferentes variables de estado cuando
una red neuronal celular esta´ en su estado estable, o puede existir so´lo uno o dos de los 3
casos? Se asegura que so´lo el caso 2 puede existir para toda vxij en el estado estable
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bajo un supuesto de´bil (suave) sobre el rango de los para´metros del circuito A(i, j; k, l)
y Rx.
Para probalo se reescribe la ecuacio´n de la celda (3.2) como sigue:
C
dvxij(t)
dt
= −f(vxij(t)) + g(t) (3.19)
donde
f(vxij(t)) = (−0.5)A(i, , j; i, j)(| vxij(t) + 1 | − | vxij(t)− 1 |)+
1
Rx
vxij(t) (3.20)
y
g(t) =
∑
C(k,l) ∈ Nr(i,j), C(k,l) 6= C(i,j)
(A(i, .j; k, l)vykl(t) + B(i, .j; k, l)vukl(t) ) + I. (3.21)
Luego se hacen algunas restricciones sobre la funcio´n f en (3.20). Suponiendo por
conveniencia que A(i, j; k, l) > 1/Rx y sin perder generalidad, sea A(i, j; i, j) = 2, Rx = 1
y C = 1, en el siguiente ana´lisis. Entonces f(vxij) es la funcio´n caracter´ıstica mostrada
en la figura 12.
Considerando el circuito equivalente a una celda en una red neuronal celular que se
muestra en la figura 13.
Existen solamente 3 elementos en el circuito; un capacitor lineal con capacitancia C
positiva, un resistor de voltaje controlado lineal por tramos (pedazos) con su conduccio´n
caracter´ıstica i
R
= f(vr) ( f es la misma funcio´n de la figura 12 ), y una fuente de
corriente independiente variable en el tiempo cuya salida esta dada por g(t). Los dos
circuitos en las figuras 10 y 13 son equivalentes porque ambos esta´n descritos por (3.19)
la cual reescribimos por simplicidad como sigue:
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dv(t)
dt
= −f(v(t)) + g(t) = F (v, t) (3.22)
para g(t) = 0, los puntos de equilibrio y la ruta dina´mica [49], [50] del circuito
equivalente se muestran en la figura 14a. Existen 3 puntos de equilibrio en este circuito,
uno de ellos, v = 0 es inestable denotado por un circulo; los otros dos, v = −2 y v = 2,
son estables y se denotan por puntos so´lidos. El punto de equilibrio inestable nunca se
observa en circuitos electro´nicos f´ısicos, a causa de su inevitable ruido te´rmico. Por
consiguiente, despue´s de su estado transitorio y dependiendo del estado inicial, el circuito
siempre se aproximara´ a uno de sus puntos de equilibrio estable y permanecera´ ah´ı despue´s
de eso. Por ejemplo, si el estado inicial del circuito es v = 0.5, entonces el estado estable
sera´ observado en el punto de equilibrio v = 2; pero si el estado inicial del circuito es
v = −0.5, entonces el estado estable se observara en el punto de equilibrio estable v = −2.
Si g(t) =una constante diferente de cero, se tienen seis casos del comportamiento
dina´mico del circuito equivalente mostrados en las figuras 14(b) -14(g). Para los casos
en la figura 14(b) y 14(c) hay tambie´n 3 puntos de equilibrio; uno de ellos es inestable,
mientras los otros dos son estables. Para los casos en las figuras 14(d) y 14(e), hay dos
puntos de equilibrio; uno es inestable y el otro es estable. Para la ruta dina´mica en las
figuras 14(f) y 14(g), existe solamente un punto de equilibrio para el circuito, y este es
estable. Observe que todos los puntos de equilibrio estables corresponden a las 7 rutas
dina´micas con el circuito equivalente a una celda en una red neuronal celular comparten
la propiedad comu´n |v| > 1.
Volviendo ahora al circuito ba´sico de una celda de una red neuronal celular, ya que
g(t) es una funcio´n solo de las salidas vykl(t) y las entradas vukl de la vecindad de una
celda, se sigue del resultado del teorema (3.4.3) que todas las salidas de estado estable
de la red neuronal celular son constantes. Entonces, despue´s del estado transitorio
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inicial el supuesto g(t) = constante es va´lido para el estudio del comportamiento de
estado estable de una red neuronal celular.
En las figuras 14(a)-14(g) se muestran las rutas dina´micas y los puntos de equilibrio
del circuito equivalente para diferentes valores de g (t).
Las observaciones anteriores se resumen en el siguiente teorema.
Teorema 3.4.4
Si los para´metros del circuito satisfacen la condicio´n
A(i, j; i, j) >
1
Rx
. (3.23)
Entonces cada celda de la red neuronal celular debe situarse en un punto de
equilibrio estable despue´s que su estado transitorio haya deca´ıdo a cero. Ma´s aun, la
magnitud de todos los puntos de equilibrio estables es mayor que 1. En otras palabras,
se tienen las siguientes propiedades:
Limt→∞ | vxij(t) |> 1, 1 ≤ i ≤ M ; 1 ≤ j ≤ N (3.24)
Limt→∞ | vyij(t) |= ± 1, 1 ≤ i ≤ M ; 1 ≤ j ≤ N (3.25)
Observaciones:
3.4.5 El teorema anterior es significativo para redes neuronales celulares porque im-
plica que el circuito no oscila ni se vuelve cao´tico [11], [12].
3.4.6 El teorema 3.4.4 asegura que las salidas de la red neuronal celular tiene valores
binarios. Esta propiedad es crucial para resolver problema de clasificacio´n en
aplicaciones de procesamiento de ima´genes [13].
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3.4.7 Es posible mostrar por la misma te´cnica que sin la restriccio´n dada en (3.23)
ambos casos 1 y 2 pueden coexistir pero no el caso 3. Esto implica que la observacio´n
3.4.5 es verdadera aun sin la condicio´n (3.23).
3.4.8 Ya que A(i, j; i, j) corresponde a la retroalimentacio´n de la salida de la celda
C(i, j) a su entrada, la condicio´n (3.23) estipula una cantidad mı´nima de retroalimentacio´n
de la salida de la celda C(i, j) a su entrada, la condicio´n (3.23) estipula una cantidad
mı´nima de retroalimentacio´n positiva para garantizar que la salida en estado estable de
cada celda es + 1 o -1. Note que esta condicio´n siempre es violada en la red neuronal de
Hopfield ya que los coeficientes de acoplamiento diagonal se supone que sean cero. Para
garantizar salidas binarias en la red de Hopfield, es necesario elegir un slope infinito [61] en
la regio´n lineal de la funcio´n no lineal f de la figura 11. En contraste, el correspondiente
slope (pendiente) en una red neuronal celular se elige siempre igual a uno.
Definicio´n 3.4
Para cualquier planilla clonada T , la cual define la regla dina´mica del circuito de la
celda, el operador convolucio´n ∗ se define por:
T ∗ vij =
∑
C(k,l)∈Nr(i,j)
T (k − i, l − j)vkl (3.26)
Donde T (m,n) denota la entrada en el m-e´simo renglo´n y n-e´sima columna de la
planilla clonada, m = -1, 0, 1 y n = -1, 0, 1, respectivamente.
Note que en la definicio´n anterior se supone que A(i, j; k, l) es independiente de i
y de j para esta red neuronal celular. Esta propiedad se dice que es invariante en el
espacio, lo que implica que A(i, j; k, l) puede expresarse como C(k − i, l − j). A menos
que se especifique lo contrario, se considera que todas las redes neuronales celulares son
invariantes en el espacio. Esta propiedad permite especificar la regla dina´mica de redes
neuronales celulares usando planillas (clonadas).
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Definicio´n 3.5
El estado de equilibrio estable (v∗xij) de una celda t´ıpica de una red neuronal
celular se define como la variable de estado vxij de la celda C(i, j), la cual satisface
d
dt
vxij(t) |vxij =v∗xij= 0 y | v
∗
xij(t) |> 1 (3.27)
Bajo el supuesto de que vykl = ±1 para todas las celdas vecinas C(k, l) ∈ Nr(i, j).
Comentario:
La definicio´n 3.5 vale para cualquier combinacio´n asumida de vykl = ±1, y por
consiguiente, puede no representar un componente actual de un estado de equilibrio
estable del circuito total.
Definicio´n 3.6
Un punto de equilibrio estable del sistema de una red neuronal celular se
define como el vector de estado con todos sus componentes consistentes de estados de
equilibrio estables de celda.
De las definiciones anteriores se sigue que una red neuronal celular esta´ siempre en uno
de sus puntos de equilibrio estable del sistema despue´s que su estado transitorio ha deca´ıdo
a cero. Desde el punto de vista de la teor´ıa de sistemas dina´micos, el estado transitorio
de una red neuronal celular es simplemente la trayectoria que empieza en algu´n estado
inicial y termina en un punto de equilibrio del sistema. Ya que los puntos de equilibrio
estables del sistema de una red neuronal celular, como se define en la definicio´n 3.6, es
un punto l´ımite de un conjunto de trayectorias de las correspondientes ecuaciones
diferenciales (3.2). Tales puntos l´ımites tienen una cuenca de atraccio´n, a saber, la
unio´n de todas las trayectorias que convergen a ese punto. Por consiguiente,
el espacio estado de una red neuronal celular puede ser dividida en un conjunto de
regiones centradas en los puntos de equilibrio estables del sistema.
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Generalmente, una red neuronal celular procesa sen˜ales mapea´ndolas desde un
espacio de sen˜ales en otro. En este caso, la red neuronal celular puede ser usada para
mapear un estado inicial de un sistema en cualquiera de los distintos puntos de
equilibrio del sistema. Si consideramos el espacio de estado inicial como [−1.0, 1.0]MxN ,
y el espacio de salidas como {−1, 1}MxN , luego el mapeo dina´mico F , puede definirse como
F : [−1.0, 1.0]MxN −→ {−1, 1}MxN . (3.28)
Esto significa que el mapeo puede ser usado para dividir un espacio de sen˜ales
continuas en varias regiones de atraccio´n de los puntos de equilibrio estables del sistema
v´ıa un proceso dina´mico. Esta propiedad puede ser explotada en el disen˜o de memoria
asociativa, co´digos de correccio´n de error y sistemas tolerantes a fallas.
En general, el conjunto l´ımite de un sistema no lineal complejo, es muy dif´ıcil, si no
imposible de determinar, ya sea anal´ıticamente o nume´ricamente, aunque para circuitos
lineales por pedazos es posible encontrar todas las soluciones (dc) usando algoritmos
de fuerza bruta [55] o algunos mas eficientes, esto puede no ocurrir si el sistema es muy
grande o se consume mucho tiempo. Para la red neuronal celular, en vista de la propiedad
interactiva entre vecinas cercanas, se puede resolver para todos los puntos de equilibrio
del sistema determinando, primero, los estados de equilibrio estables de cada celda
y entonces usar la regla interactiva entre vecinas para encontrar los correspondientes
puntos de equilibrio del sistema.
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Cap´ıtulo 4
DISEN˜O PARA REDES
NEURONALES BASADO EN EL
ALGORITMO DEL PERCEPTRO´N
El cap´ıtulo se organiza de la siguiente manera: en la seccio´n 4.1, se presentan los an-
tecedentes del problema y la ecuacio´n dina´mica de la red neuronal a disen˜ar as´ı como tam-
bie´n la terminolog´ıa usada; en la seccio´n 4.2, se introducen los preliminares concernientes
al algoritmo de entrenamiento del perceptro´n y su teorema de convergencia.
El resto del cap´ıtulo se organiza como sigue: en la seccio´n 4.3 se desarrolla un nuevo al-
goritmo de disen˜o para memorias asociativas basado en el algoritmo de entrenamiento del
perceptro´n; en la seccio´n 4.4, se establecen los resultados concernientes a las propiedades
de la red neuronal con restricciones sobre los elementos de la diagonal de la matriz de
conexio´n y concernientes a la existencia de tal red; en la seccio´n 4.5 se presentan los al-
goritmos disen˜ados para redes neuronales con restricciones de conectividad (simetr´ıa y/o
escasez).
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En este cap´ıtulo se desarrolla un nuevo enfoque de disen˜o para memorias asociativas
basado en el algoritmo de entrenamiento del perceptro´n [16] y [15]. El problema de disen˜o
de redes neuronales retroalimentadas para memorias asociativas se formula como un con-
junto de desigualdades tales que el uso del entrenamiento del perceptro´n es evidente. El
entrenamiento del perceptro´n en el disen˜o de algoritmos garantiza su convergencia.
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4.1. Antecedentes
Las redes neuronales retroalimentadas conectadas completamente de capa simple son
un caso especial de sistemas dina´micos no lineales dotados con algunos puntos de equilibrio
asinto´ticamente estables (memorias estables) as´ı como tambie´n de equilibrios inestables. El
estudio de tales sistemas ha sido de intere´s en an˜os recientes. Estos ana´lisis tienen que ver
con el ana´lisis cualitativo de tales sistemas (redes neuronales) y el disen˜o de metodolog´ıas
para dichas redes. El estudio de redes neuronales retroalimentadas escasamente conectadas
tambie´n ha sido de intere´s.
En este cap´ıtulo se considera la realizacio´n de memorias asociativas por medio de
una clase de red neuronal (el Perceptro´n). El objetivo de memorias asociativas es alma-
cenar un conjunto de patrones deseados como memorias estables, tales que, un patro´n
almacenado pueda ser recuperado cuando el patro´n de entrada (o patro´n inicial) con-
tiene suficiente informacio´n acerca del patro´n almacenado. En la pra´ctica los patrones
de memoria deseados son representados usualmente por vectores bipolares (o vectores
binarios).
En la literatura hay disponibles varios me´todos de disen˜o muy conocidos incluyendo
el me´todo del producto externo [26], la regla de aprendizaje de proyeccio´n [63], [64];
y el me´todo de eigen-estructura [51, 57, 59]. El me´todo de producto externo requiere
que los patrones deseados sean mutuamente ortogonales para que los datos (patrones
deseados) sean almacenados en la red. La regla de aprendizaje de proyeccio´n no requiere
que los patrones prototipo sean mutuamente ortogonales; pero este me´todo no puede
garantizar que el equilibrio correspondiente a una memoria deseada sea asinto´ticamente
estable. El me´todo de valores propios parece ser el ma´s efectivo. Este puede garantizar que
cualquier conjunto de patrones (vectores) bipolares almacenados como memorias estables
corresponden a equilibrios asinto´ticamente estables de la red neuronal sin que necesiten
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ser mutuamente ortogonales. El me´todo de eigen-estructura o valores propios ha sido
generalizado para el disen˜o de redes con restricciones predeterminadas sobre la estructura
de interconexiones [56]. En estos me´todos de disen˜o, se formula un conjunto de ecuaciones
lineales que se resuelve para el disen˜o de la red. En metodolog´ıas de disen˜o avanzados [21]
y [22], se formula un conjunto de desigualdades lineales y se resuelve por el me´todo de
mı´nimo cuadrado (error mı´nimo cuadrado o´ptimo MSE ) usando el me´todo de Ho-Kashyap
[37]. En el me´todo desarrollado en [53] se formula y resuelve un conjunto de desigualdades
lineales usando te´cnicas de optimizacio´n. En el me´todo presentado en [65], el conjunto de
desigualdades se resuelve usando programacio´n lineal.
En este cap´ıtulo se disen˜a una red neuronal con retroalimentacio´n para trabajos de
memoria asociativa basa´ndose en el algoritmo de entrenamiento de perceptrones. Este
disen˜o se desarrolla formulando y resolviendo un conjunto de desigualdades lineales. Las
desigualdades se resuelven entrenando un conjunto de perceptrones para obtener la ma-
triz de conexio´n, y el entrenamiento de perceptrones garantiza la convergencia de la red
neuronal (del algoritmo) disen˜ada sin restricciones en la matriz de conexio´n. Se establecen
condiciones sobre las cuales existen soluciones y se proporcionan los algoritmos para redes
con restricciones de simetr´ıa y/o escasez sobre la matriz de conexio´n y con restricciones
sobre los elementos en la diagonal de la matriz de conexio´n.
Red Neuronal con Retroalimentacio´n
La clase de redes neuronales considerada en este trabajo esta descrita por las siguientes
ecuaciones:
x˙ = −Ax+ Tsat(x) + I (4.1)
y = sat(x)
donde x ∈ <n es el vector de estado, x˙ denota la derivada de x con respecto al tiem-
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po t, y ∈ Dn = {x ∈ <n : −1 ≤ xi ≤ 1, i = 1, 2, 3, ..., n}, es el vector de sali-
da, A = diag[a1 , a2 , ..., an] con ai > 0 para i = 1,2, ... , n, T = [Tij] ∈ <nxn es la
matriz coeficiente (matriz de conexio´n ), I = [I1, I2, ..., In]
t ∈ <n es el vector bias y
sat(x) = [sat(x1), sat(x2), ..., sat(xn)]
t representa la funcio´n de activacio´n, donde sat(x)
se define como:
sat(xi) =

1, xi > 1
xi, − 1 ≤ xi ≤ 1
−1, xi < −1
 (4.2)
se supone que el estado inicial de (4.1) satisface | xi(0) |≤ 1 para i = 1,2, ... ,n. El sistema
(4.1) es una variante del modelo analo´gico de Hopfield [27] con funcio´n de activacio´n
sat(x). Hay que aclarar que la red descrita por el sistema 4.1 no es una red neuronal
celular.
El problema de disen˜o de la red neuronal (4.1) para memorias asociativas sera´ formu-
lado de manera tal que el uso de perceptrones resulte evidente.
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4.2. Preliminares
En esta seccio´n se introducen los preliminares necesarios para lograr el disen˜o de la red
neuronal deseada, incluyendo el algoritmo de entrenamiento del perceptro´n y su teorema
de convergencia. Un nu´mero de diferentes tipos de perceptrones se describen en [30] y
[18]. El que sera´ utilizado esta´ descrito por:
z = sgn(Wu) (4.3)
donde u = [u1, u2, ..., un]
t, W = [w1, w2, ..., wn, θ], y
sgn(`) =
 1, ` ≥ 0−1, ` < 0
 (4.4)
Este perceptro´n simple puede realizar clasificacio´n de patrones (entre dos clases deno-
tadas por X1 y X2). El vector de pesos W puede obtenerse por el siguiente algoritmo.
Algoritmo de entrenamiento del perceptro´n:
Dados m patrones de entrenamiento αk, k = 1, 2, ...,m, los cuales se sabe pertenecen
a las clases X1 (correspondiente a z = 1) o X2 (correspondiente a z = −1), el vector de
pesos W puede obtenerse por el siguiente algoritmo:
1) Inicializar el vector de pesos W (`), para ` = 0.
2) Para ` = 0, 1, 2, ...
a) si W (`)u(`) ≥ 0 y u(`) ∈ X2, entonces se actualiza W por
W (`+ 1) = W (`)− ρu(`);
b) si W (`)u(`) < 0 y u(`) ∈ X1, entonces se actualiza W por
W (`+ 1) = W (`) + ρu(`);
c) de otra forma, W (`+ 1) = W (`), donde u(`) = αk, para 1 ≤ k ≤ m,
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y ρ > 0 es la razo´n de aprendizaje del perceptro´n.
3) Parar el entrenamiento cuando no sean necesarias ma´s actualizaciones del vector de
pesos W , es decir, el entrenamiento termina cuando todos los patrones de entrenamiento
puedan ser correctamente clasificados por W .
El siguiente resultado es muy conocido [30].
Teorema 4.1 (de convergencia del algoritmo del perceptro´n):
El algoritmo de entrenamiento del perceptro´n converge si y so´lo si X1 y X2 son lineal-
mente separables.
Comentario: No´tese que se puede continuar el entrenamiento del perceptro´n hasta
que el vector de pesos W obtenido sea tal que
Wαk > 0 si αk ∈ X1 y
Wαk < 0 si αk ∈ X2 para k = 1, 2, ...,m.
Este algoritmo sera´ usado para el disen˜o de redes neuronales con retroalimentacio´n
para realizar memorias asociativas [61].
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4.3. Un Nuevo Algoritmo de Disen˜o
Definicio´n 4.3.1
Un punto de equilibrio xe del sistema (4.1) es asinto´ticamente estable si:
1) xe es estable en el sentido de Lyapunov, es decir, si ∀ε > 0 existe δ = ∂(ε) tal
que ‖x(t)− xe‖ < ε ∀t ≥ 0, cuando ‖x(0)− xe‖ < ∂ (‖·‖ denota cualquier norma
vectorial).
2) xe es un atractor local; es decir, si x(t) → xe cuando t → ∞ y x(0) ∈ D(xe),
donde D(xe) es una vecindad abierta en <n que contiene a xe.
El conjunto ma´s grande D(xe) para el cual la propiedad precedente es verdadera es
llamado dominio de atraccio´n o regio´n de atraccio´n de xe.
Definicio´n 4.3.2
Un vector α sera´ llamado un vector de memoria estable o simplemente una memo-
ria del sistema (4.1) si α = sat(β) y β es un punto de equilibrio asinto´ticamente estable
del sistema (4.1).
Se utiliza Bn para denotar el conjunto de vectores bipolares n-dimensionales, esto es:
Bn = { x ∈ <n : xi = 1 o xi = −1, i = 1, 2, 3, ..., n}. (4.5)
A Bn tambie´n se le conoce como hipercubo [52].
Definicio´n 4.3.3
Para α = [α1, α2, ..., αn]
t ∈ Bn se define la clase de α, C (α) como:
C (α) = { x ∈ <n : xiαi > 1, i = 1, 2, 3, ..., n}. (4.6)
Un resultado para memorias bipolares establecido en [53] y [55] enuncia el siguiente lema:
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Lema 4.3.1
si α ∈ Bn y si
β = A−1(Tα + I) ∈ C (α) (4.7)
entonces (α,β) es un par que consta de un vector de memoria estable y un punto de
equilibrio asinto´ticamente estable de (4.1).
Para α ∈ Bn y x ∈ C (α) la primera ecuacio´n de (4.1) puede ser escrita como:
x˙ = −Ax+ Tsat(α) + I (4.8)
El sistema (4.8) tiene un u´nico punto de equilibrio en xe = A
−1(Tα + I) y
xe = β ∈ C (α) por hipo´tesis. Claramente este equilibrio es asinto´ticamente estable,
ya que en el sistema (4.8) todos los eigen valores λi de −A son negativos porque los de A
son positivos λi (A) = ai > 0.
El siguiente problema de s´ıntesis concierne al disen˜o de la red neuronal determinada
por el conjunto de ecuaciones (4.1) para usar memorias asociativas.
Problema de Disen˜o (S´ıntesis):
Dados m vectores α1, α2, ... , αm en Bn, elegir {A, T, I} de manera que:
1) α1, α2, ... , αm sean vectores de memoria estable del sistema (4.1)
2) El sistema no tenga soluciones cao´ticas ni oscilatorias
3) El nu´mero total de vectores de memoria espurios, es decir, vectores de memoria no
deseados, sea lo ma´s pequen˜o posible, y el dominio de atraccio´n de cada memoria deseada
sea lo ma´s grande posible.
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El punto 1) del problema de s´ıntesis puede garantizarse eligiendo {A, T, I} tal que
cualquier αi satisfaga la condicio´n (4.7) del lema 4.3.1.
El punto 2) puede conseguirse disen˜ando una red neuronal con matriz de conexio´n
sime´trica T , lo cual sera´ tratado en la seccio´n 4.5. El punto 3) puede asegurarse par-
cialmente restringiendo los elementos de la diagonal de la matriz de conexio´n que se
discutira´ en la seccio´n 4.4.
Se mostrara´ que el problema de s´ıntesis puede resolverse aplicando el algoritmo de
entrenamiento del perceptro´n resumido en la seccio´n 4.2.
Para resolver el problema de s´ıntesis, es necesario determinar A, T e I de (4.3) con
i = 1, 2, .., n, k = 1, 2, ...,m, con α = αk, i.e., uno necesita determinar A,T e I de forma
tal que
A−1
(
T (αk + I)
) ∈ C (α) . (4.9)
La condicio´n (4.9) puede escribirse equivalentemente como:
Tiα
k + Ii > ai si α
k
i = 1 y Tiα
k + Ii < −ai si αki = −1 (4.10)
donde Ti representa el i-e´simo renglo´n de T, Ii denota el i-e´simo elemento de I y α
k
i es
la i-e´sima entrada de αk. De la expresio´n anterior (4.10), o equivalentemente, de (4.9) se
puede obtener ahora el algoritmo de s´ıntesis (algoritmo de disen˜o) basado en el algoritmo
de entrenamiento del perceptro´n.
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Algoritmo de disen˜o 4.3.1 :
Usando el algoritmo de entrenamiento del perceptro´n, obtener n vectores de pesos
(para n perceptrones) W i = [wi1, w
i
2, ...., w
i
n+1], para i = 1, 2, ..., n, tal que:
W iα¯k ≥ 0 si αki = 1 y W iα¯k < 0 si αki = −1 (4.11)
donde α¯k esta´ definida por:
α¯k =
 αk
1
 para k = 1, 2, ...,m. (4.12)
Sea A = diag[a1, a2, ..., an] con ai > 0 para i, j = 1, 2, ..., n.
Elija Tij = w
i
j si i 6= j, en caso contrario, Tii = wii + aiµi con µi > 1 y Ii = win+1.
El siguiente resultado esta dirigido a establecer la validez del algoritmo de s´ıntesis
enunciado arriba.
Teorema 4.3.1
1) Las matrices A, T y el vector I obtenidos por el algoritmo de s´ıntesis 4.3.1 satisfacen
la condicio´n (4.9), es decir, (4.1) por lo que satisfacen claramente el punto 1) del problema
de disen˜o.
2) El entrenamiento del perceptro´n en el algoritmo 4.3.1 siempre converge.
Comentarios:
4.3.1 Note que siempre se requiere elegir µi > 1 en el algoritmo 3.1 del lema 4.3.1 y
la prueba del teorema 4.3.1.
4.3.2 La condicio´n (4.9) tambie´n es equivalente a:
A−1(Tαk + I) = Ekαk para k = 1, 2, ...,m. (4.13)
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Donde Ek = diag[e
k
1, e
k
2, ..., e
k
n] con e
k
i > 1 ( por determinarse) para i = 1,2,..,n y para
k = 1,2,...,m. Del algoritmo 4.3.1 resulta eki > µi, esto implica que para µi grandes
resultan eki ma´s grandes para (4.13). Si se elige A como la matriz identidad y
Tαk + I = µαk para k = 1, 2, ...,m. (4.14)
Con cualquier eik = µ > 1, entonces se satisface (4.9). La ecuacio´n (4.14) ha sido
empleada en [56].
4.3.3 Es claro del algoritmo 4.3.1 que se tiene la libertad de elegir la matriz A =
diag[a1, a2, ..., an] con ai > 0 para el sistema (4.1). Sin perder generalidad se puede elegir
ai = 1, i.e., se elige A como la matriz identidad en el algoritmo 4.3.1.
4.3.4 La razo´n de aprendizaje ρ en el algoritmo de entrenamiento del perceptro´n
puede ser cualquier nu´mero real positivo [30], [18]. Si ρ = 1 o cualquier otro entero
positivo y si se toman los pesos iniciales W i como el vector cero o cualquier vector con
componentes enteras o ceros, entonces, la matriz T y el vector I obtenidos en el algoritmo
4.3.1 tendra´n so´lo componentes enteras. La razo´n de aprendizaje ρ especifica la medida
(taman˜o) del paso en cualquier actualizacio´n del vector de pesos durante el entrenamiento
del perceptro´n. Un ρ grande da pasos grandes lo cual implica una bu´squeda amplia en el
espacio de soluciones de W i. En la mayor´ıa de los casos, se elige ρ entre 0 y 1 (0 < ρ < 1)
para que el entrenamiento del perceptro´n converja ra´pidamente.
4.3.5 Del algoritmo 4.3.1 y del teorema 4.3.1, se puede ver que no hay restricciones so-
bre como algunos vectores bipolares pueden ser almacenados como memorias estables del
sistema (4.1) disen˜ado para el presente enfoque. Esto implica que la capacidad de almace-
naje (ma´ximo nu´mero permisible m para patrones deseados) puede ser muy grande. Esto
se vera´ en la seccio´n 4.4, sin embargo, hay ciertas restricciones sobre patrones de memorias
deseadas si uno quiere disen˜ar una red neuronal (4.1) con algunas restricciones preespeci-
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ficadas sobre los elementos diagonales de la matriz de conexio´n T (cf. Comentarios 4.4.5
y 4.4.7 de la pro´xima seccio´n).
4.3.6 Si se desea que el algoritmo de s´ıntesis resulte en un sistema de la fo´rmula (4.1)
con I = 0, se puede modificar (4.11) en el algoritmo 4.3.1 como sigue:
W iαk ≥ 0 si αki = 1 y W iαk < 0 si αki = −1
donde W i = [wi1, w
i
2, ...., w
i
n], eligiendo A y T como en el algoritmo 4.3.1 y tomando
I = 0, el teorema 4.3.1 tambie´n es va´lido.
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4.3.1. Redes Neuronales con Restricciones en los Elementos de
la Diagonal de la Matriz de Conexio´n
Los aspectos principales en la evaluacio´n del disen˜o de memorias asociativas son :
Capacidad de almacenamiento
Memorias espurias
Regio´n (dominio) de atraccio´n de memorias deseadas
Como se indico´ en el comentario 4.3.5, la capacidad de almacenamiento (ma´xi-
mo nu´mero permisible de patrones deseados) en el presente caso puede ser muy grande
y cuando el nu´mero de patrones de memoria deseados se vuelve demasiado grande, la
matriz de conexio´n T obtenida con algunos de los me´todos existentes (ver [19], [26], [50],
[51], [53], [59], [63], [64]) es diagonalmente dominante o muy pro´xima a diagonalmente
dominante. Una matriz de conexio´n T diagonalmente dominante hara´ que casi cualquier
vector (patro´n) bipolar (cualquier esquina del hipercubo), se vuelva un vector de memoria
estable lo cual resulta en muchas memorias espurias (memorias estables no deseadas) lo
que a su vez, implica obtener una red inu´til. En la pra´ctica, uno tiene que considerar un
balance entre la capacidad de almacenaje y el nu´mero de memorias espurias.
Generalmente hablando, elementos grandes positivos en la diagonal de la matriz de
conexio´n T resultara´ en una cantidad grande de memorias espurias. Las regiones de atrac-
cio´n de memorias deseadas sera´n ma´s pequen˜a conforme el nu´mero total de memorias
espurias sea grande en una red. Una de las metas del enfoque de s´ıntesis es disen˜ar redes
neuronales con restricciones, sobre los elementos en la diagonal de la matriz de conexio´n
(v.g., cotas superiores y/o inferiores), de tal manera que el nu´mero de memorias espurias
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pueda reducirse y el taman˜o de las regiones de atraccio´n de memorias deseadas puede
incrementarse.
El siguiente corolario proporciona algunos indicadores sobre que´ cotas inferiores pueden
ser usadas para los elementos en la diagonal en la matriz de conexio´n T, cuando se desea
que la red neuronal (4.1) tenga so´lo vectores de memoria estables bipolares. Esto resulta
en una generalizacio´n del teorema 5 de [7] y teorema 1 de [62] (para modelos diferentes)
del presente caso.
Corolario 4.4.1
Suponga que en el sistema (4.1) Tii ≥ ai para i = 1,2,...,n, donde ai > 0 es el elemento
i-e´simo de la diagonal de la matriz A. Entonces, todos los vectores de memoria estable del
sistema ( 4.1) esta´n en Bn, es decir, el sistema tendra´ memorias no estables en Dn\Bn,
donde Dn = {x ∈ <n : −1 ≤ xi ≤ 1, i = 1, 2, ..., n} representa el hipercubo n-dimensional.
Definicio´n 4.4.1
Se define la distancia de Hamming (H (α, γ)) entre dos vectores bipolares α y γ como
el nu´mero de bits en los que difieren α y γ, es decir, H (α, γ) =
n∑
i=1
|αi − γi|.
El siguiente resultado resume algunas propiedades importantes para redes neuronales
de la forma (4.1) con matriz de conexio´n T teniendo cotas superiores de los elementos
diagonales.
Teorema 4.4.1
Suponga que α es un vector de memoria estable del sistema (4.1) con
A = diag[a1, a2, ..., an], donde ai > 0 para i=1,2,...,n.
1) Ninguno de los vectores γ ∈ Bn tal que H(α, γ) = 1 puede ser vector de memoria
del sistema (4.1) si Tii ≤ ai para i=1,2,...,n.
2) Suponga que Tii ≤ ai para algun i, γ ∈ Bn tal que H(α, γ) = 1 y α y γ difieren en
el i-e´simo bit. Entonces, la i-e´sima componente del estado del sistema (4.1) se movera´ en
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la direccio´n hacia α si el sistema inicia en x(0) = γ.
Comentarios:
4.4.1 Los resultados del teorema 4.4.1 hacen muy probable que cualquier esquina
del hipercubo la cual pertenezca a la vecindad inmediata (con distancia de Hamming
1) de un vector de memoria estable este´ en el dominio de atraccio´n de tal vector de
memoria estable. El teorema 4.4.1 tambie´n implica que ninguno de dos patrones deseados
puede tener distancia de Hamming 1 si se requiere que los elementos de la diagonal de
T satisfagan Tii ≤ ai para i=1,2,...,n, donde ai > 0 es el i-e´simo elemento diagonal de la
matriz A.
4.4.2 Claramente es deseable en la pra´ctica disen˜ar redes neuronales con Tii = ai con
i=1,2,...,n para tomar ventaja de los resultados del corolario 4.1 y del teorema 4.4.1, donde
ai es el i-e´simo elemento diagonal de la matriz A. Las restricciones de los elementos de la
diagonal de T dadas por Tii = ai para i = 1, 2, ..., n sera´n referidas como las restricciones
o´ptimas en este cap´ıtulo. Entonces, bajo restricciones o´ptimas:
Una red neuronal tendra´ so´lo vectores de memoria estable bipolares
Cualquier esquina del hipercubo el cual pertenezca a la vecindad inmediata de un
vector de memoria estable no puede volverse una memoria estable que este´ en el
dominio de atraccio´n de ese vector de memoria estable
Resultados experimentales muestran que las redes neuronales determinadas por (4.1)
que satisfacen las restricciones o´ptimas, usualmente, tienen menos memorias espurias y
dominios de atraccio´n ma´s grandes para memorias deseadas que aquellas redes que no
satisfacen las restricciones o´ptimas.
4.4.3 Cuando I = 0 en el sistema (4.1), se puede mostrar que α ∈ Bn es memoria
estable si y so´lo si −α es memoria estable. Esto implica que la parte 1) del teorema 4.4.1
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sera´ verdadera ∀γ ∈ Bn tal que H(α, γ) = 1 o H(α, γ) = n − 1 si I = 0 en el sistema
(4.1). Un resultado similar se ha obtenido en [62] para modelos diferentes.
4.4.4 Las te´cnicas adaptables de Ho-Kashyap, pueden tratar con disen˜os o´ptimos en
te´rminos del taman˜o de las regiones de atraccio´n [21], [22]. Como puede verse de los
comentarios previos, el enfoque presente tambie´n puede optimizar el taman˜o de regiones
de atraccio´n empleando restricciones sobre los elementos de la diagonal de la matriz de
conexio´n.
4.4.5 Del algoritmo de s´ıntesis 4.3.1 se sabe que Tii = w
i
i + aiµi donde µi se elige de
manera que µi > 1. Cuando el w
i
i obtenido por el algoritmo 3.1 satisface que w
i
i < 0, se
puede elegir ai > 0, Tii = ai, y µi = 1 − wii/ai > 1, o elegir ai > 0 y Tii < ai, de manera
que µi = [(Tii − wii)/ai] > 1. Puede probarse fa´cilmente que una red neuronal disen˜ada
con el i-e´simo elemento diagonal de la matriz de conexio´n T satisfaciendo Tii ≤ ai, donde
ai > 0 es el i-e´simo elemento diagonal de la matriz A, puede obtenerse si y so´lo si w
i
i < 0
en el algoritmo de s´ıntesis 4.3.1.
4.4.6 Si el algoritmo termina con wii ≥ 0 para algu´n i, entonces se puede repetir el
entrenamiento del perceptro´n con un peso inicial W i = [wi1, ..., w
i
i−1,−ξi, wii+1, ...win+1] con
ξi > 0. Los experimentos muestran que usualmente terminan con w
i
i < 0 si tal solucio´n
existe.
La mayor´ıa de los me´todos de s´ıntesis existentes ([19, 26, 50, 51, 53, 59, 61, 63, 64]),
[67] no pueden ser aplicados si alguno o todos lo elementos de la matriz de conexio´n
esta´n restringidos (v.g. Tii ≤ ai para algu´n ai > 0) excepto los me´todos desarrollados en
[62] y [65] donde se usan te´cnicas de optimizacio´n y de programacio´n lineal. El siguiente
resultado proporciona una condicio´n necesaria y suficiente para la existencia del disen˜o
de una red neuronal con elementos de la diagonal de la matriz de conexio´n que este´n
acotados superiormente.
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Teorema 4.4.2
Un disen˜o de red neuronal con el i-e´simo elemento diagonal de T satisfaciendo Tii ≤ ai
donde ai > 0 es el i-e´simo elemento de la diagonal de la matriz A, puede ser realizado
si y so´lo si los patrones deseados α1, α2,..., αm con la i-e´sima entrada eliminada son
linealmente separables donde las dos clases esta´n determinadas de acuerdo al i-e´simo
elemento del patro´n deseado.
Para usar el resultado del teorema 4.4.2 se tiene que entrenar el perceptro´n mediante
el algoritmo 4.3.1 para ver si el entrenamiento converge ya que, en general, no hay criterios
simples para probar separabilidad lineal de 2 clases de patrones; esto produce, sin embargo,
que un criterio simple se puede usar para el caso presente en el cual todos los patrones de
entrenamiento esta´n representados en el espacio bipolar. El pro´ximo resultado proporciona
una condicio´n suficiente (criterio simple) para la existencia del disen˜o de la red neuronal
con matriz de conexio´n T teniendo cotas superiores sobre los elementos diagonales.
Teorema 4.4.3
Sean los vectores
Y = [α1 : α2 : ... : αm], (4.15)
Y i = [Y con el i− e´simo renglo´n borrado] (4.16)
Si se cumple que el
rango(Y ) = rango(Y i) para algu´n i, 1 ≤ i ≤ n. (4.17)
Entonces el algoritmo de s´ıntesis 4.3.1 puede conducir al disen˜o de una red neuronal
con el i-e´simo elemento diagonal de T satisfaciendo Tii ≤ ai donde ai > 0 es el i-e´simo
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elemento de la diagonal de la matriz A.
Comentario 4.4.7 Es claro del teorema 4.4.3 que si rango(Y ) = n, entonces la
condicio´n (4.17) en el teorema nunca puede ser satisfecha. Es decir, si se desea disen˜ar una
red neuronal (4.1) con algunas restricciones preespecificadas sobre los elementos diagonales
de la matriz de conexio´n T para que puedan conseguirse menos memorias espurias y
dominios de atraccio´n ma´s grandes para memorias deseadas. Es deseable que los patrones
prototipo satisfagan la condicio´n: rango(Y ) < n, donde Y se define como en (4.17)
4.3.2. Redes Neuronales con Restricciones de Simetr´ıa y Es-
casez Sobre la Estructura de Interconexio´n
En esta seccio´n se discutira´n dos restricciones de conectividad, a saber, simetr´ıa y
escasez.
La restriccio´n de escasez sobre la estructura de interconexio´n de (4.1), en general,
puede ser expresada como elementos cero preespecificados en la matriz de conexio´n T en
locaciones dadas [55], [60].
Definicio´n 4.5.1
Una matriz S = [Sij] ∈ <nxn se dice que es una matriz indizada si satisface
Sij = 1 o 0.
Definicio´n 4.5.2
La restriccio´n de la matriz F = [fi j] ∈ <nxn a una matriz indizada S, denotada por
F\S, esta definida por F\S = [hi j], donde
hij =
 fij , si Sij = 10, de otra forma
 (4.18)
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Definicio´n 4.5.3
El sistema (4.1) se dice que es una red neuronal con matriz de coeficiente escasa si
T = T\S para alguna matriz indizada S ∈ <nxn. Note que la matriz indizada S determina
la estructura de interconexio´n de una red neuronal retroalimentada. Es tambie´n de notarse
que para una eleccio´n especial de la matriz S, la red neuronal (4.1) tendra´ la misma
estructura que la de una red neuronal celular.
El siguiente problema con escasez ha sido considerado en [53]- [56].
Problema de disen˜o con escasez: Dada una matriz indizada nxn S = [Sij] con Sii = 1
para i =1, 2, ..., n, y m vectores α1, α2,.., αm en Bn, elegir {A, T, I} con T = T\S de tal
manera que α1, α2,.., αm sean vectores de memoria estables del sistema (4.1).
El algoritmo de s´ıntesis 4.3.1 desarrollado en la seccio´n 4.3 puede ser modificado para
resolver el problema de disen˜o con escasez.
Algoritmo de disen˜o con escasez 4.5.1
Usando el algoritmo de entrenamiento del perceptro´n obtener n vectores de pesos
W i = [wi1, w
i
2, ..., w
i
n+1] con i = 1, 2, ..., n, donde w
i
j se pone en cero si Sij = 0, de
manera que
W iα¯k ≥ 0 si αki = 1 y
W iα¯k < 0 si αki = −1
Para k =1,2,...,m, donde α¯k se define como
α¯k =
 αk
1
 para k = 1, 2, ...,m.
A, T e I se eligen de la misma manera que en el algoritmo 4.3.1.
El Algoritmo de disen˜o con escasez es una modificacio´n del algoritmo 4.3.1, en el cual
se necesita poner wij = 0 si Sij = 0.
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La convergencia del entrenamiento de los perceptrones en el algoritmo de disen˜o con
escasez puede probarse siguiendo l´ıneas similares a las de la prueba del teorema 4.3.1
considerando Sii = 1 para i = 1,2,...,n.
Si se desea realizar un disen˜o de redes neuronales con escasez con restricciones sobre los
elementos diagonales de la matriz de conexio´n T , los siguientes resultados proporcionan
una condicio´n necesaria y suficiente y un criterio simple para la existencia de tal disen˜o.
Sus pruebas siguen l´ıneas similares a las pruebas de los teoremas 4.4.2 y 4.4.3.
Corolario 4.5.1 :
Suponga que en la matriz indizada S, Sii = 1 para i = 1,2,...,n. Un disen˜o de red
neuronal con escasez con el i-e´simo elemento diagonal de T satisfaciendo Tii ≤ ai donde
ai > 0 es el i-e´simo elemento de la diagonal de la matriz A, puede realizarse si y so´lo si
los patrones αk\Sti con la i-e´sima entrada eliminada son linealmente separables para k
=1,2,...,m; donde Si es el i-e´simo renglo´n de la matriz indizada S y las dos clases esta´n
determinadas de acuerdo al i-e´simo elemento de los patrones deseados.
Corolario 4.5.2 :
Suponga que en la matriz indizada S, Sii = 1 para i = 1,2,...,n. Sean Si el i-e´simo
renglo´n de S,
Q = [α1\Sti : α2\Sti : ... : αm\Sti ] (4.19)
y
Qi = [Q con el i− e´simo renglo´n borrado] (4.20)
Si rango(Q) = rango(Qi) para algu´n i, 1 ≤ i ≤ n, entonces el algoritmo de disen˜o con
escasez puede conducir a un disen˜o con el i-e´simo elemento diagonal de T satisfaciendo
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Tii ≤ ai donde ai > 0 es el i-e´simo elemento de la diagonal de la matriz A.
Los para´metros de perturbacio´n debidos a errores de implementacio´n se representan
por:
∆A = diag[∆a1,∆a2, ...,∆an], ∆T ∈ <nxn y ∆I ∈ <n. (4.21)
El sistema (4.1) con para´metros de perturbacio´n puede escribirse como
χ˙ = − (A+ ∆A)x+ (T + ∆T )sat(x) + (I + ∆I) (4.22)
Donde A, T , I y sat(x) se definen como en (4.1).
Para modelos con perturbacio´n descritos por (4.22) el siguiente resultado de ana´lisis
de robustez ha sido establecido en [53] y [56]. La notacio´n
∂ (x) = min1≤ i ≤ m{ |xi| } para x ∈ <n (4.23)
sera´ usada en lo que sigue.
Lema 4.5.1
Suponga que α1, α2,.., αm en Bn son vectores de memoria estable del sistema (4.1) y
suponga que β1, β2, ... , βm son puntos de equilibrio asinto´ticamente estables del sistema
(4.1) correspondientes a α1, α2,.., αm, respectivamente, o sea:
βk = A
−1
(Tαk + I) Para k = 1, 2, ...,m. (4.24)
si
µ = min1≤ k ≤ m{∂(βk)} > 1. (4.25)
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Entonces α1, α2,.., αm son tambie´n vectores de memoria estables del sistema (4.22)
con tal que
∥∥∥A−1∆A∥∥∥
∞
+
∥∥∥A−1∆T∥∥∥
∞
+
∥∥∥A−1∆I∥∥∥
∞
< µ− 1 (4.26)
donde ‖·‖∞ denota la norma de matrices inducida por la norma de vectores l∞.
El lema 4.1 implica que los puntos de equilibrio βk asinto´ticamente estables correspon-
dientes a αk despue´s de la perturbacio´n de para´metros satisface que:
βk = (A + ∆A)−1
[
(T + ∆T )αk + (I + ∆I)
] ∈ C (αk) para k=1,2,...,m, dado que
(4.22) se satisface. Recue´rdese que la norma de matrices inducida por la norma de vectores
l∞ para una matriz F = [fij] ∈ <nxn esta´ definida por
‖F‖∞ = max1≤ i ≤ m{
n∑
j=1
| fij|}. (4.27)
Es claro del lema 4.1 que los algoritmos 4.3.1 y 4.5.1 garantizan que α1, α2,.., αm
sean vectores de memoria estables de (4.22) con tal que (4.26) sea satisfecha, donde µ
esta´ dada por (4.25) y los βk esta´n dados por (4.24). Note que los algoritmos 4.3.1 y 4.5.1
garantizan que:
µ = min1≤ k ≤ m, 1≤ i ≤ n{eki } (4.28)
De acuerdo al comentario 4.3.2, donde eki ≥ µi. Note, adema´s que el procedimiento
descrito en el comentario 4.4.6 para obtener wii negativos puede ser repetidamente uti-
lizado con ξi grandes los cuales permiten elegir Tii ≤ ai y para elegir µi grandes en los
algoritmos 4.3.1 y 4.5.1.
Lo anterior, permite lograr una cota superior para la imprecisio´n de los para´metros
encontrados en la implementacio´n de un disen˜o dado para almacenar un conjunto deseado
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de patrones bipolares en el sistema (4.1). Esta cota puede ser controlada por el disen˜ador
en el procedimiento disen˜ado. Espec´ıficamente, los algoritmos de s´ıntesis evocados arriba
incorporan dos aspectos que son muy importantes en la implementacio´n VLSI de redes
neuronales artificiales:
Permite al disen˜ador elegir una estructura de interconexio´n para la red neuronal
Esta toma en cuenta las imprecisiones que trae la realizacio´n de redes neuronales
por hardware
Para la T y la I determinadas por el algoritmo de s´ıntesis 4.3.1 con µi > 1, sea
∆T = (T t−T )/2. De esta manera, se tiene que Ts , T + ∆T = (T +T t)/2 es una matriz
sime´trica.
Del lema 4.5.1 se nota que si
∥∥∥A−1∆T∥∥∥
∞
=
∥∥∥A−1(T t − T )∥∥∥
∞
/2 < µ − 1, donde µ se
obtiene de (4.25) y donde se supone ∆A = 0 y ∆I = 0, la red neuronal (4.1) tambie´n
almacenara´ todos los patrones deseados como memorias, con una matriz de conexio´n
sime´trica T + ∆T = Ts.
La observacio´n anterior aumenta la posibilidad de disen˜ar una red neuronal (4.1)
con estructura de interconexio´n preespecificada y con una matriz de conexio´n sime´trica.
(Note que en estos casos se requiere que S = St). Tal capacidad es de gran intere´s
ya que la red neuronal (4.1) sera´ globalmente estable cuando T sea sime´trica [7], [55].
Estabilidad global significa que para cualquier estado inicial, la red siempre converge a
algu´n punto de equilibrio asinto´ticamente estable y las soluciones perio´dicas o cao´ticas
no existen. Del algoritmo 4.5.1 presentado arriba usualmente resulta una matriz T no
sime´trica. El procedimiento desarrollado en [17] para disen˜o sime´trico puede ser usado
para determinar una matriz de conexio´n Ts la cual satisface que Ts \S para S = St. Por
u´ltimo, el procedimiento de disen˜o sime´trico se resume abajo.
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Algoritmo de disen˜o sime´trico 4.5.2
Dados m vectores α1, α2, ... , αm en Bn los cuales son almacenados como vectores de
memoria estables para el sistema (4.1) y S una matriz indizada S = St con Sii = 1 para
i= 1,2,..,n, se procede como sigue para obtener un disen˜o sime´trico.
1. De acuerdo al algoritmo 4.5.1, determinar A, T = T\S e I para el sistema (4.1) con
µi > 1.
2. Calcular βk = A−1(Tαk + I) para k = 1, 2, ...,m y sea µ = min 1 ≤ k ≤ m {∂(βk)}.
3. Si T = T t o µ ≤ 1 + η, donde η es un nu´mero pequen˜o positivo (por ejemplo,
η = 0.01) parar, de otra manera ir al paso 4.
4. Evalular ∆T = (T t − T )/2. Si
∥∥∥A−1∆T∥∥∥
∞
< µ− 1, elija λ = 1. Si no es as´ı,
elegir λ = µ−1‖A−1∆T‖∞ − ε donde ε es un nu´mero positivo pequen˜o (podr´ıa ser,
ε = 0.001).
Tomar
∼
T = T + λ∆T .
5. Calcular
∼
βk = A−1(
∼
Tαk + I) para k = 1, 2, ...,m y determinar
ν = min 1≤ k ≤ m {∂(
∼
βk} > 1.
6. Reemplace µ por ν y T por
∼
T , ir al paso 3. Si termina con T = T t, se ha encontrado
una solucio´n para el problema de disen˜o sime´trico. Si termina con µ < 1 + η y T 6= T t,
el procedimiento de disen˜o sime´trico es insuficiente para encontrar una T sime´trica para
el problema dado.
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Cap´ıtulo 5
DISEN˜O Y APLICACIO´N DE UNA
RED NEURONAL CELULAR A
UN PROBLEMA DE INGENIERI´A
En este cap´ıtulo se disen˜a una red neuronal celular de orden 2x1 para usarla en la
aplicacio´n de memorias asociativas para clasificar un conjunto de sen˜ales obtenidas de
un nodo de una red ele´ctrica. En la seccio´n 5.1 se disen˜a la red neuronal celular (RNC),
tomando en cuenta la definicio´n de RNC y las restricciones que deben satisfacerse para
la misma [16],[9], [7]. Luego se utiliza la metodolog´ıa empleada por Derong Liu y Zanjun
Lu que aparece en el cap´ıtulo 4, para poder usarla en reconocimiento de patrones. En
la seccio´n 5.2 se usa dicha red para clasificar patrones (el estado de la sen˜al) despue´s de
indicarse el procedimiento empleado para ello y de establecerse el criterio de clasificacio´n.
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5.1. Disen˜o de una Red Neuronal Celular Basada en
el Uso de Memorias Asociativas Para Aplicarla
en Reconocimiento de Patrones
Ba´sicamante, el disen˜o de la red se obtiene empleando la metodolog´ıa usada por Derong
Liu y Zanjun Lu, y la teor´ıa (definicio´n y propiedades) de redes neuronales celulares
presentados en [16],[9], [7]. Partiendo de esto, se disen˜a una red red neuronal celular
que realice memorias asociativas, para obtener la clase de red neuronal celular que se
requiere. Es necesario considerar dos tipos de redes neuronales: las correspondientes a
redes neuronales retroalimentadas empleadas por Derong Liu que designaremos como
tipo 1, o sea, aquellas cuya dina´mica esta´n descritas por las ecuaciones (4.1) y las redes
neuronales celulares que denotamos como tipo 2, con el conjunto de ecuaciones dadas por
(3.2).
Antes que nada, tiene que determinarse si es posible aplicar el algoritmo de disen˜o em-
pleado por Derong Liu a redes neuronales celulares, ya que el disen˜o se realizo´ para ciertas
redes nuronales con retroalimentacio´n que no son, necesariamente, redes neuronales celu-
lares. Para lograrlo, hay que ver bajo que circunstancias una red tipo 1 puede convertirse
en una red tipo 2, o viceversa. Esto se puede hacer de dos formas: una de ellas es imponer
ciertas condiciones sobre los componentes involucrados; la otra, es por comparacio´n.
Se procede a comparar los dos tipos de redes neuronales, por un lado, tenemos las
redes neuronales celulares determinadas por las ecuaciones (3.2) [16] y, por el otro, a las
redes neuronales con retroalimentacio´n determinadas por las ecuaciones (4.1).
Para obtener la clase de red neuronal celular que se requiere, se consideran las ecua-
ciones que describen las dina´micas de las redes neuronales que esta´n determinadas por las
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ecuaciones (4.1) y (3.2). Tomando las ecuaciones (3.2) [16] para compararlas con las ecua-
ciones (4.1), partiendo de esto, se disen˜a una red neuronal celular que realice memorias
asociativas. Las ecuaciones (4.1) esta´n dadas por:
x˙ = −Ax+ T ∗ sat(x) + Iθ
y = sat(x)
y las ecuaciones (3.2) con 1 ≤ i ≤M ; 1 ≤ j ≤ N , son:
Ecuacio´n de Estado :
C
dvxij(t)
dt
=
−1
Rx
vxij(t) +
∑
C(k,l)∈Nr(i,j)
A(i, j; k.l)vykl(t)+
∑
C(k,l)∈Nr(i,j)
B(i, j; k, l)vukl+ Iα
(3.2 a)
Ecuacio´n de Salida :
vyij(t) =
1
2
(| vxij(t) + 1 | − | vxij(t)− 1 |), (3.2 b)
Si en las ecuaciones (3.2a) y (3.2b) se hacen los siguientes cambios de variables x = vx,
y = vy, u = vu , y tomando C = 1, Rx = 1 y A una matriz sime´trica, entonces las
ecuaciones (3.2a) y (3.2b) pueden expresarse de la siguiente forma:
x˙ = −I2 x+ A ∗ sat(x) +Bu+ Iα (5.a)
y = sat(x).
Como la red que se va a aplicar es una red neuronal celular cuya dina´mica esta´ deter-
minada por las ecuaciones (4.1), se requiere incluir matrices de orden 2x2 y vectores 2x1,
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por el tipo de datos con los que se trabaja. Por lo que los valores permitidos para i, j son
1 y 2 en lo que corresponde al disen˜o de la red. Por lo tanto, se elige A = I2 la matriz
identidad de orden 2x2. De esta forma el sistema (4.1) queda expresado como:
x˙ = −I2 x+ T ∗ sat(x) + Iθ (5.b)
y = sat(x).
Para aplicar la metodolog´ıa de Liu a redes neuronales celulares se requiere hacer ciertos
ajustes. Para ello, primero se comparan las ecuaciones (5.a) y (5.b) y despue´s, igualando
te´rminos se obtiene lo siguiente:
1) La matriz coeficiente de los estados en ambas ecuaciones es el negativo de la matriz
identidad I2.
2) La matriz A de (5.a) debe corresponder a la matriz de coneccio´n T de (5.b), de
donde se tiene que T = A es una matriz sime´trica, por lo que T12 = T21.
3) El te´rmino Bu+Iα de (5.a) corresponde al vector bias Iθ de (5.b), luego Iθ = Bu+Iα.
Teniendo en cuenta lo anterior, la ecuacio´n (5.a) puede expresarse como:
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 T11
T12
T12
T22
 y1
y2

+
 b11
b21
b12
b22
 u1
u2
+
 Iα1
Iα2
 (5.1)
donde el vector bias Iθ esta´ dado por: Iθ1
Iθ2
 =
 b11 b12
b21 b22
 u1
u2
+
 Iα1
Iα2
 .
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Se retoman el problema de disen˜o y el algoritmo de disen˜o empleada por D. Liu y Z.
Lu en la metodolog´ıa para el disen˜o de la red neuronal celular. Se considera el caso de
orden 2x1 debido a que los datos a clasificar esta´n en R2.
Problema de Disen˜o (S´ıntesis)
Dados 2 vectores α1, α2 en B2, encontrar {A, T, Iθ } de manera que:
1) α1, α2 sean vectores de memoria estable del sistema (3.1), para este problema,
α1 = [1, 1]t y α2= [−1,−1]t ∈ B2
2) El sistema no tenga soluciones cao´ticas ni oscilatorias
3) El nu´mero total de vectores de memoria espurios ( vectores de memoria no
deseados) sea lo ma´s pequen˜o posible, y el dominio de atraccio´n de cada memoria
deseada sea lo ma´s grande posible
El punto 1) del problema de s´ıntesis puede garantizarse eligiendo {A, T, Iθ } tal que
cualquier αi satisfaga la condicio´n (3.7) del lema 4.3.1, o sea, A−1(T αk + Iθ) ∈ C
(
αk
)
.
El punto 2) puede conseguirse disen˜ando una red neuronal con matriz de conexio´n
sime´trica.
El punto 3) puede asegurarse parcialmente construyendo los elementos de la diagonal
de la matriz de conexio´n.
Algoritmo de Disen˜o 4.3.1
Usando el algoritmo de entrenamiento del perceptro´n, obtener 2 vectores de pesos
( para 2 perceptrones) W i = [wi1, w
i
2, w
i
2+1], para i =1, 2, tal que:
W i α¯k ≥ 0 si αki = 1 y
W i α¯k < 0 si αki = −1,
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donde α¯k esta´ defininida por:
α¯k =
 αk
1
 para k = 1, 2. (4.12)
Elegir A = diag[a1, a2] con ai > 0,
Elija Tij = w
i
j si i 6= j, para i, j = 1, 2.
Tii = w
i
i + aiµi con µi > 1 y Ii = w
i
n+1.
Para la aplicacio´n de este algoritmo, en este problema, es necesario que los patrones
de entrenamiento del perceptro´n sean vectores αk ∈ B2con la razo´n de aprendizaje del
perceptro´n ρ > 0 y los αk pertenecen a las clases X1 (correspondiente a z = 1) o X2
(correspondiente a z = −1). Aqu´ı, la i-e´sima componente de αk determina si αk ∈ X1 o
αk ∈ X2.
Tomando α1 = [1, 1]t y α2 = [−1,−1]t como patrones de entrenamiento del perceptro´n
se aplica el algoritmo de disen˜o 4.3.1 para obtener las matrices A, T y el vector Iθ.
El teorema 4.3.1 asegura que las matrices A y T y el vector Iθ obtenidos por este
algoritmo satisfacen el punto 1) del problema de disen˜o, esto es, los αk son vectores de
memoria estable.
De acuerdo con el comentario 4.4.2, en la pra´ctica es deseable disen˜ar redes neuronales
con Tii = ai > 0 para aprovechar las ventajas de los resultados del corolario 4.4.1 y del
teorema 4.4.1, donde ai es el i-e´simo elemento de A = diag[a1, a2]. Segu´n el comentario
3.4.5, del algoritmo 4.3.1 se tiene que los elemento diagonales de T esta´n dados por
Tii = w
i
i + aiµi con µi > 1.
Cuando los wii < 0, obtenidos por el algoritmo 3.3.1, se pueden elegir ai > 0, Tii = ai,
µi = 1 − w
i
i
ai
> 1, o bien, ai > 0 y Tii < ai tal que µi =
Tii−wii
ai
> 1. Lo anterior
implica que Tii ≤ ai si y so´lo si wii < 0 para alguna i en el algoritmo 3.3.1.
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El teorema 4.4.2 asegura que el disen˜o de redes neuronales con Tii ≤ ai se consigue si y
so´lo si los patrones deseados α1, α2 con la i-e´sima componente eliminada son linealmente
separables, donde las dos clases son determinadas de acuerdo al i-e´simo componente de
los patrones deseados. Lo cual esta´ garantizado por la eleccio´n de los vectores αk.
Por u´ltimo, si se desea que la matriz T obtenida por el algoritmo 4.3.1 sea sime´trica
y no lo es, entonces se utilizan los algoritmos 4.5.1 y/o 4.5.2 para que lo sea, siempre que
sea posible.
Para resolver el problema de s´ıntesis, se necesita determinar A, T e Iθ de (4.7) con
α = αk, k =1, 2, i.e., de manera que se cumpla
A−1(T αk + Iθ) ∈ C
(
αk
)
(4.9)
para que los puntos de equilibrio asociados a los patrones de entrenamiento pertenezcan
a la clase de dicho patro´n, es decir, βk = A−1(T αk + Iθ) ∈ C
(
αk
)
. La condicio´n (4.9)
puede escribirse equivalentemente como:
Ti α
k + Iθi > ai si α
k
i = 1,
Ti α
k + Iθi < −ai si αki = −1
y para i = 1, 2; Ti representa el i-e´simo renglo´n de T , Iθi denota el i-e´simo elemento
de Iθ y α
k
i es la i-e´sima entrada de α
k. De (4.10) o equivalentemente, de (4.9) se puede
obtener ahora el algoritmo de s´ıntesis (algoritmo de disen˜o) basado en el algoritmo de
entrenamiento del perceptro´n.
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Disen˜o de la Red Neuronal Celular
De acuerdo al algotitmo 4.3.1, primero se elije A = diag[a1, a2] con ai > 0, en nuestro
caso, el sistema es el (5.1) y por lo tanto, la matriz A = I2 ya esta´ determinada. Quedan
por determinar (encontrar) la matriz T y el vector Iθ. Para obtenerlos, hay que entrenar
dos perceptrones aplicando el algoritmo de entrenamiento del perceptro´n para obtener, en
este caso, dos vectores de pesos W i, usando como patrones de entrenamiento dos vectores
de memoria estable αk del sistema (5.1) Tales que:
W i α¯k ≥ 0 si αki = 1
y W i α¯k < 0 si αki = −1,
donde α¯k esta´ defininida por (4.12):
α¯k =
 αk
1
 para k = 1, 2. (4.12)
Una vez encontrados los W i para i, j = 1, 2, se elijen Tij = w
i
j si i 6= j y Tii = wii+aiµi
con µi > 1 y Ii = w
i
n+1. Con esto quedan determinados T e Iθ.
Como el objetivo es clasificar, por medio de RNC, datos bidimensionales pertenecientes
a dos clases distintas: estado de falla y estado de oscilacio´n, se requieren solamente dos
patrones de entrenamiento bidimensionales binarios en
B2 =
{
α1, α2, α3, α4
}
=
{
[1, 1]t , [1,−1]t , [−1, 1]t , [−1,−1]t} ,
que no sean esquinas adyacentes del cuadrado cuyos ve´rtices son los puntos asociados a
estos vectores. Las gra´ficas de las clases C
(
αk
)
se muestran en las figuras 15 y 16.
Por la naturaleza del problema, se toman los dos vectores α1 = [1, 1]t y α2 = [−1,−1]t ∈
B2 como patrones de entrenamiento, y con ellos se entrenan dos perceptrones de acuerdo
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con la regla mencionada arriba. Para obtener dos vectores de pesos que resultaron iguales
dado que los patrones de entrenamiento son los mismos para los dos perceptrones, los
vectores que se obtienen son W 1 = W 2 = [ρ, ρ, − ρ] los cuales determinan la matriz de
pesos T y el vector bias Iθ, donde ρ > 0 es la razo´n de aprendizaje del perceptro´n. En
caso de ser necesario, se aplica el algoritmo 4.5.1 o el 4.5.2. de manera que la matriz T
sea sime´trica y sus elementos en la diagonal sean unos. Particularmente, para las redes
5.2, 5.3.a y 5.3.b no se requieren, necesariamente, que los elementos en la diagonal de T
sean unos.
Considerando W 1 = W 2 = [ρ, ρ, -ρ] para obtener la matriz T y el vectoer Iθ, donde
ρ > 0. Se tienen:
las matrices A =
 1 0
0 1
, T =
 ρ + µ1
ρ
ρ
ρ+ µ2
 y el vector Iθ =
 −ρ
−ρ
, fijando
los valores µ1 = µ2 = 1.5 y ρ =.5 se tiene la red neuronal celular (5.2) que se deseaba, a
saber:
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 2
1
2
1
2
2
 y1
y2
+
 −12
−1
2

y1
y2
 =
 sat (x1)
sat (x2)
 . (5.2)
Se sabe que si β1 y β2 son puntos de equilibrio asinto´ticamente estables del sistema
(5.2) correspondientes a α1 y α2 respectivamente, entonces βk = A
−1
(T αk+Iθ) para
k = 1, 2; como A = I2, entonces A
−1
= I2 por lo que se tiene β
k = T αk + Iθ, tenie´ndose
que β1 ∈ C (α1) y β2 ∈ C (α2) de acuerdo con el lema 3.3.1.
Por lo que, los puntos de equilibrio del sistema (5.2) asociados a los vectores:
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α1 =
 1
1
 y α2 =
 −1
−1

son respectivamente
β1 =
 2
2
 y β2 =
 −3
−3
 .
El plano de fase correspondiente al sistema (5.2) se muestra en la figura 17. Todos los
planos de fase correspondientes a las distintas redes, mencionadas en lo que resta de esta
seccio´n, se obtuvieron utilizando SIMULINK.
Otra RNC se obtiene con µ1 = µ2 = 2 y la razo´n de aprendizaje ρ = 1 con lo que se
tiene
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 3
1
1
3
 y1
y2
+
 −1
−1

y1
y2
 =
 sat (x1)
sat (x2)
 (5.3.a)
los puntos de equilibrio del sistema (5.3.a) asociados a los vectores:
α1 =
 1
1
 y α2 =
 −1
−1

son respectivamente
β1 =
 3
3
 y β2 =
 −5
−5
 .
El plano de fase correspondiente al sistema (5.3.a) se muestra en la figura 18.
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Es posible obtener otras ecuaciones que determinen la red neuronal celular teniendo
en cuenta ciertas restricciones o condiciones para los elementos involucrados. Algunas
de estas opciones se presentan en seguida. Sin embago, en todas ellas no se aplican las
restricciones del algoritmo de disen˜o.
La red tambie´n se logra tomando en cuenta las siguientes restricciones dadas por Chua
[7]. Haciendo B(i, j; k, l) = 1, con vuij = Eij constante, C = 1 y Rx = 1; y aplicando el
algoritmo 4.3.1, o en su defecto, el 4.5.1 o el 4.5.2. Si se eligen µ1 = µ2 = 1 y la razo´n
de aprendizaje ρ = 1 para el entrenamiento de los perceptrones en el algoritmo 4.3.1 se
obtienen la matriz sime´trica T y el vector Iθ dados por:
T =
 2
1
1
2
 , Iθ =
 −1
−1

Se usaron los vectores α1 = [1, 1] y α2 = [−1,−1] ∈ B2 como patrones de entrenamien-
to, y con ellos, se entrenaron dos perceptrones de acuerdo con la regla mencionada arriba
para obtener, una vez entrenados los perceptrones, la matriz sime´trica de pesos T y el
vector de bias Iθ de acuerdo al algoritmo de disen˜o 4.3.1.
y tomando en cuenta que para
u = vu =
 −1
−1
 , Iα =
 1
1
 ,
se tiene de
 b11
b21
b12
b22
 u1
u2
+
 Iα1
Iα2
 =
 Iθ1
I
θ2

que
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 1
1
1
1
 −1
−1
+
 1
1
 =
 −1
−1
 ,
de donde resulta la siguiente red neuronal celular:
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 2
1
1
2
 y1
y2

+
 b11
b21
b12
b22
 u1
u2
+
 Iα1
Iα2
 ,
o sea:
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 2
1
1
2
 y1
y2
+
 −1
−1
 (5.3.b)
 y1
y2
 =
 sat(x1)
sat(x2)

que satisface todos los requerimentos exigidos.
Por lo tanto, los puntos de equilibrio del sistema (5.3.b) asociadoss a los vectores:
α1 =
 1
1
 y α2 =
 −1
−1

son respectivamente
β1 =
 2
2
 y β2 =
 −4
−4

El plano de fase correspondiente al sistema (5.3.b) se muestra en la figura 19.
En lo que resta de esta seccio´n se suprime la ecuacio´n de las salidas de cada sistema.
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Otra opcio´n para obtener una red neuronal celular, sin tomar en cuenta el me´todo
de disen˜o usado en los dos casos anteriores, se pueden conseguir siguiendo algunas de las
recomendaciones de Chua [7], por ejemplo, haciendo A(i, j; k, l) = 1 , B(i, j; k, l) = 1 con
i, j = 1, 2.
u = vu =
 −1
−1
 , Iα =
 1
1
 ,
se tiene de
 b11
b21
b12
b22
 u1
u2
+
 Iα1
Iα2
 =
 Iθ1
I
θ2

que
 1
1
1
1
 −1
−1
+
 1
1
 =
 −1
−1
 .
de donde resulta la siguiente red neuronal celular:
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 1
1
1
1
 y1
y2
+
 −1
−1
 (5.4)
que satisface todos los requerimentos exigidos.
Los puntos de equilibrio del sistema (5.4) asociados a los vectores:
α1 =
 1
1
 y α2 =
 −1
−1

son respectivamente
β1 =
 1
1
 y β2 =
 −3
−3

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El plano de fase correspondiente al sistema (5.4) aparece en la figura 20.
Si usamos la RNC dada por (5.4) con Iθ = 0, resulta: x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 1
1
1
1
 y1
y2
 . (5.5)
Los puntos de equilibrio del sistema (5.5) correspondientes a los vectores:
α1 =
 1
1
 y α2 =
 −1
−1

son respectivamente
β1 =
 2
2
 y β2 =
 −2
−2

cuyo diagrama de plano de fase se muestra en la figura 21.
Observaciones:
5.1 Si en el sistema (5.5), se toman u 6= 0 e Iα = 0, entonces (5.5) se obtiene tambie´n
con u = [−1/2,−1/2]t manteniendo fijo a Iθ.
5.2 Si se quiere que T en (5.4) satisfaga condiciones de escasez, adema´s de simetr´ıa,
se elige la matriz indizada S = I2 que satisface S = S
t. La restriccio´n de T a S estar´ıa
dada por T\S = Ts = I2 por lo que la RNC queda definida por: x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 1
0
0
1
 y1
y2
+
 I1θ
I2θ
 (5.6)
donde
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 I1θ
I2θ
 =
 −1
−1

como T = I2 , entonces los puntos de equilibrio asinto´ticamente estables de (5.6) esta´n
dados por βk = αk + Iθ de donde obtenemos que para
α1 =
 1
1
 y α2 =
 −1
−1

los puntos de equilibrio son
β1 =
 0
0
 y β2 =
 −2
−2

por lo que el sistema (5.6) con Iθ 6= [0, 0]t no es u´til para nuestra aplicacio´n ya que
β1 /∈ C (α1) y β1 6= α1. Este sistema no es adecuado para la resolucio´n del problema. Por
lo tanto, no se toma en cuenta su gra´fica. Si a la red (5.6) se le agrega la restriccio´n Iθ = 0
da lugar a la siguiente red:
 x˙1
x˙2
 = −
 1
0
0
1
 x1
x2
+
 1
0
0
1
 y1
y2
 (5.7)
Los puntos de equilibrio de (5.7) son de la forma βk= αk, o sea
β1 = α1 =
 1
1
 y β2 = α2
 −1
−1

los cuales claramente no satisfacen que βk ∈ C (αk). Es evidente que la red (5.7) es la
ma´s simple de todas las obtenidas. El plano de fase correspondiente al sistema (5.7) se
muestra en la figura 22.
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5.3 Es importante recalcar que solamente se toman en cuenta las cuatro regiones
del plano determinadas por las clases C (αi) y de estas, las que realmente importan son
las definidas por C (α1) y C (α2). Por lo que todos los pares de puntos de equilibrio
mencionados en cada uno de sistemas se ubica en estas regiones del plano.
5.4 La razo´n por la que se descarta la RNC (5.6) es porque uno de sus puntos de
equilibrio queda fuera de las regiones antes mencionadas.
Para esta aplicacio´n, es indistinto si se usa cualesquiera de las redes neuronales celu-
lares definidas por (5.2), (5.3.a), (5.3.b), (5.4), (5.5) o (5.7), ya que en todas ellas se
obtienen regiones de atraccio´n lo suficientemente grandes correspondientes a sus respec-
tivos puntos de equilibrio β1 y β2. Adema´s, en todas se han usado los mismos patrones de
entrenamiento (memorias deseadas) α1 = [1, 1]t y α2 = −α1 y en todas las RNC se tiene
que: β1 ∈ C (α1) o β1 = α1 y β2 ∈ C (α2) o β2 = α2 que son las condiciones necesarias
requeridas en el criterio de clasificacio´n establecido en la siguiente seccio´n. El uso de una
de ellas no depende tanto de la simplicidad de la red, sino de la ubicacio´n de los datos
correspondientes a los estados de la sen˜al. Lo cual exige que los datos correspondientes al
estado de falla pertenezcan a una de las clases y los datos correspondientes al estado de
oscilacio´n pertenezcan a la otra.
En el anexo se presentan todas las figuras ordenadas por cap´ıtulos.
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5.2. Aplicacio´n de Redes Neuronales Celulares a Re-
conocimiento de Patrones.
Esta aplicacio´n consiste en utilizar la red neuronal celular 2x1 disen˜ada en la seccio´n
5.1 para reconocimiento de patrones (clasificar datos) usando memorias asociativas. Los
datos a clasificar pertenecen a dos conjuntos de medidas de sen˜ales en un nodo de una
red ele´ctrica, los cuales corresponden a dos estados de las sen˜ales: estado de oscilacio´n y
estado de falla.
Dado que los datos a clasificar corresponden a medidas de sen˜ales en un nodo de una
red ele´ctrica, entonces, podemos ubicar el problema como un problema de ingenier´ıa. De
ah´ı el t´ıtulo de la tesis: Disen˜o y Aplicacio´n de una Red Neuronal Celular a un
Problema de Ingenier´ıa.
Ahora bien, se tiene que las medidas de los datos a clasificar esta´n dados en nu´meros
complejos de la forma z = a+ bi, esto permite representarlos como pares ordenados (a, b)
en <2, o bien, como vectores en el plano [a, b]. Aqu´ı se consideran como puntos en <2. La
pregunta pertinente es ¿Que´ se requiere para que una red neuronal celular disen˜ada de
acuerdo con la metodolog´ıa empleada por D. Liu pueda clasificar este tipo de datos?
Se sabe que los datos z representan medidas de sen˜ales que esta´n en estado de oscilacio´n
o en estado de falla; denotaremos con X1 al conjunto de medidas en estado de oscilacio´n
y con X2 al conjunto de medidas en estado de falla. De esta manera, se tiene que si z es
un dato a clasificar, entonces z ∈ X1 o z ∈ X2 pero no en ambos a la vez.
Para que la red neuronal celular disen˜ada clasifique apropiadamente a los datos origi-
nales se requiere lo siguiente:
1) Cada dato a clasificar debe ser considerado como un estado inicial x (0) del sistema
dina´mico de la red neuronal en cuestio´n, es decir, ∀z, z = x (0) donde z ∈ X1 ∪X2.
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2) Si α1 y α2 son los vectores de memoria deseados de la red disen˜ada, entonces z debe
pertenecer so´lo a una de las clases definidas por α1 y α2, o sea, z ∈ C (α1) o z ∈ C (α2).
3) Si se cumplen los requisitos anteriores, se asegura que z esta´ en la regio´n de atraccio´n
de uno de los puntos de equilibrio asinto´ticamente estables β1 o β2, asociados a los vectores
de memoria deseados de la red disen˜ada, lo que implica que z → β1, es decir que z converge
a β1, o bien, z → β2.
En este caso, los datos originales no satisfacen la segunda condicio´n. Por lo tanto, tal
como se encuentran, no pueden ser clasificados por la red neuronal celular disen˜ada en la
seccio´n anterior, la figura 23 muestra la gra´fica de dichos datos.
Con la finalidad de lograr que los datos puedan ser clasificados en forma apropia-
da por la red disen˜ada, estos deben ser transformados, es decir, hay que encontrar una
transformacio´n T : C → C del plano complejo tal que:
1) Cada dato a clasificar debe ser considerado como un estado inicial del sistema
dina´mico de la red neuronal en cuestio´n, es decir, ∀z, T (z) = x (0) donde z ∈ X1 ∪X2.
2) Si α1 y α2 son los vectores de memoria deseados de la red disen˜ada, entonces T (z)
debe pertenecer solo a una de las clases definidas por α1 y α2, esto es, T (z) ∈ C (α1)
o T (Z) = α1,
o en su defecto T (z) ∈ C (α2) y/o T (Z) = α2. Adema´s si T (z) ∈ C (α1) o T (Z) =
α1 implica que z ∈ X1, o en caso contrario, si T (z) ∈ C (α2) o T (Z) = α2 implica que
z ∈ X2.
3) Si se cumplen los requisitos anteriores, se asegura que que T (z) esta´ en la regio´n de
atraccio´n de alguno de los puntos de equilibrio asinto´ticamente estables β1 o β2, asociados
a los vectores de memoria deseados de la red disen˜ada, lo que implica que T (z) converge
a β1 o T (z) converge a β2.
Por u´ltimo, falta determinar el criterio de clasificacio´n; lo que se desea es que cuando
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T (z) ∈ C (α1) se cumpla z ∈ X1 y si T (z) ∈ C (α2) entonces z ∈ X2. Se puede determinar
si T (z) ∈ C (αk) con k=1, 2 de dos formas:
Primer criterio: Determinar el punto de equilibrio al que converge T (z). Si T (z)
converge a β1, entonces z ∈ X1 y si T (z) converge a β2 entonces z ∈ X2.
Segundo criterio: Determinar la salida de la red, o sea, evaluar y = sat (T (z)). De
esta manera, se tiene que si y = sat (T (z)) = α1 implica z ∈ X1 y si
y = sat (T (z)) = α2 implica z ∈ X2.
Como los vectores de entrenamiento de los perceptrones
α1 =
 1
1
 y α2 =
 −1
−1

son las memorias estables de nuestra red neuronal celular que determinan las clases
C (α1) y C (α2), se requiere encontrar una transformacio´n T : C → W tal que T (z) ∈
C (α1) o T (z) ∈ C (α2), pero no en ambas a la vez, o bien, T (z) = α1 o T (z) = α2.
Para lograr que las ima´genes de los datos correspondientes al estado de falla pertenez-
can a C (α2) o coincidan con α2 y las ima´genes de los datos correspondientes al estado
de oscilacio´n esten en C (α1) o coincidan con α1, se realizo´ una transformacio´n T del
plano C en el plano W usando MATLAB, llamamos a tal transformacio´n trans plan. Esta
transformacio´n racional aplica tres puntos distintos Z1, Z2 y Z3 del plano C sobre tres
puntos distintos prefijados W1,W2 y W3 del plano W , respectivamente. La transformacio´n
T esta´ dada por cualesquiera de las tres ecuaciones siguientes [68]:
(Z − Z3) (W −W1) (Z2 − Z1) (W2 −W3) = (Z − Z1) (W −W3) (Z2 − Z3) (W2-W1) ,
(5.9)
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A ∗ Z ∗W +B ∗ Z + C ∗W +D = 0, (5.10)
W = (−B ∗ Z −D) / (A ∗ Z + C). (5.11)
El resultado de aplicar esta transformacio´n a los datos del problema se muestra en la
figura 24 donde los datos originales aparecen en rojo, mientras que los datos transformados
aparecen en azul. Esta transformacio´n cumple los requisitos impuestos arriba para realizar
la clasificacio´n.
Con esto puede resolverse el problema. Como los datos a clasificar pertenecen a dos
clases distintas se requiere una RNC que posea dos puntos de equilibrio asinto´ticamente
estables β1y β2 con regiones de atraccio´n suficientemente grandes, y que adema´s, los datos
a clasificar ( o sus ima´genes bajo T ) pertenezcan a las clases C
(
αk
)
o a las regiones de
atraccio´n de los puntos de equilibrio βk.
Solucio´n del Problema:
Primero, se determina una de las redes neuronales celulares disen˜adas para uti-
lizarla en la clasificacio´n de los datos, esta puede ser la RNC (5.2), (5.3.a) o (5.3.b); se
elige la RNC (5.2) que tiene los puntos de equilibrio asinto´ticamente estables β1 = [2, 2]t ∈
C (α1) y β2 = [−3,−3]t ∈ C (α2) con regiones de atraccio´n suficientemente grandes, co-
mo es deseable, ya que estos puntos de atraccio´n tienen como dominio de atraccio´n a un
semiplano cada uno de ellos como lo muestra la figura 17.
En segundo lugar, se establece el segundo criterio de clasificacio´n, a saber:
Si T (z) =⇒ sat (T (z)) = y = 1, entonces z ∈ X1 , es decir, el dato corresponde al
estado de oscilacio´n. Por el contrario,
Si T (z) =⇒ sat (T (z)) = y = −1, entonces z ∈ X2 , o sea, el dato corresponde al
estado de falla.
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Por u´ltimo, se procede a relizar la clasificacio´n de los datos ya transformados, para lo
cual se procede de la siguiente manera:
1.- Se selecciona arbitrariamente cualquier dato a clasificar T (z), este dato debe ser
considerado como un estado inicial x (0) del sistema dina´mico de la red neuronal celular
(5.2).
2.- Determinar la salida de la red, o sea, evaluar y = sat (T (z)). De esta manera, se
sabe que si y = sat (T (z)) = 1, entonces se tiene que T (z) ∈ C (α1) lo que indica que
z ∈ X1. Por otra parte, si y = sat (T (z)) = −1, se tiene que T (z) ∈ C (α2) y z ∈ X2,
lo cual establece que z pertenece al estado de falla.
En el presente caso se satisface esta condicio´n al aplicar la transformacio´n del plano
(5.10) sobre los datos originales z. Esta transformacio´n es tal que permite el uso de las
RNC (5.2) , (5.3.a) y (5.3.b) disen˜adas en la seccio´n 5.1 y tambie´n, las redes donde no se
aplica el algoritmo de disen˜o como son las RNC (5.4), (5.5) y (5.7). Finalmente, si se
desea, se verifica si la red clasifica adecuadamente a los datos a clasificar, lo cual no es
necesario ya que el disen˜o se hace para que esto ocurra con seguridad.
Para verificar que la red reconoce el estado de la sen˜al, primero, se toman datos
arbitrarios que pertenezcan a una de las clases y se observa que efectivamente la red
establece correctamente el estado de la sen˜al, se procede igual para datos que pertenezcan
a la otra clase; lo anterior puede realizarse con datos de ambas clases. Como ejemplo se
toman los siguientes valores para los vectores Z1 y Z2 que pertenecen al estado de falla y
al estado de oscilacio´n, respectivamente, se obtienen sus ima´genes bajo T , W1 = T (Z1)
y W2 = T (Z2) introducie´ndolos como valores para los estados iniciales x (0) en la red los
cuales generan las salidas Yr con r = 1,2.
Por ejemplo, para
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Z1 = [z11 , z12 , z13 ] = [0.00697 + 0.11685 ∗ i, 0.007057 + 0.11695 ∗ i, 0.00735 + 0.11725 ∗ i]
(5.12)
se tiene que su transformacio´n W1 = T (Z1) es
W1 = [−2,644− 1,7806 ∗ i, − 2,6411− 1,7781 ∗ i, − 2,6208− 1,7926 ∗ i] (5.13)
con salida Y1 = [y11, y12 , y13] = [sat ( T (z11) , sat (z12) , sat (z13))]
Y1 = [−1− i, − 1− i, − 1− i] =
[
α2, α2, α2
]
(5.14)
por lo que y1k = sat (T (z1k)) = α
2 =⇒ z
1k
∈ X1, con k = 1, 2, 3, i.e., z1k pertenecen al
estado de falla.
Ahora tomando
Z2 = [1.5717 + 2.2627 ∗ i, 1.9860 + 1.1928 ∗ i, 2.0026 + 1.5317 ∗ i] (5.15)
cuya transformacio´n es W2 = T (Z2) esta´ dado por
W2 = [9.9094 + 17.9584 ∗ i, 14.1358 + 15.4698 ∗ i, 13.3815 + 16.4876 ∗ i] (5.16)
tiene como salida a Y2 = [y21, y22, y23] = [sat ( T (z21) , sat (z22) , sat (z23))]
Y2 = [1 + i, 1 + i, 1 + i] =
[
α1, α1, α1
]
(5.17)
lo cual indica que y2k = sat (T (z2k)) = α
1 =⇒ z
2k
∈ X2 con k = 1, 2, 3, i.e., z2k pertenecen
al estado de oscilacio´n, con lo anterior se tiene que, efectivamente, la RNC elegida permite
clasificar perfectamente a los datos, tal como se esperaba.
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ANEXO 
 
 
 
 
     Esta sección se divide en dos partes, en la primera se muestran todas las 
gráficas y figuras referidas en los distintos capítulos de la tesis; en la segunda 
parte se hacen algunas aclaraciones acerca del sistema de ecuaciones  
diferenciales que se usa para el diseño de la red neuronal celular. 
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FIGURAS DEL CAPÍTULO 2 
              
 Figura 1.- Neurona y sus Componentes. 
  
 
                                                
 
 
 
 GRAFICAS DE FUNCIONES DE TRANSFERENCIA   
 
 
 Figura 2.-  Gráfica de la Función Escalón.  
 
        
 
 
 
 
Figura 3.-  Gráfica de la Función Lineal f(t) = t. 
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Figura 4.- Gráfica de la Función Mixta. 
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Figura 5.- Gráfica de la Función Sigmoidal f(x)=1/(1+ exp(-x)). 
 
                            
                          
52.50-2.5-5
0.75
0.5
0.25
x
y
          
 
 
 
 
 
Figura 6.- Gráfica de la Función Normal (Gaussiana).  
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Figura 7.- Distintas Capas de una Red Neuronal y Tipos de Neuronas: 
     de entradas, ocultas y de salida. 
 
 
                           
 
 
 
 
FIGURAS DEL CAPÍTULO 3 
 
Figura 8.- Red Neuronal Celular (RNC) Bidimensional. 
 
                           
 
         El tamaño del circuito es 3x3. Los cuadrados son unidades de circuitos   
llamados celdas. Las conexiones entre las celdas indican que hay interacción 
entre ellas. 
 
 
 
C(1,1) C(1,2) C(1,3) 
C(2,1) C(2,2) C(2,3) 
 
C(3,1) C(3,2) C(3,3) 
 Figura 9.- Las Vecindades de las Celdas C(2, 2) para r =1 y C(3, 3) con r =2, 
respectivamente. 
 
                                 
 
 
 
 Figura 10.- Ejemplo del Circuito de una Celda.   
     
                             
 
      C es un capacitor lineal; Rx, Ry y Ru son resistores lineales; I es una fuente 
de    voltaje independiente; Ixu(i, j ; k , l) y Ixy (i , j ; k, l) son fuentes de 
corriente de voltaje controlado lineales con funciones características: 
 Ixy(i, j; k, l) A(i,j;k,l)vykl y Ixu(i,j;k,l)B(i,j;k,l)vukl   para toda C(i, j) en N(i, j); 
Ixy(1/2Ry)f(vxij) es una fuente de voltaje controlado lineal por pedazos con 
función característica f(⋅)  como se muestra en la figura 3.4; Eij es una fuente 
independiente de voltaje.  
 
 
 
Figura 11.- Gráfica de la Función Característica f (v) =(1/2) (|v+1 |- (|v-1 |).  
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 Figura 12.- Gráfica de la Función Característica del Resistor no Lineal de una 
Celda en un Circuito Equivalente. 
  
 
         
 
 Figura 13.- El Circuito Equivalente de Estado Estable de una Celda en una Red   
Neuronal Celular. 
 
 
 
 
 
Figura 14.- Rutas Dinámicas y Puntos de Equilibrio del Circuito equivalente. En 
las gráficas 14(a) hasta 14(g) se muestran las rutas dinámicas y los puntos de 
equilibrio  del circuito equivalente para diferentes valores de g(t). 
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FIGURAS DEL CAPÍTULO 4 
 
Figura 15.- En esta gráfica se muestran las cuatro regiones determinadas por las 
clases C (α) con  α = (1,1), (-1,1), (-1,-1) y (1,-1) respectivamente. Las regiones 
cuadriculadas indican las dos clases importantes. 
 
 
 
 
 
 
 
Figura 16.- Regiones dadas por las clases C (α) con  α = (1,1), (-1,1), (-1,-1) y  
(1,-1) respectivamente. Por cuestiones de claridad, se muestran separadas. 
 
 
 
 
 
 
FIGURAS DEL CAPITULO 5 
     
 
Figura 17.- Diagrama del Plano de Fase del Sistema 5.2. 
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Figura 18.- Diagrama del Plano de Fase del Sistema 5.3.a.  
 
 
 
 
 
 
Figura 19.- Diagrama del Plano de Fase del Sistema 5.3.b. 
 
               
 
 
 
Figura 20.- Diagrama del Plano de Fase del Sistema 5.4. 
 
 
 
Figura 21.- Diagrama del Plano de Fase del Sistema 5.5. 
                         
 
 
 
Figura 22.- Diagrama del Plano de Fase del Sistema 5.7. 
   
 
 
 
 
      En las siguientes gráficas se muestran los conjuntos de datos a clasificar. 
 
Figura 23.- Representación Gráfica de los Datos Originales. 
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El conjunto de datos correspondiente al estado de falla aparecen acumulados en 
lo que parece un punto, observe que no pertenecen a ninguna de las clases C(i,j). 
Mientras que los datos asociados al estado de oscilación, se representan en lo que 
parece una curva. Parte de estos datos pertenecen a la clase C(1,1) y la parte 
restante no pertenece a ninguna otra clase. 
 
 Figura 24. Representación Gráfica de los Datos Originales y Transformados. 
             
                
                        
 
 En esta gráfica, los datos originales aparecen en rojo, mientras que los datos 
transformados se muestran en azul. Al igual que en la gráfica anterior, la clase de 
datos en estado de falla (F) se acumulan en lo que parece un "punto", en tanto 
que los datos asociados al estado de oscilación  se acumulan en lo que parece una 
"curva". Note que los datos (F), ya transformados,  pertenecen a la clase C (-1,-1) 
y los de estado de oscilación a la de C (1,1) como se deseaba. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 SEGUNDA PARTE 
 
    En primer lugar, se tiene que el sistema de ecuaciones diferenciales, asociado a 
la RNC, está dado por: 
 
    X = -Ax + T sat(x) + I, 
    y = sat(x). 
 
    Donde A es la matriz identidad, T es una matriz simétrica y la función sat(x) 
está dada por sat(x) = (1/2)( |x+1| - | x -1|). 
 
    De lo anterior, se tiene que el sistema queda expresado de la siguiente manera: 
 
     x´1= - x1 + c1*sat(x1) + c2*sat(x2) + I1, 
     x´2= - x2 + c2*sat(x1) + c3*sat(x2) + I2. 
 
    Las dos ecuaciones tienen la misma forma. Con la finalidad de obtener una 
solución y  por cuestiones de simplicidad se toman los elementos de la matriz 
simétrica c1= c3 =1= c2 =0 y I1= 0 =I2 para reducir el sistema a una ecuación 
diferencial. Usando la notación tradicional resulta la ecuación: 
    y´ = -y + ( |y + 1|- |y - 1|).  Donde y = f(t) es una función de la variable t. 
 
La solución exacta obtenida usando SWP v.3 esta dada por:    y^2 - [∗] + t = C.  
Donde  [∗] = Ln (y -  |y+1|+| y-1| ) / ( y^2 – 1- |y+1| y + |y+1|+ |y-1| y + |y-1| ). 
Lo cual indica que la solución no  es fácil de obtener directamente. 
 
    En segundo lugar, como la función sat(x) está definida por: 
Sat (xi) = {1, si xi > 1;  xi, si   -1 ≤ xi ≤ 1;  -1, para   xi < -1 con i=1, 2} 
 
    De ahí se observa que para cada evaluación de x1 se tienen tres posibles 
valores de x2, por lo que  se tiene que el plano ℜ² queda dividido en 9 regiones 
ajenas entre sí, las cuales quedan definidas por: 
    
R1 = {(x1, x2): x1 > 1 y  x2 > 1},  
R2 = {( x1, x2): x1 >1 y -1 ≤ x2 ≤ 1,},   
R3 = {( x1, x2): x1 > 1 y  x2 < -1},   
R4 = {( x1, x2): -1 ≤ x1 ≤ 1 y x2 > 1},  
R5 = {( x1, x2): -1 ≤ x1 ≤ 1 y -1 ≤ x2 ≤ 1},  
R6 = {(x1, x2): -1 ≤  x1 ≤ 1 y   x2 < -1}, 
R7 = {( x1, x2): x1 < -1 y x2 > 1}, 
R8 ={( x1, x2) : x1 < -1 y -1 ≤ x2 ≤ 1} y 
R9 = {( x1, x2): x1 < -1 y x2 < -1}.  
 
 
 
        Por lo tanto, el sistema de ecuaciones diferenciales: 
    x´1= -x1+c1∗sat(x1) +c2∗sat(x2) + I1 
     x´2 = -x1+ c2∗sat(x1) +c3∗sat(x2) + I2. 
 
    Queda  determinado por la región donde sea ubicado el par (x1, x2), lo que da 
lugar a nueve sistemas de ecuaciones diferenciales. 
 
   Para la aplicación en la tesis solo son de interés cuatro de estas regiones a 
saber: R1, R3, R7 y R9. Se tendrán cuatro sistemas de ecuaciones para cada 
RNC, uno en c/u de las regiones mencionadas. 
 
    Así se tienen los sistemas indicados para cada región: 
 
    Para la RNC (5.2): 
R1: x´1= - x1+2  y  x´2= - x2 + 2; 
R3: x´1= - x1+1  y  x´2= - x2 - 2; 
R7: x´1= - x1- 2  y  x´2= - x2 + 1; 
R9: x´1= - x1- 3  y  x´2= - x2 - 3. 
     
   Igualmente para la RNC (5.3): 
R1: x´1=-x1+2  y  x´2 = - x2 + 2; 
R3: x´1=-x1  y  x´2 = - x2 - 2; 
R7: x´1=-x1-2  y  x´2 = - x2;   
R9: x´1=-x1- 4  y  x´2 = - x2 - 4. 
 
    De la misma forma en RNC (5.5): 
R1: x´ 1 = - x1+ 2  y  x´2 = - x2 + 2; 
R3: x´1 = - x1  y  x´2 = - x2; 
R7: x´1= - x1   y  x´2 = - x2; 
R9: x´1= - x1- 2  y  x´2 = - x2 - 2. 
 
    Finalmente en la RNC (5.7) se tienen: 
R1: x´1= - x1+1  y  x´2 = - x2 + 1; 
R3: x´1= - x1+1  y  x´2 = - x2 - 1; 
R7: x´1= - x1-1  y  x´2 = - x2 + 1; 
R9: x´1 = - x1-1  y  x´2 = - x2 - 1. 
 
 
     El total de ecuaciones diferenciales distintas que aparecen en los diferentes 
sistemas y sus soluciones son: 
 
    x´= - x + 2;   y′ = - y + 2, la solución exacta es: y(t) = 2 + C1 e^{-t}; 
 
    x´ = - x + 1;   y′ = - y + 1,  y (t) = 1+ C2 e^{-t}; 
 
    x´= - x;   y′ = - y,  y (t) = C3 e^{-t}; 
 
    x´= - x - 1;    y′=  - y - 1,  y (t) = -1+ C4 e^{-t}; 
 
    x´= - x - 2;   y′ = - y - 2, y (t) = -2 + C5 e^{-t}5; 
 
    x´= - x -3;    y′= - y - 3, y (t) = -3 + C6 e^{-t}; 
    x´= - x - 4;   y′= - y - 4, y (t) = - 4 + C7 e^{-t}. 
 
