In this paper we investigate the asymptotic distribution of the zeros of polynomials P n (x) satisfying a first order differential-difference equation. We give several examples of orthogonal and non-orthogonal families.
Introduction
Many families of polynomials P n (x) satisfy differential-difference equations of the form P n+1 (x) = A n (x)P n (x) + B n (x)P n (x), n ≥ 0,
where P 0 (x) = 1, and A n (x), B n (x) are polynomials of degree at most 2 and 1 respectively. When A n (x) and B n (x) are independent of n, we can identify P n (x) with some class of derivative polynomials [13] Examples of derivative polynomials include the monic Hermite polynomials H n (x), defined by [16] H n+1 (x) = − 1 2 H n (x) + x H n (x).
In this case,
We will analyze the Hermite polynomials in Section 7.3. Another example comes from taking Q(x) = x, f (x) = e x , g(x) = exp (e x ) .
In this case, the polynomials P n (x) satisfy P n+1 (x) = xP n (x) + xP n (x), and are called Bell polynomials [1] . We analyze these polynomials in Section 7.4. Now suppose that H(x) = h −1 (x), the inverse function of h(x), and that
, z 0 = h(x 0 ), |f (x 0 )| ∈ (0, ∞) .
Then [5] , d n H dz n (z 0 ) = [f (x 0 )] n g n−1 (x 0 ), n = 1, 2, . . . ,
where the functions g n (x) satisfy g 0 (x) = 1 and g n+1 (x) = g n (x) + (n + 1) f (x) f (x) g n (x) , n = 0, 1, . . . .
If f (x) = exp (ax 2 + bx) , the functions g n (x) are polynomials of degree n. In particular, when a = 1 2 , b = 0, we obtain a family of polynomials associated with the derivatives of the inverse error function. We analyze these polynomials in Section 7.5.
Polynomial solutions of (1) arise naturally in combinatorics as generating functions of sequences of numbers having a combinatorial interpretation. For example, the Bell polynomials are generating functions for the Stirling numbers of the second kind [25] 
where n k represents the number of ways to partition a set of n objects into k nonempty subsets. The location of the zeros of the generating function G(x) of a sequence c n determines some of the properties of c n . For example, when G(x) is a polynomial, we have the following result [21] :
be a polynomial all of whose zeros are real and negative. Then, the coefficient sequence c n is strictly log concave.
An extension of this result was proven by Schoenberg [20] .
In this paper, we will analyze the asymptotic distribution of the zeros of polynomials defined by the differential-difference equation (1).
Interlacing zeros
In [7] , we studied polynomial solutions of (1) . Under some mild conditions on the coefficients A n (x), B n (x), we concluded that in general the zeros of the polynomials P n (x) are real and interlace. This result would be trivial if the polynomials P n (x) are orthogonal but, in almost all cases, they are not.
The following theorem is crucial and of independent interest.
Theorem 2 Suppose P n and P n+1 have interlacing zeros for every n ∈ N, i.e.,
and that x k,n /φ(n) ∈ [a, b] for every 1 ≤ k ≤ n and n ∈ N, where φ(n) is a positive and increasing sequence. Then there exists an infinite subset Λ ⊂ N such that
for some function f which is continuous on
, and the convergence is uniform for t ∈ [0, 1] and
The points a * , b * are given by
whenever φ(n) increases to ∞, and a * = a, b * = b whenever φ is constant.
Proof. The partial fraction decomposition
readily gives
Since φ is increasing, we have φ(m)/φ(N ) ≤ 1, and if φ(n) → ∞, then
The interlacing (2) implies that x k,m−1 − x k,m ≥ 0, and furthermore
whenever m ≤ N . This gives the bound
which holds for every x ∈ K and every m ≤ N . From this one easily finds
holds for every N ≥ n and
In particular we have for N = n and
the inequality 
where the infimum is over all finite sets {t 0 , t 1 , . . . , t r } of points in [0, 1] satisfying 0 = t 0 < t i < · · · < t r = 1 and t i − t i−1 > δ for 1 ≤ i ≤ r, and
Observe that (6) implies that 
hence f Λ is continuous, and the convergence is in fact uniform on [0, 1] . Note that all inequalities hold uniformly for x ∈ K, hence f n (t, x) is a normal family on C \ [a * , b * ] for every t and the convergence also holds uniformly for x on compact sets of C \ [a * , b * ].
Ratio asymptotics
We will choose the positive increasing sequence φ(n) in such a way that the limits
lim
exists. Note that a and b are polynomials of degree at most 2 and 1 respectively. Then the differential-difference equation (1) gives
We will assume that φ is regularly varying, i.e.,
then Theorem 2 and (7)- (8) imply that for the subset Λ ⊂ N we have
which gives ratio asymptotics for the polynomials for the same subsequence where Theorem 2 gave asymptotics.
How to determine the zero distribution
Theorem 3 Suppose that the polynomials P n satisfy the differential-difference equation (1) and that
where φ(n) = n σ L(n) is regularly varying. Then the limit function f (s, x) in (3) is independent of the subsequence Λ and satisfies
with f (0, x) = 0 and lim
Proof. First we use telescopic summation to write
Observe that
This can be written as an integral:
If we now use Theorem 2 and (10), then we find a subsequence Λ ⊂ N such that
In the same way we can also find
which for n tending to infinity in Λ gives
which is the integral-differential equation in (13) . Every converging subsequence Λ gives the same integral-differential equation. The equation (13) has a unique solution which satisfies f (0, x) = 0 and lim x→∞ xf (s, x) = s, since it can be reduced to a first order differential equation of Abel (σ = 0) or Riccati (σ = 0) type, see Propositions 4 and 5. Hence f Λ (s, x) is independent of the subsequence Λ.
Proof. From (3), we have
which we can rewrite as
Using (9), we have
and we get
But from (16), we conclude that
Abel and Riccati differential equations
Proposition 5 The function
satisfies the nonlinear ODE
with boundary condition lim z→∞ zS(z) = 1.
Proof. Using (15) in (13), we have
Thus,
Differentiation with respect to s gives
or, equivalently,
.
Introducing the new variable
Finally, the boundary condition (14) implies lim z→∞ zS(z) = 1.
Solving for S (z) in (18), we get
If σ = 0, then
Thus, in this case S(z) is the solution of a Riccati equation [19] . The substitution
reduces (21) to a second-order linear ODE
and therefore
where
Using (23) in (22), we get
Alternatively, we note that
is a particular solution of the Riccati equation (21) . Thus, we can set [18] 
in (21) and obtain the linear equation
with solution
Using (28) in (26), we recover (24) . If σ = 0, we have
Differential equations of the form (29) are called Abel equations of the second kind [15] . The substitution
transforms equation (29) to the canonical form
with
and the new variable x is defined by
General solutions of (33) for different functions R(x) are given in [18] . Once again, we note that (25) is a particular solution of the Abel equation (20) . With this in mind, we can rewrite equation (31) in the form
We can also use the particular solution (25) to construct a self-transformation of the Abel equation (29). Setting
we get [18] y + 1
From (30) we have
and
Thus, we obtain the equation
When σ = 0, equation (36) reduces to the Riccati equation (27).
Since there is no method that will allow us to solve the Abel equation (20) in general, we will construct a particular solution satisfying the asymptotic condition (19) .
Proposition 6 Suppose that
and that
where N denotes the set of natural numbers. Then, the Abel equation (20) has the unique solution
where the coefficients c n are defined by the recurrence relation
for n = 2, 3, . . . , with c 0 = 0 and c 1 = 1.
Proof. Setting z = x −1 in (20), we have
where a, b, a and b are evaluated at x −1 . Using (37a) and (38) in (40), we obtain
Comparing coefficients of x we get, up to order x, 
Shifting n to n + 1, we have
Using c 1 = 1 in (42), we obtain
Shifting the sums in (43) we conclude that
and the result follows.
Remark 7 Note that in the previous proof c 0 and c 1 were obtained as part of the process of finding a unique solution of the differential equation (20) . We didn't need to assume their values at all.
The Stieltjes transform
We will now show that the function S(z) that we obtained in the previous section is the Stieltjes transform of the equilibrium measure for the polynomials P n (x).
From (3), (5) and (17), we know that
and {x k,n } n k=1 are the zeros of P n (x). Introducing the zero counting measures [23, Section
we have 1 n
and there exist a probability measure ψ (t) such that
The integral above is called the Stieltjes transform [24, Section 65] of ψ (t), and ψ (t) is called the equilibrium measure. To recover the measure ψ (t) from (45), we can use the Stieltjes-Perron inversion formula
where [ψ] denotes the jump operator
[ψ] (s) = 1 2 lim
Note that
(u is Heaviside's step function) if and only if
In particular, the absolutely continuous part of ψ is given by
The function S(z) has the asymptotic behavior [12, Section 12.9]
where the coefficients µ n are the moments of the measure ψ (t)
Examples

Jacobi polynomials
The Jacobi polynomials P (α,β) n are orthogonal polynomials on [−1, 1] satisfying
here we take α, β > −1 in order that the weight is integrable on [−1, 1]. They satisfy the relation [22, Eq/ (4.5.7) on p. 72]
The monic polynomials are
and the relation (48) become
This of the form (1) with
All the zeros of Jacobi polynomials are on [−1, 1] and they are interlacing. Hence we need no scaling and can take φ(n) = 1 for all n. Clearly σ = 0 and
It follows that
Using (50) and (51) in (24), we get
In order that lim x→∞ xS(x) = 1 we need to choose C = −1, which gives
This function is analytic in C \ [−1, 1] and is the Stieltjes transform of a positive measure:
so that the asymptotic distribution of the zeros of Jacobi polynomials is given by
Laguerre polynomials
Laguerre polynomials
where α > −1. The zeros are real, positive and interlacing. From Szegő [22, Eq. (5.1.14)] we learn that
Combined with the recurrence relation [22, Eq. (5.1.10)]
this gives the relation
For the monic polynomials P n = (−1) n n!L α n we then find
which is of the form (1) with
In order that (11)- (12) holds, we choose the scaling φ(n) = n, so that
and σ = 1. Using these in (31), (32), (34) and (35), we have
1 4
x and the canonical form of the Abel equation (33) is
where W (z) is the Lambert W function [3] defined by
with [17, 4.13.2] W −e −1 = −1, W (e) = 1, and the differentiation property
Using (58) in (59), we obtain
The Taylor series of the function W (z) around 0 is [4] W (z) =
The function defined by this series can be extended to a holomorphic function defined on all complex numbers with a branch cut along the interval (−∞, −e −1 ]; this holomorphic function defines the principal branch of the Lambert W function. Using (62) in (61), we get
Thus, we need C = 1 2 and conclude that
Applying the Lagrange Inversion Formula [25] to (60), we have
Hence,
The function S(z) has a branch cut along the interval [−e, 0].
From (46), we have
Using the results in [14] , we also have the integral representation
In [11] , C. Elbert studied the zero asymptotics of P n (x), and obtained
although he didn't identify the function appearing in his formulas with the Lambert W function. His method was completely different, and was based on his previous work on the asymptotic analysis of P n (x) using the saddle point method [10] . In this case, we have
In Figure 1 we plot the zero counting measure ψ 75 (z) defined in (44) and the measure ψ (t) defined in (63), to illustrate the accuracy of our results.
Inverse error function polynomials
Let's consider the polynomials P n (x) defined by P 0 (x) = 1 and
The polynomials P n (x) arise in the computation of higher derivatives of the inverse error function [9] . Since they have purely imaginary zeros, we set
and obtain a family of monic polynomials with real zeros, satisfying
In this case, we can take φ(n) = 1 and get we obtain
We conclude that In Figure 2 , we plot the zero counting measure ψ 100 (z) defined in (44) and the measure ψ (t) defined in (66).
In [8] , we analyzed the polynomials P n (x) asymptotically and, among others, we considered the limit n → ∞, with x = y/n and y = O(1). We obtained the asymptotic approximation P n (x) ∼ n n e where we have used Stirling's formula [17, 5.11.7] n! ∼ √ 2πnn n e −n , n → ∞.
t, t → 0, in agreement with (67).
Conclusion
In this paper we have investigated the asymptotic zero distribution of a family of polynomials satisfying a differential-difference equation of the form P n+1 (x) = A n (x)P n (x) + B n (x)P n (x), n ≥ 0, where A n are polynomials of degree at most 2 and B n are polynomials of degree at most 1. We have shown that, assuming the zeros of the polynomials interlace and after appropriate scaling using some regularly varying function φ(n), the Stieltjes transform of the asymptotic zero distribution satisfies a differential equation of Riccati or Abel type, which can be solved explicitly. We have illustrated this result for the classical orthogonal polynomials of Jacobi, Laguerre, and Hermite, for which the asymptotic zero distribution is already well known, but also for two families of polynomials which are not orthogonal polynomials: the Bell polynomials and polynomials related to the inverse error function. One of the main ingredients in this paper is Theorem 2 which shows that the sequence of zero counting measures with regularly varying scaling is relatively compact in the Skorohod metric on D[0, 1].
