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  This work uses a two-dimensional discrete dislocation framework (van der 
Giessen and Needleman, 1995; O'Day and Curtin, 2004) to extend the bimaterial 
fracture studies of O'Day and Curtin (2005) to thin film interfacial fracture.  Length-
scale dependent plasticity, an important feature of plasticity in micrometer-sized 
films, naturally arises within the DD model from modelling the collective motion of 
large numbers of discrete dislocations.  The predictions of the two-dimensional 
discrete dislocation (DD) model are to be compared with the experimental 
measurements of Lane et al. (2000b) and Litteken et al. (2005). 
  Quantitative agreement is observed between DD and experimental 
measurements of fracture toughness over a range of film thickness at small  
( < 60MPa ) levels of residual stress.  Quantitative agreement between DD predictions 
of 0.2%-offset yield strength and continuum-derived yield strengths (Lane et al., 
2000b) buttresses the observed quantitative agreement in fracture toughness.  A 
number of factors known to affect fracture toughness are discussed in light of this 
observed quantitative agreement in fracture toughness, including: cohesive strength, 
intrinsic fracture energy, and mode mixity.  Differences in geometry and Young's 
modulus between that assumed in the DD model and the physical experimental 
specimen is also discussed, as well as some computational factors.  The quantitative 
agreement appears to hold up well despite the above discussed factors.   
  The DD model also appears to be able to model residual stress effects on 
fracture toughness, although the magnitude of these effects appears to be larger than 
that observed experimentally.  In contrast to predictions from continuum length-scale 
independent (e.g. Strohband and Dauskardt, 2003) or length-scale dependent  
 vi
 (Wei (2002) based on the strain gradient model of Fleck and Hutchinson (1997)) 
plasticity models, the DD model appears to predict a tension-compression symmetry 
in residual stress, that is, the effect of residual stress appears to only depend on the 
magnitude of residual stress and not on the direction (tension or compression).  There 
appears to be no experimental evidence that will unambiguously indicate a set of 
fracture toughness trends to be the better model of material behaviour. 
  Overall, the DD results show that appropriate size effects emerge naturally 
within the DD model through the evolution of dislocation structures without any ad-
hoc assumptions.  DD plasticity also appear to be a valuable tool for understanding 
the complex interplay of the dislocation plasticity, small-scale boundary conditions, 
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  Thin metal films, present in a multitude of modern technologies, exhibit size-
dependent mechanical behaviour.  Size effects are not only of academic interest to the 
mechanics community; they are also of practical importance in predicting physical 
failures of systems containing these thin films.  
1.1 Thin Film Yield Strength  
 The dependence of yield strength on film thickness is a well-known size 
effect, postulated to arise due to the energetic cost of depositing dislocation segments 
against the impermeable film-substrate/passivation interface as the dislocation loop 
moves within the thin film (see, for instance, Freund (1987), Freund (1990), Freund 
(1992), Freund (1993), Thompson (1993), and Nix (1998)). 
  Florando and Nix (2005) experimentally demonstrated the dependence of yield 
strength on film thickness for copper thin films on silicon substrates.  Recent 
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 experiments had also demonstrated the dependence of yield strength on film thickness 
for free-standing copper, gold, and aluminium thin films (Espinosa et al., 2004; 
Espinosa et al., 2006; Xiang et al., 2004;  Xiang and Vlassak, 2006).  Bažant et al. 
(2005) attributed this size effect to the existence of a boundary layer formed when the 
thin film was deposited on the substrate.  This boundary layer was postulated to have 
a different response to dislocation activity compared to the rest of the thin film.  The 
size effect in free-standing thin films was also attributed to the small film thickness 
that "limits glide distances and inhibits the operation of dislocation sources" (Keller et 
al.,1996).  The latter postulation is consistent with the observation of diameter-
dependent stress in single crystal cylindrical pillars under uniaxial compression 
(Dimiduk et al., 2005, Uchic et al., 2004).  It was postulated that the observed size 
effect is an instance of "multiplication-limited behaviour" – that, as specimen size 
decrease, dislocation multiplication processes become increasing restricted due to 
dislocations escaping the crystal and inadequate breeding distances.  There are also 
experimental observations of very-similar "dislocation starvation" effect (Greer and 
Nix, 2006; Greer et al., 2005) as well as the "dislocation source-limited behaviour" 
(Volkert and Lilleodden, 2006) observed in single crystal gold columns.   
  The above experimental observations of thin film yield strength are consistent 
with (i) yield strength being affected by specimen dimensions when specimens are 
micrometer-sized or smaller, and that (ii) this size-dependent yield strength is related 
to dislocation activity.   
1.2 Thin Film Interfacial Fracture  
 Failure is often observed at the interface between thin metallic films and other 
materials in a variety of modern technologies, motivating much experimental work on 
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 interfacial fracture energy of known critical interfaces (see, for instance, Dauskardt et 
al. (1998), Lane et al. (2000a), Lemonds et al. (2002), Cordill et al. (2004), and Kim 
and Duquette (2007)).  Interfacial fracture energy has been experimentally observed 
to depend on film thickness (Lane et al., 2000b; Litteken et al., 2005).  The 
experimentally measured "apparent" (macroscopic) fracture energy Gc is known to 
have contributions from both the underlying "intrinsic" (microscopic) fracture energy 
G0 and plastic dissipation Gpl, with plastic dissipation typically making the larger 
contribution to the macroscopic fracture energy.  The influence of the metal thickness 
was postulated to be related to the self-consistent plastic zone size  
     ( ) 2213 1 y cc
EGR σνπ −=               (1.1) 
where yσ  is the yield stress, E the Young's modulus, and ν the Poisson's ratio.  A 
larger Rc implies a bigger plastic zone and larger amounts of plastic dissipation.  The 
effect of plastic constraint in thin films, and the associated reduction in fracture 
energy, are expected to occur for films with thickness less than Rc. 
 In addition to metal film thickness, a variety of other factors are known to 
affect interfacial fracture toughness via their influence on plastic dissipation.  The 
intrinsic fracture energy is influenced by interfacial chemistry (see, for instance, 
Kriese et al. (1998),  Xu et al. (1999), Lane et al. (2000a), and Lane et al. (2001)) and 
acts to affect plastic dissipation through the so-called "valve effect" (Rice and Wang, 
1989; Suo et al., 1993).  Plastic dissipation is also affected by the maximum traction 
sustained across the cohesive interface (Tvergaard and Hutchinson, 1993; Tvergaard 
and Hutchinson, 1994; Hutchinson and Evans, 2000), as well as the loading mode 
mixity (Wang and Suo, 1990).  Larsson and Carlsson (1973) found that it is 
important to account for the effect of the non-singular normal stress parallel to the 
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 crack, an effect further discussed by Rice (1974).  This non-singular normal stress was 
postulated to affect toughness via its effect on yield point (Strohband and Dauskardt, 
2003; Tvergaard and Hutchinson, 1996).  These effects had been summarised in 
several reviews (see, for instance, Nix (1989), Ernst (1995), Evans et al. (1999), 
Hutchinson and Evans (2000), Lane (2003), and Gerberich and Cordill (2006)). 
 This experimentally-observed dependence of plasticity on length-scale may be 
modelled using continuum plasticity models (see, for instance, Fleck and Hutchinson 
(1997)).  Many of these continuum length-scale dependent plasticity models are based 
on concepts of strain gradients accommodated by "geometrically necessary" (as 
opposed to "statistically stored") dislocations.  These geometrically necessary 
dislocations, in turn, were postulated to give rise to size effects (Fleck et al., 1994; 
Fleck and Hutchinson, 1993; Gao and Huang, 2003).  Indeed, numerous strain 
gradient plasticity theories had attempted to explicitly account for dislocation densities 
(see, for instance, Gurtin (2002), Evers et al. (2004), Bardella (2006), Bayley et al. 
(2006), and Brinckmann et al. (2006)). 
  On the other hand, length-scale dependent plasticity will also naturally arise 
from modelling the collective motion of large numbers of discrete dislocations within 
the discrete dislocation (DD) framework.   
1.3 Comparison of Plasticity Models  
  Although both continuum and DD models associate plasticity with dislocation 
activity, the DD model, by accounting for individual discrete dislocations, is able to 
model the evolution of dislocation structures, as well as naturally accounts for the 
effects of the changing dislocation structure on any macroscopic behaviour.  
Continuum models, on the other hand, must represent some "average" statistically 
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 homogeneous behaviour.  This difference manifests itself in at least the following 
three ways.   
 First, continuum plasticity theories typically implicitly assume sources for 
plasticity are available, irrespective of state and sample size, at any material point at 
which plasticity is expected to take place.  However, the experimentally observed 
"dislocation starvation" effect (Greer and Nix, 2006; Greer et al., 2005), 
"multiplication-limited behaviour" (Dimiduk et al., 2005; Uchic et al., 2004), and 
"dislocation source-limited behaviour" (Volkert and Lilleodden, 2006) in single 
crystals subjected to uniaxial compression assert that, at a sufficiently-small scale, 
dislocations and dislocation sources must be treated as discrete entities.     
 Second, experimental evidence exists that points to a certain "discreteness" in 
material response (e.g., Volkert and Lilleodden, 2006; Li et al., 2005) not typically 
modelled within continuum plasticity theories.  For instance, Columbus and Grujicic 
(2002) had noted that continuum nonlocal crystal plasticity (Kalidindi et al., 1992; 
Bronkhorst et al., 1992; Dao and Parks, 1997) predicted monotonic stress intensity 
versus crack extension behaviour while DD predicted behaviour with "step-wise 
character". 
 Third, some strain gradient plasticity models are derived based on certain 
configuration(s) of geometrically necessary dislocations (Gao et al., 1999).  The 
(implied) configuration(s) of geometrically necessary dislocations may not be 
applicable, in general, to any other problem with a different configuration of 
geometrically necessary dislocations (Kubin and Mortensen, 2003).  The DD model, 
on the other hand, does not refer to any specific configuration(s) of geometrically 
necessary dislocations since it allows the dislocation structure to evolve in response to 
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 an imposed load.  The DD model will also circumvent the problem of separating 
dislocation densities into "statistical" and "geometrically necessary" components.  
  The above points corroborate the comment made by Berdichevsky and 
Dimiduk (2005) that continuum plasticity theories cannot be applied to scales smaller 
than the characteristic length of dislocation structures (typically 10-50μm) at which 
fields cease to be deterministic.  Although there are attempts to address the 
stochastic/discrete nature of dislocation dynamics within a continuum strain gradient 
framework (see, for instance, Hähner (1996), Groma (1997), Yefimov and van der 
Giessen (2005a), and Zaiser and Aifantis (2006)), this discreteness is typically not 
handled well within continuum frameworks. 
  As a further note, crack propagation had been observed not to occur if the 
interfacial cohesive strength σˆ  exceeds five times the metal yield strength yσ  
(Tvergaard and Hutchinson, 1992; Tvergaard and Hutchinson, 1994; Tvergaard and 
Hutchinson, 1996) in computational studies of fracture toughness based on a length-
scale independent continuum plasticity model.  This difficulty is circumvented by 
assuming the presence of a dislocation-free elastic region around the crack tip, a 
solution adopted by various researchers including Suo et al. (1993), Beltz et al. 
(1996), He et al. (1996), Tvergaard (1997), and Tvergaard (1999).  The assumption of 
a dislocation-free elastic region is, however, usually made when studying brittle 
fracture, not fracture involving significant plastic dissipation.  O'Day and Curtin 
(2005) also commented on the observed absence of a dislocation-free region in their 
analysis of bimaterial interfacial fracture.  Adoption of the DD model thus not only 
circumvents the limitations of length-scale independent continuum plasticity models, 
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 it is also consistent with the existence of size effects in micrometer-sized metal films 
discussed. 
 As a final note, in view of the large and potentially prohibitive computational 
cost associated with DD analyses, it is clear that continuum plasticity models have the 
clear advantage over the DD model in this respect. 
1.4 Overview  
  There exists experimental evidence that the size-dependent yield strength of 
micrometer-sized thin films is related to dislocation activity.  Length-scale dependent 
plasticity will also naturally arise from modelling the collective motion of large 
numbers of discrete dislocations.  A variety of mechanical behaviour, in thin films or 
otherwise, is known to be qualitatively or even quantitatively modelled within the 
two-dimensional DD framework.  It is thus reasonable to make use of the two-
dimensional discrete dislocation framework to study thin film interfacial fracture 
where length-scale dependent plasticity is known to make a dominant contribution to 
macroscopic fracture toughness.   
 The two-dimensional DD framework proposed by van der Giessen and 
Needlemen (1995) in conjunction with the alternative superposition framework 
proposed by O'Day and Curtin (2004) will be used in this work to extend the 
bimaterial fracture work of O'Day and Curtin (2005) to thin film interfacial fracture.  
The DD predictions of interfacial fracture toughness will be compared to the 
experimental measurements of Lane et al. (2000b) and Litteken et al. (2005).   
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 1.5 Organization of Thesis 
  The introductory portion of the thesis continues with a literature review in 
Chapter 2, and a brief description of the two-dimensional DD framework in Chapter 
3. 
  Results from DD simulations are divided into two major parts.  The first major 
part, consisting of Chapters 4 and 5, focuses on the agreement between DD and 
experimental measurements of fracture toughness with small residual stress (less than 
60MPa).  Chapter 4 focuses on the thickness-dependence of thin film yield strength, a 
factor known to affect fracture toughness.  Any quantitative agreement between DD 
predictions and experimental measurements of the variation in thin film yield strength 
with metal thickness will corroborate DD quantitative prediction of fracture 
toughness.  Chapter 5 will go on to compare thickness-dependent DD fracture 
toughness at zero residual stress with the experimental measurements of Litteken et al. 
(2005) with small residual stress (–59MPa).  Chapter 5 will also discuss the effect of 
various parameters (including cohesive strength, cohesive energy, thickness of 
intervening brittle layer, modulus mismatch, and mode mixity) on fracture toughness.   
  The second major part, consisting of Chapter 6, focuses on the agreement 
between DD and experimental measurements of fracture toughness with significant 
tensile residual stress (~ 300MPa).  A significant portion of the groundwork leading to 
the fracture toughness results presented in Chapter 6 is contained in Appendix D to 
avoid creating a significant diversion between Chapters 5 and 6. 
  Chapter 7 concludes the thesis by setting the major conclusions within the 
context of the existing body of knowledge, as well as describing some possible 
extensions to this work.   






















  This review is divided into two parts.  The first concentrates on the 
development of analytical fracture mechanics, and the second focuses on various DD 
studies. 
2.1 Analytical Fracture Mechanics 
 The development of the discipline of fracture mechanics had been reviewed in 
various places, e.g., Anderson, 1995.  It suffices for the present purpose to note the 
work of Irwin in first extending Griffith's approach (Griffth, 1920) to include plastic 
dissipation (Irwin, 1948).  He went on to show that the stresses and displacements near 
the crack tip may be quantified by the stress intensity factor (Irwin, 1957), the stress 
intensity factor (K) in turn being related to the energy release rate (G).  The energy 
release rate, in quantifying the net change in potential energy for a unit increment of 
crack extension, serves as a failure (fracture) criterion. 
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 2.1.1 Crack in a Homogeneous Material 
 For a crack in a homogeneous isotropic linearly elastic material loaded in 
Mode I (as defined in Figure 2.1), 




KG I=               (2.1) 
where 21
' ν−=
EE in plane strain and EE ='  in plane stress, ( E , ν ) being the 
material's Young's modulus and Poisson's ratio.  The stresses at a point with 
coordinates ( r ,θ ) (defined in Figure 2.2) are given by 
     ( ) ( ) ( )[ ]θθθπσ 23212111 sinsin1cos2 −= r
K I  
     ( ) ( ) ( )[ θθθπσ 23212122 sinsin1cos2 += r
K I ]            (2.2) 
     ( ) ( ) ( )θθθπσ 23212112 cossincos2 r
K I=  
and the displacement field by    
     ( ) ( )[ ]θκθπμ 212211 sin21cos22 +−= rKu I   
(2.3) 
     ( ) ( )[ ]θκθπμ 212212 cos21sin22 −+= rKu I   




3 in plane stress, and 
( )νμ += 12







































Figure 2.2  Convention for coordinate axis and various stress components  
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 2.1.2 Elastic Bimaterial Interfacial Fracture  
   The stress and displacement fields near a crack at the interface of two isotropic 
homogeneous linear elastic regions had been studied by various researchers including 
Williams (1959), England (1965), Erdogan (1965), and Rice and Sih (1965), and 
reviewed by Shih (1991) and Hutchinson and Suo (1992).  It had been found that the 
stress and displacement fields may be expressed using the Dundurs parameters 
(Dundurs, 1969) α  and β  defined as 
      
( ) ( )















where the subscripts 1 and 2 refer to material 1 and 2 respectively.  The Dundars 
parameter β  is related to the bimaterial constant ε  defined by Williams (1959) by  









1               (2.5) 
In the absence of out-of-plane mode III deformation, the tractions at a distance r 
ahead of the crack tip may be expressed as 








+=+               (2.6) 
where 1−=i , and stress intensity K = KI + iKII.  The displacement jumps at a 
distance r behind the crack tip is then given by 
















+=+             (2.7) 
where the effective Young's modulus E* is given by  







+=               (2.8) 
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 Defining 22 III KKK += , the energy release rate is then given by  







KG βπε −==             (2.9) 
2.1.3 Presence of Significant Plasticity  
 In the presence of significant plastic deformation, the energy release rate is no 
longer described by the stress intensity factor, but by the J-integral proposed by Rice 
(1968).  Hutchinson (1968), Rice and Rosengren (1968) later showed the crack tip 
stress fields in the presence of plastic deformation are characterised by the J-integral, 
that is, the J-integral may be viewed as a stress intensity parameter as well.  For a 
crack in a homogeneous power law hardening material  








ε ,            (2.10) 0σσ >
where is the yield stress, and 0σ α  and n are material parameters, the stress fields are 
given by  















⎛=   
(2.11) 















⎛=   
and the displacement fields given by  















⎛=            (2.12) 
where ( )mij ,ˆ θσ , ( mij ,ˆ )θε  and ( )mui ,ˆ θ  are dimensionless functions of θ, depending 
on the loading mode, the strain hardening exponent n, and the state of plane-strain or 
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 plane stress.  Im is a normalising coefficient that depends on these same parameters.  
The values of ( )mij ,ˆ θσ , ( )mij ,ˆ θε , ( )mui ,ˆ θ , and Im are computed numerically. 
2.2 Brief Review of Existing DD Studies  
  Analytical solutions become increasingly difficult to obtain as the complexity 
of the problem increases.  Computational techniques involving plasticity models are 
often used to study interfacial fracture when one or both of the neighbouring regions 
experiences significant plastic deformation.   
  This section presents some of the key existing DD studies, starting by 
presenting two studies showing the advantage DD enjoys over continuum plasticity 
models.  Next, DD yield strength studies verifying the length-scale dependence of DD 
plasticity are presented.  This section ends by reviewing DD work studying the 
structure of crack tip stress fields, the role of dislocations and various other 
parameters in fracture toughness, as well as the evolution of stress within thin metal 
films. 
2.2.1 Comparison With Continuum Plasticity Models  
  A number of qualitative predictions of mechanical behaviour are known to 
emerge naturally within the DD model but are not captured within continuum 
plasticity models.  Two examples are cited below. 
  The first example is that of a crystalline strip subject to simple shear and 
constrained between two rigid and impenetrable walls studied by Shu et al. (2001).  
As shown in Figure 2.1, the layer is of height H in the x2-direction with shearing along 
the x1-direction.  Plane strain is assumed, and the layer is unbounded in the x1- and x3-
directions.  The boundary conditions are 






u1 = U(t), u2 = 0  
u1 = 0, u2 = 0  




Figure 2.3  Schematic of the crystalline layer of thickness H subject to simple shear, 














Figure 2.4  DD shear strain profiles at various values of the applied shear Г  
for the case with double slip with H = 1μm.   
The dashed lines are fitted exponential strain profiles.   











Figure 2.5  Effect of choice of boundary conditions upon shear strain profile  
by single-slip nonlocal theory at overall shear strain Г = 0.0218. 
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 01 =u ,    02 =u  along 02 =x       
(2.13) 
      , tHu Γ= &1 02 =u  along Hx =2   
where  = 103s–1 is the prescribed shear rate.  All field quantities are taken to be 
periodic in x1 with period w (Figure 2.3). 
Γ&
  Further defining two slip systems ( )1ϕ  = 60º and ( )2ϕ  = 120º as shown in 
Figure 2.3, the DD model predicts the strain profiles shown in Figure 2.4.  Here, the 
average shear strain is defined as 






=γ , ( ) ( )∫= wave dxxxuwxu 0 121121 ,1           (2.14) 
The jagged curves show the calculated average shear strain profiles, while the smooth 
curves are an exponential fit used to facilitate identification of the boundary layer 
width.  The boundary layer is quite pronounced with the local shear strain ( )2xγ  
approaching values close to zero at both edges x2 = 0 and H. 
  It is noted that for a homogeneous crystal, the solution to the above boundary 
value problem corresponds to a state of uniform shear deformation.  Hence, any local 
theory as well as nonlocal theories that do not involve higher-order boundary 
conditions (such as the theory of Acharya and Bassani (2000)) does not predict the 
existence of boundary layers.   
  The same boundary problem may be analysed using the nonlocal crystal 
theory of Shu and Fleck (1999) involving higher-order boundary conditions yields the 
shear strain profile shown in Figure 2.5.  Figure 2.5 implies that the emergence of 
boundary layers within nonlocal theories depends on the exact higher-order boundary 
condition imposed.  
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   The second example is that of a composite material comprising elastic 
reinforcements embedded in a ductile matrix subjected to simple shear, as shown in 
Figure 2.6.  The unit cell shown in Figure 2.6 is subjected to plane strain simple shear 
prescribed through boundary conditions  
      , tHu Γ±= &1 02 =u  along Hx ±=2             (2.15) 
where  = 103s–1 is the prescribed shear rate.  Periodic boundary conditions are 
imposed along the lateral sides 
Γ&
wx ±=1 .  A single slip system parallel to the x1-
direction is considered.  The average shear stress  needed to sustain the 
deformation is computed from the shear stress 
aveτ
12σ  either along the top or the bottom 
face of the cell:  
      ( )∫− ±= wwave dxHxw 1112 ,21 στ            (2.16) 
  Two reinforcement morphologies having the same area fraction but different 
geometric arrangements of the reinforcing phase were analyzed by Cleveringa et al. 
(1997).  In one morphology, material (i), the particles are square and are separated by 
unreinforced veins of matrix material while in the other, material (iii), the particles are 
rectangular and do not leave any unreinforced veins of matrix material.  Figure 2.7 
shows stress-strain curves for these two morphologies, while Figure 2.8 shows 
dislocation distributions predicted by the DD model.  For material (i), since the 
motion of dislocations in a vein is not blocked by the reinforcement, there is a 
progressive concentration of all dislocation activity into one of the veins in the cell at 
rather small strains.  On the other hand, for material (iii), the central reinforcement 
must rotate to accommodate the shear, leading to a strong piling-up of dislocation 
against the reinforcement sides (Figure 2.8).  These dislocations may be thought of as 
geometrically necessary dislocations. 






u1 = HГ, u2 = 0  




Figure 2.6  Schematic of the unit cell (2H ×  2w) of composite material with  
doubly periodic array of elastic particles, showing boundary conditions and  













Figure 2.7  Effect of morphology on the DD predictions of overall stress-strain 












Figure 2.8  Predicted dislocation distributions in (a) material (i) and (b) material (iii).    












Figure 2.9  Comparison of average shear strain  versus applied shear strain Г  
for cases where the gradient hardening depends only on 
aveτ
1x∂∂γ  with cases where 
hardening depends on both 1x∂∂γ  and 2x∂∂γ  for materials (i) and (iii).   
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    Bassani et al. (2001) studied the same problem using the nonlocal theory of 
Acharya and Bassani (2000).  Figure 2.9 shows the stress-strain response when 
considering or neglecting 2x∂∂γ .  It can be seen that the morphology dependence is 
reproduced if only the gradient associated with geometrically necessary dislocations 
1x∂∂γ  is considered.  On the other hand, the morphology dependence is not 
modelled when considering the full gradient of slip ( 1x∂∂γ  and 2x∂∂γ ).  It thus 
appears that nonlocal continuum theories which do not distinguish between 
"statistical" and "geometrically necessary" dislocations are unable to predict the 
dependence on morphology. 
 In contrast, the nonlocal continuum plasticity theory based on a statistical-
mechanics description of the collective behaviour of dislocations (Yefimov et al., 
2004a; Yefimov and van der Giessen, 2005a; Yefimov and van der Giessen, 2005b) 
is successfully applied to a variety of problems, including the composite material 
subjected to simple shear studied by Cleveringa et al. (1997), the bending of a single 
crystal (Yefimov et al., 2004b), a crystalline strip subjected to simple shear and 
constrained between two rigid and impenetrable walls studied by Shu et al. (2001), 
and stress relaxation in single crystalline thin films on substrates subjected to thermal 
loading studied by Nicola et al. (2003).  It should, however, be noted that the 
continuum theory has material parameters that are either analogous to that in the DD 
model, or fitted to DD simulations of the composite shear problem (Cleveringa et al., 
1997).   
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 2.2.2 Comparison of 2D and 3D DD Models  
 Between a two-dimensional (2D) and a three-dimensional (3D) DD analysis, 
the analysis of discrete three-dimensional dislocations is clearly computationally more 
expensive due to the need to track (i) the complicated geometry of curved dislocation 
loops in three dimension, (ii) the complex dislocation interactions, and (iii) 
accounting for boundary conditions (Benzerga et al., 2004).  The extremely high 
computational cost thus limits three-dimensional analyses of discrete dislocations to 
small boundary value problems (see, for instance, Devincre and Kubin (1994), 
Schwarz (1999), Zbib et al. (2000), Weygand et al. (2002), Han et al. (2003), and Cai 
and Bulatov (2004)).  Although still computationally expensive, solution of larger, 
more realistic boundary value problems is feasible using a two-dimensional DD 
framework.   
  Although certain material behaviour requires three-dimensional representation 
of discrete dislocations (Benzerga et al., 2004; Gómez-García et al., 2006), a 
surprising number of size-dependent mechanical responses may be qualitatively 
modelled by the two-dimensional discrete dislocation framework.  These include the 
natural emergence of geometrical and statistical dislocations in the bending of a strip 
(Cleveringa et al., 1999), the natural emergence of boundary layers and size effects in 
constrained plastic flow (Shu et al, 2001), the dependence on morphology of the 
mechanical behaviour of a composite material (Cleveringa et al., 1997), and the 
emergence of size effects in the wedge indentation of thin films (Balint et al., 2006a).    
The various aspects of thin film mechanical behaviour modelled within the two-
dimensional DD framework are briefly described below. 
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 2.2.3 DD Predictions of Thin Film Yield Strength  
  In addition to predicting various qualitative aspects of mechanical behaviour, 
existing work also suggests the DD model to be able to qualitatively, and even 
quantitatively, predict the dependence of plasticity on length-scales. 
 Nicola et al. (2006) recently compared DD predictions of thin film yield 
strength with experimental results involving electroplated and sputter-deposited 
copper thin films (Xiang et al., 2004; Xiang and Vlassak, 2005), and found good 
quantitative agreement for the offset flow strength both passivated (Figure 2.10) and 
unpassivated (Figure 2.11) films.   
 Benzerga and Shaver (2006) used a mechanism-based discrete dislocation 
plasticity proposed by Benzerga et al. (2004) that uses short-range constitutive rules 
to incorporate key three-dimensional effects associated with dynamic junctions and 
line tension (Benzerga et al., 2004; Benzerga et al., 2005) to reproduce the 
experimental results of Greer et al. (2005) and Uchic et al. (2004) to some remarkable 
details.  The calculations exhibit a size effect on the flow strength, as shown in Figure 
2.12.  Furthermore, the ratio of the small to large sample flow strengths predicted is 
greater than 10, in keeping with experimental findings (Greer et al., 2005).  A 
mechanism for the predicted size dependence highlights the interplay between sample 
dimensions and length scales inherent to dislocation generation and leads to 
dislocation starvation in small samples.  The DD study of Deshpande et al. (2005) 











Figure 2.10  The 0.2% offset yield strength, yσ , plotted versus the reciprocal of the 
film thickness 1/h for films passivated on one side. The filled symbols show 
experimental values while computational results are denoted with open symbols. 












Figure 2.11  The 0.2% offset yield strength, yσ , plotted versus the reciprocal of the 
film thickness 1/h for unpassivated films.  The filled symbols show  
experimental values while computational results are denoted with open symbols.  












Figure 2.12  Flow stress versus specimen size H.   
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  Balint et al. (2006b) studied the effect of specimen size on the uniaxial 
deformation response of planar single crystals and polycrystals.  The single crystals 
display a strong dependence with the flow strength increasing with decreasing 
specimen size.  In sufficiently small single crystal specimens, the nucleation rate of 
the dislocations is approximately equal to the rate at which the dislocations exit the 
specimens so that below a critical specimen size, the flow strength is set by the 
strength of the initially present dislocation sources, consistent with the findings of 
Deshpande et al. (2005).  Yield strength was also found to increase with decreasing 
grain size, consistent with Balint et al. (2005b) and Biner and Morris (2002).   
2.2.4 Cracks Tip Stress Fields  
 Various features of the stress field around a stationary plane strain mode I 
crack within a single crystal, such as sectors and kinks, were observed both in DD 
studies (van der Giessen et al., 2001) as well as in continuum theories (Rice, 1987; 
Drugan, 2001).     
  A similar study by Nakatani et al. (2003) compared the DD predictions of 
crack tip fields at a ductile single crystal-rigid material interface with those from 
crystal plasticity (Asaro, 1983; Cuitiño and Ortiz, 1993; Bassani, 1994; Rice, 1987; 
Drugan, 2001).  Although the DD and continuum predictions agreed on the structure 
of the crack tip stress fields (number of sectors of constant stress, and sector boundary 
location), discrete dislocation plasticity predicted slip on all three available slip 
systems very near the crack tip while continuum slip plasticity predicted slip only on 
one or two slip systems.  Furthermore, none of the approaches based on crystal 
plasticity can capture the localised high stresses required for crack growth (Cleveringa 
et al., 2000). 
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 2.2.5 Crack Growth and Fracture  
 Cleveringa et al. (2000) studied the growth of a plane strain mode I crack 
under monotonic loading, and concluded that dislocations play a dual role in crack 
growth.  On the one hand, dislocations arrange themselves in structures, thus creating 
a local stress concentration that allows the possibility of crack advance by cleavage.  
On the other hand, dislocation motion causes plastic deformation that dissipates 
energy flowing to the crack, thus enhancing fracture toughness.   
  A later work (Cleveringa et al., 2001) showed that longer dislocation 
nucleation times and increased loading rates decreases fracture toughness.  Fracture 
toughness was also found to decrease with decreasing grain size (Balint et al., 2005a) 
as grain boundaries act to impede dislocation motion, consistent with physical 
reasoning based on the increasing yield strength with decreasing grain size (Arzt, 
1998).  The increase in metal-ceramic interfacial fracture toughness with mode mixity 
observed by O'Day and Curtin (2005) is in qualitative agreement with the predictions 
from continuum plasticity calculations (Tvergaard, 2001) as well as experimental 
observations (Wang and Suo, 1990). 
 Deshpande et al. (2001a) studied the growth of a plane strain crack subject to 
mode I cyclic loading.  The effect of load ratio and tensile overloads on the fatigue 
threshold was discussed.  A further study (Deshpande et al., 2002) showed distinct 
threshold and Paris law regimes in the cyclic crack growth rate log(da/dN) versus 
applied stress intensity factor range log(∆KI) curve.  Furthermore, rather uniform 
spaced slip bands corresponding to surface striations develop in the wake of the 
propagating cracks.  A later study (Deshpande et al., 2003b) found the fatigue crack 
growth predictions to be insensitive to the yield strength of the material.  The fatigue 
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 threshold scales with the fracture toughness of the purely elastic solid, with the 
experimentally observed linear scaling with Young's modulus (Liaw et al., 1983) 
being an outcome when the cohesive strength scales with Young's modulus.  The 
effect of crack length on fatigue threshold is studied in Deshpande et al., 2003a. 
2.2.6 Stresses Due to Thermal Mismatch 
  Nicola et al. (2001) studied the evolution of stresses within a metal thin film 
on an infinitely-thick substrate.  As the temperature decreases, stresses arise from a 
mismatch in the coefficients of thermal expansion between the film and the substrate.  
Dislocation motion led to significant relaxation of stress within the metal film.  The 
formation of boundary layers within the metal film was also observed, the thickness 
of which do not scale with film thickness, leading to size effects with thinner films 
having the higher yield stresses.  It was verified (Nicola et al., 2005b) that if the film-
substrate interface is perfectly permeable for dislocations, stresses in the film relax to 
the level that depends only on the strength of the weakest nucleation source, 
independent of the film thickness. 
  A further study (Nicola et al., 2003) found that below a certain film thickness, 
an additional contribution to hardening arises from a reduction in dislocation 
nucleation caused by the back stresses associated with the dislocation pile-ups at the 
film-substrate interface.  This is consistent with the experimentally observed 
dislocation starvation effects (Greer and Nix, 2006; Greer et al., 2005) and other 
similar effects.  Nicola et al. (2003) also noted that average film stresses were not 
sensitive to the distribution of dislocation sources. 
  In a polycrystalline metal thin film, the grain structure results in the formation 
of an additional boundary layer with high dislocation density near the free surface 
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 (Nicola et al., 2005a).  The grain structure also contributed to the size-dependent 
response by hindering dislocation motion across grain boundaries.   
2.3 Concluding Remarks 
  Interfacial fracture involving significant plastic deformation is typically 
studied using computational techniques instead of analytically.  Adoption of the DD 
model within studies of thin film interfacial fracture not only circumvents the 
limitations of scale-independent continuum plasticity models, it is also consistent with 
the existence of size effects in micrometer-sized metal films as well as enjoying 
certain advantages over continuum plasticity models in qualitative predictions of 
mechanical behaviour. 
  The review of existing DD studies show that thin film interfacial fracture had 
not been studied previously using the DD model.  Furthermore, though stress 
relaxation within thin films was studied, the effect of residual stress on interfacial 
fracture toughness had not been previously studied.  The present work uses the DD 
model to study the effect of various parameters, including residual stress, on 






























 A broad description of the two-dimensional DD framework will be given in 
four parts.  First, the standard and alternative superposition formulations are described 
to facilitate understanding of the various technical implementation details as given in 
Appendix A, B, and C.  Second, a brief description of the constitutive equations 
governing dislocation activity, as well as the parameter values adopted in this work 
will be presented.  Third, short notes on the symbols used to represent various 
dislocations in plots of dislocation structures are then given.  Lastly, a brief discussion 
of the inherent sensitivity of DD analyses to small perturbations, important in the 
interpretation of DD results, concludes this chapter. 
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 3.1 Formulation of the Boundary Value Problem  
 The two-dimensional DD framework models edge dislocations as line defects 
constrained to glide on specified slip planes embedded in a plane strain, isotropic, 
elastic (continuum) background material.  The deformation process is assumed to be 
quasi-static and to involve small strains only.   
 Solution of the general discrete dislocation boundary value problem, 
illustrated schematically in Figure 3.1, is to be obtained.  The body of volume V 
composed of an elastic-plastic "matrix" region V  and an elastic "inclusion"  
region V  with tensors of elastic moduli L and 
M
E EL , respectively.  The boundary S  
( = SU  Sf ) is subject to time-dependent traction and displacement boundary 
conditions u = u0(t) on SU, and T = T0(t) on St.  Two approaches to solving the general 
boundary value problem are briefly described below; the interested reader is invited to 
refer to 
∪
van der Giessen and Needleman (1995) and O'Day and Curtin (2004) for the 
full details. 
3.1.1 Standard Formulation 
  The standard formulation proposed by van der Giessen and Needleman 
(1995) (shown in Figure 3.2) solves the problem of interest as the superposition of  
(i) a problem containing dislocations in an infinite body of homogeneous matrix 
material, yielding the displacement u~ , strain ε~ , and stress σ~  fields, and (ii) a 
complementary problem that corrects for the actual boundary conditions and the 
presence of the inclusion, yielding the fields u , , and ˆ εˆ σˆ .  The fields in the problem 
of interest are then obtained by superposition as 
   uuu ˆ~ +=   εεε ˆ~ +=   σσσ ˆ~ +=   in V             (3.1) 
 






T0 on Sf   
MV  





Figure 3.1  Schematic illustration of a general boundary value problem with an elastic 
inclusion of volume , and a distribution of dislocations in the matrix material .  
The boundary S is subject to time-dependent traction (T0(t) on Sf ) and  


















Figure 3.2  Standard superposition (decomposition) of a general boundary value 
problem into: the problem of interacting dislocations in a homogenous infinite solid 
(~ field), and the complementary problem for the nonhomogeneous body without 







T0 on Sf   
u0 on Su   
V M   
V E   = 
u~ on Su 
V M   
+
Tˆ on Sf 
V M   
V E   
T~ on Sf 
∞ 
( Tˆ  = T0–T
~ ) 
uˆ on Su 
(u = u0–ˆ u~ ) 
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  The solution of the (~) field is obtained by considering the elastic fields of an 
isolated dislocation in an infinite body.  These elastic fields are known analytically 
(Hirth and Lothe, 1968) and given by u , , .  Again, by superposition, the (~) 
fields from nd dislocations are given by  
i i iε σ
   ∑=
i
iuu~   ∑=
i
iεε~   ∑=
i
iσσ~   (i = 1, …, nd).            (3.2) 
These fields produce tractions and displacements at the real boundary of interest S   
     on St    on Su                (3.3) T
~~ =⋅σν Uu ~=
where ν is the outward normal to S. 
 The corrective (^) field is designed such that when superposed with the 
infinite space dislocation fields, the desired boundary value problem is obtained.  The 
governing equations for the corrective fields are thus  
    0ˆ =⋅∇ σ    
in V                  (3.4a) 
      uˆˆ ∇=ε
      in     εσ ˆ:ˆ L= MV
   (3.4b) 
    ( ) εεσ ~:ˆ:ˆ LLL EE −+=   in   EV
subject to the "corrective" boundary conditions 
     TTT ~ˆˆ 0 −==⋅σν   on St     
   (3.4c) 
    UuUu ~ˆ 0 −==   on Su. 
Provided that the dislocation displacement fields remain continuous on Su and along 
the interface between the matrix and the inclusion, the (^) fields are smooth.  Hence, 
Equation (3.4) constitutes a well-posed linear elastic boundary value problem which 
can be conveniently solved by finite element techniques. 
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  With the dislocation structure and all fields known at some instant, the 
evolved structure and fields of the general problem are desired after an increment in 
applied loading.  Based on the known dislocation structure, the boundary fields U  
and 
~
T~  are calculated.  The corrective FE problem is then solved for an increment of 
applied loading.  With the total fields determined, the evolution of the dislocation 
structure is accomplished by (i) evaluation of the Peach-Koehler force (resolved shear 
stress) on each dislocation and (ii) application of the rules for dislocation motion, 
nucleation, and annihilation.  The updated dislocation structure and new fields are 
now known, and this procedure is repeated for all subsequent increments.   
 A key point is that the method does not solve for equilibrium dislocation 
distributions.  At any instant, the dislocation structure is a snapshot of the constantly 
evolving dislocation structure.  Since an equilibrium solution is not being sought, no 
self-consistent iteration between the two subproblems is necessary.  The FE 
framework used here is that of Cleveringa et al. (2000), which is quasi-static and uses 
a virtual work expansion to step forward in time without iteration. 
3.1.2 Alternative Formulation  
 The additional term ( ) ( ) σε ~::~:ˆ 1 ILLLLp EE −=−= −  in Equation (3.4b) that 
corrects for the presence of the inclusion is known as the polarization stress.  In an 
incremental FE scheme the polarization stress must be computed at each inclusion 
integration point, which requires the stress field of each dislocation to be evaluated at 
these points.  As the number of dislocations become large and/or the number of 
inclusion elements increases, evaluation of  can dominate the FE calculation.   pˆ
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Figure 3.3  Alternative superposition (decomposition) of a general boundary value 
problem into: discrete dislocation (DD) subproblem solved with the standard 
superposition subjected to generic boundary conditions, and the elastic (EL) 
subproblem which contains all specific boundary conditions and loading solved using 
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  This motivated O'Day and Curtin (2004) to propose an alternative formulation 
shown schematically in Figure 3.3 for the general problem shown previously in 
Figure 3.1.  The desired boundary value problem is solved as the superposition of a 
DD subproblem subject to generic boundary conditions and a fully elastic (EL) 
subproblem subject to all actual boundary conditions. 
 The DD subproblem models only that part of the structure where dislocations 
are permitted to exist; the regions of elastic inhomogeneity are not modelled in the 
DD subproblem.  The generic boundary conditions of the DD subproblem are chosen 
as  = 0 and  = 0 on Su and St, respectively.  Additionally,  = 0 is 
prescribed on the boundary Sb between the matrix and inclusion.  Thus, the only 
information about the full problem used in the solution of the DD subproblem is the 
geometry of the boundaries shared by the DD subproblem and the full problem as 
well as any boundary conditions acting on these boundaries.  The incremental solution 
of the DD subproblem is then obtained exactly as described in the previous section, 
i.e., as the superposition of an infinite space dislocation problem and a corrective 
problem.  An outcome of the solution of the DD subproblem at any instant is a 
traction T* along the boundary Sb, which is used in the EL subproblem as described 
below. 
DDu DDT DDu
 The EL subproblem models the entire structure and is subject to all the true 
boundary conditions on S.  The region of the structure containing dislocations is 
modelled as an isotropic elastic material.  Information about the plastic deformation in 
the plastic region of the material is transmitted to the remainder of the structure 
through the addition of a body force –T* along Sb in the EL subproblem, which is the 
negative of the traction T* obtained from the DD subproblem.  The EL subproblem 
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 can be solved by standard FE methods.  In the absence of nonlinear regions, such as a 
cohesive zone surface, the EL subproblem is fully linear and the FE equations can 
thus be solved very quickly because inversion or decomposition of the entire elastic 
stiffness matrix was accomplished only once at the start of the calculation. 
 The solution to the full problem of interest is then obtained by superposition of 
the DD and EL subproblems as 
           ELDD uuu += ELDD εεε +=         ELDD σσσ +=            (3.5) 
Superposition is permitted since, in the region where superposition is being used, both 
problems are linearly elastic at any instant.  All plasticity is completely contained in 
the motion and position of the dislocations within the underlying elastic material and, 
therefore, does not preclude the application of superposition.  Although termed an 
"elastic" subproblem, the EL subproblem need only be linear in the region where the 
discrete dislocation superposition is being applied.  That superposition yields the 
correct boundary conditions for the desired problem during any increment is clear 
from the schematic in Figure 3.3: the boundary conditions are satisfied exactly, the 
linear field equations in each part of the problem have been solved via FEM, the 
tractions T* and –T* cancel upon superposition, and the boundary condition  = 0 
has no effect on the displacement of the boundary Sb as calculated in the elastic 
subproblem. 
DDu
3.2 Constitutive Rules Governing Evolution of Dislocation Structure  
  Within the two-dimensional DD framework, the dislocation structure evolves 
when individual dislocations glide along their slip plane or are pinned at obstacles, 
when opposite dislocations annihilate each other, and when new dislocation pairs are 
nucleated at discrete sources.  The same constitutive rules governing dislocation 
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 evolution (with identical parameter values) are used throughout this work.  Details 
specific to each simulation, such as loading and geometry, will be reported before 
presenting the results of that particular simulation. 
 Slip planes oriented at angle ( )αϕ  (=120º, 60º and 0º) relative to the positive 
horizontal x1-axis are spaced at 100b, and are initially dislocation-free.  Only edge 
dislocations are considered, with Burgers vector of magnitude b = 0.25nm.  All 
dislocations are constrained to remain on their slip plane.  To resolve the dislocation 
activity, a time step of  = 0.5ns is used.   tΔ
  Dislocation nucleation can occur at dislocation sources that are randomly 
distributed along the specified slip planes with a density of 66/μm2.  A Gaussian 
distribution with mean strength nucτ  = 50MPa and standard deviation 0.2 nucτ
bτ
 
describes the strengths of these dislocation sources.  Nucleation from any particular 
source occurs when the Peach-Koehler force (resolved shear stress) at the source 
exceeds a critical value  for a time period t  = 10ns.  When dislocations are 
nucleated, they are nucleated as a pair of opposite dislocations (a dipole) with Burgers 
vector ±b, with the polarity being determined by the sign of 
nuc nuc
τ .  The distance L  
between the two dislocations is such that the total resolved shear stress  balances 
the attractive shear stress that the two dislocations exert on one another. 
nuc
nucτ
      ( ) nucnuc
bL τνπ
μ
−= 12               (3.6) 
Obstacles to dislocation motion are distributed at random along the specified slip 
planes with a density of 120/μm2.  Dislocations that reach obstacles are pinned at the 
obstacles until the magnitude of the resolved shear stress exceeds the obstacle strength 
 = 150MPa.  "Statistical effects" arise from different random "statistically-similar" obsτ
Page 44 of 167 
 realizations of dislocation source and obstacle distributions satisfying the above 
parameters.  All dislocation sources and obstacles are contained in a rectangular 
"process window".  The finite size of this process window is not expected to act as a 
constraint on fracture toughness since dislocation dynamics beyond the process 
window is expected to have little influence on crack tip response. 
  It may be noted that the dislocation sources and obstacles are discrete point 
sources and obstacles.  Furthermore, the positions and number of sources and 
obstacles remain constant throughout the DD analysis. 
  The dislocation glide velocity is linear in the Peach-Koehler force with 
viscous drag coefficient B = 10-4 Pa•s, and climb is not permitted.  For computational 
reasons, a maximum dislocation velocity of 20 m/s is enforced.  Dislocations of 
opposite sign are annihilated when they come within a critical distance of 6b on the 
same slip plane.   
3.3 Conventions for Dislocation Symbols and Burgers Vector 
  Dislocations on the three slip systems will be represented by the symbols  or 
 on slip system ( ) ( )1ϕ  = 120º,  or  on slip system 2ϕ  = 60º, and  or  on 
slip system ( )3ϕ  = 0º.  The edge dislocation  is defined to have an extra half plane 
of atoms above the dislocation line, with Burgers vector b = + |b| 1x
r  where 1x
r  is a unit 
vector in the direction of the positive x1-axis.  All other dislocations ( , , , , 
 ) have extra planes of atoms and Burgers vector consistent with that defined above 
for .  For instance,  will have Burgers vector b = + |b| sin60° 1x
r  – |b| cos60° 2x
r , 
and  Burgers vector b = + |b| sin60° 1x
r  + |b| cos60° 2x
r . 
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 3.4 Inherent Sensitivity to Small Perturbations  
  Deshpande et al. (2001b) showed dislocation dynamics to be extremely 
sensitive to small perturbations.  It is therefore important to know the implications of 
this extreme sensitivity on the results to be presented in this thesis.  Specifically, the 
effect of the positions of dislocation sources will be highlighted in this section as an 
introduction to the "statistical" variability mentioned throughout the thesis. 
  Deshpande et al. (2001b) showed the extreme sensitivity to small 
perturbations to be a consequence of dislocation interactions by studying the 
sensitivity of the dislocation structure to a small 10-3b perturbation (where b = 0.25nm 
is the magnitude of the Burgers vector) with respect to a reference calculation.  The 
separation of the two resultant initially-nearby trajectories, quantified based on the 
positions of corresponding dislocations in the two simulations, was found to increase 
exponentially in the absence of an overall (macroscopic) instability.  This sensitivity 
to perturbations exists down to perturbations of 10-6b.  While it was possible that the 
exponential increase in separation was the result of instabilities within the discrete 
integration procedure or an initial transient, these possibilities were ruled out.  
Furthermore, this sensitivity to small perturbations persists when dislocation 
nucleation is suppressed, suggesting that the observed extreme sensitivity to small 
perturbations is a consequence of dislocation interactions of the existing dislocation 
structure and is a direct outcome of the physical mechanism of plastic flow. 
 Deshpande et al. (2001b) further showed that perturbations of 10-3b in the 
positions of the dislocation sources had negligible effect on the macroscopic uniaxial 
stress-strain response, but may be a source of significant finite difference in the crack 
growth resistance given that conditions for crack growth are determined at a very 
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 small length scale and are much more sensitive to local variations.  This sensitivity 
suggests the existence of inherent variability in material response, as distinct from 
controllable experimental scatter, acting as an inherent limit of the accuracy of any 
experimental measurement of fracture toughness.  It is thus important to account for 
the statistical variability arising from "unavoidable (and uncontrollable) small 
perturbations" (Needleman et al., 2006) before drawing conclusions from computed 
DD results.  Figure 4.9 will show the statistical effect on yield strength, while Figure 




































 Experimental measurements have shown that both thin film yield strength 
(Florando and Nix, 2005) and interfacial fracture toughness (Lane et al., 2000b; 
Litteken et al., 2005) to depend on the thickness of the metal film.  Lane et al. (2000b) 
had used yield strength as a fitting parameter to obtain agreement between their data 
and a continuum-plasticity model, noting that theoretically-motivated size-scaling 
relations (Thompson, 1993; Freund, 1987; Nix, 1989; Arzt, 1998) were inadequate.  
Hence, it is valuable to understand the effect of film thickness on thin film yield 
strength within the DD framework before studying the thickness-dependence of 
fracture toughness.  Identical material parameters (such as elastic Young's modulus 
and Poisson's ratio, as well as parameters governing the evolution of the dislocation 
structure) will be used in studying yield strength and fracture toughness; the yield 
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 strength and fracture toughness specimen differs only in the geometry and applied 
loading. 
4.1 DD Model for Thin Film Yield Strength  
  Thin film yield strength will be estimated by subjecting thin film specimens to 
uniaxial tensile loading, as shown schematically in Figure 4.1.  The specimen has 
aspect ratio 4.0, elongated in the width ( x1 ) direction.  The specimen occupies  
0  x1  4h, 0 ≤  x2 ≤  h, with the origin at the left bottom corner of the specimen.  
The bottom ( x2 = 0 ) boundary is held fixed, while a displacement rate U  is 
prescribed on the top ( x2 = h ) boundary.  In addition, shear free conditions are 
prescribed on both the top and bottom boundaries  
≤ ≤
&
    02 =u , T  on 01 =& 02 =x   
(4.1) 
      ,  on Uu && =2 01 =T& hx =2   
Here, ( ) denotes time differentiation and the traction  jiji nT σ= , where n  is the 
outward normal to the appropriate surface.  The prescribed loading rate is  
 = 100/s, and U(t = 0) = 0, where t is time.  In addition, a "dummy" x1 = 0 
displacement boundary condition is imposed on the bottom left corner.  The lateral 




       on  = 0, 4h              (4.2) 021 == TT && 1x
A study of yield strength associated with a tension perpendicular to the film, rather 
than tension parallel to the film as in past work (e.g., Nicola et al. (2001)), seems 
more useful in light of the mode I K-field loading imposed on the fracture toughness 
specimen (Figure 5.1).   
 







displacement U  
x2  





Figure 4.1  Schematic of the discrete dislocation geometry used to calculate  
thin film stress-strain curve and 0.2%-offset yield strength 
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  The specimen is initially dislocation-free.  Constitutive relations governing 
dislocation dynamics had been described in Section 3.2.  Since the specimen is 
relatively small, the process window spans the entire specimen.  Dislocations are 
allowed to exit the lateral sides (  = 0, 4h), but high strength obstacles prohibit 
dislocations from exiting the top and bottom boundaries.  The conditions at the top 
and bottom boundaries are motivated by the perfectly-bonded metal-substrate 
interface in the fracture toughness specimen (Figure 5.1) impermeable to dislocations.  
It is first noted that the sandwich specimen (Figure 5.1) is computationally more 
expensive than the yield strength specimen (Figure 4.1).  The sandwich specimen also 
unnecessarily complicates the 
1x
22ε  loading of the metal film in view of the differing 
displacements at the metal and remote substrate boundaries.  Other implementation 
details are described in Appendix A.     
 The average normal stress  associated with imposed normal strain average22σ
hU /=22ε  is estimated from the nodal values of 22σ  along the top boundary 













1 σσσ              (4.3) 
where N is the number of elements with nodes on hx =2 , and ( ) ( )i122σ , ( ) ( )i222σ  are the 
nodal values of 22σ  at the two nodes with x2 = h of the ith element. 
 A range of metal thicknesses h from 0.3μm to 2.0μm are considered, with 
limited data for h = 5.0μm.  Within the specimen, identical 4-noded square elements 
are used, the size of the elements being limited by computational memory required.  
The smaller thicknesses (h ≤  2.0μm) are analyzed using 0.05μm by 0.05μm elements, 
while the largest thickness h = 5.0μm is analyzed using 0.1μm by 0.1μm elements.   
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 4.2 DD Results  
  Figure 4.2 shows the average nominal "density" of dislocations within the 
yield strength specimen, calculated by dividing the number of dislocations by the area 
of the undeformed yield strength specimen.  The "total" dislocation density (Figure 
4.2b) accounts for all dislocations within the yield strength specimen, while the 
"mobile" dislocation density (Figure 4.2a) only accounts for dislocations that are free 
to move (i.e., not pinned at any dislocation obstacle).  A comparison of Figure 4.2a 
and 4.2b will show that mobile dislocation density is always smaller (or at most equal 
to) the total dislocation density. 
 The total and mobile dislocation densities give a quantitative description of the 
level of dislocation activity within the yield specimen.  Figure 4.2 shows dislocation 
activity for each metal thickness increasing as the imposed 22ε  increases.  This is 
expected since the imposed 22ε  provides the driving force for dislocation nucleation 
and subsequent activity.  Further, at a given imposed 22ε , there is less dislocation 
activity for the smaller metal thickness, consistent with the expectation that a smaller 
metal thickness acts as a geometrical constraint on dislocation activity. 
  Figure 4.3 shows the instantaneous distribution of dislocation within the yield 
strength specimen at imposed 22ε  = 0.5%.  It may be observed that there is a 
concentration of  and  (symbols defined in Section 3.3) at the top boundary, and 
a similar concentration of  and  at the bottom boundary.  Analysis of the Burgers 
vector of these dislocations will suggest the formation of an effective  "super-
dislocation" at the top boundary, and an effective  "super-dislocation" at the bottom 
boundary, consistent with the analysis of Nicola et al. (2005b).   







Figure 4.2  Dislocation density versus imposed 22ε , for various metal thickness  
0.3μm ≤  h ≤  2.0μm as indicated.   
(a) Mobile (non-pinned) Mρ , and (b) total (pinned and non-pinned) Tρ   
dislocation density.  Note that dislocation density increases with increasing  
imposed 22ε  and metal thickness h, and that Tρ   ≥ Mρ . 
 










Figure 4.3  Dislocation distribution within yield strength specimen  
for various metal thickness h with imposed 22ε  = 0.5%.   
(a) h = 0.3μm, (b) h = 0.5μm, (c) h = 1.0μm, and (d) h = 2.0μm.   
 Green: 0º slip plane; Red: 60º slip plane; Blue: 120º slip plane.  






Figure 4.4  Total dislocation density Tρ  versus x2-coordinate,  
for various metal thickness h with imposed 22ε  = 0.5%.   
Dislocation density calculated for Δx2 = 0.05μm strips.   
(a) h = 0.3μm, (b) h = 0.5μm, (c) h = 1.0μm, and (d) h = 2.0μm.  Note the higher 
dislocation densities at the top ( x2 = h ) and bottom ( x2 = 0 ) boundaries. 












Figure 4.5  Distribution of 22σ  (MPa) within the yield strength specimen, for  
various metal thickness h with imposed 22ε  = 0.5%.   
(a) h = 0.3μm, (b) h = 0.5μm, (c) h = 1.0μm, and (d) h = 2.0μm. 
Note that the thicker films have lower average levels of 22σ . 












Figure 4.6  Transformation of stresses ( 11σ , 22σ , 12σ ) by an angle θ from the original 
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  The instantaneous through-thickness variation in total dislocation densities at 
imposed 22ε  = 0.5% is plotted in Figure 4.4.  There are clearly higher dislocation 
densities at the top and bottom boundaries, consistent with that suggested in Figure 
4.3.  The slight asymmetry in dislocation densities between the top and bottom 
boundaries is due to the ability of dislocations travelling towards the top boundary to 
exit the lateral sides ( x1 = 0, x1 = 4h ), leading to a slightly lower dislocation density 
at the top boundary compared to the lower boundary.  The dislocations piled-up at the 
top and bottom boundaries presumably generate backstresses that lead to hardening. 
 Figure 4.5 shows the instantaneous 22σ -field within the yield strength 
specimen at imposed strain 22ε  = 0.5%.  The locally higher stresses at the top  
( x2 = h ) and bottom ( x2 = 0 ) boundaries are attributable to the dislocations piled-up 
at these two boundaries.  Visual inspection will suggest that thicker films have lower 
22σ  averaged over the entire yield strength specimen.  The alternating tensile and 
compressive 22σ  observed at the top and bottom boundaries are attributed to features 
of edge dislocation stress fields.  Stresses at a point ( x1, x2 ) due to an  edge 
dislocation located at the origin in a homogeneous solid with elastic properties (shear 
modulus μ, Poisson's ratio υ) are given by (Hull and Bacon, 2001) 



















−=σ               (4.4) 








−== σσ  
Page 58 of 167 
 where ( )νπ
μ
−= 12
bD .  The stress components ( 11σ , 22σ , 12σ ) rotated through an 
angle θ (as defined in Figure 4.6) may be written as  
              ( ) θθτθσθσθσ cossin2sincos 1222221111 ++=
              (4.5) ( ) θθτθσθσθσ cossin2cossin 1222221122 −+=
  ( ) ( )θθτθθσθθσθσ 2212221112 sincoscossincossin −++−=   
Using Equations (4.4) and (4.5), the ( 11σ , 22σ , 12σ ) stress fields associated with any 
dislocation on inclined slip-planes may be obtained.  Observation of the structure of 
Equations (4.4) and (4.5) will suggest that, for a dislocation on an inclined slip-plane 
located at ( x1 = d1, x2 = d2 ), if 22σ  < 0 for ( x1 < d1, x2 = d2 ), then 22σ  > 0 for  
( x1 > d1, x2 = d2 ) and vice versa.  Given that pile-ups of dislocations on inclined slip-
planes were observed near the top and bottom boundaries (Figure 4.3), this switching 
of the sign of 22σ  from x1 < d1 to x1 > d1 for dislocations on inclined slip-planes 
explains the alternating sign of 22σ  observed in Figure 4.5 at the top and bottom 
boundaries. 
 Figure 4.7 shows the relationship between the average nodal 22σ  along the top 
boundary and the imposed 22ε  for metal thicknesses h = 0.3μm to h = 5.0μm.  The 
stress at which the specimen starts to yield is controlled by the distribution of source 
strengths with mean nucτ  = 50MPa, and standard deviation 0.2 nucτ .  Beyond this 
point, the material continues to deform with reduced stiffness, with thicker specimens 
suffering a greater reduction in stiffness.   
 
 








Figure 4.7  Stress-strain curves predicted by the discrete dislocation model (solid 
lines) for various metal thickness h as indicated.   
Dashed lines show fits to power-law hardening form.   













Table 4.1  Bilinear hardening and power-law fitting parameters  
to describe stress-strain response of thin films  
with metal thicknesses h (Figure 4.7). 
 
h (μm) yσ  (MPa) Bilinear H (GPa) Power-law N  
0.3 60 62 1.09 
0.5 60 57 1.15 
1.0 60 49 1.24 
2.0 57 47 1.29 
















Table 4.2  0.2%-offset yield strength (MPa) of thin films with metal thicknesses h 
estimated by using bilinear hardening and power-law fitting parameters (Table 4.1). 
 
h (μm) bilinear power-law 
0.3 650 650 
0.5 470 450 
1.0 320 320 
2.0 290 270 

















Figure 4.8  0.2%-offset yield strength versus film thickness, as predicted by the DD 
model (open squares) and as obtained in Lane et al. (2000b) by fitting a continuum 
model to the measured fracture toughness versus film thickness (solid circles).   
Note the close agreement in magnitude and the transition in scaling behaviour around 
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  The stress-strain curves in Figure 4.7 may be described by either the bilinear 
hardening law 
            E/2222 σε =    yσσ ≤22  
                  
( )
EH
yy σσσ +−= 22  yσσ ≥22             (4.6) 
or a power-law 
            E/2222 σε =    yσσ ≤22  
                  ( )( )Nyy E σσσ // 22=  yσσ ≥22             (4.7) 
where yσ  is the value of 22σ  at the initiation of yielding, H is the hardening modulus, 
and N the hardening index.  Both forms describe the DD results well, with values of H 
and N and the 0.2%-offset yield stress are presented in Tables 4.1 and 4.2 
respectively; for clarity, only the power-law fits are shown in Figure 4.7.  The DD 
analysis for thickness h = 5.0μm is very computationally intensive, with the data 
presented in Figure 4.7 requiring one month of computation.  This limited h = 5.0μm 
data is also described using bilinear and power-law fits, which are extrapolated to 
estimate the 0.2%-strain-offset yield strength.  The 0.2%-strain-offset yield strengths 
estimated from the power-law fits are plotted against film thickness in Figure 4.8 and 
demonstrate the strong dependence of yield strength on film thickness as predicted by 
the DD model.   
4.3 Comparison with Experimental Measurements  
  The yield strength values used in the continuum model of Lane et al. (2000b) 
to fit their fracture energy data are also shown in Figure 4.8.  The agreement between 
the DD model predictions and the continuum-derived values is very good.  It should 
be noted that the yield strengths for film thickness ≤  1μm used in Lane et al. (2000b) 
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 was extracted from the experimental results of Vinci et al. (1995).  Hence, the good 
agreement between the DD estimates and those values used in the continuum model 
of Lane et al. (2000b) implies good agreement between the DD estimates and those 
obtained from experiments (Vinci et al., 1995).  Moreover, the DD model appears to 
predict the dramatic dependence of yield strength versus film thickness and the 
transition in scaling at h ~ 1μm with no adjustable parameters, whereas the continuum 
model results were obtained by fitting the experimentally measured fracture energy 
data.  Hence, it appears that the DD model naturally accounts for the magnitude and 
scaling of the yield strength in precisely the manner derived ex-post-facto from the 
continuum models and as measured in experiments.   
 The largest difference between the two results is found at the smallest 
thickness, which is in the regime of brittle fracture where the precise yield strength is 
likely unimportant.  Furthermore, it must be noted that in the model of Lane et al. 
(2000b), the thin films were assumed to behave in an elastic-perfectly plastic manner 
while the DD response in Figure 4.7 shows strong hardening.  The present work had 
implicitly assumed that the film exists as a single crystal independent of film 
thickness, although grain size is known to scale with film thickness (Hommel and 
Kraft, 2001), and yield strength is known to be affected by both film thickness and 
grain size (Venkatraman and Bravman, 1992).  Experiments had also shown texture 
to affect thin film yield strength (Kraft et al., 2000; Baker et al., 2001; Florando and 
Nix, 2005), but the correspondence between the two-dimensional plane strain model 
and the physical specimens in this respect is unclear. 
 
 








Figure 4.9  Stress-strain curves predicted by the discrete dislocation model  
showing statistical effects arising from the use of  
two different source and obstacle distribution with metal thickness h = 1.0μm, 
element size 0.05μm by 0.05μm, aspect ratio 4.0.   
Distribution 1 is shown in Figure 4.7.   
Dashed-dotted line shows 0.2%-offset line used to estimate yield strength.   














Figure 4.10  Stress-strain curves predicted by the discrete dislocation model  
showing effect of element sizes with metal thickness h = 1.0μm, aspect ratio 4.0.   














Figure 4.11  Stress-strain curves predicted by the discrete dislocation model showing 
effect of aspect ratio with metal thickness h = 1.0μm, element size 50nm by 50nm.  
Aspect ratio indicated beside stress-strain curves.   
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  Several computational factors, discussed below, may affect the quantitative 
prediction of yield strength.  Investigations are carried out for the intermediate metal 
thickness h = 1.0μm to avoid incurring the large computational costs associated with 
the larger metal thicknesses.  Figure 4.9 and Figure 4.10 suggest the impact of a 
statistically-identical source and obstacle distribution and the size of finite elements, 
respectively, are negligible.  However, Figure 4.11 suggests the aspect ratio of the 
yield strength specimen does have some effect on the yield strength predicted.  
Although aspect ratio of thin films is typically very large, an aspect ratio of 4.0 is 
close to the practical limit in terms of computational cost for the thickest  
h = 5.0μm specimen.  The aspect ratio effect is attributable to the finite width of the 
boundary regions at the two lateral sides ( x1 = 0,  x1 = 4h ) through which dislocations 
may exit the specimen.  Furthermore, there is also a region near the two lateral sides 
where there are only two (instead of the complete three) slip systems, as suggested in 
the schematic Figure 4.1.  With increasing aspect ratio, the proportion of these 
boundary regions relative to the entire specimen decreases, resulting in a closer 
approximation of an actual thin film.  Lastly, the loading rate  = 100/s, larger 
than that typically imposed experimentally, was prescribed to avoid prohibitive 
computational costs.  A smaller prescribed loading rate may have resulted in less 
hardening, lowering the 0.2%-offset yield strength.  Thus, the small aspect ratio and 
the high prescribed loading rate have the opposite effect on the predicted 0.2%-offset 
yield strength.  In any case, the qualitative trend in yield strength shown in Figures 4.7 
and 4.8 is therefore not expected to be affected by any of the effects discussed above, 
consistent with the qualitative agreement observed by 
hU /&
Nicola et al., 2006 between DD 
predictions and the experimental measurements of Xiang et al. (2004) and Xiang and 
Vlassak (2005).  The study carried out by Fredriksson and Gudmundson (2005) also 
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 implied qualitative agreement in the trend observed of yield strength as metal 
thickness decreases between DD results of Shu et al. (2001) and the experimental 
measurements of Yu and Spaepen (2004), a trend not well described by the 
continuum strain gradient theory of Gudmundson (2004). 
4.4 Concluding Remark  
  The good agreement observed in Figure 4.8 between DD model predictions 
and the continuum-derived values demonstrates that the DD framework is capable of 




































 The results in the previous chapter (Figure 4.8) had suggested that DD 
plasticity is capable of qualitative, if not quantitative, modelling of size effects 
observed in thin film yield strength.  Since yield strength is an important factor 
affecting fracture energy (Lane et al., 2000b), the results of Figure 4.8 supports the 
use of DD plasticity in the study of thin film fracture toughness.   
  The DD analyses for thin film interfacial fracture toughness described below 
are carried out at zero residual stress.  Again, it is noted that the difference between 
the fracture modelling and the yield stress model is only in the geometry and applied 
loading, with all material parameters of the metal identical in the two cases.  
Implementation of the model described below is briefly given in Appendix B. 
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 5.1 DD Model for Thin Film Fracture Toughness (Zero Residual Stress) 
  The fracture toughness specimen is a three layer ceramic/metal/ceramic 
sandwich structure of overall size 1000μm by 1000μm as shown in Figure 5.1.  The 
thickness of the thin metal layer is denoted by h.  The sandwiched metal layer has 
Young's modulus Em = 70GPa, Poisson's ratio  = 0.33, shear modulus  
 = 26.3GPa, and bulk yield stress 
mν
μm yσ  ≈  60MPa, consistent with aluminium.  The 
confining ceramic substrate layers are assumed to be linearly elastic with Young's 
modulus Es = 140GPa, Poisson's ratio  = 0.33, and shear modulus  = 52.6GPa.   sν μ
≥
s
 Traction free surfaces are assumed along –500μm < x1 < 0μm representing a 
pre-existing crack at the interface between the metal and the lower substrate.  The 
reversible, mode independent Tvergaard and Hutchinson (1993) cohesive law with 
viscous damping (Gao and Bower, 2004) describes the traction-separation behavior 
for x1  0 in front of the original crack tip.  Viscous damping is included solely to add 
numerical stability during periods of rapid crack extension as in O'Day and Curtin 
(2005) and is not intended to represent any physical or constitutive damping.  This 
cohesive law relates the traction σ  to a dimensionless measure of interface separation 
λ  













δδλ                          (5.1) 
where  and  are the normal and tangential displacement jumps across the 
cohesive interface, respectively, and  and  are critical values of these parameters.  
The traction-generalized displacement relationship 
nΔ tΔ
nδ tδ
( )λσ , shown in Figure 5.2, is 
characterized by peak traction σˆ  and shape parameters 1λ  (= 0.25) and 2λ  (= 0.5).  It 
may be noted in passing that the peak traction σˆ  has no association with the 
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 corrective (^) field of Equation (3.4b); future references to σˆ  will always refers to the 
cohesive peak traction.  Traction components are defined as 


























tT            (5.2) 
where the subscripts n and t represent the normal and the tangential components, and 
dt
dλλ =&  and the damping parameter ζ  = 0.02 Pa•s as in O'Day and Curtin (2005).  
The cohesive energy φ , which is the work required to separate a unit area of cohesive 
interface, is  
       [ ]2121 1ˆ λλδσφ +−= n              (5.3) 
The value of φ  is varied through  while nδ σˆ , 1λ  and 2λ  are held constant;  is 
assumed.  
tn δδ =
φ  may be interpreted as an "intrinsic" fracture energy, the fracture energy 
of the system in the absence of plastic dissipation.  However, to avoid confusion, φ  
will refer specifically to the computational parameter within the DD model, and G0 
will refer to the experimentally measured quantity.   
 The Tvergaard and Hutchinson (1993) cohesive law is used only to describe 
interface separation in normal tension.  A contact penalty under normal compression 
is represented by stiff elastic springs, where 








Δ= ,    for             (5.4) 0<Δ n
nk  is assumed to be very large, that is,  which is an order of magnitude 
























Figure 5.1  Schematic of 1000μm by 1000μm sandwich structure used in fracture 
modelling, showing cohesive zone surface,  
slip plane orientations, process window for dislocation sources and obstacles, and 
















Figure 5.2  (a) Cohesive zone traction-separation relationship ( )λσ  ;   






         1λ        2λ
(a) 
      0                                    1
nΔ  
tΔ  
= material points coincident 
in reference configuration
(b) 
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  The specimen is loaded by prescribing the plane strain mode I ψ  = 0º elastic 
K-field displacements of a homogeneous ceramic specimen at the remote boundaries, 
consistent with both the small scale yielding assumptions.  Mode mixity ψ is defined 
for such a homogeneous specimen as 




K=ψtan               (5.5) 
The boundary displacements, characterized by 22 III KKK += , are given by  
   ( ) ( ) ( ) ( ){ }ψθθψθψθνπμ +++−−−= 2121211 sinsincoscos4322 ss
rKu  
   ( ) ( ) ( ) ( ){ }ψθθψθψθνπμ +−++−−= 2121212 cossinsinsin4322 ss
rKu  
 (5.6) 
A high loading rate of K&  = 100 GPa•m1/2/s is used, which is necessary due to the 
small time steps (  = 0.5ns) needed to resolve the dislocation motions.  The loading 
|K| is normalized to the reference stress intensity factor 
tΔ











K               (5.7) 
corresponding to the intrinsic fracture toughness of the homogeneous linearly elastic 
ceramic substrate having a cohesive energy φ . 
  The finite element analyses are carried out using a mesh of rectangular 
elements that coarsens with distance away from the initial crack tip.  There is a region 
of uniform elements with length l in the region 0μm ≤  x ≤  L (in micrometers), which 
corresponds to the maximum extent over which crack growth can be resolved.  The 
length of these uniform elements is approximately ½ of the intrinsic cohesive length 
scale  estimated for an elastic system as  cδ
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       2ˆ8σ
πφδ Ec =               (5.8) 
where E (=70GPa) is the smaller of (Em, Es).   
 O'Day and Curtin (2005) also used a Newton-Raphson iterative scheme to 
solve the nonlinear EL subproblem.  The Newton-Raphson scheme ensures that 
equilibrium solutions are found at all increments, particularly as the crack grows 
rapidly at failure.  This Newton-Raphson iterative scheme is present in the DD codes 
used to generate the present results.   
  Dislocations are free to glide anywhere in the metal while remaining on its 
original slip plane.  Dislocations are allowed to exit into the cohesive metal-ceramic 
interface, leaving a "step" on the metal side of the interface.  On the other hand, 
dislocations are not allowed in the substrate regions, and dislocations are also 
prohibited from crossing the non-cohesive metal-ceramic interface into the substrate.  
Constitutive relations governing dislocation dynamics had been described in Section 
3.2.      All slip planes are initially dislocation-free. 
5.2 DD Fracture Toughness Results at Cohesive Strength 300MPa  
 The relationship between applied stress intensity factor and crack growth was 
obtained for the three-layer sandwich geometry with metal layer thickness h ranging 
from 0.3μm to 10.4μm.  For these calculations, the cohesive strength σˆ  = 300MPa 
and cohesive energy φ  = 1.125 J/m2, yielding cohesive lengths  =  = 6nm.  
Equation (5.8) suggests uniform elements l = 50nm, used in 
nδ δ t
O'Day and Curtin (2005), 
is sufficient to resolve crack growth at σˆ  = 300MPa.  The total extent of these 
uniform elements is L = 4.0μm.  The process window for dislocation sources and 
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 obstacles extends through the vertical metal thickness h and horizontally along the 
region –7.5μm ≤  x1  7.5μm surrounding the initial crack tip position at x1 = 0. ≤
  The normalized interface crack growth resistance curves for the various metal 
thicknesses are shown in Figure 5.3.  For metal layer thicknesses smaller than ~0.3μm 
the system is brittle showing essentially no toughening beyond the intrinsic fracture 
toughness, consistent with data of Lane et al. (2000b).   With increasing metal 
thickness h, the crack grows steadily forward with increasing applied K, and becomes 
tougher (less crack growth at same applied load) with increasing film thickness.   
  The failure toughness Kf is defined as the applied stress intensity at which the 
crack continues to propagate without an increase in applied stress intensity factor, that 
is, the resistance curve in Figure 5.3 becomes flat.  When failure is not observed, | K | 
at crack growth Δa = L is taken as a (lower bound) estimate for Kf.  The toughnesses 
for the various metal thicknesses, indicated in Figure 5.3, show that metal thickness 
has a clear effect on fracture toughness, consistent with experimental data. 
 Figure 5.4 shows the dislocation structure at the points near the maximum 
toughening specified on the resistance curves in Figure 5.3.  Clearly, the extent of 
dislocation activity increases with increasing film thickness, demonstrating the 
constraining effect of the thin film geometry on the plasticity and consistent with the 
increased toughening observed.  Figure 5.5 shows the corresponding distribution of 
tensile stress 22σ  throughout the specimens at this point.    As found in studies of 
"bulk" fracture, the dislocation structure generates the large tensile stresses  
σ σˆ≈22  » yσ  just ahead of the growing crack that are necessary to drive the crack 
forward.  The dislocations thus play two roles: dissipation that enhances the toughness 
and stress development that drives the fracture (Cleveringa et al., 2000). 









Figure 5.3  Normalized crack growth resistance curves, |K|/Ks vs. , for various 
metal thicknesses h with intrinsic work of fracture 
aΔ
φ =1.125 J/m2, cohesive strength 
σˆ  = 300MPa.  Toughness Kf /Ks is shown adjacent to each resistance curve.   
For h = 2.0μm, results are shown for five nominally identical  
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Figure 5.4  Dislocation distribution for various metal thickness h at | K |/Ks near 
unstable crack growth (see symbols in Figure 5.3).   
(a) h = 0.5μm; (b) h = 1.0μm; (c) h = 2.0μm; (d) h = 5.024μm; and (e) h = 10.39μm.  
Green: 0o slip plane; Red: 60o slip plane; Blue: 120o slip plane.   
Vertical arrow indicates location of cohesive crack tip.   
Note constraint of plasticity imposed by thin film geometry in all cases, with 
dislocation accumulation on the top surface.  
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(a)                 (d) 
  
(b)                (e) 




Figure 5.5  Contours of tensile stress 22σ  for various metal thickness h at | K |/Ks near 
unstable crack growth (see symbols in Figure 5.3;  
corresponding dislocation distributions in Figure 5.4).   
(a) h = 0.5μm; (b) h = 1.0μm; (c) h = 2.0μm; (d) h = 5.024μm; (e) h = 10.39μm.   
Tensile stress 22σ  normalized by peak cohesive traction  = 300MPa. 
Vertical arrow indicates location of cohesive crack tip.   
Note the high local stresses just ahead of the crack tip that drive crack growth.   
High stresses to the right in (d,e) are artifacts associated with meshing. 
σˆ






Figure 5.6  Normalized DD fracture toughness predictions Kf/Ks versus film thickness 
at cohesive strengths σˆ  = 900MPa and σˆ  = 300MPa. 
Error bars indicate statistical variation in DD toughness estimates obtained  
using different source and obstacle distributions.  
Symbols show the average of the largest and smallest toughness estimate obtained 
using different source and obstacle distributions. 
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  The specific spatial source and obstacle distributions can have an impact on 
the crack growth and toughness Kf (O'Day and Curtin, 2005).  Crack-growth 
calculations have thus been performed using several different statistically-similar 
(defined in Section 3.2) source and obstacle distributions for the case h = 2μm,  
φ  = 1.125 J/m2, and the results are also shown in Figure 5.3.  The difference in Kf 
between nominally identical samples is estimated to be less than 20%.  This 
variability is smaller than the ~ 40% variations found in related bimaterial fracture 
studies (O'Day and Curtin, 2005) but since plasticity is constrained in thin metal 
layers, it is reasonable that statistical effects are less pronounced.   
  The fracture toughness estimated from Figure 5.3 for the various metal 
thicknesses and plotted in Figure 5.6 clearly displays a dependence on metal 
thickness.  Figure 5.6 thus shows that size effects emerge naturally within the DD 
model through the evolution of the dislocation structures without any ad-hoc 
assumptions.  
5.3  DD Fracture Toughness Results at Cohesive Strength 900MPa 
 Further investigations with cohesive strength σˆ  = 900MPa, zero imposed 
residual stress were carried out over the range of metal thicknesses h = 0.3μm to  
h = 5.3μm.  The cohesive lengths are reduced to  =  = 2nm to maintain a 
constant cohesive energy 
nδ δ t




 = 900MPa requires smaller uniform elements l = 20nm, which in turn 
reduces the total amount of resolvable crack growth to L = 1.6μm.   
  With stable crack growth increasing with metal thickness, L = 1.6μm proves to 
be sufficient to contain the full stable crack growth for metal thicknesses h  0.5μm, 
but not for metal thicknesses h  1.4μm.  Hence, different FE meshes with identical  
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 l = 20nm but different L (=1.6μm, 4.0μm or 6.0μm) are used for the various metal 
thicknesses, with the larger L = 4.0μm (6.0μm) for h = 1.4μm (2.3μm and 5.3µm) 
being used for the larger metal thicknesses.  A process window  
–5.0μm  x1 ≤ ≤  +10.0μm centring (approximately) on the uniform elements of total 
length L = 6.0μm is used regardless of metal thickness.   
  Resistance curves similar to those shown in Figure 5.3 are obtained and are 
shown in Figure 5.7.  Fracture toughness at various metal thicknesses estimated from 
Figure 5.7 had been plotted in Figure 5.6.  Again, size effects are observed to emerge 
naturally within the DD model without any ad-hoc assumptions.  Fracture toughness 
is also observed to increase as cohesive strength increases from σˆ  = 300MPa to  
σˆ  = 900MPa, consistent with predictions based on continuum scale-independent 
plasticity (Hutchinson and Evans, 2000; Tvergaard and Hutchinson, 1992; Tvergaard 
and Hutchinson, 1993; Tvergaard and Hutchinson, 1994; Tvergaard and Hutchinson, 
1996; Tvergaard, 2001).   
 The error bars in Figure 5.6 show the statistical variation arising from the use 
of different dislocation source and obstacle distributions.  The larger statistical 
variation at the larger cohesive strength σˆ  = 900MPa (compared to σˆ  = 300MPa) is 
attributable to the larger amounts of plastic dissipation at larger cohesive strengths as 
observed from a comparison of the dislocation structures shown in Figure 5.4 and 
Figure 5.8.  (Figure 5.8, consistent with Figure 5.4, also shows the extent of 
dislocation activity increasing with film thickness, demonstrating the constraining 
effect of the thin film geometry on the plasticity.)  Furthermore, it is interesting to 
note the magnitude of the statistical variation at cohesive strength σˆ  = 900MPa 
remains constant at approximately 0.5-0.6Ks for all metal thicknesses h  0.5μm. ≥






Figure 5.7  Normalized crack growth resistance curves, |K|/Ks vs. ,  
for various metal thicknesses h with intrinsic work of fracture 
aΔ
φ  = 1.125 J/m2, 
cohesive strength σˆ  = 900MPa.   





















Figure 5.8  Dislocation distribution for various metal thickness h at |K|/Ks near 
unstable crack growth (see symbols in Figure 5.7) at cohesive strength σˆ  = 900MPa.   
(a) h = 0.3μm; (b) h = 0.5μm; (c) h = 1.4μm; (d) h = 2.3μm; and (e) h = 5.3μm.  
Green: 0o slip plane; Red: 60o slip plane; Blue: 120o slip plane.   
Vertical arrow indicates location of cohesive crack tip. 
Note the larger extent of dislocations here at σˆ  = 900MPa compared to  
at σˆ  = 300MPa in Figure 5.4    
 







Figure 5.9  Normalized fracture toughness versus film thickness as measured and 
predicted.  Experimental data of Lane et al. (2000b) and Littenken et al. (2005) are 
normalized to an intrinsic fracture energy G0 = 5.0 J/m2; the overlap between data in 
Lane et al. (2000b) and the data in Litteken et al. (2005) for residual stress +306MPa 
suggests the materials in Lane et al. (2000b) to have a similar residual stress.   
DD predictions are for zero residual stress, cohesive strength σˆ  = 900MPa.   
Note quantitative agreement between the simulation and experiment for near-zero 
residual stress.  Error bars indicate statistical variation in DD toughness estimates 
obtained using five different dislocation source and obstacle distributions (three 
distributions at h = 0.3μm).  Circles show the average of the largest and smallest 
toughness estimate obtained using different source and obstacle distributions. 
 
 








Table 5.1  Comparison between DD predicted fracture toughness Kf/Ks 
for  = 0MPa and for  = – 59MPa  
at cohesive strength 
actual
11σ actual11σ
σˆ  = 900MPa, various metal thickness h. 
 
DD fracture toughness estimate for residual stress  
metal thickness (µm) 
actual
11σ  = 0MPa actual11σ  = – 59MPa 
0.3 1.228 1.286 
0.5 1.828 1.953 
1.4 2.451 2.762 
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  Figure 5.9 compares the DD fracture toughness estimates obtained using  
σˆ  = 900MPa (Figure 5.7) with the experimental measurements of Lane et al. (2000b) 
and Litteken et al. (2005) (both normalized to the intrinsic fracture energy  
G0 = 5.0 J/m2).  Though residual stress was not measured for the specimens of Lane et 
al. (2000b), Figure 5.9 suggests an actual residual stress ~ +300MPa, a suggestion 
confirmed by Dauskardt (2005).  The experimental results of Litteken et al. (2005) at 
–59MPa residual stress will be compared with DD toughness predictions at zero 
residual stress; given the small residual stress magnitude (59MPa) relative to the mean 
dislocation source strength nucτ  = 50MPa, zero and –59MPa residual stress are 
expected to yield very similar DD toughness predictions.  This expectation is verified 
in Table 5.1 (using the procedure to be described in Chapter 6) that shows the 
differences between DD fracture toughness predictions at zero and at –59MPa 
residual stress to be small relative to the variation attributable to statistical effects.  It 
thus appears that DD toughness estimates at cohesive strength σˆ  = 900MPa is able to 
quantitatively describe the experimental fracture toughness measurements (Litteken et 
al., 2005) of specimens with –59MPa residual stress.   
  Some factors that may affect quantitative predictions of fracture toughness are 
discussed below in light of the above observation of quantitative agreement between 
DD predictions and experimental measurements of fracture toughness. 
5.4  Factors Affecting Quantitative Predictions of Fracture Toughness  
 The three layer ceramic/metal/ceramic sandwich structure (shown 
schematically in Figure 5.1) with identical material parameters will be used to 
investigate the effects of cohesive strength, intrinsic fracture energy, the presence of a 
thin brittle layer, modulus mismatch, and loading mode mixity on the macroscopic 
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 fracture toughness.  All investigations assume zero residual stress.  Except when 
studying the effects of cohesive strength and cohesive energy, all investigations 
assume cohesive strength σˆ  = 300MPa and cohesive energy φ  = 1.125 J/m2 to 
reduce computational cost.      
5.4.1  Cohesive Strength 
 It is clear from Figure 5.6 that increasing cohesive strength increases fracture 
toughness.  Cohesive strength σˆ  is varied between 300MPa and 1800MPa at a small 
metal thickness h = 0.5μm to avoid prohibitive computational costs at large  
σˆ  = 1800MPa.  Identical dislocation source and obstacle distributions as well as 
finite element mesh are used regardless of cohesive strength.  Equation (5.8) suggests 
small uniform elements of length l = 5nm is sufficient to resolve crack growth for the 
most stringent case of σˆ
≤
 = 1800MPa.  Computational cost then limits the total extent 
of uniform elements to L = 0.4μm which is sufficient to contain the full stable crack 
growth, as will be shown in Figure 5.10.  The process window  
–7.5μm  x1 ≤  +7.5μm will then (approximately) centre about the uniform elements 
0μm  x1 ≤  +0.4μm.  ≤
 The normalized interface crack growth resistance curves and fracture 
toughness Kf are shown in Figure 5.10.  For the smallest cohesive strength of  
σˆ  = 300MPa, there is little toughening beyond the intrinsic fracture toughness of 
1.0Ks.  However, the fracture toughness increases with increasing cohesive strength, 
eventually saturating at ~ 1.9Ks for cohesive strengths equal to or larger than 900MPa.  
The single run with parameters ( σˆ  = 1800MPa, l = 5nm, L = 1.0μm) gives  
Kf ~ 1.91Ks, suggesting the present saturation in fracture toughness is not a 
consequence of a spurious limitation of the failure toughness by the small L = 0.4μm.   
















Figure 5.10  Normalized crack growth resistance curves, |K|/Ks vs. , for various 
cohesive strengths 
aΔ
σˆ  with metal thicknesses h = 0.5μm,  
cohesive energy φ  = 1.125 J/m2, length of uniform elements l = 5nm.   
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 5.4.2  Intrinsic Work of Fracture  
 To probe the "valve" effect, or the dependence of Kf on the cohesive energy 
φ , the fracture of systems with various combinations of (h, φ ) with φ  ranging from 
0.375 J/m2 to 1.875 J/m2 was examined.   
  Figure 5.11 shows resistance curves for various φ  at constant h = 2.0μm; the 
results suggest that there exists a critical φ  beyond which the ratio Kf/Ks remains 
constant, noting that Ks itself depends on φ .  For h = 2.0μm,  appears to be  
~ 1.1 J/m2.  Similar results, shown in Figure 5.12, are obtained for h = 1.0μm, with 
 ~ 0.4 J/m2.  The observation that (h=1.0μm) is less than (h=2.0μm) 







φ  beyond (h=2.0μm) ~ 1.1 J/m2 will not affect the Kf/Ks estimates.   criticalφ
 This result has implications in the measurement of G0 in experiments 
involving considerable plasticity.  If Kf and Ks are related via a constant for φ > , 
then it will be possible to estimate G0 from the measured Gc (since G0/Gc = constant) 
if the intrinsic fracture energy is beyond the critical G0.  This result also indicates that 
the macroscopic fracture energy can be decreased substantially if the intrinsic 
interfacial fracture energy decreases, through chemical impurities or other 
mechanisms, to values below ; that is, the macroscopic fracture energy is not 


















Figure 5.11  Normalized crack growth resistance curves, |K|/Ks vs. ,  
for various intrinsic work of fracture 
aΔ
φ  with metal thicknesses h = 2.0μm,  
cohesive strength σˆ  = 300MPa, length of uniform elements l = 50nm.   
( Intrinsic work of fracture φ , toughness Kf /Ks ) are indicated  


















Figure 5.12  Normalized crack growth resistance curves, |K|/Ks vs. ,  
for various intrinsic work of fracture 
aΔ
φ  with metal thicknesses h = 1.0μm, 
cohesive strength σˆ  = 300MPa, length of uniform elements l = 50nm.   
( Intrinsic work of fracture φ , fracture toughness Kf /Ks ) are indicated  
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 5.4.3  Intervening Brittle Layer 
 In Lane et al. (2000b) and Littenken et al. (2005), fracture of the 
Si/SiO2/Cu/TaN/SiO2/Si system occurred at the interface between the brittle TaN and 
SiO2 layers, not at the interface between the ductile metal and brittle substrate as 
assumed.  The effects on the macroscopic fracture toughness of a thin brittle layer, 
located between the fracturing cohesive surface and the plastically-deforming metal 
film as schematically illustrated in the inset of Figure 5.13, is investigated.  This 
intervening layer is "brittle" in the sense that dislocations are not allowed to exit the 
metal layer into the intervening layer.  For ease of implementation, the elastic 
properties of the thin brittle layer are assumed to be identical to those of the ductile 
layer.  This choice of the elastic properties for the thin brittle layer is not expected to 
affect results significantly, as will be shown by results in Section 5.4.4.  
  Figure 5.13 summarizes the normalized macroscopic toughness Kf/Ks for 
various combinations of ductile metal thickness h and brittle layer thickness t; the 
results for t = 0μm describes geometries without an intervening brittle layer (Figure 
5.3).  Inclusion of a thin intervening brittle layer acts to reduce the fracture toughness 
for ductile metal thicknesses h = 1.0μm, 2.0μm and ~5μm.  This reduction in fracture 
toughness is attributable to the reduction in plasticity when dislocations are not 
allowed to escape the ductile metal layer into the cohesive interface, or when the 




















Figure 5.13  Normalized fracture toughness Kf/Ks versus brittle layer thickness t  
for various film thickness h with intrinsic fracture energy φ  = 1.125 J/m2.   
Inset schematically illustrates location of intervening brittle layer (dark grey) in 
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  The fracture toughness decreases with increasing brittle layer thickness, as 
shown in Figure 5.13 for h = 2.0μm.  Moreover, beyond a critical brittle layer 
thickness (~1.0μm), plasticity within the ductile layer has negligible effect on the 
macroscopic fracture toughness and the system becomes brittle.  However, for very 
thin brittle layers, the decrease in toughening is small.  Kf/Ks is estimated to be ~1.7 
for a brittle layer thickness of 25nm for h = 2.0μm, as compared to Kf/Ks=1.877 
without the intervening brittle layer.  Thus, the difference in Kf/Ks due to a 25nm-
thick intervening brittle layer used in the experimental system of in Lane et al. 
(2000b) is negligible, and far less than the variations attributable to statistical effects 
(Figure 5.3 and 5.6). 
5.4.4 Modulus Mismatch 
 The DD model assumed a metal Young's modulus Em = 70GPa and a substrate 
modulus Es = 140GPa, differing from the ( Em = 128GPa, Es = 100GPa) assumed in 
Lane et al. (2000b) and Litteken et al. (2005).  Tvergaard and Hutchinson (1996) and 
Wei and Hutchinson (1999) had noted that a modest Young's modulus mismatch is of 
minimal impact on the estimates of fracture toughness.  This expectation is consistent 
with the results shown in Figure 5.14 for metal thickness h = 2.3μm.  The exact values 
of the metal and substrate Young's modulus did not affect fracture toughness 
significantly, with the magnitude of change within that attributable to statistical 


















Figure 5.14  Normalized crack growth resistance curves, |K|/Ks vs. ,  
for two combinations of metal (Em) and substrate (Es) Young's modulus  
at constant metal thicknesses h = 2.3μm, cohesive energy 
aΔ
φ  = 1.125 J/m2,  
cohesive strength σˆ  = 300MPa, length of uniform elements l = 50nm.   
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 5.4.5 Mode Mixity 
 The experiments of Lane et al. (2000b) were performed under mixed mode 
loading with a phase angle of 43º.  Resistance curves are computed for the DD model 
subject to a mode mixity of 43º for h ≤  2.0μm.  The results in Figure 5.15 show that 
increasing the mode mixity from 0° to 43º increases the fracture toughness 
significantly.  However, in many cases the toughening is large enough that the 
resistance curve has not saturated, that is, unstable crack propagation is not observed, 
for crack growth up to the computational/mesh-limited maximum of L = 4μm.  This 
situation is partly due to an absence of impenetrable obstacles (such as at the upper 
substrate-metal interface) or a sink (such as at the lower substrate-metal interface) on 
the horizontal slip planes.  Such obstacles would have prohibited perpetual dislocation 
glide from making a significant contribution to plastic dissipation after the 
dislocations exit the process window.  Due to these shortcomings, quantitative trends 
cannot be extracted from these results, although the qualitative trend of fracture 
toughness being higher at mode mixity of 43° than at 0° is certain.   
5.4.6 Computational Factors:  Process Window, Element Size 
  It was earlier asserted that the relatively small process window does not act as 
an additional "geometrical" constraint on plastic dissipation.  This may be verified by 
observing from Figures 5.4 and 5.8 that dislocation activity is concentrated 
approximately within a region –2μm ≤  x1 ≤  +4μm close to the initial crack tip at  
( x1 = 0μm, x2 = 0μm ) well within extent (15μm) of the process window in the x1-
direction for metal thickness h ≤  2.3μm, cohesive strength σˆ  ≤  900MPa. 
 
 















Figure 5.15  Normalized crack growth resistance curves, |K|/Ks vs. ,  
 for mode mixity of 43º (solid lines, toughness Kf/Ks indicated in [] brackets) and  
0º (dashed, toughness Kf/Ks indicated in ( ) brackets),  
for various film thicknesses h with intrinsic work of fracture 
aΔ
φ  = 1.125 J/m2,  





Page 100 of 167 
  The total extent of uniform elements (L) does have an effect on the resultant 
fracture toughness estimate if failure is not observed before crack growth Δa exceeds 
L.  However, increases in the magnitude of L incurs two types of computational costs, 
one associated with carrying out computation using a larger finite element mesh, and 
also that associated with a larger process window.  Attempts had been made to use 
appropriate magnitudes of L while avoiding prohibitive computational costs. 
 The effect of the size of the uniform elements (l) may also have an effect on 
the resultant fracture toughness estimate.  Figure 5.16 and Figure 5.17 show the 
resistance curves for metal thickness h = 0.5μm and h = 2.3μm respectively for three 
different element sizes l.  It may be noted that, at cohesive strength σˆ  = 300MPa, all 
three element sizes used in Figure 5.16 and Figure 5.17 satisfy the condition imposed 
by Equation (5.8).  Figure 5.16 and Figure 5.17 suggest fracture toughness tends to 
increase with element size l.  However, the magnitude of this increase is small.  
Furthermore, the magnitude of this increase is comparable with that attributable to 
statistical effects.  Hence, the effect of l on fracture toughness is neglected. 
5.5 Concluding Remarks  
  Figure 5.13 suggests the influence of the thin TaN layer to be minimal.  
Computational limitations prohibit simulations that match the high intrinsic fracture 
energy G0 ~ 5J/m2 measured by Lane et al. (2000b).  Nonetheless, normalizing the 
fracture toughness by the underlying intrinsic value eliminates one variable if, as 
shown in Figure 5.11 and 5.12, the intrinsic fracture energy exceeds a critical level.  
Using cohesive strength σˆ  = 900MPa (which Figure 5.10 suggest to be representative 
of σˆ ≥  900MPa) has a similar effect.  Although fracture toughness also increases 
with mode mixity, normalization may again account for the dominant effects.   














Figure 5.16  Normalized crack growth resistance curves, |K|/Ks vs. ,  
for various element size l at metal thicknesses h = 0.5μm.   
( Element size l, total length of uniform elements L, toughness Kf/Ks ) are indicated 



















Figure 5.17  Normalized crack growth resistance curves,  K/ Ks vs. ,  
for various element size l at metal thicknesses h = 2.3μm.   
( Element size l, total length of uniform elements L, dimensionless Kf / Ks ) are 
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  Fracture toughness is known to decrease if resistance to dislocation motion 
(such as the Peierls-Naborro stress) is accounted for (Chen et al., 2003).  Fracture 
toughness generally increases with decreasing loading rates (Cleveringa et al., 2001).  
However, in constrained thin films the dominant feature of dislocation pile-ups at the 
interfaces, observed in both the fracture and tensile tests, may be far less rate-
sensitive.  Hence rate effects may be much smaller over the range of film thickness 
considered here.     
 Overall, the agreement between the DD model and the experiments may be 
regarded (Figure 5.9) as good, particularly considering that the DD model contains 
absolutely no parameters that a priori predict any size effects for either fracture 
toughness or yielding.  It may also be noted in passing that the good agreement 
between DD-predicted and experimentally-measured fracture toughness (Figure 5.9) 
and the observed dependence of fracture toughness on mode mixity (Figure 5.15) 
despite the cohesive law being mode-independent suggest that the cohesive zone 

















Residual Stress Effects on  













 Experimental evidence (Litteken et al., 2005) has shown residual stress acting 
in the plane of the metal film parallel to the crack plane to affect fracture toughness.  
Building on the results presented in Chapter 5, the sandwich structure (shown in 
Figure 5.1) is used to study the effect of residual stress on fracture along the lower 
metal-ceramic interface ( x2 = 0 ).   
 The thickness of the metal film h is varied between 0.3μm  h  2.3μm 
corresponding to that studied experimentally by 
≤ ≤
Litteken et al. (2005).  Again, it is 
noted that all model parameters (as described in Section 3.2 and Section 5.1) remain 
constant regardless of the level of residual stress.  Some implementation details are 
described in Appendix C. 
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 6.1 DD Model for Thin Film Fracture Toughness  
(Non-Zero Residual Stress) 
 Guided by the results in Section 5.4.1, these analyses are carried out at 
cohesive strength σˆ  = 900MPa (with element size l = 20nm).  The cohesive energy φ  
remains constant at φ  = 1.125 J/m2.  For thicker films, there is more crack growth 
prior to failure.  Thus, L = 1.6μm for h ≤  0.5μm, L = 4.0μm for h = 1.4μm, and  
L = 6.0μm for both h = 2.3μm and 5.3μm.  A fixed dislocation process window of size 
–5.0μm  x1 ≤ ≤  +10.0μm centred (approximately) on the region of uniform elements 
is used regardless of metal thickness.  This is to minimize the effect of the finite 
process window on this region of resolvable crack growth.   
 Residual stress is to be imposed within the DD framework by superposing an 
additional 11σ  field, on top of the solutions to the DD and EL subproblems, only when 
calculating the resolved shear stresses that govern dislocation nucleation, motion, and 
release from obstacles.  Since the imposed residual stress only enters calculation of 
shear stresses and affects no other quantity, the residual stress can affect fracture 
toughness only via its impact on dislocation structure. 
 Dislocation structures with the desired level of residual stress are used to 
define the initial state of the fracture toughness simulation.  The initial state of the 
fracture toughness analysis is thus, in general, neither dislocation-free nor stress-free.  
Once input into the fracture toughness analysis, the initial dislocation structure is 
allowed to change in accordance with the phenomenological rules described in 
Section 3.2.  The procedure used to obtain these initial dislocation structures is 
described in Appendix D to avoid digressing from the discussion of thin film 
interfacial fracture.   
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  Since dislocations will nucleate and move so as to relax the imposed residual 
stress , the "actual" residual stress  is smaller than .  The 
imposed and actual residual stress used to obtain the results in Figure 6.1 are listed in 
Table 6.1.  It seems reasonable to assume opposite-signed residual stress will result in 
a dislocation structure with reversed-Burgers vector dislocations at identical positions.  
The initial dislocation structure with negative (compressive) residual stress is thus 
obtained from that with a positive (tensile) residual stress with identical magnitude, 






6.2 DD Fracture Toughness Results at Non-Zero Residual Stress  
 Resistance curves are computed at various metal thicknesses h and residual 
stresses, and the DD predictions of fracture toughness are compared with the 
experimental measurements of Litteken et al. (2005) in Figure 6.1, normalized to the 
same intrinsic fracture toughness G0 = 5.0 J/m2 as in Figure 5.8.  As previously 
mentioned in Section 5.3, DD results computed with  = 0MPa are a very good 
approximation to that with  = –59MPa.  The DD model predicts a large 
negative impact of residual stress on fracture toughness. The decreases in DD 
toughness are actually generally larger than found experimentally, so that the DD 
model overpredicts the effects of residual stress.  For instance, for the thicker films, 
the DD fracture toughness values at  
11σ
11σ
11σ ≈  +100MPa are lower than the measured 
values at  = +306MPa.  The DD model also shows a far larger effect than do 












Table 6.1  Imposed and actual residual stress for various metal thicknesses h. 
 
residual stress (MPa) 
thickness h (μm) 
imposed
11σ  actual11σ  
0.3 59 59.0 
0.5 59 59.0 
1.4 60 ~ 59.2 
2.3 65 ~ 59.3 
0.3 840 ~ 304 
0.5 2010 ~ 303 
0.5 300 ~ 99 
600 ~ 90 
1.4 
900 ~ 98 
600 ~ 86 
2.3 














Figure 6.1  Normalized fracture toughness versus metal thickness as predicted and 
measured.  Experimental data of Litteken et al. (2005) normalized to an intrinsic 
fracture toughness G0 = 5.0 J/m2.  DD predictions are for cohesive strength  
σˆ  = 900MPa, actual residual stress  as indicated.  Error bars indicate statistical 
variation in DD toughness estimates obtained using five different dislocation source 
and obstacle distributions (three distributions at h = 0.3µm).  Note the significant drop 
in toughness predicted by the DD simulation at larger film thickness even for 













Figure 6.2  Normalized fracture toughness Kf/Ks versus actual residual stress  
with metal thicknesses h = 0.5μm, cohesive strength 
actual
11σ
σˆ  = 900MPa  
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  It is also interesting to examine the effect on fracture toughness of a wider 
range of residual stress.  Since dislocation activity and hence computational cost 
increases with the magnitude of the imposed residual stress and film thickness, this 
investigation is carried out only at metal thickness h = 0.5μm.  The DD fracture 
toughness predictions versus actual residual stress  for two source and obstacle 
distributions are shown in Figure 6.2.  The results suggest fracture toughness being 
largest at zero residual stress, with the imposition of either tensile or compressive 
residual stress acting to reduce fracture toughness.  Further, the reduction in fracture 
toughness appears to depend only on the magnitude of the residual stress.  Figure 6.2 




11σ ≈  200MPa beyond which fracture 
toughness no longer decreases with increasing residual stress, but this may be due to 
the fracture toughness approaching the brittle (elastic) limit of 1.0Ks.   
6.3 Factors Affecting Quantitative Predictions of Fracture Toughness  
 Figure 6.1 shows that the DD model is able to qualitatively model effects on 
fracture toughness due to variation in metal thickness and residual stress, with 
quantitative agreement for the case of zero residual stress.  For large residual stresses, 
the DD model predicts lower fracture toughness than found experimentally.  A 
number of factors, expected to affect fracture toughness quantitatively but not 
qualitatively, had been discussed in Section 5.4 and shall not be repeated here.  It 
should however be noted that the cohesive energy φ  = 1.125 J/m2 in the DD model is 
smaller than the experimentally measured fracture energy G0 = 5.0 J/m2 (Lane et al., 
2000b).  While Section 5.4.2 showed that increases in φ  beyond φ  = 1.125 J/m2 do 
not increase fracture toughness with cohesive strength σˆ  = 300MPa, it is possible that 
for σˆ  = 900MPa, a value φ  > 1.125 J/m2 is needed to obtain results independent of 
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 further increases in φ .  It should also be noted that a residual  ( =  ) is 
likely to exist within the experimental specimen if the residual stress arose from 
thermal mismatch between the metal and the substrate.  However, 
residual residual
residual residual residual residual
33σ 11σ
Tvergaard  
(2003b) has shown the imposition of  =  or  = υ  (due to 
the present assumption of plane strain conditions) made little difference in the 
predicted fracture toughness.   
33σ 11σ 33σ 11σ
6.4 Tension-Compression Symmetry  
 Scale-independent continuum plasticity theory predicts that tensile residual 
stresses decreases toughness while compressive stresses increases the toughness, with 
respect to fracture toughness at zero residual stress (Litteken et al., 2005; Tvergaard, 
2003a; Tvergaard and Hutchinson, 1996; Strohband and Dauskardt, 2003).  This 
variation is attributed to the changes in deviatoric stress with residual stress.  A tensile 
residual stress increases the effective stress required for yielding to occur, suppressing 
plastic deformation (Tvergaard, 2003a; Tvergaard and Hutchinson, 1996) and thus 
decreasing toughness.  In contrast, scale-dependent strain gradient plasticity model 
(Fleck and Hutchinson, 1997) predicts significant toughening as the residual stress 
becomes compressive but very little change in fracture toughness for tensile residual 
stress (Wei, 2002).  The DD model clearly does not agree with qualitative predictions 
of either continuum plasticity model.  There appears to be no experimental study that 
will unambiguously indicate a set of fracture toughness trends to be the better model 
of material behaviour.  Experiments on thin film systems similar to those studied here, 
but with compressive residual stresses might provide useful guidance as to the 
relevance of the different theories.   
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 6.4.1 General Remarks 
 It is noted that both source and obstacle distributions in Figure 6.2 exhibit the 
tension-compression symmetry.  It is thus unlikely that the observed tension-
compression symmetry is due to a particular unfortunate ordering of statistical 
variation, although verification using more source and obstacle distributions is always 
good.   
  Recall that within the DD model, residual stress has a direct influence only on 
the dislocation structure, and any effect on crack propagation must be indirect via the 
effect of residual stress on the resultant dislocation structure.  The observed tension-
compression symmetry contradicts the postulated shielding/anti-shielding effect of 
dislocation structures on the crack tip.  Single dislocations may act to either decrease 
(shield the crack tip) or increase (anti-shield) the effective stress intensity factor at the 
crack tip (Weertman, 1996).  The extent to which a single dislocation with Burgers 
vector b = b1 1x
r  + b2 2x
r  shields the crack tip is given by (Weertman, 1996) 














I +−−−≈            (6.1) 
where ( r, θ ) are the polar coordinates of the dislocation with respect to a crack tip at 
the origin, and the dislocation is said to shield the crack if LI < 0.  The mode II 
contribution LII may be neglected since the imposed mode mixity Ψ = 0º.  Summation 
of the LI contributions over all dislocations in the material at any instant gives the 
total shielding/anti-shielding  for the entire dislocation structure.   totalIL
  
 







Figure 6.3  Dislocation shielding/anti-shielding parameter  for the entire 
dislocation structure as the imposed |K| increases  
for various actual residual stress  (as indicated) with metal thickness h = 0.5μm.  
(a) First, and (b) second source and obstacle distribution  












  | K | ≈ 0.12Ks    | K | ≈ 1.0Ks 
         
        (a) 
         
        (b) 
         
       (c) 
 
Figure 6.4  Variation in resolved shear stress (MPa) within process window  
–5μm ≤  x1  +10μm and a small (5μm) region flanking the process window along  
(a) 0°, (b) 60°, and (c) 120° slip-planes  
with metal thickness h = 0.5μm, first source and obstacle distribution,  















  | K | ≈ 0.12Ks    | K | ≈ 1.0Ks 
         
        (a) 
         
       (b) 
         
       (c) 
 
Figure 6.5  Variation in resolved shear stress (MPa) within process window  
–5μm ≤  x1  +10μm and a small (5μm) region flanking the process window along  
(a) 0°, (b) 60°, and (c) 120° slip-planes  
with metal thickness h = 0.5μm, original source and obstacle distribution,  
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  It is expected that when residual stress changes sign, the sign of dislocations 
will change, and any net shielding of the crack tip would become net anti-shielding 
(or vice versa).  The results of Figure 6.3 are consistent with the above expectation.  
Thus, if dislocation structures influence fracture through the shielding/anti-shielding 
of the crack tip, Figure 6.3 will imply a tension-compression asymmetry in residual 
stress effects. 
 Another objection to the observed tension-compression symmetry is that the 
stresses due to the imposed K-field are independent of the imposed .  Since 
dislocation activity is driven by both the K-field stresses and the residual stress, the 
magnitude of the driving force behind dislocation activity is not expected to remain 
constant when residual stress switches sign (but retain its magnitude).  Figure 6.4 and 
6.5 shows the magnitude of the resolved shear stress for the three slip-systems for 
metal thickness h = 0.5μm, | | ~ 141MPa.  Inspection of Figures 6.4 and 6.5 will 
suggests that dislocation activity is such an efficient stress relaxation mechanism that, 
regardless of residual stress direction, the magnitude of resolved shear stress within 
the process window remains smaller than the maximum source strength of ~ 90MPa 
as |K| increases from 0.12Ks to the fairly large 1.0Ks.  It may be noted that the 
resolved shear stress determines whether dislocations nucleate as well as the velocity 
of dislocations.  Thus, the observation from Figures 6.4 and 6.5 when placed in the 
context of oppositely-signed residual stress having initial dislocation structures 
differing only in the direction of the Burgers vector appears to only corroborate the 







Page 117 of 167 
 6.4.2 Mechanism  
  If the backstresses from the large number of nucleated dislocations (at high 
imposed residual stress) act to shut down dislocation sources, the resultant 
suppression of dislocation activity will reduce both plastic dissipation and fracture 
toughness, consistent with the observations of Nicola et al. (2005b).   
  Both Figures 6.6 and 6.7, showing the dislocation densities as function of the 
applied |K|, display increasing dislocation densities with residual stress magnitude, 
suggesting that prior dislocations do not inhibit source operation.  Figure 6.6 shows 
the mobile (non-pinned) and total (pinned and non-pinned) dislocation densities for 
the larger metal thickness h = 2.3µm at various levels of tensile residual stress.  As 
expected, the initial dislocation density at |K| ≈  0 increases both with residual stress 
magnitude and with |K|.  In fact, the dislocation densities at the point of failure for 
zero imposed residual stress remain smaller than the initial dislocation densities with 
non-zero residual stress.   
  Figure 6.7 shows the mobile and total dislocation densities for the small metal 
thickness h = 0.5µm at various levels of tensile and compressive residual stress.  The 
sign of the residual stress does not significantly influence the dislocation densities, 
consistent with the tension-compression symmetry earlier observed. For non-zero 
residual stress, Figures 6.6 and 6.7 both show that the dislocation density for the 
higher residual stresses increases at a similar, or higher, rate than that for the smaller 
residual stress.  The presence of residual stress therefore does not appear to hinder 
dislocation activity, and may even increase it. 
 
 







Figure 6.6  Dislocation density versus applied stress intensity for various actual 
residual stress  with a film thickness h = 2.3μm.  Both mobile actual11σ Mρ  (non-pinned) 










Figure 6.7  Dislocation density versus applied stress intensity for various actual 




Mρ  (non-pinned) and total Tρ  (pinned and non-pinned) dislocation 
density are shown.  Solid lines: tensile residual stress, dashed lines: compressive 
residual stress.  (a) First, and (b) second source and obstacle distribution  
(corresponding to Figure 6.2).  
 










Figure 6.8  Crack profile for small and fairly large |K| with metal thickness  
h = 0.5μm, first source and obstacle distribution.   
The red and blue solid lines indicate the top (metal) and bottom (substrate)  
sides of the metal-substrate interfacial crack. 
(a)  ~ +141MPa, and (b)  ~ –141MPa. 
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  While it is thought unlikely that the residual stress effects are due to hardening 
resulting from the suppression of nucleation activity, there are still at least two 
possible mechanisms for residual stress effects, namely, the embrittlement of the 
cohesive zone when large numbers of dislocations exit into the cohesive zone, and the 
high local stresses surrounding each individual dislocation. 
 Figure 6.8 presents crack profiles for metal thickness h = 0.5μm at an 
intermediate residual stress magnitude | | ~ 141MPa.  There are two qualitative 
features of the crack profiles shown in Figure 6.8 typical of crack profiles at other 
imposed stress levels.  First, there is a certain jaggedness in the crack profile which is 
attributable to the 'steps' formed when dislocations piled-up against the impervious 
lower metal-substrate boundary ( x2 = 0 ) during residual stress ramping exit into the 
pre-existing crack or cohesive zone upon commencement of the fracture toughness 
analysis.  These 'steps' are expected to embrittle the cohesive surface since they act to 
'pry' the cohesive interface apart.  Figure 6.8 shows the existence of 'steps' at two 
instants in the fracture toughness analysis, first at a very early stage ( |K|  0.12Ks ), 




≈  1.0Ks ) relative to failure toughness  
Kf  1.3Ks.  Figure 6.8 thus suggests the existence of 'steps' throughout the fracture 
toughness analysis.  Second, comparison of Figure 6.8a and Figure 6.8b will suggests 
that the orientation of the 'steps' reverses with the sign of the imposed residual stress 
although the magnitude of the 'steps' remains similar.  This qualitative feature is 
entirely consistent with the expected behaviour of initial dislocation structures of 
oppositely-signed residual stress that differs only in the direction of the Burgers 
vector while retaining the positions of the dislocations.  Since the 'step' magnitude is 
expected to be important in the embrittlement of the cohesive interface (but not 'step' 
orientation), the retention of 'step' magnitude as residual stress reverses corroborates 
≈
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 the direction-independence of DD fracture toughness estimates.  For a constant 
Burger's vector, dislocations exiting into the cohesive zone are expected to cause less 
embrittlement of the cohesive interface for larger cohesive lengths  and .  





σˆ , φ ) may be affected by residual stress, it is not possible to alter  or  while 
keeping constant (
nδ δ t
σˆ , φ ), both (σˆ , φ ) being known to affect fracture toughness. 
 Crack growth in DD models is driven by the generation of high local stresses 
near the crack tip caused by the evolution of the local dislocation structure 
(Cleveringa et al., 2000).  Inspection of the 22σ  stress fields in the vicinity of the 
crack tip shows points of high (~ 900MPa) 22σ  stress regardless of the sign of 
residual stress.  With a residual stress, there is an initial density of dislocations near 
the crack tip that can operate in tandem with dislocations nucleated under further 
loading of the crack to generate structures that concentrates stress and thus drive crack 
propagation.  The tension-compression symmetry and decrease in toughness with 
increasing residual stress magnitude are thus both consistent with a stress-driven 
fracture occurring very locally around the crack tip.   
6.5 Concluding Remarks  
  The DD model is shown to be able to predict the experimentally-observed 
negative impact of tensile residual stress on fracture toughness, although the 
magnitude of this effect is overpredicted within the DD model.  The symmetry with 
respect to the sign (tension or compression) of the residual stress is observed within 
the DD model remains to be experimentally verified.   
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   Residual stress effects are postulated to arise within the DD model from the 
embrittlement of the cohesive zone when large numbers of dislocations exit into the 
cohesive zone, and/or due to the high local stresses associated with each discrete 






































 This work uses a two-dimensional discrete dislocation framework (van der 
Giessen and Needleman, 1995; O'Day and Curtin, 2004) to extend the bimaterial 
fracture studies of O'Day and Curtin (2005) to thin film interfacial fracture.  Length-
scale dependent plasticity, an important feature of plasticity in micrometer-sized 
metal films, naturally arises within the DD framework through modelling the 
collective motion of large numbers of discrete dislocations.  Furthermore, a variety of 
mechanical behaviour is known to be qualitatively or even quantitatively modelled 
within the two-dimensional DD framework.   
7.1 Original Contributions  
 Thin film interfacial fracture had not been studied previously using the DD 
model.  This work shows the DD model to be capable of displaying qualitatively 
experimentally-observed or computationally-predicted trends in thin film interfacial 
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 fracture toughness with the variation in strength of cohesive interface, intrinsic work 
of fracture, and mode mixity (Chapter 5).  Furthermore, quantitative agreement is 
observed between DD-predicted and continuum-derived (Lane et al., 2000b) thin film 
yield strength (Chapter 4) as well as between DD-predicted and experimentally-
measured (Litteken et al., 2005) interfacial fracture toughness over a range of film 
thickness at small (<60MPa) residual stress (Chapter 5).  The DD model also captures 
the significant effect of residual stress on experimentally-measured (Litteken et al., 
2005) interfacial fracture toughness over a range of film thickness (Chapter 6). 
 The agreement between DD predictions and experimental measurements 
suggests dislocation activity to be, indeed, the dominant cause of plasticity in thin 
metal films.  Specifically, length-scale dependent fracture toughness is shown to 
naturally emerge without any ad-hoc assumptions once the interaction between 
individual dislocations, between individual dislocations and the global crack tip fields, 
as well as between individual dislocations and the boundary constraints in the thin 
film are simultaneously accounted for through the dynamically evolving dislocation 
structures within the DD framework.   
 The DD model also made three predictions of interfacial fracture toughness 
that were not previously reported in experimental or computational studies.  First, DD 
predicts the existence of a critical cohesive strength beyond which, increasing 
cohesive strength will not result in increases in fracture toughness.  Second, DD 
predicts the existence of a critical intrinsic work of fracture beyond which the 
macroscopic fracture energy is related to the intrinsic work of fracture by a simple 
constant, that is, Gc = constant ×  G0.  Lastly, DD predicts that the imposition of either 
a tensile or compressive residual stress will act to embrittle the interface, and that the 
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 magnitude of embrittlement depends only on the magnitude of the residual stress 
imposed.  All these predictions await verification (or refutation) through careful 
experiments. 
  The results of this work are reported in two papers.  The first, titled "Fracture 
in confined thin films: A discrete dislocation study", has appeared in Acta Materialia 
(2006, volume 54, page 1017-1027).  The second, titled "Effect of residual stress on 
fracture in confined thin films: a discrete dislocation study", has been submitted to 
Modelling and Simulation in Materials Science and Engineering. 
7.2 Future Work  
 The above section made mention of three predictions of interfacial fracture 
toughness that await verification (or refutation) through careful experiments.  It may 
be noted in passing that any (physical) changes to the interface under study is likely to 
affect both cohesive strength σˆ  and intrinsic work of fracture Gc, making 
experimental isolation of either parameter difficult.  It may further be noted that, in an 
experimental investigation of the tension-compression symmetry of residual stress 
effects (observed in Figure 6.2), the "inherent" residual stress within the metal film is 
a function of (i) the fabrication process (see, for instance, the work of Doerner and 
Nix (1988), Koch (1994), and Thompson (2000)), and (ii) the coefficients of thermal 
expansion of the thin metal film and the substrate.  If the magnitude of this "inherent" 
residual is large, it may be difficult to impose large residual stress opposite in sign 
(tension or compression) to that of the "inherent" residual stress via post-fabrication 
heat treatments as in Litteken et al. (2005).  Adoption of the stressed overlayer 
(superlayer) method proposed by Bagchi et al. (1994) may alleviate this difficulty. 
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 7.2.1 Computational Studies 
  In addition to experimental studies, various computational investigations may 
be carried out.   
  The effects of certain refinements to the two-dimensional DD framework used 
in the present work may be studied.  Benzerga et al. (2004) had observed a scaling of 
yield strength with the square root of the dislocation density in stage II hardening, a 
behaviour not modelled by the purely two-dimensional framework used in the present 
work, after incorporating constitutive rules that account for the dynamic evolution of 
dislocation source and obstacles as well as the effect of line tension.  Deshpande et 
al. (2003c) had proposed a finite strain discrete dislocation framework that accounts 
for finite deformation-induced lattice rotations and the shape change due to slip.  
These two enhancements may be important at the high dislocation densities induced 
by large residual stresses. 
  With improvements in computational speeds, it may become feasible to 
further study the effects of several physical quantities, such as mode mixity and 
loading rates ( U  in yield strength studies and & K&  in fracture toughness studies), 
whose magnitude are presently limited by computational resources.  The magnitude of 
certain computational quantities, such as element size and total length of uniform 
elements, may also be appropriately increased. 
 Nicola et al. (2005a) had shown a significant effect of grain size on stress 
response.  This effect has, however, been ignored in the present work.  van der 
Giessen et al. (2001) had shown crack tip stress fields to be affected by the 
orientation of the slip systems.  Experimental evidence had suggested texture to be a 
significant factor affecting yield strength (see, for instance, Kraft et al. (2000), Baker 
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 et al. (2001), and Florando and Nix (2005)).  However, it is unclear how to account 
for a three-dimensional texture within a two-dimensional plane strain model.     
7.2.2 Illuminating the Role of Dislocation Activity in Thin Film Plasticity 
 The present work suggests the dominant features of macroscopic mechanical 
behaviour may be modelled by accounting for dislocation glide.  Other deformation 
mechanisms should be studied to verify this postulated dominance of dislocation 
glide.  For instance, the effect of voids within the ductile metal (studied by Tvergaard 
and Needleman (2006)), dislocation climb, and twinning had been neglected in the 
present work.  Also, in addition to modelling grain boundaries as impermeable to 
dislocations, the sliding and separation of individual grains with respect to each other 
may be modelled using a phenomenological cohesive law such as that proposed by Su 
et al. (2004) and Wei and Anand (2004).   
  Various phenomena directly affecting dislocation activity, though observed 
experimentally or in computational studies, have been neglected in the present work.  
For instance, emission of dislocations from the crack tip/front had been observed in 
experiments (see, for instance, Hsia et al. (2001)) as well as in molecular dynamics 
simulations (see, for instance, Hess et al. (2005)).  Hommel and Kraft (2001) had 
previously reported observing nucleation of dislocations along a grain boundary using 
transmission electron microscopy.  Large-scale molecular dynamics simulations had 
also shown grain boundaries to act as dislocation sources and/or sinks (see, for 
instance, Yamakov et al. (2001), Yamakov et al. (2002), Yamakov et al. (2003), 
Schiøtz and Jacobsen (2003), and Schiøtz (2004)). 
 It is interesting to observe in Figure 5.6 the significant toughening at small 
metal thickness h = 0.3μm with cohesive strength σˆ  = 900MPa and zero residual 
Page 129 of 167 
 stress such that failure toughness Kf ≈  1.2-1.6Ks.  The experimental observation of 
Lane et al. (2000b) that fracture energy remains constant at approximately 5 J/m2 for 
metal layers thinner than 0.3μm may be reconciled to the predictions of the DD model 
by noting that the presence of a significant tensile residual stress (~ 300MPa) in the 
specimens of Lane et al. (2000b) may have led to a significant depression of fracture 
energy.  On the other hand, more thought may be needed to evaluate the 
reasonableness of having significant plastic dissipation within such thin metal films.  
Similar remarks may be made regarding the significant difference between imposed 
and actual residual stress observed in Appendix D. 
  It may also be interesting to delve into a physical understanding of constant 
statistical variation ~ 0.5-0.6Ks observed in Figure 5.6 at cohesive strength  
σˆ  = 900MPa.  Whether this has any connection to the "scale invariance in plastic 
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Appendix A. Details of Implementation of Yield Strength 
Analysis  
  Building upon the work of O'Day and Curtin (2005) on bimaterial fracture, 
this current work modified the Fortran codes of O'Day and Curtin (2005) to analyse 
several problems.  This Appendix briefly lists the changes made to the bimaterial 
fracture code to implement the yield strength analysis.  Reference will be made to 
Figures A.1 and A.2 which shows the application of the alternative superposition 
framework to the problem of bimaterial fracture (O'Day and Curtin, 2005) and thin 
film yield strength respectively. 
1. mesh redefined to be uniform throughout the problem (instead of coarsening with 
distance from the initial crack tip at the origin) in subroutines rectgr and 
rectgr_e2 
• alter use of common/region and common/meshp parameters 
• delete common/mesa 
• delete definition of bottom substrate region in subroutine rectgr_e2 
2. altered the boundary conditions to specify uniaxial tension with lateral sides 
traction-free (instead of specifying K-field displacements) in subroutines rectgr 
and rectgr_e2 
• redefine loading parameters to refer to uniaxial loading U (instead of fracture 
parameter K) 















mode I K-field 
= + 
metal 





mode I K-field 
–T*
DD subproblem EL subproblem 
 
Figure A.1  Schematic of the application of the alternative superposition  
to the bimaterial fracture problem of O'Day and Curtin (2005). 
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Figure A.2  Schematic of the application of the alternative superposition  
to the yield strength problem. 
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T0 = 0 T0 = 0 
metal 
 = 0 DDu
EL subproblem 
displacement U  
DD subproblem 
displacement U  
 
 3. specify all elements in EL subproblem (subroutine rectgr_e2) as having "metal" 
material properties, and removing all references to substrate (elastic) material 
properties 
• alter subroutine get_Dmat to NOT call ceramic properties 
• alter common/prop; reduce size of e and xnu arrays 
4. delete cohesive zone specification in subroutine rectgr_e2 and references to 
cohesive parameters 
• comment out call to subroutines cohesive_and_dashpot, cohout_e, 
extract_colaw 
• comment out references to common/coprp 
• comment out file opening "opening" and "colaw" (which outputs parameters 
relevant to cohesive interface) 
• remove reference to xtip in subroutines process and nudisl 
• remove Newton-Raphson implementation 
5. remove references to T* and associated objects 
• remove ibn specification (for traction import/export) from subroutine rectgr 
• comment out calls to subroutines apply_traction, get_traction 
• remove all references to common/boundary 
6. alter subroutine rddisl to place high-strength obstacles at both top and bottom 
boundaries to simulate impervious boundaries 
7. insert subroutine securve to calculate average stress (in MPa) along the top 
boundary; insert call to subroutine securve in subroutine process 
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Appendix B. Details of Implementation of Fracture 
Toughness Analysis (Zero Residual Stress)  
  Figure B.1 shows the application of the alternative superposition framework to 
the problem of thin film fracture.  This Appendix briefly lists the changes made to the 
bimaterial fracture code (O'Day and Curtin, 2005) schematically illustrated in Figure 
A.1 to implement the zero residual-stress thin film fracture toughness analysis.   
1. altered subroutine rectgr  
• such that the definition of DD subproblem is dependent on the metal 
thickness input  
• set up imap to map DD nodes (elements) to EL nodes (elements) 
• modified common/nodes/nnx,nny to reflect size of DD subproblem 
• appended to common/boundary/ibn,nbn to impose T* on top metal-substrate 
interface 
2. altered subroutine rectgr_e2  
• material properties assigned to elements within the EL subproblem is 
dependent on the metal thickness input  
• displacement boundary conditions only depend on substrate (elastic) material 
properties (and not on ceramic (elastic) material properties) 
3. altered subroutine rddisl to add high-strength obstacles to the top metal-substrate 
interface 
4. altered subroutines get_tractions and apply_tractions such that T* is calculated 
(and applied to the correct corresponding nodes) at the top metal-substrate 
interface  
5. altered subroutine superpose_add_dd so that addition applied to correct 
nodes/elements 








Figure B.1  Schematic of the application of the alternative superposition  
to the thin film fracture problem. 
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 Appendix C. Details of Implementation of Non-Zero 
Residual Stress 
  This Appendix deals with the entire problem with non-zero residual stress, 
including the fracture toughness analysis proper as well as residual stress ramping 
leading up to the fracture toughness analysis.  The details of implementation will be 
described in the above order. 
C.1 Fracture Toughness Analysis 
 Figure C.1 shows the application of the alternative superposition framework to 
the problem of thin film fracture with non-zero residual stress.  Figure C.1 clearly 
shows that the EL subproblem of the fracture toughness analysis with non-zero 
residual stress is identical to the EL subproblem of the fracture toughness analysis 
with zero residual stress (shown in Figure B.1).  The residual stress is thus not 
expected to have a direct effect on fracture toughness due to differences in the EL 
subproblem.   
 Compared to the implementation of fracture toughness analysis with zero 
residual stress (shown in Figure B.1), only subroutines associated with dislocation 
dynamics are altered.  Specifically, the subroutines mvdisl and nudisl (within the DD 
subproblem) are altered to account for the contribution of non-zero residual stress to 
the resolved shear stress acting on dislocations and dislocation sources. 
C.2 Residual Stress Ramping Specimen 
 Recall that there are only two differences between the specimen used to ramp 
residual stress and that used for fracture toughness analysis (schematically shown in 
Figure C.1).  One, the boundaries of the residual stress ramping specimen are fixed at 
original positions.  Two, the residual stress ramping specimen has neither cohesive 
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  The alternative superposition applied to the residual stress ramping specimen 
is as shown in Figure C.2.  The following changes to the fracture toughness code 
(schematically shown in Figure C.1) are necessary to implement residual stress 
ramping. 
zone nor traction-free crack surfaces, both metal-substrate interfaces instead being 
impervious to dislocations.   
 
 
1. define | K | to be identically zero 
6. define residual stress to be a function of time (instead of a constant value) 
5. add subroutine to calculate average stress in –3μm ≤  x1 ≤  +5μm region 
3. calculate T* at the bottom metal-substrate interface and add these values 
to the appropriate corresponding nodes 
4. add high strength obstacles at both the top and bottom metal-substrate 
interface to simulate impervious interfaces 
2. remove cohesive zone and the associated crack propagation parameters; 
remove Newton-Raphson implementation 







mode I K-field mode I K-field 
 
Figure C.1  Schematic of the application of the alternative superposition  









DDu  = 0 substrate substrate 
–T*
DD subproblem EL subproblem 
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Figure C.2  Schematic of the application of the alternative superposition  
to the residual stress ramping problem. 
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 Appendix D. Details of Residual Stress Imposition 
 Dislocation structures with the desired level of residual stress are to be 
obtained.  However, since the DD framework tracks the dynamics of the evolving 
dislocation structure and does not solve for equilibrium positions, dislocation 
structures with the desired level of residual stress need to be evolved from an initial 
stress-free, dislocation-free state.   
 Nicola et al. had studied the relaxation of thermally-induced (Nicola et al., 
2001; Nicola et al., 2005b) or mechanically-induced (Nicola et al., 2006) stresses by 
imposing displacement conditions that will result in the appropriate magnitude of 
thermal or mechanical stress.  There was a conscious decision not to adopt this 
approach to avoid having remote displacement boundary conditions become 
dependent on both the K-field and the imposed residual stress.  Instead, residual stress 
is imposed by superposing an additional 11σ  field, on top of the solutions to the DD 
and EL subproblems, only when calculating the resolved shear stresses that govern 
dislocation nucleation, motion, and release from obstacles.   
 A residual stress imposition specimen, schematically shown in Figure D.1, is 
used to evolve dislocation structures consistent with a desired level of residual stress.  
The residual stress imposition specimen is very similar to the fracture toughness 
specimen (Figure 5.1), including identical material properties and finite element 
mesh, to ensure continuity between the two stages of analysis.  There are only two 
differences between these two specimens, as described below. 
 One, the residual stress imposition specimen (Figure D.1) assumes both the 
upper ( x2 = h ) and lower ( x2 = 0 ) metal-ceramic interfaces to be perfectly bonded.  
Assuming the residual stress arises from the combination of a thermal expansion 
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 mismatch and high processing temperatures (relative to room temperature where 
specimens are stored and fracture toughness tests are carried out), two nominally 
identical perfectly-bonded (non-cracked) metal-substrate interfaces is taken to be a 
more appropriate representation of the situation during the specimen preparation when 
residual stresses are developed and relaxed.  The absence (compared to the fracture 
toughness specimen) of cohesive zone at the lower ( x2 = 0 ) metal-ceramic interface 
renders the EL subproblem linear and eliminates the need for the Newton-Raphson 
iterative scheme.  The incremental time step thus remains constant at the initial value 
of Δt = 0.5ns.  Dislocations are also prohibited from exiting the metal layer at x2 = 0 
and x2 = h.  Dislocation sources are also not placed within half the nucleation distance 
( ½Lnuc < 60nm ) from either metal-substrate interface to ensure no dislocations are 
inadvertently nucleated beyond the metal-substrate interface. 
  Second, the remote boundaries are not subjected to K-field displacements 
consistent with a K&  = 100 GPa•m1/2/s.  Instead, remote boundaries of the residual 
stress imposition specimen are fixed at the initial zero-displacement positions to 
ensure continuity of the remote displacement boundary conditions between residual 
stress imposition and the initial |K| = 0 state of the subsequent fracture toughness 
analysis. 
 It may be noted in passing that the yield strength specimen (Figure 4.1) is not 
used to impose residual stress due to difficulties in specifying boundary conditions at 
x2 = 0 and x2 = h that will be consistent with conditions at the deformable metal-
substrate interfaces within the fracture toughness specimen (Figure 5.1).   
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Figure D.1  Schematic of 1000μm by 1000μm sandwich structure used in residual 
stress imposition, showing slip plane orientations, process window for dislocation 
sources and obstacles, and fixed remote boundaries.  Note that both metal-ceramic 
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  The imposed residual stress is set to increase at a finite rate  as 
described in Section D.1.  When the imposed residual stress attains the desired level 
, the dislocation structure at  =  is output and subjected to a 
period of "relaxation" at constant imposed residual stress  =  as 
described in Section D.2.  It is the dislocation structure at the end of this period of 









D.1 Finite Residual Stress Ramp Rate   imposed11σ&
 The imposition of residual stresses must occur at a finite rate to avoid 
computational difficulties associated with simultaneous nucleation at multiple 
dislocation sources (van der Giessen and Needleman, 1995) upon abrupt (stepped) 
imposition of a high residual stresses.  The dislocation nucleation time tnuc = 10ns sets 
an upper bound on the residual stress ramp rate  since the dislocations sources 
within the ductile metal layer must be activated over a period significantly larger than 
tnuc.  On the other hand,  should be as large as possible to reduce 







 = 300MPa, size of uniform elements l = 50nm, total length of uniform elements  
L = 4.0μm for metal thickness h = 2.3μm, imposed residual stress  ~ +300MPa  
suggests that, as long as  is finite and not stepped, fracture toughness is not 
sensitive to the exact magnitude of residual stress ramp rate  within close to 




≤   imposed11σ& ≤  1750TPa/s.  The choice of a small 
cohesive strength σˆ , a small imposed residual stress , and neglecting the 
relaxation of the dislocation structures at constant  prior to input into the 





Page 156 of 167 
 residual stress ramp rate of  = 875TPa/s is deemed to satisfy both 
requirements.   
imposed
11σ&
 Figure D.3 shows the "total" stress fields for metal thicknesses h = 0.5μm and 
h = 2.3μm within the process window –5.0μm ≤  x1 ≤  10.0μm for various values of 
 prior to the period of relaxation at constant .  The "total" stress is 
defined as the superposition of the imposed residual stress, the stress fields of each 
individual dislocation, and any image stresses arising from the elastic mismatch and 
the fixed remote boundary conditions.  The x2-axis in Figure D.3 is scaled differently 
from the x1-axis such that it is possible to discern the through-thickness variation in 
stress.  Likewise, the contours for the three stress components (
imposed imposed
11σ 11σ
11σ , 22σ , and 12σ ) are 
also deliberately scaled differently to highlight features in each distribution. 
  Figure D.3 shows that all three stress components remain fairly constant 
spatially within the process window.  As expected, 12σ  and 22σ  are quite small within 
the region of fine uniform elements 0 ≤  x1 ≤  L, consistent with the fact that the 
dislocation structures evolve to relax the external imposed load.  The small magnitude 
of 12σ  and 22σ  also verifies the assertion that fixed remote boundaries during residual 
stress imposition do not cause a build-up of large spurious stresses.  Further, the 
magnitudes of 12σ  and 22σ  are also small relative to the cohesive strength  










Figure D.2  Normalized crack growth resistance curves,  K/ Ks vs. ,  
for various residual stress ramp rate  with  




σˆ  = 300MPa,  
( l = 50nm, L = 4.0μm ), imposed residual stress  ~ 300MPa.   
( , dimensionless Kf / Ks ) are indicated adjacent to each curve.  
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Figure D.3  Through thickness variation in stresses , , and  
for metal thicknesses h = 0.5μm and h = 2.3μm within process window  
–5μm ≤  x1 
total
11σ total22σ total12σ
≤  +10μm using  = 875TPa/s   
at (a)  = 0.1GPa, (b)  = 0.5GPa, and (c)  = 1.0GPa.  
Note the difference in the scales for , , and . 








11σ imposed11σ total22σ total12σ
 
 







Figure D.4  Average nodal  within the rectangular region –3μm  x1 ≤  +5μm 
versus the imposed residual stress  for four metal thicknesses. 
Grey lines indicate the results for metal thickness h = 1.4μm considering or neglecting 
(as indicated) the effect of impermeable grain boundaries placed 1.4μm apart. 
Note the saturation in stress relaxation for metal thickness h  1.4μm, and  
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  Most importantly, Figure D.3 also shows that dislocations nucleate and move 
to effect a significant relaxation of the imposed residual stress such that, although 
 will induce a  of the same sign, | | < | |.  The thicker metal 
films relax more of the imposed residual stress than thinner films, with relaxation 
appearing to saturate beyond metal thickness ~ 1μm.  The thicker metal films relaxing 
more of the imposed residual stress is consistent with the decreasing yield strength 
with increasing film thickness observed in Figure 4.7 and 4.8. 
imposed total total imposed
total
11σ 11σ 11σ 11σ
 Similar conclusions may be drawn from Figure D.4 showing the average nodal 
 within the rectangular region –3μm 11σ ≤  x1 ≤  +5μm, 0 < x2 < h as imposed 
residual stress increases.  The average nodal  within this rectangular region gives 
an indication of  in a region surrounding the initial crack tip at ( x1 = 0, x2 = 0 ), 
as well as being relatively unaffected by the finite size of the process window.  








  For   1GPa, Figure D.4 suggests  imposed11σ ≈ total11σ ≈  100MPa for h = 2.3μm and 
  180MPa for h = 0.5μm.  Thus, although ideally   306MPa to match 
the experimental values of residual stress, Figure D.4 suggests  ≈  306MPa will 
be computationally prohibitive for the larger metal thicknesses  h ≥  1.4μm due to the 
large  > 1GPa required and in tracking the resulting large number of 
dislocations.   is thus limited to 900MPa for metal thickness h  1.4μm, but 










11σ 11σ ≈  306MPa are imposed for less 
computationally intensive smaller metal thicknesses h ≤  0.5μm.  It may be noted that 
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 the results in Figure 6.1 suggests increasing  beyond 1GPa may be 






  It is also interesting that Figure D.4 suggests, for the metal thickness  
h = 1.4μm, the additional hardening when dislocation motion is constrained by the 
presence of grain boundaries impermeable to dislocation motion is relatively small 
and will not have been sufficient to obtain an actual residual stress   306MPa.  11
Arzt (1998) had noted that "grains often extend through the thickness of the film such 
that the film can be thought of as a two-dimensional array of single crystals", as well 
as that "grain growth usually stagnates once the grain size is comparable to the film 
thickness".  The impermeable grain boundaries are thus placed 1.4μm apart parallel to 
the x2-axis (but none parallel to the x1-axis) to result in the most drastic constraints 
consistent with expectations. 
 There remains some features evident in the stress distributions in Figure D.3 
that remain to be discussed.  The larger values of all three stress components near the 
two lateral boundaries of the process window ( x1 = –5.0μm, x1 = 10.0μm ) are 
attributable to the coarsening mesh beyond the region of fine uniform elements 
surrounding the origin and/or the absence of dislocations on inclined slip planes 
beyond the process window.  Dislocations nucleated on the inclined slip-planes also 
pile-up at the upper ( x2 = h ) and lower ( x2 = 0 ) metal-ceramic interface, causing the 
local stress concentrations evident in Figure D.3.  The slight asymmetry in the 
apparent thickness of the high-stress regions at the upper and lower interfaces (Figure 
D.3) for metal thickness h = 2.3μm is attributable to the coarsening mesh beyond 
x2 = 1.6μm and/or the different lengths of dislocation pile-ups.  The above 
observations suggest that the process window is large enough, relative to the region of 
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 fine uniform elements L, and thus neither the current size nor position of the process 
window relative to the region of uniform elements is likely to affect fracture 
toughness estimates. 
D.2 Relaxation at Constant Imposed Residual Stress  
 After desired11σ  is attained, the dislocation structure is further evolved at constant 
 =  to ensure full relaxation of the dislocation structure before the 
commencement of the fracture toughness analysis.  This period of relaxation at 
constant  may be thought of as the time between specimen preparation and 









≤  x1  +5μm, 0 < x2 < h decreasing in the course of relaxation at 
constant .  Periods of 250ns (steady-state  
≤
totalimposed
11σ 11σ ≈  59MPa, Figure D.5) and 
2500ns (nearly steady-state  > 59MPa, Figure D.6) were sufficient to obtain 
nearly-steady values of .  The value of  at the end of the above relaxation 
periods are defined to be the "actual" residual stress within the metal film .  It is 
the dislocation structures after these periods of relaxation that is input as initial 
conditions into the fracture toughness analysis.  The relaxation time for  
  59MPa is smaller due to the limited dislocation activity at this stress that is 
near the yield stress of the thickest films and only slightly larger than the mean 









nucτ  = 50MPa.  Decreases in  of ~ 4.5MPa were 




11 ≈  59MPa (Figure D.5), and ~ 30MPa for h = 2.3μm, 
 ≈  900MPa,   98MPa (Figure D.6).  Limited investigations shown in 
Figure D.7 with metal thickness h = 1.4μm, imposed residual stress  
imposed actual ≈11σ 11σ
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 imposed actual
11σ  = 900MPa, actual residual stress  11σ ≈  98MPa suggest that fracture 
toughness is not sensitive to the exact period of relaxation at constant residual stress.  
The imposed  and the actual  considered for the various metal 
























Figure D.5  Average nodal  within the rectangular region –3μm  x1 ≤  +5μm 
during relaxation at constant imposed residual stress .   
(Metal thickness h, ) as indicated. 
Note the similarity in results for the thinnest h = 0.3μm (black dashed line) and  
h = 0.5μm (grey dashed line) metal thicknesses.    








11σ ≈  59MPa are  
achieved after 250ns of relaxation for all metal thicknesses considered. 
 
 







Figure D.6  Average nodal  within the rectangular region –3μm  x1 ≤  +5μm 
during relaxation with (a) metal thickness h = 0.5μm, constant  = 2010MPa, 
and (b) metal thickness h = 2.3μm, constant  = 900MPa.   

















Figure D.7  Normalized crack growth resistance curves,  K/ Ks vs. ,  
for initial dislocation structures relaxed for varying periods of time (as indicated) with  
aΔ
metal thickness h = 1.4μm,  = 900MPa,   98MPa. imposed11σ actual11σ ≈
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