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Bichromatic control, in terms of the amplitude and relative phase of the second field as control
knobs, is an useful approach for controlling a variety of quantum processes. In this context, un-
derstanding the features of the control landscape is important to assess the extent and efficiency of
the control process. A key question is whether, for a given quantum process, one can have regions
wherein there is a complete lack of control. In this work we show that such regions do exist and can
be explained on the basis of the phase space nature of the quantum Floquet states. Specifically, we
show that robust regions of no control arise due to the phenomenon of chaos-assisted tunneling. We
also comment on the possible influence of such regions on the phenomenon of directed transport in
quantum Hamiltonian ratchets.
PACS numbers: 05.45.Mt, 05.60.Gg, 32.80.Qk, 05.60.-k
I. INTRODUCTION
Coherent control of quantum tunneling is currently an
area of active research. In many instances one is faced
with the task of controlling dynamical tunneling - a pro-
cess wherein the barriers are in the phase space and the
system tunnels between two symmetrically related regu-
lar regions in the phase space[1, 2]. Dynamical tunnel-
ing is rather ubiquitous in nature and manifests in sys-
tems ranging from the dynamics of trapped cold atoms[3–
5] to the flow of vibrational energy in molecules[6–8].
Over the last decade, considerable advances[9] have been
made in our understanding of the mechanism of dy-
namical tunneling. It is now well established that dy-
namical tunneling is extremely sensitive to the classi-
cal phase space structures. In particular, for systems
in the mixed regular-chaotic regimes, the role of the non-
linear resonances resulting in resonance-assisted tunnel-
ing (RAT)[10–12] and the influence of the chaotic sea
leading to the phenomenon of chaos-assisted tunneling
(CAT)[13, 14] have been studied in great detail. Clearly,
any attempt to control dynamical tunneling must there-
fore take into cognizance the interplay of RAT and CAT
occurring in the system.
An attractive possibility, given that the tunneling hap-
pens between symmetry related regions, is to break the
symmetry and arrest the tunneling dynamics. A natural
approach when dealing with periodically driven systems
is the so called laser induced symmetry breaking[15–17].
Thus, consider a Hamiltonian periodically driven by a
field with amplitude E1 and frequency ω
H1(q, p, t) = H0(q, p)− µ(q)E1(t) (1)
≡ H0(q, p)− E1µ(q) cos(ωt).
As usual, it is advantageous to characterize the solu-
tions Ψα(q, t) = e
−iαt/h¯Φα(q, t) to the time-dependent
Schro¨dinger equation in terms of the time periodic Flo-
quet eigenstates Φα(q, t) = Φα(q, t + 2pi/ω) and the as-
sociated quasienergies α. If the above Hamiltonian pos-
sesses the dynamical symmetry[16, 18]
H1
(
−q,−p, t+ pi
ω
)
= H1(q, p, t) (2)
then the Floquet states of eq. 2 come as even-odd sym-
metric doublets Φ±α (q, t). The quasienergy splitting of
the doublets ∆α = |+α − −α | relates to the timescale
of dynamical tunneling. In order to break the symmetry
and control the tunneling process one introduces a second
(control) field to the Hamiltonian in eq. 2 as follows
H(q, p, t) = H1(q, p, t)− E2µ(q) cos(2ωt+ θ), (3)
with E2 and θ being the control field amplitude and rel-
ative phase respectively. For E1, E2 6= 0 the symme-
try of eq. 2 is violated. Moreover, for the relative phase
θ 6= 0,±pi an additional symmetry (q, p, t)→ (q,−p.− t)
is also violated. Incidentally, note that the violation
of the two symmetries is a prerequisite for observing
directed transport i.e., ratcheting in driven Hamilto-
nian systems[18–21]. Bichromatic control Hamiltoni-
ans as in eq. 3 have proved to be useful in many con-
texts including reaction dynamics[22, 23], ionization of
atoms[24–27] and oriented molecules[28, 29], control of
population imbalance of trapped BEC[30], high harmonic
generation[31, 32], and orientation of rotationally cold
molecules[33–36].
From the above arguments it appears that controlling
dynamical tunneling by bichromatic fields as in eq. 3
should be a relatively easy task. However, there are
indications[37, 38] that this viewpoint is too simplistic in
situations when the tunneling dynamics involves, apart
from the doublets, additional Floquet states. For in-
stance, an earlier study[39] showed that the driven double
well system[40, 41] could be controlled using bichromatic
fields. In contrast, a subsequent study[38] of the bichro-
matic control landscape of the driven double well estab-
lished that involvement of Floquet states delocalized in
the stochastic region of the phase space leads to a lack
of control of the tunneling dynamics. Nevertheless, there
are important questions that still need to be answered.
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2For instance, is there a specific class of delocalized Flo-
quet states that can lead to a complete loss of bichromatic
control? What happens to the nature of the bichromatic
control landscape upon varying the effective value of the
Planck’s constant? In this work we address these ques-
tions in detail for a simple yet paradigmatic model of the
driven pendulum. We show that the control knobs (E2, θ)
are ineffective in certain regimes, further strengthening
the notion that symmetry breaking is not always effective
in controlling processes dominated by CAT.
II. MODEL HAMILTONIAN AND THE
PROCESS OF INTEREST
The Hamiltonian of interest[20] is a periodically driven
pendulum and can be expressed as
H(q, p, t) =
1
2
p2 + (1 + cos q)− qE(t), (4)
where E(t) ≡ E1 cos(ωt)+E2 cos(2ωt+θ) is a bichromatic
external field. The driven pendulum is a paradigmatic
model system that appears in various contexts. Here E1
is the amplitude of the driving field and E2 and θ are the
amplitude and the relative phase of the controlling field.
Due to the periodicity of the Hamiltonian in eq. 4, it is
advantageous to study the time evolution in terms of the
Floquet states |Φα〉 and their associated quasienergies α
with −pi < α < pi.
As discussed in the introduction, our interest in this
paper is to use the 2ω-field to control a dynamical tun-
neling process occurring in the system for E2 = 0. We
start with a brief overview of the nature of the classical
phase space associated with eq. 4 and then specify the
quantum process of interest.
The nature of the phase space for eq. 4, a 1.5 degree
of freedom system, can be determined using the strobo-
scopic surface of section. In Fig. 1 the surfaces of section
are shown for the range of E1 values of interest with
E2 = 0 and the driving field frequency ω = 2. Note that
the main features of the phase space are nearly the same
throughout the entire range. In order to identify the var-
ious nonlinear resonances one writes eq. 4 in terms of the
action-angle variables (J, φ) of the unperturbed pendu-
lum Hamiltonian and considering E(t) = E1 cosωt yields
H(J, φ, t) = H0(J) + E1
∞∑
n=−∞
Vn(J)e
i(nφ+mωt), (5)
with m = ±1 as the only values. Note that the pendulum
action-angle variables are different for trapped (E0 < 2)
and untrapped (E0 > 2) orbits. Nevertheless, both cases
can be written in the above form with different Fourier
amplitudes Vn(J). In addition, only odd values of n ap-
pear for the trapped case. Thus, all field-matter nonlin-
ear resonances are of the form nφ˙ ≡ nΩ(J) = ω and are
denoted in this work as n : 1. The nonlinear frequencies
FIG. 1: The right panels show the stroboscopic surface of
section for the driven pendulum in eq. 4 for E1 = 0.6 (top
panel) and E1 = 1.6 (bottom panel). The other parameters
are ω = 2 and E2 = 0. The left panel shows the tunneling
(shown as arrows in the phase space) time between the sym-
metry related Ω : ω = 1 : 1 islands for a coherent state placed
at the center of the left island. The three data shown in the
left panel correspond to h¯ = 0.2 (black line), h¯ = 0.1 (red
line), and h¯ = 0.05 (blue line).
can be determined to be
Ω(J) =
{
pi
2K(kt) trapped
pi
kuK(ku) untrapped,
(6)
with K(k) being the complete elliptic integral of the first
kind with moduli kt =
√
E0/2 and ku =
√
2/E0. In
Fig. 1 a prominent Ω : ω = 1 : 1 nonlinear resonance
is present. It can be shown that this corresponds to
a resonance between an untrapped (rotor) state of the
pendulum and the ω-field. For the values of the effective
Planck constant used in this work, this 1 : 1 resonance
island can support several Floquet states. In addition, a
Ω : ω = 3 : 1 resonance involving a trapped state of the
pendulum and the ω-field can be observed for E1 = 0.6.
The 3 : 1 resonance, capable of supporting one or two
Floquet states and the only prominent resonance for our
case, is destroyed for E1 = 1.6.
The main focus of this work is on controlling the dy-
namical tunneling occurring between the the Ω : ω = 1 :
1 resonance islands since the 1 : 1 islands play a key role
in enhancing the directed current in the system[19, 20].
Classically, trajectories in the left island are trapped for-
ever. However, quantum mechanically, it is well known
that dynamical tunneling destroys the classical localiza-
tion. Thus, a coherent state initially localized in the left
island of Fig. 1 can tunnel to the symmetry related right
island. In Fig. 1 the tunneling time for an initial state
ψ(q; qc, pc) = 〈q|ψ〉 = 1
(2piσ2)
1/4
exp
[
− (qc − q)
2
4σ2
+ i
pcq
h¯
]
(7)
3localized about the island center (qc, pc) are shown as a
function of E1 for various values of h¯ with σ
2 = h¯/2.
The quantum dynamics are performed by expressing the
initial state as a superposition of the Floquet states
|ψ(0)〉 =
∑
α
Cα(0)|Φα〉 (8)
and obtaining the time evolved state |ψ(kTf )〉 at integer
multiples of the field period Tf = 2pi/ω using the Floquet
operator. The Floquet states of eq. 4 are determined
using an efficient method used in an earlier work[20]. The
fluctuations, increasing in number and amplitude with
decreasing h¯, of the tunneling times seen in Fig. 1 are
paradigmatic of the RAT and CAT phenomena. A rather
detailed understanding of these fluctuations in terms of
the various phase space structures is possible[8, 12, 13,
42]. However, in the present work we are interested in
controlling the dynamical tunneling process of Fig. 1 by
switching on the second field in eq. 4 and mapping out
the bichromatic control landscape.
III. BICHROMATIC CONTROL LANDSCAPE
We now switch on the 2ω-field with θ 6= 0,±pi and
study the dynamics of the initial state centered on the
left 1 : 1 island in Fig. 1. As discussed in the introduc-
tion, such a symmetry breaking field should destroy the
dynamical tunneling process and essentially localize the
initial state. In the context of Hamiltonian ratchets, the
initial state is centered about a transporting island and
symmetry breaking is expected to result in directed mo-
tion. In order to obtain a comprehensive view of the con-
trol process it is useful to construct a control landscape.
Such a control landscape should unambiguously show re-
gions of control or lack of control. Several measures can
be used to construct the control landscape. For instance,
the decay time of the survival probability associated with
the initial state
S(τ) ≡ |〈ψ(0)|ψ(τ)〉|2
=
∣∣∣∣∣∑
α
e−iατ/h¯〈ψ(0)|Φα(0)〉〈Φα(0)|ψ(0)〉
∣∣∣∣∣
2
=
∑
α,β
pαpβe
−i(α−β)τ/h¯ (9)
can be used as a measure for the control landscape. In
the above, pα ≡ |〈ψ(0)|Φα(0)〉|2 is the overlap intensity.
Note that the tunneling times shown in Fig. 1 are de-
termined by such an approach. It is also possible to use
the time averaged version of eq. 9 as a measure for the
control landscape[38]. However, such approaches can be-
come unwieldy for various reasons and in this work we
use a simpler measure to map out the landscape. This
measure is the long time limit of S(τ) given by
lim
τ→∞S(τ) =
∑
α
p2α ≡ L(E1, E2, θ) (10)
FIG. 2: Control landscape L(E1, E2, θ) as in eq. 10 for h¯ = 0.2
(top) and h¯ = 0.1 (bottom) with fixed values θ = pi/2 and ω =
2. Lowest values signal multiple states participating in the
dynamics of the initial coherent state and lack of bichromatic
control. Landscapes computed on an equally spaced 101×101
grid.
and represents the number of Floquet states that par-
ticipate in the dynamics of |ψ(0)〉. In eq. 10 we have
denoted L(E1, E2, θ) as the landscape ‘function’. It is
also possible to have the driving frequency ω as another
parameter for the landscape function. However, in case
of the present work, this is of limited utility since the na-
ture and location of the 1 : 1 island changes with varying
ω. The measure in eq. 10 is particularly useful from the
dynamical tunneling perspective since CAT and RAT are
expected to be multistate processes.
In Fig. 2 we summarize our results for the control land-
scapes L(E1, E2, pi/2) computed using eq. 10, and the
initial state (cf. eq. 7) being localized about the left
1 : 1 resonance island in the phase space. In Fig. 2 (top)
we show L(E1, E2, pi/2) for h¯ = 0.2 and it is immedi-
ately clear that there are distinct regions corresponding
to low values of L(E1, E2, pi/2). Our computations (also
see Fig. 5) show that such regions correspond to situa-
tions wherein, despite symmetry breaking, the 2ω-field is
unable to control the dynamical tunneling process. The
calculation for h¯ = 0.1 case, shown in Fig. 2 (bottom),
shows the persistence of some of the no control regions
observed for h¯ = 0.2. In addition, new regions, for in-
stance around E1 ≈ 0.7, emerge in the control landscape.
Insights into the origins of such regions of no control
seen in Fig. 2 comes from inspecting the variation of
the quasienergy spectrum with E1 for E2 = 0 shown in
Fig. 3. Clearly, regions of no control in Fig. 2 correlate
well with the avoided crossings involving the tunneling
4Floquet doublets with other Floquet states. Although
the observation that such avoided crossings can lead to
the loss of bichromatic control has been made earlier[37],
a comprehensive study of the landscape as a function of
the key control knobs (E2, θ) is still lacking. To this end,
in Fig. 3 we also show L(E1, E2, θ) for fixed values of
E1 corresponding to three of the avoided crossings. The
results show that not all avoided crossings are equally
effective in disrupting bichromatic control. While there
are regions that exhibit a complete loss of control as in
Fig. 3(III), there are regions as in Fig. 3(II) where con-
trol is restored with small variations in the the relative
phase θ. One may argue, and correctly so, that the differ-
ences come from the extent of sharpness of the avoided
crossings and hence the effective coupling between the
Floquet states. Nevertheless, in the following section we
show that deeper insights come from investigating the
phase space nature of the participating states near the
avoided crossings.
We note that similar correlations between avoided
crossings and landscape features, including the mecha-
nisms and arguments presented below, are seen in the
h¯ = 0.1 case as well. Consequently, for the sake of
brevity, in what follows we focus on the h¯ = 0.2 case
exclusively.
IV. CLASSICAL-QUANTUM
CORRESPONDENCE FOR BICHROMATIC
CONTROL
In order to study the quantum-classical correspon-
dence for the results shown in Fig. 2 and Fig. 3 it is
important to establish the phase space nature of the Flo-
quet states that play an important role in the dynamics
of the initial state of interest. Consequently, we compute
the Husimi distribution[43]
ρH(qc, pc) =
1
2pi
|〈Φα|ψ〉|2 , (11)
given by the overlap of coherent states ψ(q; qc, pc) local-
ized at various phase space points (qc, pc) (cf. eq. 7 ) with
the Floquet states of interest |Φα〉. Note that a scaling
factor involving the Planck constant in the denominator
of eq. 11 has been ignored. This is of no consequence to
the present study where only the qualitative features of
the Husimi distributions are of interest. The phase space
nature of the various Floquet states thus obtained are
expected to be important in understanding the features
of the control landscapes.
A. Role of the irregular Floquet states
In Fig. 4(a) the Husimi representation of two of the
key Floquet states, corresponding to the case I of Fig. 3
with E2 = 0, are shown along with the overlap inten-
sity spectrum. Clearly, a state influenced by the 1 : 3
FIG. 3: Left panel shows a portion of the quasienergy spec-
trum as a function of the ω-field amplitude E1. The other
fixed parameters are E2 = 0, h¯ = 0.2 and ω = 2. Three re-
gions I, II, and III highlight different types of avoided cross-
ings. Right column shows the (E2, θ) control landscapes with
fixed E1 = 0.919 (bottom, case I), E1 = 1.129 (middle, case
II), and E1 = 1.399 (top, case III). All landscapes in this plot
are computed over an equally spaced 101 × 101 grid of the
relevant variables.
nonlinear resonance is involved in the avoided crossing
observed in Fig. 3 and this scenario, also highlighted in
an earlier work[37], is typical of the RAT mechanism.
The 1 : 3 state continues to influence the initial state
dynamics for increasing amplitude of the 2ω-field. Thus,
the lack of bichromatic control seen in Fig. 3 (landscape,
middle panel) arises due to the phenomenon of RAT and
confirms earlier predictions made in the context of local
control of the dissociation of a driven Morse oscillator[44].
Results for the comparatively more complex case III
are shown in Fig. 4(b) and it is immediately clear that
the dynamics involves at least four Floquet states with
two of them being significantly delocalized in the phase
space. Interestingly, of the two most delocalized Flo-
quet states shown in Fig. 4(b), one of them resembles
a “Janus” state[12] which has its Husimi density local-
ized around the border between the central stable island
and the chaotic sea. Such states are expected[12] to be
involved in CAT and are less sensitive to the symmetry
breaking induced by the 2ω-field. Indeed, our computa-
tions show that the delocalized states persist upon intro-
ducing the symmetry breaking field and continue to play
an important role in the dynamics of the initial state.
Thus, the “wall of no control” seen in the L(E1, E2, pi/2)
landscape in Fig. 2 (top) can be associated with the par-
ticipation of such delocalized Floquet states. A similar
observation was made in an earlier work[38] on bichro-
matic control of tunneling in the driven double well sys-
tem. Note that in the context of directed transport case
III corresponds to avoided crossing between states local-
ized in the regular transporting islands and states delo-
calized in the chaotic sea. Further confirmation for the
role of played by the delocalized Floquet states comes
5FIG. 4: Husimi distributions of delocalized Floquet states
participating in the dynamics of a coherent state centered on
the left 1 : 1 resonance island for E2 = 0. (a) Floquet states
for E1 ≈ 0.919 influenced by the 1 : 3 resonance, correspond-
ing to case I in Fig. 1 and involved in an avoided crossing.
(b) Two of the Floquet states for E1 ≈ 1.399 delocalized in
the chaotic region, corresponding to case III in Fig. 1. Axis
range of the phase space are identical in all the plots and
maximum Husimi density is in green. The overlap intensity
spectrum in each case is also shown.
from Fig. 5 where snapshots of the time evolving Husimi
distributions are shown. It is clear that the survival prob-
ability oscillates with a time period of ∼ 10τ correspond-
ing to significant revivals of the initial coherent state.
Furthermore, the snapshots at specific times indicate the
involvement of the delocalized Floquet states shown in
Fig. 4(b) and hence the lack of control observed in the
landscape.
In contrast to case I and III discussed above, Fig. 3
(middle) shows that in case II it is possible to control the
dynamics. The key difference here is that the observed
avoided crossing in Fig. 3 involves the regular tunneling
doublet and a regular rotor doublet. Note that here too
one observes lack of control in the L(E1, E2, pi/2) land-
scape in isolated regions around E2 ≈ 0.3 and E2 ≈ 0.5.
At these isolated points the dynamical tunneling process
is certainly controlled by the 2ω-field but the initial co-
herent state does not localize. Instead, as shown in Fig. 6,
FIG. 5: Survival probability S(τ) for a symmetry broken case
with E1 = 1.309, E2 = 0.3, h¯ = 0.2, and θ = pi/2. Initial
state is centered around the left island in the classical phase
space (shown in the inset) and time τ is in units of the field
period. Dynamical tunneling is observed as shown by the
snapshots of time evolving Husimi distributions in the left
column. The Husimis are shown at select times, with the top
most panel being at τ = 0 and the bottom most panel at
τ = 20, highlighted by red circles in the survival probability
plot.
a two state sharp avoided crossing induced by the sym-
metry breaking field results in the delocalization of the
initial state. Our computations show that very little to
no amplitude is built up in the right 1 : 1 island over long
times and hence quite different from the results shown in
Fig. 5 . Thus, the mechanism for the lack of control
is distinct from cases I and III. This is also reflected in
Fig. 3 (middle) wherein small variations in the control
knobs E2 or θ disentangles the Floquet states and lead
to control.
B. Influence on directed transport
It has been argued that symmetry breaking leads
to directed transport classically as well as quantum
mechanically. Classically, a non-zero dc-current Jch
comes about[19] due to the desymmetrization of the
chaotic layer and perturbative arguments lead to Jch ∼
E21E2 sin θ. Quantum mechanically, however, significant
enhancements in the current can occur when the relevant
Floquet states are involved in an avoided crossing[20]. In
particular, Denisov et al showed that avoided crossings
between Floquet states localized on the 1 : 1 transporting
island and Floquet states delocalized in the chaotic layer
play an important role. Moreover, tuning the (E2, θ) con-
trol knobs allows one to vary the extent of the enhanced
60 0.1 0.2 0.3 0.4
E2
-0.64
-0.63
-0.62
?
?
A
B
A
B
FIG. 6: Variation of the quasienergies with E2 for fixed
E1 ≈ 1.129, h¯ = 0.2, and θ = pi/2. Note that one of the
Floquet states is involved in a sharp avoided crossings with
desymmetrized rotor states at E2 ≈ 0.3 and 0.5, labeled as
A and B respectively. Right column shows the snapshots of
Husimi representation for the time evolved initial state at
τ = 1146 and τ = 1454 corresponding to A and B respec-
tively. In both cases, the times (in units of field period) are
chosen when the survival probability is a minimum.
current.
From the results in the previous section, as exempli-
fied by Fig. 4(b) and Fig. 5, it is evident that Floquet
states delocalized in the chaotic layer are also responsi-
ble for the loss of bichromatic control due to CAT. A
question then arises - to what extent will the failure of
symmetry breaking influence the directed transport? Is
it possible for CAT to partially suppress the magnitude
of the asymptotic current? To this end we compute the
quantum asymptotic current
J(t0) =
∑
α
|Cα(t0)|2〈p〉α (12)
for an initial state which is an eigenstate of the momen-
tum with eigenvalue zero. Note that the study of Denisov
et al.[20] utilized such an initial state to highlight the role
of the delocalized Floquet states in enhancing currents at
resonance. In the above equation, 〈p〉α denotes the av-
erage momentum in the Floquet state |Φα〉 and Cα(t0)
represents the expansion coefficient of the initial state in
the Floquet basis, with t0 being the initial time.
In Fig. 7 the computed asymptotic current for maxi-
mum desymmetrization and initial time t0 = 0 is shown.
Note that, quantum mechanically and in contrast to
the classical case, the asymptotic current is expected to
be dependent on the initial time. However, as argued
earlier[20], the strong enhancements in J(0) due to reso-
nant interaction between Floquet states are independent
of the initial time. Several such enhancements can be
seen in Fig. 7 and indeed do correspond to avoided cross-
ings between Floquet states (localized and delocalized)
in the central region of the phase space (cf. Fig. 1) with
FIG. 7: Magnitude of the quantum asymptotic current given
by eq. 12 as a function of E1 with E2 = 0.3, θ = pi/2, and
initial time t0 = 0. The initial state is a plane wave state
with zero wavevector. Inset shows the magnification of the
region enclosed by the dashed rectangle. In the inset data for
θ = pi/3, pi/4, and pi/5 with a finer resolution are also shown in
gray. Right panels show the Husimi representation of selected
Floquet states involved in avoided crossings for θ = pi/2. Top,
middle and bottom panels correspond to A, B (inset) and C
in the current plot. Axes, their range and color code are same
as in the previous figures of Husimi representations.
the Floquet states localized in and around the 1 : 1 trans-
porting islands. Nevertheless, two key observations can
be made. Firstly, |J(0)| is significantly smaller in the
range E1 ∈ (1.30, 1.45), precisely corresponding to the
region III in the control landscape shown in Fig. 3, with
a few fluctuations. Secondly, as shown in the inset to
Fig. 7, the value of current in this region is rather insen-
sitive to the value of the relative phase. Note that much
larger enhancements, for instance case C in Fig. 7, are
seen just outside this range. In order to gain further in-
sights the phase space nature of the Floquet states that
are involved in avoided crossings in this region were stud-
ied. In Fig. 7 three such states are shown with cases A
and B being in region III and case C just outside this
region. It is immediately clear that case C shows strong
asymmetry when compared to cases A and B. Based on
our understanding of the control landscape it seems plau-
sible that CAT in region III is responsible for small values
of the current and, more importantly, a somewhat sup-
pressed enhancement despite the presence of resonantly
interacting Floquet states.
V. CONCLUDING REMARKS
In this work we have shown that bichromatic control of
dynamical tunneling can be compromised due to the pres-
7ence of delocalized Floquet states in the classical phase
space. In essence, participation of the Floquet states
delocalized in the chaotic regions of the phase space re-
sults in chaos-assisted tunneling which is robust despite
breaking of the symmetries upon addition of a second
field. Since the present work deals with the control of
dynamical tunneling, a quantum process with no classi-
cal limit, the results do not necessarily invalidate the idea
of laser induced symmetry breaking approach to control.
Indeed, our landscape computations for decreasing val-
ues of the Planck constant do show that the “pillars” of
no bichromatic control are reduced to “dust” in the deep
semiclassical limit. Nevertheless, it remains to be seen as
to whether chaos-assisted tunneling can reduce the effi-
ciency or significantly modify the mechanism of control
based on the principle of interference of optically induced
pathways[17].
Moreover, our analysis suggests that such a loss of
bichromatic control can potentially influence current rec-
tification in driven systems. An earlier study[45] by Gong
and Brumer has also hinted at the possibility of reduced
directed currents in Hamiltonian ratchets due to dynami-
cal tunneling between a chaotic sea and and transporting
islands embedded in the chaotic sea. However, further
detailed studies are required in order to clearly establish
the role of chaos-assisted tunneling in ratcheting systems
with[46] and without dissipation. In the latter case, the
role of hierarchical states[47, 48] in both control of dy-
namical tunneling and generation of directed transport
needs to be explored further. Note that one possible ex-
planation for the “pillars” of no control being reduced
to “dust” in the h¯ → 0 limit may be related to the fact
that the fraction of hierarchical states goes to zero in this
limit.
As a final note we point to an interesting parallel[49]
between bichromatically driven multilevel systems and
the problem of molecular alignment and orientation on
a plane. Assuming that the present analysis can be ex-
tended to this observation, our work hints at the pos-
sibility that for certain values of the orienting DC field
and a range of aligning field strengths, irrespective of the
angle between the two fields, coherent control should be
ineffective.
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