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Abstrakt
Tato pra´ce se zaby´va´ vizualizacı´ vy´sledku˚ metody konecˇny´ch prvku˚ a vy´beˇrem a im-
plementacı´ vhodne´ prostorove´ datove´ struktury pro rychle´ vy´pocˇty rˇezu˚. Obsahuje take´
neˇktere´ dalsˇı´ optimalizacˇnı´ techniky pro efektivneˇjsˇı´ spra´vu pameˇti a cachova´nı´ dat na
disk. To vsˇe je zakomponova´no do existujı´cı´ aplikace. Nechybı´ ani fina´lnı´ porovna´nı´
rychlosti zvolene´ datove´ struktury s variantou bez nı´.
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Abstract
This Diploma Thesis describes visualization of finite elements and choice and imple-
mentation of suitable space-partitioning data structure for fast object clipping. Includes
several other optimalization techniques for more effective memory management and
caching data to disc. All of that is merged into existing application. Final comparison
of performance with and without chosen data structure is presented at the end.
Keywords: visualization, finite elements, simulation, material properties, octree, mem-
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Seznam pouzˇity´ch zkratek a symbolu˚
API – Application Programming Interface
bsp tree – bina´rnı´ strom pro rekurzivnı´ rozdeˇlova´nı´ prostoru
kd-tree – k-dimenziona´lnı´ strom
octree – oktantovy´ strom
R-tree – datova´ struktura pro indexaci prostoru
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1.1 Motivace pro zobrazova´nı´ konecˇny´ch prvku˚
Metoda konecˇny´ch prvku˚ je numericka´ metoda slouzˇı´cı´ k simulaci pru˚beˇhu˚ napeˇtı´,
deformacı´, vlastnı´ch frekvencı´, proudeˇnı´ tepla, jevu˚ elektromagnetismu, proudeˇnı´ tekutin
a tak da´le na vytvorˇene´m fyzika´lnı´m modelu. Jejı´ princip spocˇı´va´ v diskretizaci spo-
jite´ho prostoru do urcˇite´ho (konecˇne´ho) pocˇtu prvku˚, prˇicˇemzˇ zjisˇt’ovane´ parametry jsou
urcˇova´ny v jednotlivy´ch uzlovy´ch bodech. Pro uka´zku, jak vypada´ takova´ vizualizace
konecˇny´ch prvku˚, je Obra´zek 1, ve ktere´m jsou zobrazeny tlaky v jednotlivy´ch mı´stech
konstrukce modelu ojnice.
1.2 Cı´l pra´ce
Cı´lem pra´ce je navrhnout a implementovat vhodnou datovou strukturu a metody pro
efektivnı´ vizualizaci konecˇny´ch prvku˚. Du˚raz je kladen na za´kladnı´ geometricke´ operace
nad rozsa´hly´mi daty.
Za´kladnı´ body zada´nı´:
1. Prˇehled existujı´cı´ch postupu˚ a rˇesˇenı´ prˇi vizualizaci konecˇny´ch prvku˚.
2. Na´vrh a implementace zvolene´ho rˇesˇenı´.
3. Integrace rˇesˇenı´ do komplexnı´ho vizualizacˇnı´ho software.
4. Vy´konnostnı´ testy.
5Obra´zek 1: Ojnice s vizualizovany´mi tlaky
62 Vizualizace konecˇny´ch prvku˚
K vizualizaci te´to metody jsou zapotrˇebı´ nejen vstupnı´ data, ale i vy´beˇr vizualizacˇnı´
metody. Ma´ pra´ce byla soustrˇedeˇna k rasterizaci, ale aplikace meˇla umozˇnˇovat i vizuali-
zovat konecˇne´ prvky volumetrickou metodou, ktera´ je obsahem diplomove´ pra´ce me´ho
kolegy Bc. Lubomı´ra Duraje.
2.1 Vstupnı´ geometricka´ data vizualizace
Vstupnı´ data lze zı´skat ze dvou ru˚zny´ch zdroju˚. Tı´m prima´rnı´m je prˇes prˇipojenı´ k
webove´ sluzˇbeˇ poskytujı´cı´ tyto data ke stahnutı´ a nebo ze souboru, pokud je ulozˇeny´ na
disku. Nejdrˇı´ve se zı´skajı´ data reprezentujı´cı´ vrcholy modelu. Ty jsou ulozˇeny za sebou
v poli jako trˇi double hodnoty pro kazˇdy´ vrchol. Na´sledneˇ se zpracujı´ data s elementy,
ktere´ jsou ulozˇeny v poli a kazˇdy´ element zacˇı´na´ s identifika´torem dome´ny, do ktere´ patrˇı´
(v te´to pra´ci da´le nazı´vany´ jako meshpart), typem elementu (viz. Obra´zek 4), pocˇtem
vrcholu˚, a seznamem indexu˚ do pole vrcholu˚, ktere´ definujı´ unika´tnı´ vrcholy, ze ktery´ch
se element skla´da´. Geometrie kazˇde´ho elementu, respektive pro vybudova´nı´ indexu˚ pro
jeho geometrie, ma´ na pevno nadefinova´no porˇadı´ v poli indexu˚ elementu pro konkre´tnı´
typy elementu˚. S teˇmito informacemi jizˇ lze model vykreslit.
Drˇı´ve zminˇovany´m meshpartem se rozumı´ neˇjaka´ ucelena´ cˇa´st modelu, naprˇı´klad v
modelu s kulicˇkovy´m lozˇiskem by byla kazˇda´ koule samostatny´ meshpart a stejneˇ tak i
obeˇ kruhove´ konstrukce.
2.2 Vy´stupy metody konecˇny´ch prvku˚
Pro vizualizaci konecˇny´ch prvku˚ se navı´c pouzˇı´va´ dalsˇı´ hodnota pro kazˇdy´ vrchol.
Ta nese neˇjakou fyzika´lnı´ informaci v ru˚zny´ch podoba´ch od jednoho skala´ru azˇ po n-
dimenziona´lnı´ tensory [?]. Kazˇdy´ model mu˚zˇe mı´t vı´ce teˇchto dat a proto jsou oddeˇleny
od dat modelu a jsou samostatneˇ ke sta´hnutı´ z databa´ze. Aplikace umozˇnuje pracovat
se dveˇma typy vy´sledku˚ metody konecˇny´ch prvku˚. Tı´m prvnı´m jsou vy´sledky, ktere´
ru˚zneˇ deformujı´ objekt a tı´m druhy´m jsou vy´sledky mapovatelne´ na barvu. Soucˇasneˇ
mu˚zˇe by´t na jednom modelu aktivovany´ pouze jeden vy´sledek pro kazˇdy´ tento typ.
Prˇi mapova´nı´ na barvu se nejdrˇı´ve zjistı´ tzv. bounding box ohranˇujı´cı´ vsˇechny vstupnı´
vy´sledky a prˇepocˇı´ta´ se na slozˇku texturove´ sourˇadnice podle Equation 1. Jednotlive´ tex-
turove´ sourˇadnice takto odpovı´dajı´ hodnota´m box min pro 0 a box max pro 1 pro kazˇdou
slozˇku sourˇadnice.
texture coord = (actual result− box min)/(box max− box min) (1)
Uvedeny´ vzorec je obecneˇ platny´, ale pro vy´sledky metody konecˇny´ch prvku˚ o na-
prˇı´klad peˇti skala´rech produkuje peˇti-rozmeˇrnou texturovou sourˇadnici a nic takove´ho
nelze v praxi pouzˇı´t. Proto se i tyto vı´cerozmeˇrne´ texturove´ sourˇadnice da´le mapujı´ na
jedno-rozmeˇrny´ interval < 0, 1 >.
Vy´sledna´ texturova´ sourˇadnice pak slouzˇı´ k urcˇenı´ vy´sledne´ barvy v dane´m bodeˇ
modelu z gradientnı´ textury, kterou lze libovolneˇ upravovat.
72.3 Vysveˇtlenı´ a rˇesˇenı´ proble´mu
Jelikozˇ vstupnı´ vizualizovany´ model je jizˇ tvorˇen troju´helnı´ky, nenı´ jeho samotna´
vizualizace takovy´ proble´m. To neznamena´ ale, zˇe stacˇı´ pouze nastavit ukazatel na body
a rˇı´ct vybrane´mu graficke´mu API ”vykresli n troju´helnı´ku˚”. Nejenom by mohlo dojı´t
k proble´mu, kdy nedostacˇuje velikost syste´move´ pameˇti, o ktere´ se bude da´le veˇnovat
sekce 3.2, ale i k prˇı´lisˇne´mu zatı´zˇenı´ graficke´ karty pocˇı´tacˇe, zavineˇne´ renderova´nı´m
obrovske´ho mnozˇstvı´ geometriı´. Tento proble´m cˇa´stecˇneˇ rˇesˇı´ preprocessing na geome-
triı´ch popisovany´ v sekci 3.1.2.
2.4 Metody vizualizace
Vizualizacı´ se rozumı´ zpu˚sob, jak zobrazit data na vy´stupnı´ zarˇı´zenı´ jako je monitor.
K tomuto u´cˇelu existujı´ na´sledujı´cı´ dveˇ za´kladnı´ metody.
2.4.1 Rasterizace
Rasterizace je velmi cˇasto pouzˇı´vanou technikou pro svou jednoduchost a hlavneˇ
pouzˇitelnost. Je hardwaroveˇ implementova´na na vsˇech graficky´ch karta´ch a proto je
velmi rychla´. Za´kladnı´ mysˇlenka spocˇı´va´ v geometricke´ interpretaci jake´hokoliv objektu
pouzˇitı´m troju´helnı´ku˚ (ikdyzˇ prakticky lze pouzˇı´t i u´secˇky a cˇtyrˇu´helnı´ky). Kazˇdy´, takto
slozˇeny´ objekt, se nacha´zı´ v tzv. Object space. V tomto prostoru je objekt, kdyzˇ se vytvorˇı´
v neˇjake´m graficke´ programu, cˇi se zı´ska´ z ru˚zny´ch snı´macı´ch zarˇı´zenı´. V za´sadeˇ se jedna´
o sourˇadnicovy´ syste´m, ve ktere´m je objekt na sve´m pocˇa´tku prˇi nacˇtenı´ do programu.
V tomto prostoru by ale vsˇechny objekty byly na sobeˇ, veˇtsˇinou neˇkde na sourˇadnicı´ch
[0,0,0], a proto na´sleduje dalsˇı´ tzv. ModelView Space 1, ktery´ kombinuje umı´steˇnı´ objektu
ve sce´neˇ a pak posun a otocˇenı´ sce´ny do pohledu kamery. Objekt je ale sta´le ve 3D pros-
toru, zatı´mco monitor doka´zˇe zobrazit pouze 2D objekty a k tomuto u´cˇelu slouzˇı´ tzv.
Projection space, ve ktere´m se promı´tne 3D sce´na na 2D pla´tno (XY plocha). Ve veˇtsˇineˇ
prˇı´padu˚ se pouzˇı´va´ perspektivnı´ promı´ta´nı´, ve ktere´m vzda´lene´ objekty vypadajı´ mensˇı´
nezˇ ty blı´zke´. Pro vsˇechny objekty, ktere´ se nakonec pouzˇijı´ k zobrazenı´ musı´ splnˇovat:
• −1.0 <= x <= 1.0
• −1.0 <= y <= 1.0
• −1.0 <= z <= 0.0
Podle pouzˇite´ho rozlisˇenı´ se sce´na rozta´hne pode´l x a y os o polovinu rozlisˇenı´, po-
sune a vertika´lneˇ prˇevratı´, aby levy´ hornı´ roh meˇl sourˇadnice [0,0]. Vy´sledne´ sourˇadnice
bodu˚ jsou pak prˇı´me´ 2D sourˇadnice v okneˇ a lze je jizˇ zobrazit. Jednotlive´ prostory
jsou realizovane´ transformacˇnı´mi maticemi, ktery´mi se kazˇdy´ bod kazˇde´ho troju´helnı´ku
vyna´sobı´ podle Equation 2.
1Tato terminologie se pouzˇı´va´ v OpenGL, v DirectX je zvykem pouzˇı´vat dva prostory namı´sto jednoho,
World & View space
8Obra´zek 2: Uka´zka rozdı´lu mezi jednotlivy´mi stı´novacı´mi technikami
clip position = Projection ∗ModelV iew ∗ object position (2)
Tento proces se vykona´va´ na graficke´ karteˇ ve vertex shaderu. Pote´ se po plosˇe, kterou
pokry´va´ pra´veˇ zpracova´vany´ troju´helnı´k, vypocˇı´ta´ barva podle zvolene´ho stı´novacı´ho
modelu [Lan10]. Rozdı´ly mezi neˇmi jsou z Obra´zek 2 velmi zrˇejme´.
• Konstantnı´ stı´nova´nı´ - pro kazˇdy´ troju´helnı´k se vypocˇı´ta´ barva a jı´ se pokryje cely´
povrh. Velmi nerealisticke´, jelikozˇ zvı´raznˇuje hrany troju´helnı´ku˚, ale v pru˚myslo-
ve´m odveˇtvı´ sta´le pouzˇitelny´.
• Gouraudovo stı´nova´nı´ - barva je vypocˇı´tana´ na kazˇde´m vertexu a pak linea´rneˇ
interpolova´na po povrchu troju´helnı´ku. Zna´me take´ jako ”per-vertex lightning”.
• Phongovo stı´nova´nı´ - barva se vypocˇı´ta´va´ na kazˇde´m zobrazovane´m pixelu. Zna´me
take´ jako ”per-pixel lightning”.
O samotne´m vy´pocˇtu barvy by bylo mozˇne´ napsat knihu. Beˇzˇneˇ pouzˇı´vana´ metoda
pocˇı´ta´ barvu podle Phongova osveˇtlovacı´ho modelu dle Equation 3
I = kaia +
∑
m∈lights
smcatt(kd(Lm ∗N)id + ks(Rm ∗ V )αis) (3)
catt =
1
attx + attyd+ attzd2
(4)
k jsou koeficienty materia´lu (indexy: a = ambient, d = diffuse, s = specular), i jsou
barvy pra´veˇ procha´zene´ho sveˇtla. id a is jsou cˇasto spojeny do jedne´ barvy a ia je jedna
globa´lnı´ barva pro ambientnı´ sveˇtlo. Exponentα specifikuje velikost odrazu.N je norma´la
v dane´m bodeˇ, Lm je vektor z renderovane´ho bodu do sveˇtla m, Rm je odrazˇeny´ vektor
sveˇtla od bodu podle norma´ly a nakonec V je vektor smeˇru do kamery. Vsˇechny tyto vek-
tory musı´ by´t normalizovane´. catt snizˇuje intenzitu sveˇtla se vzda´lenostı´ od sveˇtla podle
Equation 4. sm uda´va´, zda je bod ve stı´nu. Prˇi hodnoteˇ 1 je plneˇ osvı´cen, prˇi 0 je mezi
9bodem a sveˇtlem neˇjaka´ prˇeka´zˇka. Jeho vy´pocˇet je velmi na´rocˇny´ a musı´ by´t vy´pocˇı´tany´
v samostatne´m kroku mimo hlavnı´ vykreslovacı´ smycˇku 2. Implementace stı´nu˚ ale v te´to
pra´ci nenı´ du˚lezˇita´.
2.4.2 Volumetricke´ renderova´nı´
Jedna´ se o techniku, ktera´ zobrazuje 2D projekcı´ 3D diskre´tnı´ch navzorkovany´ch
dat v podobeˇ mnoha paralelnı´ch 2D obrazu˚. Obecneˇ existuje vı´ce metod k tomuto typu
vizualizace, jako jsou naprˇı´klad tzv. shear warp a splatting techniky [Kau05]. V te´to ap-
likaci je pouzˇita´ ale technika Volume ray casting, ktera´ poskytuje obraz vysoke´ kvality.
Hruby´ popis, jak tato metoda funguje, spocˇı´va´ ve vystrˇelova´nı´ paprsku˚ z pozice kamery
prˇes vsˇechny pixely vy´sledne´ho obrazu (podobne´ jako u vizualizace prˇes raytracing3).
Kazˇdy´ paprsek pak procha´zı´ jednotlivy´mi 2D paralelnı´mi pla´ty a kazˇdy´ pru˚chod pla´tem
prˇispı´va´ k vy´sledne´ barveˇ pixelu podle zvolene´ tzv. transfer function. Pro prˇedstavu
mu˚zˇe jı´t naprˇı´klad o funkci, ktera´ pokazˇde´ vezme 75% pu˚vodnı´ barvy a 25% nove´ (prvnı´
vrstva by byla vyjı´mkou, ktera´ by meˇla na pocˇa´tku 100% prˇı´speˇvek).
2Stı´ny se rˇesˇı´ technikami jako Shadow Mapping a Shadow Volume
3Dalsˇı´ typ vizualizace poda´va´jı´cı´ velmi rea´lne´ obrazy, obvzla´sˇteˇ u leskly´ch objektu˚
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3 Implementace
Jelikozˇ jsem navazoval na pra´ci sve´ho vedoucı´ho diplomove´ pra´ce, musel jsem zacˇı´t
sezna´menı´m se s tehdejsˇı´ verzı´ implementace a nava´zat na nı´. Cela´ pra´ce je rozdeˇlena´ na
sedm ru˚zny´ch projektu˚.
1. Database - Komunikace se serverem, na ktere´m jsou ulozˇeny vizualizovane´ mod-
ely. Pro mou cˇa´st pra´ce nebylo potrˇeba zde vu˚bec zasahovat.
2. DataCore - Zde byl kladen hlavnı´ du˚raz pro mou pra´ci. Zde jsou vesˇkere´ trˇı´dy pro
spra´vu dat a operacemi nad nimi.
3. GGradientWidget - Okno s nastavenı´m mapova´nı´ vy´sledku˚ metody konecˇny´ch
prvku˚ na barvy.
4. Manager - Hlavnı´ spousˇteˇna´ aplikace s GUI. Pouze mensˇı´ za´sahy do tohoto pro-
jektu z me´ strany. Hlavneˇ u´pravy pro selekci geometriı´.
5. MeshDataCore - Obsahuje trˇı´dy obstara´vajı´cı´ samotnou vizualizace modelu˚, vcˇetneˇ
metod pro selekci geometriı´.
6. QGLViewer - Knihovna postavena´ nad Qt knihovnou pro usnadneˇnı´ spojenı´ s
OpenGL.
7. Renderer - Widget realizujı´cı´ renderova´nı´ rasterizacı´.
8. VolumeRenderer - Widget realizujı´cı´ renderova´nı´ volumetrickou metodou.
3.1 Hierarchie dat
Pro vizualizaci rasterizacı´ jake´hokoliv objektu je zapotrˇebı´ zna´t nejru˚zneˇjsˇı´ data, ktera´
tvorˇı´ dany´ objekt. Jak bylo uka´za´no v sekci 2.4, objekt se musı´ skla´dat z maly´ch geomet-
ricky´ch objektu˚ jako jsou troju´helnı´ky nebo rovinne´ cˇtyrˇu´helnı´ky. V te´to pra´ci se objekt
skla´da´ navı´c i z elementu˚ tvorˇı´cı´ch strukturu konecˇny´ch prvku˚. Detailnı´ na´vaznost jed-
notlivy´ch slozˇek modelu zobrazuje Obra´zek 3 na modelu jednoduche´ho domecˇku.
Vsˇechny tyto informace k objektu jsou podrobneˇji rozepsane´ v na´sledujı´cı´ch sekcı´ch.
3.1.1 Per vertex data
K tomuto typu dat patrˇı´ informace ke kazˇde´mu vertexu v modelu. Vzˇdy se nejme´neˇ
jedna´ o pozice vertexu, ale pouze tato samotna´ informace nedovoluje pocˇı´tat se slozˇiteˇjsˇı´m
osveˇtlovacı´m modelem nezˇ je obecneˇ konstantnı´ barva pro kazˇdy´ troju´helnı´k (nepocˇı´ta´-
li se texturova´nı´). Bohuzˇel je toto jedina´ informace ze vstupnı´ch dat, kterou ma´me v
pocˇa´tku k dispozici, a proto je nutne´ v preprocessingu dopocˇı´tat neˇktere´ dalsˇı´ jako jsou
hlavneˇ vertex norma´ly, dı´ky ktery´m mu˚zˇeme model uzˇ mnohem rea´lneˇji nasvı´tit. Jejich







Obra´zek 3: Na´vaznost cˇa´stı´ modelu
n = number of vertices
normals = array[n]
foreach t in triangles do:
calculate face normal fn by cross product (v1−v0)∗(v2−v0)
normalize fn
normals[index of v0] += fn
normals[index of v1] += fn
normals[index of v3] += fn
foreach normal in normals do:
normalize normal
Vy´pis 1: Pseudoko´d vy´pocˇtu vertex norma´l
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Cˇasto by´vajı´ dalsˇı´ per-vertex data bitangenty a binormaly umozˇnˇujı´cı´ pokrocˇilejsˇı´
graficke´ efekty jako bump mapping a pod. Pro technicke´ u´cˇely te´to pra´ce ale nejsou
potrˇeba. Jinak je to ale s texturovy´mi sourˇadnicemi, ktere´ slouzˇı´ k samplova´nı´ gradi-
entnı´ 1D textury, vygenerovane´ pro u´cˇely mapovanı´ vy´sledku˚ metody konecˇny´ch prvku˚
na barvu. Jak prˇesneˇ tato metoda funguje, bylo popsa´no v sekci 2.2.
3.1.2 Geometrie
Kazˇdy´ objekt se mu˚zˇe skla´dat ze za´kladnı´ch primitiv jako jsou u´secˇky, troju´helnı´ky
nebo cˇtyrˇu´helnı´ky a kazˇde´ takove´ primitivum musı´ ne´st informace o svy´ch bodech, v
jaky´ch elementech se nacha´zı´ (o elementech vı´ce v sekci 3.1.3) a znacˇku definujı´cı´ hlavneˇ
o jaky´ typ geometrie se jedna´ a dalsˇı´ doplnˇkove´, naprˇı´klad zda je vyselektova´n, cˇi se
jedna´ o hranicˇnı´ geometrii. Prˇesneˇ k tomuto pak slouzˇı´ jednoducha´ datova´ struktura Ge-






unsigned int pIndices [4];
};
Vy´pis 2: Datova´ struktura GeometryInfo
Vzhledem k opravdu velke´mu mnozˇstvı´ geometriı´, ze ktery´ch se skla´da´ model, je
du˚lezˇite´ tuto trˇı´du napsat co nejefektivneˇji pro alokaci a soucˇasneˇ co nejmensˇı´ pro mini-
malizaci potrˇebne´ pameˇti. Proto promeˇnna´ na indexy bodu˚ je konstatnı´ pole, ktere´ pojme
azˇ 4 indexy. Je zrˇejme´, zˇe naprˇ. pro troju´helnı´k by stacˇilo pole o velikosti 3, takzˇe by se
zda´lo, zˇe bychom usˇetrˇili 4 bajty pameˇti za kazˇdy´ troju´helnı´k v modelu. Bohuzˇel to ale
nenı´ pravda. Vyzˇadovalo by to dynamickou alokaci pameˇti podle typu geometrie, ktera´
by znacˇneˇ snı´zˇila rychlost alokace a hlavneˇ na´sledne´ dealokace te´to trˇı´dy, a take´ by byl
potrˇeba navı´c jeden ukazatel na toto pole, takzˇe pro na´sˇ prˇı´klad s troju´helnı´kem by byla
velikost v pameˇti stejna´ (3 indexy * 4 bajty + 1 ukazatel * 4 bajty). Pouze pro u´secˇky by
dosˇlo na ply´tva´nı´ pameˇtı´. Ty ovsˇem nejsou natolik cˇaste´ v modelu, aby ve vy´sledku zna-
menali neˇjaky´ proble´m. Dalsˇı´ optimalizace spocˇı´va´ ve specia´lnı´ alokaci te´to trˇı´dy prˇes
memory manager, ktery´ byl naimplementova´n k co nejrychlejsˇı´ alokaci velke´ho pocˇtu
stejny´ch objektu˚ a o ktere´m je veˇnovana´ samostatna´ sekce 3.3.
V modelu se mu˚zˇe obecneˇ nacha´zet obrovska´ mnozˇstvı´ teˇchto geometriı´ v rˇa´du azˇ
100k, kde veˇtsˇı´ cˇa´st je ale schova´na´ vneˇ objektu, a tak stejneˇ nejsou videˇt a nenı´ du˚vod
graficke´ karteˇ o nic vu˚bec rˇı´kat (vyjı´mkou je wireframe zobrazenı´, kde je potrˇeba kreslit
opravdu vsˇechno). Proces zjisˇtova´nı´, zda je geometrie schovana´ uvnitrˇ nebo na okraji
objektu se skla´da´ ze dvou cˇa´stı´:
1. Vy´pocˇet hodnot promeˇnne´ elements v kazˇde´ geometrii.
Prˇi nacˇı´ta´nı´ modelu ma´ kazˇdy´ element sve´ unika´tnı´ geometrie, ikdyzˇ sousedı´cı´ el-
ementy sdı´lejı´ stejnou plosˇku a meˇla by tak by´t pouze jedna instance te´to geome-
trie. A pra´veˇ toto opravuje pseudoko´d 3. Na pocˇa´tku tedy ma´ kazˇda´ geometrie
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pouze v elements[0] validnı´ index. Nejdrˇı´ve se vypocˇı´ta´ pro vsˇechny geometrie je-
jich hash, aby se nemuselo kontrolovat vzˇdy vsˇechny indexy do pole bodu˚, a tak
se poznalo, zda jsou dveˇ geometrie stejne´. Pote´ se toto pole hashu˚ serˇadı´ spolu s
polem geometriı´, aby se dostali stejne´ geometrie vedle sebe v poli a soucˇasneˇ aby
platilo, zˇe naprˇı´klad pa´ty´ index v poli hashu˚ odpovı´dal pa´te´ geometrii. V praxi to
znamena´, zˇe prˇi trˇı´deˇnı´, pokud prˇehodı´me dva hashe v poli hashu˚, tak prˇehodı´me
take´ dveˇ geometrie na stejny´ch indexech v poli. Nakonec se projdou vsˇechny hashe
a porovna´va´ se vzˇdy hash s tı´m na´sledujı´cı´m v poli, a pokud se rovnajı´ tak se
jedna´ o stejne´ geometrie dvou ru˚zny´ch elementu˚ a proto se sjednotı´ nastavenı´m
g1.elements[1] = g2.elements[0] a prˇeskocˇı´ se je v dalsˇı´ iteraci v cyklu. A protozˇe
druha´ geometrie je redundantnı´, tak ji lze u´plneˇ vypustit ze seznamu, pokud se
samozrˇejmeˇ upravı´ index v elementu z te´ druhe´ geometrie na tu prvnı´. Setrˇı´deˇnı´m
geometriı´ se znehodnotili indexy geometriı´ v elementech a je proto nutne´ je aktual-
izovat.
hashes = array()
foreach geometries g do:
append to hashes calculated hash from g
Sort(hashes, geometries);
for i = 0 to hash.size() − 1 do:
update element at geometries[i].elements[0] geometry index
if hashes[i] == hashes[i+1]:
geometries[i ]. elements[1] = geometries[i+1].elements[0]
mark geometries[i+1] as redundant
update element at geometries[i+1].elements[0] geometry index
++i # to skip redundant geometry
Vy´pis 3: Pseudoko´d vy´pocˇtu indexu˚ elementu˚ pro kazˇdou geometrii
2. Nalezenı´ okrajovy´ch geometriı´.
Tento krok je jizˇ velmi snadny´, jelikozˇ spocˇı´va´ pouze v pru˚chodu vsˇemi geome-
triemi a prˇecˇtenı´ hodnoty elements[1], ktera´ v prˇı´padeˇ, zˇe je objekt uvnitrˇ objektu,
musı´ by´t validnı´ index do pole elementu˚. Geometrie uvnitrˇ objektu je vzˇdy vlastneˇna
dveˇmi elementy, ktere´ se doty´kajı´ pra´veˇ prˇes tuto geometrii. Pseudoko´d tohoto
kroku je v na´sledujı´cı´m textu 4.
foreach geometry g do:
if g.elements[1] != −1:
add boundary mark to g.flag
Vy´pis 4: Pseudoko´d nalezenı´ okrajovy´ch geometriı´
3.1.3 Elementy
Metoda konecˇny´ch prvku˚ nepocˇı´ta´ na u´rovni samotne´ geometrie, ale nad jisty´mi pod-
objekty nazy´vany´mi v te´to pra´ci jako elementy. Kazˇdy´ takovy´ element je tvorˇen neˇkolika
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Edge element Triangular element Quadrilateral element
Tetrahedral element Prism element Hexahedral element
Obra´zek 4: Typy elementu˚
geometriemi a sousednı´ elementy vzˇdy sdı´lı´ stejnou geometrii na svy´ch spolecˇny´ch plo-
cha´ch. K dispozici je celkem 6 typu˚ elementu˚, ktere´ jsou zna´zorneˇny v Obra´zek 4.
Pro ilustraci, jak vypada´ tato datova´ struktura elementu, jsem uvedl za´kladnı´ podobu
trˇı´dy v Listing 5. RendererElementType definuje typ elementu, podle ktere´ho pak lze
zı´skat i mnozˇstvı´ geometriı´, ze ktery´ch se element skla´da´ a tak i velikost na´sledne´ho







Vy´pis 5: Datova´ struktura ElementInfo
3.1.4 Meshparty
Kazˇdy´ model se skla´da´ z neˇkolika uceleny´ch cˇa´stı´, ktere´ dohromady tvorˇı´ cely´ model.
Ten je tak rozdeˇlen do tzv. dome´n, kde kazˇdy´ definuje z jaky´ch elementu˚ se skla´da´.
Protozˇe jsou ale elementy prˇerozdeˇleny a vlastneˇny vzˇdy jen jednı´m meshpartem a sou-
sedı´cı´ elementy z ru˚zny´ch meshpartu˚ sdı´lı´ spolecˇnou geometrii, musı´ tato geometrie by´t
duplikova´na. A tak meshpart nejen drzˇı´ sve´ elementy, ale i jeho geometrie a per-vertex
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data. Samotny´ proces rozdeˇlenı´ dat modelu do meshpartu˚ je popsa´n v Listing 6, kde je
popsa´n hrubeˇ bez neˇjaky´ch optimalizacı´ jen pro prˇedstavu.
foreach mp in meshpart array do:
vert rewrite map[] = {−1}
ei rewrite map[] = {−1}
# add all elements of mp to its array
foreach ei in element info array do:
if ei .domain == mp:
append ei to mp
ei rewrite map[ index of ei ] = index of appended ei in mp
# add all geometries of mp to its array
foreach gi in geometry info array do:
if gi belongs to mp:
# create new copy of gi. It ’ s changed here and original settings is
# necessary to know
new gi = new geometry info(gi)
new gi.elements[0] = ei rewrite map[ gi .elements[0] ]
append index of new gi to element at mp.elements[ gi.elements[0] ]
if gi .elements[1] != −1:
new gi.elements[1] = ei rewrite map[ gi .elements[1] ]
append index of new gi to element at mp.elements[ gi.elements[1] ]
append new gi to mp.gi array
append index of mp.gi to geometryIndex[new gi.flag] array
# add only new points and normals to mp array
foreach v in new gi.indices do:
if vert rewrite map[v] == −1:
vert rewrite map[v] = number of points in mp
append new point at v to mp
append new normal at v to mp
new gi.indices[v] = vert rewrite map[v]
append vert rewrite map[v] to geometry[new gi.flag] array
# save resuls to file
serialize mp
Vy´pis 6: Rozdeˇlenı´ dat modelu do meshpartu˚
Po tomto procesu se smazˇou vesˇkera´ data, ktera´ platila pro cely´ model prˇed rozdeˇlenı´m.
Teprve nynı´ je kazˇdy´ meshpart absolutneˇ osamostatneˇn od ostatnı´ch a lze jej velmi snadno
a rychle serializovat a deserializovat.
3.1.5 Model
Model reprezentuje jizˇ cely´, z databa´ze cˇi souboru, nacˇteny´ vizualizovany´ objekt. Sa´m




Dnesˇnı´ pocˇı´tacˇe majı´ omezenou syste´movou pameˇt, do ktere´ se nemusı´ vle´zt cely´
vizualizovany´ model se vsˇemi prˇı´slusˇny´mi daty. A proto je nezbytne´ pouzˇı´t neˇjakou
komplexneˇjsˇı´ spra´vu teˇchto dat. Rˇesˇenı´m je ukla´dat data na disk a v prˇı´padeˇ potrˇeby
je nacˇı´st do pameˇti, tzv. proces serializace a deserializace. Nabı´zı´ se tak pouzˇı´tı´ neˇjake´ho
automatizovane´ho syste´mu, ktery´ by prˇı´ prˇı´stupu do dat se podı´val, zda jsou v pameˇti
a pokud ne tak je tam nacˇetl. Vyuzˇı´t tak jake´ho si handlu k datu˚m. Tı´mto zpu˚sobem by
se navenek schovala ona serializace a usnadnil se prˇı´stup k datu˚m. Nevy´hoda tohoto
prˇı´stupu je, zˇe by vyzˇadovala obrovske´ mnozˇstvı´ pozˇadavku˚ na I/O operace, ktere´ by
efektivneˇ snı´zˇili odezvu a rychlost aplikace, ktere´ jsou v te´to pra´ci velmi du˚lezˇite´. Navı´c
pro renderova´nı´, je potrˇeba mı´t vsˇechna data, jako jsou body a norma´ly, cela´ v pameˇti
v jednom bloku a ve stejne´m porˇadı´, aby indexy geometrie sta´le ukazovali na spra´vne´
body, a protozˇe prakticky mohou indexy vyzˇadovat body z nejru˚zneˇjsˇı´ch mı´st onoho
pole bodu˚, bylo by vzˇdy potrˇeba mı´t v pameˇti vsˇechny body a norma´ly a byly bychom
defakto opeˇt na zacˇa´tku. Pouzˇitelne´ by to bylo pouze pro jina´ nezˇ per-vertex data, jako
jsou elementy a geometrie.
Jelikozˇ je ale model rozdeˇlen na neˇkolik cˇa´stı´ (meshparty), lze vstupnı´ data prˇerozdeˇlit
a nacˇı´st vzˇdy vsˇechna data pro kazˇdy´ meshpart z disku najednou. Ve vy´sledku se takto
prˇecˇte te´meˇrˇ stejne´ mnozˇstvı´ dat pro vykreslenı´ cele´ho modelu, ale pouze s n I/O operacı´,
kde n je pocˇet meshpartu˚, namı´sto m operacı´ u prˇedchozı´ho zpu˚sobu, kde je potrˇeba I/O
operace na kazˇdy´ chybeˇjı´cı´ bod v pameˇti a podobneˇ, a proto platı´ n < m. Prˇi prˇerozdeˇlova´nı´
dat do meshpartu˚ je ale nezbytne´ neˇktera´ data duplikovat, jako jsou body, ktere´ vyzˇadujı´
dva a vı´ce meshpartu˚, nebo geometrie na spolecˇny´ch hranicı´ch dvou meshpartu˚. Nejedna´
se vsˇak o neˇjake´ kriticke´ mnozˇstvı´ dat a pokud tento maly´ na´ru˚st v celkoveˇ vyzˇadovane´m
mı´steˇ na disku velmi urychly´ beˇh aplikace, tak je to prˇijatelna´ cena.
A proto pro implementaci byl zvolen tento druhy´ zpu˚sob, ktery´ ale vyzˇaduje relativneˇ
na´rocˇny´ preprocessing prˇerozdeˇlova´va´nı´ dat do meshpartu˚, ale odvdeˇcˇı´ se svou rychlostı´
prˇi deserializacı´ch a celkoveˇ vyzˇadovana´ pameˇt se zmeˇnı´ na celkoveˇ vyzˇadovane´ mı´sto
na disku.
3.2.1 Princip
Serializovane´ meshparty jsou ulozˇene´ zasebou v souboru na disku a cache syste´m si
ukla´da´ jednotlive´ offsety od pocˇa´tku souboru pro kazˇdy´ meshpart. Jelikozˇ je k dispozici
veˇtsˇinou vı´ce syste´move´ pameˇti, nezˇ kolik potrˇebuje jeden libovolny´ meshpart, udrzˇuje
tento cache syste´m neˇkolik nejveˇtsˇı´ch meshpartu˚ permanentneˇ v syste´move´ pameˇti, aby
omezil jednotlive´ I/O operace pro kazˇdy´ deserializacˇnı´ dotaz. Pocˇet teˇchto meshpartu˚
se spocˇı´ta´ zhruba podle Equation 5. V podstateˇ se se z volne´ fyzicke´ syste´move´ pameˇti
vezme 75% a vypocˇı´ta´ se, kolik mespartu˚ o nejveˇtsˇı´ velikosti v dane´m modelu by se do
pameˇti vesˇlo. Nejedna´ se o prˇilisˇ prˇesne´ vyja´drˇenı´ tohoto pocˇtu, ale to ani nenı´ mozˇne´ z
du˚vodu, zˇe doprˇedu nezna´me kolik pameˇti budou potrˇebovat dalsˇı´ cˇa´sti aplikace.
keep in sys mem = (avail sysmem ∗ 0.75)/meshpart max size (5)
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Jakmile je zna´m pocˇet meshpartu˚, ktere´ mohou zu˚stat v pameˇti, je vytvorˇeno n in-
stancı´ specia´lnı´ch struktur (memory block), ktere´ ukla´dajı´ data meshpartu a do n−1 z nich,
pocˇı´naje druhy´m, jsou deserializova´ny data. Prvnı´ se prˇeskocˇı´, protozˇe ten slouzˇı´ jako de-
faultnı´ buffer, do ktere´ho se vzˇdy deserializujı´ ostatnı´ meshparty, defacto znehodnocujı´cı´
vzˇdy data prˇedchozı´ho meshpartu, ktery´ zˇa´dal o deserializaci a nebyl jizˇ v syste´move´
pameˇti. Obra´zek 5 zobrazuje hrubou podobu tohoto procesu v situaci, kdy jsou seriali-
zovane´ trˇi meshparty (cache file) a pouze dva meshparty se vejdou do syste´move´ pameˇti
(memory block). Navı´c je zde tzv. assoc map, ktera´ o kazˇde´m meshpartu rˇı´ka´, ve ktere´m
memory blocku je deserializovany´. Prˇi indexu -1 nenı´ prˇı´slusˇny´ meshpart v pameˇti a pokud
se chce deserializovat, musı´ se tak do defaultnı´ho memory blocku s indexem 0. Dı´ky to-
muto zpu˚sobu, i prˇi vı´ce zˇa´dostech o deserializaci stejne´ho meshpartu, nedocha´zı´ k ne-
usta´le´mu nacˇı´ta´nı´ z disku, jakmile se poprve´ nacˇte, v assoc mapeˇ se pozmeˇnı´ vlastnı´k















































Obra´zek 5: Sche´ma cache syste´mu
18
Cache syste´m umı´ take´ ukla´dat vy´sledky metody konecˇny´ch prvku˚, ktere´ jsou nacˇteny
ve sve´ hrube´ podobeˇ a zde jsou rozdeˇlena opeˇt do jednotlivy´ch cˇa´stı´, jeden pro kazˇdy´
meshpart a to tak, aby naprˇı´klad pa´te´mu vertexu ze trˇetı´ho meshpartu odpovı´dal opeˇt
pa´ty´ vy´sledek ze trˇetı´ho meshpartu. Toho je dosa´hnuto prˇes prˇepisovacı´ tabulku vytva´-
rˇenou beˇhem nahra´va´nı´ modelu a pote´ ulozˇenou na disk na konci serializace. Opeˇtovna´
deserializace je samozrˇejmostı´, ikdyzˇ je potrˇeba pouze na zacˇa´tku, prˇi aplikaci neˇjake´ho
vy´sledku metody konecˇny´ch prvku˚ na model, kdy se deserializuje a namapuje na tex-
turove´ sourˇadnice zpu˚sobem popisovany´m v sekci 2.2.
3.2.2 Serializace
Serilizace je proces ulozˇenı´ dat (v tomto prˇı´padeˇ dat meshpartu˚) na disk. Vzhledem
k povaze aplikace, lze serializovat data pouze prˇi nacˇtenı´ modelu. Vyjı´mkou jsou ak-
tualizace dat, ktere´ ale neovlivnnˇujı´ celkovou velikost dat. Tento proces se zaha´jı´ za-
vola´nı´m metody BeginSerializationProcess, inicializujı´cı´ hlavneˇ pouzˇite´ buffery. Pote´
kazˇdy´ pozˇadavek o serializaci ulozˇı´ data meshpartu na disk. Ukla´da´ se v bina´nı´ formeˇ.
Proble´m nasta´va´ ale, jak ulozˇit pointery, ktere´ obsahuje struktura ElementInfo na sve´
indexy geometriı´. Data, na ktera´ ukazuje dany´ pointer, nelze ulozˇit ihned mı´sto point-
eru, jak by se to deˇlalo, pokud by se pouzˇily naprˇı´klad streamy, jelikozˇ by tı´m znacˇneˇ
utrpeˇla rychlost aplikace, kdy pro kazˇdy´ ElementInfo by se muselo alokovat pole pro jisty´
pocˇet indexu˚ dany´ typem elementu a ty pak za sebou prˇecˇı´st. Dynamicke´ alokaci pameˇti
prˇi kazˇde´ deserializaci lze prˇedejı´t pouzˇitı´m vlastnı´ch tzv. file indexu˚ mı´sto pointeru˚,
uda´vajı´cı´ offset prˇı´slusˇny´ch dat v bajtech od pocˇa´tku meshpartu, a tyto data, skry´vajı´cı´
se za pointery, pak ulozˇit v poli za sebou azˇ po ulozˇenı´ vsˇech ElementInfo. Prˇi deserial-
izaci pak nacˇteme vsˇechna data meshpartu najednou a jedina´ navı´c operace je upravenı´
file indexu˚, ktere´ se v ten moment nacha´zejı´ na mı´stech pointeru˚, na skutecˇne´ pointery
jednoduchy´m prˇicˇtenı´m file indexu od pocˇa´tku pointeru dat meshpartu. Listing 7 pak
ukazuje jak tato serializace probı´ha´ v praxi.
serialize (meshpart data):
if meshpart is empty then return
start offset = get actual position in file
append array meshpart data.vertices to file
append array meshpart data.normals to file
# meshpart data.geometry are indices to vertices
foreach i as geometry flag combination in meshpart data.geometry:
append array meshpart data.geometry[i] to file
# meshpart data.geometryIndex are indices to GeometryInfo array
foreach i as geometry flag combination in meshpart data.geometryIndex:
append array meshpart data.geometryIndex[i] to file
# meshpart data.gi are GeometryInfo instances in array
append array meshpart data.gi to file
# calculating offset from beggining of data to the first indices
# behind the array of ElementInfo
ei data offset = get actual position in file
ei data offset −= start offset
ei data offset += meshpart data.ei.size ∗ (sizeof ElementInfo in bytes)
# meshpart data.ei are ElementInfo instances in array
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# instead of pointer , offset is written
foreach ei in meshpart data.ei:
append ei.ret to file
append ei data offset to file
ei data offset += (nb of geometries for ei) ∗ 4
# ElementInfo indices are written last one after another
foreach ei in meshpart data.ei:
append array ei.g to file
Vy´pis 7: Proces serializace dat meshpartu
Jakmile je poslednı´ meshpart serializova´n, musı´ se zavolat metoda EndSerialization-
Process. Jejı´m u´kolem je vypocˇı´tat kolik maxima´lneˇ meshpartu˚ lze uchovat v syste´move´
pameˇti a vytvorˇı´ prˇı´slusˇny´ buffer. Na´sledneˇ se do neˇj deserializuje n − 1 meshpartu˚, jak
jizˇ bylo popisova´no v prˇedchozı´ sekci 3.2.1. Defaultnı´ buffer pro zby´vajı´cı´ meshparty je
dimenzova´n na takovou velikost, aby se do neˇj vesˇel jaky´koliv, dosud nedeserializovany´
meshpart. Beˇhem tohoto procesu se take´ automaticky aktualizuje assoc map, abychom
mohli zpeˇtneˇ zı´ska´vat informace o vlastnı´kovi meshpartu jednotlivy´ch bufferu˚.
Prˇi beˇhu aplikace, kdy uzˇivatel mu˚zˇe mı´rneˇ upravovat model, je nezbytne´ tyto zmeˇny
opeˇt aplikovat i na data na disku. Mu˚zˇe jı´t naprˇı´klad o selekci geometriı´, ktera´ pozmeˇnuje
vlastnosti GeometryInfo struktur. Proto je k dispozici specia´lnı´ metoda, mimo serializacˇnı´
cˇa´st, ktera´ tyto zmeˇny provede i na disku.
3.2.3 Deserializace
Princip opacˇne´ operace k serializaci jizˇ byl mı´rneˇ vysveˇtlen prˇi popisu serializace.
Pokud meshpart zazˇa´da´ o deserializaci, nejdrˇı´ve se zkontroluje assoc map na indexu mesh-
partu a pokud se zde nacha´zı´ validnı´ index do pole memory blocku˚, pak jsou ihned vra´cena
jeho data v pameˇti. V opacˇne´m prˇı´padeˇ se zmeˇnı´ aktua´lnı´ vlastnı´k defaultnı´ho bufferu
na ten, ktery´ zrovna zˇa´dal o deserializaci a do bufferu jsou z disku nahra´na jeho data.
Postup tohoto nahra´va´nı´ je zna´zorneˇn v Listing 8.
deserialize (meshpart data):
if meshpart is empty then return
offset = offset of given meshpart from beggining of file in bytes
read array meshpart data.vertices from file at offset
offset += meshpart data.vertices size in bytes
read array meshpart data.normals from file at offset
offset += meshpart data.normals size in bytes
# meshpart data.geometry are indices to vertices
foreach i as geometry flag combination in meshpart data.geometry:
read array meshpart data.geometry[i] from file at offset
offset += meshpart data.geometry[i] size in bytes
# meshpart data.geometryIndex are indices to GeometryInfo array
foreach i as geometry flag combination in meshpart data.geometryIndex:
read array meshpart data.geometryIndex[i] from file at offset
offset += meshpart data.geometryIndex[i] size in bytes
# meshpart data.gi are GeometryInfo instances in array
read array meshpart data.gi from file at offset
offset += meshpart data.gi size in bytes
20
# meshpart data.ei are ElementInfo instances in array
# instead of pointer , offset is written
read array meshpart data.ei from file at offset
offset += meshpart data.ei size in bytes
# ei .g is offset from beginning of meshpart data
foreach ei in meshpart data.ei:
ei .g = meshpart data pointer + ( int )ei .g
Vy´pis 8: Proces deserializace dat meshpartu
3.3 Memory Manager
Prˇi pocˇa´tecˇnı´m nacˇı´tanı´ modelu se pouzˇı´va´ neˇkolik docˇasny´ch bufferu˚, veˇtsˇinou pro
data, ktera´ jsou z pocˇa´tku pro cely´ mesh a jesteˇ nerozdeˇlene´ do jednotlivy´ch meshpartu˚.
Za norma´lnı´ch okolnostı´ s tı´mto nenı´ proble´m a mu˚zˇeme jednodusˇe alokovat jeden objekt
za druhy´m a prˇidat do bufferu. Bohuzˇel v tomto prˇı´padeˇ, alokace geometriı´ a elementu˚
po jednom velmi usˇkodı´ rychlosti nahra´vnı´ modelu a to nemluveˇ o dealokaci pote´, co
tyto buffery uzˇ nejsou potrˇeba, ktera´ je podstatneˇ na´rocˇneˇjsˇı´. Prˇi dynamicke´ alokaci na
haldu stacˇı´ najı´t dostatecˇneˇ velke´ volne´ mı´sto a zabrat jej, pro dealokaci z haldy se uzˇ
ale musı´ spojit okolnı´ mı´sta do jednoho a znovu vyva´zˇit graf. Pokud k tomuto musı´
dojı´t naprˇ. tisı´c-kra´t, tak uvolneˇnı´ bufferu˚ trva´ de´le nezˇ samotne´ nahra´va´nı´ modelu. Z
tohoto du˚vodu jsem napsal jednoduchy´ spra´vce pameˇti. Pro kazˇdy´ typ objektu existuje
samostatny´ spra´vce dı´ky c++ sˇablona´m a pro snadnou integraci do existujı´cı´ implemen-
tace jsem napsal neˇkolik maker (viz. seznam 9)
// equivalent of ’new GeometryInfo()’,
// calls default constructor
#define NEW GEOMETRYINFO0() \
SimpleMemMgr<GeometryInfo>::Instance().Alloc(GeometryInfo())
// equivalent of ’new GeometryInfo(copy)’,
// calls copy constructor
#define NEW GEOMETRYINFO1(copy) \
SimpleMemMgr<GeometryInfo>::Instance().Alloc(copy)
// equivalent of ’delete ptr ’, calls destructor
#define DEL GEOMETRYINFO(ptr) \
SimpleMemMgr<GeometryInfo>::Instance().Free(ptr)
// equivalent of ’new ElementInfo(ret, domain)’,
// calls constructor with two parameters
#define NEW ELEMENTINFO0(ret, domain) \
SimpleMemMgr<ElementInfo>::Instance().Alloc(ElementInfo(ret, domain))
// equivalent of ’delete ptr ’, calls destructor
#define DEL ELEMENTINFO(ptr) \
SimpleMemMgr<ElementInfo>::Instance().Free(ptr)
Vy´pis 9: Makra a pouzˇite´ typy objektu˚ v programu
Spra´vce pameˇti pouzˇı´va´, prˇedem definovane´, stejneˇ velke´ bloky pameˇti, ze ktery´ch
vzˇdy alokuje objekty. Prˇi kazˇde´m pozˇadavku na alokaci se nejdrˇı´ve najde blok pameˇti,
ktery´ ma´ volne´ mı´sto a zabere mı´sto na jeden objekt. Pokud nenajde volny´ blok pameˇti
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s mı´stem, tak vytvorˇı´ dalsˇı´ blok. Kazˇdy´ blok pameˇti je alokova´n pomocı´ fce malloc(),
ktera´ ale nepracuje s trˇı´dami a nevola´ zˇa´dne´ konstruktory. Toto chova´nı´ je ale nezbytne´,
kdyby totizˇ volal konstruktory, tak by prˇi kazˇde´m vytvorˇenı´ nove´ho bloku vytvorˇil velke´
mnozˇstvı´ objektu˚, ktere´ ani nemusı´ by´t potrˇeba a hlavneˇ by volal pouze defaultnı´ kon-
struktory, ikdyzˇ bychom potrˇebovali volat jine´. Proto samotne´ vola´nı´ konstruktoru je azˇ
prˇi pozˇadavku na alokaci a to prˇes tzv. placement new operator:
Foo∗ p;
// this code...
p = new Foo();
// ... is equivalent with
void∗ raw = malloc(sizeof(Foo));
try
{







Vy´pis 10: Placement new operator
Uvolneˇnı´ pameˇti je odkla´da´no azˇ do doby, kdy v bloku jizˇ nenı´ zˇa´dny´ alokovany´
objekt a teprve pote´ se uvolnı´ cely´ blok.
Dı´ky tomuto postupu se alokace a hlavneˇ dealokace pameˇti velmi vy´razneˇ zlepsˇila
a i pro velmi velke´ objekty s mnoha geometriemi a elementy netrva´ fina´lnı´ dealokace
bufferu˚ de´le nezˇ 2 sekundy oproti pu˚vodnı´ verzi bez neˇjak specia´lnı´ spra´vy pameˇti, kde
ten cˇas uzˇ byl te´meˇrˇ minuta.
3.4 Rˇezy rovinou
V te´to pra´ci byl proces rˇeza´nı´ objektu rovinou velmi du˚lezˇity´ a to nejen pro prohlı´zˇenı´
objektu zevnitrˇ, ale take´ pro vizualizaci volumetrickou metodou. Samotny´ proces rˇeza´nı´
by ale bez neˇjake´ pomocne´ datove´ struktury byl velmi pomaly´. Kazˇda´ geometrie by
se musela testovat na pru˚secˇı´k s rovinou. Existujı´ ale specia´lnı´ datove´ struktury, dı´ky
ktery´m lze neˇktere´ skupiny geometriı´ u´plneˇ vynechat z vy´pocˇtu˚ a dosa´hnout tak lepsˇı´ch
vy´pocˇetnı´ch cˇasu˚. A o nich je na´sledujı´cı´ sekce.
3.4.1 Pomocna´ datova´ struktura
Pokud bychom chteˇli efektivneˇ pracovat nad velky´mi daty, jako naprˇı´klad v tomto
prˇı´padeˇ vyhleda´va´nı´ pru˚secˇı´ku˚ modelu s obecnou rovinou, v lepsˇı´m nezˇ linea´rnı´m cˇase,
je zapotrˇebı´ vyuzˇı´t neˇkterou z datovy´ch struktur pro rozdeˇlenı´ prostoru na cˇa´sti. K vy´beˇru
jsou struktury jako kd-tree, octree, bsp-tree, R-tree a dalsˇı´ [Sam88].
Pro svou pra´ci pra´ci jsem zvolil octree, jelikozˇ velmi sˇikovneˇ popisuje rozdeˇlenı´ pros-
toru a je sˇetrneˇjsˇı´ k vyuzˇite´ pameˇti nezˇ naprˇı´klad kd-tree, ktery´ by vyzˇadoval na kazˇdou
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geometrii jeden node ve stromeˇ, a ten dva ukazatele na sve´ dva poloprostory a index
pro indentifikaci geometrie. Pro rˇezy rovinou a na´slednou triangulaci bodu˚ v rovineˇ rˇezu˚
je mnohem vy´hodneˇjsˇı´ pracovat s elementy nezˇ-li s geometriemi, jelikozˇ pak lze rˇezat
po jednotlivy´ch elementech a ihned pote´ ztriangulovat jen velmi ma´lo bodu˚, pro cozˇ
nenı´ potrˇeba zˇa´dny´ univerza´lnı´ algoritmus, ale stacˇı´ jej na pevno naprogramovat pro
neˇkolik ma´lo variant. Pokud by se rˇezalo po geometriı´ch, vznikalo by velke´ mnozˇstvı´
bodu˚, ktere´ by se muselo rychle ztriangulovat a aby to nebylo tak snadne´, tak vy´sledkem
nemusı´ by´t vzˇdy neˇjaky´ konvexnı´ u´tvar jak ukazuje Obra´zek 6, kde se rˇezaly dva va´lce.
Proto by te´meˇrˇ nebylo mozˇne´ zı´skat spra´vny´ vy´sledek v neˇjake´m rozumne´m cˇase. kd-
tree (ale i neˇktere´ dalsˇı´ datove´ struktury) by s elementy meˇli proble´my, jelikozˇ elementy
nerozdeˇlujı´ prostor prˇesneˇ na dva poloprostory a muselo by se pocˇı´tat s neˇjakou umeˇlou
rovinou elementu, ktera´ by efektivnı´ pra´ci velmi ztı´zˇila.
a) body
b) konvexní triangluace c) správná triangluace
Obra´zek 6: Triangulace dvou kruzˇnic. a) Vstupnı´ body b) Triangulace vznikla´ pouzˇitı´m
standartnı´ch triangulovacı´ch technik ( naprˇ. Delaunay triangulace ) c) Spra´vneˇ triangulo-
vane´ dveˇ kruzˇnice
S velky´m mnozˇstvı´m elementu˚ by kd-tree i naplno otestoval rychlost syste´move´ spra´-
vy pameˇti a to hlavneˇ prˇi dealokaci cele´ho stromu, ktera´ by mohla trvat i neˇkolik sekund.
Prˇiblizˇne´ srovna´nı´ pameˇtovy´ch na´roku˚ ru˚zny´ch datovy´ch struktur je v Table 7. Cela´
struktura octree ovsˇem i tak zabı´ra´ nemale´ mnozˇstvı´ pameˇti a pokud by to byl proble´m,
rˇesˇit by se mohl cachova´nı´m na disk [Tia03].
Pocˇet elementu˚
1000 5 000 20 000 100 000 1 000 000
kd-tree 24kB 120kB 480kB 2.4MB 24MB
octree 4.4kB 21.8kB 85kB 0.12MB 4.2MB
Obra´zek 7: Prˇiblizˇne´ porovna´nı´ pameˇtovy´ch na´roku˚ datovy´ch struktur
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Octree neboli tzv. oktantovy´ strom je stromova´ datova´ struktura, ve ktere´ kazˇdy´ vni-
trˇnı´ node ma´ azˇ 8 potomku˚. Pouzˇı´va´ se na rekurzivnı´ rozdeˇlova´nı´ 3D prostoru na mensˇı´
podprostory s cı´lem uzavı´rat blı´zke´ objekty do stejny´ch podprostoru˚. Vzhled takove´to
struktury je na Obra´zek 8. Cˇasto se pouzˇı´va´ pro prostore´ indexova´nı´, view frustum culling,
detekce kolizı´ a podobneˇ.
Obra´zek 8: Octree - vzhled datove´ struktury
Hlavnı´ vy´hodou te´to struktury je, zˇe pokud jeden node splnˇuje neˇjakou podmı´nku
(naprˇ. cely´ se nacha´zı´ uvnitrˇ view frustum kamery nebo v me´m prˇı´padeˇ je cely´ nad
rˇeznou rovinou) lze ihned rˇı´ct, zˇe vsˇichni jeho potomci splnˇujı´ tuto podmı´nku take´ a
nemusı´ se vu˚bec na tuto podmı´nku take´ testovat. Navı´c kazˇdy´ node mu˚zˇe obsahovat
neˇjake´, prˇedem zvolene´, maximum objektu˚, ne pouze jeden, jako tomu je u naprˇı´klad kd-
tree. Jednoznacˇne´ zrychlenı´ je proto zrˇejme´, kdy mı´sto linea´rnı´ cˇasove´ slozˇitosti, pokud
by se nepouzˇila zˇa´dna´ specia´lnı´ struktura a vsˇechny objekty by se testovali za sebou,
zı´ska´me cˇas logaritmicky´, protozˇe pokud jeden node nesplnˇuje podmı´nku, lze rˇı´ct, zˇe
vsˇichni jeho potomci tu podmı´nku take´ nesplnˇujı´ a jediny´ pru˚chod stromem je, pokud
je podmı´nka cˇa´stecˇneˇ splneˇna (naprˇı´klad rovina rˇezˇe node). V takove´m prˇı´padeˇ se musı´
rekurzivneˇ vstoupit do tohoto node a testovat podmı´nku na jeho potomcı´ch. Pokud by
se jako objekty octree pouzˇı´vali body, byl by toto zpu˚sob jak procha´zet stromem. V tomto
prˇı´padeˇ ale jako objekty octree slouzˇı´ elementy, ktere´ samy zabı´rajı´ neˇjaky´ prostor a mo-
hou tak zasahovat do vı´ce nodu˚ soucˇasneˇ. Tento proble´m je vyrˇesˇen tak, zˇe pokud by
musel by´t element ve vı´ce nezˇ v jednom nodu soucˇasneˇ, tak bude patrˇit spolecˇne´mu otci
teˇchto nodu˚. To slovo ”spolecˇne´mu”je du˚lezˇite´, jelikozˇ element mu˚zˇe patrˇit do nodu˚ i z
jiny´ch u´rovnı´ zanorˇenı´ ve stromeˇ, jak ukazuje Obra´zek 9.
Celkovy´ proces prˇida´va´nı´ elementu˚ do octree shrnuje state diagram v Obra´zek 10.
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2) Element ale bude 
uložen ve společném otci, 
jímž je až root node
1) Element zasahuje 
do dvou nodů
Obra´zek 9: Element zasahujı´cı´ do vı´ce nodu˚
Prˇed tı´m, nezˇ lze vkla´dat nove´ elementy, musı´ se vytvorˇit jeden hlavnı´ node box s
takovy´mi rozmeˇry, aby obaloval vsˇechny elementy (prakticky se jedna´ o tzv. axis-aligned
bounding box, AABB) a stanovı´ se hodnota n jako maxima´lnı´ mnozˇstvı´ elementu˚, ktere´
smı´ by´t v jednom nodu. Tato hodnota by meˇla ru˚st logaritmicky s pocˇtem elementu˚ vzh-
ledem k povaze stromu˚ jako datovy´ch struktur. Prˇesneˇji uzˇ ovsˇem lze jen velmi obtı´zˇneˇ
vyja´drˇit a tak jsem po neˇkolika experimentech stanovil hodnotu n podle Equation 6. V
Obra´zek 11 je pak videˇt ru˚st te´to hodnoty.
n = max(1.0, log(1.0 +NbOfElements/28.0) ∗ 40.0) (6)
Pote´ lze zacˇı´t s prˇida´va´nı´m elementu˚. Prvnı´ch n elementu˚ se jednodusˇe prˇida´ do
root nodu, ale s n+1 elementem se node rozdeˇlı´ na osm stejny´ch polovicˇnı´ch boxu˚ a
vsˇechny elementy patrˇı´cı´ do tohoto deˇlene´ho nodu se musı´ znovu rozmı´stit do teˇchto
osmi novy´ch nodu˚. To je nasˇteˇstı´ velmi snadna´ a rychla´ operace, jelikozˇ vy´pocˇet indexu
boxu, do ktere´ho na´lezˇı´ jeden bod ukazuje Listing 11 a pro na´zornost i Obra´zek 12 . U
elementu˚ se vypocˇı´tajı´ indexy boxu˚ pro vsˇechny jeho body stejny´m vzorcem s tı´m, zˇe
pokud nejsou vsˇechny indexy shodne´, tak element na´lezˇı´ do vı´ce nodu˚, a proto zu˚stane
ve stejne´m nodu. Pokud ovsˇem jsou vsˇechny indexy stejne´, tak mu˚zˇeme element prˇı´mo
vlozˇit do nodu s dany´m indexem a to i bez jaky´chkoliv kontrol, jelikozˇ prˇi deˇlenı´ nodu ma´
tento node n elementu˚ a vsˇech n elementu˚ mu˚zˇe bez proble´mu jı´t do stejne´ho potomka.
Proble´m pak nasta´va´ s elementem, ktery´ noveˇ prˇida´va´me, a to pokud vsˇechny tyto ele-
menty sˇli do stejne´ho potomka a tento novy´ element tam patrˇı´ take´. Z tohoto du˚vodu se
tento novy´ element neprˇida´va´ prosty´m prˇida´nı´m do pole, ale znovu zavola´nı´m vkla´dacı´
metody nad potomkem. Na prvnı´ pohled se mu˚zˇe zda´t, zˇe tento krok se mu˚zˇe teoret-
icky nekonecˇneˇ zacyklit, ale pravdou je, zˇe s kazˇdy´m deˇlenı´m nodu, majı´ jeho potomci
polovicˇnı´ velikost a tak je cˇı´m da´le obtı´zˇneˇjsˇı´ vmeˇstnat vsˇechny elementy vzˇdy pouze
do jednoho, neusta´le se zmensˇujı´cı´ho, boxu. Metoda navı´c mu˚zˇe vracet false, pokud uzˇ
na´sledne´ deˇlenı´ nema´ smysl, tedy stav, kdy vsˇechny elementy dane´ho nodu jizˇ nelze
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Obra´zek 10: Vkla´da´nı´ nove´ho elementu do octree
vlozˇit do zˇa´dne´ho potomka, a prˇedchozı´ vola´nı´ metody pak na tuto skutecˇnost reaguje
tak, zˇe jej zkusı´ vlozˇit k sobeˇ. Pokud pro neˇj ma´ mı´sto, pak je vsˇechno v porˇa´dku a element
se jednodusˇe prˇida´, v opacˇne´m prˇı´padeˇ metoda opeˇt musı´ vra´tit false a to tak hluboko,
dokud se nenajde pro neˇj mı´sto nebo nedojde na root node. Pokud i on je jizˇ plny´, tak se
novy´ element ukla´da´ ve specia´lnı´m poli. Tato cˇa´st bohuzˇel zhorsˇuje efektivnost octree,
ale na druhou stranu se nejedna´ o prˇı´lisˇ velke´ pocˇty, ktere´ by meˇly neˇjaky´ za´sadneˇjsˇı´ vliv.
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Obra´zek 11: Ru˚st maxima´lnı´ho pocˇtu elementu˚ na kazˇdy´ node v za´vislosti na celkove´m
pocˇtu elementu˚
index = 0;
index |= bod.x >= node center.x ? 1 : 0;
index |= bod.y >= node center.y ? 2 : 0;
index |= bod.z >= node center.z ? 4 : 0;









Obra´zek 12: Indexy potomku˚ jednoho nodu v za´vislosti na ose sourˇadnic
Jak vypada´ ale tato datova´ struktura octree naimplementovana´ si lze povsˇimnout v
Listing 12. Vy´sledek kazˇde´ho rˇezu se vzˇdy ukla´da´ do neˇkolika dynamicky´ch polı´ reprezen-
tovany´ch trˇı´dou CDynArray (velmi podobna´ struktura k std::vector, ale o pozna´nı´ rych-
lejsˇı´). Geometrie, ktere´ budou ve vy´sledku cele´, se ukla´dajı´ jako indexy na neˇ do pole
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m Clipped a to podle typu geometrie, u´secˇky se ukla´dajı´ do m Clipped[0], troju´helnı´ky
do m Clipped[1] a cˇtyrˇu´helnı´ky do m Clipped[2]. Stejny´ princip vy´beˇru indexu pole se
pouzˇı´va´ i u teˇch zby´vajı´cı´ch polı´. Geometrie, ktere´ protnuly rˇeznou rovinu a ty noveˇ
vznikle´, na u´rovni roviny aby zaceli dı´ru, se ukla´dajı´ do m ClippedNewVerts,
m ClippedNewNormals a m ClippedNewResults. Tentokra´t jizˇ ale ne jako indexy do pu˚-
vodnı´ch polı´ s body, norma´lami a vy´sledkami konecˇny´ch prvku˚, ale ukla´dajı´ se prˇı´mo
hodnoty a pracuje se s nimi tak bez indexu˚. Platı´, zˇe naprˇı´klad pro troju´helnı´ky budou






// elements that didn’ t fit inside the octree, must be processed as well
CDynArray<int> m RemainingTooBigElms;
// clipping & slicing results
// indices for geometries that are completely in positive half−space
mutable CDynArray<int> m Clipped[3];
// clipped new points, for GFT TRIANGLE ([1]) every three vertices
// creates triangle , ...
mutable CDynArray<Point> m ClippedNewVerts[3];
// clipped new normals
mutable CDynArray<Vector3D> m ClippedNewNormals[3];
// clipped new results
mutable CDynArray<RESULTDATA TYPE> m ClippedNewResults[3];
// called everytime some gemetryinfo falls entirely into positive half−space
void Hit PlanePositiveHalfSpace(const GeometryInfo∗ pGeom) const;
// called when line intersects plane. intersect point is
// first point + (second point − first point ) ∗ pdEdgeCoords[0]
// pHalfSpace says foreach point if it ’ s in positive half−space and uNbOfPositives is
// just to say absolute number of those points in positive half−space
void Hit Plane Line(const GeometryInfo∗ pGeom, const f64∗ pdEdgeCoords,
const s32∗ pHalfSpace, u32 uNbOfPositives) const;
// analogy to Hit Plane Line. Except that there are usually two intersect points
// and pdEdgeCoords[0] is interpolation coef from first point to second,
// pdEdgeCoords[1] from second to third and pdEdgeCoords[2] from third to first
void Hit Plane Triangle(const GeometryInfo∗ pGeom, const f64∗ pdEdgeCoords,
const s32∗ pHalfSpace, u32 uNbOfPositives) const;
// analogy to Hit Plane Triangle , except of obvious change of geometry type
void Hit Plane Quad(const GeometryInfo∗ pGeom, const f64∗ pdEdgeCoords,




// creates octree from array of elements. Also there has to be array
// of points a geometryInfo associated with current meshpart
void BuildFromArray(const Point∗ pVerts, const ElementInfo∗ pElms,
const GeometryInfo∗ pGeoms, u32 unElmCount,
const BoundingBox& AABB);
// clipping , used for direct rendering
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void Clipping Calc(const Plane& plane, const Point∗ pVertices,
const Vector3D∗ pNormals, const ElementInfo∗ pElms,
const GeometryInfo∗ pGeoms, const RESULTDATA TYPE∗ pResult,
u32 uResultDimension, bool bFastOne) const;
const V Index∗ Clipping GetGeomIndices(GeometryFlag Type eType) const;
u32 Clipping GetNbOfIndices(GeometryFlag Type eType) const;
void Clipping GetNewGeoms(const CDynArray<Point>∗∗ ppPositions,
const CDynArray<Vector3D>∗∗ ppNormals,
const CDynArray<RESULTDATA TYPE>∗∗ ppResults) const;
// slicing , used for volumetric rendering
void Slice Calc(const Plane& plane, const Point∗ pVertices,
const ElementInfo∗ pElms, const GeometryInfo∗ pGeoms,
const RESULTDATA TYPE∗ pResult, u32 uResultDimension) const;
void Slice GetResult(const CDynArray<Point>∗& pPositions,
const CDynArray<RESULTDATA TYPE>∗& pResults) const;
};
Vy´pis 12: Rozhranı´ a atributy oktantove´ho stromu
Jednotlive´ nody octree jsou reprezentova´ny na´sledujı´cı´ trˇı´dou Listing 13. Aby se vyh-
nulo neusta´le´mu prˇeda´va´nı´ mnoha parametru˚, jako jsou ukazatele na pole bodu˚, norma´l,
vy´sledku˚ konecˇny´ch prvku˚, geometriı´, elementu˚ atd., tak jsou tyto data ulozˇena do stat-
icky´ch atributu˚ te´to trˇı´dy. Prˇi kazˇde´m pozˇadavku na vy´pocˇet rˇezu jsou prˇirˇazena odpo-
vı´dajı´cı´ data a po skoncˇenı´ opeˇt vynulova´na, aby nedosˇlo k neˇjaky´m milny´m prˇı´stupu˚m
do pameˇti, kdyzˇ data, na ktera´ atributy ukazujı´, mohou by´t i pouze docˇasna´.
Kazˇdy´ node si ukla´da´ pole indexu˚ do vsˇech elementu˚, ktere´ mu jsou prˇirˇazeny, mnozˇ-
stvı´ teˇchto elementu˚ a pole ukazatelu˚ na jeho osm potomku˚. Kromeˇ toho poskytuje mnoho
metod pro rˇezy, ktere´ jsou posa´ny v sekcı´ch 3.4.2 a 3.4.3.
class Node
{
// i ’ ve chosen to set many variables as static rather then
// constantly passing them as parameters to every method
static u32 s uMaxFacesPerNode;
static const ElementInfo∗ s pFirstElm;
static const GeometryInfo∗ s pFirstGeom;
static const Point∗ s pPoints;
static const Vector3D∗ s pNormals;
static Plane s Plane;
static const Octree∗ s pOwner;
static const RESULTDATA TYPE∗ s pResult;
static u32 s uResultDimension;
// number of elements in node
s32 nElmsCount;
// array of all element indices which belongs to this node
EI Index∗ pElms;




// creates array of elements if necessary
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void InitElmArray() ;
// releases array of elements if present
void ReleaseElmArray();
// to save some memory, each node’s position and dimensions are
// fastly calculated by this method from parent parameters
static void GetBoxFromParentStats(const Point& ptParentCenter,
const Point& ptParentDim, u32 unChildID, Point& ptOutCenter);
// simply add new element index
void EasyInsert(EI Index ElmI);
// tries to add new element index, if node is
// already full then return false
bool TryToInsert(EI Index ElmI);
// recursivelly find proper node for new element and adds it
bool Insert(const ElementInfo∗ pNewElm, const Point& ptCenter,
const Point∗ ptHalfDim);
// for visualization clipping , the fast one
void Clipping Simple(const Point∗ pCenter,
const Point∗ pDimHalf) const;
// for visualization clipping , the full one
void Clipping Full (const Point∗ pCenter,
const Point∗ pDimHalf) const;
// adds all elements of this and all children to clipping result
void Clipping AddEverything() const;
// for volumetric rendering, calc one slice
void Slice Calc(const Point∗ pCenter, const Point∗ pDimHalf) const;
// triangulates set of points and adds them to clipping result
static void Triangulate(const Point∗ pts, const RESULTDATA TYPE∗ res,
u32 uNbOfPts);
static void Triangulate(const Point∗ pts, const RESULTDATA TYPE∗ res,
u32 uNbOfPts, const Vector3D& vNorm);
// processing elements and calculating new clipped geometries
// if needed
static void Clipping ProcessElement Full(EI Index i);
static void Clipping ProcessElement Simple(EI Index i);
static void Slice ProcessElement(EI Index);
// to unify adding results with different dimensions
// simple add from vertex index
static void AddResult(GeometryFlag Type g, V Index a);
// add interpolated value
static void AddResult(GeometryFlag Type g,
V Index a, V Index b, f64 t ) ;
// simple add
static void AddResult(GeometryFlag Type g,
const RESULTDATA TYPE∗ p);
// returns number of elements in this node and his children
u32 GetCubeElms() const;
};
Vy´pis 13: Rozhranı´ a atributy nodu oktantove´ho stromu
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3.4.2 Rˇezy pro prˇı´mou vizualizaci
Jednı´m z pozˇadavku˚ na aplikaci bylo, aby se model mohl rˇezat rovinou s cı´lem zo-
brazit pouze jednu cˇa´st prostoru. Pra´veˇ kvu˚li tomuto u´cˇelu je potrˇeba octree, prˇes ktery´ je
tento vy´pocˇet mnohem rychlejsˇı´. Po aktivova´nı´ rˇeza´nı´ se tedy vybuduje oktantovy´ strom
pro kazˇdy´ meshpart. Implementova´ny jsou dveˇ varianty rˇezu˚ pro prˇı´mou vizualizaci.
• fast: Tato metoda se pouzˇı´va´, kdyzˇ se rˇezna´ rovina animuje, aby se zı´skala co nejprˇı´-
zniveˇjsˇı´ odezva aplikace. Pro vizualizaci se pouzˇivajı´ pouze ty elementy, ktere´ cele´
patrˇı´ do kladne´ho poloprostoru od roviny rˇezu. Ve vy´sledku je pak hranice rˇezu
modelu velmi cˇlenita´ a ne prˇı´lisˇ prˇesna´, navı´c kvu˚li pouzˇity´m vnitrˇnı´m norma´la´m
zde nenı´ ani spra´vneˇ vypocˇı´tane´ stı´nova´nı´. Nevy´hody te´to metody se ale ztra´cı´ ve
faktu, zˇe vy´pocˇet rˇezu je podstatneˇ rychlejsˇı´. V aplikaci je tato technika implemen-
tova´na metodou Octree::Clipping Calc s parametrem bFastOne = true
• precise: Jakmile se animace pohybu rˇezne´ roviny dokoncˇı´, zavola´ se tato metoda,
ktera´ vypocˇı´ta´ uzˇ prˇesny´ model. V za´sadeˇ se jedna´ o metodu fast doplneˇnou o
zpracova´nı´ elementu˚, ktere´ rovina rˇezu protne. V aplikaci je tato technika imple-
mentova´na metodou Octree::Clipping Calc s parametrem bFastOne = false
Oboje metody zacˇı´najı´ na root nodu a testujı´ vsˇechny potomky na protnutı´ s rovinou
rˇezu˚ a rekurzivneˇ volajı´ metodu (v implementaci jde o metody
Octree::Node::Clipping Simple pro fast a Octree::Node::Clipping Full pro precise techniky
) na teˇch potomcı´ch, ktere´ protnou. Vy´sledky teˇchto metod jsou pak ulozˇeny ve specia´l-
nı´ch polı´ch, v za´vislosti na tom, zda geometrie patrˇı´ cela´ do vy´sledku nebo jen jeho cˇa´st
a podle typu geometrie. Nody, ktere´ jsou cele´ v kladne´m poloprostoru rˇezne´ roviny, jsou
automaticky zarˇazeny do vy´sledne´ho modelu a to tak, zˇe se take´ rekurzivneˇ procha´zejı´ uzˇ
ale jinou metodou nazvanou Octree::Node::Clipping AddEverything, ktera´ prˇı´da´ vsˇechny
elementy vlastneˇny dany´m nodem a zavola´ stejnou metodu na vsˇech svy´ch potomcı´ch a
tak se efektivneˇ prˇidajı´ vsˇechny elementy obsazˇeny v nodu, na ktere´m se tato metoda
napocˇa´tku zavolala. Nody v za´porne´m poloprostoru jsou ihned vynecha´ny z dalsˇı´ch
vy´pocˇtu˚. Nakonec se musı´ i linea´rneˇ projı´t vsˇechny elementy ze specia´lnı´ho pole, pop-
sane´m v sekci o prˇida´va´nı´ elementu˚ do octree (v Listing 12 je to atribut
Octree::m RemainingTooBigElms).
Pro vsˇechny elementy protnuty´ch nodu˚ se u precise varianty musı´ volat metoda, ktera´
spocˇı´ta´ protnutı´ elementu s rovinou, vypocˇı´ta´ noveˇ vznikle´ geometrie, vcˇetneˇ prˇipadny´ch
vy´sledku˚ metody konecˇny´ch prvku˚ a vertex norma´l, a vlozˇı´ je do vy´sledku rˇezu. Tyto
nove´ geometrie vznikajı´ ze dvou ru˚zny´ch cest.
• Orˇezana´ pu˚vodnı´ geometrie - pokud geometrii protne rˇezna´ rovina, zachova´ se z nı´
pouze cˇa´st a v za´vislosti na mı´steˇ protnutı´, pak naprˇı´klad u troju´helnı´ku mu˚zˇe
vzniknout jiny´ mensˇı´ troju´helnı´k nebo cˇtyrˇu´helnı´k. Ostatneˇ vsˇechny mozˇne´ vari-
anty jsou zobrazeny v Obra´zek ??. Jejich vy´pocˇet zacˇı´na´ zjisˇteˇnı´m o kterou varinatu
se prˇesneˇ jedna´ a pote´ pro kazˇdy´ tento prˇı´pad se zjistı´, ktere´ body jsou v kladne´m
a ktere´ v za´porne´m poloprostoru. S teˇmito informacemi jde pak pouze o vy´pocˇet
novy´ch bodu˚ na rovineˇ rˇezu a vytvorˇenı´ nove´ geometrie.
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1 new line
1 new triangle 1 new quad
1 new triangle 1 new quad 1 new triangle
1 new quad
Obra´zek 13: Varianty orˇezany´ch pu˚vodnı´ch geometriı´, sveˇtle zeleneˇ je zobrazena rˇezna´
rovina
• Geometrie lezˇı´cı´ na rovineˇ rˇezu - Tyto gemetrie vznikajı´ na rovineˇ rˇezu elementu. Jejich
vy´pocˇet je o pozna´nı´ slozˇiteˇjsˇı´, nezˇ jak tomu bylo u prˇedchozı´ varianty, ale je s nı´m
cˇa´stecˇneˇ propojen. Noveˇ vznikle´ interpolovane´ body na rovineˇ rˇezu jsou prˇida´va´ny
do docˇasne´ho bufferu tak, aby ale neobsahoval duplika´ty. Tomu se zabranˇuje li-
nea´rnı´m procha´zenı´m cele´ho bufferu bodu˚ s testem na ekvivalenci bodu v bufferu
s novy´m bodem. Dı´ky velmi maly´m mnozˇstvı´m bodu˚ (v praxi maxima´lneˇ sˇest)
nenı´ linea´rnı´ pru˚chod proble´mem. Jelikozˇ opera´tor ekvivalence == u plovoucı´ch
cˇı´sel nenı´ prˇilisˇ prˇesny´, dı´ky neprˇesne´ interpretaci takovy´chto cˇı´sel, musı´ se pocˇı´tat
s jistou maxima´lnı´ mozˇnou odchylkou. Pote´, co se projdou vsˇechny geometrie ele-
mentu, prˇijde na rˇadu triangulace vsˇech bodu˚ z docˇasne´ho bufferu. Vsˇechny typy
elementu˚ jsou konvexnı´ u´tvary, a proto vsˇechny mozˇne´ rˇezy jaky´mkoliv elementem
budou vzˇdy tvorˇit opeˇt 2D konvexnı´ u´tvar. Tento fakt velmi usnadnil pra´ci, hlavneˇ
pro triangulaci vı´ce jak cˇtyrˇ bodu˚, u ktery´ch uzˇ vznika´ vı´ce jak jedna nova´ ge-
ometrie. Pro me´neˇ jak cˇtyrˇi body je situace snadna´, stacˇı´ body interpretovat jako
jedna geometrie. Pouze u cˇtyrˇu´helnı´ku˚ se musı´ da´t pozor na porˇadı´ bodu˚. V os-
tatnı´ch situacı´ch s vı´ce body se pouzˇije metoda Octree::Node::Triangulate. Vy´pocˇet
se skla´da´ ze trˇı´ fa´zı´.
1. Nalezenı´ nejkrajneˇjsˇı´ hrany z prvnı´ho bodu - Na pocˇa´tku se na pevno stanovı´
hrana z prvnı´ho bodu do druhe´ho a k nı´ se pocˇı´tajı´ u´hly k ostatnı´m hrana´m
vycha´zejı´cı´ch z prvnı´ho bodu. Cı´lem te´to fa´ze je najı´t jednu okrajovou hranu a
vyhnout se tak neˇjake´ vnitrˇnı´ hraneˇ. Vzhledem ke konvexnosti lze tuto hranu
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z prvnı´ho bodu vzˇdy najı´t. Pokud by tato pocˇa´tecˇnı´ hrana jizˇ byla okrajova´,
tak tato fa´ze by pouze nalezla onu druhou okrajovou hranu vycha´zejı´cı´ ze
stejne´ho bodu.
2. Vy´pocˇet u´hlu˚ mezi nejkrajneˇjsˇı´ hranou a ostatnı´mi hranami od prvnı´ho bodu - Jak-
mile je zna´ma jedna okrajova´ hrana, vypocˇı´tajı´ se u´hly mezi nı´ a ostatnı´mi
hranami take´ vycha´zejı´cı´ch z prvnı´ho bodu ke vsˇem ostatnı´m.
3. Procha´zenı´ prˇes nejblizˇsˇı´ hrany a prˇida´va´nı´ geometriı´ - Poslednı´ fa´ze jizˇ vytva´rˇı´
jednotlive´ geometrie. Snahou je vytva´rˇet hlavneˇ cˇtyrˇu´helnı´ky, ktere´ vyzˇadujı´
mensˇı´ mnozˇstvı´ pameˇti nezˇli ostatnı´ geometrie. Proto vy´stupem je vzˇdy neˇkolik
cˇtyrˇu´helnı´ku˚ a jeden nebo zˇa´dny´ troju´helnı´k. Zacˇne se procha´zenı´m podle
u´hlu˚ od nejmensˇı´ch k nejveˇtsˇı´mu a s kazˇdou druhou hranou vznika´ jeden
cˇtyrˇu´helnı´k. Pokud nezbyde hrana i pro ten poslednı´ cˇtyrˇu´helnı´k, je mı´sto neˇj
vytvorˇen troju´helnı´k.
Jak tento proces vypada´ na obra´zku se mu˚zˇete podı´vat na Obra´zek 14. Prˇiblizˇna´
cˇasova´ slozˇitost te´to triangulace je O(f(n)) = 3n2. Zna´me´ jsou sice algoritmy s
lepsˇı´mi cˇasy, ale protozˇe trˇı´dy slozˇitostı´ nejsou prˇı´lisˇ prˇesne´ a platı´ azˇ od neˇjake´,
blı´zˇe nezna´me´, velikosti proble´mu a schova´va´jı´ konstanty, tak tento algoritmus
bude pro tak male´ mnozˇstvı´ bodu˚, pro ktere´ algoritmus navrhnut, o pozna´nı´ rych-
lejsˇı´.
Na Obra´zek 15 jsou zobrazeny vsˇechny typy geometriı´, na ktere´ je proces rˇezanı´
rozdeˇluje. Jsou zde ”Geometrie v kladne´m poloprostoru”, ktere´ jsou ukla´dany do pro-
meˇnne´ Octree::m Clipped, ”U´plneˇ orˇezane´ geometrie”, ktere´ jsou vynecha´ny a prˇedchozı´
dva typy
3.4.3 Rˇezy pro volumetricke´ renderova´nı´
Volumetricke´ renderova´nı´ vyzˇaduje velke´ mnozˇstvı´ paralelnı´ch rˇezu˚ modelu. Vstu-
pem te´to techniky jsou geometrie pouze v rovineˇ rˇezu.
Zpu˚sob vy´pocˇtu rˇezu˚ pro tento u´cˇel se lisˇı´ jen velmi ma´lo od toho pu˚vodnı´ho, pop-
sane´ho v prˇedchozı´ sekci. Rozdı´ly se ale najdou. Metoda, ktera´ obstara´va´ tento vy´pocˇet
je Octree::Slicing Calc a pracuje velmi podobneˇ jako Octree::Clipping Calc. Prˇi pru˚chodu
nody stromu se elementy v kladne´m poloprostoru ale vynecha´vajı´ stejneˇ, jako ty v tom
za´porne´m. Pracuje se pouze s teˇmi, ktere´ rovina rˇı´zne. Geometrie protnute´ rovinou jsou
take´ ignorova´ny a pouzˇivajı´ se pouze interpolovane´ body na rovineˇ k na´sledne´ triangu-
laci protnute´ho elementu. Defakto jsou vy´sledkem rˇezu pouze noveˇ vznikle´ geometrie
na rovineˇ rˇezu.
Pozˇadavky na tyto rˇezy vznikajı´ prˇi inicializaci volumetricke´ho rendereru, prˇi prohlı´-
zˇenı´ modelu jizˇ nenı´ tato metoda potrˇeba.
3.5 Architektura syste´mu
Aplikace vyuzˇı´va´ neˇkolik dalsˇı´ch knihoven pro realizaci cele´ho programu. Pouzˇitı´










0) Vstupní body v náhodném 
rozložení


















3.2)  První trojúhelník, který 





3.3)  První čtyřúhelník, který se 





3.4)  Tento poslední trojúhelník 
se zapíše s pořadím bodů [0,1,3]
Obra´zek 14: Postup prˇi triangulaci bodu˚
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Obra´zek 15: Typy noveˇ vznikly´ch geometriı´ prˇi rˇeza´nı´ rovinou
pokud by nebyla vyzˇadovana´ multiplatformnost a GUI stejneˇ tak mohlo by´t vytva´rˇeno
naprˇı´klad prˇes knihovnu wxWidgets.
OpenGL - graficke´ API
OpenGL (Open Graphics Library) je pru˚myslovy´ standard specifikujı´cı´ multiplat-
formnı´ rozhranı´ (API) pro tvorbu aplikacı´ pocˇı´tacˇove´ grafiky [OpenGL]. Pouzˇı´va´ se prˇi
tvorbeˇ pocˇı´tacˇovy´ch her, CAD programu˚, aplikacı´ virtua´lnı´ reality cˇi veˇdeckotechnicke´
vizualizace apod. Vesˇkera´ cˇinnost OpenGL se rˇı´dı´ vyda´va´nı´m prˇı´kazu˚ pomocı´ vola´nı´
funkcı´ a procedur (ktery´ch OpenGL definuje cca 250). V OpenGL se nepouzˇı´va´ objek-
toveˇ orientovane´ programova´nı´. V te´to aplikaci je OpenGL nezbytny´ pro samotny´ pro-
ces renderova´nı´ rasterizacı´ a volume renderova´nı´m. Selekce polygonu˚ uzˇivatelem je take´
hardwaroveˇ rˇesˇena´ prˇes toto rozhranı´.
Qt - knihovna pro vytva´rˇenı´ GUI
Qt je jedna z nejpopula´rneˇjsˇı´ch multiplatformnı´ch knihoven pro vytva´rˇenı´ programu˚
s graficky´m uzˇivatelsky´m rozhranı´m [Qt]. Prˇi vytva´rˇenı´ te´to aplikace byla pouzˇita´ aktua´lnı´
verze 4.6.2.
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QGL Viewer - OpenGL widget do Qt
Tato knihovna usnadnˇuje propojeni OpenGL a Qt vytvorˇenı´m specia´lnı´ho widgetu,
ktery´ v sobeˇ jizˇ obsahuje vesˇkerou potrˇebnou spra´vu OpenGL a kamerovy´ syste´m. Qt
ma´ zabudovanou podporu pro OpenGL a tak nebyla tato knihovna prˇı´lisˇ nutna´, ale i tak
obsahuje neˇktere´ navı´c funkce oproti te´ pu˚vodnı´ z Qt, ktere´ da´le usnadnˇujı´ pra´ci.
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4 Benchmark
Pro urcˇitou formu testova´nı´ vy´konu nejna´rocˇneˇjsˇı´ cˇa´sti te´to pra´ce, vy´pocˇty rˇezu˚ mod-
elu rovinou, byl napsa´n jednoduchy´ test rychlostı´ teˇchto vy´pocˇtu˚ pro ru˚zne´ varianty. Do
cˇasu˚ jsou zahrnuty i cˇasy potrˇebne´ pro deserializace jednotlivy´ch meshpartu˚. Jelikozˇ jsou
zahrnuty ale do vsˇech testu˚, jedna´ se jen o malou konstantu a neovlivnˇuje tak vy´sledky
ve veˇtsˇı´ mı´rˇe.
Testovacı´ prostrˇedı´
Pro teamovou spolupra´ci na aplikaci jsme vyuzˇı´vali Microsoft Team Foundation Server
pro spra´vu verzı´. Proto byla aplikace vyvı´jena´ v prostrˇedı´ Microsoft Visual Studio Team
System 2008. Pro vyvı´jenı´ a testova´nı´ slouzˇilo hardwarove´ prostrˇedı´ v Table 1.
CPU Intel Core 2 Quad Q6600
RAM 6 144MB
GPU ATI Radeon HD 2900 XT
OS Microsoft Windows 7
Tabulka 1: Pouzˇite´ testovacı´ HW vybavenı´
Jednotlive´ testy
Na´sledujı´ testy rychlostı´ vy´pocˇtu rˇezu˚, a to obou metod fast a precise pocˇı´tane´ nad
oktantove´m stromu i nad linea´rnı´m poli. Pro testova´nı´ poslouzˇili trˇi ru˚zne´ modely, ktere´
v dobeˇ implementace byly k dispozici a byly prˇimeˇrˇeneˇ slozˇite´. U maly´ch modelu˚ se
vy´kon pocˇı´ta´ obtı´zˇneˇ, jelikozˇ u nich stoupa´ vliv chyby meˇrˇenı´ s klesajı´cı´ velikostı´ mod-
elu. Vsˇechny varianty vy´pocˇtu rˇezu˚ se pocˇı´tali vzˇdy se stejnou rovinou rˇezu. Cˇasy jsou
meˇrˇene´ v sekunda´ch.
Prvnı´ test (Obra´zek 16) je proveden s rovinou rˇezu protı´najı´cı´, pokud mozˇno, co
nejveˇtsˇı´ cˇa´st modelu. V za´sadeˇ tato rovina procha´zı´ zhruba strˇedem modelu. Je to test,
ktery´ je nejvı´ce za´visly´ na pouzˇite´m algoritmu vy´pocˇtu chybeˇjı´cı´ch a protnuty´ch ge-
ometriı´. Podle ocˇeka´va´nı´ byla nejrychlejsˇı´ metoda fast pocˇı´tana´ prˇes octree. O na´sledujı´cı´
umı´steˇnı´ spolu souperˇı´ precise metoda prˇes octree a fast metoda nepocˇı´tana´ nad zˇa´dnou
specia´lnı´ datovou strukturou. Zpu˚sobene´ to je pra´veˇ faktem, zˇe fast metoda nepocˇı´ta´
chybeˇjı´cı´ a protnute´ geometrie v rovineˇ rˇezu, ktery´ch je v tomto testu co nejvı´ce. Octree
varianta je ale lepsˇı´ azˇ pro veˇtsˇı´ modely.
Dalsˇı´ test (Obra´zek 17) patrˇı´ mezi ty na´rocˇneˇjsˇı´, ktere´ z modelu vyrˇezˇou pouze malou
cˇa´st, a tak zu˚sta´va´ te´meˇrˇ cely´ model. Zde oktantovy´ strom prˇı´lisˇ nepomu˚zˇe, vzhledem
k tomu, zˇe skoro kazˇda´ geometrie projde testem na rˇez rovinou a nejsou tak odstraneˇne´
velke´ cˇa´sti modelu z budoucı´ch vy´pocˇtu˚. Na druhou stranu zase projde vı´ce boxu˚ testem,
a tak se snı´zˇı´ celkovy´ pocˇet nutny´ch testu˚ na pru˚secˇı´k u elementu˚. I tak jsou rozdı´ly mezi
octree a linea´rnı´m rˇesˇenı´m relativneˇ male´. Vyjı´mkou je precise metoda u linea´rnı´ varinaty,
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Obra´zek 16: Graf vy´konu rˇezu strˇedem modelu
kde je vola´na slozˇiteˇjsˇı´ funkce na vy´pocˇet, ktere´ trva´ de´le, nezˇ zjistı´, zˇe geometrie patrˇı´
cela´ do jednoho poloprostoru.
Obra´zek 17: Graf vy´konu rˇezu odstranˇujı´cı´ pouze malou cˇa´st modelu
Poslednı´ test (Obra´zek 18) je naopak varianta, prˇi ktere´ je odrˇı´znuta velka´ cˇa´st mod-
elu. Zde se velmi projevı´ pouzˇı´ta´ datova´ struktura, dı´ky ktere´ lze takto vynechat obrovske´
mnozˇstvı´ vy´pocˇtu˚. Vy´sledky i toto tvrzenı´ potvrzujı´, kdyzˇ docha´zı´ k nejveˇtsˇı´m rozdı´lu˚m
mezi variantou s octree a bez nı´.
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Obra´zek 18: Graf vy´konu rˇezu odstranˇujı´cı´ velkou cˇa´st modelu
39
5 Uka´zky aplikace
Obra´zek 19: Model kulicˇkove´ho lozˇiska s 659 820 elementy
Obra´zek 20: Rˇez modelem kulicˇkove´ho lozˇiska s 659 820 elementy technikou fast
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Obra´zek 21: Rˇez modelem kulicˇkove´ho lozˇiska s 659 820 elementy technikou precise
Obra´zek 22: Model urcˇite´ho drzˇa´ku s 158 314 elementy
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V pra´ci byly probra´ny zpu˚soby vizualizace metody konecˇny´ch prvku˚, a to prˇes raster-
izaci a volumetricke´ renderova´nı´. Zmı´neˇno bylo i odkud a jak vznikajı´ vstupnı´ data te´to
metody a co je jejich vy´sledkem. V implementacˇnı´ sekci se detailneˇ vysveˇtlilo, jake´ cˇa´sti
aplikace jsem programoval ja´ a jak jsem prˇitom postupoval. Na obra´zku se zna´zornilo z
cˇeho se kazˇdy´ vizualizovany´ model skla´da´. Naznacˇeny byly pote´ neˇktere´ za´sadnı´ pro-
ble´my se spra´vou teˇchto rozsa´hly´ch dat a jake´ kroky byly podniknuty k jejich eliminaci
nebo alesponˇ zmı´rneˇnı´ jejich vlivu. Konkre´tneˇ proble´my s konecˇnou velikostı´ syste´move´
pameˇti a rychlost alokace a dealokace pameˇti pro velke´ mnozˇstvı´ objektu˚, prˇedstavovali
za´vazˇne´ proble´my, se ktery´mi jsem si musel poradit. Nadefinovali se jednotliva´ rozdeˇlenı´
modelu na pod-cˇa´sti a vysveˇtlila se jejich potrˇeba pro efektivnı´ pra´ci nad vizualizovany´m
objektem.
Zdu˚vodnilo se zvolenı´ oktantove´ho stromu jako prostorove´ datove´ struktury pro
rychlejsˇı´ vy´pocˇty rˇezu˚ modelu. Bylo prˇedstaveno, jak probı´ha´ vkla´da´nı´ elementu˚ do te´to
struktury a jak se prˇes nı´ zı´ska´vajı´ rˇezy pro standartnı´ i volumetrickou vizualizaci.
Jako poslednı´ veˇc pro implementaci byla ota´zka pouzˇity´ch cizı´ch knihoven pro us-
nadneˇnı´ vy´voje aplikace. Zejme´na vy´beˇr knihovny pro tvorbu uzˇivatelske´ho rozhranı´ a
zvolenı´ graficke´ho API.
Nakonec se provedlo neˇkolik za´veˇrecˇny´ch vy´konostnı´ch testu˚, ktere´ uka´zali na´ru˚st
vy´konu snı´zˇenı´m potrˇebne´ho cˇasu na vy´pocˇet rˇezu˚ za ru˚zny´ch podmı´nek. Uka´zalo se,
zˇe za cenu preprocesingu, ve ktere´m se vytvorˇı´ octree, lze zı´skat vı´ce jak 2x lepsˇı´ cˇasy
vy´pocˇtu˚ u odpovı´dajı´cı´ch si technik rˇezu˚.
Smeˇr dalsˇı´ pra´ce by mohl smeˇrˇovat k dalsˇı´m optimalizacı´m pro vı´ceja´drove´ procesory
vyuzˇitı´m neˇktere´ z technik pro paralelizaci u´loh. Rozdeˇlenı´ modelu na neˇkolik mensˇı´ch
cˇa´stı´ v podobeˇ meshpartu˚ tomu velmi napoma´ha´, jelikozˇ se s nimi pracuje neza´visle na
sobeˇ. Nutne´ by bylo hlavneˇ vyrˇesˇit vı´ce deserializacı´ z disku soucˇasneˇ.
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