Inspired by recent experiments on graphene, we examine the non-dissipative viscoelastic response of anisotropic two-dimensional quantum systems. We pay particular attention to electron fluids with point group symmetries, and those with discrete translational symmetry. We start by extending the Kubo formalism for viscosity to systems with internal degrees of freedom and discrete translational symmetry, highlighting the importance of properly considering the role of internal angular momentum. We analyze the Hall components of the viscoelastic response tensor in systems with discrete point group symmetry, focusing on the hydrodynamic implications of the resulting forces. We show that though there are generally six Hall viscosities, there are only three independent contributions to the viscous force density. To compute these coefficients, we develop a framework to consistently write down the long-wavelength stress tensor and viscosity for multi-component lattice systems. We apply our formalism to lattice and continuum models, including a lattice Chern insulator and anisotropic superfluid. arXiv:1910.10727v1 [cond-mat.mes-hall] 
I. INTRODUCTION
One of the most peculiar and fascinating manifestations of topology in condensed matter physics is the appearance of nondissipative transport coefficients in insulating systems. The paradigmatic example is the Hall conductivity, which is quantized in a two-dimensional insulator, and proportional to a topological invariantthe Chern number-characterizing the many-body ground state [1] [2] [3] . Similarly, it has recently been noted that in twodimensional insulators with broken time-reversal symmetry, there is a non-dissipative viscosity [4] [5] [6] . In rotationally invariant phases it has been shown that there is a unique Hall viscosity coefficent η H , which for a gapped phase is proportional to the particle densityn a quantized invariant of the ground state known as the shift S 6,7 ,
The shift quantifies the number of additional magnetic monopoles needed to stabilize the ground state on a sphere 8 . In the quantum Hall regime, the Hall viscosity has been proposed as a numerical diagnostic for distinguishing between different competing topological orders 9 . When rotational symmetry is broken, there ceases to be a single Hall viscosity coefficient, and the relation between the viscosity and the shift is lost [10] [11] [12] [13] . Outside of insulators, topological considerations can also lead to nondissipative transport coefficients in metallic systems, due to the influence of Berry phase effects in transport. Pioneering work by Karplus and Luttinger 14 , as well as Haldane 15 have shown how the Hall conductivity in metallic magnets receives a contribution due to the Berry curvature of the occupied states in a Fermi liquid. Recently, there has been a surge of interest into the nondissipative viscosity of metallic systems as well, driven in large part by the discovery of hydrodynamic flow in systems like graphene 16 . For electronic fluids with an approximately conserved momentum at long wavelengths, experiments have been proposed for extracting the Hall viscosity from flow through the width dependence of the Hall conductance in narrow channels 17 , the flow profile near point contacts 18, 19 , and the semiclassical districution function 20 . Cutting-edge experiments in graphene under non-quantizing magnetic fields have started to validate these proposals 21 .
Despite this progress, the robustness and even the definability of the Hall viscosity in the absence of rotational and translational symmetry have not been systematically treated. For instance, the low-energy Dirac theory of graphene arises as a k · p expansion in a highly anisotropic band structure for a system with no translational symmetry. In spite of previous works examining the Hall viscosity in models with broken translational symmetry [22] [23] [24] [25] , the connection between microscopic, low energy descriptions and long-wavelength hydrodynamics relevant to experiment has not been directly addressed. Furthermore, a comprehensive framework for treating momentum transport in systems with broken time reversal symmetry and no external magnetic field (analogous to the formalism for the anomalous Hall conductance) is lacking.
In this work, we will take steps to address these issues by developing a formalism for nondissipative viscosity in nonrotationally invariant systems, both in the continuum and with periodic potentials. With these tools we deduce several conclusions about the viscosity of anisotropic quantum fluids. Our first main result is an extension the Belinfante-Rosenfeld symmetrization procedure to anisotropic translation-invariant systems, thus fixing the antisymmetric part of the stress tensor operator. Second, we show how and to what extent momentum transport can be defined for lattice systems. Third, we show that for a generic system, there are in fact six nondissipative viscosity coefficients, which deter-mine only three independent hydrodynamic forces due to the nonuniqueness in the definition of the stress tensor. Lastly, for free-fermion systems we will show how the six viscosity coefficients are expressible in terms of quandrupole moments of the Berry curvature of occupied bands, and a correction due to the internal (pseudospin) angular momentum of bands.
Background and Notation
To begin, let us establish notation and review how viscosity arises in nonrelativistic quantum systems. We will work throughout in units where = c = e = 1. For a quantum system with a single particle type in ddimensions, we can introduce the stress tensor through the conservation law for momentum. We thus start with the momentum density operator g µ (r). Here and throughout this work, Greek indices such as µ will run over spatial directions µ = 1, . . . , d, and we will unless otherwise noted take d = 2. The stress tensor τ µ ν (r) can then be defined through the conservation law for momentum density 26 ,
where f ext is the density of external forces acting on the particles. Throughout this work we will use boldface symbols to refer exclusively to two-dimensional vectors. We also introduce the shorthand ∂ µ to denote the partial derivative of a function with respect to a component of its (coordinate) vector argument,
and analogously in momentum space
Furthermore, we will not use the Einstein summation convention in this work. Since expressions in lattice systems often involve repeated indices, we will explicitly indicate all summations over indices as above. Because this is an unconventional choice, we will remind the reader periodically that repeated indices are not summed over. Eq. (2) defines the stress tensor up to a divergenceless term, which must be fixed from other considerations. In rotationally invariant relativistic systems, it is always possible to choose a stress tensor which is symmetric in flat space (where we can avoid complications due to index raising/lowering) 27 . It was recently shown how to adapt this symmetrization procedure for rotationally invariant nonrelativstic two-component fermions as well 28 . One of the main results of our work is a generalization of this procedure to lattice and continuum systems which lack rotational symmetry.
Having defined the stress tensor, we will be primarily interested in the response of the stress to an applied time-varying strain perturbation λ ν µ ≡ ∂ µ v ν . To make contact with classical hydrodynamics, we can interpret v ν as a spatially dependent velocity field in a fluid. We expand the average of the stress tensor perturbatively in the velocity field to define
(5) Here τ µ ν 0 denotes the average stress in the absence of a strain perturbation. For a translation-invariant fluid in d-dimensions we have that
where P is the hydrostatic pressure. The tensor κ µ λ ν ρ is the tensor of elastic moduli, and gives the response of the stress tensor to static strains [hence the time integral in Eq. (5) ]. Finally, the tensor η µ λ ν ρ is the viscosity tensor, and will be the fundamental object of study for this work. In particular, we will mostly focus on the Hall viscosity tensor
which is the part of the viscosity tensor which does not contribute to power dissipation. In the following sections, we will examine the constraints that point group symmetry places on the momentum density, stress, and (Hall) viscosity tensors. The structure of the paper is as follows: First, in Sec. II, we will show how to define the analogue of the Belinfante stress tensor in a translationallyinvariant, nonrelativstic anisotropic system. Then, in Section III, we will extend this formalism to systems with only discrete translation symmetry. With the formalism developed, we will in Sec. IV investigate the constraints of point group symmetry on the viscosity tensor both phenomenologically and microscopically using the Kubo formalism. In Sec. V we will focus in particular on free fermion systems, where we can relate the Hall viscosity to band topology. Finally, in Sec. VI we will apply these results to lattice and continuum models of interest.
II. CONTINUUM SYSTEMS: STRAIN AND STRESS WITH ANISOTROPY
To begin, let us consider a general Hamiltonian for an interacting, translationally invariant system of particles in two dimensions. We will additionally assume that the particles have N L internal degrees of freedom. We can write the Hamiltonian for such a system as
where p i is the momentum operator for particle i, x i is the position operator for particle i, i, j = 1, . . . , N index the particles, and the matrices M a . form a basis for N L × N L Hermitian matrices. We have the canonical commutation relations
To compute the viscosity for the ground state of such a system, we would like to employ the Kubo formalism of Ref. 29 . To do so, we must first identify the momentum density operator g(r). If we ignore the internal degrees of freedom of the particles, then we have that all momentum must be carried by kinetic motion. Following the logic of Ref. 29 , we would write the momentum density as the density of kinetic momentum
where {·, ·} indicates the anticommutator. We can identify the first moment of the kinetic momentum density
with the generators of uniform spatial strains (i.e. position-dependent displacements). Furthermore, by taking the long wavelength limit of the Fourier transform of Eq. (2), we see that the time derivative of the strain generators give the integrated (canonical) stress tensor
Because Eq. (12) was derived from the kinetic momentum density, we will refer to it as the kinetic stress. However, when the internal degrees of freedom of the particles transform nontrivially under rotations, we must modify the momentum density to account for the density of internal linear momentum. To see this most directly, let us recall that the antisymmetric part of the strain generator should generate rotations. On the coordinates and the momenta, rotations act in the standard way as
with R = cos θ − sin θ sin θ cos θ
a rotation matrix. This action is generated by
In the absence of any internal degrees of freedom, this would be the end of the story. However, when rotations act nontrivially on the internal indices in Eq. (8), we have that rotations are generated by the total angular momentum
where L int is an N L × N L matrix acting on the internal degrees of freedom. As an example, for a spin-1/2 particle in two dimensions, L int = 1/2σ z , the generator of rotations about the z-axis. The antisymmetric part of the strain generator Eq. (11) gives only the orbital angular momentum by construction. Thus, following Ref. 28 , we seek a modified strain generator J µ ν satisfying
In order for this modified strain generator to be computable as a moment of the momentum density, we can define the momentum density to be
This is the minimal modification of the momentum density which enforces Eq. (18) . Note, importantly, that this redefinition does not change the total linear momentum
By examining the first moment of the modified momentum density, we can express the modified strain generators in terms of the kinetic strain generators as
Inserting the modified momentum density into the continuity equation Eq. (2), Fourier transforming, and taking the long wavelength limit, we find that the modified integrated stress tensor is
where the subscript B refers to Belinfante 30 , for reasons we will make precise below. Because the second term in Eq. (22) originates from the internal angular momentum, we will refer to it as the spin stress. So far, we have made no assumption on the rotational symmetry of the system under study. The criterion of rotational symmetry of the Hamiltonian can be expressed as
Combining this with Eq. (22) , we see that for rotationally invariant systems, the modified stress tensor T µ B,ν satisfies
In other words, the stress tensor corresponding to the momentum density Eq. (19) is symmetric in flat space (where we can raise and lower indices with impunity).
In the special case of spin-1/2 Dirac electrons, it was shown that the stress defined in this way is precisely the Belinfante-Rosenfeld stress tensor 28, [30] [31] [32] ; here we have generalized this result to arbitrary representations of internal rotations. Going further, we can also show that the if we compare this treatment with the field-theoretic formalism of Ref. 27 , we see that the strain generators J µ ν implement precisely the generalized Belinfante procedure described there. To see this, we can imagine defining a secondquantized version of Eq. (8), valid on an arbitrary curved surface. The action for this system takes the general form
where ψ is an N L component annihilation operator, e are frame fields (vielbeins), and ω is the spin connection. We have defined H( e, ω) to be the Hamiltonian with all indices covariantly contracted with vielbeins, and all derivatives replaced by (rotationally) covariant derivatives. For the sake of this discussion, we have included in the Hamiltonian all terms which involve a spatial derivative of the fermion fields. Following Refs. 27, 33, and 34, the stress tensor and momentum density for this system can be derived by considering the conservation law associated with diffeomorphism invariance of the action. A priori, the spin connection and the vielbeins are treated as independent variables; doing so leads to the conservation law for the canonical stress tensor analogous to Eq. (12) . However, if we demand that the torsion of space
remained fixed (more properly, as fixed as possible) as we vary the background geometry, then the spin connection can be expressed in terms of the vielbeins. Eliminating ω from Eq. (25) and applying Noether's theorem yields a stress tensor which is symmetric when the system is rotationally invariant. To check whether this field-theoretic Belinfante procedure yields the same stress tensor T µ B,ν obtained from the improved strain generators, it suffices to consider the field-theoretic Belinfante momentum density. The correction to the momentum density from the vielbein dependence of the spin connection can be written
where A and ℵ are internal (frame) and ambient spacetime indices, respectively. Taking the variations using the expressions in Appendix A of Ref. 27 for the spin connection and evaluating the result in the unstrained geometry yields
which is exactly the second-quantized form of the internal momentum in Eq. (19) . Thus, we conclude that the stress tensor Eq. (22) coincides with the usual Belinfante procedure, at least on the physical Hilbert space (recall that the Belinfante stress tensor as a quantum operator is only symmetric when the equations of motion are applied, i.e. when acting on physical states). The importance of considering the Belinfante tensor will be illustrated in Sec. VI when we reexamine the viscosity of multicomponent lattice tight-binding systems, first considered in Ref. 22 . In that work the spin connection ω is explicitly set to zero, and hence those authors use the canonical stress tensor. It is important to note also that there is a fundamental difference between the Belinfante procedure in relativstic and nonrelativistic systems. Due to Lorentz symmetry, in relativistic systems the Belinfante symmetrization adds a divergence free term to the entire energy-momentum tensor. As such, integrated quantities such as the tensor T µ ν do not change when the stress tensor is symmetrized. By contrast, in nonrelativistic systems, there is no symmetry relating the momentum density to the stress tensor; a consequence of this is that the integrated Belinfante tensor T µ B,ν is physically distinct from the integrated canonical stress tensor.
Furthermore, note that the internal angular momentum contribution to the momentum density originates solely from the time-derivative term in the action Eq. (25) . As such, even when the Hamiltonian breaks rotational symmetry explicitly, the form of the momentum density operator is unchanged. From this we conclude that the stress tensor Eq. (22) is the meaningful extension of the Belinfante "symmetrization" to non-rotationally invariant situations, validating the conjecture of Ref. 28 .
However, we cannot get away with modifying the momentum density without paying some price; while the kinetic strain generators J µ ν generate the algebra gl(2, R),
of diffeomorphism of the plane, the same cannot be said of the modified strain generators. In fact, because we have chosen the internal degrees of freedom to be invariant under shears and dilatations, and to transform only under rotations, we have that
The modified strain algebra thus does not close. Furthermore, even if we were to let the internal degrees of freedom transform under shears and dilatations, we could never get the algebra of the J s to close as long as the number of internal degrees of freedom is finite. This is because the Lie group GL(d, R) is non-compact, and hence has no finite-dimensional unitary representations 35 .
We thus see that, by modifying the strain generators as per Eq. (19) , we obtain the Belinfante stress tensor T µ B,ν . Even in the absence of rotational symmetry, the Belinfante stress gives the conserved current associated to deformations of spacetime at fixed (reduced) torsion. In this way, we can fix the definition of the antisymmetric part of the stress tensor in rotationally non-invariant systems. By focusing on the Belinfante stress, we ensure that the torque density ν µ T µ B,ν gives only the torque due to rotational symmetry breaking in the Hamiltonian. Thus, the modified strain generators J µ ν and Belinfante stress tensor T µ B,ν are the natural objects to consider in the study of viscosity of anisotropic systems.
Using this Belinfante formalism, we can proceed to calculate the viscosity tensor for arbitrary anisotropic continuum systems. Before moving on to examine this, however, let us recall that in condensed matter systems the most common source of rotational symmetry breaking comes from an underlying lattice. In order to consistently treat the viscosity in such systems (even in the low-energy k · p limit), we will first develop a formalism for computing momentum transport in lattice models.
III. CAN WE GENERALIZE TO A LATTICE SYSTEM?
At first sight, the idea of quantifying momentum transport in a lattice system is fraught with difficulties. First and foremost, in the presence of translational symmetry breaking, total momentum is no longer conserved. This creates difficulties in defining a continuity equation for the density of momentum: the split between external forces f ext and internal forces
becomes unnatural. Furthermore, the strain formalism of Ref. 29 and Sec. II is no longer available if we work with a lattice-regularized system with discrete positions, since the momentum operators is no longer well-defined.
To remedy these issues, we will in this section generalize the strain and stress formalisms to tight-binding lattice systems, and show that there exists a meaninful notion of stress tensor and momentum transport which reduce to those of Sec. II in an appropriate continuum limit. Our motivation for developing this formalism is twofold. First, a lattice formulation allows us to incorporate rotational symmetry breaking into the viscosity formalism in a controlled way, where the strength of the anisotropy can be quantitatively tied to the underlying crystal structure. Second, we would like to provide a framework for interpreting and understanding previous results on the viscosity of lattice systems such as Chern insulators 22 , and the connection to low-energy expansions of the viscosity near multiple fermi pockets such as in graphene 28 .
To begin, let us consider a general lattice Hamiltonian
where we have, for convenience, introduced a secondquantized description. Here R and R are lattice vectors in a Bravais lattice, and the operators c † nR creates a fermion in unit cell R in state indexed by n. The fermion operators satisfy the anticommutation relations
Although we consider a fermionic system for concreteness, the generalization of all our results to bosonic systems is straightforward. Note that the states created by c † nR for the same R need not all be centered at the same spatial location; nevertheless, we will for simplicity refer to the degrees of freedom indexed by n as "internal" degrees of freedom. The first term f nm (R, R ) is the singleparticle Hamiltonian, and includes both kinetic and onsite interactions. The second term [V (R, R )] nmp is the (normal-ordered) two-body interaction energy. We assume that the Hamiltonian has discrete tranlation symmetry
where
is any Bravais lattice vector, written in terms of the primitive lattice vectors a µ . Beyond this, we will make no other assumptions about symmetry. Due to the preponderance of expressions with repeated indices that will appear as we consider lattice systems, we remind the reader that we will not sum over repeated indices unless noted explicitly. Let us also introduce a (normalized) basis {b µ |µ = 1, 2} for the reciprocal lattice satisfying
In order to discuss momentum transport in this system, we must first define a lattice momentum density. We would like to do this in such a way that we recover the continuum momentum density Eq. (19) in the long wavelength limit, which is equivalently the limit that the lattice spacings |a µ | goes to zero, keeping the ratios |a µ |/|a ν | fixed. Furthermore, we expect a hydrodynamic approach to be valid only in a "coarse-grained" sense, which means that we should focus primarily on the transport of momentum between unit cells (rather than within the unit cell). As we emphasized in Sec. II, it is also critical for us to incorporate internal angular momentum into the momentum density. In the lattice system, the internal angular momentum is determined by the representation of rotations on the internal degrees of freedom {n}; systems with the same Hamiltonian H may have different internal rotation generators L int nm depending on the physical meaning (embedding) of the degrees of freedom {n}.
Taking these considerations into account, we decompose the lattice momentum density
into a kinetic piece g kin µ (R) and an internal angular momentum contribution g int µ (R). For the kinetic momentum, we write
Similarly, we take for the internal momentum density
where we have defined the lattice epsilon tensor
The sum of fermion bilinears appearing here give a symmetric discretization of the derivative. As such, in the limit of small lattice spacing |a µ | → 0, the sum of Eqs. (40) and (41) coincides with the continuum momentum density Eq. (19) ,
Additionally, the particular discretization of the derivative that we have chosen here includes all terms that carry momentum into or out of the unit cell R from adjacent unit cells. This is reminiscent of the form of conserved currents in lattice gauge theories 36 , and is necessary to ensure that we recover the proper long-wavelength properties upon coarse-graining. Taking Eq. (39) as our starting point, we can now examine its time derivative and attempt to derive an ana-logue of Eq. (2). This will allow us to extract the integrated Belinfante stress tensor. Since we will be primarily interested in the integrated stress tensor, we procede in momentum space. We introduce the momentum space creation and annihilation operators
Inserting these into Eqs. (40) and (41), we find
with
and
Note that in this form we see clearly that the total lattice momentum, obtained by taking q → 0, coincides with the conventional expression for the momentum operator found in, e.g. Ref. 37 . In particular, the internal angular momentum does not contribute to the total momentum, as in the continuum case.
By taking the commutator of Eqs. (48) and (49), with the Hamiltonian (32) we can attempt to extract the stress tensor and external force densities from the time derivative
where H is the Hamiltonian (32) . Our goal will be to make an analogy with the continuum continuity equation in the long-wavelength q → 0 limit. To do so, it is simplest to expand Eqs. (48) and (49) to leading order in q, which gives
where we have introduced the total momentum operator P = g L (q = 0), and ∂ ν here represents a derivative with respect to k ν ≡ k ·â ν (we expect no confusion to arise between the use of ∂ for momentum and position derivativesposition derivatives always carry a lower index, and momentum derivatives an upper index). Examining the expression in brackets, we recognize that it is a discretized form of the strain generator Eq. (21) . In particular, if we define
then we have
Comparing with the continuity equation, this allows us to identify, in the long wavelength limit,
Note that, unlike in a continuum system, the external force f ext µ need not vanish for the Hamiltonian (32) . This is because the interaction term [V (R, R )] nmp is not invariant under infinitesimal translations. More physically, f ext µ corresponds to the rate of momentum relaxation due to Umklapp scattering 38 . Note also that all O(q 2 ) contributions to the lattice momentum density can, in the long-wavelength limit, be written as
for some q dependent tensor M ν µ (q) which vanishes at least linearly as q → 0. This tensor is in principle computable by Taylor expanding Eqs. (48) and (49) . By taking the time-derivative of M µ ν , we can compute the long-wavelength stress tensor τ µ B,ν (q) to arbitrary order in q.
For interacting systems, defining the stress tensor and internal forces in this way is tantamount to making a particular choice for how to split the force density between internal and external contributions. Although there is no ambiguity in attributing uniform forces to f ext , solely to the interaction term via Eq. (54), at higher order in q both viscous and external forces may appear as divergences of functions. Our formalism following from Eq. (56) chooses to attribute all nonuniform forces to internal forces Eq. (31). This nonuniqueness is at the heart of the claim that the viscosity requires translational invariance to be well-defined 7, 29 . Nevertheless, we see that in the long-wavelength limit there exists a natural choice for the integrated stress tensor, and hence a natural definition for the viscosity and elastic moduli tensors.
Finally, we point out that, due to the factor of cos k·a µ multiplying the internal angular momentum in (52), the internal angular mommentum contribution to the lattice stress tensor is not purely antisymmetric, in contrast to the continuum case. Mathematically, this factor originated from our choice of symmetric discretization of the derivative in Eq. (41) . Physically, it reflects the fact that J µ L,ν is not a generator of simple uniform deformations of the plane beyond leading order in k · a, which can be seen by expanding the kinetic strain.
By carrying out the commutator in Eq. (55), we can derive a general expression for the lattice stress tensor. It is beneficial to carry this computation out in two parts, first for the non-interacting contribtuion to the stress, and second for the interaction contribution. Introducing the Fourier transform
of the single particle Hamiltonian in Eq.(32), we find rather directly that the single-particle contribution T µ B0,ν to the stress tensor is given by
Combined with Eq. (54), we see from this result that in a noninteracting system, lattice effects enter only via anisotropy of the stress tensor. Next, we can compute the interaction contributions to the lattice stress tensor. The algebra is a bit more involved, and it is most convenient to use the representation
for the lattice strain generator. Defining the shorthand
we find that T µ BIK,ν , the lattice form of the "Belinfante-Irving-Kirkwood 39 " is
In deriving this expression we have exploited the translational and exchange symmetries of the interaction [V (R, R )] nmp in order to obtain a somewhat compact expression. Nevertheless, we will spare the reader any explicit use of Eq. (63) going forward.
A. Connecting the lattice to the continuum
With this method of defining the momentum density and long-wavelength stress tensor, we see that the lattice forces enter into hydrodynamics only through Umklapp scattering in interacting systems. In a noninteracting system the total momentum P defined here is a conserved quantity. We thus recover in our formalism that hydrodynamics applies when the impurity scattering rate (here set to zero from the outset) and the Umklapp scattering rate go to zero. This observation, along with the similarities between Eqs. (21) and (52) suggest a concrete connection between the lattice and continuum formulations.
We must be careful, however, to distinguish two different points of view on the continuum limit. In the first, which we will call the "lattice gauge theory" point of view, the lattice Hamiltonian Eq. (32) represents a regularized UV completion of some underlying continuum theory. This is the perspective that was taken in Ref. 22 , where the lattice model for a Chern insulator was inter-preted as the UV completion of a theory of free Dirac fermions. In this point of view, the continuum model is recovered by taking the appropriate |a µ | → 0 limit. This perspective is also appropriate for metallic systems (such as graphene 28 ), where we can view the |a| → 0 limit of Eq. (32) as reproducing low-energy Fermi pockets with anisotropic dispersion. In the lattice gauge theory point of view, we see that as |a µ | → 0, the free-fermion integrated stress tensor becomes
where f 0 is the continuum limit of the single-particle Hamiltonian. Eq. (65) is nothing other than the continuum free fermion stress tensor projected along the direct and reciprocal lattice directions. Similarly, the interaction contribution to the stress tensor reproduces the (Belinfante symmetrized) Irving-Kirkwood stress tensor 29 . This corresponds to a coarse-graining where we ignore physics at the lattice scale and focus instead only on inter-unit cell dynamics. There is, however, a different notion of continuum limit in condensed matter, where we view the Hamiltonian (32) as a tight-binding or Wannier approximation to an un-derlying continuous Schrödinger equation with a periodic potential. In this case, taking the continuum limit corresponds to leaving the lattice constant fixed, but letting the number of internal degrees of freedom go to infinity, such that the operators c nR → c σrR , with r a vector within the unit cell, and σ is a spin index. The operator c σrR annihilates an electron in a delta-function localized orbital with spin σ at position r + R. We refer to this method of taking the continuum limit as the "tightbinding" continuum limit. Examining Eqs. (58) and (63), we see that in the tight-binding continuum limit the sums over internal degrees of freedom are replaced with realspace integrals. The lattice momentum density Eq. (39) is, in this limit, a unit-cell averaged momentum; it follows that other observables such as the stress correspond to unit-cell averages in this limit. We thus see in the tight-binding continuum limit that our lattice formalism is able to produce a well-defined stress tensor even in the presence of a continuous periodic potential.
When we are interested in the viscosity of a particular model, we should ask ourselves which of these continuum limits is the most appropriate for interpreting our results. The lattice gauge theory continuum limit produces a translationally-invariant but potentially anisotropic system, where UV divergences from an unbounded negative spectrum have been regularized by the lattice. The tight-binding continuum limit, on the other hand, produces a system with only discrete translational symmetry, and no momentum conservation. Conversely, as long as we start with a basis of Wannier functions that fully captures the low-energy behavior of our system, taking the tight-binding continuum limit should not quantitatively change any observables. This is not true of the lattice gauge theory continuum limit, where the continuum model has a very different set of symmetries and degrees of freedom than the lattice approximation.
As we will explore in Sec. VI B, we expect both continuum limits to give similar results for metallic systems with small Fermi pockets, where we can Taylor expand observables in k. For band insulators, special care must be taken with the lattice gauge theory continuum limit. This is because a band insulator is characterized by an integer filling
of N e electrons in N c unit cells. Rewriting the number of unit cells in terms of the total volume and the volume V c of a unit cell, we find that
wheren is the particle density. Now, in the lattice-gauge continuum limit, V c → 0. This presents a conundrum for an insulator, where ν ∈ Z implies that we must also take the densityn → ∞. Intuitively, this corresponds to treating the filled bands as forming, in the limit, a uniform Dirac sea. While this perspective is useful for some purposes, it is at odds with the reality that most continuum fluids of interest have fixed, finite density. This difficulty does not arise in the tight-binding continuum limit, since the unit-cell volume stays fixed. In that case, however, taking the continuum limit requires introducing additional degrees of freedom which are not contained in the original model, and there is no guarantee or expectation that such a procedure is unique. For insulators whose low-energy physics is dominated by a set of discrete band inversions, however, we can circumvent these difficulties by Taylor expanding the Hamiltonian and stress tensors around the band inversion (analogous to our discussion of metals). We will see an example of this in Sec. VI when we examine the Chern insulator.
IV. VISCOSITY TENSOR IN ANISOTROPIC SYSTEMS
Now that we have established a formalism for longwavelength hydrodynamics both in the continuum and on the lattice, we can move on to examine the viscosity tensor. Recall from Eq. (5) that the viscosity η and elastic moduli κ govern the change in the average stress tensor ,
where u ρ is a displacement field, and v ρ is its time derivative, which gives a velocity field. We now have all the tools necessary to compute the viscosity for both lattice and continuum systems. To do this, we will in subsection IV A make use of the Kubo formalism of Ref. 29 . Next, in subsection IV B we will discuss the decomposition of the viscosity tensor into physically significant components. Finally, in subsection IV C we will discuss symmetry constraints on these components. All of what follows will apply equally well in the continuum or on the lattice, provided the appropriate definitions of strain and stress are used.
A. Kubo Formalism
We will add to our Hamiltonian [either Eq. (8) or (32)] a strain perturbation
where J is the strain generator, either in the continuum or the lattice as appropriate. The field ∂λ ν µ /∂t represents the uniform part of a velocity gradient in the electron system. Up to a time-dependent gauge transformation 29 , this perturbations gives rise to the coupling between the spatial metric (or, more generally, vielbeins) and the Belinfante tensor T µ B,ν which arises naturally from the field theory discussed in Sec. II. The field ∂λ ν µ /∂t depends on time, and we write
We then compute the linear response of the Belinfante stress T µ B,ν . Making use of the definitions Eqs. (22) and (55), we write
where time evolution and averages · 0 are evaluated with respect to the unperturbed Hamiltonian, and V is the volume of the system. Furthermore ω + = ω + i , and it is understood that is taken to zero at the end of the calculation.
The response function X µ λ ν ρ (ω) incorporates both elastic moduli
and the zero-frequency viscosity tensor
While this formula is valid for both dissipative and nondissipative responses, we will focus here on the nondissipative Hall response
For the Hall response, we can use the Jacobi identity along with the Ward identity Eq. (22) to simplify the contact term
Decomposition of the Hall Viscosity Tensor
Before applying this Kubo formula to some model systems, let us first analyze the properties of the nondissipative response tensor. We will be primarily interested in fluids, where we expect the Hall elastic moduli to vanish in the long-wavelength limit (we will revisit the elastic moduli in the next section). Focusing then on the Hall viscosity, without any symmetries we have the decomposition
where σ x and σ z are Pauli matrices, is the twodimensional Levi-Civita symbol, δ is the Kronecker delta, and ∧ represents the antisymmetrized tensor product. We see that there are six independent Hall viscosity coefficients. First, the three coefficients η H , γ and Θ are traceless on the last pair of indices, and so do not involve compression of the fluid. η H is the ordinary isotropic Hall viscosity, while γ and Θ explicitly break three and fourfold rotational symmetry, and involve the antisymmetric stress. The three "barred" coefficients,η H ,γ and Θ have nonvanishing trace. As with the unbarred coefficients,η H is rotationally invariant, whileγ andΘ explicitly break three and fourfold rotational symmetry. However, although the tensor structure ofη H is isotropic, it explicitly generates antisymmetric stress. Thus, in a rotationally invariant system we must haveη H = 0 when the symmetric (Belinfante) stress tensor is used, even for a compressible fluid. This is our first indication that a proper examination of anisotropic Hall viscosity invovles a careful extension of the Belinfante stress tensor to non-rotationally-invariant systems. To our knowledge the "barred" Hall viscosities have not been emphasized previously in the quantum mechanics literature (though see Ref. 13 ).
To understand the meaning of these viscosity coefficients, let us return to the continuity equation (2) . In the presence of a fluid velocity gradient ∂ µ v ν , the viscosity creates an additional stress
Inserting this into the continuity equation gives a viscous contribution to the force density
We see that only the components of the viscosity tensor that are symmetric under the exchange µ → λ contribute to the viscous forces. If we focus explicitly on the nondissipate forces
we find, from our decomposition Eq. (78) that
In going from the first to the second line we have used the antisymmetry of the Hall viscosity tensor, as well as the explicit symmetry of Eq. (80) under the interchange of µ and λ. This defines the Hall tensor
which coincides with the contracted Hall viscosity introduced in the study of the quantum Hall effect in Refs. 10, 40, and 41. In those works, the Hall tensor was introduced to parameterize the quadrupole ("internal" or "second" metric) degrees of freedom in anisotropic quantum Hall states; here we see that this same tensor governs the relationship between velocity gradients and internal forces in the fluid. As a rank-two symmetric tensor, we see that the Hall tensor has at most three independent components, even in the absence of any symmetries. This means that in anisotropic systems, not all odd viscosities result in independent forces. As an example, let us consider a (possibly compressible) twofold symmetric fluid. Using Eq. (78) we find for the Hall tensor We see that, at the level of forces, the compressive "barred" Hall viscosities are indistinguishable from the traceless "unbarred" viscosities. This means that we should treat both viscosities on equal footing. Going further, we can see that we can shift contributions between the barred and unbarred viscosity coefficients by adding divergenceless terms to the stress tensor. Explicitly, consider a contact term which redefines the stress tensor by
where C νρ is a generic symmetric tensor. Because of the epsilon tensor, µ ∂ µ δτ µ ν = 0 by construction, and so this redefinition of the stress tensor does not change the viscous force density Eq. (80). At the level of viscosities, however, the contact term Eq. (86) contributes to the difference between the barred and unbarred viscosity coefficient. Concretely, if we write
then by contracting the tensor µ λ C νρ with the antisymmetric products of matrices in the decomposition Eq. (78), we find that the contact term shifts the viscosities by
Because we define the stress tensor directly through the continuity equation (2), the value of the tensor C νρ is a priori undetermined. While in field theories there may be underlying principles for coupling particles to geometry that fix the divergence-free contact terms, condensed matter models-especially those derived from lattice models-lack such guiding principles. As such, the sum of the barred and unbarred viscosities appearing in Eq. (85) give precisely the responses that can be calculated and physically probed in a model-independent fashion. It is only in the presence of dynamical gravity sourced by the energy-momentum tensor that the effect of C µν can be observed.
It is also important to note that the contact term (86) can be nonzero even for incompressible flows satisfying ∇ · v = 0. This means that we should expect both the barred and unbarred viscosities to be nonzero even in incompressible anisotropic systems.
C. Symmetry Constraints on the Viscosity Tensor
Finally, let us analyze the symmetries of the viscosity coefficients in Eq. (78) in more detail. We would like to analyze how point group symmetries constrain the decomposition of the Hall viscosity (78). A useful point of view for this is to regard the two-tensors σ x , σ z , and δ as Clebsch-Gordan coefficients: each tensor is a map which takes two vectors as an input, and returns an element in a representation of the point group. For instance, the Kronecker delta δ µ ν is a map which takes a vector v ν and a dual vector u µ as inputs, and returns an object v µ u µ which is a scalar under all point group symmetries. In order for the viscosity tensor to respect the point group symmetries of the system, we demand that the fully contracted object Furthermore, for any discrete rotational symmetry group including a rotation of order 3 or greater (except the group C 4 generated by a fourfold rotation), the quadrupole representation remains an irreducible representation. For the group C 4 , the quadrupole representation reduces to two copies of the sign representation ∆ with ∆(C 4 ) = −1 [42] [43] [44] . In both cases, we find that the only scalar viscosities are η H andη H , with all other coefficients vanishing identically. Unlike with continuous rotational symmetry, with discrete symmetry we must allowη H = 0.
In addition to the discrete rotational symmetries, we can also think about the action of parity P and time reversal T on the viscosity tensor, as well as the composite symmetry P T . We will see that parity and P T in particular trim down the number of nonzero components of the Hall viscosity tensor 45 . By Onsager reciprocity, we know that the Hall viscosity is odd under time-reversal symmetry,
Let us now now consider the effects of parity symmetry. In two spatial dimensions, parity coincides with a crystallographic mirror symmetry and hence requires a choice of axis. For concreteness, let us for now take P to be the mirror symmetry M x ,
Under the action of this transformation,
The diagonal Clebsch-Gordan coefficients δ, σ z are parity even while the off-diagonal ones , σ x are parity odd. When combined with the decomposition (78), this means that under parity symmetry, η H ,η H , γ, andγ are odd, while Θ andΘ are even. This means that in a Psymmetric system, only Θ andΘ can ever be nonzero.
Furthermore, since all Hall viscosity coefficients are Todd, we can easily deduce the effect of the composite symmetry P T : it flips the sign of Θ andΘ, while leaving the other Hall viscosities invariant. This means that in systems with P T symmetry but neither P or T individually, there are only four possible nonzero viscosity coefficients, η H ,η H , γ, andγ. This is consistent with the symmetry analysis of Refs. 10 and 45. We will often work with P T -invariant systems, where we can say in general that Θ =Θ = 0.
The analysis so far was done for parity symmetry defined to be the mirror reflection M x . For a more general reflection axis, it is still true that four viscosity coefficients are parity odd, and two viscosity coefficients are parity-even. More concretely, let us consider the reflection M Rx defined as
in terms of the rotation matrix R(θ) in Eq. (15) . Under this reflection, the Clebsch-Gordan tensor δ is invariant, is odd, and the coefficients (σ x , σ z ) transform as
meaning that the linear combination cos θσ z − sin θσ x is invariant under M Rx , while the linear combination cos θσ x + sin θσ z is odd under M Rx . It follows then that η H ,η H as well as
are odd under M Rx , while the orthogonal linear combinations
are even under M Rx . Our previous results on PT symmetry thus readily generalize by replacing γ,γ, Θ andΘ by their transformed counterparts (98-101) respectively. We are now able to begin a discussion on the viscosity of lattice and continuum systems, keeping the constraints provided by rotational and P T symmetries in mind. When dealing with systems with internal degrees of freedom, such as spin or pseudospin, it will be important to establish the representation of rotations and reflections in order to ultimately verify the symmetries of the viscosity tensor.
V. FREE FERMIONS: HALL VISCOSITY AND BERRY CURVATURE
Using this general formalism, we can now examine the Hall viscosity in anisotropic free-fermion systems, both in the continuum and on the lattice. We take as our unperturbed Hamiltonian
Below we will first consider the stress response in anisotropic continuum systems, where f nm (k) can be any smooth function of k. Second, we will consider lattice systems, where f nm (k) satisfies the additional reciprocal lattice periodicity constraints. In both formalisms, we will see how the Hall viscosities simultaneously capture the effects of Berry curvature and internal angular momentum.
A. Continuum Viscosity
For a continuum free-fermion system with Hamiltonian Eq. (102) we can compute the stress tensor explicity from the form of the strain generator Eq. (21) and the definition (22) to find
Equilibrium Stress
Before inserting this expression into the Kubo formula Eq. (72), it is worth looking at some general properties of the free fermion stress. First, let us reiterate that for a rotationally invariant system, (104) guaranteeing that the stress tensor will be symmetric in this case. Next, let us look at the equilibrium stress T µ B,ν 0 in a zero temperature ground state with chemical potential E F . We introduce the diagonalizing unitary transformation
where α (k) are the single-particle eigenvalues of H 0 . This transformation allows us to write the single-particle Green's function as
where n F is the Fermi distribution function. Taking the ground state average of Eq. (103) and using Eq. (106) yields, after some simplification
Importantly, the spin stress does not contribute to the ground state average, since the average of a commutator of (finite rank) operators vanishes. Using this expression, we can prove an important theorem about the ground state stress in a continuum free-fermion system,
In words, this means that the average stress of a free fermion system is isotropic. To prove this, let us first rewrite Eq. (107) as an integral over momentum space,
where v µ α ≡ ∂ µ α is the group velocity of band α. To simplify this further, let us do a coordinate transformation to a basis of constant-energy contours. Let us write
where the new index a to run over possible disjoint branches of the inverse of α (k). Note that care must be taken due to the inverse function, and we cannot assume that partial derivatives with respect to θ and commute.
Since the number of values of the index a may depend on , we must also take care to integrate over θ and sum over a before integrating over . With these caveats in mind, Eq. (109) becomes
where |J aα | is the Jacobian determinant for the transformation, given by
Additionally, the inverse of the Jacobian matrix yields the velocity
Putting these pieces together gives
and σ z,ν µ , the integrand in (114) can be rewritten as a total θ derivative, and hence the integral vanishes. On the other hand, when contracted with δ µ ν , the integrand in (114) becomes the differential area element k aα × ∂ θ k aα dθ enclosed by the constant energy surfaces in Eq. (110). We thus conclude that
where A( ) is the momentum-space area enclosed by the constant-contour. Note that this result holds at any temperature, and even in the absence of rotational symmetry. We thus see that equilibrium stress in an anisotropic Fermi gas is isotropic. We will now make use of this result to simplify the contact term in the nondissipative stress response.
Stress response
Now we will examine the Hall stress response (74). First, let us focus on the contact term in the Kubo formula, which gives the "Hall elastic modulus. 12, 46 " Starting from Eq. (IV A) and focusing on the antisymmetric contribution to the contact term,
we can use the Jacobi identity and the Ward identity Eq. (22) to find
The commutator of strain generators can then be simplified using the algebra Eq. (30) . We find using the kinetic Ward identity Eq. (12)
Finally, using the results of Eq. (107) that
we see that
Thus, the anisotropic free fermi gas does not have a Hall elastic modulus. This is consistent with the interpretation of the continuum free fermi gas as a fluid, and should be contrasted with the results of Ref. 12 for a quasi-two dimensional system. Finally, we can compute the Hall viscosity of the continuum free Fermi gas,
Since all the operators in the Kubo formula (72) are single-particle operators, we can evaluate the viscosity using the single-particle Green's function Eq. (106).It is convenient to evaluate separately the two contributions
where we define the kinetic viscosity η H kin to be the time integral evaluated with the kinetic (or strain) stress tensor T µ ν only, and η H int to be the contributions to the viscosity from the internal angular momentum. Because the spin stress in Eq. (103) is purely antisymmetric, it does not contribute to the symmetric viscosity coefficients η H ,γ, orΘ, which cam be extracted entirely from the kinetic contributions. Evaluating the kinetic contribution first, we can insert a complete set of states and use the eigenbasis Eq. (105) to carry out the time integral. We find that
In the limit of zero frequency and zero temperature. This expression simplifies considerably. Recalling that the Berry connection A αβ is given by
in terms of the single-particle eigenstates |u αk , we find that at zero temperature
where Ω is the non-Abelian Berry curvature viewed as a matrix in the space of occupied states at k 47 , and occ denotes an integral over occupied states. Recalling Eq. (78) and noting again that (η H kin ) µ λ ν ρ is the only contribution to the symmetric Hall viscosity coefficients, we find that
We see that the coefficients η H ,γ, andΘ are given by the quadrupole moments of the Berry curvature. This is one of the main results of this work. Note that since the Berry curvature tr(Ω) is P T -even, we see here explicitly thatΘ is P T -odd while η H andγ are P T -even, consistent with the results of Section IV C.
However, note that our expression Eq. (125) is antisymmetric on the indices µ and λ. From our discussion in Eq. (86), we see that this is precisely the tensor structure for a term that does not contribute to the equations of motion. That is, we see from (80) for the viscous forces that the antisymmetric viscositiesη H , γ, and Θ computed from Eq. (125) exactly cancel the viscous forces due to the symmetric viscosities (126-128). This leads us to our second main result, namely that the continuum Hall tensor is entirely determined from the internal angular momentum contribution to the stress. This holds true even at finite frequency and temperature, due to the antisymmetry of Eq. (123) under the exchange of µ ↔ λ.
At zero frequency and temperature, we can evaluate the remainder of the Kubo formula in a simplified form. Using the same spectral decomposition leading to (123) we find in the limit of zero frequency and zero temperature that
where we have introduced
as the matrix elements of the internal angular momentum in the basis of single-particle energy eigenstates |u αk . To see that this expression is gauge-invariant, we can rewrite it in terms of projectors
onto the set of occupied bands to find
In this form, invarinace under unitary transformations in the space of occupied bands is manifest due to the factor of 1 − P which annihilates the inhomogeneous part of the transformation of |∂ µ u αk .
By applying the contractions introduced in Eq. (77) and recombining the kinetic and internal angular momentum contributions to the viscosity we arrive at the following relations between the barred and unbarred viscosity coefficients:
We see then that the effect of the internal angular momentum contribution to the stress tensor is, for free fermions, to shift the values of the barred viscosity coefficients relative to their unbarred counterparts. In a rotationally invariant system, the fact thatη H = γ =γ = Θ =Θ = 0 implies
Before moving on to discuss the analogous expressions in the lattice formalism, let us attempt to recast Eqs. (126- 
where σ AHE is Haldane's expression for the Fermi-surface contribution to the anomalous Hall conductvitiy. Note that rotational symmetry was essential in deriving this expression, since only for rotationally invariant systems is the Fermi momentum independent of position along the Fermi surface. In addition to the Fermi surface contribution, however, we are left with an additional bulk contribution given by the second term. For rotationallyinvariant systems each of these is separately gaugeinvariant (mod 2π), and neither is in general zero.
We can see here that the obstacle to obtaining a purely Fermi-surface expression for the Hall viscosity arises from the explicit factors of k in the integrands (126-128). Once we consider a fully anisotropic system, the situation becomes even worse: the Fermi surface and bulk terms will no longer be separately gauge invariant, and only the difference in Eq. (146) remains physically meaningful.
B. Lattice Viscosity
Next, let us turn to the lattice version of the Kubo formula for viscosity Eq. (IV A). For free fermions, our starting point is the lattice stress tensor given in Eq. (58), which we repeat here:
The fundamental differences between this and the continuum expression Eq. (103) are the replacement of k µ by sin(k · a µ )/|a µ |, and the factor of cos k · a µ in the spinstress. These similarities in structure allows us to repeat much of the same logic as in the continuum case for evaluating expectation values of the stress tensor and commutators. In particular, the single particle lattice Green's function G nm (k) has a form identical to Eq. (106), with α and U αn periodic functions of k. As in Sec. V A, we will evaluate the equilibrium stress, Hall elastic modulus, and Hall viscosity for a generic free-fermion lattice system.
Equilibrium Stress
Let us begin by evaluating the ground state average T µ B0,ν 0 . As in the continuum case, we find using Eq. (106) that the average of the spin-stress term vanishes, and
Unlike in the continuum, a coordinate transformation such as Eq. (110) does not simplify our lives for two reasons. First, in the Brillouin zone constant energy countours may form non-contractible closed curves, rendering the coordinate transformation ill-defined. Second, even for contractible Fermi pockets, we can no longer exploit symmetry to explain the vanishing of the integral due to the sin function. As such, we cannot conclude that the average stress is isotropic in a lattice system. This is reasonable, since in a fundamental sense a lattice system is generically similar to a solid. Note, however, that in the "lattice gauge theory" continuum limit with |a µ | → 0, the stress tensor acquires a continuum form, and so we recover an isotropic expectation value. This supports the notion that at wavelengths long compared to the lattice spacing (i.e. for metallic systems with small Fermi surfaces) we recover a hydrodynamic picture of electron transport. However, if we assume that our Hamiltonian has 3-fold or higher rotational symmetry, we can greatly constrain the average stress. To see this, we follow the logic of Sec. IV C. Writing in general
We see that the coefficients (T x , T z ) must transform in a nontrivial representation of the group of n-fold rotations whenever n ≥ 3. Since these quantities must be scalars by definition, we conclude that T x = T z = 0 in the presence of more than threefold rotational symmetry. Furthermore, mirror symmetry (along any direction) forces T = 0 by the same logic.
Stress Response
Let us now move on to examine the Hall response of lattice stress response the Kubo formula (72). As in the continuum, we will separately analyze the contact term and the time-integral contribution to the response function. Starting with the contact term, we will be rather brief. Unlike in the continuum, the lattice strain generators J µ L,ν do not form a closed algebra. As such, while we can still use the Jacobi identity to write the Hall con-tribution of the contact term as
we cannot reduce this to an expression involving only the ground state average of the lattice stress tensor. Instead, we have
We can then insert this expression into Eq. (151). Fortunately, like in the continuum the internal angular momentum does not contribute to the contact term. We find
which we cannot simplify further in general.
For the Hall viscosity Eq. (121), we are considerably more lucky. To evaluate the Kubo formula, it is convenient to treat the kinetic and internal angular momentum contributions to the stress tensor separately. We can write
where (η H kin ) µ λ ν ρ is defined by Eq. (121) with only the kinetic contribution to the stress tensor included. For the kinetic contribution, we can follow the same logic as in Sec. (V A). We find in complete analogy with that section (η H kin ) µ λ ν ρ = 1 4π 2 occ d 2 k sin k · a ν sin k · a ρˆ µλ tr(Ω) (155) Thus, like in the continuum, the strain viscosity is related to (periodic) moments of the trace of the Berry curvature. Next, we can compute the internal angular momentum contributions to the viscosity. Unlike in the continuum, these will contribute to both the "barred" and "unbarred" viscosity coeffiicents (since, as noted in Sec. III, the internal angular momentum contribution to the stress tensor is not purely antisymmetric on the lattice). Following the computation in Sec. V A, we find that at zero temperature 
, and we view this internal degree of freedom as a real spin. Note that we use v for two-dimensional vectors, and v for three-dimensional vectors. The single-particle eigenvalues and eigenfunctions of this Hamiltonian have the well-known form
Since we view σ, σ as real spin, rotations in the plane are generated by both the kinetic angular momentum and the internal angular momentum operator given by
Using Eq. (103), we can compute the Belinfante stress tensor for this model. We find
We will use this to evaluate the viscosity for both isotropic and anisotropic systems
Isotropic Dirac Point
Let us first focus on the isotropic case
with m a constant mass. This choice of d corresponds to an isotropic massive Dirac fermion in two dimensions. The stress tensor in our formalism for this case coincides with the usual Belinfante tensor for a Dirac theory 31
where, since this is a flat-space expression, the distinction between upper and lower indices is immaterial. We have also suppressed the σ, σ indices on the Pauli matrices for notational convenience. Since this system is invariant under continuous rotational symmetries, and the stress tensor is symmetric, we can make use of Eqs. (126-128) and (134-136) to evaluate the viscosity. In fact, the symmetry of the problem immediately implies that only η H can be nonzero. Let us consider the Fermi level E F in the lower band of the model. We can write the Berry curvature for this band as
Substituting this into Eq. (126), we find
consistent with the known result 22, 48 . Because the energy spectrum of a Dirac fermion is unbounded from below, we need to introduce a momentum cutoff to evaluate this expression. Perhaps more useful, however, is to examine the differential viscosity
the derivative of the Hall viscosity as a function of chemical potential. Since we assumed that only the lower band is occupied, this expression is valid only when
Finally, when the Fermi surface is in the upper band
where we have used the fact that Ω + = −Ω − .
C4 Warping
Next, let us consider an anisotropic Dirac Hamiltonian with only fourfold rotational symmetry. The simplest such model is given by
The stress tensor determined from Eq. (167) is
Since this model does not have continuous rotational symmetry, even the Belinfante stress tensor has an explicit antisymmetric contribution. Since we still have fourfold rotational symmetry, however, we expect the only nonzero viscosities to be η H andη H . To compute these, we note that in addition to Eqs. (158-164), the expression Eq. (170) also holds true even for this anisotropic model. Using this along with either the expressions Eq. (126) and (134) or directly from the Kubo formula (72) we find that when the chemical potential is in the valence band
As in the isotropic case, these integrals require a momentum cutoff to be evaluated, although in the interest of brevity we will not pursue this further in this section. The physically relevant combination η H tot = η H +η H that determines the Hall tensor (85) and viscous forces (80) is then
(183) We see that in addition to the isotropic contribution proportional to |k| 2 , the integrand also contains the rotational-symmetry breaking function k 4
x + k 4 y and k 6 x + k 6 y , which make the fourfold rotational symmetry manifest.
C2 Symmetry
Finally, we will consider a simple model with only twofold rotational symmetry, by taking
Becuase this system differs by only a momentum rescaling from an isotropic Dirac point, the calculation of the viscosity coefficients proceeds in much the same way as in Sec VI A 1, with the exception being that now theη H viscosity is non-zero. Although the stress tensor is now
which contains an explicit antisymmetric contribution, we find for the total Hall viscosity an analogous expression to the unbarred Hall viscosity for the isotropic case in Sec VI A 1. It is given by
We have introduced transformed coordinates u x = v x F k x and u y = v y F k y , and we have also introduced the geometric mean
Thus we see that for this simple C 2 symmetric model, the total Hall viscosity matches the isotropic result upon replacing the isotropic Fermi velocity with the geometric mean of the two anisotropic Fermi velocities.
In the next section, we will examine a latticeregularization for the Dirac Hamiltonian Eq. (157), which is of considerable interest in its own right as a model for a Chern insulator. We will highlight what differs between the lattice and continuum models, and show how to take the continuum limit of the lattice viscosities in the limit of large bandwidth.
B. Lattice models for a Chern insulator
We now move to our first example without full translational invariance -a square lattice Chern insulator. We take for our Bravais lattice vectors
and thus we can avoid the complications associated with non-Cartesian bases. This model represents the lattice regularization of the massive Dirac fermion in the previous section -heuristically, we map the momenta in to crystal momenta k µ → sin(k · a µ ) = sin(k µ a) and add a momentum-dependent mass to the model. We 
This model still has internal degrees of freedom that need to be taken into account when considering rotations of the system, meaning that the generator of rotations is the full angular momentum operator Eq. (17) , and the proper rotation operator is thuŝ
The orbital rotation matrix is of the usual form R orb (φ) ∈ SO(2) as in Eq. (15) . The square lattice Chern insulator model we have described is always invariant twofold rotations. The point group that leaves the Hamiltonian invariant is therefore C 2 . When t = t , the model acquires a fourfold rotational symmetry as well, expanding the point group to C 4 . The model also always has P T symmetry, which can be represented as
where K is complex conjugation, and P T takes k x → −k x and leaves k y invariant. For any m = 0, ±2r, this model is fully gapped. When |m| ≥ 2r the valence and conduction band have Chern number zero, while when |m| ≤ 2r the valence and conduction band each have Chern number of magnitude 1. The stress tensor, computed with Eq. (147) in components is then given by (196) The first two terms above are the stress tensor calculated from the purely kinetic part of the strain generator and are therefore labelled (T kin ) λ ρ whereas the spin contribution is given by (T spin ) λ ρ . We make this distinction to stress the importance of including the spin contribution for viscosity computations -showing the difference between what we call the kinetic viscosity (η calculated from solely the strain part of the stress tensor) and the overall viscosity. We can tailor the Kubo formula Eqn. (72) to our system by writing
Above, and henceforth, we use the notation 4, 4] for the C4 symmetric Chern insulator. We fix the hopping parameters t = r = 1 and set the lattice constant a = 1. The viscosity is measured in units of /a 2 . We see that each viscosity is odd in the mass parameter m, and all go to zero as |m| → ∞.
We focus on the linear combinations of the viscosity tensor which enter into the Hall tensor (85). For this gapped, time-reversal odd model the isotropic contribution to the Hall tensor is given by the sum of the two isotropic Hall viscosities:
In general, the anisotropic components γ andγ may also be non-zero, and they are given by the opposite combination of components γ total = γ +γ = 1 2 η 1 1 1 2 + η 2 2 2 1
(201)
We can view the above as a measure for the anisotropy of a system -in particular, it represents how far away a system is from having fourfold rotation symmetry.
C4 (t=t') system
We start by considering the C 4 symmetric system with hoppings t = t . First, we note that the Hall modulus Eq. (153) vanishes, since the integrand is odd in momentum. The total lattice Hall viscosity computed from Eqs. (197) & (200) is a non-trivial expression, which we plot as a function of m in Figure 1 . As in Ref. 22 , we see that η H ,η H , and η H total are all smooth functions of m across all phase boundaries m = 0, ±2r.
As we saw in Eq. (155), if instead we focus on the contribution to the viscosity from the kinetic stress we find that the contribution η H kin +η H kin ≡ (η H total ) kin to the Hall tensor has the property that
This is what was computed in Ref. 22 .
Continuum limit: To extract some of the underlying physics of the problem, we consider the continuum limit of this model by approximating the lattice fermion operators by slowly-varying field operators ψ ni defined around the Dirac points in momentum space K i = (k x , k y ) = {(0, 0), (π, 0), (0, π), (π, π)}:
We can proceed to compute the viscosity in this language, but must be careful as to how we do so, since the lattice strain generator Eq. (52) has momentum dependence which much be considered to find the proper stress tensor Eq. (196). To proceed, we independently expand the lattice Hamiltonian and stress tensor, compute the viscosity around each Dirac point, and then finally sum up the resulting coefficients to find the continuum Hall viscosity. To first order, the Hamiltonian for each Dirac point is given by
where v F ≡ ta and the sign coefficients about each Dirac point are given by α i x = {1, −1, 1, −1} and α i y = {1, 1, −1, −1}, and the Dirac mass changes across the points as M i = {m − 2r, m, m, m + 2r}. The dispersion for each of these points is of the same form,
The expansion of this tensor around the Dirac points can be written as
The resulting viscosity can be easily computed, noting that the Pauli matrices satisfy Im (σ a ) −+ (σ b )
Still, the only possible non-zero viscosities are η H and η H , and we need to consider their sum Eq. (200). For the expansion, we need to sum this over all the Dirac points. The general viscosity-integrand across the Dirac points is then given by We expect this continuum approximation to be accurate when the mass gap at each Dirac point is small compared to the bandwidth, meaning t m, r. In this limit, the low-energy behavior of the model is approximately that of four independent massive Dirac points. To verify this, we show in Fig. 2 a plot of the density η H total (k) for t = t = 20, m = r = 1. We see that near the Dirac points, the viscosity is isotropic and matches the form of the integrand in Eq. (173).
Returning to Eq. (208), we can introduce a momentum cutoff Λ, integrate over momentum, and sum over the Dirac points to obtain.
The momentum cut-off Λ is introduced to perform the integrals about each Dirac point, and the overall viscosity is given by a cut-off dependent piece and a universal part
Unlike in Ref. 22 , however, we see that the contributions to the viscosity above the momentum cutoff cannot be neglected. If we focus on the barred and unbarred Hall viscosities separately, we see that the end points (0, 0) and (π, π) are described fully isotropic theories, so the unbarred Hall viscosity is the only non-zero contribution (η H total ) (0,3) = η H . At the corner points, however, (π, 0) and (0, π), (η H total ) (1, 2) =η H . Thus the total viscosity from each Dirac point is the same, but the isotropic points express their viscosity through η H and the anisotropic ones express their viscosity through the rotational-symmetry breaking coefficientη H . Examining the contour plot Fig. 2 , we can interpret the roll of the momentum cutoff Λ as limiting the domain of integration to the regions of the Brillouin zone where the viscous density η H total (k) is concentrated near the (massive) Dirac points.
Therefore we see that the barred viscosity is non-zero is crucial for achieving the result Eq. (210). If we were to consider only the unbarred viscosity η H , we would be neglecting half of the physical effect of the viscosity. Our results here should be contrasted with those of Ref. 22 , which computed the kinetic viscosity η H kin only. This viscosity does not contribute to viscous forces, since as mentioned previously,η H kin = −η H kin . Nevertheless, those authors found that the continuum limit expression for η H kin is cutoff independent for the Chern insulator. Here, on the other hand, we find the equally appealing result that η H tot for the Chern insulator reduces in the continuum limit to the total viscosity of four uncoupled isotropic massive Dirac points. This is consistent with the expansion Eq. (203) about the four massive Dirac points in the model.
C2 anisotropy and comments on physical responses
With the intuition from the fourfold rotation-invariant case, we now consider the general model in Eq. (192). We first mention that this model realizes the anisotropic viscosity components γ andγ in addition to η H total (all others are forbidden by P T symmetry). We plot the total anisotropic viscosity γ total as a function of m in Fig. 3 below.
Continuum limit: Again, we consider the Dirac point expansion of the model, now noting that we can absorb the anisotropy into a non-uniform Fermi velocity v F = (ta, t a). Here, we find an analogous result for the physical viscosity:
If we make the transformations u x = v x F k x and u y = v y F k y , then the viscosity takes the same form as the isotropic case,
In the last line, we have moved to polar coordinates in u x , u y . Performing the integration yields an analogous result to Eq. (209),
As in the case of the isolated C 2 Dirac fermion, the viscosity in this case is proportional to the inverse geometric mean of Fermi velocities Eq. (190) when the Fermi velocity is non-uniform. The cutoff in this case is of the formΛ
where Λ x,y are momentum cut-offs. We are left with an analogous expression to the C 4 result, simply replacing the cut-off and fermi velocity with their anisotropic counterparts in C 2 . We saw in Fig. 3 that the lattice version of this model gives rise to anomalous viscosities γ andγ -this changes when moving to the long-wavelength continuum expansion. When summed over the Dirac points and transformed to variables u x and u y , we find strikingly for both coefficients that
As these expressions transform non-trivially under roations of the new coordinates, they vanishes upon integration over any isotropic surface. We thus have that γ = γ = 0 in the continuum limit. As in the case of the isotropic viscosity, we expect the continuum expansion to capture the behavior of the viscosity when the bandwidth is large compared to the gap. We plot the density γ total for hopping parameters t = t + 1 = 20, r = 1, m = 1 in Fig. 4 . We see that the majority of the variation in the density is captured by the quadrupolar lobes near each of the Dirac points, whose contributions integrate to zero. Beyond the momentum cutoff, this cancellation is imperfect and we recover the nonvanishing of γ total shown in Fig. 3 .
To summarize, we have found that in the continuum limit, the anisotropic viscosities of the Chern insulator vanish just as they do for a C 2 -anisotropic Dirac theory in the continuum.
C. Anisotropic superfluids
Paired superfluids, which sponetaneously break parity and time reversal symmetry in the superfluid phase, also naturally realize a Hall viscosity. If we include anisotropy in the system, these superfluids can have nonzero values for the viscosity coefficients in Eq. (78). The general mean-field Hamiltonian we work with is given by 49
The rotational symmetry group of this Hamiltonian depends on the symmetric mass tensor E ij . We can write (defining parameters α and β for the parity even and odd anisotropic perturbations, respectively)
To break time reversal symmetry, we require a complex gap function, and we consider a paired -wave complex superfluid, with gap function:
This breaks both parity and time-reversal, but is even under the composite symmetry P T , whereas the kinetic term in the Hamiltonian is only P T -even when β = 0. We can utilize a Bogoliubov transformation to find the quasiparticle excitation spectrum. In this basis, the Hamiltonian takes the form,
The transformation made was
There is a redundancy for the functions u k , v k , and we can choose a gauge in which u k is real. In this gauge, we have that
transforms as an -pole under rotations. Its magnitude is given by 49
In this gauge v k transforms in the same way under rotations as the gap ∆ k . The dispersion relation for the Hamiltonian (216) is given by
The isotropic Hall viscosity is quantized as in 29 by the mean particle number density and angular momentum per particle, while the anomalous coefficients enter at first order in the anisotropy and both depend on the integral
where E k0 = lim κ→0 E k . This is consistent with the results of Ref. 45
VII. OUTLOOK
In this work, we have extended the Kubo formalism for viscosity to systems with rotational-symmetry breaking anisotropy, discrete translational symmetry, and internal rotational degrees of freedom. At the microscopic level, we have shown that the symmetrization procedure for the stress tensor given in Ref. 28 is equivalent to the generalized Belinfante procedure in nonrelativistic field theory, which involves restricting to strain perturbations which do not change the torsion of space. Furthermore, we have argued that this choice for the stress tensor applies to systems without rotational symmetry as well. We have shown that in systems with discrete translational symmetry, it is possible to define a course-grained momentum density and stress tensor, and hence compute viscoelastic response functions. We also argued that our coarse-grained lattice formalism reduces to the continuum formalism in the hydrodynamic limit.
More generally, we have also analyzed the symmetry of the viscosity tensor, highlighting the importance of the six independent Hall viscosity coefficients. We have shown that only three linear combinations of these coefficients enter into the hydrodynamic equations of motion. The other three linear combinations can be changed by adding divergenceless terms to the viscous stress tensor, and hence they have no measurable effects in the absence of a physical principle (such as gravity) fixing the divergenceless part of the stress tensor. We show that the three linear combinations that determine the forces can be assembled into a rank two "Hall tensor" which coincides with the tensor first highlighted by Haldane in Ref. 41 . Finally, we applied our formalism to a variety of free-fermion systems, both in the continuum and on the lattice. We showed that free fermions in the continuum always have vanishing Hall elastic moduli, consistent with expectations for a fluid. We also showed that the six viscosity coefficients can be expressed in terms of quadrupole moments of the Berry curvature and matrix elements of the internal angular momentum operator. When focusing on the Hall tensor (i.e. the viscous forces), we found that the Berry curvature contribution to the viscous forces cancelled, and only the internal angular momentum contributed. We showed how this works in practice by analyzing an anisotropic Dirac fermion. We performed a similar analysis for free fermions on the lattice, and compared our results for the lattice regularized Dirac fermion (Chern insulator) with those of Ref. 22 . Crucially, we find within our formalism that the low-energy expansion of the Hall tensor in the Chern insulator coincides with the Hall tensor for four isolated Dirac fermions in the continuum, representing a consistency check on the formalism. Lastly we showed how our formalism applies to anisotropic superfluids, obtaining results consistent with the symmetry analysis of Ref. 45 .
Going forward, our results raise several important questions for the Hall viscosity of time-reversal symmetry broken anisotropic systems. First, our emphasis on viscous forces and the Hall tensor has direct relevance for experiments geared to extract the viscosity from hydrodynamic flow. As we argued, in a threefold or higher symmetric system, an analysis of flow can only ever extract the combination η H +η H = η H total that enters the Hall tensor. This fact has been overlooked in the current theoretical analysis of flow in graphene and other materials, which assume rotational symmetry. For free fermion systems, we have seen that working with only the kinetic stress leads to η H total . This implies that for free fermions the "torsional viscosity" computed with the spin connection set to zero (i.e. using only the kinetic stress) does not enter into the equations of motion for momentum transport. Furthermore, our lattice formalism suggests that the derivation of the stress tensor in low-energy theories of Bloch electrons should be revisited. The momentum dependence of the lattice strain generators Eq. (52) suggests that the displacement of Fermi surface pockets away from zero momentum (as in graphene) may have a significant effect on viscous response functions. Another interesting direction for future work is to extend our formalism to systems with an external magnetic field, and to three dimensional systems such as topological semimetals 50, 51 .
Finally, there appears to be some connection to explore between our formulation of lattice momentum transport, and the Kähler-Dirac formalism of lattice gauge theory 52 .
This discretization of the lattice derivative has the unfortunate features of not being symmetric with respect to the base point of differentiation, and of not including all nearest-neightbor lattice sites to which momentum can flow. For these reasons, we know of no justification for using Eq. (A3) in place of Eq. (41) .
Nevertheless, we can explore the consequences of Eq. (A3) on the viscosity of the Chern insulator model considered in Sec. (VI B). We find for the modified stress tensor The spin stress tensor here differs from Eq. (196) by a factor of cos k ρ a/ cos k λ a. C 4 case: For a C 4 -symmetric system with hoppings t = t , this leads to a total viscosity that is now simple enough to present η H total (k) = While the expansion of the Hamiltonian around each of the Dirac points is the same as in Eq. (204), the excpanded stress tensor now becomes The expansion of this tensor around the Dirac points can be written as We find that the cutoff-independent total viscosity obtained with this alternative Belinfante procedure coincides with the cutoff-independent kinetic viscosity computed in Ref. 22 . Again separating into the individual barred and unbarred Hall viscosities separately, we see that the end points (0, 0) and (π, π) are again described fully isotropic theories, meaning the unbarred Hall viscosity is the only non-zero contribution (η H total ) (0,3) = η H . At the corner points, however, (π, 0) and (0, π):
We see a similar picture in the general case. The anisotropic viscosities γ total are plotted in Fig. 6 . We note that for this alternative choice of stress tensor, the total anisotropic viscosity is identically zero.
The continuum expansion is also cutoff-independent with this choice of strain generator, as we see
(A10) The anisotropic viscosities are independent of this choice of strain generator (independent of the cos(k λ a) vs cos(k ρ a) prefactor in (T spin ) λ ρ ) -they are zero.
