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Abstract
Abstract: Diﬀerential privacy has become an important research area since the
ﬁrst publication about information revealing in 2003. Since then, extensive work
has been done to develop this new concept because it constitutes a rigorous and
provable privacy notion that can be implemented in various research areas. However,
even though diﬀerential privacy is considered a promising solution in the privacy
preserving community, it still suﬀers from several weaknesses. The most serious one
is that in many applications high sensitivity queries will lead to large amounts of noise,
which may signiﬁcantly decrease the utility of the dataset. The second problem lies
in the sparsity of the dataset, which will induce redundant noise when diﬀerential
privacy utilizes the randomized mechanism in the domain. The third overlooked
issue is diﬀerential privacy preserving in a coupled dataset. The coupled records will
release more information than expected, and decrease the privacy guarantee of the
dataset. Hence, these weaknesses prevent diﬀerential privacy from being applied in a
broader range of real-world applications. This thesis aims to address these issues to
make diﬀerential privacy more eﬀective and applicable.
The ﬁrst issue is overcome by proposing application-aware sensitivity. Traditional
sensitivity is only determined by the query and calibrates the maximal changes when
deleting one record in a dataset. We observe that if we take each record into con-
sideration, the maximal change will not always occur. Application-aware sensitivity
is determined by the change of each record instead of using the maximal change.
Be using this novel strategy, we can signiﬁcantly decrease the sensitivity of queries.
Theoretical analysis proves the proposed application-aware sensitivity can retain the
xiv
utility of applications while satisfying the requirement of diﬀerential privacy.
The second issue can be addressed by shrinking the randomized domain because
the noise can decrease when the randomized range is limited. We adapt the private
clustering and topic model to structure records into groups and limit the randomized
domain within each group. After this, a better trade-oﬀ between privacy and utility
can be obtained by taking advantage of the diﬀerentially private composition prop-
erties. Theoretical analysis and experimental results indicate the eﬀectiveness of the
proposed method.
For the coupled problem in diﬀerential privacy, we re-measure the sensitivity to
capture the relation among records. As most coupled records are only partially cou-
pled, we take advantage of the diverse coupled level between records and propose the
notion of coupled sensitivity, which is less than the traditional global sensitivity. We
also design an iteration based coupled releasing mechanism to save privacy budgets.
Based on the novel sensitivity and the mechanism, we propose coupled diﬀerential
privacy to answer a large number of queries for a coupled dataset as the solution.
In summary, this thesis makes three major contributions: 1) using application-
aware sensitivity to decrease noise; 2) shrinking the randomized domain to cut redun-
dant noise; 3) proposing a coupled diﬀerential privacy notion to enhance the privacy
guarantee for a coupled dataset. These contributions enable diﬀerential privacy to be
applied smoothly and eﬀectively in various applications.
Keywords: Privacy Preserving, Diﬀerential Privacy, Data Mining
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Chapter 1
Introduction
In the past decades, the collection of digital information by corporations, organiza-
tions and governments have created opportunities for researchers and decision makers.
This collected data is usually related to a speciﬁc need. For example, in the medical
arena, governments build health record systems for exchange of medical informa-
tion [39]. In e-commerce, transaction data is generated from abundant activities
including searching, browsing and online shopping [97]. A data collector, also known
as the curator, is in charge of exchanging, releasing and sharing the datasets for
further analysis [2].
However, most of the collected datasets are personally related and contain pri-
vate or sensitive information. Even curators can apply some simple anonymization
techniques, such as deleting user name or ID number to preserve privacy, with indi-
viduals sensitive information still having a high probability to of being re-identiﬁed
from the released dataset. In the early years, Latanya Sweeney et al. provided an ex-
ample of de-anonymization on a published medical dataset [81,87]. They showed that
even with all the explicit identiﬁers removed, individuals can still be re-identiﬁed by
linking with another public vote list dataset through the combination of zip code,
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date of birth and gender. The information the adversary can link with is de-
ﬁned as the background information [87]. Lots of literatures suggests that with
the background information, the combination of several attributes may re-identify an
individual [20, 41, 91, 92]. By doing this, Narayanan [67] partially de-anonymized
the Netﬁx, a movie rating dataset, by linking with another movie dataset, IMDB.
Mudhakar et al. [85] de-anonymized mobility traces by using social networks as their
background information. Stevens et al. [47] exploited Skype, a popular P2P commu-
nication software to invade users’ location and sharing of information. All of these
examples show that simple anonymization is insuﬃcient for privacy preserving. The
adversary with background information will be able to identify the individual’s records
with high probability. A more rigorous privacy preserving is desired to guarantee sen-
sitive personal information.
Research communities have proposed various methods to preserve privacy [2, 55,
89], and have designed a number of metrics to evaluate the privacy level of these
methods. The methods and their privacy criteria are deﬁned as the privacy model.
The most popular privacy model is the k-anonymity model [81, 87]. It partitions
the dataset into a number of equivalence groups in which every record has the same
attribute values with at least K − 1 other records. There are a number of other
privacy models. For example, the l-diversity [57] privacy model ensures at least l
diverse values exist for the sensitive attribute. The t-closeness [50,51] model requires
the sensitive attribute distribution in each group should not deviate from that of
the whole dataset by more than t. The δ-presence [68] bounds the probability of
inferring the presence of any individual’s record within a speciﬁed range. However,
the vulnerability of these models lies in the fact they can be easily compromised
2
by uncontrollable background information [90]. Moreover, they can hardly prove the
privacy they can preserve, namely, they lack a solid theoretical foundation to evaluate
the privacy level of the released dataset.
Fortunately, diﬀerential privacy oﬀers a rigorous deﬁnition of privacy with a set
of technologies that satisﬁes the deﬁnition. It is a solid privacy model that provides
a provable privacy guarantee against the worst-case background information. It as-
sumes all records are independent and identically distributed (I.I.D) in a universe
and that the adversary knows all other records in a dataset except one record. This
background information can be considered the worst-case background because this is
the maximal background information he can obtain for that unknown record. Under
this assumption, diﬀerential privacy theoretically proved the adversary has low prob-
ability to ﬁgure out the unknown record even with this worst-case background [21].
Consequently, diﬀerential privacy has been considered a promising privacy preserving
technique due to its strong and provable privacy guarantee.
1.1 Diﬀerential Privacy
Diﬀerential privacy acquires the intuition that releasing an aggregated report should
not reveal too much information on any individual record in the dataset [21]. This
can be achieved using randomized mechanisms whose output distribution remains
almost unchanged even with an arbitrary individual record deleted. More precisely,
the randomized mechanism contains adding calibrated noise to the query output
or randomizing all possible outputs in the domain. These mechanisms are usually
implemented in four basic scenarios, as depicted in Fig. 1.1.
According to Fig. 1.1, all scenarios contain two phases: data collection and data
3
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analysis, separated by the trust boundary. In the data collection phase, the trust-
worthy curator collects personal information from individuals. In the data analysis
phase, the collected dataset will be distributed to the untrusted users. Here, the
data analysis usually includes data release and data mining. Accordingly, we have
Diﬀerentially Private Data Releasing and Diﬀerentially Private Data Mining.
1.1.1 Diﬀerentially Private Data Release
In the scenario of diﬀerentially private data release (PPDR), after collecting personal
information, the curator will release the dataset to users or a third party for further
analysis. There are two settings to perform the releasing procedure: the interactive
setting as described in Fig. 1.1a, and the non-interactive setting as described in
Fig. 1.1b.
In the interactive setting, the curator puts an interactive diﬀerential privacy in-
terface between the users and the dataset to resolve the queries from the users, to
provide randomized query answers for the privacy purpose. In the non-interactive
setting, the curator modiﬁes the raw dataset and then releases a sanitized version to
public users. After sanitation, the dataset is released for direct access or for queries
in various forms, such as the contingency table or multi-dimensional histograms.
PPDR emphasizes the publishing of individual records without considering speciﬁc
algorithms that public users might use. This research has been focused on how to
modify the original dataset or the queries with the guarantee of diﬀerential privacy
while preserving an acceptable dataset utility.
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1.1.2 Diﬀerentially Private Data Mining
In the scenario of diﬀerentially private data mining (PPDM), the curator tries to
learn the statistical facts about the data records to build data mining models for
users. In most cases, the curator may not be a data mining expert, so he may deliver
the dataset to the data miner for further analysis.
For diﬀerent types of data miners, there are two possible solutions and both have
to pre-determine the data mining tasks: The ﬁrst solution considers the data miner
as an untrusted party, so the curator only provides a diﬀerentially private interface
to present basic operators to the data miner, who uses the noisy results to create
models. This procedure is shown in Fig. 1.1c. Since the essential task in data mining
is the construction of models on aggregated data, the data miner can construct ap-
proximately accurate models without access to the precise information on individual
records.
Another solution is presented in Fig. 1.1d, which allows the trustworthy data miner
to build a model from the original dataset using speciﬁc privacy preserving data
mining algorithms. A diﬀerential privacy mechanism will be implemented in data
mining algorithms to ensure the ﬁnal model will not disclose any sensitive individual
information.
PPDM emphasizes the accuracy of the data mining models and each diﬀerentially
private mechanism will be adapted to a speciﬁed data mining algorithm. Research
works has concentrated on how to modify the data mining algorithm to satisfy dif-
ferential privacy while retaining a high mining accuracy [28].
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1.2 Challenges and Research Objectives
1.2.1 Challenges
Even diﬀerential privacy is considered as a promising privacy preserving solution, it
still has some challenges:
• The most serious challenge is that in many applications, queries with high
sensitivity in many applications will lead to large amounts of noise, which may
decrease the utility of the dataset signiﬁcantly. The noise added by diﬀerential
privacy is calibrated by the sensitivity of the query. Simple queries such as
count or sum introduce minor noise, which has low eﬀect on the utility. However,
queries with high sensitivity are involved in many real world applications, such
as the similarity measurement in the recommender system. How to decrease the
noise for queries with high sensitivity is the essential challenge for diﬀerential
privacy.
• The second challenge lies in the sparsity of the dataset. When diﬀerential
privacy utilizes the randomized mechanism, the sparse dataset will induce re-
dundant noise. Randomization is an essential diﬀerential privacy mechanism
that allocates diﬀerent probabilities to every possible output of a query and
then samples one output according to the probabilities. If the dataset is sparse,
there will be a lot of possible outputs and the randomization mechanism will
introduce a massive amount of errors compared to the non-private mechanism.
• The third challenge is diﬀerential privacy preserving in a coupled dataset. Ex-
isting research on diﬀerential privacy assumes that in a dataset, data records
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are sampled independently. However, in real-world applications, data records
in a dataset are rarely independent [14]. A traditional diﬀerentially private
technique performed on a coupled dataset will disclose more information than
expected, and this indicates a serious privacy violation [44]. Although recent
research has been concerned with this new privacy violation, it does lack a solid
solution for the coupled dataset. Moreover, how to decrease the large amount of
noise incurred by diﬀerential privacy in a coupled dataset remains unexplored.
In summary, these challenges prevent diﬀerential privacy from being applied in a
broader range of real-world applications. This thesis aims to address these issues to
make diﬀerential privacy more eﬀective and applicable.
1.2.2 Research Objectives
To address the above challenges, this thesis aims to achieve a breakthrough in extend-
ing the theory of diﬀerential privacy to enable its eﬀective applicability in real world
applications. The approaches will involve the extension of the data release mechanism
to accommodate varies applications ranging from collaborative ﬁltering and tagging
recommendation to those involved with a coupled dataset, in addition to the devel-
opment of application-aware sensitivity that is insensitive to the utility loss. More
speciﬁcally, the research issues of this thesis are:
How to deﬁne application-aware sensitivity? The large amount of noise in-
troduced by diﬀerential privacy in many applications is derived from queries
with high sensitivity. Traditional sensitivity measurement may not be suitable
for these queries due to high dimensional input. For example, in applications
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such as collaborative ﬁltering and tagging recommendation, the similarity query
plays a vital role but has a high sensitivity, and this leads to large utility loss
when using a traditional sensitivity measurement. How to deﬁne appropriate
sensitivity is an essential issue to be addressed.
How to shrink the randomized domain for a sparse dataset? The sparsity of a
dataset will induce redundant noise when diﬀerential privacy utilizes the ran-
domized mechanism in the domain. The most eﬃcient way is to decrease the
noise to shrink the scale of the randomization mechanism. Previous work ap-
plied dataset partition or clustering to limit the randomized scale. However,
these methods fail to retain the structure or the semantics of the dataset. Es-
pecially for a tagging recommendation, that contains a unique structure among
users, tags and items, the problem is how to shrink the domain in this structure
and retain the semantics of the dataset.
How to accommodate coupled information in a diﬀerential privacy mechanism? A
coupled diﬀerential privacy solution will involve the coupled information iden-
tiﬁcation, sensitivity measurement and the design of data release mechanism.
The diﬃculty is that the dataset may be coupled in diﬀerent ways. How to
identify this information and incorporate the coupled information into diﬀeren-
tial privacy remains unexplored. This thesis will investigate these problems by
proposing an eﬀective iterative based mechanism for coupled datasets.
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1.3 Thesis Outline
This section aims to establish the structural organization of the thesis. According
to three research issues of this thesis: application-aware sensitivity, shrinking the
domain and dealing with the coupled dataset, the content of each chapter is organized
as follows:
• Chapter 2 presents a comprehensive survey on the development of diﬀerential
privacy, including relevant concepts, assumptions, and emerging techniques in
this area. Eﬀorts have been given to identify various research directions and
emerging research issues. This chapter will also explore open challenges.
• Chapter 3 focuses on the application-aware sensitivity issue in the context of
neighbourhood-based CF methods. This chapter speciﬁcally investigates how
to design a diﬀerentially private recommender system by proposing a Private
Neighbor Collaborative Filtering (PNCF) algorithm. The algorithm includes
the Private Neighbor Selection to provide a private recommender system, and
Recommendation-Aware Sensitivity is introduced to decrease the noise brought
into the recommendation results.
• Chapter 4 proposes a novel Private Topic Model to address the domain shrink-
ing issue for tagging recommendations. This chapter focuses on how to preserve
privacy for a tagging recommender system by using a private topic model to
randomize the released tagging dataset. This chapter also proposes a privacy
preserving tag releasing algorithm, PriTop, which includes three privacy pre-
serving operations: Private Topic Model Generation structures the uncontrolled
tags, Private Weight Perturbation adds the Laplace noise into the weights to
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hide the numbers of tags, while Private Tag Selection ﬁnally ﬁnds the most
suitable replacement tags to hide the original tags.
• Chapter 5 addresses the privacy issue for coupled datasets. It proposes an eﬀec-
tive coupled diﬀerential privacy solution by deﬁning the coupled sensitivity and
designing a coupled data releasing mechanism. With consideration of the cou-
pled degrees among records, the proposed coupled sensitivity can signiﬁcantly
decrease the noise compared to the traditional global sensitivity. The coupled
data releasing mechanism is designed based on an iterative method to answer a
large number of queries. Compared with the traditional method, the proposed
coupled diﬀerential privacy solution enhances the privacy guarantee for coupled
datasets with less accuracy costs.
• Chapter 6 summarizes the contributions of this thesis, and presents some pos-
sible suggestions and extensions for future research.
To maintain the readability, each chapter is organized in a self-contained format,
and some essential contents, e.g. deﬁnition, are brieﬂy recounted in related chapters.
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Chapter 2
Diﬀerential Privacy
This chapter provides an extensive literature review on diﬀerential privacy by tracing
research trends and chronologically reviewing the contributions along each research
line regarding diﬀerential privacy.
2.1 Preliminaries
2.1.1 Notation
Let D be the dataset with n records and d attributes; and let variable r represent a
record sampled from a universe X ; Two datasets D and D′ are neighboring if they
have the same cardinality but diﬀer in only one record. The size of dataset D is
deﬁned as |D|=∑r∈X D(r), which will be typically regarded as an unordered set of
n records from domain X .
A query f is a function that maps dataset D to a real number: f : D → R.
A group of queries is denoted as F . Diﬀerential privacy provides a randomization
mechanismM to mask the diﬀerence of query f between the neighboring datasets [23].
The maximal diﬀerence on the results of query f is deﬁned as the sensitivity Δf ,
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which determines how much perturbation is required for the answer. The M can be
considered as a randomization algorithm that accesses the database and implements
some functionality. For example, we add noise λ to the query result, and output the
noisy answer denoted by a ‘hat’ over the notation: fˆ(D) denotes the randomized
answer of querying f on D.
2.1.2 Diﬀerential Privacy
Diﬀerential privacy acquires the intuition that releasing an aggregated result should
not reveal too much information about any individual record in the dataset [21]. A
formal deﬁnition of diﬀerential privacy is as follows [23]:
Deﬁnition 1 ((, τ)-Diﬀerential Privacy). A randomized algorithm M gives (, τ)-
diﬀerential privacy for any pair of neighboring datasets D and D′, and for every set
of outcomes Ω, M satisﬁes:
Pr[M(D) ∈ Ω] ≤ exp() · Pr[M(D′) ∈ Ω] + τ (2.1.1)
where Ω denotes the output range of the algorithm M. If τ = 0, the M preserves
-diﬀerential privacy.
(, τ)-diﬀerential privacy provides freedom to violate the strict -diﬀerential pri-
vacy for some low probability events. For example, a certain dataset may have zero
probability on some outputs, but for neighboring datasets, the probability on these
outputs can be non-zero. This violation probability will be limited by the parameter
τ . The -diﬀerential privacy provides a stricter guarantee than (, τ)-diﬀerential pri-
vacy does. Since we do not intend to weaken the deﬁnition of -diﬀerential privacy
substantially, for the rest of the thesis, we are interested in -diﬀerential privacy.
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2.1.3 The Privacy Budget
In Deﬁnition 1, parameter  is deﬁned as the privacy budget [33], which controls the
privacy guarantee level of mechanism M. A smaller  represents a stronger privacy.
In practice,  is usually set as less than 1, such as 0.1 or ln 2.
Two privacy budget compositions are widely used in the design of mechanisms [63]:
the sequential composition and the parallel composition, as deﬁned in Def. 2 and Def. 3,
respectively.
Deﬁnition 2. Sequential Composition: Suppose a set of privacy stepsM = {M1, ...Mm}
are sequentially performed on a dataset, and each Mi provides  privacy guarantee,
the M will provide (m · )-diﬀerential privacy.
The sequential composition undertakes the privacy guarantee for a sequence of
diﬀerentially private computations. When a series of randomized mechanisms have
been performed sequentially on a dataset, the privacy budgets will be added up for
each step.
Deﬁnition 3. Parallel Composition [63]: Suppose we have a set of privacy steps M =
{M1, ...Mm}, if each Mi provides i privacy guarantee on a disjointed subset of the
entire dataset, the parallel of M will provide max{1, ..., m}-diﬀerential privacy.
The parallel composition corresponds to a case where each Mi is applied on dis-
jointed subsets of the dataset. The ultimate privacy guarantee only depends on the
largest privacy budget.
14
2.1.4 The Sensitivity
Sensitivity is a parameter determining how much perturbation is required in the
mechanisms. For example, when we release a speciﬁed query f of dataset D, the
sensitivity will calibrate the noise for f(D). Two types of sensitivity are employed in
diﬀerential privacy : the global sensitivity and the local sensitivity.
The Global Sensitivity
The global sensitivity is only related to the type of query f . It considers the maximal
diﬀerences between query results on neighboring datasets, and indicates how much
the diﬀerence should be hidden in mechanisms. The formal deﬁnition is as below:
Deﬁnition 4 (Global Sensitivity). For query f : D → R, the global sensitivity of f is
deﬁned as
ΔfGS = max
D,D′:d(D,D′)=1
||f(D)− f(D′)||1 (2.1.2)
Global sensitivity works well when we release queries with low sensitivity, such as
count or sum queries. For example, the count query normally has ΔfGS = 1, which
is much smaller than the true answer. But for queries such as median, average, the
global sensitivity yields high values. We will then resort to the local sensitivity for
those queries [69].
The Local Sensitivity
Local sensitivity calibrates the record-based diﬀerences between query results on
neighboring datasets and also satisﬁes the diﬀerential privacy deﬁnition [69]. The
local sensitivity is deﬁned as below:
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Deﬁnition 5 (Local sensitivity). For query f : D → R, local sensitivity is deﬁned as
ΔfLS = max
D′
||f(D)− f(D′)||1, (2.1.3)
Compared to the global sensitivity, local sensitivity has the following property:
ΔfGS = max
δ
fLS, (2.1.4)
which generates less noise for queries with high sensitivity.
For queries such as count or range, the local sensitivity is identical to the global
sensitivity. Because the signiﬁcant literature is concerned with the count or range
queries, for simpliﬁcation, we do not diﬀerentiate global sensitivity and local sensitivity
in this thesis.
2.1.5 The Principle Diﬀerential Privacy Mechanisms
Two popular mechanisms exist to achieve diﬀerential privacy : the Laplace mechanism
and the Exponential mechanism. The ﬁrst one is suitable for numeric queries and the
latter is suitable for non-numeric queries.
The Laplace Mechanism
The Laplace mechanism relies on adding controlled noise to the query result before
returning it to the user [25]. The noise is sampled from the Laplace distribution,
which is centered at 0 with scaling b. The corresponding probability density function
is:
p(x) =
1
2b
exp(−| x |
b
). (2.1.5)
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Deﬁnition 6 (Laplace mechanism). Given a function f : D → R over a dataset D,
the computation provides the -diﬀerential privacy.
M(D) = f(D) + Lap(Δf

) (2.1.6)
where Δf represents the sensitivity of query f .
The Exponential Mechanism
The Exponential mechanism [63] focuses on non-numeric queries, pairing with a score
function q(D,ψ) that represents how good an output ψ is for dataset D. The choice
of score function is application dependent. Diﬀerent applications lead to various score
functions. The Exponential mechanism is formally deﬁned as below:
Deﬁnition 7 (Exponential mechanism). Let q : (D,ψ) be a quality function of dataset
D that measures the score of output r ∈ R. Then an Exponential mechanism M is
-diﬀerential privacy if:
M(D) = {return r with the probability ∝ exp(q(D, r)
2Δq
)} (2.1.7)
where Δf represents the sensitivity of query f .
2.2 Diﬀerentially Private Data Release
The primary goal of a diﬀerentially private data release is to release aggregate statis-
tics on a dataset without disclosing any individual record. Depending on the sequence
of answers for the query set, there are two settings utilized in the mechanisms: the
interactive setting and the non-interactive setting [22]. Subsections 2.2.1 and subsec-
tion 2.2.2 will present these two settings, respectively.
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The goal of non-interactive setting research is to improve the accuracy of the query
results. Existing research has been carried out along four research lines: the ﬁrst line
of research is associated with the query release, such as batch queries release [48]
and group-based release [65]. The second research line is group-based techniques in
the data release [65]. The third research line is interested in the contingency table
release [4]. The fourth research line tries to release a synthetic dataset [11].
2.2.1 Interactive Data Release
Interactive data release can be described as follows: if a curator has a dataset D and
a set F of queries, a data release mechanism is required to answer each query fi ∈ F
one by one until the privacy budget is used up. In other words, a query fi will only
be answered after the answer of the previous query fi−1 is released. The performance
of the mechanism is measured by accuracy. The interactive data release focuses on
how to answer as many queries as possible with a proper accuracy.
The accuracy of the mechanism output is measured by the accuracy parameter α,
which represents the expected distance between the true answer and the randomized
output. For any query f ∈ F , the accuracy of mechanism M should satisfy the
Eq. 2.2.1:
Prf∈F [|f(D)−M(f(D))|≤ α] ≥ 1− δ, (2.2.1)
where δ is a constant less than 1/2. In this equation, f(D) represents the query result
of f , while M represents the perturbation on query result f(D). A less α leads to a
higher accuracy.
The research interests in interactive data release have mainly been mechanism
design and histogram release. We will present these in the following subsections.
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Mechanism Design for Interactive Data Release
Mechanism design is crucial for interactive data release. Diﬀerent mechanisms have
various capabilities for answering a large number of queries, and have diverse accu-
racies regarding query results. Existing mechanisms can be categorized into three
types: Naive Laplace, Query Separation and Iteration.
Naive Laplace Naive Laplace is the most popular mechanism that adopts the
Laplace mechanism, in which the Laplace noise is added to each query result be-
fore being released [25]. It is widely considered as a state-of-the-art mechanism
for data release because it can answer any type of query eﬃciently. However
the maximal query number the mechanism can answer is limited in sub-linear
n of the dataset. In addition, the noise magnitude will be dramatically large
when dealing with the continuous attribute.
Query Separation Roth and Roughgarden presented the Median mechanism [80].
Compared to the Naive Laplace, the Median mechanism supports more queries
with a ﬁxed privacy budget by separating queries into hard and easy ones.
Among them, easy queries can be answered by the median values of the hard
query results so that queries do not cost any of the privacy budget. They
estimated that among any k queries in domain X, there were O(log2 k log2|X|)
hard queries and the rest were easy queries. This result conﬁrmed that the
Median mechanism could answer exponentially more queries than the Naive
Laplace mechanism. However, the drawback is that time complexity of the
Median mechanism is exponential to dataset size n and the sample complexity
is also super-polynomial.
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Iteration Hardt et al. [34] proposed an iteration mechanism named Private Mul-
tiplicative Weights (PMW), which constructed a dataset sequence to answer
queries by iteratively updating the datasets. PMW viewed datasets as a his-
togram with positive weight on each bin. The initial histogram x0 was set as
a uniform distribution over the domain. The mechanism then maintained a
sequence of histogram x0, x1,..., xt in t iterations, which gave increasing ap-
proximation to the original histogram x. The main advantage of PMW was
that it saved the privacy budget and decreased the noise when confronting lots
of queries. After the parameters are calibrated for the complexity and accuracy,
this mechanism could run in polynomial time on each query with a sampling
error approximate to O(
√
(log k)/n).
Similarly, Gupta et al. [32] presented a general iteration framework Iterative
Database Construct (IDC), which may implement other release mechanisms in
this framework. In each iteration, when a given query witnesses a signiﬁcant
diﬀerence between the current dataset and the original one, the mechanism
updates the current dataset for the next iteration. The update function was
deﬁned by the Frieze/Kannan low-rank matrix decomposition algorithm. The
eﬀectiveness of the framework was evaluated by cut queries in a social network
graph dataset. Compared to PMW, IDC was a more general framework that
could be incorporated into various other mechanisms.
Table. 2.1 lists the comparison between diﬀerent mechanisms.
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Table 2.1: Mechanism Comparsion
Type of
Mechanism
Description Advantage Disadvantage Algorithms
Naive
Laplace
Using Laplace & Ex-
ponential mechanism
directly
Easy to imple-
ment
Large Noise, small
number of queries
(Sub-linear to n)
Laplace
Query sep-
aration
Only adds noise to
small part of queries
Noise can de-
crease
How to ﬁnd weak
queries
Median
Iteration The datasets are
sampled from the
domain iteratively
until converged or
all queries have been
answered
More queries,
linear to n
Introduces extra
computation com-
plexity
PMW, IDC
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Histogram Release
Histogram is a data structure that attracts a lot of research interest in diﬀerential
privacy due to its naturally low sensitivity for lots of queries [22]. For example,
when the histogram serves to support the count query, adding or removing a single
record will aﬀect, at most, one bin. Hence, the count query on the histogram has the
sensitivity 1, and the magnitude of added noise on each bin will be relatively small.
We can map a dataset D with d attributes to a histogram x over the domain
X . Each bin b represents the combination of attributes, and the number of bins is
denoted by N . The frequencies in a histogram are the fraction of the count of bins,
which are denoted as x(bi), (i ∈ N). Formally, we deﬁne the histogram representation
as below:
Deﬁnition 8 (Histogram Representation). A dataset D can be represented by a his-
togram x in a domain X : x ∈ N |X |, where N consists of all possible combinations of
attributes Ad in D.
Based on this deﬁnition, we can consider x as distribution over X , with positive
weight on each bin in x. Two datasets D and D′ are deﬁned as neighboring datasets
if and only if their corresponding histograms x and x′ satisfy ||x− x′||1≤ 1.
To preserve diﬀerential privacy for histogram release, one direct mechanism is
to add Laplace noise to N bins. When N is small, this mechanism can retain a
high utility of the query result. However, if the original dataset contains multiple
attributes, the combination of these attributes will lead to a large N . For some
queries such as the range query (tries to obtain the answer of how many records
are satisﬁed with the attribute failing into the interval from a to b), the answer will
be meaningless due to the large amount of noise accumulated from the enormous
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number of bins. One way to tackle the problem is to partition the attributes into
several mutual groups. For each group, we merge the related bins into a single bin and
adopt an average frequency on this new bin. If we take a range query as an example,
the sensitivity is still estimated as 1, but the total number of bins is reduced, leading
to less noise in total. The partition method decreases the magnitude of noise on the
query result, however, it introduces extra error when taking the average frequencies
to the merged bins. How to optimize the partition method to obtain a trade-oﬀ
between the Laplace noise and the introduction of average error is another challenge
that needs to be addressed.
Xiao et al. [95] provided a kd-tree based partition method to generate nearly
uniform partitions to decrease the average error. Their idea was to partition the
original histogram and merge bins with similar frequencies together. The average
frequency would then be close to those original frequencies, and would reduce the
average error. They applied the kd-tree to identify bins with similar frequencies
when answering the queries. A kd-tree was a binary tree so that every non-leaf node
could be considered as a splitting hyperplane to divide the space into two half-spaces.
Generating a balanced kd-tree on the histogram frequency could help to divide the
original histogram into a few, almost uniform structures, which did achieve a better
trade-oﬀ between the Laplace noise and the average error.
In their successive work [94], the algorithm was called as DPCube and the 2-
dimensional histogram was extended into a k-dimensional (k > 2) one. They imple-
mented a set of query matrix to generate an optimal query strategy on a k-dimensional
histogram to test the performance. When the parameters (frequency closeness thresh-
old, partition times) are estimated properly, the DPCube achieves a good balance
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between the query number and the errors.
Similarly, in exploration of the optimal partition method, Xu [96] provided two
methods to generate optimal query results by minimizing the Sum of Squared Er-
ror (SSE). The ﬁrst one, NoiseFirst, injected the Laplace noise to each bin before
partitioning the attributes. Another algorithm, StructureFirst, used the Exponential
mechanism to select an optimal partitioning strategy by adopting the SSE as the score
function. Both algorithms tried to ﬁnd an optimal partition method on the original
histogram to support the range queries. Experiments showed the NoiseFirst method
achieved a lower SSE for the range query with small intervals, while StructureFirst
was more suited to the range query with larger intervals.
Another issue also involved violation of constraints. When adding noise to a
query result, this may lead to inconsistency [36]. For example, suppose there exists a
constraint of count(A) + count(B) = count(C) in a histogram. If the noise answers
of A, B and C does not hold this constraint, the consistency of the released result is
compromised.
To maintain the consistency, Michael Hay et al. [36] deﬁned a constrained in-
ference to adjust the released output. Two types of consistency constraints have
been explored. The ﬁrst, sorted constraints, required query results to satisfy a par-
ticular sequence. The second, hierarchical constraints, predeﬁned the sequence of a
hierarchical interval set. The proposed approach provided the answer set F̂(x) to
respond to query set F by using a standard diﬀerential privacy mechanism. The
constrained inference step applied the linear combination method to estimate a set
of approximate answers F(x) that were close to F̂(x), which satisﬁed the consistency
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constraints. Both theory and experiment demonstrated the released F(x) can re-
tain the constraints, and can also decreases the query errors due to the consistency
between queries.
2.2.2 Non-Interactive Data Release
Non-interactive data release manages to develop a mechanism that can answer query
set F in a batch. It answers more queries than the interactive data release, and
provides higher ﬂexibility for data analysis. However, the major problem is that the
non-interactive setting introduces too much noise to satisfy the diﬀerential privacy,
and decreases the utility of the released data signiﬁcantly. How to release more
answers with a limited privacy budget while maintaining a better trade oﬀ between
the utility and privacy is the essential research issue in non-interactive data release.
There are several research lines on the non-interactive data release that can be
categorized to k batch queries release, contingency table release, group-based release
and sanitized dataset release.
Batch Queries Release
Batch queries release refers to the non-interactive scenario that a ﬁxed set of k queries
is provided to the release mechanism and these need to be answered in a batch [48].
In this scenario, queries are correlated to each other, deleting a record will aﬀect
multiple query answers. According to the deﬁnition of the sensitivity, k batch queries
have much higher sensitivity than a single query.
For example, Tab. 2.2 shows a frequency dataset D with 4 variables, and Fig. 2.3
contains all possible range queries F = f1, ..., f10. Deleting any record in D will
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Table 2.2: Frequency Table D in k Batch Queries
Grade Count Variable
90− 100 12 x1
80− 89 24 x2
70− 79 6 x3
60− 69 7 x4
change at most 6 query results (column contains x2 in the Tab. 2.2) in F . According
to Def. 4, the sensitivity of F is 6.
In this situation, the Laplace noise can be added in two diﬀerent mechanisms
and both mechanisms will introduce high noise due to the large sensitivity. The
ﬁrst mechanism directly adds noise to each query result. As illustrated in the above
example, the sensitivity of F is O(n2), and the variance of the noise per answer is
O(n4/2). The second mechanism adds noise to the counts of variables in D and then
generates query results from the noisy D. In this case, the sensitivity equal to 1, but
the noise in F will accumulate quicker. Hence, both mechanisms lead to inaccurate
answers, and how to reduce the noise is a challenge in batch queries release.
Projection is a type of mechanism to decrease the sensitivity of batch queries.
In the projection mechanism, the original dataset is mapped to a new matrix. The
sensitivity of the query set will be also adjusted. After noise is added to this matrix,
the noisy matrix will be inverted to generate a new dataset. Queries will be performed
on this new dataset to preserve privacy and utility guarantees.
Xiao et al. [93] developed a projection mechanism called Privelet that applied
wavelet transformation on the dataset before adding noise to it. For a frequency
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Table 2.3: k Range Queries
f1 x1 + x2 + x3 + x4
f2 x1 + x2 + x3
f3 + x2 + x3 + x4
f4 x1 + x2
f5 + x2 + x3
f6 x3 + x4
f7 x1
f8 x2
f9 x3
f10 x4
matrix M , they applied a wavelet transformation to generate a wavelet coeﬃcient
matrix C, in which each entry ci ∈ C was considered as a linear combination of
entries inM . The Privelet added weighted Laplace noise to each wavelet coeﬃcient to
create C∗ that ensured -diﬀerential privacy. The C∗ was applied to answer some basic
queries in F , and some other queries could be generated by the linear combination
of basic queries. For example, Tab. 2.4 shows the basic queries C∗ could answer. If
we provide the query of range(x2, x3) = x2 + x3, the true answer can be generated
by range(x2, x3) = 0.5f1 − 0.5f3 − 0.5f4 and the sensitivity will decrease to 3. For
this example, the sensitivity of the wavelet coeﬃcient was estimated as 1+ log2 n and
the variance of noise per answer was O((log2 n)
3/2), which were much smaller than
those in the Laplace mechanism. The Privelet mechanism can be extended to a multi-
dimensional dataset in which the variance of noise per answer was O((log2 n)
3d/2).
27
Table 2.4: k Range Queries
f1 x1 + x2 + x3 + x4
f2 x1 + x2 - x3 - x4
f3 x1 - x2
f4 x3 - x4
Other research has also used projection mechanisms in batch query release. For
example, Li et al. [49] applied a Matrix mechanism to map the batch query into a
new query set to decrease sensitivity. Hay et al. [36] projected the original dataset to
a hierarchical structure for range queries.
Group-based Techniques in Data Release
Group-based techniques in data release combines traditional group-based technology
with diﬀerential privacy [53,65]. Diﬀerential privacy makes an assumption that based
on the background information, an adversary obtains every other records except the
record he/she wants to know. Researchers argues this assumption is too rigorous to
retain suﬃcient utility. On the other side, traditional group-based privacy models
such as k-anonymity or l-diversity underestimate the background information. They
assume an adversary only knows the background information of an individual he/she
wants to identify. Even group-based techniques can maintain a higher utility, with the
privacy guarantee for datasets insuﬃcient. If a mechanism can combine diﬀerential
privacy and group-based privacy, it is possible to obtain a trade oﬀ between the
privacy and utility.
Li et al. [53] adopted random sampling to associate k-anonymity with diﬀerential
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privacy. Their insight underlying the paper is to add uncertainty to the k-anonymity
model. Based on this idea, a safe k-anonymization algorithm was established. The
algorithm ﬁrst deﬁned a function A to sample random records from dataset D and
added the sampled record A(D) to the original D: SD = D + A(D). It then deleted
the records that appeared less than k times in the SD and released the new dataset.
Li et al. proved that if function A meets the requirement of diﬀerential privacy, the
released dataset would satisfy diﬀerential privacy. Their research provided a new per-
spective on how to bridge the gap between k-anonymization and diﬀerential privacy.
However, it did not evaluate the utility of the released dataset. From the perspective
of diﬀerential privacy, the released dataset can hardly provide a satisfactory result
for all types of analytical tasks. Li’s work did not evaluate which type of tasks the
released dataset would undertake.
Mohammed and Chen [65] presented an anonymization algorithm based on the
generalization technique for classiﬁcation. The general idea was to transfer the orig-
inal dataset to a top most general representation, and specialize it under the diﬀer-
ential privacy guarantee. Three steps exist in their algorithm: selecting a candidate
attribution for specialization, determining the split value of an attribute and adding
noise to the count in each group. In the ﬁrst step after the dataset was generalized,
the algorithm applied the Exponential mechanism to each attribute to select a spe-
ciﬁc value to replace the general one according to a predeﬁned taxonomy tree. In the
second step, the speciﬁed dataset was split into several equivalence groups in which
every record had the same attribute values. Noise was then added to the count of
records in each group in the last step. The algorithm eventually released the noise
counts of records in each group for the classiﬁcation task. The classiﬁcation accuracy
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was demonstrated by a set of experiments. It could be proven these three steps were
all guided using the diﬀerential privacy mechanism. Therefore, the ﬁnal published
noise count can fulﬁll the diﬀerential privacy requirement.
Contingency Table Release
Contingency table displays the frequencies of the combined attributes in a dataset.
It is a popular data structure for data analysis in the medical science, and social
sciences ﬁelds [27].
When a dataset contains n records and d binary attributes, the contingency table
for D is a frequency matrix of 2d possible combinations of these attributes. Normally,
the curator does not release the entire contingency table because when d is large,
the contingency table is likely to be sparse. Instead, the curator will release subsets
containing parts of attributes that are deﬁned as the k-way marginal frequency table
(k ≤ d). One contingency table may contain several overlapped marginal frequency
tables.
There are two methods to privately release these k-way marginal frequency tables.
The most intuitive one is adding noise to the frequency of the whole contingency
table [43]. Users can create any k-way marginal frequency table from the noisy con-
tingency table and maintain the consistency of all tables. However, this method leads
to the noise magnitude of O(2d), when dimension d is large, the noise will increase
dramatically and render the perturbation results unrealistic. Another method is to
extract the marginal frequency tables from the original dataset and then add the
noise to frequencies. This method yields excellent accuracy when n is large compared
to the number of marginal tables. But it can lead to the violation of consistency.
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For example, the counts of the same attributes in diﬀerent marginal frequency tables
may not be equal, or might violate common sense. The research issue in contingency
table release is to retain the accuracy, as well as the consistency of the k-way marginal
frequency table.
For the noise measurement, Kasiviswanathan et al. [43] investigated the minimal
noise magnitude for releasing a set of k-way marginal frequency tables. They sim-
ulated attacks in polynomial time that allows an adversary to reconstruct sensitive in-
formation from a marginal table. The result proved that bound of Ω˜(min{√n,
√
dk−1})
on the average magnitude of noise per record was insuﬃcient to preserve privacy.
Based on the attack result, they obtained a stronger lower bound of Ω˜(min{√n,
√
dk})
noise for marginal table release. Their analysis can be extended to design a strong
mechanism satisfying diﬀerential privacy. However, this measurement was only per-
formed on a low-dimensional contingency table. For a high dimensional domain, the
result was still unclear.
For the consistency issue, Barak et al. [4] proposed an algorithm to retain the con-
sistency by transforming the contingency table into the Fourier domain. This trans-
formation served as a non-redundant information encoding method for the marginal
tables. Since any set of Fourier coeﬃcients corresponds to one contingency table,
adding noise in this domain will not violate the consistency for marginal frequency
tables. Linear programming was then applied to obtain a non-negative, integrate
marginal frequency table with the given Fourier coeﬃcients. Finally, without compro-
mising the diﬀerential privacy, they produced a set of consistent marginal frequency
tables.
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Synthetic Dataset Release
Synthetic dataset release refers to the scenario of releasing a dataset instead of query
results. For a long time it was considered a diﬃcult problem due to the large noise
introduced. But with theoretical development in diﬀerential privacy, the inaccuracy
problem can be solved by introducing computational learning theory to the synthetic
dataset release.
From the perspective of computational learning theory, the main purpose of ana-
lyzing a dataset is to obtain information about a certain class. The observation can
be applied in the synthetic dataset release. If the query on a dataset is limited within
a particular class, the added noise will not aﬀect the utility. Speciﬁcally, let D̂ be
a synthetic dataset sampled from a domain X , if we are only concerned about the
Boolean prediction of a class C, for every query f derived from C, the ratio between
the positive result in D̂ and in X is bounded by the accuracy parameter α. This
conclusion provides an eﬃcient way to obtain a trade oﬀ between utility and privacy
in the synthetic dataset release. Hence, there are two research issues in the release
procedure. The ﬁrst issue is how many records are needed in the synthetic dataset
to achieve an α-accurate result? The second issue is can we develop an algorithm to
obtain the synthetic dataset in polynomial time?
Both research issues were ﬁrst analysized by Blum et al. [11], who investigated
the resources requirement in terms of query types, size of dataset D (sample com-
plexity), the usefulness parameter α (accuracy) and time complexity. In their work,
Blum et al. demonstrated the of releasing a synthetic dataset that was useful for
queries from any given class over a discretized domain. Speciﬁcally, they employed
the Exponential mechanism to search a synthetic dataset D̂ from the domain that
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could answer interval and halfspace queries for all classes in C. In this search-
ing procedure, several essential bounds on the resources were analyzed: Firstly, to
measure the accuracy of the released synthetic dataset, an usefulness deﬁnition was
provided as follows:
Deﬁnition 9 ((α,δ)-usefulness). A dataset mechanismM is (α,δ)-usefulness for queries
in class C if with probability 1 − δ, for every f ∈ C, and every dataset D, when
D̂ = M(D), we have
|f(D̂)− f(D)|≤ α (2.2.2)
.
This deﬁnition can be applied to evaluate the M that reserves the utility of the
ﬁnal released data on a certain type of query. For their exponential searching mech-
anism, the low bound of useful parameter α is O(n
2
3 log
1
3 log|C|), which is associated
with the size of D and class C.
Secondly, they presented the number of records needed to achieve an α,δ)-usefulness
result. Kasiviswanathan et al. [42] claimed that, for any class of C and any dataset
D ≥ {0, 1}d, if the size of the dataset satisﬁed
|D|≥ O(dV CDIM(C) log(
1
α
)
α3
+
log 1
δ
α
)
, we can successfully obtain a (α,δ)-usefulness dataset D̂ of D. Blum et al. [11]
provided a tighter bound on the size of the dataset in their mechanism:
|D|≥ O(δ log δ + log(
1
αδ
)
α3
)
.
But for the time complexity, none of the mechanisms could perform on a poly-
nomial time. The time cost is super-polynomial in the size of universe X and the
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concept class C. Namely, it is |X |poly(n) log|C|. Blum et al. conﬁrmed that if we require
a polynomial time, the deﬁnition of usefulness should be relaxed.
There were other works that have investigated synthetic dataset release mech-
anisms. For example, Dwork et al. [26] divided class C into several subsets and
iteratively proposed synthetic datasets for every subset. Hardt et al. [35] considered
the synthetic data release as a learning procedure that approximated the query result
by a threshold. Beimel et al. [5] provided a tighter bound for sample complexity:
for a concept cj ∈ C : {0, 1}d → {0, 1}, the non-interactive synthetic dataset size is
Ω(
(d+log( 1
β
)
α
)).
In summary, the computational learning theory extends the research work on
non-interactive data release, proving it is possible to maintain an acceptable utility
of the synthetic dataset while preserving diﬀerential privacy. However, how to reduce
the computational complexity, and how to provide various types of queries on these
datasets remain a challenge.
2.2.3 Summary
Diﬀerentially private data release has attracted substantial attentions due to its ad-
vances in social network, data collection and storage technology. Along the research
line of PPDR, both interactive and non-interactive settings have their advantages and
disadvantages. The interactive setting induces lower noise per query result but can
only answer a sublinear number of queries in total. On the contrary, a non-interactive
setting can answer an exponential number of query, but with high complexity. Ta-
ble. 2.5 compares their basic proﬁles in terms of the number of queries, the noise
magnitude and the eﬃciency of their mechanisms.
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Table 2.5: Comparison between Interactive and non-Interactive Settings
Setting Query Number Magnitude of
Noise
Time Complex-
ity
Interactive Sub-linear of n o(n1/2) Polynomial time
Non-Interactive Exponential of n Larger than
o(n1/2)
Super-
polynomial time
for most release
mechanisms
2.3 Diﬀerentially Private Data Mining
Diﬀerentially private data mining aims to release an approximate accurate model
while maintaining every individual’s privacy in the dataset. It is usually associated
with speciﬁc data mining tasks, such as classiﬁcation, frequent pattern mining and
clustering.
Two scenarios exist on PPDM: data mining with interface, which considers the
data miner as an untrusted party and adopts an interface between the dataset and
the data miner; data mining with fully access, in which the data miner can access the
dataset freely and directly implement diﬀerential privacy mechanisms in data mining
algorithms.
2.3.1 Data Mining with Interface
In this scenario, the data miner can only access the dataset through the interface to
obtain the aggregate information. Diﬀerentially privacy mechanism is implemented
35
on the interface to ensure the reply enforces each individual’s privacy. Through the
interface, the data miner need not worry about the privacy requirement, and the main
research issues are with designing the interface for diverse data mining algorithms with
a limited privacy budget.
Two essential interfaces provide the diﬀerential privacy: Sub-Linear Queries (SuLQ)
framework [10, 17] and the Privacy Integrated Queries platform (PINQ) [60]. Both
have been implemented in the data mining tasks.
The Sub-Linear Queries (SuLQ) interface contains an additive noise operator
that adds noise to query results to preserve diﬀerential privacy. For each query
f : D → [0, 1], SuLQ answers the query by ∑i f(ri) + N(0, R), where N(0, R)
is a Normal distribution with zero mean and variance R. Based on the additive
noise operator, SuLQ framework can support advanced functions such as singular
value decomposition, k-means, ID3 classiﬁer, and other statistical queries [10]. One
limitation of SuLQ lies in its lack of any Exponential mechanism. When dealing with
non-numeric queries, SuLQ can not provide suﬃcient privacy guarantees [28].
On the other hand, the Privacy Integrated Queries Platform (PINQ) [60] pro-
vides more operators than SuLQ. It supports both the Laplace mechanism and the
Exponential mechanism, and provides an operator Partition to execute queries on
disjointed datasets that it can take advantage of parallel composition. The data miner
can utilize the privacy budget more eﬃciently in this interface.
In the follow sub-sections, we will present diﬀerent data mining algorithms with
these interfaces.
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Classiﬁcation
Classiﬁcation algorithms construct models (classiﬁers) from a training dataset to pre-
dict the categorical class labels for unobserved records [40]. Diﬀerential privacy clas-
siﬁcation aims to produce a classiﬁer that can predict the record labels without com-
promising the privacy of individuals in the training dataset.
As one of the most popular classiﬁers, Iterative Dichotomous (ID3) was the ﬁrst
algorithm applied in diﬀerential privacy. ID3 recursively chooses attributes to create a
decision tree by splitting the training records [75]. Assuming there is an input dataset
D with d categorical attributes a = {a1, ...ad} and class label L = {L1, L2, ...}. The
decision tree is constructed from the root  that holds all the training records. The
algorithm selects the attribute ai that maximizes the information gain to partition
the records into child nodes. The procedure performs recursively on each node until
all the records in the node are with the same value or all the attributes are exhausted.
The SuLQ framework developed a diﬀerentially private ID3 algorithm [10]. It
applied an additive noise operator on the information gain calculation and the private
ID3 algorithm picked an attribute ai whose noisy information gain was not more than
a threshold. In this way, the private ID3 introduced uncertainty to the output and
preserved the diﬀerential privacy.
The SuLQ has two major disadvantages when dealing with the ID3 algorithm.
The ﬁrst one involves the privacy budget arrangement. In SuLQ, information gain is
evaluated separately for each attribute in each iteration. It means the privacy budget
will be consumed several times in each iteration, which is wasteful use of the privacy
budget. How to obtain a trade oﬀ for the privacy and the classiﬁcation accuracy still
remains a problem.
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Another problem is dealing with continuous attributes. SuLQ only provides the
ID3 algorithm to deal with categorical attributes. For a continuous attribute, if we
simply transfer it into intervals, the basic concept of diﬀerential privacy is violated,
because the split values in continuous attributes reveal information on the records.
To alleviate these disadvantages, Friedman and Schuster [28] considered a clas-
siﬁcation algorithm within the framework of the PINQ [60]. They showed that a
naive utilization of an additive operator in SuLQ would lead to inferior results. They
improved the ID3 algorithm in two ways: Firstly, they implemented the Exponential
mechanism in the attributes choosing step. The score function q in this Exponential
mechanism was deﬁned by the information gain or the gain ratio. The attribute with
a top score has a higher probability of being selected. In this way, the privacy budget
was consumed only once when ﬁnding the best splitting attribute, and less noise was
introduced. Secondly, their algorithm could deal with continuous attributes. The
attribute values were divided into ranges by every possible splitting value, which
were considered candidate options selected by the Exponential mechanism. When
the splitting values were decided, the continuous attribute was divided into intervals.
From these two algorithms, we can conclude that introducing the Exponential
mechanism in the interface will enhance the performance of the data mining algorithm.
Clustering
As an unsupervised learning algorithm, clustering groups unlabel records into clusters
so that all records in the same cluster are similar to each other. Assuming that the
input dataset includes records ri ∈ Rd and the clustering output are k centers c1, ..., ck,
with each set of records close to these centers respectively. The target of Diﬀerential
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Privacy clustering is to ensure the center ci and the number of records in each cluster
will not change dramatically if one record is removed from the dataset.
The SuLQ framework provided a diﬀerential privacy solution for k-means cluster-
ing [10]. The number of records in each cluster would be masked by adding noise.
SuLQ approximates the number of points sj in each cluster:
sj =
⎧⎨
⎩
SuLQ(f(ri)) := 1 if j = argminj
0 otherwise
Meanwhile, it approximates the center of each cluster cj,
cj =
⎧⎨
⎩
SuLQ(f(ri)) := ri if j = argminj
0 otherwise
In this way, SuLQ masked the center and the number of records in each clusters.
However, the SuLQ framework did not explicitly measure the sensitivity of cluster
centers, which made noise calibrating a diﬃcult task. In actual fact, adding noise to
a cluster centers was impractical because by deﬁnition, the sensitivity of the center
query was measured by the largest diameter of all clusters. The noise derived from
this large sensitivity would essentially erase all centers.
To deal with the issue of large sensitivity in cluster centers, Nissim et al. [69]
adopted the local sensitivity on k-means clustering. They circumvented this problem
by relying on some intuitions: in a well-clustered scenario, a noisy record should have
approximately the same center as its previous center. In addition, in “well-clustered”
records, moving a few records would not eventually change the centers. Based on
these intuitions, they deﬁne a local sensitivity to measure the record-based sensitivity
of the cluster center, which was much lower than tractional global sensitivity. Since
the value of local sensitivity and its smooth bound were diﬃcult to measure, they
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further provided a sample-aggregate framework to approximate the local sensitivity
and its smooth bound.
2.3.2 Data Mining with Full Access
Data mining with full access considers data miners as trusted parties who can obtain
all records and implement mining algorithms freely. The target is to ensure mining
models will not leak the information of individuals. This scenario provides more
ﬂexibility to data miners to choose private operators in the data mining procedure,
however data miners should have prior knowledge on privacy preserving techniques.
Classiﬁcation
A traditional classiﬁcation problem can be described as follows: suppose a training
dataset D contains records with binary labels L: for any ri ∈ D, (ri, Li) ∈ R →
{−1, 1}. A learning procedure M will construct classiﬁer producing prediction labels
in −1, 1 for observing records. When deﬁning a loss function l(D) ∈ R, a classiﬁer
can be represented by a vector w in R with minimal l(r).
The diﬀerentially private classiﬁcation algorithms ensure classiﬁers derived from
neighbor datasets D and D′ do not diﬀer signiﬁcantly by adding noise λ to the w or
l(D).
ID3 Jagannatham et al. [37] provided a random private decision tree with a ID3
algorithm. Unlike the traditional decision tree, the random decision tree would
randomly select attributes for nodes instead of using any carefully deﬁned cri-
teria. The proposed private ID3 algorithm ﬁrst created a tree in which all the
leaves were on the same level, and then built a leaves count vector V withM ∗T
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integers, where M is the number of leaf nodes and T is the number of possible
labels for records in the training dataset. Once the independent Laplace noise
was added to the count vector V , a diﬀerentially private random decision tree
could be generated from the noisy V . Because neighbor datasets only diﬀer in
1 on the count of leaf nodes, the sensitivity was measured to 1 and the noise
was sampled from Lap(1/). This algorithm would be iteratively performed
to produce multiple random decision trees. and the ensemble method would
eventually combine these trees to make the ﬁnal prediction. The private ID3
algorithm randomly chooses attributes to generate nodes without any additive
noise. This step would save privacy budget , resulting in an accurate prediction
result.
Logistic Regression Chaudhuri and Monteleoni proposed two private solutions on
logistic regression [16] by bringing random noise into algorithms.
The ﬁrst solution injected Laplace noise in classiﬁer w to provide a private
logistic regression algorithm. The sensitivity is 2
nφ
, where φ is the regularization
parameter. But with analysis, they argue the learning performance of this
simple algorithm would degrade with the decreasing of φ.
They presented a second solution by adding noise to the loss function l(D) before
outputting the classiﬁer. After analyzing the performance of both algorithms,
the second solution outperformed the ﬁrst one. This indicated that adding noise
to the loss function will obtain a better tradeoﬀ than perturbing the classiﬁer.
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Frequent Itemset Mining
Frequent itemset mining is a popular data mining task that aims to discover itemsets
that frequently appear in a transactional dataset. Suppose D is a transaction dataset
and I is a set of items, and an itemset refers to a subset that is sampled from I. Let
each record ri ∈ D, be denoted as a transaction that contains a set of items from
I, and a frequent itemset refers to a set of items whose number of occurrences in
transactions is above a threshold. The proportion of supporting transactions in the
dataset is deﬁned as the frequency. Let U represent all frequent itemsets, releasing
top−k most frequent itemsets in U will directly bring risk to the privacy of individuals.
We should release the top-k frequent itemsets under a rigorous privacy guarantee.
The main challenge in diﬀerentially private frequent itemset mining is that the
total number of itemsets is exponential to the number of items: If I contains m
items, the number of all possible itemsets is |U |=∑ki=1(mi ). The diﬀerential privacy
mechanism has to compute the frequency of all the item combinations and add noise
to all frequencies, which is computationally expensive. How to decrease the number of
candidate itemsets, is a major research issue in diﬀerentially private frequent itemset
mining.
Bhaskar et al. [7] managed to solve the problem and present a top-k frequent
itemsets mining algorithm DiffFIM . The DiffFIM contains two major private
steps: private selection and frequency perturbation. Private selection chose top k
itemsets by applying a novel method, truncated frequency, which avoided explicitly
enumerating through all itemsets in U . The truncated frequency of itemset X ∈ U
was deﬁned as p̂(X) = max(p(X), pk − γ), where pk was the frequency of the k-
th most frequent itemsets and γ ∈ [0, 1] was deﬁned as an accurate parameter that
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controlled the value of the truncated frequency. Every itemset with a frequency greater
than pk − γ was computed as its normal frequency p(X) while the rest of them was
considered as a superset. This superset used pk−γ as a lower bound of the frequency
and used γ to ensure that itemsets with frequencies less than pk−γ would be selected
with low probabilities. Eventually, the frequency perturbation released the frequencies
of these k itemsets with the Laplace noise perturbation.
The advantage of the truncate frequency is that it could signiﬁcantly decrease the
computing complexity of the algorithm. However, it still has weaknesses. Li et al. [52]
argued that truncate frequency was only applicable when k was small, otherwise, the
accurate parameter γ might be larger than qk. Another weakness was the top-k
itemsets should be pre-deﬁned as length m, which decreases the ﬂexibility of the
frequent itemset mining.
To address these weakness, Li et al. [52] proposed an algorithm, PrivBasis, intro-
duced a new notion of basis sets to avoid the selection of top-k itemsets from a very
large candidate set. More speciﬁcally, given some minimum support threshold, θ,
they constructed a basis set B = B1, B2, ..., Bw, so that any itemset with a frequency
higher than θ was a subset of some basis Bi. We introduced techniques for privately
constructing basis sets, and for privately reconstructing the frequencies of all subsets
of Bi with reasonable accuracy. One could then select the most frequent itemsets
from the reconstructed subsets.
The PrivBasis algorithm could release arbitrary length itemsets and ensure high
accuracy. But generating basis sets B was not easy. Furthermore, when the length of
itemset l and the number of basis sets w were large, the cardinality of the candidate
set was still too big to deal with. Hence, how to eﬃciently decrease the size of the
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candidate set is still a challenge.
2.3.3 Summary
PPDM is a relative new research area that combines privacy and data mining to design
private analogues of popular data mining algorithms. Diﬀerential privacy provides a
theoretically framework to evaluate the privacy risks of releasing models, and this is
a starting point for further research work on PPDM. Table 2.6 shows the comparison
between diﬀerent types of data mining algorithms, representing only a small part in
the data mining research community. It is worthwhile to incorporate the diﬀerential
privacy in various data mining algorithms in the future.
2.4 Applications of Diﬀerential Privacy
The concept of diﬀerential privacy was ﬁrst applied in the statistical database com-
munity [21]. The principal motivation is to release statistical information without
compromising the privacy of individual respondents. Because diﬀerential privacy pro-
vides a rigorous and provable privacy deﬁnition, researchers have shown an increased
interest in diﬀerential privacy applications [19,30,61,62], such as recommender system,
tagging recommender systems and coupled diﬀerential privacy.
2.4.1 Privacy Preserving Recommender System
Recommender systems are achieving widespread success on e-commerce Web sites,
which are capable of recommending users the products they probably like. Collab-
orative Filtering (CF) is one of the most popular recommendation techniques as it
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Table 2.6: Comparison between Data Mining Algorithms
Setting Mining Method Typical Algo-
rithm
Advantage Disadvantage
Interface Classiﬁcation DiﬀP-ID3 [28],
DiﬀP-C4.5 [28],
SuLQ-based
ID3 [10], PINQ-
based ID3 [28]
Easy to im-
plement; High
classiﬁcation
accuracy
Iteration round
has to be pre-
deﬁned, which
makes it diﬃcult
to allocate the
privacy budget.
Clustering SuLQ-based k-
means [10], Sam-
ple Aggregate
Framework [69]
Easy to imple-
mented
High Sensitivity
Fully Access Classiﬁcation or
Logistics
Random
ID3 [37], Objec-
tive Perturba-
tion [16]
High classiﬁca-
tion accuracy
High computing
complexity
Frequent Itemset
Mining
FIM [7], PrivBa-
sis [52]
Easy to imple-
ment
Large candidate
itemsets
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is insensitive to the product details. This is achieved by analyzing users’ histori-
cal transaction data with various data mining or machine learning techniques, e.g.
k nearest neighbor rule, the probability theory and matrix factorization. Accord-
ingly, CF methods are generally categorized into the neighborhood-based methods
and the model-based methods. However, there is a potential privacy leak risk in the
recommendation process. Within the literature, it has demonstrated that contin-
ual observation of the recommendations with some background information makes it
possible to infer the individual’s rating or even transaction history, especially for the
neighborhood-based methods [12]. This is usually referred to as the KNN attack, in
which an adversary can infer the rating history of an active user by creating some
fake neighbors based on background information [12].
As a prominent privacy deﬁnition, the diﬀerential privacy technique has been in-
corporated into the research on recommender systems. For example, McSherry et. al. [62]
is the ﬁrst group to introduce the diﬀerential privacy notion to CF. They add the
Laplace noise into the covariance matrix, and use the non-private recommender al-
gorithm on this matrix to predict ratings. Another example is the work provided by
Banerjee et. al. [3]. They implement a private local recommendation algorithm and
analyse the lower bounds of the sample complexity of their algorithm. However, both
methods only focus on the untrusted recommender system.
Machanavajjhala et al. formalized trade-oﬀs between accuracy and privacy of
graph-based social recommendations in other research [58]. What they were concerned
with was the graph network instead of traditional rating dataset.
When addressing the issues of privacy in recommender systems, the main issue
is how to achieve a trade-oﬀ between the level of privacy and the performance of
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recommendations. Most traditional privacy preserving methods lack a rigid privacy
guarantee while diﬀerential privacy suﬀers from unsatisfactory performance.
2.4.2 Privacy Preserving Tagging Recommender System
A tagging system allows Internet users to annotate resources with personalized tags.
The connection among users, resources and annotations, often referred to as folkson-
omy, provides users the freedom to explore tags, and obtain recommendations. The
release of tagging datasets accelerates both commercial and research work on recom-
mender systems. However, a tagging system is usually confronted with serious privacy
concerns, because adversaries may re-identify a user and their sensitive information
from the tagging dataset with only a little background information.
Parra-Arnau et al. [71] made the ﬁrst contribution towards the development of a
privacy preserving tagging system by proposing the tag suppression approach. They
ﬁrst modeled the user’s proﬁle using a tagging histogram and eliminated sensitive
tags from this proﬁle. To retain utility, they applied a clustering method to structure
all tags, and then suppressed the less represented ones. Finally, they analyzed the
eﬀectiveness of their approach in terms of the semantic loss of users. However, there
were several limitations to tag suppression. It only releases an incomplete dataset,
with parts of the sensitive tags deleted, and sensitive tags are considered subjective
without any quantity measurement. Furthermore, if the dataset is publicly shared,
users can be identiﬁed because the remaining tags still have the potential to reveal
a user’s identity. The privacy issue in tagging recommender systems remains largely
unexplored, and we attempt to ﬁll this void in Chapter 4.
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2.4.3 Diﬀerential Privacy for a Coupled Dataset
Existing research on diﬀerential privacy assumes that records are sampled indepen-
dently in a dataset. However, in real-world applications, records in a dataset are rarely
independent. The relationships among records are referred to as coupled information
and the dataset is deﬁned as a coupled dataset. A diﬀerential privacy technique per-
formed on a coupled dataset will disclose more information than expected, and this
indicates a serious privacy violation.
Currently, only limited eﬀorts has been given to this line of research. Kifer et al. [44]
were the ﬁrst to argue that diﬀerential privacy without considering the correlation
between records would decrease the privacy guarantee on the coupled dataset. For
example, suppose a record r has inﬂuence on a set of other records, and this set of
records will provide evidence on r even though record r is deleted from the dataset.
In this scenario, traditional diﬀerential privacy fails to provide suﬃcient privacy as
it claims. To deal with the problem, their successive paper proposed a new privacy
framework, Puﬀerﬁsh [45], which allows application domain experts to add an extra
data relationship to develop a customized privacy deﬁnition. However, the Puﬀerﬁsh
framework does not satisfy diﬀerential privacy, and the privacy guarantee for coupled
datasets still calls for further investigation.
Chen et al. [18] considered the social network as a coupled dataset and easily
dealt with the coupled problem by multiplying global sensitivity with the number of
coupled records. They deﬁned the maximal number of coupled records as k = 25,
but this naive method was not optimal because it introduced a large amount of noise
into the output, which overwhelms the true answer and demolishes the utility of the
dataset.
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Consequently, when addressing the privacy issue in a coupled dataset, the essential
problem is how to model the extra background information introduced by coupled
records. This is still an open issue that needs to be explored further.
2.5 Summary
Diﬀerential privacy is an innovative privacy model with a strong mathematical foun-
dation for privacy preserving. The privacy model thrives because it is not domain-
speciﬁc and can interplay with other sub-areas. Over the past decade, the research
community has extended the theory of diﬀerential privacy to a variety of areas, such
as statistics, geometry, complexity theory, learning theory and machine learning etc.
This chapter surveys recent progress in research on diﬀerential privacy in data
release and data mining. The ever-increasing amount of various datasets in diﬀerent
contexts and environments presents both an opportunity for data release and data
mining, but also a challenge to eﬀectively preserve privacy for individuals. As a young
and promising ﬁeld, diﬀerential privacy still faces a number of unresolved problems.
Here, we recall and highlight three issues that will be addressed in this thesis:
• The ﬁrst is the application-aware sensitivity issue.
• The second is the issue of shrinking the randomized domain for the sparse
dataset.
• The third is to propose a coupled diﬀerential privacy solution for coupled
datasets.
Speciﬁcally, this thesis focuses on the application-aware sensitivity, as demon-
strated in Chapter 3, with emphasis on neighborhood-based collaborative ﬁltering
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methods. The issue of shrinking the randomized domain for sparse tagging datasets
will be investigated in Chapter 4. Chapter 5 explores the coupled diﬀerential privacy
solution for coupled datasets.
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Chapter 3
Diﬀerentially Private
Neighborhood-based Collaborative
Filtering
3.1 Introduction
In this chapter, we aim to address the application-aware sensitivity issue in the con-
text of neighborhood-based collaborative ﬁltering. Collaborative Filtering (CF) is one
of the most popular recommendation techniques because of its insensitivity to prod-
uct details. The recommendation is usually achieved by analyzing the user’s historical
transactions with various data mining or machine learning techniques, e.g, k nearest
neighbor rule, the probability theory and matrix factorization [79]. Accordingly, CF
methods can be categorized into neighborhood-based methods and model-based meth-
ods [56]. However, there is potential for a breach of privacy in the recommendation
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process.
The literature has shown that with some background information, continual ob-
servation of recommendations makes it possible to infer the individual’s rating or even
the transaction history, especially for the neighborhood-based methods [12]. This is
usually referred to as a KNN attack, in which an adversary can infer the rating history
of an active user by creating fake neighbors based on background information [12].
In this chapter, we aim to address the privacy preserving issue in the context of
neighborhood-based CF methods.
Typically, a collaborative ﬁltering method employs certain traditional privacy pre-
serving approaches, such as cryptographic, obfuscation and perturbation. Among
them, Cryptographic is suitable for multiple parties but induces extra computational
cost [13, 98]. Obfuscation is easy to understand and implement, however the utility
will decrease signiﬁcantly [6,70]. Perturbation preserves high privacy levels by adding
noise to the original dataset, but the magnitude of noise is subjective and hard to
control [73]. Moreover, these traditional approaches suﬀer from a common weakness:
the privacy notion is weak and hard to prove theoretically, thus impairing the credi-
bility of the ﬁnal result. In order to address these problems, diﬀerential privacy has
recently been proposed because it is a more rigid notion that provides a strong and
provable privacy deﬁnition that can quantify the privacy risk to individuals [21, 22].
Diﬀerential privacy was introduced into CF by McSherry et al. [62], who pioneered
a study that constructed the private covariance matrix to randomize each user’s rating
before submitting to the system. Machanavajjhala et al. [58] presented a graph link-
based recommendation algorithm and formalized the trade-oﬀ between accuracy and
privacy. Both of them employed Laplace noise to mask accurate ratings so the actual
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opinions of an individual were protected.
Although diﬀerentially privacy is promising for privacy preserving CF due to its
strong privacy guarantee, it still has some limitations and research barriers. More
speciﬁcally, there are two weaknesses in existing work:
• Existing methods usually fail to hide similar neighbors, which makes CF vulner-
able to KNN attack. This kind of attacks was ﬁrst mentioned in Calandrino’s
work [12]. When CF provides similar users or items explicitly or implicitly, the
adversary can infer the rating history of a target user by creating fake neighbors
based on background information. The KNN attack is consequently referred as
a serious privacy violation. Existing privacy methods only protect the rating
of the users, but not the users themselves. In actual fact, neighbors can reveal
sensitive information about a target user.
• Diﬀerential privacy usually induces a large noise that aﬀects the quality of
the selected neighbors. Existing work usually leads to signiﬁcant accuracy loss
when obtaining suﬃcient privacy. Large noise occurs for two reasons: the high
sensitivity and the naive mechanism. Informally, sensitivity calibrates the in-
formation that needs to be hidden in a query when an individual is deleted in
the dataset. It directly determines the size of the noise to be added to each
query [21]. Unfortunately, the queries employed in recommendation techniques
always have high sensitivity, followed by the addition of large noise. A naive
mechanism is another issue that leads to high noise. Previous work directly uses
the diﬀerential privacy mechanism and disregards the unique characteristics of
recommendations, thus negatively aﬀecting the recommendation performance.
To overcome these weaknesses in neighborhood-based CF methods, we propose a
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Private Neighbor Collaborative Filtering (PNCF ) algorithm in this chapter. This idea
is based on two observations. Firstly, all possible privacy leakage should be considered.
For example, both the ratings and the neighbors are targets that need protection.
However, prior work ignores the protection of neighbors. Secondly, sensitivity and
mechanism should be integrated with the requirement of applications. Diﬀerential
privacy was initially proposed as a promising solution to private counting queries [22],
whose sensitivity is much lower than operations in CF. Hence, an adaptive mechanism
is expected. The proposed PNCF algorithm design is based on the two observations
to provide comprehensive privacy for individuals while minimizing the accuracy loss
of recommendations.
To achieve the objective, three research issues will be addressed in this chapter:
• How to preserve neighborhood privacy? Both a user’s neighbors and the original
ratings will be hidden in a private CF. How to protect neighbors is the primary
issue that needs to be considered. We provide Private Neighbor Selection in our
algorithm to reduce the probability that an adversary will infer similar users
or items from candidates. Independent Laplace noise is then added to hide a
user’s original rating scores. These privacy preserving steps will protect both
the neighbors and the ratings.
• How to deﬁne sensitivity for recommendation purposes? Traditional sensitiv-
ity measurement is not suitable for CF due to high dimensional input. How to
deﬁne a new sensitivity is another issue to be addressed. To preserve the perfor-
mance, we deﬁne a practical Recommendation-Aware Sensitivity for CF, which
reduces the magnitude of noise when compared with traditional sensitivity.
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• How to design the exponential mechanism for CF? The performance of neighborhood-
based methods is largely dependent on the quality of selected neighbors. The
third issue is how to enhance the quality of selected neighbors in a privacy
preserving process. A naive diﬀerentially private mechanism leads to inferior
quality neighbors. Enhancing the quality of neighbors is a promising way to im-
prove performance. By re-designing the private selection mechanism, we retain
the accuracy from the ﬁnal output result.
The rest of this chapter is organized as follows. We present foundational concepts
on the recommender system in Section 3.2, and propose the PNCF algorithm in
Section 3.3. In this section, we also undertake theoretical analysis on sensitivity in
the privacy preserving stage. Section 3.5 presents the empirical results and analysis,
followed by the conclusion in Section 3.6.
3.2 Fundamentals of a Recommender System
In this section, we introduce the foundational concepts in collaborative ﬁltering, and
brieﬂy review related work.
3.2.1 Notation
Let U = {u1, u2...un} be a set of users and I = {t1, t2...tm} be a set of items. The
user × item rating dataset R is represented as a n × m matrix, which can be de-
composed into row vectors: D = [u1,u2, ...,un]
T and ua = [ra1, ra2, ..., ram]. The row
vector ua corresponds to the user ua’s rating list, and rai denotes the rating that user
ua gave to item ti. D can also be represented by column vectors: D = [t1, t2, ..., tm]
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and ti = [r1i, r2i, ..., rni]
T . For each ti, s(i, j) represents its similarity with item tj.
Nk(ti) denotes the set of item ti’s k neighbors, and Uij = {ux ∈ U |rxi 
= , rxj 
= }
denotes the set of users, co-rating on both item ti and tj. s(i, j) denotes the similarity
between ti with tj.
Collaborative Filtering
Collaborative Filtering (CF) is a well-known recommendation technique that can be
further categorized into neighborhood-based methods and model-based methods [78].
The neighborhood-based methods are generally based on the k nearest neighbor rule
(KNN), and provides recommendations by aggregating the opinions of a user’s k
nearest neighbors [77].
Two stages are involved in neighborhood-based methods : the Neighbor Selection
and the Rating Prediction. In the Neighbor Selection stage, the similarity between any
two users or any two items is estimated, and corresponds to the user-based methods
and the item-based methods. Various measurement metrics have been proposed to
compute the similarity. Two of the most popular ones are the Pearson Correlation
Coeﬃcient (PCC) and Cosine-based Similarity (COS) [1]. Neighbors are then selected
according to the similarity.
• Pearson Correlation Coeﬃcient
sim(i, j) =
∑
x∈Uij(rxi − r¯i)(rxj − r¯j)√∑
x∈Uij(rxi − r¯i)2
√∑
x∈Uij(rxj − r¯j)2
(3.2.1)
where r¯ is the average rating given by relative users.
• Cosine-based Simlarity
sim(i, j) =
ri · rj
||ri||2||rj||2 (3.2.2)
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For any item ti in the Rating Prediction Stage, all ratings on ti by users in Nk(ua)
will be aggregated into the predicted rating rˆai by user ua. Speciﬁcally, the prediction
of rˆai is calculated as a weighted sum of the neighbors’ ratings on item ti. Accordingly,
the determination of a suitable set of weights becomes an essential problem because
most work relies on the similarity between users or items to determine the weight.
For example, for item-based methods, the prediction of rˆai is formulated as follows:
rˆai =
∑
j∈Ia s(i, j) · ra,j∑
j∈Ia |s(i, j)|
. (3.2.3)
In user-based methods, the active user’s prediction is made by the rating data
from many other users whose rating is similar to the active user. The predicted
rating of user v on item α is:
rˆvα = r¯v +
∑
u∈Uv svu(ruα − r¯u)∑
u|svu|
, where r¯v and r¯u is average rating given by user u and v respectively. Similarly, svu
is the similarity between user v and u.
In the item similarity matrix, element sαβ ∈ S denotes the similarity between
item α to item β. For a certain item α, we use a vector sα to represent all similarities
between item α to other items. In a user similarity matrix, element svu ∈ S denotes
the similarity between user v to u.
KNN attack to CF
Calandrino et al. [12] recently presented the KNN attack. They claim that if a rec-
ommendation algorithm and its parameters are known by an attacker, and supposing
he/she knows the partial ratings history of active user ua on m items, then the at-
tacker can infer user ua’s remaining rating history. The inference process can be
summarized as follows.
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The attacker initially creates k fake users known as sybils. He/she arranges each
sybil ’s history rating with the m items in the active user ua’s rating history. Then
with high probability, the k nearest neighbors of each sybil will consist of the other
k − 1 sybils along with the active user ua. The attacker inspects the lists of items
recommended by the system to any of the sybils. Any item on the sybils, for example,
lists not belonging to those m items, will be an item that ua rates. The attacker will
ﬁnally infer the ratings history of an active user and this process will be considered
a serious privacy violation. While this is an example for user-based methods, similar
inference can also be processed for item based methods.
A KNN attack can be performed eﬃciently in CF due to the sparsity of a typical
rating dataset. Approximately, m = O(log n) is suﬃcient for an attacker to infer a
user, where n is the total number of users in the rating dataset. For example, in
a dataset with thousands of users, m ≈ 8 is suﬃcient [12]. This is such a small
number that can easily be collected by an attacker. Furthermore, an attack will be
more serious if an attacker can adaptively change the rating history of his sybils by
observing the output of CF. This can be easily implemented in a system that allows
users to change previously entered ratings. How to hide similar neighbors is a major
privacy issue that cannot be overlooked.
3.2.2 Related Work
Privacy Preserving Recommender Systems
A considerable amount of literature has been published on privacy violations in rec-
ommender systems. The study ﬁrst concerned with this issue was undertaken by
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Ramakrishnan et. al. [76], who claimed that users’ rated items across disjointed do-
mains could face a privacy risk through statistical database queries. This hypoth-
esis was proven by Narayanan et al. [66, 67], who re-identiﬁed part of the users in
the Netﬂix Prize dataset by associating it with the International Movie DataBase
(IMDB) dataset. However, a more serious privacy violation was presented by Ca-
landrino et. al. [12]. By observing temporal changes in the public outputs of a rec-
ommender system, they inferred a particular user’s historical rating and behavior
by using background information. Speciﬁcally, they carried out a KNN attack on
neighborhood-based CF methods. It should be noted inference can be successfully
performed from the public output of recommender systems, while prior work needs a
complete ratings dataset. Their ﬁndings endanger some of the most popular recom-
mender systems in e-commerce, including Amazon, last.fm and Hunch. This serious
dilemma makes the privacy issue a vital factor in the application of CF techniques.
Several traditional privacy preserving methods have been employed in CF, in-
cluding cryptographic [13, 98], perturbation [73] and obfuscation [6, 70]. Canny [13]
proposed a multi-party computation method that allows users to compute a pub-
lic aggregate of their data without disclosing their true data. Each user uses local
computation to get personalized recommendations. Zhan et al. [98] solved a similar
problem by applying homomorphic encryption and scalar product approaches. The
Cryptographic method preserves high performance because it does not disturb the
original record. However, extra computational cost and complicated security proto-
cols makes it harder to apply widely and it appears to be used between recommender
systems rather than normal users. Perturbation and obfuscation are both similar.
In particular, perturbation will change a user’s rating systematically by adding noise
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before submitting to the recommender system. For example, Polat et al. [73, 74] de-
ployed a centralized server to store the perturbed ratings with uniform noise added
to each rating before making a prediction. Obfuscation replaces a certain percentage
of a user’s rating by random values. Berkovsky et al. [6] decentralized rating proﬁles
among multiple repositories and replaced some ratings with their mean. Both per-
turbation and obfuscation oﬀer a high level of privacy because all or part of a user’s
ratings are not true. But the magnitude of noise or the percentage of replaced ratings
are subjective and diﬃcult to control. Therefore, how to obtain a tradeoﬀ between
privacy and utility is a diﬃcult task for both techniques.
Moreover, one criticism of traditional private recommender systems is their near
inability to measure privacy levels, thus impairing the credibility of the ﬁnal result. A
more rigid and provable privacy notion is required in current recommender systems.
Diﬀerential Private Recommender System
The concept of diﬀerential privacy was ﬁrst applied in the statistical database com-
munity. The principal motivation was to release statistical information without com-
promising the privacy of individual respondents [21]. Because diﬀerential privacy
provides a rigorous and provable privacy deﬁnition, researchers have shown an in-
creasing interest in applying it to many applications [19, 30,61].
As a prominent privacy deﬁnition, the diﬀerential privacy technique has been
incorporated in research on recommender systems. For example, McSherry et al. [62]
was the ﬁrst to introduce the diﬀerential privacy notion to CF. They added Laplace
noise into the covariance matrix, and used the non-private recommender algorithm
on this matrix to predict ratings. Another example is the work of Banerjee et al. [3].
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They implemented a private local recommendation algorithm and analyzed the lower
bounds of the sample complexity of their algorithm. However, both methods only
focused on the untrusted recommender system. As a result, their recommendation
algorithms only dealt with synthetic rating data, which induces extra noise and fails
to consider the KNN attack mentioned by Calandrino et al. [12] In this chapter, we
mainly study the trusted recommender system which deals with the original ratings
dataset. But the algorithm we propose ensures the user cannot observe sensitive
information from the recommendation output, and therefore, the proposed algorithm
will be immunized from a KNN attack. Other work from Machanavajjhala formalized
trade-oﬀs between accuracy and privacy of graph-based social recommendations [58].
What they care about is the graph network instead of the traditional rating dataset,
which also diﬀers from ours.
3.2.3 Summary
When addressing the issues of privacy in recommender systems, the main issue is how
to obtain a trade-oﬀ between the level of privacy and the performance of recommen-
dations. Most traditional privacy preserving methods lack a rigid privacy guarantee
while diﬀerential privacy suﬀers from unsatisfactory performance. In addition, both
traditional and diﬀerential privacy methods fail to resist KNN attacks, which have
been shown to be a serious privacy violation in CF [12].
Hence, in this chapter, we propose a Private Neighbor Collaborative Filtering
algorithm, with the aim of providing comprehensive privacy for individuals, as well
as maximizing the accuracy of recommendations. More speciﬁcally, we attempt to
address the following issues;
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• How to hide neighbors so they can resist KNN attack ;
• How to decrease sensitivity in CF;
• How to design a diﬀerential privacy mechanism for recommendation purposes;
These are investigated in the following sections.
3.3 Private Neighbor Collaborative Filtering
In this section, we propose a Private Neighbor Collaborative Filtering (PNCF ) al-
gorithm to address the privacy preserving issue in Neighborhood-based CF methods.
Firstly, we present an overview of the algorithm, followed by a detailed discussion. We
then provide a theoretical analysis on how PNCF achieves the -diﬀerential privacy
preserving purposes while retaining the utility for recommendation purposes.
3.3.1 The Private Neighbor Collaborative Filtering Algorithm
For the privacy preserving issue in the context of neighborhood-based CF methods, the
preserving targets diﬀer between item-based methods and user-based methods due to
the diﬀerent perspectives regarding deﬁnition of similarity. In item-based methods,
an adversary can infer who the neighboring users are by observing any changes in
the item similarity matrix. Therefore, the objective is to protect the users’ identity.
In user-based methods, what an adversary can infer from the user similarity matrix
is the item rated by the active user. The preserving objective is then to hide the
historically rated items. The proposed PNCF algorithm can deal with both cases. To
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make it clear, we will present the PNCF algorithm from the perspective of the item-
based methods, and this can be applied to user-based methods in a straightforward
manner.
For traditional non-private item-based CF methods, the prediction of the active
user’s score is generated by previous ratings of this user on similar items. The ﬁrst
stage aims to identify the items of k nearest neighbor, and the second stage aims to
predict the rating by aggregating the ratings on those identiﬁed neighbor items. To
resist a KNN attack, the neighbor information in both stages should be preserved.
We propose the PNCF algorithm to address this problem, which includes two private
operations:
Private Neighbor Selection prevents the adversary from inferring “who is the
neighbor”. Speciﬁcally, the exponential mechanism is adopted to perform pri-
vate selection on the item similarity matrix to ﬁnd k neighbors Nk(ti). The
exponential mechanism ensures that for a particular item, deleting a user has
little impact on the chosen probability. Therefore, the adversary is unlikely to
ﬁgure out who their neighbors are by continuously observing recommendations,
and is unlikely to infer the rating history of an active user by creating fake
neighbors.
Perturbation prevents the adversary from inferring “what is the rating” of a par-
ticular user on an item. It perturbs neighbors similarity by adding a zero mean
Laplace noise to mask “what is the rating given by a certain neighbor”. Noisy
output is utilized as the weight in making predictions.
Details for the ﬁrst operations is presented in Section 3.3.2, and the second operation
and theoretical analysis on privacy preserving and utility retaining is provided in
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Section 3.4.
Algorithm 1 provides the pseudocode for how to use the proposed PNCF algorithm
in a traditional neighborhood-based CF method. In the algorithm, Step 1 and 4
are standard recommendations steps. Speciﬁcally, Step 1 computes the similarity
between items. It is not a step to guarantee the privacy but will still play a vital
role, because the result will be employed as a utility score in the next step. Step 4
provides the prediction for rˆai according to Eq. 3.2.3. and considers it as an output of
recommendations. However, Step 2 and 3 implement two operations in the proposed
PNCF algorithm. Compared to the non-private algorithm, the cost of this will be the
prediction accuracy. The accuracy cost is deﬁned as the utility loss of the algorithm.
We will provide both a theoretical analysis and an experimental comparative analysis
on the utility in Section 3.4 and Section 3.5, respectively.
Although the standard DP mechanism, the exponential mechanism, can be applied
for private selection, it can not be directly applied to CF because the naive exponential
mechanism induces abundant noise that signiﬁcantly inﬂuences the performance of
the prediction. Here, the main challenge is to enhance performance by decreasing
the noise magnitude. Consequently, two issues will be addressed in Step 2 and 3
accordingly: a) decrease in the sensitivity, and b) increased accuracy. Section 3.3.2
provides details on how the proposed PNCF algorithm can address these two issues.
Moreover, both of these operations consume an equivalent /2. According to the
composition rule [63], the algorithm satisﬁes -diﬀerential privacy.
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Algorithm 1 Private Neighbor Collaborative Filtering(PNCF )
Require: D, privacy parameter , truncated parameter w, number of neighbors k,
ua, ti
Ensure: rˆai
1. Computing item to item similarity Matrix S;
2. Private Neighbor Selection: Select k neighbors Nk(ti) from I;
3. Perturbation: Perturb the similarity in Nk(ti) by adding; Lap(
2k·LS(i,·)

) noise;
4. Predict rˆai;
3.3.2 The Private Neighbor Selection
Private Neighbor Selection aims to privately select k neighbors from a list of can-
didates for the privacy preserving purpose. This is unlike the k nearest neighbor
method which sorts all candidates by their similarities and selects the top k similar
candidates. Private Neighbor Selection adopts the exponential mechanism to arrange
probabilities for every candidate. The probability is measured by a score function and
its corresponding sensitivity. Speciﬁcally, we use the similarity as the score function
and the sensitivity is measured accordingly. For an item ti, the score function q is
deﬁned as follows:
qi(I, tj) = s(i, j), (3.3.1)
where s(i, j) is the output of the score functions representing the similarity between
ti with tj, I is item ti’s candidate list for neighbors, and tj is the selected neighbor.
The probability of selecting tj will be arranged according to the qi(I, tj).
The exponential mechanism uses the score function q to preserve diﬀerential pri-
vacy. However, the naive exponential mechanism fails to provide accurate predictions
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because it is too general, and therefore not suitable for recommendation purposes.
Accordingly, two operations are proposed to address this obstacle. The ﬁrst operation
is to deﬁne a new Recommendation-Aware Sensitivity to decrease the noise, and the
second operation is to provide a new exponential mechanism to enhance the accu-
racy. Both are integrated to form the proposed PNCF algorithm, which consequently
obtains a better trade-oﬀ between privacy and utility.
Recommendation-Aware Sensitivity
In this section, we propose Recommendation-Aware Sensitivity based on the notion of
Local Sensitivity to reduce the magnitude of noise introduced for privacy-preserving
purposes.
Recommendation-Aware Sensitivity for score function q, RS(i, j) is measured by
the maximal change in similarity of two items when removing a user’s rating record.
Let s′(i, j) denote the s(i, j) after deleting a user, then RS(i, j) captures the maximal
diﬀerence if we test all the users’ ratings:
RS(i, j) = max
i,j∈I
||s(i, j)− s′(i, j)||1. (3.3.2)
The result varies on the diﬀerent item pairs.
Take the item-based Cosin similarity as an example to generate the value of
Recommendation-Aware Sensitivity. PCC similarity can be measured in the same
way. Items are considered as a vector in the n dimensional user space. For exam-
ple, let ri and rj be a rating vector pair that contains all ratings given to ti and tj,
respectively. Firstly, we observe all the ratings for a single user ux and then analyse
his/her impact on s(i, j). There are four possible rating pairs on both item ti and tj:
(0, 0), (0, rxj), (rxi, 0), and (rxi, rxj)
66
Please note that in neighborhood-based CF methods, similarity is only measured on
the co-rated set between two items. This means the ﬁrst three rating pairs have no
impact on the similarity function. Let Uij = {ux ∈ U |rxi 
= , rxj 
= } be a set of
users who rated both ti and tj, with these two item rating vectors then be represented
as rUi and rUj, respectively. The length of the vector, ||rUi||, is determined by both
the rating and the number of co-rated users. When deleting a user, the rating vector
pair will be transferred to a new pair of r′Ui and r
′
Uj and the similarity will change
to s′(i, j) accordingly. The measurement and the smooth bound of Recommendation-
Aware Sensitivity are summarized in Lemma 1 and 2, respectively.
Lemma 1. For any item pair ti and tj, the score function q(I, tj) has Local Sensitivity
RS(i, j) = max
{
max
ux∈Uij
(
rxi · rxj
||r′i||·||r′j||
)
, max
ux∈Uij
(
rxi · rxj(||ri||||rj||−||ri||||rj||)
||ri||·||rj||·||r′i||·||r′j||
)}
,
(3.3.3)
where ux is the user that makes a great impact on the ti and tj similarity, and
RS(i, j) = 1 when |Uij|= 1.
Proof.
RS(i, j) = max||s(i, j)− s′(i, j)||1 (3.3.4)
=
ri · rj
||ri||·||rj|| −
r′i · r′j
||r′i||·||r′j||
=
||r′i||·||r′j||·ri · rj − ||ri||·||rj||·r′i · r′j
||ri||·||rj||·||r′i||·||r′j||
.
Thus,
RS(i, j) ≤
⎧⎪⎨
⎪⎩
||ri||·||ri·(ri·rj−r′i·r′j)||
||ri||·||rj ||·||r′i||·||r′j || , if ||r
′
i||·||r′j||·ri · rj ≥ ||ri||·||rj||·r′i · r′j,
ri·rj(||ri||·||rj ||−||r′i||·||r′j ||)
||ri||·||rj ||·||r′i||·||r′j || , otherwise.
(3.3.5)
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Please note
||ri||·||ri·(ri·rj−r′i·r′j)||
||ri||·||rj ||·||r′i||·||r′j || = maxx∈Uij
rxi·rxj
||r′i||·||r′j || .
Thus, sim(i, j) and sim′(i, j) diﬀer at most by
max
{
max
ux∈Uij
(
rxi · rxj
||r′i||·||r′j||
)
, max
ux∈Uij
(
rxi · rxj(||ri||||rj||−||ri||||rj||)
||ri||·||rj||·||r′i||·||r′j||
)}
, (3.3.6)
which is largely determined by the length of rating vector pairs.
Lemma 2. Recommendation-Aware Sensitivity with smooth bound is
B(RS(i, j)) = exp(−β) ·RS(i, j). (3.3.7)
Both Lemma 1 and Lemma 2 indicate that depending on the length of rating
vector pairs, score function q will only change slightly in a normal case. Compared to
Global Sensitivity, Recommendation-Aware Sensitivity can signiﬁcantly decrease the
noise magnitude. We use Recommendation-Aware Sensitivity in our PNCF algorithm.
To simplify the notation, we will use RS(i, j) or Recommendation-Aware Sensitivity
to represent B(RS(i, j)) in the following formulas.
Private Neighbor Selection Implementation
Private Neighbor Selection is the major private operation in PNCF. In this sec-
tion, we present the Private Neighbor Selection based on the exponential mecha-
nism and show how it is introduced into CF. Given an active user ua and a tar-
get item ti, we have a candidate item list I and a corresponding similarity list
s(i) =< s(i, 1), ..., s(i,m) >, which consists of similarities between ti and other m− 1
items. According to Eq. 4.3.11, each element in s(i) is the score of the corresponding
item. The goal of Private Neighbor Selection is to select k neighbors in candidate
item list I, according to the score vector s(i). It should be noted that we will not
select ti in I as it is the target item.
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However, even though we apply Recommendation-Aware Sensitivity to reduce
noise, the naive exponential mechanism still yields low prediction accuracy. The
reason is that performance of neighborhood-based CF methods is largely dependent
on the quality of neighbors. If we assume the top k nearest neighbor as the highest
quality neighbor, and we use sk to denote the similarity to the k-th neighbor, the ran-
domized selection process will have a high probability of picking up neighbors with
low scores. The rating pattern of these low quality neighbors may be totally diﬀerent
from the pattern of the active user, which lowers the accuracy of the prediction. To
address this problem, the best solution is to improve the quality of k neighbors under
diﬀerential privacy constraints.
Motivated by this, we provide a new notion of truncated similarity as the score
function to enhance the quality of selected neighbors. The truncated notion was ﬁrst
mentioned in Bhaskar et. al.’s work [7], in which they used truncated frequency to
decrease the computational complexity. The same notion can be used in our score
function q to ﬁnd those high quality neighbors. Speciﬁcally, for each item in the
candidate list I, if its similarity s(i, j) is smaller than sk(i, ·) − w, then s(i, j) is
truncated to sk(i, ·) − w, where w is a truncated parameter in the score function;
otherwise it is still preserved as s(i, j). The truncated similarity can be denoted as
sˆ(i, j) = max (s(i, j), sk(i, ·)− w) , (3.3.8)
where truncated parameter w will be analyzed in the next section.
The truncated similarity ensures no item in Nk(ti) has a similarity less than
(sk(i, ·)−w) and every item whose similarity is greater than (sk(i, ·)+w) is selected to
the Nk(ti). Compared to the naive exponential mechanism in which some items with
a similarity lower than (sk(i, ·)−w) may have a higher probability of being selected,
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Algorithm 2 Private Neighbor Selection
Require: , k, w, ti, I ,s(i)
Ensure: Nk(ti)
1: Sort the vector s(i);
2: C1 = [tj|s(i, j) ≥ sk(i, j)− w, tj ∈ I],
C0 = [tj|s(i, j) < sk(i, j)− w, tj ∈ I],
3: for N=1:k do
4: for each item tj in ti do
5: Allocate probability as:
exp
(
·sˆ(i,j)
4k·RS(i,j)
)
∑
j∈C1 exp
(
·sˆ(i,j)
4k·RS(i,j)
)
+ |C0|· exp
(
·sˆ(i,j)
4k·RS(i,j)
) .
6: end for
7: Sample an elements t from C1 and C0 without replacement according to their
probability;
8: Nk(ti) = Nk(ti) + t;
9: end for
the truncated similarity can signiﬁcantly improve the quality of selected neighbors.
Based on the Recommendation-Aware Sensitivity and the truncated similarity, we
present the Private Neighbor Selection operation as shown in Algorithm 2.
We divided item candidate list I into two sets: C1 and C0. Set C1 consists of items
whose similarities are larger than the truncated similarity (sk(i, ·)−w), and C0 consists
of the remaining items in I. In the Private Neighbor Selection operation, items in C1
follow exponential distribution according to their similarities. Each of these have the
probability proportion to exp
(
·s(i,j)
4k·RS(i,j)
)
. In C0, we do not deal with the elements one
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by one. Instead, we consider C0 as a single candidate with a probability proportion to
exp
(
·sˆ(i,j)
4k·RS(i,j)
)
. When C0 is chosen, the items in C0 are selected uniformly. This does
not violate diﬀerential privacy because we use C0 as a single candidate and assign the
weight according to the exponential mechanism. This means the probability for each
element in C0 still follows exponential distribution. The probability of providing the
same output for neighboring datasets is still bounded by exp().
The Private Neighbor Selection operation can provide high quality neighbors and
guarantee the diﬀerential privacy simultaneously. The choice of w will inﬂuence the
utility in a ﬁxed privacy level. We will determine the value of w in our utility analysis
in Section 3.4 and show its eﬀectiveness in Section 3.5.
3.4 Privacy and Utility Analysis
In this section, we present a theoretical analysis for the privacy and the utility of the
proposed PNCF algorithm.
3.4.1 Privacy Analysis
The proposed PNCF algorithm contains two private operations: the Private Neighbor
Selection and the Perturbation. In this section, we analyse the privacy guarantee of
each step.
The Private Neighbor Selection is essentially processing the exponential mech-
anism successively. An item is selected without replacement in each round until k
distinct neighbors are chosen. The score sensitivity is calibrated by Recommendation-
Aware Sensitivity.
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From the deﬁnition of the Exponential mechanism, each selection round preserves
( 
2k
)-diﬀerential privacy. The sequential composition in Deﬁnition 2 undertakes the
privacy guarantee for a sequence of diﬀerentially private computations. When a series
of private analysis is performed sequentially on a dataset, the privacy budget  will
be added for each step. According to the sequential composition deﬁnition, Private
Neighbor Selection guarantees 
2
-diﬀerential privacy as a whole.
In the Perturbation step, we add independent Laplace noise to the Nk(ti) chosen
in the previous step. Given an item set Nk(ti), perturbation adds independent Laplace
noise to their similarities. The noise is calibrated by /2 and the Recommendation-
Aware Sensitivity is:
snoise(i, j) = s(i, j) + Lap
(
2 ·RS(i, j)

)
. (3.4.1)
According to the deﬁnition of the Laplace mechanism, this step satisﬁes /2-diﬀerential
privacy.
Consequently, when combining both operations, the proposed method preserves -
diﬀerential privacy by applying composition lemma on the selection and perturbation
step together.
3.4.2 Utility Analysis
The utility of PNCF is measured by the accuracy of the predictions. Since we focus
on the neighborhood-based CF, the prediction accuracy depends highly on the quality
of the neighbors. Given an input dataset R, we set the non-private neighborhood-
based CF method as a baseline. By comparing the selected neighbors in PNCF with
the corresponding neighbors in the baseline method, we can analyse the utility level
of the proposed algorithms.
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To predict the rating of ti for the active user ua, the non-private algorithm typ-
ically chooses the top k similar neighbors and then generates an integrated output
as the prediction. Therefore, the closeness between top k similar neighbors in the
baseline method and the privately selected neighbors in PNCF is the key factor that
determines the utility level. When implementing the exponential mechanism, the
randomized selection step will choose low similarity neighbors with high probability,
which signiﬁcantly lowers the accuracy of recommendations.
The proposed PNCF algorithm can preserve the quality of the neighbors in two
aspects: every neighbor with a true similarity greater than (sk + w) will be selected,
and no neighbor in the output has a true similarity less than (sk − w), where the
true similarity refers to the original similarity without perturbation or truncation.
Therefore, Private Neighbor Selection guarantees that with high probability, the k
selected neighbors will be close to the actual top k nearest ones. Hence, the utility in
PNCF will be better retained than in the naive exponential mechanism. We present
two theorems and proofs to support the claims as follows.
Theorem 3.4.1. Given an item ti, let Nk(ti) be the k selected neighbors and |v|
be the maximal length of all the rating vector pairs. We also suppose RS as the
maximal Recommendation-Aware Sensitivity between ts and other items respectively,
and suppose ρ is a small constant less than 1. Then, for all ρ > 0, with probability
at least 1 − ρ, the similarity of all items in Nk(ti) is larger than sk − w, where
w = min(sk,
4k·RS

ln k·(|v|−k)
ρ
).
Proof. First, we compute the probability of selecting a neighbor with a similarity
less than (sk−w) in each round of sampling. This occurs when there is an unsampled
neighbor with similarity no less than sk. Then, we prove that with the constraint
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of w and ρ, no neighbor in the output has true similarity less than (sk − w) after k
rounds sampling for neighbor selection.
If a neighbor with similarity (sk −w) is still waiting for selection, the probability
of picking a neighbor with similarity less than (sk−w) is ≤ exp(
(sk−w)
4k·RS )
exp(
sk
4k·RS )
= exp(− ·w
4k·RS ).
Since there are at most |v| neighbors with similarity less than (sk − w), according
to the union bound, the probability of choosing a neighbor with similarity less than
(sk − w) is at most (|v|−k) · exp(− ·w4k·RS ).
Furthermore, by the union bound in the sampling step, the probability of choosing
any neighbor with similarity less than (sk − w) is at most k · (|v|−k) · exp(− ·w4k ).
Let ρ ≥ k · (|v|−k) · exp(− ·w
4k·RS ).
Then,
− w·
4k·RS ≤ ln( ρk·(|v|−k)) (3.4.2)
⇒ w·
4k·RS ≥ ln k·(|v|−k)ρ
⇒ w ≥ 4k·RS

ln k·(|v|−k)
ρ
.
Thus, the probability that similarities less than (sk−w) will be chosen is less than
ρ. As deﬁned in Section 3.3.2, Recommendation-Aware Sensitivity is O( 1||v||2 ). So for
constant ρ, s = O(k·ln(|v|−k)
||v||2 ) is suﬃcient. In practise, we have to ensure sk − w ≥ 0
in COS similarity or sk − w > −1 in PCC, so w = min(sk, 4k·RS ln k·(|v|−k)ρ ).
Theorem 3.4.2. Given an item ti, for all ρ > 0, with probability at least 1 −
ρ, the similarities of all neighbors > sk + w are present in Nk(ti), where w =
min(sk,
4k·RS

ln k·(|v|−k)
ρ
).
Proof. Similar to Theorem 3.4.1, we ﬁrst compute the probability of picking a
neighbor with a similarity less than sk in each round of sampling when an unsampled
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neighbor with similarity greater or equal than (sk+w) is not present in Nk(ti). Then
we prove that with the constraint of w and ρ, all neighbors with similarity ≥ sk + w
have been chosen in Nk(ti).
Suppose a neighbor with a similarity greater than (sk+w) has not been selected in
Nk(ti), the conditional probability of picking any neighbor with similarity less than sk
is ≤ exp(
(sk)
4k·RS )
exp(
(sk+w)
4k·RS )
= exp(− ·w
4k
). Therefore, the probability of not selecting any neighbor
with similarity less than sk in any of the k rounds of sampling is:(
1− (|v|−k) · exp((sk + w)
4k ·RS )
)k
≥
(
1− k · (|v|−k) · exp((sk + w)
4k ·RS )
)
. (3.4.3)
Let 1−ρ ≤ (1−k ·(|v|−k) ·exp( (sk+w)
4k·RS )). Thus, is similar to the proof of Theorem
3.4.1. When
w = min
(
sk,
4k ·RS

ln
k · (|v|−k)
ρ
)
, (3.4.4)
all neighbors with similarity ≤ sk + w are present in Nk(ti).
3.5 Experiment and Analysis
In this section, we provide discussion concerning the experiments we conducted to
evaluate the performance of the proposed PNCF algorithm and evaluate the perfor-
mance of the proposed PNCF algorithm on the research issues we identiﬁed in this
study:
• How does PNCF perform on the privacy preserving issue from the perspective of
neighbors? As neighbors can be deﬁned among users or items based on various
similarity metrics, we evaluate the performance of PNCF in both a user-based
and an item-based manner with two popular similarity metrics, PCC and COS.
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We compare PCC and COS with traditional neighborhood-based CF methods.
Moreover, to obtain a thorough comparison, we conducted the experiments on
two benchmark datasets, MovieLens and Netﬂix, which will be described in
Section 4.5.1.
• How does the proposed Recommendation-Aware Sensitivity satisfy the recom-
mendation purpose? To answer this question, we compare Recommendation-
Aware Sensitivity with the traditional Global Sensitivity in terms of recommen-
dation accuracy. Speciﬁcally, we compare them in the standard naive exponen-
tial mechanism from both a user-based manner and an item-based manner on
two popular similarity metrics, PCC and COS.
• How does PNCF perform compared to other-related methods?
To retain the quality of the selected neighbors, PNCF redesigns the exponential
mechanism for CF. Therefore, we compare PNCF with the naive mechanism
(NM) as it is highly-related to the redesigned mechanism in PNCF. Speciﬁcally,
in order to achieve a fair comparison, this set of experiments is deployed with
the same sensitivity, but with a diﬀerent neighbor selection mechanism.
• How does the privacy budget aﬀect the performance of PNCF? In the context
of privacy preserving, the privacy budget is a key parameter that controls the
privacy level of the privacy preserving algorithms. We then examine the trade-
oﬀ between the utility and the privacy of PNCF on two benchmark datasets by
varying it in a wide range.
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3.5.1 Datasets and Measurements
The datasets we experimented with are the popular Netflix dataset 1 and the
MovieLens dataset. 2 The Netflix dataset was extracted from the Netﬂix Prize
dataset, where each user rated at least 20 movies, and each movie was rated by
20 − 250 users. The MovieLens dataset includes around 1 million ratings collected
from 6, 040 users about 3, 900 movies. MovieLens is the standard benchmark data for
collaborative ﬁltering research, while the Netflix dataset is a real industrial dataset
released by Netﬂix. Both datasets contain millions of ratings that last for several
years and are suﬃcient for investigating the performance of the proposed method
from both a research and industry perspective. Speciﬁcally, we apply the All-But-
One strategy, which randomly selects one rating of each user, and then, predicts its
value using all the left ratings in the dataset.
In this chapter, to measure the quality of recommendations, we apply a popular
measurement metric, Mean Absolute Error (MAE) [1]:
MAE =
1
|T |
∑
a,i∈T
|rai − rˆai|, (3.5.1)
where rai is the true rating of user ua on item ti, and rˆai is the value of predicting the
rating. T denotes the test dataset, and |T | represents its size. A lower MAE means a
higher prediction accuracy. Note that in each experiment, we consider the traditional
non-private CF method as a baseline.
1http://www.netﬂixprize.com
2http://www.grouplens.org
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3.5.2 Performance of PNCF
In this section, we examine the performance of PNCF from the perspective of pri-
vacy preserving to neighbors. To obtain a thorough examination, we conduct exper-
iments by deﬁning neighbors from both the user and the item perspective on two
popular measurement metrics, PCC and COS. Speciﬁcally, we apply the traditional
neighborhood-based CF as the non-private baseline, and then compare the PNCF with
the standard DP method in terms of the recommendation accuracy, as both quantify
the privacy risk to individuals. Parameter k represent the number of the neighbors.
Moreover, the truncated parameter w is set according to Lemma 3.4.1. The privacy
budget  is ﬁxed to 1 to ensure the PNCF algorithm satisﬁes the 1-diﬀerential privacy.
Table 3.1 shows the results on the Netﬂix data set. From this table, it is clear
that PNCF signiﬁcantly outperforms DP in all conﬁgurations. Speciﬁcally, in the
item-based manner with the PCC metric, when k = 40, PNCF achieves a MAE of
0.7178. This outperforms DP by 13.60%. When k = 10, PNCF obtains a MAE of
0.7533, which outperforms DP by 13.07%. In the user-based manner with the PCC
metric, when k = 30, PNCF outperforms DP by 8.71% in MAE. Similar trends are
also observed when measuring neighbor similarity in COS. This indicates that PNCF
performs better in terms of the recommendation accuracy than the standard diﬀer-
ential privacy(DP) method that uses Global Sensitivity and the naive exponential
mechanism. On the other hand, compared with the baseline non-private algorithm,
the accuracy cost introduced by PNCF is much smaller than the cost introduced by
DP. This is because PNCF introduces two novel operations to reduce the magnitude
of introduced noise. Moreover, the two-tailed, paired t-test with a 95% conﬁdence
level has been applied to evaluate the performance of PNCF under all conﬁgurations.
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Figure 3.1: Performance of PNCF and DP on the MovieLens Dataset
The detailed statistical results on the Netﬂix dataset are presented in Table 3.2. This
table shows that the diﬀerence in performance between PNCF and DP is statistically
signiﬁcant.
Moreover, Fig. 3.1 shows the results on the MovieLens dataset. Speciﬁcally,
Fig. 3.1a and 3.1b show the performance of PNCF and DP with the PCC metric
under an item-based and user-based manner, respectively. It is clear that PNCF per-
forms much better then DP. In addition, we also observe that as k increases, both
PNCF and DP achieve better MAE. However, PNCF always performs better than
DP across all k values. This is because PNCF achieves privacy preserving by distin-
guishing the quality of potential neighbors, and therefore always selects good-quality
neighbors as analysed in Section 3.4.2. Moreover, PNCF ’s MAE performance is very
close to that of the non-private baseline. This indicates PNCF can retain the accu-
racy of recommendation while providing comprehensive privacy for individuals.
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Table 3.1: Overall Performance Comparison on Netﬂix
PCC COS
k Non-private PNCF DP Non-private PNCF DP
Item-based 5 0.7504 0.7835 0.9153 0.7524 0.7893 0.8786
10 0.7210 0.7533 0.8666 0.7240 0.7637 0.8301
15 0.7121 0.7407 0.8499 0.7159 0.7486 0.8134
20 0.7083 0.7343 0.8371 0.7137 0.7414 0.8012
25 0.7070 0.7278 0.8329 0.7133 0.7401 0.7972
30 0.7068 0.7244 0.8287 0.7137 0.7390 0.7927
35 0.7072 0.7208 0.8244 0.7152 0.7385 0.7899
40 0.7078 0.7178 0.8154 0.7169 0.7398 0.7835
45 0.7086 0.7163 0.8062 0.7185 0.7392 0.7789
50 0.7092 0.7146 0.8019 0.7199 0.7395 0.7770
User-based 5 0.7934 0.8025 0.8962 0.8041 0.8009 0.8661
10 0.7641 0.7691 0.8538 0.7691 0.7708 0.8237
15 0.7509 0.7551 0.8324 0.7553 0.7612 0.8042
20 0.7428 0.7485 0.8229 0.7481 0.7564 0.7956
25 0.7375 0.7435 0.8137 0.7434 0.7525 0.7867
30 0.7339 0.7408 0.8115 0.7398 0.7512 0.7847
35 0.7316 0.7398 0.8081 0.7371 0.7494 0.7812
40 0.7298 0.7381 0.8059 0.7350 0.7480 0.7794
45 0.7284 0.7368 0.8028 0.7331 0.7469 0.7764
50 0.7273 0.7353 0.8015 0.7317 0.7456 0.7751
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Table 3.2: Paired-t-test for PNCF vs. DP on Netﬂix
df t p-value
Item-based PCC 9 26.5135 < 0.0001
COS 9 11.6696 < 0.0001
User-based PCC 9 25.8884 < 0.0001
COS 9 10.5045 < 0.0001
3.5.3 Performance of Recommendation-Aware Sensitivity
In this section, we examine the performance of Recommendation-Aware Sensitivity
(RS) on recommendations in terms of MAE. Speciﬁcally, we compare RS with tradi-
tional Global Sensitivity (GS) on two well-known similarity metrics (PCC and COS)
from both the user-based manner and the item-based manner. In order to show the
impact of Recommendation-Aware Sensitivity on the private part of the algorithm,
we select the traditional Naive exponential Mechanism (NM) and set privacy budget
 to 1. Therefore, in this conﬁguration, we refer to the Recommendation-Aware Sen-
sitivity-based algorithm and the Global Sensitivity-based algorithm as RS&NM and
GS&NM, respectively. The results for Netﬂix and MovieLens are shown in Fig. 3.2
and 3.3, respectively.
Fig. 3.2 shows the MAE results on the Netﬂix dataset. It was observed that the
Recommendation-Aware Sensitivity signiﬁcantly outperforms the traditional Global
Sensitivity on both PCC and COS metrics under both the user-based and item-
based manner. Speciﬁcally, as shown in Fig. 3.2a, when k = 40 in the item-based
manner with the PCC metric, Recommendation-Aware Sensitivity achieves a MAE
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Figure 3.2: Global Sensitivity vs. Recommendation-Aware Sensitivity on Netﬂix
82
at 0.7312, outperforming the result of 0.8154 from Global Sensitivity by 10.33%.
Moreover, it is clear the performance of Recommendation-Aware Sensitivity is very
close to the non-private baseline, which focuses on accuracy but disregards the issue
of privacy. This indicates that Recommendation-Aware Sensitivity can achieve the
privacy preserving objective while retaining a high accuracy of recommendations.
Similar trends can be observed on COS and user-based as shown in Fig. 3.2b, 3.2c, and
3.2d, respectively. This indicates Recommendation-Aware Sensitivity is independent
of the applied similarity metrics, and works from both a user and item perspective in
the context of neighborhood-based CF methods.
Fig. 3.3 shows the results on theMovieLens dataset. We observed that Recommendation-
Aware Sensitivity also signiﬁcantly outperformed the traditional Global Sensitivity in
all conﬁgurations, thus conﬁrming the eﬀectiveness of Recommendation-Aware Sen-
sitivity for recommendation purposes. Speciﬁcally,when k = 40 in an item-based
manner with the PCC metric, Recommendation-Aware Sensitivity achieves a MAE
of 0.7345. This outperforms the result of 0.7888 from Global Sensitivity by 6.88%.
On the other side, we also check the impact of k on the performance of compared
algorithms. As shown in Fig. 3.2 and 3.3, we observed Global Sensitivity achieving
better performance as k increased. However, at the same time, Recommendation-
Aware Sensitivity can always obtain a better MAE than Global Sensitivity across all
k values. Moreover, Recommendation-Aware Sensitivity also performs closely to the
non-private baseline. This conﬁrms Lemma 1: Recommendation-Aware Sensitivity
is only related to the value of rating and the number of co-rated items/users. This
also demonstrates that Recommendation-Aware Sensitivity is insensitive to k and is
independent to the applied similarity metric.
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Figure 3.3: Global Sensitivity vs. Recommendation-Aware Sensitivity on Movielens
Table 3.3: Paired-t-test for RS&NM vs. GS&NM on Netﬂix
df t p-value
Item-based PCC 9 22.7078 < 0.0001
COS 9 11.1771 < 0.0001
User-based PCC 9 17.0451 < 0.0001
COS 9 10.9179 < 0.0001
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To show the statistical eﬀectiveness of Recommendation-aware Sensitivity, we ap-
plied a paired t test (with a 95% conﬁdence level) to examine the diﬀerence in perfor-
mances of Recommendation-Aware Sensitivity and Global Sensitivity. The statistics
for results on Netﬂix are shown in Table 3.3, and it was observed that diﬀerences
between them in terms of MAE are statistically signiﬁcant.
3.5.4 Performance of the Private Neighbor Selection Mech-
anism
To preserve the privacy from the perspective of neighbors, the mechanism for neigh-
bor selection will be the determinant factor. In this chapter, we introduce the Pri-
vate Neighbor Selection mechanism, and thoroughly examined it by comparing it
with the state-of-the-art Naive Exponential Mechanism (NM). Speciﬁcally, to clearly
demonstrate the eﬀectiveness of the Private Neighbor Selection mechanism, we ap-
ply Recommendation-Aware Sensitivity (RS) to both PNCF and NM (this is termed
RS&NM). Once again, we conducted the experiment on both a user-based and item-
based manner with two popular metrics, PCC and COS, on two benchmark datasets,
Netﬂix and MovieLens.
Fig. 3.4 shows the results on the Netﬂix dataset. It is clear that PNCF out-
performed RS&NM in all conﬁgurations. Speciﬁcally, in an item-based manner with
the PCC metric, and when k = 40 as shown in Fig. 3.4a, PNCF achieved a MAE of
0.7178 which was signiﬁcantly better than 0.7312 from RS&NM. Moreover, the results
from the MovieLens dataset are shown in Fig. 3.5. It was also observed that PNCF
performs better than RS&NM. This is due to the Private Neighbor Selection using
the truncated similarity to enhance the quality of selected neighbors as analysed in
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Section 3.4.2.
The results on both datasets demonstrate that the proposed Private Neighbor
Selection mechanism in PNCF algorithm is superior to the previous naive exponential
mechanism, and is also independent of the applied similarity metrics.
3.5.5 Eﬀect of Privacy Budget
In the context of diﬀerential privacy, privacy budget  serves as a key parameter
to determine the privacy preserving level. A smaller  results in a higher privacy
level, which makes the algorithm less vulnerable from KNN attack. According to the
literature [22],  = 1 or less would be suitable for privacy preserving purposes, and
we follow this in our experiments. However, to achieve a comprehensive examination
of PNCF, we evaluated its performance under various privacy preserving levels by
varying  from 0.1 to 1 with a 0.1 step on two benchmark datasets from both the
user-based and item-based manner. Due to space limitation, we report the results on
PCC metric when k = 35, as shown in Fig. 3.6. It was observed that as  increases, the
MAE performance improves, which means the lower the privacy preserving level, the
larger the utility level. Similar trends were also observed when k takes other values.
Moreover, we observe that MAE decreases much faster when  decreases from 0.1 to
0.4, compared to when  decreases from 0.4 to 1. This indicates that a big utility cost
is needed when preserving a higher privacy level ( = 0.1). On the other hand, we
also observe that, for the PNCF algorithm, its performance is stable when  ≥ 0.7.
This conﬁrms that PNCF is capable of retaining the utility for the recommendation
purpose, while satisfying the privacy preserving purposes as analysed in Section 3.4.2.
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3.6 Summary
This chapter proposes an eﬀective privacy preserving method for neighborhood-based
collaborative ﬁltering and makes the following contributions:
• A novel Recommendation-Aware Sensitivity is proposed to reduce the large
magnitude of noise. We apply the notion of local sensitivity to formulate
the Recommendation-Aware Sensitivity, which is used for recommendation pur-
poses.
• We propose Private Neighbor Selection to protect neighbors. Private selection
aims to resist a KNN attack by preventing an attacker from inferring a user’s
rating history from the predictions. In addition, a successive perturbation op-
eration is applied to hide the rating of a particular neighbor.
• A re-designed exponential mechanism is proposed to enhance the performance
of neighborhood-based CF methods. This mechanism can select neighbors with
a higher quality than the naive exponential mechanism, and we also provide
theoretical analysis and experimental results to demonstrate its eﬀectiveness.
These three contributions provide a practical way to apply a rigid privacy notion
to collaborative ﬁltering without much accuracy loss. The experimental results also
show the robustness and eﬀectiveness of the proposed PNCF algorithm in various
similarity metrics. Most notably, the proposed algorithm can be extended to other
scenarios that need to perform top k private selection from candidates, such as top
k queries. It has been proven that our algorithm can guarantee a better quality of
selected neighbors than the naive exponential mechanism.
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This chapter concentrates on the diﬀerential privacy application on the neighborhood-
based CF. Other recommendation techniques, such as the tagging recommender sys-
tem, still suﬀer from violations of privacy. Our next chapter will explore the privacy
issue in a tagging recommender system and meeting the challenge of shrinking the
randomization domain.
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Figure 3.4: Comparison between the Exponential Mechanism and PNCF on Netﬂix
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Figure 3.5: Comparison between Exponential Mechanism and PNCF on MovieLens
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Figure 3.6: Impact of  on PNCF when k = 35
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Chapter 4
Deferentially Private Tagging
Recommender System
4.1 Introduction
This chapter focus on the randomization domain shrinking problem in the context of
a tagging recommender system. The widespread success of social network web sites,
such as Del.icio.us and Bibsonomy, introduces a new concept called the tagging rec-
ommender system [38]. These social network web sites usually allow users to annotate
resources with customized tags, which in turn facilitates the recommendation of re-
sources. Over the last few years, a large collection of data has been generated, but the
issue of privacy in the recommender process has generally been overlooked [71]. An
adversary with background information may re-identify a particular user in a tagging
dataset and obtain the user’s historical tagging records [29]. Moreover, in comparison
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with traditional recommender systems, tagging recommender systems involve more
semantic information that directly discloses users’ preferences. Hence, the privacy
violation involved is more serious than traditional violations [71]. Consequently, how
to preserve privacy in tagging recommender systems is an emerging issue that needs
to be addressed.
Privacy preserving approaches on traditional recommender systems can hardly be
applied to tagging recommender systems due to the semantic property of tags. Specif-
ically, cryptography completely erases the semantic means of tags, while perturbation
and obfuscation can only be applied to numerical values instead of words. These
deﬁciencies render these approaches impractical in tagging recommendation [72]. To
overcome these deﬁciencies, the tag suppression method has recently been proposed to
protect a user’s privacy by modeling users’ proﬁles and eliminating selected sensitive
tags [71]. However, this method only releases an incomplete dataset that signiﬁcantly
aﬀects the recommendation performance. Moreover, the traditional privacy preserv-
ing methods can hardly provide a provable privacy guarantee for the recommender
system. Accordingly, a more eﬀective and rigourous privacy mechanism adapted to
tagging recommender systems is required.
As the recent advanced research on the diﬀerential privacy, it can provide a rigor-
ous privacy guarantee that suitable for tagging recommender systems. This chapter
introduces diﬀerential privacy into tagging recommender systems, with the aim of
preventing re-identiﬁcation of users and avoiding the association of sensitive tags
(e.g., healthcare tags) with a particular user. When applying diﬀerential privacy in
tagging recommendation, there remain two research challenges:
• The naive diﬀerential privacy mechanism only focuses on releasing statistical
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information that can barely retain the structure of the tagging dataset. For ex-
ample, this naive mechanism lists all the tags, counts the number and adds noise
to the statistical output, but ignores the relationship among users, resources and
tags. This simple statistical information is inadequate for recommendations.
• Diﬀerential privacy utilizes the randomized mechanism to preserve privacy, and
usually introduces a large amount of noise due to the sparsity of the tagging
dataset. For a dataset with millions of tags, the randomized mechanism will
result in a large magnitude of noise.
Both challenges imply the naive diﬀerential privacy mechanism can not be simply
applied in a tagging recommender system, and a novel diﬀerentially private mech-
anism is needed. To overcome the ﬁrst challenge, we generate a synthetic dataset
that retains the relationship among tags, resources and users rather than releasing
simple statistical information. The second challenge can be addressed by shrinking
the randomized domain, because the noise can decrease when the randomized range
is limited. The topic model method is a possible way to structure tags into groups
and limit the randomized domain within each topic. Based on these observations, we
propose a tailored diﬀerential privacy mechanism that optimizes the performance of
recommendation with a ﬁxed level of privacy.
The contributions of this chapter can be summarized as follows:
• The main contribution maintains an acceptable utility of the tagging dataset
by designing a practical private tagging release algorithm, PriTop, with a rigid
privacy guarantee. To the best of our knowledge, this is the ﬁrst work that
adopts diﬀerential privacy for the tagging recommender system.
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• In PriTop, a novel private topic model-based method is proposed to structure
the tags and to shrink the randomized domain. The eﬀectiveness of the proposed
method is veriﬁed by extensive experiments on real-world datasets.
• With diﬀerential privacy composition properties, a theoretical privacy and util-
ity analysis conﬁrms an improved trade-oﬀ between privacy and utility.
The rest of this chapter is organized as follows. We present the background of the
tagging recommender system in Section 4.2, and propose the Private Tagging Release
algorithm in Section 4.3, together with the theoretical privacy and utility analysis
of the algorithm in Section 4.4. Section 4.5 presents the results from experiments,
followed by the summary in Section 4.6.
4.2 Fundamentals of Tagging Recommender Sys-
tem
4.2.1 Notations
In a tagging recommender system, G is a tagging dataset consisting of users, resources
and tags. Let U = {u1, u2, · · ·} be a set of users, R = {r1, r2, · · ·} be a set of resources,
and T = {t1, t2, · · ·} be the set of all tags. For a particular user ua ∈ U and a resource
rb ∈ R, we use T (ua, rb) to represent all tags ﬂagged by the ua on rb, and use T (ua) to
denote all tags utilized by user ua. The recommended tags for ua on a given resource
r ∈ R are represented by T p(ua, r),
Tagging datasetD can be structured by a set of users’ proﬁlesP = {P (u1), ..., P (u|U |)}.
A user ua’s proﬁle P (ua) =< T (ua),W (ua) > is usually modeled by his tagging
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records, including a tag’s names T (ua) = {t1, ..., t|T (ua)|} and weights W (ua) =
{w1, ..., w|T (ua)|}.
4.2.2 Tagging Recommender Systems
A considerable amount of literature has explored various techniques for tagging rec-
ommendations that oﬀers users the possibility to annotate resources with personalized
tags and to ease the process of ﬁnding suitable tags for a resource [82]. Sigurbjorns-
son et. al. provided a typical recommender strategy [83]. Given a resource with
user-deﬁned tags, an ordered candidate list of candidate tags is derived for each
user-deﬁned tag based on tag co-occurrence. After aggregating and ranking in the
candidate list, the system provides top-N ranked tags.
Another well-known study is FolkRank [38], which adapts the PageRank method
into the tagging recommender system. The key idea of FolkRank is that a resource
ﬂagged with important tags by important users becomes important itself. The im-
portance is measured by weight −→ω , which is computed iteratively as follows.
−→ω ← λA−→ω + (1− λ)−→ρ (4.2.1)
where A is the adjacency matrix of folksonomy, −→ρ is the preference vector and λ ∈
[0, 1] is the damping factor measuring the inﬂuence of −→ρ .
There are other methods for tagging recommender systems, such as the clustering
based method [82], the tensor decomposition [88], and the topic-model method [46].
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4.2.3 Related Work
Compared to general recommender systems, the privacy problem in tagging recom-
mendation systems is more complicated due to its unique structure and semantic
content. The most relevant paper was from Parra-Arnau et al. [71], who made the
ﬁrst contribution towards the development of a privacy preserving tagging system
by proposing the tag suppression approach. They ﬁrst modeled the user’s proﬁle
using a tagging histogram and eliminated sensitive tags from the proﬁle. To retain
utility, they applied a clustering method to structure all tags and to suppress the
less represented ones. Finally, they analyzed the eﬀectiveness of their approach by
discussing the semantic loss of users. However, there are several limitations on tag
suppression. It only releases an incomplete dataset, with parts of the sensitive tags
deleted. Sensitive tags are subjective, and therefore, have no quantity measurement.
Furthermore, if the dataset is publicly shared, users can be identiﬁed because the
remaining tags still have the potential to reveal a user’s identity. The privacy issue
in tagging recommender systems remains largely unexplored, and we attempt to ﬁll
this void in this chapter.
Hence, we propose a Private Tagging Release algorithm, with the aim of preserv-
ing comprehensive privacy for individuals and maximizing the utility of the released
dataset. Speciﬁcally, we attempt to address the following issues:
• How is the unique structure of a tagging dataset retained? As mentioned earlier,
the tagging dataset has a unique structure, and the relationship among users,
resources and tags should be preserved within the privacy mechanism, other-
wise, the utility will signiﬁcantly decrease. Unfortunately, a naive diﬀerentially
privacy mechanism will lose its structure. An eﬀective way to solve this problem
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is to provide a synthetic dataset instead of simple statistical information.
• How can decrease the large magnitude of noise decrease when using diﬀerential
privacy? In the tagging dataset, the key method to decrease noise is to shrink
the scale of the randomization mechanism. Previous work focuses on methods
that eliminate the number of tags but this results in high utility loss.
In this chapter, we retain the structure by using an improved diﬀerential privacy
mechanism and shrink the randomized domain to limit the noise. Both issues will be
investigated in the following sections.
4.3 Private Tagging Release
In tagging dataset D, user’s proﬁles P = {P (u1), ..., P (u|U |)}, may disclose the user’s
privacy. If an adversary has part of the information on P (ua), he/she may re-identify
a particular user in a tagging dataset by simply searching the known tags. More back-
ground information results in a higher probability of re-identiﬁng a user. Traditional
privacy approaches hardly provide suﬃcient protection to users due to the diﬃculty
of modeling background information [29].
Diﬀerential privacy assumes all tags in the dataset have some probabilities to
appear in P (ua). Speciﬁcally, tags in P (ua) are represented by T (u) = {t1, ..., t|T |}
and weights are denoted as W (ua) = {w1, ..., w|T |}, where wi = 0 indicates that ti
is unused. Diﬀerential privacy then utilizes the randomized mechanism that adds
noise to the weight W (ua) and releases a noisy proﬁle P̂ (ua) =< T (ua), Ŵ (ua) >. In
this case, W (ua) is a sparse vector because a user tends to ﬂag limited tags. When
applying the randomized mechanism, Ŵ (ua) will contain a large amount of noise
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because lots of weights in W (ua) will change from zero to a positive value.
One way to reduce the noise is to shrink the randomized domain, which refers to
the diminished number of zero weights in the proﬁle. To achieve this objective, we
structure the tags into K topics and each user is represented by a topic-based proﬁle
Pz(ua) =< Tz(ua),Wz(ua) >, where Tz(ua) = {Tz1(ua), ..., TzK (ua)} represents tags in
each topic and Wz(ua) = wz1(ua), ..., wzK (ua) is the frequency of tags. Compared to
W (ua), Wz(ua) is less sparse. Because the noise added to each wzi ∈ Wz(ua) is equal
to wi ∈ W (ua), the total noise added to Wz(ua) will signiﬁcantly diminish.
In this section, we propose a Private Topic-based Tagging Release (PriTop) algo-
rithm to address the privacy issues in tagging recommender systems. We ﬁrst present
an overview of the algorithm, then provide details of its operations.
4.3.1 Private Tagging Release Algorithm Overview
The PriTop algorithm aims to publish all users’ proﬁles by masking their exact tags
and weights under the notion of diﬀerential privacy. Three private operations are
introduced to ensure each user in the releasing dataset cannot be re-identiﬁed.
• Private Topic Model Generation: This creates multiple topics according to the
resources and tags by masking the topic distribution on tags. From the output,
the adversary cannot infer to which topic a tag belongs.
• Topic Weight Perturbation: This operation masks the weights of tags in a
user’s proﬁle to prevent an adversary from inferring how many tags a user has
annotated on a certain topic.
• Private Tag Selection: Some privately selected tags replace the original tags
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Algorithm 3 Private Topic-based Tagging Release (PriTop) Algorithm
Require: D, privacy parameter , K.
Ensure: D̂
1. Divide privacy budget into /2, /4 and /4;
2. Private Topic Generation: create topic-based user proﬁles P (ua) based on the
private topic model with /2 privacy budget;
for each user ua do
3. Topic Weight Perturbation: add Laplace noise to the topic weights with /4
privacy budget;
Ŵ (ua) = W (ua) + Laplace(
4

)K
for each topic zk in P (ua) do
4. Private Tag Selection: Select tags according to the Ŵ (ua) in /4 privacy
budget;
end for
end for
5. Output D̂ for tagging recommendations;
On the basis of these private operations, the proposed PriTop algorithm gen-
erates a new tagging dataset for recommendations. Its pseudocode is provided in
Algorithm 3. Firstly, Step 1 divides the privacy budget into three parts for three
private operations. Step 2 groups all tags into K topics and in Step 3, the weight
for each topic is perturbed by Laplace noise. After privately selecting the new tags
to replace the original ones in Step 4, the sanitized dataset D̂ is ﬁnally released for
recommendation purposes in the last step.
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These three private operations simultaneously guarantee ﬁxed -diﬀerential pri-
vacy and retain the acceptable recommendation performance. Details for the Private
Topic Model Generation operation is presented in subsection 4.3.2, followed by the
Topic Weight Perturbation in subsection 4.3.3 and Private Tag Selection in subsec-
tion 4.3.4.
4.3.2 Private Topic Model Generation
This operation categorizes unstructured tags into topics to eliminate the randomiza-
tion domain. The method is based upon the idea of a topic model, which considers
a document as a mixture of topics and a topic is a probability distribution over
words [8]. In our case, we apply one of the most popular topic models, Latent Dirich-
let Allocation (LDA) [9], as the baseline model and introduce diﬀerential privacy to
generate a private topic model. In this model, a resource is considered as a document
and a tag is interpreted as a word. After discovering a set of topics expressed by tags,
the Laplace mechanism ensures an adversary cannot infer which topic a tag belongs
to.
We conceptualize Private Topic Model Generation in three steps:
• LDA Model Construction: Generating a LDA model using the Gibbs Sampling
approach [31].
• Private Model Generation: Adding Laplace noise to the LDA model to create
a private model.
• Topic-based Proﬁle Generation: Creating a user’s proﬁle according to the pri-
vate LDA model.
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LDA Model Construction
The ﬁrst step constructs the LDA model by Gibbs Sampling. LDA makes the as-
sumption there are K topics associated with a given set of documents, and that
each resource in this collection is composed of a weighted distribution of these topics.
Let Z = {z1, ...zK} be a group of topics, with the following equation representing a
standard LDA model to specify the distribution over tag t.
Pr(t|r) =
K∑
l=1
Pr(t|zl)Pr(zl|r) (4.3.1)
where Pr(t|zl) is the probability of tag t under a topic zl and Pr(zl|r) is the probability
of sampling a tag from topic z in resource r.
In the model, the main variables of interest are the topic-tag distribution Pr(t|z)
and the resource-topic distribution Pr(z|r). Gibbs sampling is a relatively eﬃcient
method to estimate these variables in the model by extracting a set of topics from
a large document collection [31]. It iterates multiple times over each tag t of re-
source r and samples the new topic z for the tag based on the posterior probability
Pr(z|ti, r, Z−i) by Eq. 4.3.2 until the model converges.
Pr(z|ti, r, Z−i) ∝ C
TK
tK + β∑|T |
ti
CTKtiK + |T |β
CRKrk + α∑K
k=1C
RK
rik
+Kα
(4.3.2)
where CTK maintains a count of all topic-tag assignments and CRK counts the
resource-topic assignments. Z−i represents all topic-tag assignments and resource-
topic assignments except the current z for ti. α and β are hyperparameters for the
Dirichlet priors, which can be interpreted as the prior observation for the counts.
Evaluation on the Pr(t|z) and Pr(z|r) is formulated as follows:
Pr(t|z) = C
TK
tk + β∑|T |
ti
CTKtiK + |T |β
(4.3.3)
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Pr(z|r) = C
RK
rK + α∑K
k=1C
RK
rik
+Kα
(4.3.4)
After converging, the LDA model is generated by estimating Pr(z|t, r), P (t|z) and
P (z|r).
Private Model Generation
The second step introduces diﬀerential privacy by adding Laplace noise to the ﬁ-
nal counts in the LDA model. There are four diﬀerence counts in Eq. 4.3.2: CTKtK ,∑|T |
ti
CTKtiK , C
RK
rK and
∑K
K=1C
RK
riK
. If we changed the topic assignment on current ti,
the CTKtK will decrease by 1 and
∑|T |
ti
CTKtiK will increase by one. Similarly, if the C
RK
rK
decreases by 1, the
∑K
K=1C
RK
riK
will increase by 1 accordingly. Based on this observa-
tion, we sample two groups of independent random noise from Laplace distribution
and add them to four count parameters. The new P̂ r(z|t, r) is evaluated as follows:
P̂ r(z|t, r) ∝ C
TK
tK + η1 + β∑|T |
ti
CTKtiK − η1 + |T |β
CRKrK + η2 + α∑K
k=1C
RK
rik
− η2 +Kα
(4.3.5)
where η1 and η2 are both sampled from Laplace distribution Laplace(
2

) with the
sensitivity as 1.
Topic-based Proﬁle Generation
The third step creates topic-based user proﬁles. For each user with tags T (ua) =
{t1, ..., t|T (ua)|} and related resources R(ua) = {r1, ..., r|R(ua)|}, each tag can be assigned
to a particular topic zl ∈ Z according to the P̂ r(z|t, r). This means the user proﬁle
can be represented by a topic-based Pz(ua) =< Tz(ua),Wz(ua) > with the weight
Wz(ua) = {w1(ua), ..., wKua}.
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Generally, a Private Topic Model Generation operation constructs a private LDA
model to create the topic-based user proﬁle and retains the structure between the tag
and resource. Details of this operation are shown in Algorithm 4.
For resources, the resulting topics represent a collaborative view of the resource,
and tags of topics reﬂect the vocabulary to describe the resource. For users, the
resulting topics indicate the preference of a user.
4.3.3 Topic Weight Perturbation
After generating the topic-based user proﬁle Pz(ua), Laplace noise will be added to
mask the counts of tags in each topic.
Ŵz(ua) = Wz(ua) + Laplace(
4

)K (4.3.6)
Noise added on the weight Wz(ua) implies the revision of the tag list Tz(ua).
Positive noise indicates that new tags are added to the Tz(ua), while negative noise
indicates some tags have been deleted from the list. For positive noise in the topic zl,
the operation will choose the tags with the highest probability in the current topic zj
according to the Pr(t|z). For negative noise, the operation will delete the tag with
the lowest probability in the current topic zj.
T˜zl(ua) = Tzl(ua) + tnew (4.3.7)
where tnew = max
|T |
i=1 Pr(ti|zl).
T˜zl(ua) = Tzl(ua)− tdelete (4.3.8)
where tdelete = min
|T |
i=1 Pr(ti|zl).
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Algorithm 4 Private Topic Model Generation
Require: D, privacy budget 
2
, numbers of topics K
Ensure: Pz = {Pz(u1), ...Pz(u|U |)}
for each tag ti do
Randomly initial the topic assignment Pr(z = zj|ti, r, Z−i);
end for
for each rj do
for each ti do
repeat
estimate Pr(t|z) = CTKtk +β∑|T |
ti
CTKtij
+|T |β ;
estimate Pr(z|r) = CRKrk +α∑K
k=1 C
RK
rik
+Kα
;
resign ti a new topic z according to
Pr(z|ti, r, Z−i) ∝ C
TK
tk + β∑|T |
ti
CTKtiK + |T |β
CRKrk + α∑K
k=1C
RK
rik
+Kα
until converge
end for
end for
for each rj do
for each ti do
Sample noise from the Laplace distribution:
η1 ∼ Laplace(2

)
η2 ∼ Laplace(2

)
Estimate
P̂ r(z|t, r) ∝ C
TK
tK + η1 + β∑|T |
ti
CTKtiK − η1 + |T |β
CRKrK + η2 + α∑K
k=1C
RK
riK
− η2 +Kα
end for
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After perturbation, we use P˜z(ua) =< T˜z(ua), Ŵz(ua) > to represent the noisy
topic-based user proﬁle. However, the P˜z(ua) still has a high probability of being
re-identiﬁed because it retains a major part of the original tags. The next operation
will replace all tags in T˜ (ua) to preserve privacy.
4.3.4 Private Tag Selection
The Private Tag Selection operation manages to replace original tags with selected
new tags. The challenge is how to select suitable new tags in related topics. For a
tag ti ∈ T˜zl(ua), uniformly random tag selection within Tˆzl(ua) is unacceptable due
to signiﬁcant detriment to the utility. The intuitive solution to retain the utility is
to use the most similar tag to replace the original one. However, this approach is
also dangerous because an adversary can easily ﬁgure out the tag most similar using
simple statistical analysis. Consequently, Private Tag Selection needs to: 1) retain
the utility of tags, and 2) mask the similarities between tags.
To achieve both of these, Private Tag Selection adopts the Exponential mechanism
to privately select tags from a list of candidates. Speciﬁcally, for a particular tag ti,
the operation ﬁrst locates the topic zl to which it belongs, and all tags in Tˆzl(ua) are
then included in a candidate list I. Each tag in I is associated with a probability
based on a score function and the sensitivity of the function. The selection of tags is
performed based on the allocated probabilities.
The score function is deﬁned by the distance between tags. In the LDA model,
the distance between tags is measured by the extent of identical shared topics [86].
Using a probabilistic approach, the distance between two tags t1 and t2 is computed
based on the Jensen-shannon divergence (JS divergence) between Pr(z|ti = t1) and
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Pr(z|ti = t2). JS divergence is a symmetrized and smoothed version of the Kullback-
Leibler divergence (KL divergence).
Pr1 and Pr2 is deﬁned to be:
DistKL(Pr1||Pr2) =
∑
i
ln(
Pr1(i)
Pr2(i)
)Pr1(i) (4.3.9)
DistJS(Pr1||Pr2) = 1
2
DistKL(Pr1||M) + 1
2
DistKL(Pr2||M) (4.3.10)
where M = 1
2
(Pr1 + Pr1).
Because JS divergence is bounded by 1 when using the base 2 logarithm [54], we
deﬁne the score function q for a target tag ti as follows:
qi(I, tj) = (1−DistJS(Pri||Prj)), (4.3.11)
where I is tag ti’s candidate list, and tj ∈ I are the candidate tags for replacement.
Each tag tj has a score according to Eq. 4.3.11.
The sensitivity for score function q is measured by the maximal change in the dis-
tance of two tags when removing a topic shared by both ti and tj. LetDist
′
JS(Pri||Prj)
denote the new distance between ti and tj after deleting a topic, and the maximal dif-
ference between Dist′JS(Pri||Prj) and DistJS(Pri||Prj) is bounded by 1. Therefore,
the sensitivity of the score function is 1.
On the basis of the score function and sensitivity, the probability arranged to
each tags tj is computed by Eq. 4.3.12 with the privacy budget

4
. The pseudocode
of Private Tag Selection is presented in Algorithm 5:
Prtj∈I(tj) =
exp
(
·qi(I,tj)
8
)
∑
j∈zl exp
(
·qi(I,tj)
8
) . (4.3.12)
where zl is the topic in which tj belongs to.
106
Algorithm 5 Private Tag Selection
Require: 
4
, T˜z(ua), Pr(z|t)
Ensure: T̂z(ua)
for each tags ti in Tz(ua) do
1. located the ti in topic zl;
for each tags tj in zl do
2. Allocate probability as:
exp
(
·qi(I,tj)
8
)
∑
j∈zl exp
(
·qi(I,tj)
8
) .
end for
3. Select a tag tj from zl without replacement according to the probability;
end for
4. Output T̂z(ua)
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Table 4.1: Privacy Budget Allocation in the PriTop Algorithm
Operations Privacy Budget
Private Topic Model Generation /2
Topic Weight Perturbation /4
Private Tag Selection /4
4.4 Privacy and Utility Analysis
The proposed PriTop algorithm aims to obtain acceptable utility with a ﬁxed  dif-
ferentially privacy level. This section ﬁrst proves the algorithm is satisﬁed with -
diﬀerential privacy, and then analyzes the utility cost.
4.4.1 Privacy Analysis
To analyze the privacy guarantee, we apply two composite properties of the privacy
budget: the sequential and the parallel composition in Deﬁnitions 2 and 3, respec-
tively. The sequential composition accumulates privacy budget  of each step when a
series of private analysis is performed sequentially on a dataset. The parallel composi-
tion corresponds to the case that each private step is applied on disjointed subsets of
the dataset. The ultimate privacy guarantee depends on the step with the maximal
.
The PriTop algorithm contains three private operations: Private Topic Model
Generation, Topic Weight Perturbation and Private Tag Selection. The privacy bud-
get  is consequently divided into three pieces, as illustrated in Table 4.1.
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Based on the above Lemmas and privacy budget allocation in Table 4.1, we mea-
sure the privacy level of our algorithm as follows:
• The Private Topic Model Generation operation is performed on the whole
dataset with the privacy budget 
2
. According to Def. 2, this operation pre-
serves 
2
-diﬀerential privacy.
• The Topic Weight Perturbation applies the Laplace mechanism to the weights of
topics. The noise is calibrated by Lap
(
4
|T (u)|·
)K
and preserves 
4
−diﬀerential privacy
for each user. Furthermore, as a user’s proﬁle is independent, replacing a user’s
tags has no eﬀect on other user proﬁles. According to Def. 3, the Private Tag
Selection preserves 
4
-diﬀerential privacy as a whole.
• The Private Tag Selection processes the Exponential mechanism successively.
For one user u, each tag in the proﬁle is replaced by a privately selected tag until
all tags are replaced. Each selection is performed on individual tags, therefore
according to Def. 2, the selection for each user guarantees 
4
-diﬀerential privacy.
Similar to the previous operation, every user can be considered as a subset of
the entire dataset. Thus, the Private Tag Selection guarantees 
4
-diﬀerential
privacy.
Consequently, the proposed PriTop algorithm preserves -diﬀerential privacy.
4.4.2 Utility Analysis
Given a target user ua, the utility level of the proposed PriTop algorithm is determined
by the accuracy of the tagging recommendation, which is highly dependent on the
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distance between P (ua) and P̂ (ua) [71]. The distance between P (ua) and P̂ (ua) is
referred to as semantic loss [71].
SLoss =
1
|U |
∑
u∈U
(
∑
t∈P (ua) d(t, t̂)
max d · |T (u)| ). (4.4.1)
where t̂ is the new tag replacing the tag t.
If we consider each private step as query f , then the diﬀerence between f(D) and
f(D′) is the sematic loss. We then apply a widely used utility deﬁnition in diﬀerential
privacy suggested by Blum et al. [11]:
Deﬁnition 10 ((α,δ)-usefulness). A mechanism M is (α,δ)-useful for a set of query F ,
if with probability 1− δ, for every query f ∈ F and every dataset G, for D̂ = M(D),
we have
max
f∈F
|f(D̂)− f(D)|≤ α, (4.4.2)
where F is a group of queries.
Based on deﬁnition, we will demonstrate the sematic loss is bounded by a certain
value α with a high probability.
All three private steps aﬀect the semantic loss. However, the ﬁrst step, private
topic model generation, only aﬀects the distance measurement between tags. There-
fore, we only need to measure the SLoss1 in the perturbation step and SLoss2 in the
selection step.
Theorem 4.4.1. For any user u ∈ U , for all δ > 0, with probability at least 1 − δ,
the SLoss1 of the user in the perturbation is less than α. When
|T (u)|≥ K · exp(
−αa
4
)
δ
the perturbation operation is satisﬁed with (α, δ)-useful.
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Proof. The perturbation adds Laplace noise with /4 privacy budget to the
weight of each topic in a user’s proﬁle. According to the property of Laplace(b):
Pr(|γ|> t) = Pr(γ > t) + Pr(γ < −t) = 2
∫ ∞
t
x exp(−x
b
)dx (4.4.3)
= exp(− t
b
)
(4.4.4)
We have
Pr(SLoss1 > αa) =
2K · d(tai, t̂ai)
max d|T (ua)|
∫ 0
αa

8
exp(−x
4
)dx (4.4.5)
Pr(SLoss1 > αa) =
K · d(tai, t̂ai)
max d|T (ua)| exp(−
αa
4
)
(4.4.6)
As the perturbation step adds new tags or delete tags, the d(tai, t̂ai) will be less
than the maximal value. When we use the JS divergence, the maximal d(tai, t̂ai) is
1, so we obtain the evaluation on the SLoss1 as
Pr(SLoss1 < αa) ≤ 1−
K · exp(− αa
4
)
|T (ua)| (4.4.7)
Let
1− K · exp(−
αa
4
)
|T (ua)| ≥ 1− δ
Thus
|T (ua)|≥
K · exp(−αa
4
)
δ
(4.4.8)
The average semantic loss for all users is less than the maximal value, α =
maxua∈U αa, we have
|T (u)|≥ K · exp(
−αa
4
)
δ
(4.4.9)
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Theorem 5.5.1 reveals the semantic loss of perturbation depends on the number
of tags a user has. More tags results in lower semantic loss.
Theorem 4.4.2. For any user u ∈ U , for all δ > 0, with probability at least 1 − δ,
the SLoss2 of the user in the private selection is less than α. When
Q ≤ exp(

8
)
1− δα,
where Q is the normalization factor that depends on the topic that t ∈ T (u) belongs
to, the private selection operation is satisﬁed with (α, δ)-useful.
Proof. According to Marlkov’s inequality, we obtain
Pr(SLoss2 > αa) ≤ E(SLoss2)
αa
(4.4.10)
For each tag tai in P̂a, the probability of ‘unchange’ in the private selection is pro-
portional to
exp( 
8
)
Qi
, where Qi is the normalization factor depending on the topic tai
belongs to. Therefore, we obtain
E(SLoss2) =
∑
ti∈T (ua)
d(tai, t̂ai)
max d|T (ua)|(1−
exp( 
8
)
Qi
)
According to 4.4.10, the evaluation of the SLoss2 is
Pr(SLoss2 > αa) ≤
∑
ti∈T (ua) d(tai, t̂ai)(1−
exp( 
8
)
Qi
)
|T (ua)|αa
When we take the maximal d(tai, t̂ai) and Q = maxQi, it can be simpliﬁed as
Pr(SLoss2 ≤ αa) ≥ 1−
1− 1
Q
exp( 
8
)
αa
(4.4.11)
Let
1− 1−
1
Q
exp( 
8
)
αa
≥ 1− δ
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Thus
Q ≤ exp(

8
)
1− δαa (4.4.12)
For all users, α is determined by the maximal value: α = maxua∈U αa.
Finally, we obtain
Q ≤ exp(

8
)
1− δα (4.4.13)
where Q = maxQi, and Qi =
∑
j∈zl exp
(
·d(ti,tj)
8
)
The proof shows the semantic loss of private selection mainly depends on the
privacy budget and the normalization factor Qi, which is measured by the total
distance inside topic z to which ti belongs. The shorter distance leads to a smaller
Qi and less semantic loss.
Further analysis shows the total distance in a topic is determined by privacy
budget  in the private topic model generation. It can be concluded the privacy
budget has a signiﬁcant impact on the utility level of PriTop. The semantic loss will
be evaluated in experimental Section 4.5.2.
4.5 Experiment and Analysis
This section evaluates the performance of the proposed PriTop algorithm by answer-
ing the following questions:
• How does the PriTop algorithm aﬀect the semantic loss? In Section 4.4.2, we
theoretically analyzed the semantic loss. Here, we empirically investigate it in
the real-world datasets. Moreover, to illustrate its eﬀectiveness, we compare
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the proposed PriTop algorithm with tag suppression [71] in terms of semantic
loss.
• How does the PriTop algorithm perform in a real tagging recommender system?
The purpose of releasing synthetic datasets is to provide recommendations with
a ﬁxed privacy level. In this part, we investigate the performance of PriTop in
FolkRank, a state-of-the-art recommender system. In addition, we not only com-
pare PriTop with tag suppression, but also with the non-private recommender
results.
• How does the privacy budget aﬀect the performance of the algorithm? In the con-
text of privacy preserving, the privacy budget is a key parameter that controls
the privacy level of algorithms. To show its impact, we examine the trade-oﬀ
between the utility and the privacy of PriTop by varying the privacy budget
over a wide range.
4.5.1 Datasets
To obtain a thorough comparsion, we conduct the experiment on four datasets:
Del.icio.us, Bibsonomy, MovieLens and Last.fm. The statistics for all datasets are
summarized in Table. 4.2.
All four datasets are structured in the form of triples (user, resource, tag), and
ﬁltered by automatically removing added tags like “imported”, “public”, etc.
Del.icio.us The Del.icio.us dataset is retrieved from the Del.icio.us web site by
the Distributed Artiﬁcial Intelligence Laboratory (DAI-Labor)1, and includes
1http://www.dai-labor.de/
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Table 4.2: Characteristics of the datasets
Dataset Record |U | |R| |T |
Del.icio.us 130, 160 3000 34, 212 12, 183
Bibsonomy 163, 510 3000 421, 928 93, 756
Last.fm 186, 479 1892 12, 523 9, 749
MovieLens 47, 957 2113 5, 908 9, 079
around 132 million resources and 950, 000 users. We extracted a subset with
3, 000 users, 34, 212 bookmarks and 12, 183 tags.
Bibsonomy The Bibsonomy dataset is provided byDiscovery Challenge 2009 ECML/PKDD2009 2.
The dataset contains 3, 000 individual users, 421, 928 resources and 93, 756 tags.
MovieLens and Last.fm Both datasets were obtained from HetRec 2011 3, which
were generated by the Information Retrieval Group at Universidad Autonoma
de Madrid.
4.5.2 Semantic Loss Analysis
To maintain consistency with previous research, we thoroughly compare the semantic
loss of PriTop with tag suppression [71] on four datasets.
For the PriTop algorithm, we selected  = 0.1, 0.3, 0.5, 0.7 and 1.0 to represent
diﬀerent privacy levels and the number of topic K varies from 10 to 100 with a step
of 10. In tag suppression [71], the average semantic loss exhibits a linear relationship
2http://www.kde.cs.uni-kassel.de/ws/dc09/
3http://ir.ii.uam.es/hetrec2011
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with the eliminate parameter σ. When we choose the representative value σ = 0.8,
the sematic loss is ﬁxed to 0.2. Based on this conﬁguration, the following experi-
ment compares the sematic loss of the PriTop algorithm with the ﬁxed suppression
SLoss = 0.2 .
Fig. 4.1 shows the results on the four datasets. It can be observed the semantic
loss of the PriTop algorithm in a variety of datasets was less than 0.2 with diﬀerent
privacy budgets, which indicates that PriTop outperforms tag suppression on all
datasets. Speciﬁcally, the PriTop algorithm obtains a considerably lower semantic
loss when  = 1. For example, in Fig. 4.1a, when K = 90 and  = 1, the user semantic
loss is 0.0767, which is 62% lower than tag suppression with SLoss = 0.2. Even in
a higher privacy level ( = 0.1), the semantic loss is still lower than tag suppression
by 23% when K = 90. This trend is retained when K equals other values, thus
illustrating the eﬀectiveness of PriTop in terms of semantic information retained for
recommendations.
Similar trends can also be observed in Fig. 4.1b, 4.1c and 4.1d. All ﬁgures show
that PriTop obtains a stable semantic loss at a lower level. These ﬁgures also indi-
cate the PriTop algorithm retains more utility than tag suppression, because PriTop
retains the relationship between tags and resources. Consequently, the semantic in-
formation can be well preserved and the tags will still make the proﬁles of users
meaningful. The results on all datasets demonstrate the proposed PriTop outper-
forms tag suppression in terms of semantic retaining.
A further analysis is conducted to investigate the impact on the number of topic
K on the semantic loss. Generally, a larger K induces less semantic loss, but the
decreasing speed varies on diﬀerent datasets. For example, Fig. 4.1b shows that in
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the MovieLens dataset, the semantic loss decreases faster when K < 60 and tends to
decrease slightly when K ≥ 60. On other datasets, as shown in Fig. 4.1a, Fig. 4.1c
and Fig. 4.1d, the semantic loss keeps decreasing with a similar slope. However, even
we obtain lower semantic loss when selection has a larger value of K, however on a
dataset with limited tags, the larger K will over-reduce the randomization scope in
the private selection operation, which may impact the privacy of the entire algorithm.
Consequently, we set K = 100 in the following experiments to obtain a reasonable
result.
4.5.3 Performance of Tagging Recommendation
This section investigates the eﬀectiveness of PriTop in the context of tagging rec-
ommendations and compares it with tag suppression. We apply a state-of-the-art
tagging recommender system, FolkRank [38], to measure the degradation of tag rec-
ommendations with privacy preserving.
In the FolkRank conﬁguration, we set λ = 0.7, −→ρ = 1, and the preference weights
are set to 1+ |U | and 1+ |R|, respectively. The computation repeats for 10 iterations
or stops when the distance between two consecutive weight vectors is less than 10−6.
We apply the Leave-One-Out measurement strategy, which is a popular conﬁgu-
ration in evaluating tag recommendations [59]. To begin with, we randomly select
one resource of each user, and predict a list of N (top-N list) tags using all remaining
tags in the dataset. Precision and recall are used to quantify the performance. A
larger value of precision or recall means better performance.
precision(T (u, r), T p(u, r)) =
T (u, r) ∩ T˜ (u, r)
|T p(u, r)| . (4.5.1)
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Figure 4.1: Semantic Loss on Diﬀerent Datasets
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recall(T (u, r), T p(u, r)) =
T (u, r) ∩ T p(u, r)
|T (u, r)| . (4.5.2)
The following experiments compare PriTop with tag suppression when N varies
from 1 to 10. For PriTop, we chose the number of topic K = 100, and test the
performance when  = 1 and  = 0.5. For tag suppression, we ﬁx the eliminate
parameter to σ = 0.8 and σ = 0.6, which corresponds to the suppression rates of 0.2
and 0.4, respectively.
Fig. 4.2 presents the recall of recommendation results. It is observed the proposed
PriTop algorithm signiﬁcantly outperforms the tag suppression method on both pri-
vacy budgets. Speciﬁcally, as shown in Fig. 4.2a, when N = 1, PriTop achieves a
recall at 0.0704 with the  = 1, which outperforms the result from tag suppression
with σ = 0.6, 0.0407 by 42.19%. This trend is retained as N increases. For example,
when N = 5, PriTop achieves a recall of 0.1799 with the  = 1, which outperforms the
result from the tag suppression by 37.19% when σ = 0.6, 0.113. When N reaches 10,
the PriTop still retains 36.09% higher on recall than tag suppression. Even we choose
the lower privacy budget with  = 0.5 and a higher eliminate parameter sigma = 0.8,
the improvement of PriTop is still signiﬁcant. PriTop has a recall of 0.1382, which
is also 7.67% higher than tag suppression with a recall of 0.1276. Moreover, the im-
provement of PriTop is more obvious when N = 10. It achieves recalls of 0.1882 and
0.2408 when  = 1 and  = 0.5, respectively. However, tag suppression only achieves
recalls of 0.1538 and 0.1881 with σ = 0.6 and σ = 0.8. Similar trends can also be
observed in Fig. 4.2b, 4.2c and 4.2d. For example, in the MovieLens dataset, when
N = 10 and  = 1.0, the recall of PriTop is 0.4445, which is 27.33% higher than tag
suppression with σ = 0.8. With the same conﬁguration, PriTop is 22.43% and 25.22%
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higher than tag suppression in the Last.fm and Bibsonomy datasets. The experimen-
tal results show the PriTop algorithm outperforms tag suppression in a variety of N ,
which implies PriTop can retain more useful information for recommendations than
simply deleting tags.
Moreover, it is clear the performance of PriTop is very close to the non-private
baseline. For example, in Fig. 4.2a, when  = 1, the recall of the De.licio.us dataset
is 0.2408, which is only 3.00% lower than the non-private recommender result. Other
datasets show the same trend. As shown in Fig. 4.2b, 4.2c and 4.2d, with the same
conﬁguration, the PriTop result is 3.62% lower than the non-private result in the
MovieLens dataset, 7.58% lower in the Last.fm dataset and 1.4% lower in the Bib-
sonomy dataset. The results indicate the PriTop algorithm can achieve the privacy
preserving objective while retaining a high accuracy of recommendations.
Fig. 4.3 supports the above claims by plotting the precision results, which also
shows the improvement of PriTop compared to tag suppression and the high recom-
mender accuracy results of PriTop. However, curves in Fig. 4.2d are not as smooth
as others. This may be caused by the statistical property of the Bibsonomy dataset,
which contains a large number of tags that appeare only once. When the test samples
include a large proportion of these tags, the precision ﬂuctuates.
To show the statistical eﬀectiveness of PriTop, we apply a paired t test (with a
95% conﬁdence level) to examine the diﬀerence on the performance of PriTop with
 = 1.0 and tag suppression with σ = 0.2. The statistics for results on the four
datasets are shown in Table 4.3. All t values are greater than 6 and all p values
are less than 0.0001, thus indicating both improvements on recall and precision are
statistically signiﬁcant.
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Table 4.3: Paired-t-test for PriTop vs. Tag Suppression
df t p-value
De.licio.us Recall 9 11.3276 < 0.0001
Precision 9 8.8598 < 0.0001
MovieLens Recall 9 9.0957 < 0.0001
Precision 9 10.7693 < 0.0001
Last.fm Recall 9 10.7546 < 0.0001
Precision 9 11.1514 < 0.0001
Bibsonomy Recall 9 6.7718 < 0.0001
Precision 9 16.3477 < 0.0001
4.5.4 Impact of Privacy Budget
In the context of diﬀerential privacy, privacy budget  serves as a key parameter in
determining the privacy level. According to the literature [22], the lower  represents
a higher privacy level. The budget  ≤ 1 would be suitable for privacy preserv-
ing purposes. To achieve a comprehensive examination of PriTop, we evaluate the
performance of recommendation under diverse privacy levels on a variety of datasets.
Fig. 4.4 shows the recall on the four datasets. It presents the recommendation
performance achieved by PriTop in diﬀerent N when the privacy budget  varies from
0.1 to 1 with a step of 0.1. It is clear the recall of tag recommendations is signiﬁcantly
aﬀected by the required privacy budget. The recall increases as  increases. For
example, as plotted in Fig. 4.4a on the Del.icio.us dataset, when N = 10, PriTop
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achieves a recall at 0.1538 with  = 0.1 and 0.2408 with  = 1. In the Movielens
dataset, as shown in Fig. 4.4b, the recall increases to 40.90% when  increases from
0.1 to 1. Similar trends are observed when N is ﬁxed to other values on other datasets,
as shown in Fig. 4.4c and 4.4d. The reason is the privacy and utility issues are two
opposite components of the datasets. We have to sacriﬁce the utility to obtain the
privacy, therefore our purpose is to obtain optimal utility when ﬁxing the privacy to
an acceptable level.
PriTop serves as an eﬀective method to obtain an acceptable trade-oﬀ between
utility and privacy. For example, when  = 0.7, PriTop obtains a good recall per-
formance on the MovieLens and Bibsonomy datasets, while De.licio.us and Last.fm
obtains a good performance when  = 0.8. The results show PriTop can retain an
acceptable utility of the dataset while achieving the ﬁxed privacy level. Moreover,
Fig. 4.5 shows precision results. Similarly, PriTop achieves better performance when
 takes larger values, thus conﬁrming the proposed algorithm can obtain a trade-oﬀ
between utility and privacy.
In general, these results on a real tagging recommender system conﬁrms the prac-
tical eﬀectiveness of the proposed PriTop algorithm on tag recommendations.
4.6 Summary
This chapter proposes an eﬀective privacy tagging release algorithm for recommen-
dation purposes and makes the following contributions:
• A private tagging release algorithm is proposed to protect users from being
re-identiﬁed in a tagging dataset by adversaries.
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• A private topic model is designed to reduce the magnitude of noise by shrink-
ing the randomization domain. In addition, two successive private operations,
Private Weight Perturbation and Private Tag Selection, are applied to achieve
the privacy purpose.
• A better trade-oﬀ between privacy and utility is obtained by taking advantage of
the diﬀerentially private composition properties. We provide theoretical analysis
and experimental results to demonstrate the eﬀectiveness.
These contributions provide a practical way to apply a rigid privacy notion to a
tagging recommender system without high utility costs. The experimental results
also show the robustness and eﬀectiveness of the proposed PriTop algorithm.
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Chapter 5
Coupled Diﬀerential Privacy for
Non-IID Datasets
5.1 Introduction
With advances in social networks, data collection and storage technology, research
topics such as Privacy Preserving Data Mining (PPDM) and Privacy Preserving Data
Release (PPDR) have attracted signiﬁcant attention. While the early deﬁnition of
privacy is vague and diﬃcult to theoretically prove, the notion of diﬀerential privacy
has drawn considerable research interest [23]. The motivation of diﬀerential privacy
is to release aggregate information without compromising the privacy of individual
respondents. Over the years, diﬀerential privacy has become an important privacy
model that can help to construct diverse PPDM and PPDR frameworks [23].
Although diﬀerential privacy has been widely accepted in the PPDM and PPDR
research community, previous work has mainly focused on independent datasets which
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assumes all records were sampled from a universe independently. Despite this, a real-
world dataset often exhibits strong coupling relations: some records are often coupled
with each other, and this may disclose more information than expected. For example,
diﬀerential privacy ensures that deleting a user will not aﬀect the aggregated result.
However, in a social network dataset, users are always interacting with other users,
and this kind of relationship may provide helpful information for identifying those
deleted users. Another example assumes members in the same family may have a
high probability of catching the same infectious disease. If an adversary knows one
person gets the ﬂu, he has a high probability of inferring the health of this person’s
family. We refer to this relationship as coupled information, and the involved records
related to each other are coupled records. An adversary with knowledge on the cou-
pled information will have a higher chance of obtaining private information [44], and
violating the deﬁnition of diﬀerential privacy. Hence, how to preserve rigorous diﬀer-
ential privacy in a coupled dataset is an emerging issue that needs to be addressed.
Over the last decade, limited research has been concerned with coupled diﬀerential
privacy. A pioneer study by Kifer et al. [44], conﬁrmed that if coupled records are
ignored, the released data will have a lower than expected privacy guarantee. Their
successive paper proposed a new privacy deﬁnition named Puﬀerﬁsh [45], which takes
the coupled records into consideration, but it does not meet the requirement of dif-
ferential privacy. Chen et al. [18] dealt with the coupled problem in social networks
by multiplying the original sensitivity with the number of coupled records. This
straightforward method was not optimal because it introduced a large amount of
noise into the output, that overwhelmed the true answer and demolished the utility
of the dataset. Hence, a major research barrier in coupled diﬀerential privacy is that
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the coupled dataset can provide extra information to the adversary, which can not be
modeled by the traditional mechanism. In such a situation, satisfying the deﬁnition
of diﬀerential privacy is a more complicated task.
As advances in coupled data analysis are made, especially with recent develop-
ments in the research of non-iid data [14], it is now possible to overcome the research
barrier mentioned above. The coupled information can be modeled by functions or
parameters that can be further deﬁned as background information in the diﬀeren-
tial privacy mechanism. For example, Cao et al. [14] utilized the time interval and
correlation analysis to identify coupled records and model coupled information by
inter-behavior functions. This solution can help tackle the research barrier by incor-
porating the modeled information to the diﬀerential privacy mechanism. However,
there are still three main challenges with this approach:
• The ﬁrst challenge is how to identify and represent coupled records. Records
are often correlated in terms of certain relationships that are not obvious. A
deep exploration of the relationship is necessary to understand which records
are correlated and how they interact with others.
• The second challenge lies in the fact that if we just increase the sensitivity
by multiplying it with the number of coupled records, the new sensitivity will
be large, especially when lots of records couple with each other. To achieve a
rigorous privacy guarantee, a large magnitude of noise has to be added, and
this will signiﬁcantly decrease the utility of the coupled dataset.
• The third challenge occurs when answering a large number of queries. When
the number of queries is large, the privacy budget has to be divided into many
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small parts, which increases the noise for each query. This problem is more
serious in a coupled dataset because the more queries that need to be answered,
the more coupled records that will be involved, and the larger the amount of
noise that will be introduced.
All these challenges imply coupled information should not be incorporated into
diﬀerential privacy in a straight forward manner, and a novel mechanism is in high
demand. For the ﬁrst challenge, we observe most records are only partially coupled.
In other words, deleting a record may have a diﬀerent impact on other records. We
deﬁne the impact as the coupled degree and take advantage of diverse coupled degrees
to calibrate noise. Based on this, we propose the notion of coupled sensitivity, which
introduces less noise than the traditional global sensitivity. The second challenge can
be alleviated by saving the privacy budgets in the data releasing mechanism. If some
queries can be answered by random or median values, the privacy budget can be
saved and the total noise will decrease signiﬁcantly. Based on these observations, we
propose the solution to coupled diﬀerential privacy. The contributions in this thesis
can be summarized as follows:
• First, the problem of coupled diﬀerential privacy is theoretically analyzed, to-
gether with its applications and challenges. This provides a clear problem deﬁ-
nition, and explains the signiﬁcance of exploring diﬀerential privacy for coupled
datasets.
• Second, we propose the notion of coupled sensitivity based on the coupled de-
grees among records that can help decrease the noise magnitude in diﬀerential
privacy.
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• Third, we design a coupled iteration mechanism to answer a large group of
queries. This mechanism constructs a dataset sequence to answer all queries
by iteratively updating the datasets. The major advantage is to save privacy
budgets and decrease the noise for each query.
The rest of this chapter is organized as follows. We present related work in Sec-
tion 5.1.1, and provide the problem statement in Section 5.2. Section 4 discusses
the coupled dataset analysis together with the coupled iteration mechanism in Sec-
tion 5. The theoretical privacy and utility analysis of the mechanism is proposed in
Section 5.5. Section 5.6 presents experimental results, followed by the conclusion in
Section 5.7.
5.1.1 Related Work
Coupled Diﬀerential Privacy
In the past decade, a growing body of literature has been published on diﬀerential pri-
vacy from the PPDR and PPDM community. Most existing work typically assumes
the dataset consists of independent records. However, in real world applications,
records are often coupled with each other. Coupled diﬀerential privacy has emerged
as a crucial issue to be tackled. Currently, only limited eﬀort appears to have been
made along these lines. Kifer et al. [44] was the ﬁrst to argue that diﬀerential privacy
without considering correlation between records will decrease the privacy guarantee
on the coupled dataset. For example, suppose a record r has inﬂuence on a set of
other records, and this set of records will provide evidence on r even though record
r is deleted from the dataset. In this scenario, traditional diﬀerential privacy fails
to provide suﬃcient privacy as it claims. To deal with this problem, their successive
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paper proposed a new privacy framework, Puﬀerﬁsh [45], which allows application
domain experts to add extra data relationships to develop a customized privacy def-
inition. However, the Puﬀerﬁsh framework does not satisfy diﬀerential privacy, and
the privacy guarantee for coupled datasets still calls for further investigation.
Chen et al. [18] considered the social network as a coupled dataset and dealt with
the coupled problem by multiplying the global sensitivity with the number of coupled
records. They deﬁned the maximal number of coupled records as k = 25, however,
this naive method is not optimal because it introduces a large amount of noise into
the output that overwhelms the true answer and demolishes the utility of the dataset.
Consequently, when addressing the privacy issue in a coupled dataset, the es-
sential problem is how to model the extra background information introduced by
coupled records. This problems can be addressed with the development of coupled
data analysis.
Coupled Data Analysis
Several studies on coupled data analysis have attempted to identify and model coupled
information. Coupled information can be identiﬁed by coupled analysis including time
interval analysis, attribute analysis, or similarity analysis. Cao et al. [15] presented
a coupled Hidden Markov detection model to detect abnormal group-based trading
behaviors. They deﬁned a time interval and assumed behaviors falling into the same
interval as coupled behaviors. Song et al. [84] proposed a hybrid coupling framework,
which applied some particular attributes to identify relationships among records.
Zhang et al. [99] identiﬁed the network traﬃc coupled record using an IP address.
They presented a correlated network traﬃc classiﬁcation algorithm.
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Coupled information can be modeled in varies ways. Cao et al. [15] modeled
coupled information using the inter-couple and intra-couple behavior functions. These
functions were adopted in the coupled framework to represent the coupled degree
between behaviors. Zhou et al. [100] mapped the coupled records to an undirected
graph and proposed the multi-instance learning algorithm.
These approaches help to model background information for diﬀerential privacy.
An advanced diﬀerential privacy releasing mechanism will be proposed with the aim
of guaranteeing a suﬃcient privacy level as well as decreasing extra noise.
Summary
Even current research on privacy preserving fails to provide practical solutions to
coupled diﬀerential privacy due to a lack of exploitation on background information
modeling. However, with the development of coupled dataset analysis, this chapter
aims to ﬁll this void by incorporating coupled analysis with an advanced diﬀerential
privacy releasing mechanism that aims to preserve comprehensive privacy for coupled
datasets. More speciﬁcally, we attempt to address the following research issues:
• How to identify coupled records in a dataset?
• How to calibrate the sensitivity for coupled records?
• How to design a coupled data releasing mechanism?
The solution will be investigated in the following sections.
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Table 5.1: Frequency Dataset D
Attribute Count
A 2
B 100
C 200
5.2 Problem Statement
In this section, we will illustrate the coupling problem using a simpliﬁed example and
then formalize the problem statement.
5.2.1 An Example: Coupled Records in a Dataset
Suppose we want to publish a dataset D with n records. To simplify the example, we
assume there is only one attribute in D and its values are A, B and C. Dataset D
can then be easily transfered to frequency dataset x in Table 5.2, where the Attribute
column stores the attribute values and the Count column represents the number of
records with each value. The target of privacy preserving is to hide the true count in
x.
To preserve -diﬀerential privacy, the randomization mechanism M will add in-
dependent noise to the count. Since deleting a record will impact the count number
at most by 1, the sensitivity of the count query is 1, and the independent noise will
be sampled from the Laplace distribution Laplace(1

).
This process works well when records are sampled independently from domain X .
However, if some records are coupled with each other, traditional diﬀerential privacy
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may under estimate the privacy risk [44]. For example, let the frequency dataset x in
Table. 5.2 represent a medical report in which Attribute represents the address and
Count denotes the number of patients who have the Flu. Suppose a patient named
Alice and her 9 immediate family members are living at the same address B. When
Alice contracts the Flu, the entire family will also be infected. In this case, deleting
the record of Alice in address B will impact 9 other records, and the count of address
B will change to 90 (Alice got the Flu) or remain 100 (Alice is healthy). Suppose
the noisy count returns 99 and the noise is sampled from Laplace(1

). This means
there is high probability Alice is healthy because the query answer is close to 100.
Speciﬁcally, the answer 99 is e10 times more likely than the probability of Alice to get
the Flu. Compared to the independent records with privacy bounded in e, coupled
records have a probability of 10 times more likely to be disclosed. In this instance,
traditional diﬀerential privacy seriously mismatches the reality for coupled records.
We deﬁne the problem as a coupled diﬀerential privacy problem. To deal with
this, one possible solution is to design a new sensitivity measurement based on the
relationship between records. A naive way to measure the sensitivity is to multiply
global sensitivity with the number of coupled records. In the above mentioned exam-
ple, while deleting Alice will impact at most 10 records, the sensitivity is re-measured
as 1× 10, and the noise will be sampled from Laplace(10

).
This naive sensitivity measurement can be extended to diﬀerential scenarios. For
instance, if A, B, C in Table 5.2 are linear dependent, that is A+B = C, deleting a
record in A will eliminate 1 count in A and 1 count in C at the most, and sensitivity
will be measured to 2. If we have A∗B = C, deleting a record in A will at most change
the count of 100 in C, so the sensitivity is measured as max(count(A), count(B)). It
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is obvious that in some cases, sensitivities will be very high, leading to considerable
redundance noise. This naive solution is not optimal in coupled diﬀerential privacy.
How to deﬁne new sensitivity in a proper way is a problem of critical importance.
In summary, a major disadvantage of traditional diﬀerential privacy is overlooking
the relationship between records, which means the query result leaks more information
than is allowed. If we deal with the problem by simply multiplying the number of
coupled records to the sensitivity, the query result will contain redundant noise and
damages the utility of the dataset. Consequently, a sophisticated solution to the
coupled diﬀerential privacy problem is urgently needed.
5.2.2 Coupled Diﬀerential Privacy Problem
Before dealing with the coupled diﬀerential privacy problem, we deﬁne related notions
and terminology. For simplicity, coupled, relationship and correlation are interchange-
able in this chapter.
If a record ri ∈ D is correlated to other k − 1 records, we call this group
of k (k ≤ |D|) records coupled records, which is denoted by a set ri = {rj ∈
D|all rj are correlated to ri}. Dataset D is then referred to as a coupled dataset.
The i.i.d dataset is a special case of a coupled dataset, in which k = 1. k varies from
diﬀerent datasets and is independent to queries.
If a coupled dataset D contains d attributes, it is more convenient to map D to a
histogram x over domain X . Each bin b represents the combination of attributes, and
the number of bins is denoted by N . The frequencies in a histogram is the fraction
of the count of bins, which are denoted by x(bi), (i ∈ N). For example, Table 5.2
is actually a histogram with bins A, B and C, whose frequency x(A) = 0.0066,
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x(B) = 0.3311 and x(C) = 0.6623, respectively. Formally, we deﬁne the histogram
representation as follows:
Deﬁnition 11 (Histogram Representation). A dataset D can be represented by a
histogram x in a domain X : x ∈ N |X |, Two datasets D and D′ are deﬁned as
neighboring datasets if and only if their corresponding histograms x and x′ satisfy
||x− x′||1≤ 1.
Another important notion is coupled degree. The naive multiple method assumes
deleting a record will deﬁnitely change other records in a coupled dataset. However,
most records are only partially coupled, and deleting a record may have a diﬀerent
impacts on other records. We deﬁne these impacts as the coupled degree of records.
Deﬁnition 12 (Coupled Degree). Suppose two records ri and rj are coupled to each
other. This means the relationship between them is represented by the coupled degree
δij ∈ [−1, 1] and |δij|≥ δ0, where δ0 is the threshold of the coupled degree.
Corollary 1. If δij < 0, ri and rj have a negative coupling ; if δij > 0, they have a
positive coupling ; δ = 0 indicates no relationship. If |δij|= 1, we say record ri and rj
are fully coupled with each other.
The coupled degree represents the impact of a record on another record. The
smaller absolute value of δij illustrates a weak coupling, and indicates that deleting ri
will have a low possibility of impacting rj. When δij is closed to 1 or −1, the coupling
is strong, and deleting ri will greatly impact rj. However, we should note that in real
world applications, few records are fully coupled, and this observation can be useful
in our proposed method.
From the perspective coupled data analysis, it is possible to list all relationships
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between records and maintain a coupled degree matrix Δ, in which δ ∈ Δ.
Δ =
⎛
⎜⎜⎜⎜⎜⎝
δ11 δ12 ... δ1n
δ21 δ22 ... δ2n
... ... ... ...
δn1 δn2 ... δnn
⎞
⎟⎟⎟⎟⎟⎠ (5.2.1)
Here are four properties of Δ: 1) It is symmetrical with δij = δji, which indicates
the relationship between two records is irrelevant to their sequence; 2) Elements on
the diagonal are equal to 1, which implies every record is fully coupled with itself;
3) A threshold δ0 is deﬁned to ﬁlter the weak coupled degree. In Δ, |δij|≥ δ0. If
|δij|< δ0, δij is set to zero; 4) It is sparse. Only parts of records are coupled with each
other.
The above terms and coupled degree matrix will help solve the coupled diﬀerential
privacy problem. In the following sections, we will propose our solution and discuss
its privacy and utility.
5.2.3 Research Issues and Challenges
Privacy preserving on a coupled dataset is challenging because of its special dataset
structure and corresponding privacy requirement. Introducing diﬀerential privacy to
a coupled dataset, brings three major challenges.
• How to identify coupled records in a dateset?
It is often hard to identify coupled records and coupled degree δ. Diﬀerent types
of datasets may have various ways to couple with their records. Moreover, sev-
eral records may mix together and have exponential possible relationships, thus
making coupled analysis very complex. In sub-section 5.3.1, we will categorize
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possible coupled record analysis methods. These methods will be applied to
several datasets in the experiment section.
• How to calibrate sensitivity for coupled records?
Traditional global sensitivity may not be suitable for coupled datasets due to
large noise. In our previous Flu example, global sensitivity introduces 10 times
larger noise to the count output in a coupled dataset. In addition, we cannot
use local sensitivity because it still only relates to an individual record without
considering coupling information. In sub-section 5.3.2, we will deﬁne coupled
sensitivity, which retains relationships between records while decreasing noise.
• How to re-design the diﬀerential privacy mechanism?
Even coupled sensitivity can signiﬁcantly decrease noise compared to large noise
when answering a large set of queries for global sensitivity. When dealing with
the coupled dataset, the traditional mechanism may not be suitable for a coupled
dataset. A new mechanism is expected to satisfy diﬀerential privacy, as well as
retain suﬃcient utility for future applications. In sub-section 5.4, we propose
an iteration based data releasing mechanism to deal with this problem.
5.3 Coupled Dataset Analysis
This section presents the deﬁnition of coupled sensitivity. Speciﬁcally, we identify
coupled records, and then use the coupled degree to develop the couple sensitivity to
guarantee -diﬀerential privacy.
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5.3.1 Coupled Analysis
Coupled analysis is carried out to generate the coupled degree matrix Δ for a coupled
dataset. This can be done in various ways depending on the background knowledge
of the curator or the characteristics of the dataset. Typical methods can be concep-
tualized into two categories.
The ﬁrst type of coupled analysis assumes the curator or the attacker obtained
the background knowledge in advance. The coupled degree matrix Δ is pre-deﬁned
as background knowledge. Take Table 5.2 as an example. The curator or attacker
discover there are full coupling relationships among A, B and C, e.g. A + B = C
or A ∗ B = C. Δ can then be created according to the background information.
Identifying a full coupling relationship among records is relatively easy. But for some
weak couplings, they needs further domain knowledge or determination by an expert.
Another type of coupled analysis can be carried out without any direct background
knowledge. The coupled degree will be deﬁned in various ways.
1. Attribute analysis. This utilizes certain particular attributes to discover the
relationships among records. When the values of these attributes are the same
or similar to each other, records with those values are considered as coupled
records. For example, the address attribute can be used to determine family
members in a survey dataset. In a network traﬃc dataset, the IP-address
attribute can help identify traﬃc coming from the same host. Moreover, the
similarity in attribute values can be adopted to measure the coupled degree;
a high similarity implies a strong coupling. This method can identify coupled
records eﬀectively and accurately. However, it can hardly be implemented when
no attribute is available to disclose the relationship.
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2. Time interval analysis. This method pre-deﬁnes the size of a time interval to
identify the correlation in the stream dataset. Records falling into the same in-
terval are considered as coupled records. For instance, Cao et al. [15] aggregated
the behaviours within time intervals and modeled the coupling between these
activities. This method can ﬁgure out the multiple records mixed together but
is only suitable for a time related dataset.
3. Pearson Correlation analysis. If the dataset contains no proper attribute or time
information to identify the coupled information, the Pearson Correlation Coef-
ﬁcient is an eﬃcient way to discover coupled records. It extracts all or parts of
an attribute in a coupled dataset and calculates the Pearson Correlation Coeﬃ-
cient between records. By deﬁning the threshold δ0, the coupled degree matrix
can be generated according to the correlation coeﬃcient. Other correlation or
distance measurements can also be applied. For example, Song et al. [84] ap-
plied KL divergence to measure the coupled degree between records. However,
this type of method can only identify the linear correlation between records.
Other strategies also exist for coupled analysis. However, no matter what methods
are applied, the target is to deﬁne the coupled degree matrix Δ, which plays an
essential role in coupled diﬀerential privacy.
5.3.2 Coupled Sensitivity
Before proposing the deﬁnition of coupled sensitivity, we ﬁrst analyze the source of
redundant noise from global sensitivity. Traditional global sensitivity will result in
redundant noise derived from both records and queries. For the record, as analyzed
earlier, the traditional method assumes records are fully coupled with each other, and
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therefore, it just multiplies the global sensitivity with the maximal number of coupled
records leading to large noise. For a query, the traditional method uses a ﬁxed global
sensitive without considering the prosperity of diﬀerent queries. In actual fact, only
some of the responding records are coupled with others, and we only need to consider
the coupled information within these responding records. Hence, sensitivity should
be adaptive for both the coupled record and the query.
Based on this observation, we deﬁne coupled sensitivity, and take both record and
query into consideration. We ﬁrstly introduce the notion of record sensitivity relating
to the coupled degree of each record. Based on this notion, we then propose the
coupled sensitivity associated with the query.
Deﬁnition 13 (Record Sensitivity). For a given Δ and a queryQ, the record sensitivity
of ri is
CSi =
n∑
j=0
|δij|(||Q(Dj)−Q(D−j)||1) (5.3.1)
where δij ∈ Δ.
The record sensitivity measures the eﬀect on all records in D when deleting a
record ri. δij ∈ Δ estimates the coupled degree between records ri and rj ∈ D. This
notion combines the number of coupled records and the coupled degree together. If
D is an independent dataset, CSi is equal to the global sensitivity.
Deﬁnition 14 (Coupled Sensitivity). For a query Q, coupled sensitivity is determined
by the maximal record sensitivity,
CSq = max
i∈q
(CSi), (5.3.2)
where q is a record set of all records responding to a query Q.
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Coupled sensitivity is related to a query Q. It lists all the records q responding to
Q and selects the maximal record sensitivity as the coupled sensitivity. The advantage
of the measurement is that when a query only covers the independent or weak coupled
record, coupled sensitivity will not bring extra noise.
After deﬁning coupled sensitivity for each queryQ, the noisy answer will eventually
be calibrated by the following equation:
Qˆ(D) = Q(D) + Laplace(
CSq

). (5.3.3)
We can observe coupled sensitivity CSq will be smaller than global sensitivity GS
and local sensitivity LS. Both assume each record is fully coupled with each other
and the coupled degree is also ignored.
Lemma 3. For a query Q, coupled sensitivity is equal to or less than the global sensi-
tivity GS and the local sensitivity LS.
Proof. Suppose there are at most k coupled records in a dataset D, then we
have GS = k ·maxD,D′(||Q(D)−Q(D′)||1), and CSi =
∑n
j=1 δij(||Q(Dj)−Q(D−j)||1).
Because at most k records are coupled, we have
∑n
j=1 δij =
∑k
j=1 δij ≤ k. As
||Q(Dj) − Q(D−j)||1) ≤ maxD,D′(||Q(D) − Q(D′)||1), we have CSi ≤ GS. As any
CSi are less or equal to GS, for a query Q, we have CSq ≤ GS
For the local sensitivity LS = k ·maxD′(||Q(D)−Q(D′)||1), we also have ||Q(Dj)−
Q(D−j)||1) ≤ maxD′(||Q(D) − Q(D′)||1) and
∑n
j=1 δij =
∑k
j=1 δij ≤ k, then we have
CSq ≤ LS
Coupled sensitivity CS can be used in various types of data releasing mechanisms.
If records in the dataset are independent, the CS will be equal to the global sensitivity,
while for the coupled dataset, the CS will introduce less noise than GS and LS.
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5.4 Coupled Iteration Mechanism
Even though coupled sensitivity decreases the noise compared with global sensitivity,
when dealing with a large number of queries, the answers still have high noise because
the privacy budget has to be divided into several small parts. This is especially so
when the records are strongly coupled with others and the noise is signiﬁcantly higher
than the independent dataset. To tackle the problem, an iterative-based mechanism
will be adopted to limit the noise in the query answer.
The iterative-based mechanism was ﬁrst proposed by Hardt et al. [34] who con-
structed a dataset sequence to answer all queries by iteratively updating the datasets.
When a given query witnesses a signiﬁcant diﬀerence between the current dataset and
the true dataset, the mechanism updates the current dataset in the next iteration [34].
The main advantage of this mechanism is that it can save the privacy budget and
decrease the noise when confronting lots of queries. Hence, it will be suitable for data
releasing in the coupled dataset.
In this section, we propose a Coupled Iteration Mechanism (CIM ) to answer a
set of queries on the coupled dataset. We ﬁrst present an overview of the algorithm
and then provide details of its operations.
5.4.1 Overview of Coupled Iteration Mechanism
The CIM aims to release the results of a set of queries by iteratively updating the
dataset under the notion of diﬀerential privacy. In this procedure, a dataset is repre-
sented by a histogram x with length N . Let t be the round index, and the histogram
be represented by xt at the end of round t. We are given a query set Q and select a
Qt in each round t. We recognize that at denotes the true answer and aˆt denotes the
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noisy answer:
at = Qt(x). (5.4.1)
aˆt = Qt(x) + Laplace(
CSqt

). (5.4.2)
We use dˆt to denote the diﬀerence between the true answer given by xt−1 and the
noisy answer from xt:
dˆt = Qt(xt−1)− aˆt. (5.4.3)
This is utilized to control the update round in each iteration. At a high level, CIM
maintains a sequence of histogram x0, x1,..., xt, which gives increasing approximation
to the original dataset x.
The mechanism is shown in Algorithm. 6. Firstly, the privacy budget is divided
into several parts and the histogram is initialized as the uniform distribution x0. In
each round t, we select a query Qt ∈ Q, using xt to generate the answer at = Qt(xt)
and the noise answer aˆt. The distance dˆt between the query Qt on xt−1 and the noisy
answer aˆt is computed. If |dˆt| is less than a threshold T , the xt−1 is considered to be
a good approximation of x on query Qt. We will release the Qt(xt−1) directly and
put the xt−1 into the next iteration. If the distance is larger than the threshold, the
histogram xt−1 will be improved in this round. We will release aˆt and use an coupled
updating function U to generate the new histogram xt.
The CIM aims to answer a large group of queries with limited privacy budgets on
a coupled dataset. In summary, this mechanism has the following features:
• First, it takes the relationship between records into consideration. It applies
not only coupled sensitivity, but more importantly, it develops a coupled update
function to improve the histogram in each iteration.
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• Second, it decreases the total amount of noise. The CIM maintains a histogram
sequence to answer a set of queries Q, rather than using a single histogram to
answer all queries. One histogram in the sequence roughly corresponds to one
query in Q. This way, each histogram can approximate the close answer to the
true answer.
• Finally, more queries can be answered than the traditional mechanism with the
same privacy budget. Only the update steps will consume the privacy budget.
Alg. 6 indicates that even for a very large set of queries, the number of update
rounds is still less than the total number of queries.
5.4.2 Coupled Update Function
This section deﬁnes a coupled update function U in the histogram context. For a
histogram xt−1, the function U ﬁrstly identiﬁes all responded records r ∈ qt. For each
record in qt, all coupled records are listed and denoted as superset qt. The update
function U then identiﬁes a set of bins b that contain qt and re-arranges the frequency
of each bin in b according to Eq. 4. The ﬁnal frequency of the xt will be normalized
so they sum to 1.
Deﬁnition 15 (Coupled Update Function). Let x0, x2, ..., xt be a histogram sequence,
and function U is deﬁned as a coupled update function if it satisﬁes xt = U(xt−1).
The U is deﬁned as:
xt(bi) = xt−1(bi) · exp(−η · δqt · yt(xt−1)), (5.4.4)
where yt(xt−1) = Qt(xt−1) if dˆ > 0 and otherwise, yt(xt−1) = 1 − Qt(xt−1). η is an
update parameter associated with the number of maximal update rounds.
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Algorithm 6 Coupled Iteration Mechanism
Require: x, , Q = Q1, ..., QL, L, Δ, T .
Ensure: Q(x)
1. 0 =
η2δ20
logN
;
for i = 1, ..., N do
2. x0(bi) = 1/N ;
end for
for each round t ← 1...L do
3. select a query Qt;
4. sample λt from Laplace(CSqt/0);
5. compute the noise answer aˆt = Qt(x) + λt;
6. compute dˆt = Qt(xt−1)− aˆt;
if |dˆt|≤ T then
7. xt = xt−1, output Qt(xt−1);
8. continue;
else
9. xt = U(xt−1), output aˆt;
end if
end for
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Algorithm 7 Coupled Update Function
Require: xt−1,dˆ, Qt, Δ, η.
Ensure: xt.
1. Identifying qt;
2. Identifying the coupled record set qt;
3. Identifying the bin set b contains qt;
for For each bin bi ∈ b do
4. Update the frequency of x(bi);
end for
5. Normalization of xt
The coupled update function is based on the intuition that if the answer derived
from xt−1 is too small compared with the true answer, the frequency of the relative
bins will be enhanced. Otherwise, we will decrease the frequency if the answer is too
large,.
5.4.3 Parameters Discussion
This section discuss the estimation of parameters in CIM. As mentioned earlier, only
the update round consumes the privacy budgets. To measure the parameters T and
η, we need to estimate the maximal number of update rounds umax and the possible
number of update rounds uQ. The umax helps determine the privacy budgets in each
iteration. In addition, the uQ for Q is related to the accuracy.
Firstly, we measure the maximal number of update rounds umax. Given a dataset
x, the umax can be measured based on the following lemma.
Lemma 4. Given a histogram x with length N , the umax for coupled update function
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U , deﬁned by Eq. is
umax =
logN
η2 · δ20
(5.4.5)
Proof. Give the original histogram x and the initial update histogram x0, the
CIM will update the x0 in each round t until xt = x. The umax depends on how
many steps that x0 can be transferred to x. We follow the update strategy of Hardt
el al. [34], who deﬁne the distance between x0 and x in terms of relative potential :
φt = RE(x||xt) =
∑
x(b) log(
x(b)
xt(b)
) (5.4.6)
Based on Eq. 5.4.6, we have φ0 ≤ logN . When φt drops to zero, the update will
be terminated and xt=x. According to Hardt et al. [34], the potential drops in each
round is at least η2δ20, therefore there are at most
logN
η2·δ20 rounds in the CIM.
The umax is utilized to determine the privacy budget 0 in each round. We have
Eq. 5.4.7:
0 =
η2δ2
logN
(5.4.7)
Compared to the traditional data releasing mechanism, which divides the privacy
budget  according to the number of queries, we can easily demonstrate that 0 ≥
/|Q|.
Lemma 4 also indicates umax is associated with parameter η and the couple pa-
rameter threshold δ0. If we want to successfully answer more queries, we can choose a
smaller η to allow more rounds. However, this will lead to larger noise in each query
answer because the privacy budget 0 in each round will also be diminished.
Secondly, we estimate the possible number of update rounds uQ for a query set
Q. Let the probability of updating be ρ1 and the probability of non-updating be ρ2.
We will then have the follow Lemma:
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Lemma 5. When both the privacy budget 0 in each round and the parameter T are
ﬁxed, the probability of the update will be
ρ1 = exp(
−0|T − α|
CSq
), (5.4.8)
and the probability of the non-update will be
ρ2 = 1− exp(−0|T − α|
CSq
). (5.4.9)
where α bounds the accuracy of the CIM.
Corollary 2. Given a query set Q, the uQ will satisfy Eq. 5.4.10
uQ = |Q|exp(−0|T − α|
CSq
) (5.4.10)
Proof. Suppose we have |Q| queries, and altogether |Q| rounds. The probability
of the update is Pr(|dˆt|> T ). We have
Pr(|dˆt|> T ) = Pr(|Qt(x) + λt −Qt(xt−1)|> T )
. Let |Qt(x) − Qt(xt−1)|≤ α, and λt be sampled from Laplace(0/CSq) according to
the property of Laplace distribution:
Pr(|γ|> t) = Pr(γ > t) + Pr(γ < t) = 2
∫ ∞
t
x exp(−x
σ
)dx = (5.4.11)
= exp(− t
σ
)
(5.4.12)
Because σ = CSq
0
, we have
Pr(|dˆt|> T ) ≤ exp(0(α− T )
CSq
)
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. If there are |Q| queries, the algorithm will update at most |Q|exp( 0(α−T )
CSq
CSq)
rounds.
Lemma 5 shows the probability of the update is related to T and α. If parameter
T is much smaller than α, the update probability will be very high and the noise will
increase simultaneously which will aﬀect the accuracy of the answer. However, if T
is very large, even though we decrease the number of update rounds, but the output
answer is always far away from the true answer, which also decreases the accuracy,
we can conclude the accuracy of CIM is related to T . In Section 5.6, we will use the
experiment to demonstrate the trade-oﬀ between T and the accuracy of CIM.
5.5 Mechanism Analysis
The proposed CIM aims to obtain an acceptable utility with a ﬁxed  diﬀerentially
privacy budget. In this section, we will ﬁrst prove the algorithm is satisﬁed with
-diﬀerential privacy, and then analyze the utility cost.
5.5.1 Privacy Analysis
To prove CIM is satisﬁed with diﬀerential privacy, we ﬁrst analyze which steps in
CIM will consume the privacy budget. According to Algorithm 6, we access the
histogram and generate a noisy answer in each round. However, the noisy answer is
only used to check whether the current histogram is accurate enough to answer the
query. In most rounds, we do not release the noisy answer, and therefore we consume
no privacy budget. The noisy answer is only released in the update round when the
current histogram is not accurate enough. Consequently, the privacy budget is only
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consumed in the update step and the privacy analysis can be easily limited in the
coupled update functions.
We apply useful composite properties of the privacy budget to analyze the privacy
guarantee: the sequential composition [63]. The sequential composition accumulates
privacy budget  for each step when a series of private analyses is performed sequen-
tially on the dataset. The properties are shown in Lemma 6.
Lemma 6. Sequential Composition [63]: Suppose a set of privacy stepsM = {M1, ...Mm}
are sequentially performed on a dataset, and each Mi provides  privacy guarantee,
the M will provide m · -diﬀerential privacy.
Lemma 6 can be used directly to analyze the privacy guarantee of CIM. As men-
tioned earlier, given a x, we have umax = η
−2δ−2 logN . The privacy budget 0 al-
located to each round is 0 =
η2δ20
logN
. According to the sequential composition, the
released answers for the query set Q will consume the 0 ∗ uQ privacy budget. Be-
cause uQ ≤ umax, we have 0 ∗ uQ ≤ . Consequently, the proposed CIM algorithm
preserves -diﬀerential privacy.
5.5.2 Utility Analysis
For the utility analysis, we apply a widely used utility deﬁnition in diﬀerential privacy
suggested by Blum et al. [11]:
Deﬁnition 16 ((α,β)-accuracy). A mechanismM is (α,β)-accuracy for a set of queries
Q, if: with probability 1− β, for every query Q ∈ Q and every histogram x, we have
max
Q∈Q
|Qˆ(x)−Q(x)|≤ α. (5.5.1)
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In the CIM, the utility is measured by a set of released query answers. Accordingly,
we will measure the utility by the maximal distance between the original and the noisy
answer.
Deﬁnition 17 ((α,β)-accuracy for CIM ). The CIM is (α,β)-accuracy for a set of
query Q, if: with probability 1− β, for every query Q ∈ Q and every x, we have
max
Q∈Q,t∈L
|CIMt(xt)−Qt(x)|≤ α, (5.5.2)
where CIMt(xt) is the output of CIM in round t.
Based on the deﬁnition, we will demonstrate the CIM mechanism is bounded by
a certain value α with a high probability.
Theorem 5.5.1. For any query Q ∈ Q, for all β > 0, with probability at least 1− β,
the error of CIM output is less than α. When
α ≥ CSq
20
(log
ρ1ρ2L
β
) +
T
2
the CIM is satisﬁed with (α, β)-accuracy.
Proof. The value of CIMt(xt) is determined by the dˆ, which results in the
non-update round or the update round. Both scenarios will be considered in the util-
ity measurement. Let errornon−update represents the error introduced by non-update
rounds and errorupdate denotes the error introduced by update rounds. According to
the union bound, we have
Pr( max
Q∈Q,t∈L
|CIMt(xt)−Qt(x)|> α) ≤ ρ1∗Pr(errornon−update > α)+ρ2∗Pr(errorupdate > α)
If dˆ ≤ T , it will be a non-update round and CIM will output Qt(xt−1).
errornon−update = |CIM(xt)−Qt(x)|= |Qt(xt−1)−Qt(x)|
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Because
|dˆt|= |Qt(xt−1)− aˆt|≤ T
, we have
|Qt(xt−1)−Qt(x)|≤ T + λt
, where λt ∼ Laplace(CSqt′ ). According to the property of Laplace distribution
Laplace(b), we have
Pr(errornon−update > α) = Pr(max
t∈L
|T + λ|> α) ≤ L ∗ Pr(|T + λ|> α)
≤ L exp(−|α− T |0
CSq
)
, where CSq = maxt∈1,...,mCSqt .
If dˆ > T , it will be an update round and CIM will output aˆt. We have
errorupdate = |CIM(xt)−Qt(x)|= |Qt(x) + λt −Qt(x)|= |λt|
. Then we have
Pr(errorupdate > α) = Pr(max
t∈L
|λ|> α) ≤ L ∗ Pr(|λ|> α)
≤ L exp(−α0
CSq
)
Accordingly,
Pr( max
Q∈Q,t∈L
|CIMt(xt)−Qt(x)|> α) ≤ Lρ1 exp(−|α− T |0
CSq
) + Lρ2 exp(
−α0
CSq
)
Let
Lρ1 exp(
−|α− T |0
CSq
) + Lρ2 exp(
−α0
CSq
) ≤ β
, we have
ρ1 exp(
−|α− T |0
CSq
) + ρ2 exp(
−α0
CSq
) ≤ β
L
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⇒ log ρ1ρ2 + (T − 2α)0
CSq
≤ log β
L
⇒ α ≥ CSq
20
(log
ρ1ρ2L
β
) +
T
2
5.6 Experiment and Analysis
This section evaluates the performance of the proposed coupled data releasing mech-
anism CIM and the coupled sensitivity by answering the following questions:
• How does the CIM mechanism retain the utility with a limited privacy budget?
The proposed CIM aims to eﬀectively answer a set of queries. In this exper-
iment, we investigate the performance of CIM on a set of queries in terms of
Mean Square Error (MSE) and compare it with the traditional Laplace mech-
anism [25].
• How does the coupled sensitivity impact on the performance of the data releasing
mechanism?
In Section 5.3, we proposed coupled sensitivity and proved it was better than
traditional sensitivities on coupled datasets. Here, we empirically investigated
its impact on the utility of the released query answers through comparing the
coupled sensitivity with global sensitivity.
• How do the parameters impact on the performance of CIM?
CIM contains two essential parameters T and η. Parameter T controls the
number of update rounds, which aﬀects the performance of the CIM. η deter-
mines the maximal update rounds, which aﬀects the number of queries CIM
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can answer. In Section 5.5, we theoretically analyze these impacts, and in the
following sub-section we use experiments to conﬁrm them.
5.6.1 Datasets and Conﬁguration
The experiments involve six datasets:
Adult The Adult dataset from the UCI Machine Learning repository1 originally had
48, 842 records and 14 attributes. After deleting the missing records and ﬁltering
the attributes, we eventually had 30, 162 records with 15 dimensions.
IDS This dataset was collected by The Third International Knowledge Discovery and
Data Mining Tools Competition that aimed to build an Intrusion Detection
System (IDS). We sampled a subset with 40, 124 records and 65 dimensions.
NLTCS TheNational Long-Term Case Study (NLTCS) dataset was derived from StatLib2.
It contained 21, 574 records with 16 binary attributes, which corresponded to
16 functional disability measures. These are 6 activities of daily living and 10
instrumental activities of daily living.
Three other datasets were derived from Hay’s work [36], which have been widely
used in the diﬀerentially private histogram release test.
Search Logs This synthetic data set was generated by interpolating Google Trends
data and America Online search logs. It contained 32, 768 records, each of
which stored the frequency of searches with the keyword Obama within a 90
minute interval between Jan. 1, 2004 and Aug. 9, 2009.
1http://archive.ics.uci.edu/ml/
2http://lib.stat.cmu.edu/
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NetTrace This contained the IP-level network trace at a border gateway of a univer-
sity. Each record reported the number of external hosts connected to an internal
host. There were 65, 536 records with connection numbers ranging from 1 to
1423.
Social Network This records the friendship relations among 11, 000 students from
the same institution, sampled from an online social network web site. Each
record contains the number of friends of certain students. There were 32, 768
students, each of who had at most 1678 friends.
All datasets contained no pre-deﬁned coupled information. We used the Pearson
Correlation Coeﬃcient to generate the coupled degree matrix Δ with the threshold
δ0 = 0.6. Approximately all datasets had a quarter of their records coupled with
some other records, and the maximal size of the coupled group was around 10. For
each dataset, we generated a query set Q with 10, 000 random linear queries and each
answer fell into [0, 1]. The accuracy of results was measured by Mean Square Error
(MSE).
MSE =
1
|Q|
Q∑
Qi∈Q
(Qˆi(x)−Qi(x))2 (5.6.1)
A lower MSE implies a better utility for the corresponding mechanism.
5.6.2 The Performance of CIM
The performance of the CIM mechanism was examined in this section through com-
parison with the state-of-the-art naive Laplace Mechanism (LM) [22]. To show its
eﬀectiveness, we used the couple sensitivity (CS) in both CIM and LM, and denoted
the results as CIM&CS and LM&CS, respectively. The experiments were conducted
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on all datasets and the privacy budgets varied from 0.1 to 1. Two parameters, T and
η, were set to 0.3000 and 7.0000, respectively.
As shown in Fig. 5.1, we observe CIM has lower MSE than LM on all datasets.
Speciﬁcally, for the Adult dataset in Fig. 5.1a, when  = 0.4, the CIM achieves a MSE
of 0.3593 while LM achieves 0.5171. Thus, CIM outperfroms LM by 43.84%. When
 = 1, CIM achieves a MSE of 0.0491 which outperformed LM by 73.12%. These
results illustrate that in coupled datasets, CIM outperforms LM when answering a
large set of queries. The improvement by CIM can also be observed in Fig. 5.1b,
5.1c, 5.1d, 5.1e and 5.1f. The proposed CIM has better performance because it
only consumes the privacy budget in the update rounds, which is less than the total
number of queries |Q|. While the traditional LM mechanism consumes the privacy
budget when answering every query, this actually leads to inaccurate answers. The
experimental results show the eﬀectiveness of CIM when answering a large set of
queries.
In the context of diﬀerential privacy, the privacy budget  serves as a key param-
eter to determine privacy. From Fig. 5.1, we can also check the impact of  on the
performance of CIM. According to Dwork [22],  = 1 or less would be suitable for
privacy preserving purposes, and we follow this heuristic in our experiments. For a
comprehensive investigation, we evaluate CIM ’s performance under various privacy
preserving levels by varying the privacy budget  from 0.1 to 1 with a 0.1 step on six
datasets. It was observed that as  increases, the MSE evaluation becomes better,
which means the lower the privacy preserving level, the larger the utility. In Fig. 5.1a,
the MSE of CIM is 5.5350 when  = 0.1. Even though it preserves a strict privacy
guarantee, the query answer is quite inaccurate. When  = 0.7, the MSE drops to
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Figure 5.1: Eﬀectiveness of CIM
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0.1025, retaining an acceptable utility of the result. The same trend can be observed
on other datasets. For example, when  = 0.7, the MSE is 0.1894 in Fig. 5.1b, and is
0.1733 in Fig. 5.1c. These results conﬁrm the utility will be enhanced as the privacy
budget increases.
Moreover, we observed the MSE decreased much faster when  ascends from 0.1
to 0.4 compared to when  ascends from 0.4 to 1. This indicates a larger utility cost is
needed to achieve a higher privacy level ( = 0.1). We also observed the performance
for both the CIM and LM mechanism was stable when  ≥ 0.7. This indicates the
CIM was capable of retaining the utility for data releasing while satisfying a suitable
privacy preserving requirement.
In addition, we compared the MSE of CIM with the non-privacy release. If we
answer all queries without any privacy guarantee, the MSE is 0. Fig.5.1 shows the
MSE of CIM was very close to 0 when  ≥ 0.7. This was because CIM applied
iterative steps and coupled sensitivity to reduce the magnitude of introduced noise.
This result conﬁrms coupled diﬀerential privacy can ensure rigorous privacy with an
acceptable utility loss.
The evaluation shows the eﬀectiveness of CIM on several aspects.
1. The proposed CIM can retain a higher utility of released data compared with
the LM.
2. As the privacy budget increased, the performance of CIM was signiﬁcantly en-
hanced. We can select a suitable privacy guarantee to achieve a better tradeoﬀ.
3. When we have a suﬃcient privacy budget, the utility loss of released data is
small.
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Table 5.2: The Maximal Size of Coupled Groups
Datasets k
Adult 15
NLTCS 10
IDS 10
Search Log 10
Net Trace 10
Social Network 20
5.6.3 Coupled Sensitivity vs. Global Sensitivity
In this subsection, we examine the performance of the coupled sensitivity on the data
releasing mechanism. In order to show the eﬀectiveness of coupled sensitivity, we select
the LM to answer the query set Q and compare its performance of coupled sensitivity
with global sensitivity (GS). To deal with the coupled dataset, global sensitivity was
multiplied by k, the maximal number of records in a coupled group. Table 5.2 lists
the size k of diﬀerent datasets.
Fig. 5.2 shows the results in which the sensitivities are termed CS and GS, with
the privacy budget varying from 0.1 to 1.0. It can be observed that all MSE measures
of coupled sensitivity on all six datasets were less than MSE of global sensitivity with
diﬀerent privacy budgets. These results imply coupled sensitivity leads to less error
than global sensitivity in the context of coupled datesets. Speciﬁcally, as shown in
Fig. 5.2a, when  = 1, the LM with CS achieves an MSE at 0.0850. This outper-
forms the LM result with a GS of 0.2293. The performance of improvement is more
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Figure 5.2: Eﬀectiveness of Coupled Sensitivity
163
signiﬁcant as the privacy budget decreases. When  = 0.3, the MSE of CS is 0.8906,
which is much lower than MSE of the LM with a GS of 2.4785.
Moreover, it is clear MSE of coupled sensitivity is close to 0, which indicates
coupled sensitivity can achieve the privacy preserving purpose while retaining a high
utility of query answers.
Similar trends can be observed on other datasets as shown in Fig. 5.2b, 5.2c, 5.2d,
5.2e and 5.2f. For example, in Fig. 5.2b, the LM with CS leads to an MSE of 0.5222,
which is much smaller than 3.1534 from the LM with GS. These results illustrate CS
is independent to the characteristics of datasets.
The experimental results illustrate that even with the naive mechanism, coupled
sensitivity can lead to a better performance than global sensitivity. It conﬁrms the
conclusion in Lemma. 3, which proves the magnitude of coupled sensitivity is equal
to or less than the global sensitivity.
5.6.4 Impact of Parameter T
In CIM, T is a threshold that bounds the diﬀerence between noisy query answers,
which controls the number of update rounds in CIM. According to Section 5.4.3,
the number of update rounds will have a direct impact on the utility of the query
result. To achieve a comprehensive investigation, we investigated the impact of T
on the number of update rounds and then estimated the impact on the utility. The
parameter T varied from 0.01 to 1 with a step of 0.5, and the privacy budget  was
ﬁxed at 1.
Fig. 5.3 shows the number of update rounds decreases smoothly as T increases.
When T is small, nearly all iterations in CIM will update the histogram. The number
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Figure 5.3: Impact of T on Update Round
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of update rounds begins to decrease as T increases. For example, in Fig. 5.3a, the
number of update rounds is 9398 when T = 0.01, and then drops as T increases.
When T = 1, it drops to 72, which is only 0.72% of all queries. Other datasets show
similar results. For example, for the IDS dataset in Fig 5.3c, the number of update
rounds drops to 10 when T = 1. These results represent the relationship between
T and the number of update rounds, with a large T resulting in a small number
of update rounds. In CIM, only the update round will consume privacy budgets,
therefore the number of update rounds will aﬀect the performance of CIM. However,
even when a large value of T decreases the number of update rounds and saves the
privacy budget, the performance of CIM will not improve when T is larger than
the threshold. Because a small number of update rounds results in a less accurate
histogram xt, this means inaccurate query answers are found in the CIM. This is
conﬁrmed by results in Fig. 5.4.
Fig. 5.4 displays the impact of T on the performance of CIM. At the beginning,
it is apparent with an increasing of T , MSE drops quickly. But when T achieves a
threshold, MSE reaches it minimum and keeps increasing until it achieves a stable
value. As shown in Fig. 5.5a, MSE keeps decreasing until T = 0.3100, with MSE =
0.0537 at its lowest point. After this, as T increases, MSE keeps rising until T = 0.4,
but then remains stable at 0.0594. This trend can be observed in other data sets. For
example, in Fig. 5.5b, the MSE reaches its minimum when T = 0.3600 and remains
stable when T ≥ 0.7100. Fig. 5.5c, 5.5d, 5.5e and 5.5f all show the same trend. This
conﬁrms the theoretical analysis in Section 5.4.3 which shows that even a large value
of T can decrease the number of update rounds to save the privacy budget in CIM.
A T that is too large will lead to an inaccurate histogram and less utility.
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Figure 5.4: Impact of T on CIM Performance
167
This evaluation illustrates the relationship between the parameter T and the num-
ber of update rounds, which aﬀects the utility of the releasing data. This relationship
can help us control the update round and to allocate the privacy budget in CIM.
5.6.5 Impact of Parameter η
The parameter η controls the size of the step in update function U , which aﬀects the
maximal number of update rounds umax in CIM. Please note the umax is only related
to η and independent to the query set. According to Eq. 5.4.7, the umax determines
the privacy budgets 0 allocated in each round and the maximal number of queries the
CIM can answer. To evaluate the impact of η on the umax, we set 100, 000 iterations
on CIM and vary η from 0.1 to 10.
Fig. 5.5 illustrates that as η increases, the maximal number of update rounds
drops. It is clear a smaller η indicates a larger umax because the CIM will have more
update rounds to achieve the original histogram, while larger η results in less umax.
The Adult dataset in Fig. 5.5a shows that when η is less then 7.0000, the maximal
number of update rounds is stable around 38, 000. This means CIM will stop after
answering 38, 000 queries. Fig. 5.5a shows that when η increases to 8.0000, the max-
imal number of update rounds drops to 1280. However, even when a smaller η leads
to a large umax, the privacy budget 0 will be small and incur a larger noise. Hence,
η = 7.0000 is considered an inﬂexion point that can obtain a tradeoﬀ between umax
and the 0. For the NLTCS dataset, the inﬂexion point is also η = 8.0000. However,
for the IDS dataset, the maximal number of update rounds decreases smoothly as η
increases. This is because the high relative potential of IDS leads to a large number
of update rounds even though η is relatively high. In this case, the inﬂexion point can
168
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5
3
3.5
4
x 104
parameter η
M
ax
im
al
 U
pd
at
e 
R
ou
nd
CIM/CS
(a) Adult
1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5
3
3.5
x 104
parameter η
M
ax
im
al
 U
pd
at
e 
R
ou
nd
CIM/CS
(b) NLTCS
0 2 4 6 8 10
2.1
2.15
2.2
2.25
2.3
2.35
2.4
x 104
parameter η
M
ax
im
al
 U
pd
at
e 
R
ou
nd
CIM/CS
(c) IDS
0 2 4 6 8 10
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
x 104
parameter η
M
ax
im
al
 U
pd
at
e 
R
ou
nd
CIM/CS
(d) Search Log
0 2 4 6 8 10
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
x 104
parameter η
M
ax
im
al
 U
pd
at
e 
R
ou
nd
CIM/CS
(e) NetTrace
0 2 4 6 8 10
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
parameter η
M
ax
im
al
 U
pd
at
e 
R
ou
nd
CIM/CS
(f) Social Network
Figure 5.5: Impact of η on the Maximal Update Round
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be chosen according to the number of queries. For the Search Log dataset, the max-
imal number of update rounds begins to drop when η is close to 5.0000, while for the
NetTrace dataset, the inﬂexion point of η is around 7.0000. Compared with others,
the Social Network dataset has a smaller maximal number of update rounds. Even
when we set η = 0.1, the maximal number of update rounds was only 16, 934. This
decreases quickly when η is over 6.0000. When η = 8.0000, the number of update
rounds is around 20. This is because for the Social Network dataset, the original
histogram is close to the uniform distribution. On the other hand, the relative poten-
tial is low. When the initial histogram is uniform, the relative potential will quickly
drop to 0 after a few update rounds.
The parameter η does not directly aﬀect the performance of CIM. This determines
the privacy budgets 0 in each round. A larger η results in a bigger privacy budget,
which can produce more accurate answers for CIM. However, an overly large η fails
to answer a large number of queries, which is impractical in real-world applications.
Alternatively, a smaller η leads to a larger number of update rounds but poorer
accuracy for answers as the privacy budgets allocated to each round is very small.
Thus, to balance the capability of answering the number of queries and the utility of
CIM, an optimal value for η is the inﬂexion point in each plot. We use these as the
default values in our experiments.
5.7 Conclusions
Diﬀerential privacy is one of the most successful notions in the privacy preserving
community as it has been proven harder for an adversary to infer the presence or
absence of any individual in a dataset. Users are more likely to participate in a system
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with a privacy warranty. However, traditional diﬀerential privacy mainly focuses
on independent datasets, failing to oﬀer suﬃcient privacy guarantees for coupled
datasets. This chapter proposes a solution to coupled diﬀerential privacy with the
following contributions:
• The problem of coupled diﬀerential privacy is identiﬁed. The coupled prob-
lem can be extended to more complex applications, such as a coupled private
recommender system or coupled location privacy.
• Novel coupled sensitivity is proposed to deal with coupled records. Compared
to global sensitivity, it guarantees more rigorous privacy while retaining an ac-
ceptable utility.
• A novel data releasing mechanism is proposed to enhance performance when
answering a large group of queries. This mechanism has proven to ensure better
query results than the naive Laplace Mechanism.
These provide a practical way to apply a coupled privacy notion to diﬀerential pri-
vacy with less utility loss. The experimental results also show the robustness and
eﬀectiveness of the proposed solution.
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Chapter 6
Conclusion
The research presented in this thesis consists of three parts: the ﬁrst part focuses on
the application-aware sensitivity issue in the context of a recommender system; the
second part focuses on shrinking the randomized domain for the tagging recommender
system; and the last part concentrates on the coupled diﬀerential privacy solution for
a coupled dataset. The proposed methods aim to improve the data utility with
guaranteed privacy by proposing diﬀerential privacy solutions on application-aware
sensitivity, shrinking the randomized domain and the coupled diﬀerentially private
solution. This chapter summarizes the research results and the main contributions
of this thesis. Several open issues in diﬀerential privacy and future directions for
research have also been identiﬁed.
6.1 Contributions
Theoretical and experimental results have led to the conclusions and main contribu-
tions of this thesis. These are:
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• We developed an eﬀective diﬀerentially private neighborhood-based collabora-
tive ﬁltering algorithm by deﬁning novel Recommendation-Aware Sensitivity
and proposing the Private Neighbor Selection method. The large amount of
noise in diﬀerential privacy is derived from queries with high sensitivity in rec-
ommender systems. It can be reduced by the proposed Recommendation-Aware
Sensitivity. Traditional sensitivity determined only by the queries calibrates the
maximal changes when deleting one record in a dataset. If we take each record
into consideration, the maximal change will not always occur. Recommendation-
Aware Sensitivity is determined by the change of each record instead of using the
maximal change. Through this novel strategy, we signiﬁcantly decrease the sen-
sitivity of queries. Theoretical analysis proves the proposed application-aware
sensitivity can retain the utility of applications while satisfying the requirement
of diﬀerential privacy.
• We proposed a diﬀerentially private tagging release algorithm to protect users
from being re-identiﬁed in a tagging dataset by adversaries. We enhanced the
performance of the algorithm by tackling the problem of shrinking the ran-
domized domain. We adapt the private topic model to structure records into
groups and limit the randomized domain within each group. After this, a bet-
ter trade-oﬀ between privacy and utility is obtained by taking the advantage
of the diﬀerentially private composition properties. Theoretical analysis and
experimental results indicate the eﬀectiveness of the proposed method.
• We deﬁned the problem of coupled diﬀerential privacy by exploring a novel
coupled sensitivity and a novel data releasing mechanism. We measured the
sensitivity to capture the relationship among records. As most coupled records
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are only partially coupled, we take advantage of the diverse coupled level be-
tween records and propose the notion of coupled sensitivity, which is less than
traditional global sensitivity. We also design an iteration based coupled releas-
ing mechanism to save the privacy budgets. Based on novel sensitivity and
mechanism, we propose the solution of coupled diﬀerential privacy to answer a
large number of queries for a coupled dataset.
6.2 Future Work
Although the proposed methods have extended diﬀerential privacy to various appli-
cations, there are still problems that need to be settled.
For the study of Application-Aware sensitivity, it only concentrates on the pri-
vacy of neighborhood-based CF with the proposed Recommender-Aware sensitivity.
However, other recommendation techniques, such as Matrix Factorization, still suﬀer
from violations of privacy. Therefore, future work should consider the privacy is-
sue for other recommendation techniques and propose their related application-aware
sensitivities.
For exploration of randomized domain shrinking, the proposed private topic model
method is only tested within tagging recommender systems. Its application in other
scenarios or systems needs further investigation.
There are still further topics that need to be considered in diﬀerential privacy.
Below we consider the following directions that are worthy of future attention:
Diﬀerential privacy for continuous releasing Web sites such as social networks
and online stores may need to release their aggregate information to enhance
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their social and economic utilities. How can these web sites or their curator con-
tinually release updated statistics, and simultaneously preserve each individual
users privacy is a new problem that has emerged. The continual release is diﬀer-
ent from the traditional one-time release that diﬀerential privacy investigated.
In continual release, the input dataset is dynamic and evolves over time, and
the data release mechanism must update the output periodically as new data
items arrive. Therefore, traditional static diﬀerentially private mechanisms ei-
ther fail to apply directly for continual release, or result in an unsatisfactory
loss in terms of utility or privacy if applied naively. The designing of private
streaming algorithms that continually output a dataset is a new direction for
future research.
Distributed Diﬀerential Privacy Most existing work is concerned with the cen-
tralized model of diﬀerential privacy, in which a trusted data curator holds the
entire private dataset, and computes it in a diﬀerentially private way. But if a
dataset is divided among multiple curators who are mutually untrusting, how
can they compute diﬀerentially private messages for communication between
themselves? Mironov et al. [64] explored a two-party scenario by showing a
lower bound for the problem of computing the hamming distance between two
datasets. But the solution is unlikely to be valid when the number of cura-
tor’s lies is more than 2. How to preserve distributed diﬀerential privacy within
mulitple parties is a good topic for open-ended theoretical exploration.
Synthetic Dataset Releasing for Arbitrary Mining Purposes Synthetic Dataset
releasing is an attractive issue for data miners because they can easily construct
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their models without considering the limitation on the number of queries. How-
ever, there have been a series of negative results concerning synthetic database
releasing [24]. The most serious one lies in the fact that a synthetic dataset
can only perform a ﬁxed data mining task instead of an arbitrary one. Blum et
al. obtained a synthetic database that remarkably maintained the approxi-
mately correct fractional counts for all concepts in the learning model simulta-
neously [11], while ensuring the diﬀerential privacy guarantee. However, they
only solved part of the problem because the synthetic dataset can only be used
for a certain data mining task, rather than arbitrary data mining tasks. How to
eﬃciently release a synthetic dataset with more data mining ﬂexibility remains
a challenge.
Privacy and Game Theory This direction involves with the purchase and sale of
private data. This is a scenario in which a data analyst wishes to buy infor-
mation from a population to estimate some statistical information, while the
owners of the private data experience some cost for their loss of privacy. Agents
between the seller and buyer wish to maximize their proﬁt, so the goal is to de-
sign a truthful auction mechanism while preserving the privacy of the dataset.
McSherry and Talwar ﬁrst proposed designing auction mechanisms using dif-
ferentially private mechanisms as a building block. This private mechanism is
only approximately truthful. Nissim, Smorodinsky, and Tennenholtz show how
to convert diﬀerentially private mechanisms into exactly truthful mechanisms.
However, the mechanism loses its privacy properties. How to design mecha-
nisms that are both truthful and private is a problem that needs to be further
explored.
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While this thesis provides a thorough report on our research in extending the theory
of diﬀerential privacy to enable its eﬀective applicability in real world application.
many interesting and promising issues remain unexplored. The development of social
networks and Big Data provides great opportunities in research on privacy preserving
but also a challenge in how to eﬀectively utilize the large volume of data. Algorithms
developed in this thesis can be a starting point for these new challenges because they
precisely demonstrate how diﬀerential privacy can be extended in real-world scenarios.
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