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ABSTRACT
Aims. We study single and binary white dwarfs in the inner halo of the Milky Way in order to learn more about the conditions under
which the population of halo stars was born, such as the initial mass function (IMF), the star formation history, or the binary fraction.
Methods. We simulate the evolution of low-metallicity halo stars at distances up to ∼3 kpc using the binary population synthesis code
SeBa. We use two different white dwarf cooling models to predict the present-day luminosities of halo white dwarfs. We determine the
white dwarf luminosity functions (WDLFs) for eight different halo models and compare these with the observed halo WDLF of white
dwarfs in the SuperCOSMOS Sky Survey. Furthermore, we predict the properties of binary white dwarfs in the halo and determine
the number of halo white dwarfs that is expected to be observed with the Gaia satellite.
Results. By comparing the WDLFs, we find that a standard IMF matches the observations more accurately than a top-heavy one,
but the difference with a bottom-heavy IMF is small. A burst of star formation 13 Gyr ago fits slightly better than a star formation
burst 10 Gyr ago and also slightly better than continuous star formation 10−13 Gyr ago. Gaia will be the first instument to constrain
the bright end of the field halo WDLF, where contributions from binary WDs are considerable. Many of these will have He cores,
of which a handful have atypical surface gravities (log g < 6) and reach luminosities log(L/L) > 0 in our standard model for WD
cooling. These so called pre-WDs, if observed, can help us to constrain white dwarf cooling models and might teach us something
about the fraction of halo stars that reside in binaries.
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1. Introduction
The Galactic halo is the oldest component of our Galaxy, con-
taining metal-poor stars with high velocity dispersion. It con-
tains a small percent of the total stellar mass of the Galaxy. Many
questions about the formation of the halo and the Milky Way’s
oldest stars are still to be answered, such as What is its star for-
mation history (SFH)?, What is the initial mass function (IMF)?,
and What fraction of halo stars resides in binaries? In this paper,
we will investigate all three of these questions by studying the
population of halo white dwarfs with a population synthesis ap-
proach.
White dwarfs (WDs) are an increasingly important tool used
to study Galactic populations. Because they are the end product
of low and intermediate mass stars, WDs are interesting objects
of study for age determinations (eg. Hansen et al. 2007; Bedin
et al. 2009). Since we have entered the era of large sky surveys, a
huge amount of high-quality observational data of these stars is
now or will soon become available. Physically, WDs are rather
well understood, and they have been used as cosmic chronome-
ters to study our Galaxy, as well as open and globular clusters,
for more than two decades (Winget et al. 1987; see reviews by
Fontaine et al. 2001; and Althaus et al. 2010, for example). Since
in general, halo WDs are cool and faint, we confine ourselves to
studying the ones in the solar neighbourhood.
? Appendices are available in electronic form at
http://www.aanda.org
The halo WD luminosity function (WDLF) was first derived
by Liebert et al. (1989), based on six observed WDs with tangen-
tial velocities vt exceeding 250 km s−1. The most recent estimate
is based on observations of 93 WDs with vt > 200 km s−1 in
the SuperCOSMOS Sky Survey (Rowell & Hambly 2011, here-
after RH11). Theoretical halo WDLFs have been determined by,
amongst others, Adams & Laughlin (1996); Isern et al. (1998);
Camacho et al. (2007). Predictions for Gaia’s performances on
WDs have been made by Torres et al. (2005). For a recent paper
on this topic, see Carrasco et al. (2014). However, the effect of
binary stars has never been studied in great detail. Furthermore,
different initial parameters, stellar evolution codes, and WD
cooling models were used in most of these papers.
For different assumptions about the IMF, SFH, and binary
fraction, as well as for two different WD cooling models, we
determine the WDLF and compare it with the observed halo
WDLF in RH11. We derive both its shape and its normaliza-
tion from an independent mass density of low-mass halo stars.
We include not only single stars, but also focus on the contri-
bution from WDs in binaries and WDs that are the result of
a binary merger. Furthermore, we predict the properties of the
population of binary WDs in the halo for a standard model and
derive the number of halo WDs that can be detected by the Gaia
satellite.
The setup of this paper is as follows: in Sect. 2 we explain
our methods, in Sect. 3 we discuss our results, and our conclu-
sions can be found in Sect. 4. In the concluding section we try to
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answer the question: What can Gaia observations of halo WDs
teach us about the IMF, SFH, and binary fraction in the halo?
2. Model ingredients
We aim to derive the WDLF from first principles, i.e. not nor-
malizing it to the observed WDLF, but using an independent es-
timate of the local stellar halo mass density to deduce a WDLF.
A very important ingredient of our model is therefore the rela-
tion between this local density ρ0, the stellar halo mass in the
solar neighbourhood (the region that we simulate) and the IMF.
In the next subsection, the expected number of halo stars is de-
rived for three different IMFs. More details on this calculation
can be found in the two appendices of this paper.
2.1. Initial Mass Functions
As a standard assumption, the IMF φ(m) can be written as a
power law
φ(m) ≡ dN
dm
∝ m−(γ+1) (1)
with N being the number of stars formed in the mass
range m,m + dm and γ the IMF slope. We assume φ(m) to be
independent of Galactic age or metallicity. Unless specified oth-
erwise, N here represents the number of stars in the case that all
stars are single (a binary fraction of 0). In Sect. 2.2 we explain
how these numbers change with a nonzero binary fraction.
In a classical paper, Salpeter (1955) estimated γ = 1.35, and
the corresponding IMF is nowadays referred to as a Salpeter
IMF. Although not our standard model, one of the IMFs that
we investigate in this paper is a Salpeter IMF for the whole mass
range of stars (0.1−100 M). It is nowadays generally believed
that the IMF flattens below 1.0 M, so this can be considered a
bottom-heavy IMF.
In our standard model we split the IMF up into three power
laws, following Kroupa et al. (1993):
φ(m) ∝

35/19 m−1.3 if 0.1 ≤ m < 0.5,
m−2.2 if 0.5 ≤ m < 1.0,
m−2.7 if 1.0 ≤ m < 100.
(2)
The thrid IMF that we investigate in this paper is the top-heavy
IMF suggested by Suda et al. (2013). These authors argued that
the IMF for stars with [Fe/H] < −2 is lognormal
φ(m) ∝ 1
m
exp
− log210(m/µ)2σ2
 (3)
with median mass µ = 10 and dispersion σ = 0.4. Originally,
this IMF was proposed by Komiya et al. (2007) for stars with
[Fe/H] < −2.5 to explain the observed features of carbon en-
hanced metal poor stars, therefore we refer to it as the Komiya
IMF. The higher metallicity stars would be formed according
to a Salpeter IMF. Following the metallicity distribution func-
tion (MDF) of a two-component halo model (An et al. 2013),
24% of the zero-age main-sequence (ZAMS) stars with masses
between 0.65 and 0.75 M are formed according to a Komiya
IMF. Therefore, when normalizing the WDLF properly, we ex-
pect more signatures from high-mass WDs (which cool fast and
are thus faint) when choosing this IMF.
In order to determine the actual number of stars in a popula-
tion N, one has to integrate φ(m), thereby setting the integration
boundaries and the normalization constant. For example, inte-
grating Eq. (1) with normalization constant A yields
N =
∫ mhigh
mlow
A m−(γ+ 1)dm. (4)
Hereafter, mlow = 0.1 and mhigh = 100 for single stars and binary
primaries. The value of A can be determined from an observed
mass or number density of stars. We use the estimated local stel-
lar halo mass density ρ0 = 1.5 × 10−4 M pc−3, based on obser-
vations of 16 halo stars in the mass range 0.1 ≤ m < 0.8 by Fuchs
& Jahreiß (1998). These authors derived ρ0 = 1 × 10−4 M pc−3
as a firm lower limit. For a discussion on the correctness of
this value compared to for example the lower estimate ρ0 =
6.4 × 10−5 M pc−3 (Gould et al. 1998), see Digby et al. (2003)
and Helmi (2008). Since 0.8 M is roughly the mass below
which all stars can be considered unevolved, and 0.1 M is our
assumed lower mass boundary of all stars that are formed, this
mass density is directly related to the total mass in unevolved
stars Munev in our simulation box. Our top-heavy IMF has two
normalization constants, one for the very metal-poor stars and
one for the higher metallicity stars. The normalization constants
are derived in Appendix 4.
Our simulation box represents the stellar halo in the so-
lar neighbourhood, which we parameterize in a principal axis
Cartesian coordinate system as (Helmi 2008)
ρ(x, y, z) =
ρ0
rn0
(
x2 + y2 +
z2
q2
)n/2
, (5)
with r0 the distance from the Sun to the Galactic centre, q the
minor-to-major axis ratio and n the power law exponent of the
density profile. Throughout this paper, an oblate stellar halo
(q < 1) is assumed. A sphere with radius ξ < r0 around the Sun
defines the minimum width and height of our simulation box.
We show in Sect. 3.3 that ξ = 2.95 kpc is sufficient for our study
of halo WDs. Furthermore, we choose r0 = 8.0 kpc (Moni Bidin
et al. 2012, an average of 16 literature measurements), n = −2.8
and q = 0.64 (Juric´ et al. 2008). The simulated area with these
values of r0, ξ, n and q is shown in Fig. 1. We note that although
n = −2.8 and q = 0.64 are the formal best-fit parameters of Juric´
et al. (2008), one should keep in mind the ranges −3 ≤ n ≤ −2.5
and 0.5 ≤ q ≤ 0.8 as their fit results. Substituting the above-
mentioned value of ρ0 into Eq. (5) and integrating over the vol-
ume of our simulation box, we find Munev = 3.6 × 107 M (see
Appendix 4).
A crucial part of the normalization is the mass function of
low-mass stars. The above-mentioned three IMFs predict drasti-
cally different numbers of stars in the range of masses 0.1 ≤ m <
0.8, which may or may not be in agreement with the observed
sample from which the local halo mass density is determined
(Fuchs & Jahreiß 1998). Since the mass function cannot be de-
termined indisputably from this sample of 16 stars, we assume
for each individual modelled IMF that it holds also in the low-
mass regime. However, the resulting number of expected halo
WDs depends strongly on the normalization of these low-mass
stars (as we will see in Sect. 3.1), so we also investigate the effect
of different slopes of the IMF at 0.1 ≤ m < 0.8.
Since the mass in low-mass stars is fixed by our normaliza-
tion, the number of evolved stars and thus of WDs depends on
the ratio of evolved stars to unevolved stars. The flatter the slope
of the IMF for unevolved stars, the fewer unevolved stars there
are, i.e. the higher this ratio1. Most studies of low-mass stars
1 This statement also holds for the combined Salpeter+Komiya IMF,
but not for the Komiya IMF by itself.
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Fig. 1. Simulation box containing a sphere with radius ξ = 2.95 kpc centred at the position of the Sun (x, y, z) = (8.0, 0, 0) kpc, n = −2.8 and
q = 0.64 (left panel) and a density map of the simulation box (right panel).
Table 1. Number of stars in our simulation box as a function of the IMF.
IMF Nunev Nev Nev,upper Nwd(0) Nwd(0.5) Nwd(1)
107 107 107 107 107 107
Kroupa 12 1.9 5.9 1.7 1.1 0.70
Salpeter 17 1.1 6.7 0.97 0.63 0.41
Top-heavy 16 80 330 25.4 21.2 18.3
− Komiya 0.24 79 326 24.5 20.6 17.9
− Salpeter 16 1.0 4.3 0.93 0.61 0.39
Notes. For three different IMFs are indicated: in the first three columns,
the number of stars in our simulation box (×107) for a binary fraction
of 0 (all stars are single). The border mass below which all stars are
considerd to be unevolved is 0.8 M. The numbers Nev,upper come from
taking γunev = −1. The resulting number of WDs with three different as-
sumptions on the binary fraction (0, 0.5, or 1) are listed in the last three
columns, with our standard assumptions on the SFH and WD cooling.
For the top-heavy IMF, the first of the three lines lists the sum of the
contributions from the Komiya and the Salpeter IMF, which are given
in the second and third line.
suggest that the slope of this part of the IMF flattens (eg. Bonnell
et al. 2007, γunev ≈ 0). This is why we take the Kroupa mass
function as our standard. Furthermore, we calculate the number
of evolved stars, which have initial masses 0.8 ≤ m < 100, for
a flat (γunev = −1) IMF, yielding a robust upper limit on the
number of evolved stars, Nev,upper (see Appendix 4). In this way
we derive a range of possible values for the number of evolved
stars in our simulation box, between Nev (where γunev is set con-
sistently by the IMF, also in the low-mass regime) and Nev,upper
(derived by setting γunev = −1). These numbers for the three
different assumptions about the IMF are given in the first three
columns of Table 1, assuming all stars are single. In Sect. 2.2 we
give a discription of the last three columns of Table 1.
2.2. Population synthesis
The evolution of the halo stars is calculated with the binary pop-
ulation synthesis code SeBa (Portegies Zwart & Verbunt 1996;
Toonen et al. 2012; Toonen & Nelemans 2013). In SeBa, stars
are generated with a Monte-Carlo method, using the following
distributions:
– Binary primaries are drawn from the same IMF as single
stars (see Sect. 2.1).
– Flat mass ratio distribution between 0 and 1, thus for secon-
daries mlow = 0 and mhigh = mprimary.
– Initial separation: flat in log a (Öpik’s law) between 1 R and
106 R (Abt 1983), provided that the stars do not fill their
Roche lobe.
– Initial eccentricity: chosen from the thermal distribution
Ξ(e) = 2e between 0 and 1 as proposed by Heggie (1975)
and Duquennoy & Mayor (1991).
All simulated halo stars have metallicity Z = 10−3 (0.05 Z),
unless a top-heavy IMF is assumed. In that case, all stars that
are born following a Komiya IMF are generated with metallicity
Z = 2× 10−4 (0.01 Z). The common-envelope (CE) presciption
of the standard model in SeBa (γα, Toonen et al. 2012) is used.
With SeBa, we calculate the stellar evolution up to the point
where the stars become WDs, neutron stars, or black holes, as
well as the evolution of the binary systems until the end time of
the simulation. For the WD cooling a separate code is used (see
Sect. 2.4).
Having determined the total stellar mass in the simulated
area, we still need to make an assumption on the binary fraction
in order to arrive at the total number of stars in our simulation
box. Because we assume a flat mass ratio distribution, the mass
of the secondary is on average half the mass of the primary. The
total number of binary systems in our simulation box if all stars
are in binaries is therefore 1.5 times less than the total number of
ZAMS stars if the binary fraction is zero. As a standard assump-
tion we adopt a binary fraction of 0.5. This means that there are
as many binary systems as there are single stars, thus that two
out of every three stars are in a binary system. The total number
of single stars (which is the same as the total number of binary
systems) in this case can be found by dividing the numbers in
the first three columns of Table 1 by 2.5.
The resulting number of WDs in our simulation box is listed
in the last three columns of Table 1 for three different values
for the binary fraction (0, 0.5, or 1) and standard assumptions
about the SFH and WD cooling (see the next subsections). These
numbers are quite sensitive to the assumed binary fraction, es-
pecially for a Kroupa or Salpeter IMF, because most of the bi-
nary primaries are unevolved stars in this case. This means that
even more secondaries are unevolved stars, which do not be-
come WDs within the age of the Galaxy, if the binary fraction
is larger. Thus the total number of WDs is smaller if the binary
fraction is larger. For a top-heavy IMF this effect is obviously
less significant.
In our simulation we distinguish between carbon-oxygen
core (CO) WDs, helium core (He) WDs and oxygen-neon
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Table 2. Minimum and maximum masses of the various types of WDs
after 13 Gyr in our simulations.
He CO ONe
Min Max Min Max Min Max
Single WD – – 0.537 1.18 1.18 1.38
Double WDs 0.140 0.496 0.330 1.38 1.10 1.38
Merger product 0.290 0.502 0.405 1.38 1.15 1.38
Notes. A long dash (–) indicates that the particular combination does
not occur.
core (ONe) WDs. He WDs must have undergone episodes of
mass loss in close binary systems in order to be formed within
a Hubble time. They are thus only found in binary systems, or
as a result of two components of a binary system that merged.
In Table 2, the mass ranges in which these three types of WDs
occur in our simulation are listed. These mass ranges are partly
overlapping, due to the effect of mass transfer in close binary
systems. We note that they are dependent on the initial to final
mass relation (IFMR), and therefore using a different population
synthesis code may affect these results. See Toonen et al. (2014)
for a comparison between four population synthesis codes.
2.3. Star Formation Histories
We make three different assumptions about the SFH of the halo,
based on observational indications that the vast majority of halo
stars are old (Unavane et al. 1996; Kalirai 2012):
(a) one burst of star formation 13 Gyr ago (our standard);
(b) continous star formation from 13 until 10 Gyr ago, no star
formation afterwards;
(c) one burst of star formation 10 Gyr ago;
where a burst is assumed to last 250 Myr. After SeBa is run, all
simulated halo stars have the same age, i.e. all stars are evolved
for 10 Gyr or for 13 Gyr. To account for the SFH of the halo, we
therefore shorten their lifetime by an amount of time randomly
chosen between 0 and 250 Myr in case of assumptions (a) and (c)
or with a number between 0 and 3 Gyr in case of assumption (b).
If, by doing so, the lifetime of the star is reduced below the time
it takes that star to become a WD, it is removed from our sample
of WDs.
2.4. White dwarf cooling models
To determine the temperature, surface gravity and luminosity of
a WD with a certain mass and cooling time, we use the cool-
ing tracks published by Althaus et al. (2013) for He WDs and
those from Renedo et al. (2010) for CO WDs. For ONe WDs,
we use the cooling tracks from Althaus et al. (2007), both to
determine their luminosities and temperatures, and their colours
and magnitudes. We will refer to this set of cooling models as
the Althaus models (our standard for WD cooling). The metal-
licities of the He and CO WDs in the Althaus models are as-
sumed to be Z = 0.01, that of the ONe WDs Z = 0.02. Colours
and magnitudes for CO WDs come from Althaus (priv. comm.),
whereas colour tables of He WDs with high-metallicity progen-
itors (Z = 0.03) (Althaus et al. 2009) were used to determine the
colours and magnitudes of He WDs. In all these cooling tracks
and colour tables, the WDs have a higher metallicity than the
ones in our simulation box (Z = 0.001). However, from the cool-
ing tracks that were available for different metallicities (Althaus
et al. 2009; Panei et al. 2007) we conclude that the effect of
metallicity on WD cooling is smaller than other effects, such
as the core composition (He or CO) of the WD, at least for large
cooling times.
Alternatively, we also use the WD cooling tracks that are
published online2 (Bergeron et al. 2011; Holberg & Bergeron
2006; Kowalski & Saumon 2006; Tremblay et al. 2011), here-
after called the Bergeron models. The main difference between
these two sets of cooling models is that in the Althaus models
the evolution prior to WD formation is taken into account to ar-
rive at a WD with a certain core composition, whereas in the
Bergeron models the ad hoc assumption is made that all WDs
have a CO core.
In order to compare the two cooling models, we take the
low-mass end of the CO WDs in the Bergeron models as the
“He core” WDs in their models, and the high-mass end as their
“ONe core” WDs, since non-CO core WD cooling models from
Bergeron et al. were unfortunately not available in the literature.
A comparison between these cooling models is given in Fig. 2.
For details about the CNO flashes, which are very prominent on
the cooling branch of the He WD in the left panel of Fig. 2, we
refer to Althaus et al. (2013). Because the global specific heat of
the He WDs is larger in the Althaus models, at a given cooling
time the luminosity of such a low-mass WD is higher than that
of a WD with the same mass in the Bergeron models (compare
the two dashed lines in Fig. 2). Similarly, the global specific heat
of ONe WDs is smaller in the Althaus models, resulting in lower
luminosity WDs at a given cooling time compared to the high-
mass WDs in the Bergeron models (the dotted lines in Fig. 2).
The explanation of the difference between the two solid lines
in Fig. 2 is a bit more complicated, since in this case the WD core
composition is the same in both models. Whether the prior evo-
lution of the WD is or is not taken into account, will affect the
onset of crystallization and the magnitude of the energy released
by CO phase separation, a process that affects the cooling times
below log(L/L) ≈ −4. This could account for part of the differ-
ence in the cooling times between both models for the CO WDs.
In addition, at low luminosities, the WD evolution is sensitive to
the treatment of the outer boundary conditions and the equation
of state at low densities (Althaus, priv. comm.).
Having chosen a set of cooling tracks, we want to deter-
mine the present-day luminosites for all the WDs in our model.
Per WD type (He, CO, or ONe), typically only ten cooling tracks
are available; these are interpolated and extrapolated over mass
and cooling time to cover the whole parameter space that is sam-
pled by our population synthesis code. The interpolation is lin-
ear, both in mass and in cooling time. For WDs that are more
massive than the most massive WD of which a cooling track is
available in the literature, we assume the cooling to be the same
as for the most massive that is available. Similarly, the cooling
track of the least massive WD is taken for WDs with a lower
mass. In the Althaus models, this “extrapolation in mass” is done
for He WDs with m < 0.155 or m > 0.435, for CO WDs with
m < 0.5053 or m > 0.934, and for ONe WDs with m > 1.28. At
the faint end of the cooling track, for CO WDs with m > 0.878
and tcool & 1010 years and ONe WDs with tcool & 6 × 109 years
(±2 × 109 years, depending on the WD mass), the luminosity is
extrapolated using Mestel (1952) cooling. If the cooling tracks
that we use in this study do not give a value for the luminosity
of the WD at birth, we keep the luminosity constant at the value
2 www.astro.umontreal.ca/~bergeron/CoolingModels/
3 The cooling track corresponding to the 0.5 M CO WD in the
Althaus models that is plotted in Fig. 2 is thus assumed to be equal
to that of an 0.505 M WD in these models.
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Fig. 2. Comparison of cooling tracks of 0.2 M (dashed lines), 0.5 M (solid lines) and 1.2 M (dotted lines) WDs, between the models from
the Althaus group (dark blue lines) and the Bergeron group (light blue lines). The 3 lines that represent cooling tracks from the Althaus models
correspond to 3 WDs with different core compositions: He for the 0.2 M WD, CO for the 0.5 M WD and ONe for the 1.2 M WD, whereas the
3 lines from the Bergeron models all correspond to WDs with a CO core. The age of the universe is indicated with a vertical thin black line.
543210123
log(L/L¯)
0.2 0.3 0.4 0.5
 m (M¯)
103
104
105
106
107
108
109
1010
t c
oo
l
(y
r)
He WD
0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3
 m (M¯)
CO WD
single WD
merger→WD
merger→pre−WD
unresolved pre−WD
unresolved He+He
unresolved CO+CO
unresolved CO+He
unresolved He+CO
resolved CO
other
1.1 1.2 1.3
 m (M¯)
ONe WD
Fig. 3. From left to right: constructed grids of He, CO and ONe WD cooling in the Althaus models. The width of the panels corresponds to
the maximum possible mass range per panel in our simulation, see Table 2. Vertical (horizontal) dashed lines indicate masses (cooling times)
beyond which luminosities are obtained from extrapolation of the used cooling tracks. Dotted lines indicate the boundaries beyond which MV
and MI magnitudes are obtained by extrapolation. For ONe WDs these regions completely overlap, for CO WDs the lower mass boundary partly
overlaps, which is indicated by the light-grey-dark-grey dashed line. Scattered points indicate halo WDs that are observable with Gaia in our
standard model. An explanation of the symbols is given Sect. 3.3.
corresponding to the first given cooling time (for ONe WDs, this
is ∼105 years). This yields lower limits to the luminosities of
very young ONe WDs in the Althaus models and for all types of
very young WDs in the Bergeron models.
In this way we construct three grids of WD cooling (one
for each WD type; He, CO, or ONe), which are shown in the
three different panels of Fig. 3. In this catalogue, the luminosity
of every star in our simulation box can be found. The mass,
type and cooling time of every WD in our simulation box was
matched to the nearest catalogue grid point using the K3Match
software (Schellart 2013). The dashed lines in Fig. 3 indicate the
boundaries beyond which extrapolation was done as described
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above. Dotted lines similarly indicate the region beyond which
the MV and MI magnitudes were determined using extrapola-
tion. The luminosity and colour regions that are covered by the
available cooling tracks in the literature overlap for ONe WDs,
and so does the m = 0.505 boundary for CO WDs. This is indi-
cated by the light grey dashes in between the dark grey vertical
lines at the overlapping points. The scattered points in Fig. 3 vi-
sualize the position of the halo WDs that are observable with
Gaia according to our standard stellar halo model. They will be
discussed in Sect. 3.3.
2.5. Preparation of the WDLF
In this paper, we distinguish between spatially resolved and un-
resolved binaries. For each binary system, from the assigned dis-
tance and orbital separation a separation on the sky can be deter-
mined. Assuming thus two stars in a binary should be separated
by at least 0.1−0.2 arcsec in order to be spatially resolved by
Gaia (Arenou et al. 2005), we assign all binaries with a separa-
tion larger than or equal to 0.3 arcsec to the group of resolved bi-
naries, those with a smaller separation to the group of unresolved
binaries. Unresolved binaries are included as a single WD in the
WDLF with a luminosity equal to the sum of the luminosites of
the individual WDs in the binary.
To obtain a WDLF that can be compared with the observed
one by RH11, we transform the luminosities of the WDs in our
simulation box to bolometric magnitudes (using Mbol, = 4.75).
We divide the total magnitude range into 2 bins per magnitude,
ending up with bins such as Mbol, = [3.0, 3.5] and [3.5, 4.0], etc.
The total number of stars per bin is then divided by the effec-
tive volume of our simulation box (Veff = Munev/ρ0) to arrive at
N pc−3 M−1bol.
There are also observational selection effects that need to
be taken into account. Because RH11 only included halo WDs
with tangential velocities vt > 200 km s−1, we reduce the num-
ber of WDs in each luminosity bin by a factor P(vt > 200),
which represents the probability that the tangential velocity of
a halo star exceeds 200 km s−1. The tangential velocities of halo
stars (Chiba & Beers 2000) along the line of sight to one of the
SuperCOSMOS survey fields is shown in Fig. 16 in RH11. From
this figure, we estimate that P(vt > 200) lies between 0.4 and 0.5,
therefore we take 0.45. In our results section we will show the
effect of choosing P(vt > 200) = 0.4 or 0.5 instead.
2.6. Gaia magnitudes and extinction
The light from distant stars gets absorbed and reddened by inter-
stellar dust. Following Toonen & Nelemans (2013), we assume
that the dust follows the distribution
P(z) ∝ sech2(z/zh), (6)
where zh is the scale height of the Galactic dust (assumed to be
120 pc) and z the Cartesian coordinate in the z-direction. The
interstellar extinction AV between the Milky Way and a distant
Galaxy in the V-band is assumed to be the extinction between
us and a star at a distance d = ∞ (Sandage 1972), for Galactic
latitude b = arcsin(z/d):
AV =
{
0.165(tan 50◦ − tan b) csc b if |b| < 50◦
0 if |b| ≥ 50◦
}
≡ AV (∞).
The fraction of the extinction between us and a star at a dis-
tance d with Galactic latitude b , 0 and this extinction is then
AV (d)
AV (∞) =
∫ d sin b
0 P(z)dz∫ ∞
0 P(z)dz
= tanh
(
d sin b
zh
)
· (7)
The stars in our simulation box are distributed according to the
density profile given by Eq. (5), from which the distance to these
stars is determined as
d =
√
(r0 − x)2 + y2 + z2. (8)
Equation (7) is used to calculate the apparent magnitude V of a
star at distance d and Galactic latitude b , 0:
V = MV + 5
(
log10(d) − 1
)
+ AV (∞) tanh
(
d sin b
zh
)
· (9)
Because AI(d) = 0.6 AV (d) (Schlegel et al. 1998), we similarly
calculate I from MI and Eq. (7), after which Gaia magnitudes
are calculated using (Jordi et al. 2010)
G − V = a1 + a2(V − I) + a3(V − I)2 + a4(V − I)3 (10)
with a1 = −0.0257, a2 = −0.0924, a3 = −0.1623 and a4 =
0.0090. We expect Gaia to detect all WDs with G < 20 (Brown
2013).
3. Results
We start our results section with an analysis of the theoretically
determined WDLF in our standard halo model and compare it
with the observationally determined one by RH11. In the second
part of this section, we will compare the WDLFs predicted by
models that were introduced in Sect. 2 and discuss our findings.
In Sect. 3.3, we examine the halo WD population in more de-
tail, again for our standard model. We derive the number of halo
WDs that will be detectable by the Gaia satellite, and also pre-
dict properties of the whole population of (binary) WDs in the
halo.
3.1. Standard model WDLF: theory vs. data
In Sect. 2.4 we have seen that the cooling tracks for He core
WDs are quite different from those with CO cores, which in turn
differ from ONe core WD cooling tracks. The effect of this can
be seen partly in Fig. 4, where we present how the WDLF for our
standard halo model is built up from contributions of the various
WD types. We first note the monotonic increase in the WDLF,
which occurs because the cooling of WDs is a simple gravother-
mal process (Isern et al. 2013). The drop in the number of stars
at Mbol ≈ 16 is a consequence of the finite age of the universe.
As was suggested by e.g. Winget et al. (1987), the observation
of this drop can be used to constrain the age of our Galaxy. A
second peak in the WDLF (the dotted curve around Mbol ≈ 19
in Fig. 4) is expected to consist of ONe WDs, due to their fast
cooling times, as was first pointed out by Isern et al. (1998).
The contribution from the He WDs to the WDLF is shown
with a dot-dashed line in Fig. 4. These He WDs have an unseen
neutron star (NS) or black hole (BH) companion or they are the
resulting merger product of two stars in a binary. However, there
are many more He WDs that contribute to the WDLF: those in
unresolved binary WD pairs (the lower solid line in Fig. 4). Since
they have slow cooling times, the contribution of He WDs to the
WDLF is largest at the bright end. The unresolved binaries that
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Fig. 4. Build-up of the WDLF in our standard halo model (50% binaries). All WDs are included in the black solid line (the total WDLF). The
lower solid line shows the contribution from unresolved binary WDs. The dashed, dot-dashed and dotted lines show the contributions from CO,
He and ONe WDs respectively. The light blue line with error bars is the halo WDLF determined from the SuperCOSMOS Sky Survey (Rowell &
Hambly 2011), shown for comparison.
end up in the second peak of the WDLF (around Mbol ≈ 18.5) are
systems in which at least one of the two WDs has an ONe core.
The main contributors to the WDLF are CO WDs, visualized
with a dashed line in Fig. 4, which is just below the black solid
line. These can be single CO WDs, CO WDs in wide binary WD
pairs, but also CO WDs with a NS or BH companion or merger
products. WDs with a main-sequence star as companion are not
included in the WDLF, because the light from the main-sequence
star will dominate the spectrum in that case.
Figure 4 shows that our standard model WDLF lies below
the observed WDLF (RH11; the light blue line with error bars
in Fig. 4), however we shall see in the next subsection that
this discrepancy disappears when we vary the normalization.
Our integrated standard model luminosity function (the black
solid line in Fig. 4) yields nHalo WDs = 2.08 × 10−5 pc−3. This
value is lower than the integrated value of the RH11 WDLF,
(1.4 ± 5.6) × 10−4 pc−3, mainly because of their higher es-
timate of the number of WDs in the luminosity bins around
Mbol ≈ 17. Our models predict that there are no WDs in these
bins. Although the present-day estimate of the number of WDs
with Mbol ≈ 17 should be regarded as an upper limit because of
the large error bars, future observations on the shape of this faint
end of the WDLF will help to constrain WD cooling models and
the SFH of the halo, whereas the normalization of the WDLF,
especially at the faint end, will help to constrain the IMF and
binary fraction (see Sect. 3.2).
When comparing our theoretically determined WDLF with
the observed one by RH11 apart from the missing faint end
(which is not reached by SuperCOSMOS because it is a
magnitude-limited survey), also the missing bright end catches
the eye. Here, another selection effect plays an important role:
RH11 only included WDs with a tangential velocity larger
than vt,min = 200 km s−1, to filter out thin and thick disk
WDs. Due to the mean lower proper motion completeness limit
µmin = 40 mas yr−1 across the SuperCOSMOS Sky Survey,
the sample of RH11 is becoming less complete at a distance of
approximately
dmax
pc
=
( pmin
arcsec
)−1
=
vt,min
4.74 km s−1
(
µmin
arcsec yr−1
)−1
≈ 1 × 103·
(11)
Here, pmin is the minimum parallax that is reached and we have
used that a proper motion of 1 arcsec yr−1 corresponds to a tan-
gential velocity of 1 AU yr−1 = 4.74 km s−1 at 1 pc. Because at
distances larger than ∼1 kpc, young and bright halo WDs con-
tribute more to the WDLF than fainter WDs, the bright end of
the WDLF is not reached by SuperCOSMOS.
We expect this latter bias to be resolved by Gaia, which can
do microarcsecond astrometry and, as we will show in Sect. 3.3,
is expected to detect intrinsically bright WDs to distances of
∼2.5 kpc. Although the bright end of the WDLF has already be
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Fig. 5. Comparison of halo WD luminosity functions corresponding to different assumptions about the IMF (top left), WD cooling (top right),
binary fraction (bottom left) and SFH of the halo (bottom right). The WDLF corresponding to our standard model, indicated by the blue solid line
in all panels, is constructed using the 1.2 × 107 WDs in our simulation box (see Table 1).
determined from an empirical measure of the WD cooling rate
in a globular cluster (Goldsbury et al. 2012), we will soon have
a new window on the Galactic halo, when we start to explore
bright field halo WDs with Gaia.
3.2. Comparing the WDLFs of different halo models
Eight different model WDLFs are visualized in Fig. 5, compar-
ing the effect of a different IMF, cooling track, binary fraction
and SFH. As explained at the beginning of Sect. 2, we calcu-
late not only the shape of the WDLF, but also derive its nor-
malization from an independent mass density estimate of halo
stars. For each model in Fig. 5 a band is given rather than a
single line, which comes from the two different normalizations
explained in Sect. 2.1. To arrive at the upper lines, the lower line
is simply multiplied with a normalization factor corresponding
to the used IMF (5.9/1.9 for the Kroupa IMF, 6.7/1.1 for the
Salpeter IMF and 330/80 for the top-heavy IMF, see Table 1).
The blue band in each panel represents our standard model, la-
belled “Kroupa”, “Althaus”, “50% binaries, 50% singles” and
“13 Gyr burst” respectively.
The left panels of Fig. 5 show that a different IMF or bi-
nary fraction affects the normalization of the WDLF, as expected
from Sects. 2.1 and 2.2. Regarding the shape of these five differ-
ent WDLFs in the left panels of Fig. 5, the differences are the
largest at the extremely faint and the extremely bright end. We
see that the WDLF corresponding to a model with a larger binary
fraction resembles more closely the shape of the lower solid line
in Fig. 4, where the contribution to the WDLF from unresolved
binary WDs is shown.
From the top right panel in Fig. 5 it is clear that there is a
significant difference in the shape of the faint end of the WDLF
when a different assumption is made about WD cooling. The
drop between the two peaks of the WDLF is less prominent when
the Bergeron models are used compared to the Althaus models,
because CO WDs with a luminosity log(L/L) < −4 cool faster
in the Bergeron models than in the Althaus models (see the right
panel of Fig. 2).
The logarithmic scale on the vertical axis implies that it will
be observationally challenging to distinguish the three different
models of SFH (shown in the bottom right panel). These dif-
fer slightly from each other at the faint end of the WDLF. As
expected, the WDLF of a 10 Gyr halo drops off at lower magni-
tudes than a 13 Gyr old halo. Furthermore, the gap between the
two peaks of the WDLF is more prominent in the models with a
SF burst compared to models with a continuous SFH.
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Table 3. Reduced χ2 values for eight halo models.
Model χ2 χ2upper χ
2
min f
Standard 2.29 7.07 2.26 1.28
Salpeter 2.99 7.76 2.27 2.40
Top-heavy 5.74 140 2.67 0.44
Bergeron 2.74 5.68 2.68 1.38
100% singles 2.28 16.8 2.33 0.88
100% binaries 2.61 3.57 2.25 1.76
10 Gyr burst 2.35 13.5 2.43 0.95
Uniform 10−13 Gyr 2.31 9.50 2.37 1.12
Notes. Reduced χ2 values for all model WDLFs (first column), reduced
χ2 values corresponding to the upper limits (second column), mini-
mum value that the reduced χ2 can become (χ2min) by multiplying the
model WDLF with a factor f (third and fourth column). In the first two
columns there are 28 degrees of freedom, in the last column there is one
degree of freedom less.
There is a quite good overall agreement between our theo-
retically predicted WDLFs and the observed one by RH11, ex-
cept for the model with a top-heavy IMF, which overpredicts the
number of WDs per luminosity bin at the faint end of the WDLF.
This also follows from the reduced χ2-test that we conducted to
compare the agreement between the different model WDLFs in
Fig. 5 with the observationally determined WDLF quantitatively
(see Table 3).
From the first column of Table 3 we see that our standard
model and the model with 100% singles have the lowest reduced
χ2 values (χ2 = 2.29 and 2.28 respectively), closely followed
by the models with alternative SFHs (χ2 = 2.31 for the model
with uniform SF between 10 and 13 Gyr, and χ2 = 2.35 for
the model with a SF burst 10 Gyr ago). The fact that all these
values are so close together can also be determined from Fig. 5,
where these four curves almost completely overlap. The models
with 100% binaries or a Salpeter IMF do slightly worse, due to
their lower normalization. In all cases the line corresponding to
the upper limit of the number of stars has worse agreement with
the observed WDLF (χ2upper; second column) than the lower line
corresponding to that same model. This seems to indicate that
the low-mass part of the IMF does not turn over at ∼1.0 M to
become completely flat, but rather has a negative slope.
We varied the normalization of the WDLFs by multiplying
them with a free parameter f , to see how well we can fit the
shape of the WDLF. We kept f as a free parameter, because
there are many ways in which we could adapt the normalization,
for example choosing a different γunev (as we did for calculat-
ing the upper limits), a different binary fraction or a different
mass density in unevolved stars ρ0. The results of this analysis
(summarized in the parameter χ2min) are given in the third col-
umn of Table 3 for each model with the corresponding f value in
the fourth column. Without normalizing the model WDLFs, the
model with 100% binaries comes out best, with a reduced χ2min
value of 2.25. Although these minimum χ2min values lie close to-
gether for most of the models, the Top-heavy and Bergeron mod-
els still have the worst agreement with the WDLF observed by
RH11. For the two models with alternative SFHs and the model
with 100% singles the χ2min values are larger than the χ
2 value
corresponding to our preferred normalization, because there is
one degree of freedom less if we fix the normalization of the
WDLF.
The χ2 values are also affected by our assumption of P(vt >
200). If we had chosen the value P(vt > 200) = 0.4 or 0.5,
our standard model χ2 value would change to 2.39 or 2.22
respectively, and how this other choice affects the other curves
can be determined from the parameter f . If f is larger than 1, the
larger value P(vt > 200) = 0.5 would reduce the χ2 value, if f is
smaller than one P(vt > 200) = 0.4 would yield a better match.
3.3. Halo white dwarfs detectable by Gaia
In this subsection of our results, we take a closer look at the
population of halo WDs in our standard model and what fraction
of this population can be seen by the Gaia satellite.
An important point to keep in mind when studying halo
WDs, is that one is biased towards young and bright WDs in
a magnitude-limited survey. Since the bright part of the WDLF
is to a large extent built up by unresolved binary WD pairs (see
Fig. 4), we first look at their properties. Figure 7 shows the prop-
erties of all unresolved binary WD pairs in our simulation box,
whereas Fig. 6 focusses on the ∼300 unresolved binary WD
pairs with G < 20. We note that this also includes binaries with
large orbital separations which have never undergone interac-
tion, because at large distances these can still be unresolved.
Of the two WDs in each binary, the properties of the brightest
are plotted. A distinction is made between CO+He WDs and
He+CO WDs, the second of the two WD types in each group
is the brightest WD in the system. For most of the systems, this
is also the youngest WD. However, in some CO+He systems
the He WD was formed first and is still brighter than the later
formed CO WD, which is possible since He WDs can be intrin-
sically brighter than CO WDs at birth and they in general have
longer cooling times (see Sect. 2.4). In the legend of each panel
in Fig. 6, the number of systems of that particlar kind is given in
brackets. Due to the low number of halo WDs we expect to find
in the Milky Way, there is some statistical noise in this figure.
What we want to show here, are the global positions of the WDs
in this diagram, without focussing on their individual positions.
A particular aspect of the cooling models that we use as our
standard, is that the luminosity of He WDs stays constant for a
long time (105−109 yr, depending on the mass), before cooling
starts. This can be seen from the dark dashed line in the left panel
of Fig. 2. As a consequence of this feature, He WDs that are on
this part the cooling track will be seen more often than CO WDs
with the same cooling time. We will refer to them as pre-WDs,
to indicate that these objects do not look like standard WDs, be-
cause they are brighter and have smaller surface gravities.
In the top panels of Figs. 6 and 7, which are log g−logTeff di-
agrams, the pre-WDs (plotted with star symbols) are clearly dis-
tinguishable from the other WDs because of their low surface
gravities. We define pre-WDs as those double WDs in which
the brightest of the two has 4.3 < log g < 6. There are more
He WDs with even lower surface gravities, indicated by the la-
bel “other” in Fig. 6. However, these will be hard to distinguish
from main-sequence stars or giants, which lie on or above the
dashed line at log g ≈ 4 in Fig. 6 (Allen 1973). Because pre-
WDs are only apparent when we use the Althaus cooling tracks
for He WDs (see Fig. 2), Figs. 6 and 7 would not have any
points with log g < 6 if we use the models with Bergeron cool-
ing instead of our standard model. In the top panel of Fig. 7 we
see that more than 95% of the halo WDs have log g > 7.0 and
logTeff < 4.2, which is also the part of the diagram where most
of the single WDs and resolved WD binaries are expected to be
situated. Furthermore, we see from the top panel of Fig. 6 that
there is a narrow gap between the log g and logTeff values of
systems in which the brightest WD has a CO core and those in
which the brightest of the two has a He core. In this way, these
systems can in principle be distinguished from their positions in
the log g− logTeff diagram.
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Fig. 6. Properties of unresolved binary WD pairs with G < 20 for our
standard model. Shown are double He WDs (circles), double CO WDs
(squares), CO+He systems in which the He WD is the brightest (upward
pointing triangles), He+CO systems in which the CO WD is the bright-
est (downward pointing traingles), pre-WDs (filled stars), and “other”
stars, which are pre-WDs that are indistinguishable from MS stars or
giants. After the label discriptions in the legend, the total number of
WD binaries of that particular kind is given. Due to the low number of
halo WDs with G < 20 we expect to find in the Milky Way, there is
some statistical noise in this figure.
Fig. 7. Properties of all 1.3 × 106 unresolved binary WD pairs in our
simulation box (maximum magnitude G = 35), for our standard model.
Contour lines mark the regions in which 33%, 67% and 95% of the
binaries are located. Higher density regions are given darker colours.
The 1% binaries in the tail of the distribution are indicated by the scat-
tered points. Compared to Fig. 6, this figure hardly has statistical noise
because of the large number of halo WDs we expect to find in the
Milky Way halo if we would go up to magnitude G = 35.
A42, page 10 of 16
P. van Oirschot: Binary white dwarfs in the halo of the Milky Way
The middle panels of Figs. 6 and 7 show the IFMR for
halo WDs, i.e. the mass of the brightest WD in the binary sys-
tem (Mbright) is plotted as a function of its corresponding initial
mass (MZAMS). In Fig. 6 we see that in most of these unresolved
binary WDs the brightest of the two stars has a main-sequence
progenitor star with a mass MZAMS ≈ 0.84 M. Because in our
standard model halo stars are born about 13 Gyr ago, these stars
have just become WDs, thus will be very abundant in the Gaia
catalogue of halo WDs. There are very few high-mass WDs in
our sample, mainly because their progenitor stars have shorter
main-sequence lifetimes and they have thus cooled down much
more. In the middle panel of Fig. 7, the global IFMR for halo
WDs is shown. There is no focus on only the brightest WDs,
with the result that the highest density region is shifted towards
a line that resembles the IFMR of single stars, populated by the
unresolved binary WDs that have not undergone interaction.
In the bottom panels of Figs. 6 and 7 the Mbright− orbital
period relation for halo WDs is shown. We see that the unre-
solved binary WD pairs with G < 20 lie on three distinct lines,
where each line is mostly populated by one of the different bi-
nary types. The majority of double CO systems have not inter-
acted and thus evolve to systems with wide periods. Because
most stars are low-mass they form WDs with similar masses,
while the periods are determined by the initial period distribu-
tion. The short-period branch shows systems that are formed via
CE evolution. In our model, this CE between a giant and a WD
is always described by a the energy balance (α, see Toonen et al.
2012). The correlation they show between WD mass and orbital
period can then be understood from the relation between the core
mass and the radius of giants. Systems that start the CE phase in
a more compact orbit will have giants with smaller radii and thus
lower-mass cores. This means both a spiral in to shorter final pe-
riods and a final WD mass that is lower. The branch with longer
periods shows systems that are formed via a second phase of
mass transfer that was stable. During the mass transfer the orbit
widens, which stops when the whole envelope of the giant has
been transferred to the first formed WD. Due to the same relation
mentioned above, giants with larger core masses (that form more
massive WDs) are bigger and thus end their evolution in binaries
with longer orbital periods. The same relation is seen in the WD
companions to millisecond radio pulsars (Savonije 1987). From
Fig. 7 it is clear that Fig. 6 only resembles a small part of the
complete parameter space, but it constitutes a representative se-
lection of the low-mass part of this diagram.
White dwarfs in unresolved binaries are of course not the
only halo WDs we expect Gaia to observe. As we already men-
tioned in Sect. 3.1, single WDs, resolved double WDs, WDs
with a NS or BH companion, and WDs that are the result of
a merger also contribute to the WDLF. The number of WDs in
each of these five groups is specified per WD type (pre-WD, He,
CO, or ONe core) in Table 4. We see that all single WDs and
all brightest WDs in a resolved binary system have a CO core
with the limiting magnitude G < 20. If we look at fainter mag-
nitudes, e.g. G < 23 or G < 26, Table 4 shows that ONe WDs
will be detected, although there are still very few of them com-
pared to CO WDs. The same is true for WDs with a NS or BH
companion.
When selecting halo WDs from the Gaia catalogue, selection
effects are expected, like the factor P(vt > 200) that we multi-
plied our theoretically determined WDLFs with in the previous
subsections to compare our results with that of RH11. Here, we
do not include this factor, since it is not yet clear how large it will
be. For example, for some fraction of the stars (V < 17), radial
velocities will also be available. Therefore it should be possible
to obtain a larger number of halo WD stars than just with a cut in
vt. Furthermore, the determination of the initial number of stars
in our simulation box has a greater effect on the number of halo
WDs than these selection effects have.
In the top and bottom rows of Table 4, the total number of
halo WDs in two spheres around the Sun with respective radii
400 pc and 2.95 kpc is given, as well as the total mass these halo
WDs constitute. From these we calculate the number densities
of halo WDs nHalo WDs = 5.89 × 10−5 pc−3 (within 400 pc) and
the slightly higher value nHalo WDs = 6.00 × 10−5 pc−3 (within
2.95 kpc). These values are more than a factor of two lager
than the number density we derived by integrating the WDLF
in Sect. 3.1. This difference is due to the factor P(vt > 200)
which is not taken into account here. Furthermore, here all halo
WDs are counted within spheres of a certain radius around the
Sun, whereas in Sect. 3.1 we estimated the number density in-
cluding the edges of our simulation box (which is not a sphere,
see Fig. 1).
Torres et al. (2005) also estimated the number of (single)
halo WDs with G < 20 within 400 pc, and found 542 (their
Table 3). We found slightly more halo WDs within 400 pc: 621,
including both singles and binaries, see the top row of Table 4.
However, it is not strange that these numbers differ from each
other, given the large number of uncertainties in our estimate of
the number density of halo WDs from the observed mass density
in unevolved stars (Sect. 2.1) and the selection effects. The latter
are implicitly taken into account by Torres et al. (1998), because
they normalized the number density of halo WDs within 400 pc
to the local observed value (Torres et al. 1998).
To check that our simulation box is large enough and make
the claim that Gaia can detect approximately 1.5 × 103 halo
WDs with G < 20 (Table 4), we plotted the distances to all these
WDs as a function of their bolometric magnitude in Fig. 8. With
the same markers as in Fig. 6 the unresolved binaries are visu-
alized, additional markers are used for single WDs, resolved bi-
nary WDs and WDs that are merger products. We see that apart
from a few outlying “other” WDs, all WDs fit well within the
sphere with radius ξ = 2.95 kpc around the Sun, which validates
the size of our simulation box. As explained above, the “other”
WDs were excluded from our luminosity function anyway be-
cause of their low surface gravities.
Projected onto the vertical axis of Fig. 8 is the number of halo
WDs that can be found in every luminosity bin of the WDLF
from the Gaia catalogue. From this right panel of Fig. 8 we
get an idea of the statistical errors that are to be expected per
luminosity bin of the WDLF. We see that the faint end of the
WDLF will stay underdetermined since we expect to detect only
a handful of WDs with Mbol > 16 with Gaia in our standard
halo model. However, already with the few WDs in the lowest
luminosity bins that can be reached, we can start comparing our
halo models. It is not clear whether the drop at Mbol ≈ 16 is
a detection limit, since a cut-off of the luminosity function due
to the age of the Galaxy is expected at approximately the same
bolometric magnitude (see Fig. 4).
As we explained at the end of Sect. 3.1, most of the WDs at
the bright end of the WDLF can be included with Gaia whereas
they could not before, since Gaia has a lower mean lower proper
motion completeness limit than previous surveys. From the long
tail of the distance distribution (top panel of Fig. 8), we see that
there are many halo WDs with G < 20 beyond ∼1 kpc, which all
have absolute bolometric magnitudes Mbol < 8. It is because of
the inclusion of these WDs that the bright end of the WDLF will
probably be better constrained with Gaia than ever before.
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Table 4. Number of halo WDs in our simulation box.
Single WD Merger→WD WD+WD unresolved WD+WD resolved WD+NS / BH Total
Ntotal,G<20 395 83 85 58 – 621
d < 400 pc Ntotal 1.04 × 104 2604 1340 1447 29 1.58 × 104
Mtotal 7.10 × 103 1.83 × 103 1.63 × 103 2.09 × 103 30.0 1.27 × 104
Npre−WD – 1 5 – – 6
Nbrightest=He – 99 164 – – 263
G < 20 Nbrightest=CO 872 97 128 157 – 1254
Nbrightest=ONe – – – – – –
Ntotal 872 197 297 157 – 1523
Npre−WD – 29 365 – – 394
Nbrightest=He – 4.63 × 103 7.00 × 103 – – 1.16 × 104
G < 23 Nbrightest=CO 3.72 × 104 4.57 × 103 6.35 × 103 5.17 × 103 2 5.33 × 104
Nbrightest=ONe 5 – – – 1 6
Ntotal 3.73 × 104 9.23 × 103 1.37 × 104 5.17 × 103 3 6.54 × 104
Npre−WD – 33 377 – – 410
Nbrightest=He – 4.56 × 104 7.65 × 104 – 53 1.22 × 105
G < 26 Nbrightest=CO 5.99 × 105 1.00 × 105 1.28 × 105 8.97 × 104 145 9.18 × 105
Nbrightest=ONe 180 28 12 13 9 242
Ntotal 6.00 × 105 1.46 × 105 2.06 × 105 8.97 × 104 207 1.04 × 106
Npre−WD – 21 405 – – 426
d < 2.95 kpc Nbrightest=He – 9.21 × 104 1.66 × 105 – 528 2.58 × 105
Nbrightest=CO 4.15 × 106 9.60 × 105 5.98 × 105 3.78 × 105 6.87 × 103 6.10 × 106
Nbrightest=ONe 7.39 × 104 1.61 × 104 2.23 × 103 2.05 × 103 2.62 × 103 9.69 × 104
Ntotal 4.23 × 106 1.07 × 106 7.66 × 105 3.80 × 105 1.00 × 104 6.45 × 106
Mtotal 2.89 × 106 7.49 × 105 9.76 × 105 5.54 × 105 9.47 × 103 5.18 × 106
Notes. The three middle rows indicate magnitude-limited selections of halo WDs in our simulation box. For the volume-limited selections (d <
400 pc and d < 2.95 kpc) the total mass in WDs is indicated by Mtotal. These numbers are determined using our standard model (50% binaries). A
long dash (–) indicates that the particular combination does not occur.
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Fig. 8. Distances and bolometric magnitudes of the 1.5 × 103 halo WDs that can be observed with Gaia, for our standard model. Top panel:
distribution of their distances. Right panel: distribution of their bolometric magnitudes, which gives an idea of the statistical errors that are to be
expected per luminosity bin of the WDLF for Gaia. The yellow stars, labelled “other”, are pre-WDs that are indistinguishable from MS stars or
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Fig. 9. Age of the brightest single halo WDs (and thus of the Galactic
halo) as a function of WD mass. Since for single stars every age cor-
responds one-to-one to an initial stellar mass and WD mass, this is an
alternative representation of the IFMR. The IFMRs for single stars pre-
dicted by SeBa (light blue curves) and the those predicted by MESA
(dark blue curves) both differ from the black solid straight line through
the data points with error bars of Kalirai (2012). The dashed lines cor-
respond to the metallicity value that we used as our standard for the
Milky Way halo in this study (Z = 0.001), while the dotted lines corre-
spond to half that metallicity value (Z = 0.0005).
The masses and cooling times of the 1.5×103 halo WDs with
G < 20 are plotted on top of the interpolated cooling track panels
of Fig. 3. Again, the same markers are used as in Figs. 6 and 8.
For the halo WDs that are merger products, it is indicated what
type of WD the merger product is (He WD or CO WD) by the
particular panel the marker is drawn in. Plusses and diamonds
represent single WDs and resolved binary WDs respectively,
which all have a CO core, as can also be seen from Table 4. This
is not surprizing since He WDs can only be formed through bi-
nary interaction within the age of the universe and ONe WDs
cool so fast that they pile up at the faint end of the WDLF, which
will not be covered by Gaia.
It is interesting to see the narrow line at m = 0.54 M in
Fig. 3, where the single and non-interacting binary WDs pile up.
This can be explained by the evolution lifetime of single and
non-interacting ZAMS stars with an initial mass of 0.84 M,
which is equal to the age of the halo in our standard model and
we see in the middle panel of Fig. 7 that they become 0.54 M
WDs. Kalirai (2012, hereafter K12) first pointed out that the
mass determination of these bright single halo WDs can be used
to determine the age of the inner halo. The determination of the
masses of the brightest WDs in a globular cluster provides an an-
chor point on the IFMR for low metallicity stars, since their ages
can be deduced independently from the cluster age. K12 then
drew a straight line through this anchor point and the mass of
the brightest halo WDs, yielding a linear IFMR for WD masses
between 0.50 and 0.58 M, see Fig. 9. The age of the field halo
stars was subsequently determined using the Dartmouth Stellar
Evolution Database (Dotter et al. 2008), in which ∼0.55 M
WDs (with 0.83 M progenitors) are ∼11.4 Gyr old.
Although K12 did a carful analysis on the binarity of
field halo WDs and in the globular cluster, the binary frac-
tion in globular clusters is generally lower than in the field
(eg. Ji & Bregman 2013, and references therein). Especially for
the latter, the observed single WDs could thus still have an un-
seen companion or be the result of a binary merger. Furthermore,
the behaviour of the (metallicity-dependent) IFMR in this mass
regime is not well determined yet theoretically. This can be seen
from Fig. 9, where we compare the low-metallicity IFMR of K12
with two IFMRs predicted by the detailed stellar evolution code
MESA (Paxton et al. 2010) and with two IFMRs predicted by
SeBa. The relation in age and mass in SeBa shows a strong up-
turn in age between WD masses with 0.54−0.53 M, after which
the slopes become shallower again. This difference in slopes is
due to two different evolution paths for low-mass main sequence
stars. The higher mass stars follow a standard evolution path:
they become WDs after the AGB phase. The lower mass stars
on the other hand, lose their envelope on the RGB, whereafter
they become WDs. In MESA this transition between these two
evolution paths is implemented differently, yielding a more lin-
ear IFMR, which however is still steeper than the one inferred
by K12. The observations seem to be consistent with all of these
model lines. In fact, it will be challenging to observationally dis-
tinguish between the mass-age relations predicted by MESA and
SeBa, since the difference between the two sets of lines is largest
after a Hubble time. If on the other hand, ∼0.51 M single WDs
will be found to follow the black solid line in Fig. 9, as some
data seems to imply (see e.g. Table 1 of Renzini et al. 1996),
there is a challenge for the theoretical modellers to explain how
such low mass WDs can be formed by single stellar evolution
within the age of the universe.
This comparison between MESA and SeBa was made us-
ing AMUSE (Portegies Zwart et al. 2009, 2013; Pelupessy et al.
2013). See also Renedo et al. (2010) for a comparison between
theoretically and observationally determined IFMRs with differ-
ent metallicities.
4. Conclusions
The easiest way to constrain the IMF with halo WDs is to
determine the halo WD number density, because the normal-
ization of the WDLF is linked one-to-one to the IMF. From a
comparison between our derived halo WDLFs with the WDLF
observed by RH11, we conclude that a Kroupa IMF (χ2 = 2.29)
is slightly preferred over a Salpeter IMF (χ2 = 2.99). A top-
heavy IMF (χ2 = 5.74) clearly overpredicts the number of faint
halo WDs. Due to large uncertainties on the normalization, it
is not yet possible to completely rule out a non-standard IMF.
However, also the shape of the WDLF corresponding to a top-
heavy IMF has worse agreement with the WDLF observed by
RH11 than those of the WDLFs corrsponding to models with a
Kroupa or Salpeter IMF. Although most investigated halo mod-
els match the observed WDLF approximately equally well if we
fix the normalization of our WDLF (2.3 . χ2min . 2.7), none of
the models comes close to a reduced χ2 value of 1.
The exact number of halo WDs that Gaia can observe de-
pends on how easily they can be distinguished from thin and
thick disk WDs. In our standard model we find that Gaia will
be able to detect approximately 1.5 × 103 halo WDs, which is
an order of magnitude more than the currently known number
of halo WDs. Taking into account selection effects will probably
not reduce this number by more than a factor of two. A wrong as-
sumption on the mass function of unevolved stars has a stronger
effect on the determined number density of halo WDs, but this
will probably also be constrained by Gaia. If our assumptions
are correct, the error bars on the observationally determined
WDLF will become smaller with Gaia, at the part of the lu-
minosity function that already has the smallest error bars (e.g.
5 . Mbol . 10), but also for the fainter luminosity bins. This
implies that we might soon be able to start ruling out IMFs on
the basis of their predicted WD number densities, especially in
the Mbol & 15 luminosity bins.
Since the effect of the SFH of halo stars is the strongest at
the faint end of the WDLF, where we expect only a handful of
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WDs to be detected by Gaia, it will be observationally chal-
lenging to put strong constraints on this parameter in the near
future. Although the differences are small, from the current ob-
servational constraints, we find that a model in which there was
a burst of SF 13 Gyr ago (χ2 = 2.29, χ2min = 2.26) is slightly
preferred over a burst of starformation 10 Gyr ago (χ2 = 2.35,
χ2min = 2.43) and over continuous star formation 10−13 Gyr ago
(χ2 = 2.31, χ2min = 2.37).
A determination of the masses of the brightest halo WDs
can in theory be used to determine the age of the halo as sug-
gested by K12. However, at this point only preliminary con-
clusions can be drawn since the observational uncertainties are
large and the effect of binarity and/or metallicity can be under-
estimated. It would be useful to have more anchor points on the
low-metallicity IFMR than the current single one.
With Gaia it will be possible to constrain for the first time
the bright part of the field halo WDLF, where contributions
from (unresolved) binary WDs are considerable (that this can
be done in star clusters, and for singly evolved WDs was shown
by Goldsbury et al. 2012). By determining the periods of WDs
with masses below ≈0.5 M (which can safely be assumed to
be in binaries or to be the result of a binary merger) with Gaia
follow-up observations, we can start to explore how binary stars
with low metallicities evolve. In this paper, we do not vary any
binary evolution parameters, but deviations from the predictions
we made in the bottom panel of Fig. 6 are produced by different
models of binary evolution.
It might be possible to put some constraints on the binary
fraction by the number of pre-WDs that will be observed, al-
though we expect this number to be small, since a large fraction
of the pre-WD candidates will be indistinguishable from main
sequence stars or giants. Furthermore, with the Bergeron mod-
els for WD cooling, pre-WDs are not expected to exist at all.
However, pre-WDs can help us to constrain WD cooling mod-
els, because they are situated on an uncertain part of the WD
cooling track, in the early phases of WD cooling.
If future observations on halo WDs go up to fainter mag-
nitudes than Gaia can observe, we will be able to determine
the validity of a top-heavy IMF or the Bergeron cooling mod-
els. In this respect, observations of the Large Synoptic Survey
Telescope (LSST) will be very helpful (over 4 × 105 halo WDs
to r < 24.5; LSST Science Collaboration et al. 2009). To im-
prove this study, WD cooling tracks and corresponding colours
and magnitudes over the whole parameter range of WD masses
and cooling times would be useful, for WDs with low-metallicity
progenitors. In the near future, we will couple a semi-analytic
model for galaxy formation with a binary population synthesis
code and study how this affects the halo WD population.
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Appendix A
Cartesian coordinates are related to spherical coordinates by
x = r sin θ cos φ (A.1)
y = r sin θ sin φ (A.2)
z = r cos θ (A.3)
with radius r, polar angle θ and azimuth angle φ. The Sun is
assumed to be at position (x, y, z) = (r0, 0, 0), or equivalently at
(r, θ, φ) = (r0, pi/2, 0). We define the primed coordinates
x′ = r′ sin θ′ cos φ ≡ x (A.4)
y′ = r′ sin θ′ sin φ ≡ y (A.5)
z′ = r′ cos θ′ ≡ q z (A.6)
such that the local halo density (Eq. (5)) can be expressed inde-
pendent of a polar angle and azimuth angle:
ρ(x′, y′, z′) ≡ ρ(r′) = ρ0
(
r′
r0
)n
· (A.7)
We note that in the Galactic plane, z = 0, thus primed radius
r′ = r and the primed polar angle θ′ = θ = pi/2. At the Galactic
pole, θ′ = θ = 0, and r′ = z′ = q z = q r. In all other cases,
the relation between the r′, θ′ and their spherical equivalents is
given by
θ′ = arctan
(
tan(θ)
q
)
(A.8)
r′ = r
sin θ
sin θ′
· (A.9)
Since we assume an oblate stellar halo (q < 1), it follows from
Eqs. (A.8) and (A.9) that θ′ ≥ θ and r′ ≤ r for any given point in
the spheroid. Because we want a sphere with radius ξ around the
Sun to be contained in our simulated area, we set the boundary
conditions,
r0 − ξ ≤ r ≤ r0 + ξ (A.10)
δ ≤ θ ≤ pi/2 − δ (A.11)
− ≤ φ ≤ , (A.12)
with δ ≤ arctan(r0q/ξ) and  ≤ arctan(ξ/r0). These set the limits of
integration in our determination of the stellar halo mass:
M =
ρ0
rn0
∫ r0 + ξ
r0 − ξ
rn+2dr
∫ pi/2−δ
δ
(
cos2 θ
q2
+ sin2 θ
)n/2
sin θ dθ
∫ 
−
dφ.
(A.13)
In order to solve the integral over θ, we now first make an esti-
mation of δ. With the assumed values of ξ, q and r0 mentioned
in the main text, we find δ ≤ 0.334 pi. Thus, we take δ = pi/3.
The integral over θ can now be expressed as the hypergeomet-
ric function 2F1 (1/2,−n/2; 3/2; 1/4 − 1/4q2). Again with q = 0.64
and n = −2.8 for consistency with Juric´ et al. (2008), we find
2F1 (0.5, 1.4; 1.5;−0.36) = 0.866. Because this value of n , −3,
the integral over r can also be evaluated:
1
rn0
∫ r0 + ξ
r0 − ξ
rn+2dr =
(r0 + ξ)n+3 − (r0 − ξ)n+3
(n + 3) rn0
= 3.91×1011 pc3.
(A.14)
The integral over φ yields 2, thus after choosing  = arctan(ξ/r0)
this reads 2 arctan(ξ/r0) = 0.707. The multiplication of an as-
sumed value of ρ0 = 1.5×10−4 M pc−3 (Fuchs & Jahreiß 1998)
with these three integrals gives Munev = 3.6 × 107 M.
Appendix B
In case φ(m) is a single power law function between the upper
and lower mass boundary of unevolved stars in our simulation
box mhigh,unev and mlow,unev, the total mass in unevolved stars
Munev
M
=
∫ mhigh,unev
mlow,unev
A m−γunev dm =
A
(
m1−γunevhigh,unev − m1−γunevlow,unev
)
1 − γunev ·
(B.1)
Given the mass in unevoloved stars Munev which was derived in
Appendix 4, γunev = −1, mhigh,unev = 0.8 and mlow,unev = 0.1, this
results in a normalization constant belonging to the lower limit
on the number of unevolved (single) stars Nunev in our simulation
box Alower = 1.1× 108. When substituted into Eq. (4), this yields
Nunev > Alower
(
mhigh,unev − mlow,unev
)
= 8.0 × 107. (B.2)
We derive an upper limit on the number of evolved stars Nev in
our simulation box, for the three different IMFs that we investi-
gate in this paper by determining their normalization constants
from the IMF at mhigh,unev. For example, writing the normaliza-
tion constant for the upper limit on the number of evolved stars
in case of a Kroupa IMF as Bupper, the relation φ(mhigh,unev) =
Alower = Bupper (mhigh,unev)−2.2 leads to Bupper = 7.0 × 107, from
which follows
Nev,Kroupa < Bupper · Iev,Kroupa = 5.9 × 107, (B.3)
where
Iev,Kroupa =
∫ 1.0
0.8
m−2.2dm +
∫ 100
1.0
m−2.7dm = 0.84. (B.4)
To obtain actual numbers instead of an upper limit, we assume
that the low-mass part of the IMF is correctly given by Eq. (2),
with normalization constant B,
Munev
M
=
∫ 0.5
0.1
35
19
B m−0.3dm +
∫ 0.8
0.5
B m−1.2dm = 1.6 B, (B.5)
again using the calculated total mass in unevolved stars Munev =
3.6 × 107 M, we find B = 2.2 × 107. Now because
Iunev,Kroupa =
∫ 0.5
0.1
35
19
m−1.3dm +
∫ 0.8
0.5
m−2.2dm = 5.5 (B.6)
we find
Nunev,Kroupa = B · Iunev,Kroupa = 1.2 × 108 (B.7)
Nev,Kroupa = B · Iev,Kroupa = 1.9 × 107. (B.8)
Assuming that the Salpeter IMF holds for masses m > 0.8 results
in the same way into an upper limit on the number of evolved
stars, whereas assuming that it is for the entire mass range 0.1 <
m < 100 gives the expected number of evolved stars. Since
Iev,Salpeter =
∫ 100
0.8
m−2.35dm = 1.00, (B.9)
the upper limit on the number of evolved stars in the case of a
Salpeter IMF immediately follows from the normalization con-
stant Cupper = Alower/m−2.35high,unev = 6.7 × 107,
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Nev,Salpeter < Cupper · Iev,Salpeter = 6.7 × 107. (B.10)
The expected number of stars in our simulation box if the low-
mass part of the mass function is also Salpeter
Nunev,Salpeter = C · Iunev,Salpeter = 1.7 × 108 (B.11)
Nev,Salpeter = C · Iev,Salpeter = 1.1 × 107 (B.12)
with
Munev
M
=
∫ 0.8
0.1
C m−1.35dm = 3.3 C, (B.13)
thus C = 1.1 × 107, and
Iunev,Salpeter =
∫ 0.8
0.1
m−2.35dm = 15.6. (B.14)
Finally, for the top-heay IMF we derive the normalization con-
stants for the Komiya IMF (indicated by the letter D) and the
Salpeter IMF (indicated by the letter E) simultaneously, using
the MDF of the halo described by An et al. (2013), who stud-
ied halo main-sequence stars with masses between 0.65 M and
0.75 M in the Sloan Digital Sky Survey. These authors found
that the halo can be described by a two-component model, with
24% of the stars belonging to a low-metallicity population with a
peak at [Fe/H] = −2.33 (i.e. their calibration model). If this pop-
ulation of low-metallicity stars is born according to a Komiya
IMF, we have∫ 0.75
0.65
D exp
− log210(m/µ)2σ2
 dmm = 0.240.76
∫ 0.75
0.65
Em−2.35dm,
(B.15)
which holds for and D and E, as well as for Dupper and Eupper.
The normalization constants for the upper limit on the num-
ber of evolved stars in case of a top-heavy IMF follow again
from
φ(mhigh,unev) =
Dupper
mhigh,unev
exp
− log210(mhigh,unev/µ)2σ2

+ Eupper (mhigh,unev)−2.35 = Alower. (B.16)
From the standard integral∫
exp
− log210(m/µ)2σ2
 dmm =
√
pi/2 σ erf [log10(m/µ)/√2σ]
log10 e
(B.17)
it now follows that Dupper = 1.4 × 109 and Eupper = 4.3 × 107.
Consequently, the number of evolved stars
Nev,Komiya < Dupper · Iev,Komiya = 3.3 × 109 (B.18)
Nev,Salpeter (top−heavy) < Eupper · Iev,Salpeter = 4.3 × 107 (B.19)
with
Iev,Komiya =
∫ 100
0.8
exp
− log210(m/µ)2σ2
 dmm = 2.29. (B.20)
If the suggested top-heavy IMF holds in the low-mass regime,
Munev
M
=
∫ 0.8
0.1
D exp
− log210(m/µ)2σ2
 dm + ∫ 0.8
0.1
Em−1.35dm
= 4.4 × 10−3D + 3.3E, (B.21)
where we used the standard integral:∫
exp
− log210(m/µ)2σ2
 dm =
−
√
pi/2 µσ exp
(
σ2
2 log210 e
)
log10 e
erf
σ2 − log10 e log10(m/µ)√
2σ log10 e
 .
(B.22)
Combining Eqs. (B.15) and (B.21), we find D = 3.4 × 108 and
E = 1.0 × 107, as well as
Nunev,Komiya = D · Iunev,Komiya = 2.4 × 106 (B.23)
Nunev,Salpeter (top−heavy) = E · Iunev,Salpeter = 1.6 × 108 (B.24)
Nev,Komiya = D · Iev,Komiya = 7.9 × 108 (B.25)
Nev,Salpeter (top−heavy) = E · Iev,Salpeter = 1.0 × 107, (B.26)
where
Iunev,Komiya =
∫ 0.8
0.1
exp
− log210(m/µ)2σ2
 dmm = 7.0× 10−3. (B.27)
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