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Abstract
The flash-lag effect refers to the phenomenon in which a flash adjacent to a continuously moving object is perceived to lag
behind it. To test three previously proposed hypotheses (motion extrapolation, positional averaging, and differential latency), a
new stimulus configuration, to which the three hypotheses give different predictions, was introduced. Instead of continuous
motion, a randomly jumping bar was used as the moving stimulus, relative to which the position of the flash was judged. The
results were visualized as a spatiotemporal correlogram, in which the response to a flash was plotted at the space–time relative
to the position and onset of the jumping bar. The actual human performance was not consistent with any of the original
hypotheses. However, all the results were explained well if the differential latency was assumed to fluctuate considerably, its
probability density function being approximated by Gaussian. Also, the model fit well with previously published data on the
flash-lag effect. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
When a brief flash is presented adjacent to a moving
stimulus, the flash appears to lag behind (Metzger,
1932; Mateeff & Hohnsbein, 1988). The inset of Fig. 7
illustrates how this illusion is seen: while a central
stimulus (black) is in constant motion, stimuli (gray)
that are physically aligned with the central stimulus are
suddenly flashed for a brief period; they are not per-
ceived to be aligned with the moving stimulus but are
seen to lag behind it (Nijhawan, 1994). This illusion,
called the ‘flash-lag effect’, has been replicated in vari-
ous stimulus configurations (Baldo & Klein, 1995;
Khurana & Nijhawan, 1995; Nijhawan, 1997, 2001;
Kirschfeld & Kammer, 1999; Brenner & Smeets, 2000;
Eagleman & Sejnowski, 2000b; Khurana, Watanabe, &
Nijhawan, 2000; van Beers, Wolpert, & Haggard,
2001). There is continued debate as to what mechanism
gives rise to this phenomenon (e.g. Eagleman & Se-
jnowski, 2000a,c; Krekelberg & Lappe, 2000b; Patel,
Ogmen, Bedell, & Sampath, 2000; Whitney & Ca-
vanagh, 2000), and, to date, three major hypotheses
have been proposed to account for the flash-lag effect.
The present study aims to determine which one is most
compatible with the visual processing in our brain.
1.1. Motion extrapolation
According to the motion extrapolation hypothesis,
the flash-lag occurs because the visual system actively
extrapolates the trajectory of the moving object to
compensate for the processing delay (Nijhawan, 1994,
1997; Khurana & Nijhawan, 1995). During neural la-
tency between visual stimulation in the eye and early
registration in the brain, a moving object in the outer
world can travel some non-negligible distance. Without
compensation, the perceived position of the object
would lag behind its actual position at the present. To
see the object where it ought to be right now, the visual
system estimates its current position by extrapolating
its past trajectory to the present. Thus, a continuous
motion is spatially extrapolated to compensate for the
distance it has traveled, whereas a flash, having no past
trajectory, is not extrapolated anywhere else. The posi-
tional difference between the internal representations of
the moving object and flash is perceived as flash-lag.
* Tel.: +81-46-240-3596; fax: +81-46-240-4716.
E-mail address: ikuya@apollo3.brl.ntt.co.jp (I. Murakami).
0042-6989/01/$ - see front matter © 2001 Elsevier Science Ltd. All rights reserved.
PII: S00 4 2 -6989 (01 )00193 -6
I. Murakami / Vision Research 41 (2001) 3101–31193102
For such a mechanism to be functional, the mecha-
nism should have knowledge about the length of neural
latency, which has been shown to vary with various
parameters, e.g. luminance (e.g. Roufs, 1963). Several
studies have obtained counter-evidence (Baldo & Klein,
1995; Lappe & Krekelberg, 1998; Purushothaman,
Patel, Bedell, & Ogmen, 1998). Also, if the object
abruptly changes its direction or speed, extrapolation
should result in an initial overshoot, followed by catch-
up. Several researchers have reported contradictory re-
sults to this prediction, casting doubt on the idea of
motion extrapolation (Whitney & Murakami, 1998;
Brenner & Smeets, 2000; Eagleman & Sejnowski,
2000b; Whitney, Cavanagh, & Murakami, 2000a; Whit-
ney, Murakami, & Cavanagh, 2000b)1.
1.2. Positional aeraging
In the motion extrapolation model, the current posi-
tion of the moving object is estimated on the basis of its
past trajectory. Eagleman and Sejnowski (2000b) pro-
posed the opposite: the current position of the moving
object is estimated by averaging its positions along its
future trajectory. Krekelberg and Lappe (2000a) inde-
pendently came up with a similar idea of positional
averaging (related ideas may also have appeared else-
where; see Khurana et al. (2000) for a review). Accord-
ingly, whereas the moving object continuously changes
its position, the flash persists at the same position in the
mind; the flash-lag effect amounts to the average of the
positional discrepancy between the moving object and
the (internally persistent) flash.
Importantly, this model proposes positional averag-
ing over time and therefore predicts that the time-trace
of the flash that is perceptually aligned with the moving
object should look like the running average of the
motion trajectory. Hence, for motions with abrupt
changes in direction and speed, it follows that the
time-trace of the flash perceptually aligned with the
moving object should be a temporally blunted version
of the motion trajectory (Rao, Eagleman, & Sejnowski,
2001). On the contrary, empirical data do not always
support this prediction. Although such blunting is
sometimes observed (Whitney & Murakami, 1998;
Brenner & Smeets, 2000; Whitney et al., 2000b), there
are cases in which the time-trace of the subjectively
aligned flash has no blunting, especially when the mov-
ing object abruptly changes its direction by a right
angle (Whitney et al., 2000a). The positional averaging
model cannot simultaneously explain both results.2
1.3. Differential latency
According to the differential latency hypothesis, a
moving stimulus requires a shorter latency than a flash
(Mateeff & Hohnsbein, 1988; Baldo & Klein, 1995;
Purushothaman et al., 1998; Whitney & Murakami,
1998; Whitney et al., 2000a,b). For simplicity, suppose
that the moving stimulus requires a latency of 0 ms,
whereas the flash requires 50 ms latency. Even if the
flash is physically presented just below a horizontally
moving bar, the flash is delayed by 50 ms before being
perceived, while the moving bar travels some distance
beyond. At their apparent simultaneity, therefore, the
flash is seen to lag behind the moving bar, the distance
between them being the same as the distance the mov-
ing bar has traveled in the 50 ms.
This idea usually works fine, but it has a difficulty
explaining the phenomenon that the flash-lag effect
occurs at motion initiation as well (Khurana & Ni-
jhawan, 1995; Kirschfeld & Kammer, 1999; Krekelberg
& Lappe, 1999; Eagleman & Sejnowski, 2000b). In this
case, the flash is presented adjacent to the moving bar
just as it starts to move; the flash already appears to lag
behind the moving bar. The moving bar at motion
initiation is physically indistinguishable from a flash
(i.e. both suddenly appear on a blank screen), so there
is no reason to assume the moving bar’s latency being
shorter than the flash’s. Thus, to reconcile this
difficulty, the hypothesis of differential latency may
need additional mechanisms such as metacontrast
masking (Kirschfeld & Kammer, 1999) and some mech-
anism related to Fro¨hlich effect (Fro¨hlich, 1923; Whit-
ney & Cavanagh, 2000).
1.4. Purpose of the present study
None of the previously proposed hypotheses has
provided a quantitative computational model that gives
a unitary account for all currently available psycho-
physical data. One of the reasons can be found in the
choice of stimuli. Previous studies have often used a
constant motion trajectory with a brief flash (e.g. Ma-
teeff & Hohnsbein, 1988; Nijhawan, 1994). For this
configuration, the three models give the same predic-
tion. In some studies, a continuous motion makes an
unpredictable change in speed and/or direction, for
which the motion extrapolation hypothesis gives a
1 Another important issue is that the extrapolation mechanism
should be clever enough to estimate the most likely ‘trend’ of the
trajectory of the moving object in the future. For example, we
would see a swing flying off the circular trajectory if the brain could
only linearly extrapolate its previous velocity; this illusion is not
observed.
2 Also, the prediction from this hypothesis is sensitive to the axis
along which the averaging should take place. For example, if the
brain could only estimate the moving object’s whereabouts by averag-
ing positions in terms of Cartesian x–y, the instantaneous position of
a circular motion should be seen to follow a trajectory of a circle
smaller than the actual one; this illusion is not observed.
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Fig. 1. Schematic of the procedure of making the correlogram. Coloring is for illustrative purposes. The jumping bar (green) stayed at a random
horizontal position for 20 frames and then jumped to another random position. At some moment, the flash (red) was presented for one frame at
a random horizontal position. These stimuli are illustrated in the left-most panel as the spatiotemporal plot. On the correlogram, the flash was
located at the position and time relative to the onset of the ‘current’ jumping bar, which in turn changed its position successively (from left to
right panels). Note that each single flash was multiply represented (four times) in the correlogram subtending 81 pixels×80 frames. Inset, The
stimulus configuration. Two rectangles (black) concurrently moved and served as the jumping bar. Another rectangle (gray) was flashed for one
frame. The observer’s task was to judge if the flash was to the left or right of the jumping bar (in this illustration, the correct response is ‘right’).
wrong prediction, but the results can be interpreted in
terms of either positional averaging or differential la-
tency (Whitney & Murakami, 1998; Brenner & Smeets,
2000; Eagleman & Sejnowski, 2000b; Whitney et al.,
2000a,b). These problems are more or less inherent in
the statistical property of continuous motion, i.e. a
chain of spatiotemporally correlated events.
In the present study, a different approach was taken
to eliminate such cumbersome correlations along time:
instead of continuous motion, a randomly jumping bar
was constantly presented, and another stimulus was
briefly flashed at a random position. The observer’s
task was to indicate to which side (left or right) the
flash appeared relative to the jumping bar. The amount
of flash-lag was visualized in the form of a correlogram,
or a spatiotemporal histogram of percentage right re-
sponses (the percentage of trials in which the observer
responded as ‘right’), each plotted at each spatiotempo-
ral location of the flash relative to each spatiotemporal
location of the jumping bar. This approach is advanta-
geous because, as illustrated later, its statistical prop-
erty allows the above three hypotheses to predict
completely different spatiotemporal signatures on the
correlogram.
2. Methods
Stimuli were presented on a computer monitor. For
the sake of clarity, all spatial terms are described in
pixels (1 pixel=2.5 arcmin), and time is in video frames
(1 frame=8.35 ms), unless specified otherwise.
2.1. Obserers and equipment
The author (IM) and two naı¨ve observers partici-
pated in formal data acquisition. All had corrected-to-
normal visual acuity. In a darkened room, stimuli were
presented on the screen of a 21 inch (53 cm) color CRT
monitor (Sony GDM-F500, 1024 pixels×768 pixels,
refresh rate 119.8 Hz) controlled by a computer (Apple
Power Macintosh). The observer’s head was immobi-
lized with a chin-rest; the viewing distance was 54 cm.
The right eye was used. The size and extent of the
observer’s blind spot had been determined beforehand;
an oval shape mimicking it as well as horizontal and
vertical meridional lines spanning the 4–8° eccentricity
range around the fovea were constantly presented to
help the observer’s maintenance of fixation. The ob-
server was asked to maintain the gaze such that the
oval shape should be kept invisible in the blind spot.
2.2. Stimuli and procedure
The schematic of the stimulus configuration is shown
in the inset of Fig. 1. The jumping bar was actually a
pair of upright rectangles (each 4 pixels×16 pixels,
11.2 cd/m2 gray on the 24.4 cd/m2 white background)
arranged collinearly with the gap of 20 pixels (as they
always moved synchronously as though a single bar,
the singular form ‘bar’ will be used to refer to these two
rectangles). Every 20 display frames, the bar was hori-
zontally displaced to a randomly chosen position along
the horizontal meridian, within the horizontal range of
60 pixels around the fovea, and it stayed there until the
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next jump. At a random timing (with the inter-flash
interval within the range of 360120 frames), another
upright rectangle (4 pixels×16 pixels, its brightness
having been subjectively equated with that of the jump-
ing bar), or the flash, was briefly presented for the
duration of one frame, with its horizontal position
randomly chosen within the range of 20 pixels around
the fovea and its vertical position between the two
rectangles comprising the jumping bar. Since the sched-
ules of repeated presentations of the jumping bar and
flash were completely independent of each other, there
was no temporal correlation between their onset times.
The observer judged whether the flash was seen to the
left or right of the jumping bar, responding as quickly
as possible. Trials were repeated 1900–2400 times; re-
sponses with reaction times outside the 3 S.D. (stan-
dard deviation) range of all responses on the
logarithmic scale were excluded from the analysis. In
separate experiments, the duration of each presentation
of the jumping bar was decreased to 15 frames and
increased to 30 frames.
2.3. Data isualization
A correlogram was drawn for visualizing the extents
of spatial and temporal interactions in positional judg-
ment of the flash relative to the jumping bar. For each
presentation of the bar, the flashes to which the ob-
server responded as ‘right’ (as opposed to ‘left’) are
distributed on the plane defined by the relative horizon-
tal position as the abscissa and the relative onset time
as the ordinate (see Fig. 1). Such distributions of flashes
for all presentations of the bar were centered at the
time and position of the onset of the bar and superim-
posed, and then divided by the total number of flashes
that were presented at each point, thereby yielding the
percentage of ‘right’ responses to a flash at a certain
position and onset time relative to the position and
onset time of the current presentation of the jumping
bar. As there was no correlation between successive
Fig. 2. (Continued)
Fig. 2. Actual human data. Left: correlogram showing the percentage
of ‘right’ responses to a flash presented at a certain position and at a
certain time. The abscissa indicates the flash’s position relative to the
current bar’s position (in pixels). The ordinate indicates the flash’s
onset time relative to the current bar’s onset time (in frames as well
as in ms). The position and duration of the current jumping bar are
indicated by the green rectangle. The percentage right responses are
shown as the gray scale; the higher percentage is brighter. Due to a
limited number of repeated trials, there are points in space– time
where no responses were obtained. Such points are left at the mean
gray corresponding to 50%. Right: percentage correct response as a
function of time relative to the onset of the jumping bar. The green
profile indicates the analytically solved percentage correct response
(100% if 0 t20, and 52% otherwise, where t denotes the flash’s
onset time relative to the jumping bar’s onset) that would be per-
formed by the perfect observer (see Fig. 3A). The red profile indicates
the smoothed percentage correct response curve, which was obtained
by noise-cut-filtering the actual data points with the optimal Wiener
filter estimated for each observer. (A) Observer IM’s data. (B)
Observer MM’s data. (C) Observer SN’s data. (D) 25% and 75%
quartile contours of the percentage right responses, plotted on a
miniature version of the correlogram sheet for each observer. For
each relative position, these quartiles were taken from a temporally
smoothed percentage right response profile as a function of time. The
smoothing was done by representing the percentage right response at
each point as the fraction of the ‘right’ responses within 4 frames.
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presentations of the bar, the correlogram should stay at
the chance-level baseline if the flashes are too far in the
past or future compared with the current jumping bar.
Any change above or below the chance level should be
ascribable to the pure effect of the current jumping bar.
In each data visualization, the correlogram is plotted
in the left-hand panel. To further quantify the effect, the
percentage of ‘correct’ responses with respect to the
current jumping bar was plotted in the right-hand panel.
The ‘correct’ responses refer to ‘left’ and ‘right’ responses
to the flashes actually presented to the left and right,
respectively, of the current jumping bar. (Responses to
the flashes presented at the same position as the current
jumping bar were not included in this analysis.) Again,
the percentage correct should stay at the chance level if
responses are too far in the past or future.
3. Results
First, the actual data are shown. Next, it is shown that
none of the original hypotheses mentioned in Section 1
can well explain the data. Then, a differential latency
model is shown to fit the data well, provided that latency
considerably fluctuates.
3.1. Spatiotemporal correlogram
The actual data for the three observers are plotted in
Fig. 2A–C. As is evident in the correlograms, the
responses were usually ‘left’ (darker) when the flash was
presented to the left, and usually ‘right’ (brighter) when
it was to the right, of the jumping bar, if the flash and
bar were presented simultaneously (e.g. see the profile at
0 of the ordinate). When these responses are sliced along
the abscissa, the trace of percentage right responses forms
a very sharp psychometric function of relative position
(e.g. with a 75% correct threshold of 1.61 pixels for
observer IM), indicating a fairly good positional sensitiv-
ity. As expected, the responses became random when the
flash was presented well before the current jumping bar’s
onset or well after the bar’s offset.
The darker and brighter clouds around the current bar
are, however, not exactly aligned with the bar’s duration
(20 frames) along the time axis. Specifically, the ‘correct’
responses had started to increase a few frames before the
current jumping bar was presented, and had gone back
to the chance level a few frames before the current bar
disappeared. Therefore, although the task was to judge
the flash’s position relative to the simultaneously seen
bar, the judgment was not made relative to the simulta-
neously presented bar. It looks as if the judgment were
instead made relative to the bar’s position some 6–8
frames later than the flash’s onset. This is a manifestation
of the flash-lag effect in random motion.
The percentage correct is shown in the right-hand
panels. Again, ‘correct’ responses increased well before
the current bar’s onset, reached a peak roughly at the
onset, and decreased toward the chance level even during
this bar’s presentation. Similar profiles were also ob-
tained for the bar’s stimulus-onset asynchronies (SOAs)
(=durations) of 15 and 30 frames (Fig. 6). If the
performance above 75% is taken as perceptual simultane-
ity between the flash and the jumping bar, this period
seems located approximately 6–8 frames earlier than the
jumping bar’s physical appearance. This value is quanti-
tatively consistent with previous measurements of flash-
lag in continuous motion (e.g. Whitney et al., 2000b).
3.2. Comparison with predictions
The following analysis aims to examine if any of the
predictions from the original hypotheses mentioned in
Section 1 explain the results.
3.2.1. Perfect obserer
First, let us look at how the computer (hereafter
referred to as the ‘perfect observer’) would perform the
task. As the computer knows exactly what is presented
on the monitor at each instant, it can perfectly judge the
position of the flash relative to the jumping bar that is
presented just simultaneously. Its performance is shown
in Fig. 3A. The green profile in the right-hand panel
indicates the analytically solved percentage correct re-
sponse as a function of time. The red profile indicates the
result of the Monte-Carlo simulation with 106 artificial
trials. These profiles follow an identical function of time:
during the presentation of the current jumping bar, the
flash’s relative position is perfectly judged; the responses
are at the chance level otherwise. In other words, this
model does not predict any flash-lag. The solid circles in
the right-hand panel plot a typical observer’s (IM)
performance shown for comparison, which exhibits a
clear flash-lag. Therefore, the conclusion drawn from this
analysis is simply that humans are not like computers.
3.2.2. Motion extrapolation
Second, motion extrapolation is conceptually incom-
patible with the flash-lag effect in random motion. As this
model only refers to the past trajectory of the jumping
bar in estimating its current location, it cannot predict
any forthcoming random events at all. In contrast, the
actual judgment of the flash’s relative position was
severely influenced by the bar’s future location. Never-
theless, the motion extrapolation hypothesis might pre-
dict a certain structure because the particular stimulus
employed here was not completely random (the bar
remained stationary for 20 frames; its next position was
chosen within a range of 60 pixels). Using these residual
correlations, motion extrapolation predicts the correlo-
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gram shown in Fig. 3B.3 In its right-hand panel, the
predicted percentage correct responses are plotted as
the red profile superimposed upon the perfect observ-
er’s performance (green) and the actual human perfor-
mance (solid circles). Importantly, motion
extrapolation predicts neither a rise before the onset
nor a decay before the offset of the current jumping
bar. Therefore, motion extrapolation cannot explain
the flash-lag effect in random motion, even if the
residual correlations are taken into account.
3.2.3. Positional aeraging
Third, positional averaging, if within an appropri-
ately short integrative period, seems to mimic the
blunted percentage correct response profile because po-
sitional averaging offers a way of temporal smoothing
(Fig. 3C). In this example, the jumping bar’s position is
averaged over the period of 16 frames, which best fits
the human performance. However, the conspicuous
triangular patterns in the modeled correlogram contra-
dict the human data. These patterns arise from the
model’s key assumption that metric positions (having
scalar values in pixels) are averaged arithmetically; the
farther the flash is from the current jumping bar, the
more heavily the judgment depends on the current
relationship rather than on the bar’s previous and next
positions. In the actual psychophysical correlograms
(Fig. 2A–C), however, the darker and brighter profiles
Fig. 3.
Fig. 3. Predictions by previous models. The format is the same as Fig.
2A–C except for the following. Left: responses shown here are the
result of Monte-Carlo simulation, in which visual stimuli were gener-
ated virtually, with all conditions identical to the actual experiment,
and presented to the virtual observer implemented in the computer
program. In the simulation, the position of the flash relative to the
bar was ‘judged’ by the computer for 106 iterations. Right: the red
profile indicates the result of the Monte-Carlo simulation. The green
profile indicates the analytically solved percentage correct response
that would be performed by the perfect observer. The solid circles are
the actual human performance by a typical observer (IM) that is
shown for comparison. (A) Perfect observer model. (B) Prediction by
motion extrapolation. The present position of the bar is estimated by
multiplying the velocity (averaged for past 10 frames) by the latency
(of 10 frames). (C) Prediction by positional averaging. The present
position of the bar is estimated as the positional average for 16
frames in the future. (D) Prediction by slower positional averaging.
The difference from (C) is that the averaging takes place for 60
frames. (E) Prediction by fixed differential latency. The differential
latency is fixed at 8 frames.
3 There are two free parameters: how long it takes to reliably
measure the past velocity and how long the processing is supposed to
be delayed by neural latency. Both are assumed to be 10 frames in
this particular example (but the choice of these free parameters is not
critical). Since the duration of each presentation of the jumping bar
was 20 frames, the bar’s position is extrapolated to the same place in
the second half of the duration, on the basis of the measured velocity
of 0°/s collected over the first half of the duration. Thus, in this
period, the performance is always perfect. Before and after this
period, however, the performance becomes worse due to motion
extrapolation in a wrong way.
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seem to maintain their shapes as a function of position.
That is, if iso-percentile contours were drawn on the
correlogram, they would be roughly parallel to the
abscissa. The 25% and 75% quartile contours are plotted
on the correlogram sheet in Fig. 2D, shown separately
for each observer. There being random fluctuations, no
systematic deviation from the horizontal is indicated.
Therefore, positional averaging falls short of a complete
explanation of the human data.
Fourth, positional averaging, if too long, predicts far
poorer performances than the actual data (Fig. 3D). This
particular case is shown because there is a study that
suggests positional averaging over such a long period
(Krekelberg & Lappe, 2000a; but see Krekelberg, 2001).
3.2.4. Differential latency
Finally, the differential latency model in its most strict
form is considered here (namely a fixed differential
latency). Suppose that the flash is perceived exactly 8
frames later than the jumping bar. This leads to a
prediction of a correlogram that is a temporally shifted
version of the perfect observer’s performance, its shift
being exactly 8 frames in the past, as shown in Fig. 3E
(this particular latency is chosen because it best fits the
human performance). Thereby, this model correctly
predicts the flash-lag effect plus a strip-shaped correlo-
gram. However, it does not capture the badly blunted
nature of the actual data.
Therefore, none of the above mentioned hypotheses
can fully explain the psychophysical correlograms and
percentage correct curves. The closest match would be
Fig. 3E, namely the prediction by a fixed differential
latency. Its theoretical curve is undoubtedly too sharp
compared with the actual data. However, this is due to
the unrealistic assumption that the flash should always
be delayed by a strictly fixed amount. What if the
differential latency is not fixed but distributed along
time?
3.3. Distributed differential latency
If the differential latency is fixed at 0 frames (i.e.
perfect observer), the model predicts a boxcar-shaped
percentage correct curve, with its ceiling exactly overlap-
ping the duration of the current jumping bar (Fig. 4A).
If the differential latency is fixed at 8 frames, the same
curve is shifted in the past (Fig. 4B). Further increasing
differential latency, say to 16 frames, will only shift the
overall profile to the further past (Fig. 4C).
Suppose that, instead of the differential latency being
fixed, it could have one of three values, say 0, 8, and 16
frames, with respective probabilities 0.25, 0.5, and 0.25.
The resulting percentage correct curve would then be a
bell-shaped step function (Fig. 4D). In other words, the
resulting curve would be the weighted average of three
percentage correct values obtained from the models of
fixed latencies of 0, 8, and 16 frames (Fig. 4A–C). It
follows from this caricature that if the differential latency
is assumed to obey a broad probability distribution, the
model will mimic the blunted nature of the human data.
For clarity, the theoretical percentage correct curve
(the red profile) will be termed c(t), and the perfect
observer’s curve (the green profile) will be termed b(t),
where t denotes the flash’s onset time relative to the
jumping bar’s onset. The c(t) predicted by the model of
fixed differential latency (Fig. 4A–C) is actually equiva-
lent to the convolution (for the definition of this, see the
legend of Fig. 4) of b(t) with an impulse function:
p(t)=(t− l) (where  denotes Dirac’s delta, and l
denotes differential latency). Each of these kernels is
plotted in the inset of each panel. The hypothetical case
shown in Fig. 4D, in which the differential latency could
take one of three values, is described similarly in terms
of convolution, with p(t) having three impulses. In
principle, if differential latency is assumed to obey some
probability density function p(t), c(t) is simply obtained
by the convolution of b(t) with p(t). Then, c(t) can be
fit to the actual human data by finding the best-fit
parameters of p(t).
The problem is that the form of p(t) is not known a
priori. In this analysis, Gaussian distribution is tenta-
tively used as a first approximation. With its  and  as
free parameters, the best-fit model of p(t) was obtained
by the maximum likelihood method. The best-fit c(t) is
plotted in Fig. 4E, and the corresponding p(t) is plotted
in its inset.
Fig. 4. Convolution procedure. In each panel, the percentage correct response of a typical observer (IM) is plotted as a function of time. The green
profile, which is termed b(t), indicates the perfect observer’s behavior. The red profile, which is termed c(t), indicates the behavior of the
hypothetical observer whose differential latency obeys the probability distribution shown in the inset. The inset illustrates the probability density
function of differential latency, which is termed p(t), plotted as a function of time (in frames). By convolution the following operation is meant:
c(t)= p ()b(t−)d, where p (t)=p(− t). (Whereas p(t) describes the probability density of differential latency, p (t) describes the probability
density of the onset time of the flash that is perceptually simultaneous with the moving object at time zero.) (A) Theoretical curve under the
assumption of the fixed differential latency of 0 frames; this is identical to that shown in Fig. 3A, right. (B) Theoretical curve under the assumption
of the fixed differential latency of 8 frames; this is identical to that shown in Fig. 3E, right. (C) Theoretical curve under the assumption of the
fixed differential latency of 16 frames. (D) Theoretical curve under the assumption that the differential latency can have one of three values, 0,
8, and 16 frames, with respective probabilities 0.25, 0.5, and 0.25. (E) Theoretical curve under the assumption that the differential latency has the
probability density function plotted in the inset. This was obtained by minimizing the residual between the red curve and the actual data points
by the maximum likelihood method. (F) Noise-cut-filtered percentage correct curve. By deconvolving this curve by b(t), the p(t) shown in the inset
was empirically estimated from the data.
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Fig. 4.
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To confirm the validity of using Gaussian as an
approximation to p(t), an opposite approach is next
taken in a bottom-up fashion. That is, instead of ob-
taining c(t) by the convolution of b(t) with p(t), p(t) is
empirically estimated by the deconvolution of the ac-
tual c(t) with b(t). In Fig. 4F, the red curve now
indicates the actual human data that were noise-cut-
filtered with the optimal Wiener filter. This curve was
used as c(t). The deconvolution of this c(t) with b(t)
gave the empirically estimated kernel, p(t), as shown in
the inset of Fig. 4F. As is clearly shown, the p(t) as a
result of deconvolution looks very much like the p(t) as
the best-fit Gaussian distribution.
The same analysis was done for the three observers.
The best-fit parameters are (, )= (7.97, 6.29), (9.30,
9.91), and (7.21, 6.35) for observers IM, MM, and SN,
respectively. In ms, (, )= (66.4, 52.4), (77.5, 82.5),
and (60.1, 52.9), respectively. Using these parameters,
the correlogram and percentage correct responses were
generated by Monte-Carlo simulation (Fig. 5A–C). In
Fig. 5D, the shape of the kernel is also plotted sepa-
rately for each observer. As the iteration was stopped
when it reached the number of repeated trials for each
observer, the simulated correlograms in the left-hand
panel and percentage correct points (blue symbols) in
the right-hand panel show a considerable random fluc-
tuation that resembles that in the actual data. The
simulation results would become smoother with further
iteration (e.g. the red symbols, which are the results of
106 iterations). The simulation results look very similar
to the actual data in at least two respects: the simulated
correlogram mimics the structure of the actual data
(Fig. 2A–C) better than any other models (Fig. 3A–E),
and the simulated percentage correct curve nicely traces
the actual data points.
In the main experiment, the SOA was kept at 20
frames. To examine the generality of the kernels, p(t),
which had already been estimated using the data from
the main experiment, the same p(t) was applied to
other data. Additional experiments were done at two
other SOAs, 15 and 30 frames, for each observer (Fig.
6). For each condition for each observer, c(t) (the red
profile) was calculated by the convolution of b(t) (the
green profile) with the same p(t) as shown in Fig. 5D.
Considering the larger noise (because of fewer repeated
trials), the fit seems reasonable. Thus, the kernels that
were estimated from the main experiment can be rea-
sonably generalized to other conditions. However, the
model does not capture the tendency of a slow increase
and a rapid decrease of the actual data points (for
observer MM, SOA of 15 frames in particular). It is
expected that using a skewed p(t) (such as Weibull)
instead of Gaussian will make a better fit to the results.
Indeed, some tests with skewed probability distribu-
tions, especially those with no negative portion (i.e.
p(t)=0 for t0), generally yielded nicer simulation
Fig. 5. Reconstruction of the performance. Using the best-fit p(t), the
Monte-Carlo simulation with the same number of iterations as the
actual data acquisition yielded the correlogram shown in the left-
hand panel. The blue symbols in the right-hand panel are based on
these results of simulation. The red profile is also the results of
simulation, but with 106 iterations. Note that the curve for IM looks
identical to that shown in Fig. 4E, indicating that both the numerical
convolution and a huge number of iterations gave the same answer.
(A) Observer IM’s reconstructed profile. (B) Observer MM’s one. (C)
Observer SN’s one. (D) Best-fit p(t) (pink). Superimposed is the p(t)
as a result of deconvolution of the actual data by b(t), shown for
comparison (green).
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Fig. 6. Results of subsidiary experiments, in which the SOA (=duration) of the bar was changed to 15 frames and 30 frames. The percentage
correct responses for each SOA condition for each observer are shown in each separate panel. The red profile indicates c(t) as a convolution of
b(t) with the same p(t) that was estimated from the main experiment.
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results. As yet, a precise determination of the shape of
p(t) does not seem relevant to the current context. The
point is that the Gaussian has been shown to be a
reasonably good approximation to the true p(t).
4. Discussion
4.1. Broad distribution of latency
To assess the underlying mechanism of the flash-lag
effect, a random trajectory, instead of a continuous
motion, was employed as the moving stimulus, relative
to which the position of the flash was judged. Motion
extrapolation, positional averaging, and fixed differen-
tial latency all failed to explain the experimental results.
However, all difficulties were solved if differential la-
tency was assumed to obey Gaussian probability den-
sity function. Its  was estimated to be 60–80 ms,
suggesting that the flash is delayed relative to the
moving object by this period on average. Its  was
estimated to be over 50 ms, suggesting that the flash is
sometimes perceived over 130 ms later than the moving
object, sometimes at the same time, sometimes even
earlier than the moving object (but see Section 4.2 for
another interpretation).
This model does not assume that only the flash has a
latency fluctuation, whereas the moving item does not.
The model only says that the differential latency is
stochastic, meaning that the difference in latency be-
tween the flash and moving item fluctuates. When the
latency of the flash has variance a and the latency of
the moving item has variance b, the latency difference
between them is also stochastic with a variance of
a+b. Only the last statistical quantity is accessible by
the present psychophysical experiment.
The relaxation of differential latency from a fixed
value to a broad probability distribution also explains
flash-lag at motion initiation. If the differential latency
is fixed strictly, the flashed one and the moving one at
the first video frame should be delayed equally and
perceived simultaneously, so no lag should be per-
ceived. In contrast, if differential latency has a variabil-
ity spanning over 100 ms, the judgment is not solely
based on the event at the first frame but on some
subsequent events evolving over some 100 ms, during
which the moving one can travel far.
4.2. Differences with positional aeraging
Having a distribution of differential latency means
that any particular point of the psychophysical data
(percentage right responses as well as percentage cor-
rect responses in Fig. 2A–C) is the result of monitoring
multiple samples of relative position between the bar
and flash over a long period. This statement sounds
similar to the proposition of the positional averaging
hypothesis. What is the difference?
In Eagleman and Sejnowski’s (2000b) framework, the
perceived position of the moving object is the result of
positional averaging for 80 ms. If this were correct,
the jumping bar in the present study should be per-
ceived as smoothly changing its position. On the con-
trary, the bar was actually seen to jump very crisply.
Krekelberg and Lappe proposed the averaging of rela-
tive position between the moving object and the flash
that internally persists after its cessation (Krekelberg &
Lappe, 2000a,b). The present model is, however, not
compatible with this framework either. Whereas the
positional averaging model depends on a metric rela-
tionship (i.e. how far the flash is from the jumping bar),
the present model ignores it and only depends on binary
information (i.e. whether the flash is to the left or right
of the jumping bar). Imagine that there are a huge
number of trials. In each, the flash is perceived after a
latency that is sampled from p(t), whereas the jumping
bar is perceived at once. The observer makes a binary
decision (left/right) on the basis of a perceived pair of
the flash and bar in this particular trial.4 As the flash’s
latency fluctuates from trial to trial, the flash can be
seen to the left in some trials and to the right in others,
so the observer can make different binary decisions
across trials. The percentage correct response shown in
Fig. 2 emerges from a huge number of trials, by collect-
ing such a huge number of binary decisions. This is
what the convolution of b(t) with p(t) means, and also
exactly what the Monte-Carlo simulation in the present
analysis was implemented to do. Also, this is why the
correlograms in Fig. 5A–C have a strip-like shape
along the horizontal. After the responses are degener-
ated to binary decisions, the quantitative, metric infor-
mation about absolute position is no longer considered.
(However, note that my conjecture above is not that the
visual system is blind to metric information. For exam-
ple, it may be used to subjectively rate the amount of
lag.)
The accumulation of binary decisions could take
place in a population of repeated trials, as illustrated
throughout Section 3 and as outlined above. This idea
implies that there is only one differential latency in each
trial, randomly chosen from p(t). The percentage cor-
4 For simplicity, a step psychometric function of each instanta-
neous judgment is assumed such that the observer can perfectly make
left/right judgment given that the flash and the jumping bar are
spatially offset from each other by at least one pixel. In the numerical
simulation of previous studies (described later), the psychometric
function of each instantaneous judgment was assumed to obey a
sigmoidal (cumulative Gaussian) function: the 75% vernier detection
threshold between the flash and the translating stimulus was set to be
1 arcmin (estimated from Whitney et al.’s (2000b) raw data), and the
75% threshold between the flash and the rotating stimulus was set to
be 3° (estimated from Lappe & Krekelberg’s (1998) Fig. 6).
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Fig. 7. Data from the article by Nijhawan (1994), plotted together
with the simulation results (indicated by asterisks). The amount of lag
is plotted as a function of the speed of the rotating bar. The black
and gray bars indicate the results of the actual observers in the
original study. The colored bars indicate the results of the simulation
using p(t)s of the observers in the present study. Initials with asterisks
indicate that they are simulation results. In the inset, the stimulus
configuration is shown schematically; the black bar indicates the
continuously rotating bar, whereas the gray bars indicate the flashes.
If they are all aligned physically, the flashes appear to lag behind by
the amount denoted as ‘angular deviation’.
permanently. This suggests that one can experience a
shortening of visual latency of a briefly moving flash
within a single trial, and may be viewed as supporting
evidence of the second, ‘one-shot accumulation’
hypothesis.
4.3. Relationship to preious studies
In the present study, it is shown that previous expla-
nations of the flash-lag effect fail to explain the flash-
lag in random motion. Instead, distributed differential
latency is proposed to account for the present results.
Now, the question should be thrown backward:
whether this model can also explain previous flash-lag
results in many situations.6 A simulation program was
implemented such that, given a specific p(t), it should
make a binary decision (whether the flash was seen to
the left or right of the moving item) to a particular pair
of a flash and a moving item. For each condition, the
simulation program determined the amount of flash-lag
by finding out the position of the flash where the binary
decision (left/right) became 50%/50%.
4.3.1. Nijhawan’s study
Nijhawan (1994) used a set of a continuously rotat-
ing bar and a couple of flashes outside. The flash that
was physically aligned with the rotating bar appeared
to lag behind. To quantify the amount of lag, the flash
that was perceptually aligned with the bar was deter-
mined. The lag increased with increasing rotation
speed. Based on these observations, he proposed the
hypothesis of motion extrapolation. However, the
present model can well explain his flash-lag effect and
its speed dependence. The simulation revealed how the
present observers, IM, MM, and SN, with their respec-
tive p(t) shown in Fig. 5D, would behave when they
were presented with Nijhawan’s stimulus. Plotted in
Fig. 7 are the actual data of observers BK and CL in
his paper (black and gray) and the results of the
simulation using the parameters (, ) that have previ-
ously been estimated for the present observers (green,
blue, and red). The simulation results look indistin-
guishable from his observer CL’s data, though observer
BK appears to see larger lags (thus appears to have a
larger ).
4.3.2. Whitney et al.’s study
In Whitney et al.’s experiments, the bar (actually a
pair of squares) horizontally translated and suddenly
reversed its direction. The flash was presented at vari-
ous timings along the bar’s trajectory. Were the flash-
rect gradually converges to c(t) with increasing number
of trials (under the same condition). However, the
accumulation could also be accomplished one-shot by a
population of neurons, each having its differential la-
tency sampled from p(t), so that in each trial, there are
a huge number of differential latencies in the activated
cell population.5 In each trial, the population of cells
calculates c(t), on which the observer’s final binary
decision is based (and thus varied in a predictable
manner). One could also bridge these two extreme
cases, i.e. p(t) could emerge from a limited number of
neurons by a limited number of trials. In any event, the
present data cannot resolve the question of which
scheme is most likely. Interestingly, recent reports
(Bachmann & Kalev, 1997; Bachmann, 1998) indicate
that a flashed stimulus in brief motion can visibly ‘catch
up’ another physically aligned stimulus that moves
5 To make this scheme possible, each neuron should be able to
judge the relative position between two objects and to make left–
right judgment. The orientation-selective neuron might be able to do
it, as the task in the present study is similar to the vernier acuity task.
The possibility that orientation-selective neurons contribute to this
task has been argued (Wilson, 1986).
6 To obtain the data from previously published articles, their
figures were digitized onto 1200 dpi bit-map images, from which
actual data points were read out by using the ruler function of the
graphics software (Adobe Photoshop).
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lag effect a result of motion extrapolation, the lag
would trace a peculiar trajectory (the broken line in
Fig. 8) around the motion reversal (the thin solid black
line). Namely, the bar’s perceived position would con-
tinue to be extrapolated forward in space, overshooting
the reversal point. However, the actual data (designated
as DVW and ELV) started to reverse even before the
reversal point, refuting motion extrapolation (Whitney
& Murakami, 1998; Whitney et al., 2000b). The hori-
zontal positions of the moving bar and the flash that
was perceptually aligned with the bar are plotted
against time in Fig. 8. The actual data (circles), which
are taken from Whitney et al.’s (2000b) paper, look like
a temporally shifted version of the bar’s trajectory; this
is consistent with the differential latency hypothesis.
The simulation using the parameters (, ) that have
been estimated for the present observers, IM, MM, and
SN, yielded similar curves (colored profiles). Moreover,
the temporally broad nature of their p(t) resulted in a
considerable blunting of their simulated curves, com-
pared with the sharp reversal of the moving bar. Such
blunting is also observed in the actual data of DVW
and ELV.
When the sudden directional change was not back-
ward but orthogonal, the flash’s perceptual alignment
traced a temporally shifted version of the bar’s trajec-
tory, but without any clear blunting (Whitney et al.,
2000a). In Fig. 9A and B, the actual data from Whitney
et al.’s (2000a) paper are plotted in the same format as
their original. In their experiment, the bar moved up-
ward and suddenly changed its course rightward. The
two-dimensional position of the flash that was percep-
tually aligned with the moving bar was measured. Fig.
9C shows the results of the simulation using the
parameters (, ) that have been estimated for the
observers in the present study. They look very similar
to the actual data.
In Figs. 8 and 9, there were some quantitative differ-
ences between the actual data and the simulation re-
sults, because the parameters for simulation were not
optimized for those particular observers, DVW and
ELV. As their raw data were available, their p(t)s were
obtained by the maximum likelihood method so as to
best fit their own data. The results were (, )= (45.4
ms, 73.2 ms) and (46.7 ms, 48.7 ms), for DVW and
ELV, respectively. Another round of simulation was
done using these parameters, the results of which are
plotted as the thick black and gray curves in Fig. 8 and
as the solid black and gray squares in Fig. 9. There
seems to be a nice quantitative agreement between the
actual data and simulation results. Therefore, the cur-
rent framework of distributed differential latency ex-
plains: (1) that the data traces the bar’s trajectory with
a delay, (2) that there is blunting in the motion reversal
case, and (3) that there is no observable blunting in the
case of orthogonal motion. The motion extrapolation
hypothesis cannot explain (1), the fixed differential
latency hypothesis cannot explain (2), and the posi-
tional averaging hypothesis cannot explain (3).
4.3.3. Brenner and Smeets’s study
Sudden changes in direction as well as speed have
been employed in Whitney et al.’s studies. Brenner and
Smeets (2000) also used the same approach but in a
different stimulus configuration. A pair of disks were
continuously rotated around the fixation point; their
rotation speed was suddenly doubled or halved. At
some moment around the speed change, a bar was
flashed across the fixation point. In Fig. 10 (open
symbols), the relative orientation between the continu-
ously moving objects and the flash that was perceptu-
ally aligned with the former is plotted against time
relative to the speed change. The amount of lag started
to change well before the speed change, refuting the
motion extrapolation hypothesis. In essence, this find-
ing is a successful replication of Whitney et al.’s (2000b)
finding. The simulation using the parameters (, ) that
have been estimated for the present observers, IM,
MM, and SN, yielded similar curves (colored profiles in
Fig. 10).
Fig. 8. Data from the article by Whitney et al. (2000b), plotted
together with the simulation results (indicated by asterisks). The
horizontal position of the flash that was perceptually aligned with the
moving bar is plotted against the time of the flash’s onset. The thin
solid black line indicates the position of the moving bar. The broken
line indicates the prediction by motion extrapolation. The circles
indicate the data of the actual observers in the original study. The
colored profiles indicate the results of the simulation using p(t)s of
the observers in the present study. The thick black and gray lines
indicate the results of the simulation using p(t)s that were best fit to















Fig. 9. Data from the article by Whitney et al. (2000a), plotted together with the simulation results (indicated by asterisks). The two-dimensional position of the flash that was perceptually aligned
with the moving bar is plotted at each video frame. The solid black line indicates the trajectory of the moving bar. Each instantaneous position of the bar is plotted as the solid circle in each
frame. The 2×2 grid in each frame indicates the position of the flash that was perceptually aligned with the bar (by the actual observers in the original study). The center of the grid corresponds
to the perceptual alignment, whereas the horizontal and vertical extents of the grid correspond to 99% confidence intervals. The colored symbols in (C) indicate the results of the simulation using
p(t)s of the observers in the present study. The solid squares in (A) and (B) indicate the results of the simulation using p(t)s that were best fit to the actual observers, DVW and ELV.
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Fig. 10. Data from the article by Brenner and Smeets (2000), plotted
together with the simulation results (indicated by asterisks). The
amount of lag is plotted as a function of the time of the flash’s onset.
The time of zero is set at the time of the speed change. The open symbols
indicate the results of the actual observers in the original study. The
colored profiles indicate the results of the simulation using p(t)s of the
observers in the present study. These apparent singularities at the time
of 0 arise from the particular choice of the ordinate; they become
smooth when plotted as the absolute position in space, as in Fig. 8.
4.3.4. Eagleman and Sejnowski’s study
Another variation of motion change was provided by
Eagleman and Sejnowski (2000b). In the experiment
shown schematically in Fig. 11A, a ring moved along a
circular trajectory, a small disk was suddenly flashed
inside it, and then the motion of the ring continued,
stopped, or reversed. In another experiment (Fig. 11B),
the same set of stimuli was presented but the initial
trajectory of the ring before the flash’s onset was re-
moved. In both cases, the flash-lag effect was observed.
However, it was quite small in amplitude compared
with other studies. Due to this quantitative disagree-
ment, the simulation using the parameters for the
present observers badly overestimated the actual data.7
The same applies to the experiment shown in Fig. 11C,
in which immediately after the flash, the ring was set in
motion and rotated clockwise for the interval shown in
the abscissa and then reversed to counterclockwise. The
stimulus condition at the time of 0 ms is equivalent to
the counterclockwise condition in B. If the time of
reversal were never reached, the stimulus condition
would be equivalent to the clockwise condition in B. In
between, the data showed a smooth transition from
positive to negative. The simulation results overesti-
mated the overall profile, although a similar tendency
as a function of time was observable. Clearly, the
values of  that have been estimated for the particular
observers of the present study were too large to explain
their results. However, the following re-analysis re-
vealed that the apparent discrepancy was only the
matter of scale. It was found that, to best fit the actual
data, p(t) should instead obey Gaussian with (, )=
(20.7 ms, 38.2 ms). The simulation results using this
p(t) are indicated as the solid curves in Fig. 11A–C.
They nicely mimicked every aspect of the human data.
4.3.5. Krekelberg and Lappe’s study
A more radical manipulation of stimulus configura-
tion was undertaken by Krekelberg and Lappe, who
measured the flash-lag effect between an object in a
continuously visible motion and another object in a
stroboscopically visible motion (Lappe & Krekelberg,
1998; Krekelberg & Lappe, 1999, 2000a). A pair of
disks continuously rotated around the fixation point.
Outside them, four outer disks rotated around the
fixation point at the same speed as the inner disks but
were visible only intermittently, for a particular dura-
tion and at a particular frequency. This is essentially
identical to the original configuration for the flash-lag
effect if the duration of the stroboscopically moving
object (referred to as the ‘flash’ for convenience) equals
7 In the case of no initial trajectory, the simulation program
assumed that the ring stayed stationary until the flash’s onset and
then started to move. However, the assumed positions of the ring
prior to the flash did not seriously affect the outputs.
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Fig. 11. Data from the article by Eagleman and Sejnowski (2000b), plotted together with the simulation results (indicated by asterisks). The
amount of lag is plotted for each condition (see text for details). The solid circles indicate the averaged data of the actual observers in the original
study. The colored profiles indicate the results of the simulation using p(t)s of the observers in the present study. The thick black profiles indicate
the results of the simulation using p(t)s that were best fit to the data of the actual observers.
one video frame, and the frequency is low enough
(Nijhawan, 1994; Baldo & Klein, 1995). In some exper-
iments, the flashes were presented 1–10 times immedi-
ately after the onset of the continuous motion (Fig.
12A, C, D, and E). In others, the flashes were presented
infinite times while the inner disks were rotating contin-
uously (Fig. 12B and F). For more details, see the
figure legend and the original papers. For each condi-
tion, the amount of flash-lag gracefully changed as a
function of a stimulus parameter. Remarkably, the
simulation using the parameters (, ) that have been
estimated for the present observers, IM, MM, and SN,
nicely mimicked each profile.8
4.3.6. Other issues
Thus far, the proposed model has successfully simu-
lated previously measured flash-lag data. However, it
should be noted that various factors that are not ad-
dressed in the present study can influence the amount
of lag. Some of these factors could be included in the
proposed model by scaling p(t) according to relevant
parameters (Baldo & Klein, 2001).
1. Detectability. The flash-lag increases as the lumi-
nance of the moving object is increased, and de-
creases as the luminance of the flash is increased
(Purushothaman et al., 1998).
2. Eccentricity. The flash-lag increases as the retinal
eccentricity of the flash is increased (Baldo & Klein,
1995). This could be also viewed in terms of spatial
attention shift, but Khurana and Nijhawan (1995)
demonstrated that the flash-lag also occurs even if
attention shift is negligible. In addition, the amount
of lag is immune to voluntary attention (Khurana et
al., 2000).
3. Predictability. The flash-lag is reduced when the
observer knows when and where the next flash is to
come up (Brenner & Smeets, 2000; Eagleman &
Sejnowski, 2000c; also see Nagai, Kazai, & Yagi,
2000). This may suggest that attentional set factors
play a role in reducing differential latency.
4. Fro¨hlich effect. In certain conditions, the starting
position of the moving object itself is mislocalized
forward in the trajectory (Fro¨hlich, 1923; Mu¨sseler
8 The present model was designed for the flash-lag effect between a
flash and a moving stimulus, not between two moving stimuli. Thus,
some additional assumptions should be made to deal with the flash
longer than one video frame. It was assumed that such a stimulus is
basically a sequence of single flashes, each obeying the distribution of
differential latency p(t), and that if the interstimulus interval between
two successive flashes in the sequence is less than 120 ms, namely the
upper-bound limit of so-called short-range apparent motion (Baker &
Braddick, 1985), the motion system detects their spatiotemporal
correlation and masks the temporal distribution of flashes. The
masking rule was such that the distributions of the first and second
flashes should not overlap in time. For example, if there were two
flashes, f1 and f2, at successive frames, then the p(t) of f1 was trimmed
to 0 for t0, whereas the p(t) of f2 was trimmed to 0 for t0. This
ensures that f1 is always perceived first, and f2 is perceived next, never
in reverse order—one of the simplest ways to extend the present
model to incorporate motion correspondence. Note that the simula-
tion results were in excellent accordance with Krekelberg and Lappe’s
(2000a) psychophysical data.
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& Aschersleben, 1998). Some researchers claim this
effect to be governed by the same mechanism as that
involved in the flash-lag effect (Kirschfeld & Kam-
mer, 1999; Eagleman & Sejnowski, 2000b), but the
possibility of distinct mechanisms has also been
raised (Whitney & Cavanagh, 2000).
5. Enironmental position. The flash-lag effect is re-
ported to occur between the flash and the perceived
Fig. 12. Data from the article by Krekelberg and Lappe (2000a), plotted together with the simulation results (indicated by asterisks). The amount
of lag is plotted for each condition. The symbols indicate the averaged data of the actual observers in the original study. The colored profiles
indicate the results of the simulation using p(t)’s of the observers in the present study. (A) At the start of the continuous motion (rotation at the
angular velocity 188°/s), the flash was presented just once for the duration indicated as the abscissa. (B) While the inner disks were rotating
continuously (at 156°/s), the flash was repeatedly presented at 1 Hz, for the duration indicated as the abscissa. (C) Same as condition A, except
that the flash’s duration was either 28 ms (diamonds and solid lines) or 196 ms (squares and broken lines) and that the speed of rotation was
varied along the abscissa. (D) At the start of the continuous motion, the flash was given four times every 140 ms, and the speed of rotation was
varied along the abscissa. (E) Same as condition (D), except that the speed was fixed at 188°/s and that the number of flashes was varied along
the abscissa. (F) Same as (B), except that the flash’s duration was fixed at 42 ms, and the frequency was varied along the abscissa.
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motion that is caused by gazing at a retinally stable
point with head rotation (Cai, Jacobson, Baloh,
Schlag-Rey, & Schlag, 2000; Schlag, Cai, Dorfman,
Mohempour, & Schlag-Rey, 2000). Thus, the posi-
tional judgment after coordinate transformation
from retinal terms to environmental terms might
play some role in the flash-lag effect.
6. Other isual attributes. Flash-lag-like phenomena
are reported to occur when a flash is presented
adjacent to an object that changes some visual
attribute other than position (color, luminance, spa-
tial frequency, texture, letter), the change either
being continuous (Sheth, Nijhawan, & Shimojo,
2000) or being abrupt (Bachmann & Po˜der, 2001).
For example, when the observer attempts to match
the color of the flash to the color of another object
that continuously changes its color, the flash is best
matched to the continuous object some video frames
later. The present model is possibly applicable to
these generalized flash-lag situations also, provided
that the differential latency between a flashed color
and a continuously presented color obeys a proba-
bility density function like p(t) in the present model.
Interestingly, the amount of lag is reported to de-
pend on the visual attribute in question, suggesting
multiple p(t) functions for different attributes.
5. Conclusion
Almost all of the currently available data about the
flash-lag effect can be well explained by the model of
differential latency with a considerable distribution
along time. Thus, when the position of the flashed
object is compared with the moving object, the flash is
actually compared with multiple positions of the mo-
tion trajectory, its average being 60–80 ms in the
future, and its S.D. being as broad as 50–80 ms. Even
though the visual system accurately monitors the mo-
tion trajectory and perhaps encodes the absolute posi-
tion of the flash as accurately also, there is no
guarantee that the flash’s position relatie to the mov-
ing thing is estimated as accurately.
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