Abstract. Congruences of Fourier coefficients of modular forms have long been an object of central study. By comparison, the arithmetic of other expansions of modular forms, in particular Taylor expansions around points in the upper-half plane, has been much less studied. Recently, Romik made a conjecture about the periodicity of coefficients around τ = i of the classical Jacobi theta function. Here, we prove this conjecture and generalize the phenomenon observed by Romik to a general class of modular forms of half-integral weight.
Introduction
Fourier coefficients of modular forms are well-known to encode many interesting quantities, such as the number of points on elliptic curves over finite fields, partition numbers, divisor sums, and many more. Thanks to these connections, the arithmetic of modular form Fourier coefficients has long enjoyed a broad study, and remains a very active field today. However, Fourier expansions are just one sort of canonical expansion of modular forms. Petersson also defined [12] the so-called hyperbolic and elliptic expansions, which instead of being associated to a cusp of the modular curve, are associated to a pair of real quadratic numbers or a point in the upper half-plane, respectively. A beautiful exposition on these different expansions and some of their more recent connections can be found in [5] . In particular, there Imamoglu and O'Sullivan point out that Poincaré series with respect to hyperbolic expansions include the important examples of Katok [7] and Zagier [20] , which are the functions which Kohnen later used [10] to construct the holomorphic kernel for the Shimura/Shintani lift.
Here, we will focus on elliptic expansions, which are essentially Taylor expansions. While a Fourier expansion of a given modular form f ∈ M k (Γ) for some weight k and congruence subgroup Γ ≤ SL 2 (Z) is an expansion at the cusps of Γ, i.e. at the boundary of the completed upper half-plane H := H ∪ Q ∪ {∞}, one might also consider expansions around an interior point τ 0 ∈ H. The classical Taylor expansion in the sense of complex analysis, . Remark. We note that since (1 − w) = 0 for |w| < 1 and the unit disc is simply connected, we can fix the branch of the holomorphic square-root that is positive for positive real arguments to make (1.1) consistent for any half-integer k ∈ It follows from the theory of complex multiplication that the coefficients in the Taylor expansion of a modular form with algebraic Fourier coefficients -a condition we will assume throughout the paper if not specified otherwise -around a CM point (suitably normalized) are again algebraic numbers. In special cases, these are also known to have deep arithmetic meaning. For example, it was shown by RodriguezVillegas and Zagier that Taylor coefficients of Eisenstein series are essentially special values of Hecke L-functions [18] , a fact which later allowed them to give an explicitly computable criterion to decide whether or not a prime p ≡ 1 (mod 9) is the sum of two rational cubes [19] , see also [21, pp. 89-90 and pp. 97-99].
Given these applications, it is natural to ask for arithmetic properties, for instance congruences, of Taylor expansions of modular forms. Works of the first author and Datskovsky [3] and of Larson and Smith [11] have previously given conditions under which Taylor expansions of integral weight modular forms are periodic. Recently, Romik studied the Taylor coefficients of the classical Jacobi theta function
around the point τ 0 = i [14] . He gives explicit recursions for these coefficients and, based on numerical examples, he conjectures a certain behavior of these coefficients modulo primes. To be more precise, let Φ = Γ(1/4) 8 128π 4 and define the numbers d(n) by 
is periodic. In particular, regardless of the case, the sequence modulo p is always eventually periodic. Romik also asks the question if a similar pattern persists modulo higher powers of primes [14, Section 8] . Recently, part of Conjecture 1.1 has been proven by Scherer [15] . Apart from the congruences modulo 5, part 2 of Romik's conjecture remains open. In this paper, we prove and considerably generalize this half of the conjecture. Theorem 1.3. Suppose that k, N ∈ N and let f ∈ M k−1/2 (Γ 1 (4N)) be a modular form with algebraic Fourier coefficients. Further suppose that p is a split prime in Q(τ 0 ) for a CM point τ 0 . Then the normalized Taylor coefficients of f at τ 0 are eventually periodic modulo any power p A , A ∈ N.
Remark. The results of [3] are related to this theorem, and indeed also cover the cases of split primes p. The two key differences are that the results here have been extended to half-integral weight and the proofs have been extended to remove technical conditions that were required on the CM points in [3] , and so the results here are more general as well as easier to apply.
Remark. It is worth noting that the inert prime case was studied in detail for integral weight forms by Larson and Smith [11] . There, they found similar eventual vanishing results modulo p as in Theorem 1.2. Although it appears numerically that more general versions of their work hold, it appears that new techniques are required to prove a general phenomenon since their proofs use the structure of the algebra of integer weight modular forms on SL 2 (Z) in an essential way.
Part 2 of Conjecture 1.1 follows by taking f (τ ) = Θ(τ ) ∈ M 1/2 (Γ 0 (4)) (defined in (3.2) below) and τ 0 = i/2. By combining with Theorem 1.2, we immediately obtain the following. The rest of this paper is organized as follows. In Section 2 we collect some necessary background about quasimodular and almost holomorphic modular forms. Section 3 contains the proof of Theorem 1.3, which makes use of an important result following from the theory of Katz (see Proposition 3.2). We conclude the paper by discussing examples of Taylor expansions of modular forms for Γ 0 (4) around various CM points in Section 4.
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Quasimodular and almost holomorphic modular forms of half-integer weight
In this section, we will review the basic theory of quasimodular and almost holomorphic forms, which we shall require in our proofs of the main results. Quasimodular forms and almost holomorphic modular forms generalize classical modular forms. The first example of a quasimodular form is the Eisenstein series of weight 2,
where σ k (n) := d|n d k denotes the usual sum of k-th powers of the positive divisors of n. While E 2 is not modular, it very nearly is. In general, quasimodular forms have a slightly deformed modularity transformation, and every quasimodular form has an associated almost holomorphic modular form. An almost holomorphic modular form is simply a modular form which, instead of being holomorphic, is a polynomial in
The systematic study of these functions originates 1 from work of Kaneko and Zagier [6] on a theorem of Dijkgraaf [4] . Most recently, these functions (in integral weight) have received a lot of attention in the context of the celebrated Bloch-Okounkov Theorem [1, 22] .
In this section, we record special cases of Lemma 1.1 and Proposition 1.2 of [23] , where Zemel generalizes the concepts of quasimodular and almost holomorphic modular forms to the setting of real-analytic modular forms, possibly with singularities, of arbitrary (real or complex) weights, arbitrary (vector-valued) multiplier systems for arbitrary Fuchsian groups.
We begin by recalling the slash operator. For a function f :
+ Z,
+ Z we assume additionally that γ ∈ Γ 0 (4), i.e. 4 | c, c d denotes the extended Jacobi symbol in the sense of Shimura [16] , we choose the branch of the square root so that −π/2 < arg √ z ≤ π/2, which is consistent with the choice made in the remark following (1.1), and
With this notation in mind, we can make the following definition. Z and depth
is a holomorphic function f on H with moderate growth when τ approaches any cusp in Q ∪ {∞} satisfying
for all γ = ( a b c d ) ∈ Γ and τ ∈ H, where f 0 = f, ..., f d are certain holomorphic functions, depending only on f but not on γ, which satisfy the same growth conditions.
We also say that the depth of a quasimodular form f is the largest integer d in (2.1), such that f d does not vanish identically. The space of quasimodular forms of weight k and depth ≤ d is denoted by M ≤d k (Γ). If we allow arbitrarily large depth (which is actually at most k/2; see Proposition 2.2), we omit the superscript. A closely related notion is that of almost holomorphic modular forms of weight k ∈ 
In particular, the graded rings
In the case of integer weight, this proposition goes back to [6] , for half-integer weight it is, as mentioned earlier, a special case of Lemma 1.1 and Proposition 1.2 of [23] .
We record the following version of [21, Proposition 20] . The proof of this result carries over mutatis mutandis, making occasional use of Proposition 2.2; thus, we omit the proof. Proposition 2.3. The following are true.
(1) The differential operator D maps quasimodular forms to quasimodular forms, i.e., for
Every quasimodular form is a polynomial in E 2 whose coefficients are modular forms, i.e., we have a decomposition
Every quasimodular form is a linear combination of derivatives of modular forms and derivatives of E 2 . More precisely, we have
In the proof of Theorem 1.3, we require the following easy consequence of the above.
(Γ) and the associated almost holomorphic modular form is given by G · (∂ n H).
Proof. It is clear that it suffices to show that the almost holomorphic modular form associated to D n H is given by ∂ n H. As remarked above, we may apply Proposition 2.3 in this setting, wherefore D n H ∈ M k+2n (Γ). Furtherfore, ∂ n H is an almost holomorphic modular form of the same weight whose constant term with respect to Y is precisely D n H, as one sees immediately from the following formula for the iterated raising operator, which is easily shown by induction (see for instance [21, Equation (56)]),
Proof of Theorem 1.3
In this section, we will prove the main results.
3.1.
Preliminary results and work of Katz. The periodicity phenomenon in Theorem 1.3 is ultimately a consequence of the very general theory of Katz [8] . However, Katz's work does not contain a statement which is exactly sufficient for our purposes here. The key result we need is an extension of Lemma 1 from [3] . This statement, as well as the theory developed in [8] , is all formulated for the case of integral weight modular forms. Here, we begin by reformulating [3, Lemma 1] in a way which is convenient for generalizing to the half-integral weight situation. A generalization of Katz's theory to half-integral weight has also been developed by Ramsey [13] . Although it is based on similar ideas, Ramsey's generalization is less explicit than our approach here, and is not intended in the specific direction which we require, and so is less convenient for our purposes. Throughout this subsection, all weights will be assumed to be integral. The mantra we need here, which is a common one but requires careful work to check explicitly, is that that p-adically close modular forms have p-adically close values. To make this precise, we first fix an algebraic number field K which is large enough to contain the relevant quantities below, and we denote its ring of integers by O. Given two formal power series
If g 1 and g 2 are q-expansions of modular forms of weights k 1 and k 2 , respectively, which -slightly abusing notation -we also denote by g 1 and g 2 , we want to conclude that
for a point τ 0 ∈ H. A priori, this congruence is meaningless as both quantities are usually transcendental. However, if we fix once and for all a CM point τ 0 ∈ H be a CM point, then there exists an ω ∈ C * such that both g 1 (τ 0
) = 0, we can even make them equal. That is, by choosing ω appropriately, we can achieve
It is possible however to choose ω solely depending on the CM point τ 0 , but not on the modular forms g 1 and g 2 . We will require this additional condition later when we consider the Taylor coefficients of the forms.
To study Taylor coefficients as in (1.1), so we need to study values of iterated derivatives using the operators D and ∂ defined in (1.2). Associated to a modular form g of weight k, we have both its q-expansion at infinity g = ∞ n=0 b(n)q n , and its (algebraic) value at τ , namely g(τ 0 )/ω k . Applying the differential operators D and ∂, Dg is a quasimodular form (or q-expansion thereof) of weight k + 2, and ∂g is an almost holomorphic modular form of weight k + 2. As we shall see below, as a consequence of Damerell's theorem, ∂g(τ 0 )/ω k+2 is algebraic (see below for an exact statement).
Using the notation of Section 2 above, we can find a simpler reformulation of [3] . We will make use of Proposition 2.3 in arbitrary level Γ = Γ 1 (N) The idea is simple: while quasimodular forms have q-expansions, almost holomorphic modular forms take values at τ 0 , and as described in Proposition 2.2, the two rings are canonically isomorphic. Thus, we can identify algebraic values with q-expansions, as well as congruences of these quantities.
To be more specific, Proposition 2.3 allows us to assign a q-expansion to every quasimodular form f ∈ M * (Γ): we simply plug in the q-expansions of modular forms and E 2 into the expression. Namely, for g ∈ M k (Γ), Proposition 2.3 (2) implies
We will identify g ∈ M k (Γ) with the almost holomorphic form g ∈ M k (Γ) via the isomorphism between M * (Γ) and M * (Γ) which preserves the gradation, and set the value
With the notations just introduced, the naive algebraicity statement above can be refined as follows. 
Clearly, if ω ∈ C × works in Proposition 3.1 then so does any K × -multiple. Note furthermore that if ω ∈ C × satisfies Proposition 3.1 for any single g ∈ M k (Γ) ∩ K q then so it does for all g ∈ M k (Γ) ∩ K q , and we will make a very specific choice now.
As usual, define the weight k Eisenstein series for even integer k > 2 by
where B k denotes the kth Benoulli number and σ k (n) is defined in Section 2. The discussion above puts no restrictions on the prime p under consideration. From now on, we assume that p splits in Q(τ 0 ). The first consequence of this choice is that E p−1 (τ 0 ) = 0 (see Section 2.1 of [9] ), which allows us to make the choice of ω = 0 in the following proposition.
Proposition 3.2 ([3, Lemma 1]).
Assume that p splits in Q(τ 0 ). Pick a complex number ω so that ω p−1 = E p−1 (τ 0 ). For i = 1, 2 let
for a positive integer A, then
Remark. A naive explanation for the choice of ω is as follows. Since E p−1 ≡ 1 (mod p) by the von Staudt-Clausen Theorem, we also ought to have E p−1 (τ ) ≡ 1 (mod p). In other words, if Proposition 3.2 is true for some choice of ω, then this should be a correct choice. Note however that the proposition is simply false as stated for inert primes although it may still happen that E p−1 (τ 0 ) = 0: For example, the prime 13 is inert in Q(
we have E 12 (τ 0 ) ≈ 0.98818418 = 0. Now the two weight 12 modular forms E 12 and E 12 + 13∆ with ∆ := (E Remark. Lemma 1 in [3] is formulated and proved only for the level N = 1. For the general case, the proof follows mutatis mutandis; we have omitted this simple translation of the proof for notational simplicity.
3.2.
Multiplication by the Θ-function and passage to half-integral weight.
Here we sketch how to generalize the results of the preceding subsection to halfintegral weight. To move from integral weight to half-integral weight, we use the simple (and common) technique of multiplying by Jacobi's Θ(τ ). Thanks to Jacobi's identity
,
(1 − q n ) denotes the Dedekind eta function , Θ does not vanish in the interior of the upper half-plane. We then need the following result on the action of this multiplication by Θ operation on quasimodular forms. Lemma 3.3. Let H ∈ C q be such that the product
is (a q-expansion of ) a quasimodular form of weight k ∈ Z on Γ = Γ 1 (N), where
Proof. Since ΘH ∈ M k (Γ), we have that
and it suffices to show that HDΘ ∈ M k+2 (Γ). It follows from (3.2) that
and therefore
as required.
Periodicity of Taylor coefficients.
We now have all the pieces in place to prove our main results.
Proof of Theorem 1.3. Suppose that
is a half-integral weight modular form with algebraic coefficients, and assume that both H(τ 0 ) and Θ(τ 0 ) lie in K. By Fermat's Little Theorem, if both n 1 , n 2 > 0, we have
Multiplication by Θ will preserve the congruences:
Lemma 3.3 (applied repeatedly) implies that both products
and we can apply Proposition 3.2 to conclude that
We now apply Corollary 2.4 to evaluate the quasimodular forms ΘD n 1 (H) and ΘD n 2 (H) of integral weight at τ 0 , and factor out Θ(τ 0 ). Now we choose Ω 2 = ω so that Θ(τ )/Ω ∈ K (this is possible since we know that Θ 2 (τ )/ω ∈ K). We can further guarantee that
where Nm is the norm map, and v p is the p-adic valuation. We then can cancel this quantity, and obtain the desired periodicity modulo powers of the splitting prime:
Examples
In this section, we present several examples for the periodicity of Taylor coefficients at two different CM points, τ 0 = i and
. For the sake of being completely explicit, we focus on modular forms for the group Γ 0 (4). It is a well-known fact, which is easily verified using the dimension formula for spaces of modular forms for this group, that the algebra of modular forms for this group is a free polynomial algebra on two generators. More precisely, we have where the usual Jacobi theta function Θ(τ ) was defined in (3.2) and 
denotes the Kronecker character and h ′ (D) denotes the modified class number of discriminant D, i.e. the number of SL 2 (Z)-equivalence classes of positive definite binary quadratic forms of discriminant D multiplied by 1/3 or 1/2 if D = −3 or D = −4 resp. Indeed we find that
and
Closely following the proof of [21, Proposition 28] we offer the next two propositions which allow us to compute the Taylor coefficients of any modular form for Γ 0 (4) at one of the points i and z 7 recursively. This method can be used completely analogously for Taylor coefficients at any other CM point, which is also why we only give a detailed proof of Proposition 4.1. Generalizing the method to other groups than Γ 0 (4) is also possible, but some care must be taken if the algebra of modular forms in question is not a free polynomial algebra, which it usually is not.
Before formulating the propositions, we introduce the following modification of the Serre derivative (see [21, Equation (67)] 2 ). Let φ be any quasimodular form of weight 2 for Γ 0 (4) such that the associated almost holomorphic modular form is given by φ
, hence transforms like a modular form of weight 2. The Eisenstein series 1 12 E 2 for instance would be a valid choice, but not always the most convenient 2 Note that in loc. cit., there is a slight typographical error in that the additional application of
φ f in the definition of ϑ 
where ψ ∈ M 4 (Γ 0 (4)) is given by ψ = Dφ − φ 2 . In the special case for instance where φ = E 4 . In this particular case, we omit the subscript of the operator, so ϑ
[n] := ϑ
[n]
1 12 E 2 . Our first proposition now gives the claimed recursion for the Taylor coefficients of a modular form at the point i.
where p n (t) is the polynomial defined recursively by
Proof. Since the completed weight 2 Eisenstein series E * 2 vanishes at i, it follows by comparing the associated Cohen-Kusnetsov series (see [21, Equation (68) 
maps modular forms of weight k to modular forms of weight k + 2n, we can view ϑ [n] as an operator on the polynomial ring C[Θ, F 2 ]. In particular, there is a polynomial
. Hence we can write
which yields the following recursion for P n :
The polynomials P n (X, Y ) are weighted homogeneous of weight k + 2n, where X has weight 1/2 and Y has weight 2. Thus we can write
we find the following differential recursion for p n :
i.e. together with the two stated initial values the recursion claimed. Thus we have shown that
which yields the claim using the values given in (4.1).
As an appplication of Proposition 4.1, we offer the following example.
Example 4.2. The Taylor coefficients of Θ at τ 0 = i are given as follows,
where we choose Φ = ε 4 πΩ
, and where ε = 1 + √ 2 is the fundamental unit in Q( √ 2). Concretely, we compute the following table of values from the recursion in Proposition 4.1. The number Φ here has been chosen in order to make the coefficients c(n) integers in Q( √ 2), which one may verify by a straightforward induction argument. In view of Proposition 3.2, the period should be chosen depending on the prime modulus p in order to find periodicity, but for the sake of uniformity, we keep this choice of period. By Fermat's Little Theorem, this still results in a periodic sequence modulo p but with a longer period than with the choice in Proposition 3. and that c(n) ≡ 57c(n + 50) (mod 5 3 ) for n ≥ 11. For p = 13, we obtain {c(n)} ∞ n=0 ≡ {1, ε, 1, −3ε, −8, 9ε, −11, −2ε, −12, 6ε, −4 7 } (mod 13).
With only a small alteration, we obtain the analogous result for the point z 7 .
Proposition 4.3. Let f ∈ M k (Γ 0 (4)) with k ∈ where q n (t) is defined recursively by q −1 (t) = 0, q 0 (t) = P (X, tX 4 ) X 2k , q n+1 (t) = 1 168 (592t − 5)(2k + 4n)q n (t) − (16t 2 − t)q ′ n (t) − 1 7056 n(n + k − 1)(6400t 2 + 15584t + 25)q n−1 (t) (n ≥ 0).
Proof. Let φ = (Θ 4 + 16F 2 ), whence
Then φ is a quasimodular form of weight 2 for Γ 0 (4) and φ * = 
