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2次元回帰分析における統計的推論
I はじめに
2次元回帰分析は， 2次元直行座標上に示され
る2組の点の布置の対応関係をもとに， 2平面聞
の関係を推し量る統計分析技法である．点分布パ
ターン分析の諸技法の中に 2次元回帰分析を位置
付けるならば， 2平面の各点の聞に l対1の対応
関係（平面聞の 1対 1の写像関係）を前提とする
点が特徴的である（杉浦， 1989）.このような性質
は，地図やイメージデータの補正など， 2平面の
重ねあわせをはかる問題一般で要求されるが，人
文地理学固有の問題としては，古地図（Tobler,
1994）や認知地図（若林， 1991)I）と客観的な測量
に基づく地図との対応関係や，立地論などから得
られる規範的分布と現実の立地との対応関係（杉
浦， 1989）の考察等に有用で戸ある．
Tobler (1965）により発案された 2次元回帰分
析は， 1977年のDiscussion paper ”Bi dimen 
sional regression”により整理され，近年Geo・
graρhical Analysis誌に，その内容がほぽ再掲さ
れた（Tobler,1994）.その内容は大きく分けて，
a）二つの点分布から 2平面聞の褒換規則を推定
する方法と，b）推定された変換規則を基に描かれ
る分析的な意図をもった地図学的表現方法，から
構成されている．このうち，前者の平面聞の変換
規則の推定を行なう装置が2次元回帰モデルである．
基準となる平面（説明されるべき空間）の i番目
の点座標を （u,,v，），回帰させる平面（説明をはか
る空間）の対応する点座標を （x,,y，） として， 2 
次元回帰モデルは次のように定義される（第 1
図）．
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ただし，（e，，五）は誤差項である．
誤差項の存在から分かるように， 2次元回帰モ
デルは，x-y座標系から u-v座標系への変換を
果たす系統成分の抽出を試みているといえる．
Tobler (1994）は最小2乗基準に基づくモデルの
理論地理学ノ ト， No.9(1995),1～17 
中谷 友樹
X 
第l図 2次元回帰モデルの概念
パラメター推定法と ともに， 2次元回帰モデルの
適合度指標として，次のような2次元相関係数R
を定義している．
記，｛（u,-u,)2+(v,-v,)2 
R=,/1- ¥ (2) 記，｛（u, u,)2+(v, v, 
ただし，u,v，は U;,V；の予i)lij値， u,vは｛U;}, { v;} 
の平均値である．
しかし，Tobler(1994）を含めた既存の研究で
は，パラメターの推定，適合指標の算出にとどま
り，統計学理論によるモテ？ルの評価をはかる手続
きが明らかでない．本稿では，この2次元回帰モ
デルにかかわる統計的な意思決定手段を整理し，
1）パラメターの推定と有意性検定，2) 2次元
相関係数によるモデルの適合度検定，3）モデルの
比較検定，を行なう方法をまとめてある．
I 2次元回帰モデル族の定式
Tobler (1994）によれば，2次元回帰モデルに
は次の四つの種類がある．すなわち， 1）ユーク
リッド変換モデル， 2）アフィン変換モデル， 3)
射影変換モデル， 4）曲線変換モデルである．
ユークリ ッド変換モデルは，相似的な伸縮，回
転，平行移動を考慮する変換モデルであ り，
(U;¥ （α1¥ /31 -/32¥ (X;¥ (e;¥ I l=! i十l l I l+! l (3) 
＼仇｝＼α＇2/ ¥/32 /31/ ¥y;I ¥y;I 
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と定義される．
アフィン変換モデルは，伸縮，回転，平行移動
に加え，せん断（shear）すなわち斜影を許す変換
のモデルであり，
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と定義される．
射影変換モテ、ルは，ある視点から見た図像を得
るための変換モテボルで、あり，
／β，x,+ /32Y，＋」:la¥ 
（ご）＝（；：；：；：：）＋（；
＼α，x，＋ぬy,+aa1 
(5) 
と定義される．
ユークリッド，アフィン，射影変換は，変換前
の直線が変換後も直線に保たれるという意味で，
幾何学的に線形な変換であるが，曲線変換は，直
線の変換後の姿が一般に曲線となる非線形な変換
である（Tobler,1994）.曲線変換モデjレでは，伸
縮，回転，せん断などの変換規則に局所的変異を
許し，その局所的な変換規則を探るための地図学
的表現方法がTobler(1994）により解説されてい
る．曲線変換モデルは，級数を用いて定式化され
るが，用いる級数により幾つかの種類が考えられ
る（Tobler,1994,pp.195 196）.本稿では Tobler
(1994）自身が採用した複素べき級数を用いた変換
モデルのみを示す． 2次元座標を示す複素数z,=
x,+ y,iを用いて，
zf=(x,+ y,i)k(6) と定義し，曲線変換モデル
は次のように示される．
(:;)=(~;::1::~;~:~~~ ::~:~:~~i) + (;) 
(7) 
ただし， Kはモデルで考慮する級数の最大次数で
ある.Re(zf)は複素数zfの実数部， Im(zf)は， zfの
虚数部を示しており，例えば，
{ Re(z~)= l 
Im(z?)=O 
(8) 
{ Re巴（zD
Im(z/)=y, 
(9) 
{ Re(zD = X7 y~ 
Im(zD= -2x,y, 
(JO) 
である．その結果， K=lの時，この曲線変換モデ
ルはユークリッド変換モデルに， K=Oの時，次に
示す帰無モデルに一致する．
帰無モデルとは，基準座標 ｛u,vJの説明に，
座標組み ｛x,,yJが無意味な場合のモデルであり，
2次元回帰の場合，次のような定数項のみのモデ
ルとして定義できる．
（；）＝（；）＋（；） ）???（
I 2次元回帰モデルのパラメター推定
と検定
Tobler (1965, 1994）では，誤差の最小2乗基
準によりパラメター推定が定義されている．この
推定法の背景には，モデルの誤差に対する正規分
布の仮定が非明示的に存在する．実際， 2次元回
帰モデルの誤差（e，，五）に，互いに独立で、同ー の分
散をもった正規分布を仮定した時，次のように自
然に最小2乗法によるパラメター推定が導かれる．
いま， 2次元回帰モデルの尤度Lは，正規分布
の確率密度関数をf, u,,v，の推定に関るパラメ
ター・ベクトルをそれぞれOu，。u，点の総数を η
として，誤差の独立性から，
L=ijf(u, I Ou)・f(v, I Ov) (12) 
となる． したカぎって，
L＝立－上下xpl-b(u,-u品）)21
i=I (2πσ ） , L 」
・~マexpl --J:τ（v,-v,(Ov))21 (I司(2710)" Lo J 
＝高平巴xp［一歩
会｛（紘一仏（0山
である．よって，対数尤度lは定数項を除いて以下
のように示される．
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第 l表 線形回帰モデルとしての2次元回帰モデルの要約
Model type (t) ρ 
transformation 
2D-Euclidian 4 
2D-Affin 6 
2D-Curvilinear* (K+l）×2 
2D-Null 2 
* ・ Complex expansion-series case 
lう Numberof parameters 
x' =(x1;・・,xN) y' =(y1;・・,YN) 
I' = (1, .,1) O' = (0，・，0)
z•' =(zf'；・・，z;)
zt =(x,+ y,i)" 
、ー一一~一一一， 、ー一、r一J
N times N times 
1 n 
l = -nloga2-b 記｛Cu,-u;( Ou))2 
t.,U z=l 
+(v,-v.COv))2} (15) 
対数尤度の最大化は，式（15）の右辺第2項の最小化
すなわち予測誤差の 2乗和の最小化であり，パラ
メターの最尤推定量は最小2乗推定量であること
がわかる．
対数尤度の最大化の条件は， h番目のパラメ
ターをぬとして，全ての kに対する以下の方程式
。l A 
ae. v (16) 
を満足することである．すなわち，この方程式を
全ての kの場合について同時に解くことで，パラ
メターの最尤推定量がえられる．
例えは、，；号無モデルにおける二つのパラメター
の最尤推定量は，
θl A 
3αI V 
θJ A 
3α2 V 
u；＝αl 
V；＝α2 
。司
(18) 
(19) 
(20) 
Design matrix (D,) and 
parameter vector (y,) 
De= (10 x-y) 0 1 y X 
re'= （α1,a2,/J1,/J2) 
D = (IO x y O 0)
a OIOOxy 
re'= （α1,a2,/J1,/J2，β，/3,) 
D -(Re(z0) Im(z0) R巴（zK）ーIm(zK))
a Im(z0) Re(z0) ・ ・ Im(zK) Re(zK) 
re'= （αo,/Jo，・αK,/3K)
Do=(~ ~) 
ro＇＝（α1,a，〕
より，
- 1ムーα1=-2..;u,=u n t亘1
- 1ムα2＝乙Jv,= V 
nr;;1 
と解け，帰無モデルでは
u,=u 
V;= V 
であるとわかる．
。1)
。2)
。3)
(24) 
射影変換モデルでは，モデル式自体が非線形で
あるために，条件式（16）を満足するパラメターを，
ニュートン・ラプソン法などのくり返し計算で求
めねばならない．これに対して，ユークリッド変
換モデル，アフィン変換モデル，曲線変換モデル
は，いずれも加法的な線形モデルAddtivelinear 
modelとみなすことができ，パラメター推定をよ
り容易に行なえる．ここで，いずれのモデル式も
次のように行列表記できることに注意されたい．
w=D,r，＋ε 。
ただし， wは基準となる座標を示すベクトル
w'=(u1;・・,UN,V1，・・，VN) 。
D，γtは各モテゃルt（ユークリッド変換，アフィン
-13-
変換，曲線変換）に対応したデザイン行列2）とパラ
メター・ベクトルで、ある（第 l表）．そして，εは
誤差ベクトルであり，
c:'=(e1,/1，一・eN，ん）
～N(o，σ2 I2n) 
。7)
側
である．ただし，hnはZn×Znの単位行列を意味する．
誤差項には分散が同一で‘互いに独立な正規分布
が仮定されていることから，式闘は， 一般的な線
形重回帰モデルと形式的に一致する．すなわち，
ユークリ ッド変換，アフィン変換，曲線変換の各
モデルの場合，各モデルに対応したデザイン行列
を組むことにより，通常の回帰分析の解法ルーチ
ンでパラメター値が推定できる．各ノマラメターの
t値による信頼区間の推定と検定手続きは，通常
の重回帰モデルと全く同じである．
すなわち，パラメター・ベクトルの推定量は，
r=(DfD,) 1Dfw, (29) 
で与えられ，各パラメタ－e.について，次のような
自由度Zn－ρ（ρはモデルの自由パラメター数）の
t分布に関する検定統計量が得られる．
~ e.-e. －一一－
ι • v'~ ,(d+ /,2)/(Zn－ρ） v' a •• 
～f2n－ρ 。）
ただし，a••は， (DW，）→のh番目の対角要素である．
いま，e.=oとおいて計算された九の値が，自由
度Zn－ρのt分布から得られる適当な棄却域の
中にあれば、，帰無仮説。.＝oが棄却され，パラメ
ターぬは有意にOでないと判断できる3＞.同様にし
て，e.のとる値に対する他の仮定も検定できる．詳
しくはジョンストン（1975,pp.141-203）を参照さ
れたい．
射影変換の場合，パラメターの信頼区間，検定
は，最尤推定量の漸近正規性（坂元ほか，1983)
を用いて大集団近似を利用しなければならない．
この場合，大集団を仮定すると，パラメタ－e.の推
定分散を Var（ぬ）として，
8 -8 N, ＝ゥ詩~～N(O,l)
ザ var a.1 
となる検定統計量を得る（ドブソン，1993,p.50). 
ただし， Var（ぬ）は，行列のが要素が，
。I)
en 
aeJJB; (32) 
で与えられるフィッシャー情報行列の逆行列にお
ける h番目の対角要素として求められる．
ふたたび，e.=oを式。I）に代入して得られる統計
量N.が，標準正規分布により設定される適当な棄
却域の中にあれば，パラメタ－e.は有意に Oでな
いと判断できる．同様にして，ぬのとる値に対する
他の仮定も検定できる．詳細はドブソン（1993,
pp.50-57）を参照されたい．
IV 2次元回帰モデルの適合度検定
通常のパッケージにより算出される決定係数
は， l次元の基準により分散が評価されるため，
2次元相関係数Rの2乗とは一致しない．しか
し， 2次元相関係数は， 2次元回帰の分散分析，
すなわち， 2次元回帰モデルと帰無モデルとの比
較検定に適切なものである．
1) F統計量による 2次元回帰モデルの有意
性検定
まず，古典的推測統計学に基づく分散分析を考
える．最初に，任意の2次元回帰モデルtが正しい
と仮定する．すなわち，
e，＝紘一i，～N(0,02) 側
!,=v,-fJ，～N(0,02) (34) 
を仮定する.x2分布の定義4）から，
--:!zRSS，＝土｛坐チ主十年チよl
V t=l¥ V V J 
～Xin P (35) 
である．ただし，RSS，はモデルtの総2乗誤差，
ρはモデルtの自由パラメター数である．
もし，帰無モデルも正しいならば， RSSoを帰無
モテ守ルの総2乗誤差として，
?
???
????
??? ? ー???
??
?
??????
～Xin 2 (36) 
である．ただし，式側・仰の結果を利用している．
さらに， x2確率変数の差は，再びx2確率変数であ
り （ドブソン，1993,p.8), 
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会（RSSo RSS,)~ xi-2 。司
となる．
この結果，式問・（問及びF分布の定義5）より，
Y士、 （RSSo-RSS，）／（ρ 2) 
ハ－ RSS,/(2n-2) 
～Fp-2,2n-2 
という検定統計量Rを得ることができる．
(38) 
(3功
すなわち，自由度（ρ－2,2n-2），有意水準αの
F分布の限界水準をF（α）｛ρ 2,2n2）とすれば，
F,<F（α）（p 2,2n 2) (40) 
という不等式を満たす時， 2次元回帰モデルtと
帰無モデルの誤差がともに同じ分散をもっ正規分
布に従う（有意な差異がない）と判断できる．逆
に，この不等式を満足しない場合は， 2次元回帰
モデル tの誤差分散は，帰無モデルのそれよりも
有意に小さい（有意に優れている）といえる．
また，2次元相関係数Rの定義（式（2））から，
?. RSS, R乙＝l一一一__E_RSS，。 (41) 
であり，したがって， F，をRの関数として
F, 2n-2.~ － zρ－2 1-R乙 (42) 
と示すことができる．
2) AICによる 2次元回帰モデルの有意性検
，ム
刃三
次に，情報量統計学に基づく任意の 2次元回帰
モデルの有意性検定を考える．情報量統計学に従
うならば，最尤モデルの平均対数尤度のデータに
関する期待値が高いほど，優れたモデルといえる
（坂元ほか， 1983,pp. 42-43）.もっとも，一般に
最大対数尤度は期待平均対数尤度より大きしそ
の来離は自由パラメターの増加に伴い増大する．
AIC（赤池の情報量基準）は，そのような最大対数
尤度と自由パラメター数のトレードオフ関係を考
慮、してモデルを評価する指標である.AICは次の
ように定義される（坂元ほか， 1983,p. 43). 
AIC,= 2max(l,)+2ρ 側
ただし， max(l，）はモデルtの最大対数尤度を，
ρはモデルの自由パラメター数を示している．評
価されるモデルの中で最小のモデルが最も優れた
モデル（MAICE）として採択される.AICの差は
通常2以上ならば有意と考えられ，それは lつの
自由パラメターの増加により期待されるモデルの
平均対数尤度の増加分に対応する（柳井・高根，
1985, pp. 57-58). 
任意の2次元回帰モデルのAIC,（自由パラメ
ター数p）と帰無モデルのAIC。の差をとると，
DAIC,o=AIC, AIC。 (4) 
=2nlog記｛（u,-u,)2+(v,-v,)2} 
+n-2ρ－2nlog記｛（紘一反）2
+(v,-v)2}-n十2・2 (45) 
=2nlog(RSS,/RSSo) 2（ρ2）附
=2nlog(l-R2)+2（ρ－2）刷
となる．従って， DAIC,o<Oならば，2次元回帰モ
デルtは帰無モデルより優れており，とくに
DAIC，。＜－2ならは＼有意に帰無モデルより優れ
ているといえる．
V 2次元回帰モデルの比較検定
適合度検定は2次元回帰モデルと帰無モデルと
の比較検定であり，任意のモデル聞の比較検定に
議論を一般化することは容易である．このような
2次元回帰モデル聞の比較は，次のような場合に
必要となろう.a）問題となっている座標変換は，
ユークリッド変換で十分なのか，それともより複
雑な変換が必要なのか， b）級数による曲線変換
モデルの場合，どの次数K までを考慮すべきか，
c）回帰先の座標データ（説明座標）が複数ある場
合，どの座標データが基準座標データ（被説明座
標）をよりよく説明しているのか，等である．前
節と同様に，古典的推測統計学的方法と，情報量
統計学的方法に則った二つの方法を示す．
1) F統計量による 2次元回帰モデルの比較
検定
二つのモデル t,r及び各モデルの自由パラメ
ター数をρ，qとする．ここでは，モデルtの方が
モデルrよりも多くの自由パラメターをもっ
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（ρ＞q）一般的なモデルと仮定する．
前章の議論と全く同様に，まず，より一般的な
モデルtの分布の正しさを仮定する．もし，モデル
rの分布もモデルtと同じ分散をもっ正規分布な
らlま＼
r.、 （RSS,-RSS，）／（ρ－o) 
~ ,,- RSS,/(Zn-p) 
～Fp-q,Zn－ρ 
仏印
刷
という検定統計量F，を得る．ただし，RSS，はモデ
ルrの総2乗誤差である．また，モデル t,rの2
次元相関係数をそれぞれR,,Rγとすると，
F,=1笠二P.. EとEl
tr ρ－q 1-m (50) 
と表わすことができる．前章の場合と同様に，こ
のF，が実際に該当する F分布に従っているかど
うか片側検定を行なうことで，モデルの有意差が
検定できる．
すなわち，自由度（ρ－q,Zn－ρ），有意水準α
のF分布の限界水準をF（α）（ρ－q,Zn-P）とすれば，
F廿＜F（α）（p q,Zn P) (51) 
という不等式を満たす時， 2次元回帰モデルtと
rには有意な差異がないと判断できる．逆に，この
不等式か1荷たされない場合， 2次元回帰モデル t
は有意にモテールァよりも優れていると判断できる．
しかし先に示した C）の場合（複数の説明座標
データ聞の比較）では，同ーの回帰モデルを仮定
すると，自由パラメター数は同一になり不都合が
生じる．その場合，次のような統計量を利用すれ
ばよい
r, RSS,/(Zn-q) 
' ,,-RSS,/(Zn－ρ） 
=_l竺二五.l二El
Zn-q 1-Ri 
(52) 
(53) 
(54) ～F(zn q,Zn P) 
なお，この場合は先験的にモテゃルの優劣が判断てい
きないことから，両側検定が妥当であろう．
2) AICによる 2次元回帰モデルの比較検定
モデル t,rのAIC差DAIC,t土，
DAIC,,=AIC, AIC, 
=ZnlogRSS，＋η－2ρ 
-[2ηlogRSS,+n 2ρ］ 
RSS =Znlog討－2（ρq)
1-m =Znlog------;t-2（ρ－q) 1－瓦γ
(5) 
(56) 
6司
(58) 
であり，次のようにモデルの優劣が判断できる．
DAIC,,<-2の場合，モデルtがモデル rより
有意に優れる．
Z<DAIC甘くOの場合，モデルtがモデル rよ
り優れるが，有意でない．
O<DAICt,<2の場合，モデル rがモデルtより
優れるが，有意でない．
DAIC,,>2の場合，モデルrがモデルtより有
意に優れる．
VI おわりに
本稿は， 1）パラメター推定とその有意性の検
定， 2) 2次元相関係数によるモデルの適合度に
関する有意性検定， 3）モデルの比較に関する検
定，の 3点について， 2次元回帰分析（Tobler,
1994）の統計学的補足を行なった．本稿で示した
a）線形重回帰モデルの計算ルーチンによる，
ユークリッド変換・アフィン変換・曲線変換モデ
ルのパラメターの推定，有意性検定方法は，通常
の統計ノマッケージや統計計算機能をもった表計算
ソフトによって， 2次元回帰分析が容易に実行で
きることを示している．また， b) 2次元回帰モデ
ルの有意性，比較検定を 2次元相関係数を用いて
行なう方法は，推測統計学と情報量統計学による
いずれの場合も， 2次元相関係数の値とモデルの
パラメター数，サンプル数から計算が可能である
ため，過去の研究成果の再検討も容易に行なえる
利点がある．
（東京都立大学・理学部・院）
、 ?
1) 2次元回帰分析は，認知地図の歪みの測定に関
する研究で，最も頻繁に用いられてきた．関連す
る認知地図研究の一覧は若林（1991）に整理され
ている．
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2）式仰のような線形回帰モデルの行列表記におい
て，パラメターとデータの対応関係を指示する行
列をデザイン千子列という（ドブソン， 1993,p. 23). 
3）例えば，ユークリッド変換モデル（式（3）にお
いて，パラメター β2が有意にOでないならば，有
意に回転が行なわれていることを意味する この
ような検定は，認知地図の歪みの測定（若林，1991)
等に有用であろう．
4) （中心）x＇分布は，各々が標準正規分布に従う独
立な確率変数の2乗手口として定義される（ドブソ
ン， 1993,p. 7). 
5) （中心）F分布は，二つの独立な（中心）ど確率
変数をそれぞれの自由度で除したものの比として
定義される（ドブソン， 1993,p.8). 
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