Laman graphs model planar frameworks which are rigid for a general choice of distances between the vertices. There are finitely many ways, up to isometries, to realize a Laman graph in the plane. In a recent paper we provide a recursion formula for this number of realizations using ideas from algebraic and tropical geometry.
Introduction
Suppose that we are given a graph G with edges E. We consider the set of all possible realizations of the graph in the plane such that the lengths of the edges coincide with some edge labeling λ : E → R ≥0 . Edges and vertices are allowed to overlap in such a realization. For example, suppose that G has four vertices and is a complete graph minus one edge. Figure 1 shows all possible realizations of G up to rotations and translations, for a given edge labeling. We say that a property holds for a general edge labeling if it holds for all edge labelings The realizations of a graph can be considered as structures in the plane, which are constituted by rods connected by rotational joints. If a graph with an edge labeling admits infinitely (finitely) many realizations up to rotations and translations, then the corresponding planar structure is flexible (rigid).
The study of rigid structures, also called frameworks, was originally motivated by mechanics and architecture, and it goes back at least to the 19th century. Nowadays, there is still a considerable interest in rigidity theory [4] due to various applications in natural science and engineering.
A graph is called generically rigid (or isostatic) if a general edge labeling yields a rigid realization. No edge in a generically rigid graph can be removed without losing rigidity, that is why such graphs are also called minimally rigid in the literature. The complete graph on four vertices K 4 is for instance not considered to be generically rigid, since for a general choice of edge lengths it will not have a realization. Gerard Laman [6] characterized the property of generic rigidity in terms of the number of edges and vertices of the graph and its subgraphs, hence such objects are also known as Laman graphs. 
All realizations of a Laman graph can be obtained as the solution set of a system of algebraic equations, where the edge labels are interpreted as parameters. In general it is difficult to produce results on the number of real solutions of such systems. In such situations, one often switches to a complex setting; this also enables us to apply results from algebraic geometry. Hence, from now on, we are interested in the number of complex solutions, up to an equivalence relation on C 2 generalizing direct isometries of R 2 ; this number is the same for any general choice of parameters, so we call it the Laman number of the graph. For some graphs up to 8 vertices, this number had been computed using random values for the parameters [5] -this means that it is very likely, but not absolutely certain, that these computations give the true numbers. Upper and lower bounds of Laman numbers are considered in [3, 7, 1] . Note that for many Laman graphs there exists a labeling such that the number of real realizations is precisely the Laman number. However, there are Laman graphs for which the Laman number gives only an upper bound on the number of real realizations.
Our main result is a combinatorial algorithm that computes the number of complex realizations of any given Laman graph; it is much more efficient than just solving the corresponding nonlinear system of equations. The algorithm and its correctness proof are presented in detail in [2] . The purpose of the current paper is to provide a concise summary of this result focusing on the main ideas and the algorithmic point of view rather than on proofs.
Main result
By a graph we mean a finite, connected, undirected graph without self-loops or multiple edges. We write G = (V, E) to denote a graph G with vertices V and edges E. An edge e between two vertices u and v is denoted by {u, v}.
Using nonnegative real labels, the number of embeddings is not well-defined, since it may depend on the actual labeling and not only on the graph. In order to define a number that depends only on the graph, we use a complex setting.
Let λ be a labeling of G: we say that a realization ρ is compatible with λ if for each e ∈ E the distance between its endpoints agrees with its label:
where x, y = x 1 y 1 + x 2 y 2 .
A labeled graph (G, λ) is realizable if and only if there exists a realization ρ that is compatible with λ. We say that two realizations of a graph G are equivalent if and only if there exists a direct isometry σ of C 2 between them, where σ is a map of the form
where A ∈ C 2×2 is an orthogonal matrix with determinant 1 and b ∈ C 2 .
Definition 2.2. A labeled graph (G, λ)
is called rigid if it is realizable and there are only finitely many realizations compatible with λ, up to equivalence.
Our main interest is to count the number of realizations of generically rigid graphs, namely graphs for which almost all realizable labelings induce rigidity.
Definition 2.3. A graph G is called generically realizable if for a general labeling λ the labeled graph (G, λ) is realizable. A graph G is called generically rigid if for a general labeling λ the labeled graph (G, λ) is rigid.
The number of realizations can be found by solving the system of equations
Equivalently, we can study the map r G whose preimages correspond to the solutions of the above system
Still we get infinitely many solutions due to translations and rotations. Translations can be eliminated by moving one vertex to the origin. In order to handle rotations we perform the following transformation
Then the above equations become
In this way, solutions that differ only by a rotation are the same in a suitable projective setting. If we transform the map r G accordingly we obtain a map whose degree is finite and gives the sought number of realizations. In order to set up a recursive formula for the degree of the map, we want to be able to handle the two factors (x u − x v ) and (y u − y v ) independently. To do this we duplicate the graph, and for technical reasons we allow a more general class of graphs. The resulting concept is roughly speaking a pair of graphs (G, H) with a bijection between their sets of edges. We identify edges by this bijection. A bigraph is a pair of finite undirected graphs (G, H) -allowing several components, multiple edges and self-loops -where G = (V, E) and H = (W, E). The set E is called the set of biedges, and there are two maps that assign to each e ∈ E the corresponding vertices in V and W , respectively. Note that G and H are in general different graphs but there is a bijection between their sets of edges.
Definition 2.4.
We define the Laman number Lam(B) of a bigraph B as the degree of an associated map defined in a similar way as r G . Moreover, we show (Proposition 2.9) that the Laman number of a graph equals the Laman number of the corresponding bigraph.
The idea for proving our recursion formula is inspired by tropical geometry: we consider the equation system over the field of Puiseux series; an algebraic relation between Puiseux series implies a piecewise linear relation between their orders. We encode these piecewise linear relations in a combinatorial data which we call bidistance. A bidistance is a pair of functions from the edges to rational numbers, which satisfies certain conditions. Using a bidistance d of a bigraph B we can define a new bigraph B d with the same number of edges. The solutions of the equations for the bigraph B that correspond to the bidistance d are in bijection with the solutions of the equations for B d . Then the solutions for B are partitioned by the bidistances so that we get the following formula for the Laman number:
From this we finally show the combinatorial recursion formula (Theorem 2.8). For doing so we prove that Lam(B d ) is either easy to compute or the product of two Laman numbers of bigraphs with fewer edges each. We need some more notation to state the theorem. It can be easily seen, that if G is a Laman graph, then the bigraph (G, G) is pseudo-Laman. From a given bigraph we want to construct new ones with a smaller number of edges. We introduce two constructions, a quotient and a complement, both for usual graphs and for bigraphs. Definition 2.6. Let G = (V, E) be a graph, and let E ′ ⊆ E. We define two new graphs, denoted G / E ′ and G \ E ′ , as follows.
⊲ Let G ′ be the subgraph of G determined by E ′ . Then we define G / E ′ to be the graph obtained as follows: its vertices are the equivalence classes of the vertices of G modulo the relation dictating that two vertices u and v are equivalent if there exists a path in G ′ connecting them; its edges are determined by edges in E \ E ′ .
⊲ LetV be the set of vertices of G that are endpoints of some edge not in Furthermore, we show the following proposition in [2] , which completes the recursive algorithm for computing Laman numbers.
Proposition 2.9. The number of realizations of a Laman graph G is equal to the Laman number of the bigraph (G, G).

Conclusion
Using the recursion formula from Theorem 2.8 we were able to compute Laman numbers for all Laman graphs up to 12 vertices. Furthermore, we computed Laman numbers for single graphs up to 18 vertices, which was out of reach with the previous methods. For further details and proofs we refer to the aforementioned paper [2] . Additional information including implementations in Mathematica and in C++ can be found at www.koutschan.de/data/laman/.
