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Abstract
Relation extraction has been widely studied to ex-
tract new relational facts from open corpus. Previ-
ous relation extraction methods are faced with the
problem of wrong labels and noisy data, which sub-
stantially decrease the performance of the model.
In this paper, we propose an ensemble neural net-
work model - Adaptive Boosting LSTMs with At-
tention, to more effectively perform relation extrac-
tion. Specifically, our model first employs the re-
cursive neural network LSTMs to embed each sen-
tence. Then we import attention into LSTMs by
considering that the words in a sentence do not con-
tribute equally to the semantic meaning of the sen-
tence. Next via adaptive boosting, we build strate-
gically several such neural classifiers. By ensem-
bling multiple such LSTM classifiers with adaptive
boosting, we build a more effective and robust joint
ensemble neural networks based relation extractor.
Experiment results on real dataset demonstrate the
superior performance of the proposed model, im-
proving F1-score by about 8% compared to the
state-of-the-art models.
1 Introduction
Many NLP tasks have been built on different knowledge
bases, such as Freebase and DBPedia. However, the knowl-
edge bases could not cover all the facts in the real world.
Therefore, it is essential to extract more common relational
facts automatically in open domain corpus. As known, rela-
tion extraction (RE) aims at extracting new relation instances
that are not contained in the knowledge bases from the un-
structured open corpus. It aligns the entities in the open cor-
pus with those in the knowledge bases and retrieves the en-
tity relations from the real world. For example, if we aim to
retrieve a relation from the raw text, “Barack Obama mar-
ried Michelle Obama 10 years ago”, a naive approach would
be to search the news articles for indicative phrases, such as
“marry” or “spouse”. However, the result may be wrong since
human language is inherently various and ambiguous.
∗Corresponding author
Previous supervised RE methods require a large amount
of labelled relation training data by human-hand. To address
this issue, Mintz et al. [Mintz et al., 2009] proposed an ap-
proach via aligning the entity in KB for later extraction with-
out plenty of training corpus. However, their assumption -
there is only one relation existing in a pair of entities, was ir-
rational. Therefore, later researches assumed more than one
relation could exist between a pair of entities. Hoffmann et
al. [Hoffmann et al., 2011] proposed a multi-instance learn-
ing model with overlapping relations (MultiR) that combined
a sentence-level extraction model for aggregating the individ-
ual facts. Surdeanu et al. [Surdeanu et al., 2012] proposed
a multi-instance multi-label learning model (MIML-RE) to
jointly model the instances of a pair of entities in text and
all their labels. The major limitation of the above methods
is that they cannot deeply capture the latent semantic infor-
mation from the raw text. It is also challenging for them to
seamlessly integrate semantic learning with feature selection
to more accurately perform RE.
Recently, deep neural networks are widely explored for re-
lation extraction and have achieved significant performance
improvement [Zeng et al., 2015; Lin et al., 2016]. Compared
with traditional shallow models, deep models can deeply cap-
ture the semantic information of a sentence. Zeng et al. [Lin
et al., 2016] employed CNN with sentence-level attention
over multiple instances to encode the semantics of sentences.
Miwa and Bansal [Miwa and Bansal, 2016] used a syntax-
tree-based long short-term memory networks (LSTMs) on the
sentence sequences. Ye et al.[Ye et al., 2017] proposed a uni-
fied relation extraction model that combined CNN with a pair
of ranking class ties. However, the main issue of existing deep
models is that their performance may not be stable and could
not effectively handle the quite imbalanced, noisy, and wrong
labeled data in relation extraction even if a large number of
parameters in the model.
To address the above issues, in this paper we propose a
novel ensemble deep neural network model to extract re-
lations from the corpus via an Adaptive Boosting LSTMs
with Attention model (Ada-LSTMs). Specifically, we first
choose bi-directional long short-term memory networks to
embed forward and backward directions of a sentence for bet-
ter understanding the sentence semantics. Considering the
fact that the words in a sentence do not contribute equally
to the sentence representation, we import attention mecha-
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Figure 1: The framework of Ada-LSTMs contains three layers: feature layer, bi-directional Stacked LSTMs’ layer with attention and adaptive
boosting layer. si indicates the original input sentence with a pair of entities and their relation.
nism to the bi-directional LSTMs. Next we construct multi-
ple such LSTM classifiers and ensemble their results as the
final prediction result. Kim and Kang [Kim and Kang, 2010]
showed that ensemble with neural networks perform better
than one single neural network in prediction tasks. Motivated
by their work, we import adaptive boosting and tightly cou-
ple it with deep neural networks to more effectively and ro-
bustly solve the relation extraction problem. The key role
of adaptive boosting in our model is re-weighting during the
training process. The weight of incorrectly classified samples
will increase. In other words, the samples classified wrongly
gain more attention so that the classifier is forced to focus on
these hard examples. Note that attention can distinguish the
different importance of words in the sentence, while adap-
tive boosting can use sample weights to inform the training
of neural networks. In a word, the combination of the two
can more precisely capture the semantic meaning of the sen-
tences and better represent them, and thus help us train a more
accurate and robust model.
We summarize the contributions of this paper as follows.
• We propose a Multi-class Adaptive Boosting Neural
Networks model, which to our knowledge is the first
work that combines adaptive boosting and neural net-
works for relation extraction.
• We utilize adaptive boosting to tune the gradient descent
in NN training. In this way, a large number of param-
eters in a single NN can be learned more robustly. The
ensembled results on multiple NN models can achieve
more accurate and robust relation extraction result.
• We evaluate the proposed model on a real data set. The
results demonstrate the superior performance of the pro-
posed model which improves F1-score by about 8%
compared to state-of-the-art models.
2 Related Work
As an important and fundamental task in NLP, relation ex-
traction has been studied extensively. Many approaches for
RE have been developed including distant supervision, deep
learning, etc. Distant supervision was firstly proposed to ad-
dress this issue by [Mintz et al., 2009]. Mintz et al. aligned
Freebase relations with Wikipedia corpus to automatically ex-
tract instances from a large-scale corpus without hand-labeled
annotation. Riedel et al. [Riedel et al., 2010] tagged all
the sentences with at least one relation instead of only one.
Hoffmann et al. [Hoffmann et al., 2011] also improved the
previous work and aimed at solving the overlapping relation
problem. Surdeanu et al. [Surdeanu et al., 2012] proposed
a multi-instance multi-label method for relation extraction.
Zheng et al. [Zheng et al., 2016] aggregated inter-Sentence
information to enhance relation extraction.
With neural networks bursting out many fields of research,
researchers also began to apply this new technique to relation
extraction. Zeng et al. [Zeng et al., 2014] first proposed a
convolutional neural network (CNN) for relation classifica-
tion. Zhang et al. [Zhang et al., 2015] proposed to utilize
bidirectional long short-term memory networks to model the
sentence with sequential information about all words.
Recently, attention has been widely used in NLP tasks.
Yang et al. [Yang et al., 2016] used a two-layer attention
mechanism for document classification, which inspires us to
focus on the word understanding level. Liu et al [Lin et al.,
2016] also used the attention level to its CNN architecture
and gained a better performance in extraction. [Zhang et al.,
2017] combines an LSTM sequence model with a form of
entity position-aware attention for relation extraction.
Besides, ensemble learning is a well-known machine learn-
ing paradigm which tries to learn one hypothesis from train-
ing data, ensemble methods. Freund et al. [Freund et al.,
1996] was the first paper which proposed Adaboost. Rokach
et al. [Rokach, 2010] showed us the technique of generating
multiple models strategically and combining these models to
improve the performance of many machine learning tasks. Li
et al. [Li et al., 2017] also showed that ensemble technique
can be successfully used in transfer learning.
3 Methodology
Given a sentence si ∈ S, where S is a corpus, and its cor-
responding pair of entities ϕ = (e1, e2), our model aims at
measuring the probability of each candidate relation Ωi ∈ L.
L is defined as {1, 2, 3, ..., C}, where C is the number of re-
lation classes.
Figure 1 shows the overview of the model framework.
The model mainly consists of three layers: feature layer, bi-
Notations Interpretation
Y the final trained classification model
γt(x) a neural network classifier
T the number of trained neural network classifiers
αt the weight of the neural classifier γt(x)
Dt the weight vector for total samples at the tth
epoch
Dt(si) the weight for sentence si at the tth epoch
si the ith sentence in the corpus S
rwk the kth word in a sentence si
Table 1: Notations and their meanings.
directional LSTMs layer with an attention and adaptive boost-
ing layer. The feature layer makes sentence vectorized and
embeds them as the input of the model. The bi-directional
LSTMs with attention layer can deeply capture the latent
information of each sentence. Attention mechanism could
weight each phase in a sentence, which is learned during the
training process. The adaptive boosting layer combines mul-
tiple classifiers to generate the final weighted joint function
for classifying the relation. The essential notations used in
this paper and their meanings are given in Table 1. Next, we
will introduce the three layers of the proposed model in de-
tails in the following sections.
3.1 Embedded Features
The embedded features contain word embeddings and posi-
tion embeddings. We use two embedded features for relation
extraction as the input of the bi-directional long short-term
memory neural networks. We describe the embedding fea-
tures as follows.
Word Embeddings
The inputs are some raw words {rw1,rw2,...,rwl}, where l is
the length of the input sentence. We make every raw word
rwi represented by a real-valued vector wi via word embed-
ding which is encoded by an embedding matrix M ∈ Rda×V ,
where V is the representation of a fix-sized vocabulary and
da is the dimension of the word embedding. In our paper, we
use the skip-gram model to train word embeddings.
Position Embeddings
A position embedding is defined as a word distance, which
is from the position of the word to the positions of the enti-
ties in a sentence. A position embedding matrix is denoted as
P ∈ Rlp×dp , where lp is the number of distances and dp is
the dimension of the position embedding proposed by Ye et
al. [Ye et al., 2017]. As there are two entities in a sentence
that we need to measure their distances to the word, we have
two dp values. Therefore, the dimension of the word repre-
sentations is dw = da + 2× dp and the final input vector for
raw word rwi is xi = [wi, d
p
1, d
p
2].
3.2 Multi-class Adaptive Boosting Neural
Networks
The Multi-class Adaptive Boosting Long Short-term Memory
Neural Networks (Ada-LSTMs) is a joint model, in which
several neural networks are combined together according to
their weight vector α, learned from adaptive boosting algo-
rithm. Before describing the model in detail, we would like
to show the motivation for coming up with this model. We
first analyze the distribution of a public dataset for relation
extraction, which is currently widely used as the benchmark
and released by [Riedel et al., 2010]. The data distribution
is quite unbalanced. Among the 56 relation ties, 32 of them
have less than 100 samples and 12 of them have more than
1000 samples. Besides, as [Liu et al., 2016] discussed, the
dataset has wrong labelling and noisy data problems. Thus
it is difficult for a single model to achieve promising result
on relation extraction with such noisy and distorted training
data. Therefore, it is essential to introduce a robust algorithm
to alleviate the wrong labelling data issue and the distortions
of the data.
In our model, we adopt multi-class adaptive boosting
method to improve the robustness of the neural networks for
relation extraction. For the neural networks part, we use
LSTMs because it is naturally suitable to handle the sequen-
tial words in a sentence and captures the meanings well. For
the ensemble learning part, Adaboost is a widely used ensem-
ble learning method that sequentially trains and ensembles
multiple classifiers. The tth classifier is trained with more
emphasis on different weights on the input samples, which
is based on a probability distribution Dt to re-weighing the
samples. The original adaptive boosting [Freund et al., 1996]
is to solve the binary classification problems and calculate the
samples one by one. To make it fit into our model, we make
the following modifications as shown in Equations (1)-(8).
Y (x) = f(
T∑
t
αtγt(x)) (1)
The final prediction model Y is obtained by weighted vot-
ing as shown in (1), where αt means the weight of each clas-
sifier γt(x) for our final extractor Y (x). The softmax func-
tion f in Equation (1) is to predict the labels of relation types.
Here we focus more on the upper level of the model architec-
ture, and more details about the neural classifier γt(x) will be
given in the next section. The result of training the tth classi-
fier is such a hypothesis ht : X → L where X is the space of
input features and L = {1, ..., c} is the space of labels.
αt =
1
2
ln
1− t
t
(2)
The weight αt of each NN classifier γt(x) is updated based
on its training error  on the training set as shown in Equation
(2). After the tth round the weighted error t of the resulting
classifier is calculated.
During the training process, the weight α of each classifier
is learned by a parameter vector Dt, which is the sentence
weight for total samples in one epoch. Different from [Freund
et al., 1996] assigned equal value for each sentence in the
dataset, our model assigns equal value for each batch in the
dataset. Each batch contains the same number of sentences.
The vector D1(bi) = 1n , where n is the number of batches, bi
is the ith batch of all the samples. D1 means the initialized
vector parameter in the first epoch. In our case we process the
samples batch by batch.
 =
∑
j
eτj , τ <
1
2
(3)
τj =
∑K
k error(I(γ(k) 6= yk))
K
(4)
The Equations (3)-(4) show how to calculate the training
error , which is used for updating the vector paramter Dt.
error(I(γ(k) 6= yk)) means that when the model output
γ(k) is not equal to its true label yk in a batch bi, we gather
the error of that batch. I is the error indicator and K is the
batch size. Finally we average the error τ of each batch j as
shown in Equation (4).
c(x) =
{
eαt , τ < 12
e−αt , τ ≥ 12
(5)
Dt+1(bi) =
Dt(bi)
Zt
c(x) (6)
After calculating the weight α of each classifier, we could
use it to update the vector Dt as shown in Equations (5)-(6),
where Zt is a normalization constant. Dt is the weight vector
for the samples at the epoch t. Dt+1 is computed from Dt
by increasing the probability of incorrectly labeling samples.
We maintain the weight Dt(bi) for the batch bi during the
learning process. Then, we could use it to inform the training
process of neural networks, by setting a constraint to gradi-
ent descent during back propagation of neural networks. By
combing Equations (2)-(6), we have Equation (7).
Dt+1(bi) =
Dt(bi)
Zt
e−αtyiγt(xi) (7)
More details about how re-weighting affects the neural net-
works are given in the following. During the training process,
if the training samples are trained enough and has been fit-
ted well, its weight Dt(bi) will drop. Otherwise, the weight
Dt(bi) will increase if the samples are classified wrong so
that it could contribute more to the gradient descent during
training the model. That means, on each round the weight of
incorrectly classified samples are increased so that the clas-
sifier is forced to focus on the hard examples [Freund et al.,
1996]. The weightsDt affect the the gradient descent in back
propagation during training. We assign the parameter Dt(bi)
to the gradient of the back propagation as shown in Equa-
tion (8). Then the neural networks’ parameters are updated
via back propagation with Dt, as the architecture Figure (1)
shows. In this way, the adaptive boosting algorithm informs
the neural networks. We learn Dt as the weights of the sam-
ples to impact the neural networks. Finally, multiple NN clas-
sifiers are learned and combined as a joint relation extractor.
δnew = δold ×Dt × β (8)
The pseudocode of the Ada-LSTMs model is given in Al-
gorithm 1. m is the total number of training data. n is the
number of batches. t is the training error of the training sam-
ples. δold is the final layer derivative in back propagation and
δnew is the new derivative in back propagation used to up-
date the networks. β = 1max(Dt) is the reciprocal of maximal
Algorithm 1 Ada-LSTMs Model for Relation Extraction.
Input: (s1, ϕ1, Ω1), (s2, ϕ2, Ω2),...,(sm, ϕm, Ωm), where
si ∈ S is a sentence in the sentence set S, ϕi is a pair of
entities and Ωi ∈ L is their relation tie.
Output: final weighted extrator Y (x)
1: for t = 1 to T do
2: init Dt on {1, ..., n}
3: for s in S do
4: look up embedding x for words in s
5: Att-LSTMs FORWARD (x)
6: update δ based on Equation (8)
7: Att-LSTMs BACKWARD
8: calculate training error t of γt:
9: t = PrDt [γt(xi) 6= yi]
10: select classifier with smallest error t on Dt
11: calculate αt, c(x) based on Equation (2)-(5)
12: Dt+1 = g(Dt, αt,Ω, γt)
13: γt : X → L
14: end for
15: end for
16: final prediction model: Y (x) = f(
∑T
t αtγt(x))
Dt(bi) value, where i is the index of batch number and s is a
sentence in the corpus S. β is a coefficient, aiming at avoid-
ing Dt too small to update the NN. g is a mapping function.
f is a softmax function. Att-LSTMs is the LSTMs with
selective attention model, which will be described later.
LSTMs with Selective Attention (Att-LSTMs)
In this part, as shown in algorithm 1, we elaborate more de-
tails of the proposed neural networks with selective attention
(Att-LSTMs), which more specifically is attention-based long
short-term neural networks. The recursive neural networks
have shown in marvelous priority in modeling sequential data
[Miwa and Bansal, 2016]. Therefore, we make use of LSTMs
to deeply learn the semantic meaning of a sentence which is
composed of a sequence of words for relation extraction. itftot
gt
 =
 σσσ
tanh
Tdw+d,d( xtht−1
)
(9)
ct = ft  ct−1 + it  gt
ht = ot  tanh(ct) (10)
The LSTM’s unit is summarized in Equation (9). A sen-
tence is initially vectorized into a sequence of encoded words
{x1, x2, ..., xl} ∈ Rdw , where l and dw are the lengths of
the input sentence and the dimension of word representa-
tions, respectively. d represents the LSTM dimensionality.
As Equations (9)-(10) show, it, ft, ct, ot, ht are the input,
forget, memory, output gate and hidden state of the cell at
time t, respectively. The current memory cell state ct is the
combination of ct−1 and gt, weighted by it and ft, respec-
tively. σ denotes a non-linear activation function.  means
the elements-wise multiplication. d denotes the dimension-
ality of LSTM. In our implementation of relation extraction,
an input sentence is tagged with the target entities and the
relation type. For further usage, we concatenate the current
memory cell hidden state vector ht of LSTM from two direc-
tions as the output vector hk=[
−→
ht ,
←−
ht] at time t. Combining
two directions of the sentence could better utilize the features
to predict the relation type.
αt =
exp(et)∑l
t=1 exp(et)
=
exp(fa(ht))∑l
t=1 exp(fa(ht))
(11)
c =
l∑
t=1
αtht (12)
We add an attention model [Xu et al., 2015] to neural net-
works. The idea of attention is to select the most impor-
tant piece of information. Since not all words contribute
equally to the sentence representation, the important mean-
ing of the sentence could be presented by the informative
words to form a more effective vector representation via at-
tention. Finally, we dropout our architecture on both attention
layer and bi-directional LSTMs layer. The attention mecha-
nism is shown in Equations (11)-(12). For each word loca-
tion t, fa is a function learned during training. Specifically,
et = fa(ht) = σ(Wht + b), where W and b will be learned
during training and σ is a non-linear function. Then we get
a normalized importance weight αt through a softmax func-
tion. l means the length of the sentence sample. Then, we
compute the sentence vector c as a sum of adaptive weighted
average of state sequence ht. In this way, we could selectively
integrate information word by word with attention.
L0 = −
n∑
k=1
C∑
i=1
ykilog(qki) (13)
Finally, we use cross entropy [De Boer et al., 2005] to de-
sign our loss function L0 as shown in Equation (13). n is the
total number of samples. C is the number of labels. q = f(c),
where c is the output of attention layer and f is the softmax
function. Our training goal is to minimize L0.
3.3 Implementation Details
Learning Rate
We followed the method referred to [Kingma and Ba, 2014]
to decay the learning rate. The adaptive learning rate decay
method is defined as lrt ⇐ lrt−1 ∗
√
1−β22
1−βt1 , where lrt, lrt−1
are the current and the last learning rates, respectively.
L2 Regulation
L2 regulation imposes a penalty on the loss goal L0. For the
training goal, we use a negative log likelihood of the relation
labels for the pair of entities as function loss. The L2 regula-
tion is as L2 = λ
∑n
i=1W
2
i . It should have the same order of
magnitude so that L2 regulation would not weight too much
or too little in the training process. We set the constant λ
based on the above rule.
Number of epochs 40
LSTMs’ unit size 350
Dropout probability 0.5
Batch size 50
Position dimension 5
Word dimension 50
Unrolled steps of LSTMs 70
Number of neural networks 20
Initial learning Rate 10−3
L2 regulation Coefficient 10−4
Table 2: Parameter Settings
4 Experiments
4.1 Dataset
We evaluate our model on the public dataset 1, which is devel-
oped by [Riedel et al., 2010]. The dataset was generated via
aligning the relations in Freebase with the New York Times
corpus (NYT). The dataset induces the relationship for enti-
ties of NYT corpus into 56 relationships. The training part is
gained by aligning the sentences from 2005 to 2006 in NYT
and contains 176,662 non-repeated sentences, among which
there are 156,662 positive samples and 20,000 no-answer
(NA) negative samples. The testing part is gained in 2007 and
contains 6,944 non-repeated samples, among which there are
6,444 positive samples and 500 NA negative samples.
4.2 Experiment Settings
Word Representations
Similar to [Ye et al., 2017], we keep the words that appear
more than 100 times to construct word dictionary. In our pa-
per, the vocabulary size of our dataset is 114,042. We use
word2vec2 to train the word embedding on the NYT corpus.
We set word-embedding to be 50-dimensional vectors. Addi-
tionally, the vectors will concatenate two position embedding,
2 × 5 dimensional vector, as its final word embedding.
Hyper-parameter settings
Table 2 shows the parameter settings. We set some parame-
ters empirically, such as the batch size, the word dimension,
the number of epochs. We set the weights of L2 penalty
as 10−4 and the learning rate as 10−3, which both are cho-
sen from {10−1, 10−2, 10−3, 10−4, 10−5}. We select 350
LSTM’s units based on our empirically parameter study from
the set {250, 300, 350, 400, 450}. The selection for the num-
ber of classifiers will be discussed in the experiment results.
4.3 Evaluation
To evaluate the proposed method, we select the follow-
ing state-of-the-art feature-based methods for comparison
through held-out evaluation:
Mintz [Mintz et al., 2009] is a traditional distant supervised
model via aligning relation data on Freebase.
MultiR [Hoffmann et al., 2011] is a graphical model of
multi-instance to handle the overlapping relations problem.
1http://iesl.cs.umass.edu/riedel/ecml/
2http://code.google.com/p/word2vec
P@N(%) One Two All100 200 300 Avg 100 200 300 Avg 100 200 300 Avg
CNN+ATT 76.2 65.2 60.8 67.4 76.2 65.7 62.1 68.0 76.2 68.6 59.8 68.2
PCNN+ATT 73.3 69.2 60.8 67.8 77.2 71.6 66.1 71.6 76.6 73.1 67.4 72.2
Rank+ExATT - - - - - - - - 83.5 82.2 78.7 81.5
Ada+LSTM 82.0 81.0 76.7 79.9 85.0 80.5 77.6 81.0 95.0 92.5 92.0 93.1
Table 3: P@N comparison with state-of-the-art methods.
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Figure 2: Precision-Recall curves of different methods.
MIML [Surdeanu et al., 2012] jointly models both multiple
instances and multiple relations.
CNN+ATT, PCNN+ATT [Lin et al., 2016] add attention
mechanism to CNN and PCNN models which are proposed
by Zeng et al. [Zeng et al., 2014; Zeng et al., 2015]. Com-
pared to CNN, PCNN adopts convolutional architecture with
piecewise max pooling to learn relevant features.
Rank+ExATT [Ye et al., 2017] aggregates ranking method
to attention CNN model.
In our experiments, we run the model nearly 40 epochs.
Each epoch has 3533 steps (batches). At the first 10 epochs,
the loss of the model drops quickly and then the loss becomes
relatively stable. Therefore, in the following experiments,
we select the Ada-LSTMs model with 10-30 rounds training
steps as the final joint extractor for relation extraction.
We compare our Ada-LSTMs model with the above base-
lines and the Precision Recall (PR) curves are shown in Fig-
ure 2. From the result, one could conclude that:
(1) Our proposed method Ada-LSTMs outperforms all
the baseline methods. The F1-score of our model is 0.54,
which is the highest and outperforms the latest state-of-the-
art model Rank+ExATT by nearly 8%.
(2) Our method Ada-LSTMs has a more robust perfor-
mance because the precision-recall curve is more smooth than
other methods. With the increase of recall, the decay ten-
dency of precision is obviously slower than others. Especially
when recall is low, the precision of Ada-LSTMs still performs
well unlike the others dropping rapidly.
We next evaluate our model via the precision@N(P@N),
which means the top N precisions of the results, as shown
in Table 3. One, Two, All mean that we randomly select
one, two and use all the sentences for each entity pair, re-
spectively. Here we only select the top 100, 200, 300 pre-
cisions for our experiment. Experiment data of other meth-
ods (CNN+ATT, PCNN+ATT, Rank+ExATT) are obtained
from their published papers. The results show our model
outperforms all the baselines in P@N(One, Two, All, Aver-
age). Compared to Rank+ExATT, the latest state-of-the-state
model, our model has a significant improvement on the aver-
age of P@100, P@200, P@300 by about 11.6% on average.
The effect of classifier number
To study the impact of the classifier number on our model
performance, we set different numbers of classifiers. The re-
sult is given in Figure 3. One can see that when the classifier
number of Ada-LSTMs is relatively small, the algorithm per-
formance increases significantly with the increase of classifier
number. Ada-LSTMs 10 > Ada-LSTMs 5 > Ada-LSTM 1.
However, when the classifier number becomes large, the per-
formance improvement gets less significant. The PR curves
of Ada-LSTMs with 10, 20, 30, and 40 classifiers are quite
similar. As mentioned, adaptive boosting plays two roles in
our model due to ensembling the models and updating the
gradient descent during the back propagation of neural net-
works via re-weighting.
5 Conclusions
In this paper, we proposed to integrate attention-based
LSTMs with adaptive boosting model for relation extraction.
Compared to the previous models, our proposed model is
more effective and robust. Experimental results on the widely
used dataset show that our method significantly outperforms
the baselines. In the future, it would be interesting to ap-
ply the proposed framework to other tasks, such as image re-
trieval and abstract extraction.
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Figure 3: Precision-Recall curves of different classifiers number.
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