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Resumen
El número e es uno de los número más importantes. En este trabajo se verán
varias de sus representaciones y su función exponencial. Además se mostrará una
prueba de que es irracional y otra de que es trascendente. También se hará una
introducción a las fracciones continuas para posteriormente obtener la de e, y se
estudiará algunas aplicaciones de éste número. Para finalizar, se mostrará su compu-
tación aproximada por algunas de las representaciones vistas y se introducirán los
aproximantes de Padé.
Palabras clave: número e, irracional, trascendente, fracción continua, Padé.
Abstract
The number e is one of the most important numbers. In this work, several of its
representations will be shown and its exponential function. In addition, a proof that
e is irrational and a proof that e is transcendental will be presented. An introduction
to the continuous fractions will also be made to subsequently obtain the continued
fraction of e. Some applications of this number will be studied. Finally, methods to
compute it using different representations and Padé approximants will be presented.
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Durante los siglos XVI y XVII se produjo una gran expansión económica en
Europa gracias a los grandes descubrimientos geográficos. La sociedad feudal del
Medievo fue reemplazada por mercaderes que propiciaban la acumulación de riqueza
y la circulación del dinero. Esta clase social es la burgueśıa. Los descubrimientos
geográficos favorecieron que los puertos se convirtiesen en ciudades financieras y
bancarias, donde se comenzó a realizar préstamos. Además, durante esta época el
ser humano comienza a interesarse por la naturaleza. Estos cambios en la economı́a
y en la ciencia crean la necesidad de realizar cálculos cada vez mas complejos, ya
fuese para la astroloǵıa, la economı́a o para las técnicas de navegación, e impulsan
la búsqueda de nuevos métodos para realizar dichos cálculos de una manera más
sencilla.
De todos los métodos que aparecieron, el más importante fue el de los logarit-
mos, que significa ”número para el cálculo”, desarrollado por el matemático John
Napier [1550-1617]. Los logaritmos consiguieron que en los cálculos donde apare-
ciesen multiplicaciones y divisiones de cierta complicación, fuesen sustituidas por
sumas y restas, lo que facilitaba mucho los cálculos.
La sociedad escogió para sus cálculos logaritmos en base 10 debido a la forma
que teńıa para contar, que no es otra que los dedos de la mano, pero por otra parte,
se observó que en muchos procesos naturales, como el crecimiento de bacterias, apa-
rećıan las potencias de un número irracional, al que se le llamo número e. Entonces
para estudiar estos fenómenos se empezaron a utilizar logaritmos de base e y que se
denominan logaritmos neperianos en honor a John Napier.
Además de en la naturaleza, el número e apareció en la economı́a, por ejemplo a la
hora de calcular el interés compuesto de un préstamo, que representa la acumulación







siendo t el número de años.
El valor del interés compuesto va creciendo al aumentar el número de años y
para un número de años t fijo aumenta al aumentar n, que es ert, como veremos
en la sección 5.3. El primero en hacer estos cálculos fue el matemático suizo Jakob
Bernouilli [1654-1705], puesto que en 1683 identificó que el número por el cual se








se convirtió en el primer número de la historia de las matemáticas definido como el
resultado de un proceso infinito de aproximaciones sucesivas [16] [22] [21].
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Caṕıtulo 1
La definición del número e
El número e puede representarse de distintas maneras, y a lo largo de este caṕıtulo
veremos algunas de ellas y finalizaremos con la definición de la función exponencial
de base e.
1.1. El número e como ĺımite de una sucesión






















es convergente, y además T = S.
Demostración. Sea la sucesión









=, n = 1, 2, 3... (1.3)
Se va a probar que converge a un ĺımite cuando n −→∞.
Como Sn ≤ Sn+1 ∀n, se tiene que Sn crece monótonamente. Empezando con
n = 3, tenemos que
n! = 1 · 2 · 3 · ... · n > 1 · 2 · 2 · ... · 2 = 2n−1
Por lo tanto,











con n = 3, 4, 5, · · · .
En esta última suma de términos comenzando por el segundo, forma una pro-




= 2(1− 1/2n) < 2.
Por lo tanto, tenemos que Sn < 1+2 = 3, y por lo tanto Sn está acotada. Ahora,
como toda sucesión acotada superiormente y monótona creciente tiende a un ĺımite
cuando n → ∞, Sn converge al ĺımite S. Además, con esto vemos también que S
esta entre 2 y 3.








Vamos a probar que Tn converge al mismo ĺımite que Sn.
































































































Como todas las expresiones que están dentro de los paréntesis son menores que
1, tenemos que Tn < Sn, y por lo tanto la sucesión Tn también está acotada su-
periormente. Además Tn crece monótonamente, ya que reemplazando n por n + 1
aumenta el valor de los sumandos de los paréntesis. En consecuencia tenemos que
Tn también converge a un ĺımite cuando n →∞. A dicho ĺımite le denominaremos
T .
Ahora vamos a comprobar que S = T .
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Como Sn ≥ Tn ∀n, tenemos que S ≥ T . Entonces lo que tenemos que probar
también es que S ≤ T .
Sean m < n números enteros. Los primeros m+ 1 términos de Tn son:























Como m < n y todos los términos son positivos, esta última suma (1.5) es menor
que Tn. Si ahora n −→ ∞ manteniendo m fijo, la suma 1.5 tenderá a Sn, mientras
que Tn lo hará a T . Por lo tanto tenemos Sm ≤ Tn, y en consecuencia S ≤ T . Como
ya sab́ıamos que S ≥ T , tenemos que S = T , que es lo que queŕıamos probar.
















El número e también se puede representar como un producto infinito:
Sea Sn la suma parcial 1.3, entonces
















siendo uk = k!Sk−1 un número entero con
un = n!Sn−1,






= (n+ 1)(n!Sn−1 + 1).
Se observa que
u1 = 1,
un+1 = (n+ 1)(un + 1),


































con un ≥ n!.
Fue Leonhard Euler [1707-1783] quién le dio nombre al número e. Concretamente
Euler usó por primera vez la letra e para designar a este número en una carta dirigida
al matemático alemán Christian Goldbach en 1731, donde le cuenta el modo en que
logró resolver el cálculo del área de la región ubicada debajo de cierta familia de
curvas [16].
Figura 1.1: L. Euler por Jakob Emanuel Handmann hacia 1756, Deutsches Museum, Múnich
1.2. La función ex
Una propiedad que caracteriza al número e es que la función ex es la única





Demostración. Tomamos f(x) = ex. Para calcular su derivada aplicamos la defini-
ción:

























f ′(x) = exf ′(0)
Ahora se tiene que probar que f ′(0) = 1.


















Aplicando la definición de la derivada en x = 0,











Tomando t = h,











con lo que se termina la demostración.











ln y = x+ C1 ⇔ y = Cex







Demostración. Sea f(x) = ex, calculamos su serie de Taylor en x = 0, es decir, su












+ · · ·
Aplicando el teorema 1.3,















El número e es irracional
En la antigua Grecia los números teńıan una jerarqúıa cuyo primer lugar estaba
ocupado por los números primos, seguidos del resto de los enteros. Después estaban
otros sin el mismo grado de perfección, que eran los que se expresaban como el
cociente de dos números enteros, y parećıa inconcebible que existiese otra clase de
números. Cuenta la leyenda que el primer matemático que demostró que la diagonal
de un cuadrado de lado 1 no puede ser el cociente de dos enteros pagó cara su herej́ıa
[3].
En este caṕıtulo vamos a demostrar que e es un número irracional mediante
la reducción al absurdo, es decir, vamos a suponer que e es un número racional
de la forma a/b con a y b números enteros, y llegaremos a una contradicción [6].
Posteriormente también se demostrará que e2 y e4 son irracionales.
Teorema 2.1. El número e es irracional.




con a y b números enteros, y b > 0.
Entonces


























+ · · ·+ b!
b!
∈ Z,

















El primer término es un número entero, y cada fracción en el sumatorio también
es un entero ya que n ≤ b para cada término. Por lo tanto x es un entero.













(b+ 1)(b+ 2) · · · (b+ (n− b))
≤ 1
(b+ 1)n−b
el cual es estricto aun para cada n ≥ b + 2. Cambiando el ı́ndice del sumatorio























Como no hay ningún entero entre 0 y 1, hemos llegado a una contradicción, y
por lo tanto, e debe ser un número irracional.
Una vez probada la irracionalidad de e, se puede pensar en otros número irra-
cionales, como puede ser
√
2, que es un irracional cuyo cuadrado es racional. Sin
embargo, en el caso del número e no sucede esto ya que e2 también es irracional, y
lo mismo pasa con e4, como se verá a continuación. [1].
Teorema 2.2 (Liouville). e2 es un número irracional.




=⇒ be = ae−1. (2.1)
Aplicando el teorema 1.4, sustituimos en (2.1)















+ · · ·
y












± · · · .
Se multiplica por n! a 2.1, siendo n algún número par lo suficientemente grande.






























al ser mayor que
b
n+ 1






















+ · · · = 1
n
.
Analizando el otro lado de la igualdad, se tiene que n!ae−1 también se puede





































y por lo tanto se llega a una contradicción, ya que para un n lo suficientemente
grande se tendŕıa que n!ae−1 es un poco menor pero muy cercano a β, mientras
que n!be es un poco mayor pero cercano a α, y por lo tanto no puede cumplirse
n!ae−1 = n!be.





=⇒ be2 = ae−2. (2.2)
A diferencia del caso anterior, tomamos n = 2m, en vez de ser un número arbi-
trario.
Ahora se multiplica por
n!
2n−1
a ambos lados de la igualdad (2.1).








Antes de seguir con la demostración es necesario introducir un caso especial de
teorema de Legendre: para cualquier entero n ≥ 1, n! contiene el factor primo 2
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como mucho n − 1 veces (la igualdad se daŕıa si y sólo si n es potencia de dos,
n = 2m).
Si sustituimos las series que resultan al usar el teorema 1.4, es decir,









+ · · ·+ 2
r
r!
+ · · ·
y







+ · · ·+ (−1)r 2
r
r!
+ · · · ,











donde para r > 0 el denominador r! contiene el factor primo 2 como máximo
r−1 veces, en tanto que n! lo tiene exactamente n−1 veces. Por lo tanto para r > 0
los sumandos son pares.











(n+ 1)(n+ 2)(n+ 3)











(n+ 1)(n+ 2)(n+ 3)
+ · · ·
)
.






aplicando al igual que en el teorema anterior la serie geométrica. Para n = 2m lo
suficientemente grande,se tiene que el término de la izquierda de la desigualdad (2.3)
es un poco mayor pero muy cercano a un entero γ, mientras que el término de la
derecha es un poco menor pero muy cercano a un entero δ, por lo que se llega a una
contradicción.
Una vez visto que e, e2 y e4 son irracionales, se va a estudiar el caso general, es
decir, ver que er es irracional cuando r es un racional no nulo. Para ello es suficiente
demostrar que es no puede ser racional para ningún número natural s, ya que si es/t
fuese racional, entonces (es/t)t = es también lo seŕıa.
Antes de empezar con este teorema, es necesario introducir un resultado que
proviene de una idea de Hermite.












los coeficientes ci son enteros.




(iii) Las derivadas f (k)(0) y f (k)(1) son enteros para todo k ≥ 0.
Demostración. (i) es inmediato.
(ii) si 0 < x < 1, entonces 0 < 1− x < 1 y xn(1− x)n < 1.
Para de mostrar (iii), por (i) vemos que la k-ésima derivada f (k) se anula en






De f(x) = f(1− x) se deduce que
f (k)(x) = (−1)kf (k)(1− x)
para todo x y, por tanto, f (k)(1) = (−1)kf (k)(0), que es un entero.
Teorema 2.5. Si r es un número racional no nulo, er es irracional.
Demostración. Se supone que es =
a
b
, siendo s, a, b números naturales, y sea n lo
suficientemente grande como para que n! > as2n+1.
Tomamos
F (x) := s2nf(x)− s2n−1f ′(x) + s2n−2f ′′(x)∓ · · ·+ f (2n)(x),
siendo f(x) la función (2.4). F (x) se puede expresar como una suma infinita
F (x) := s2nf(x)− s2n−1f ′(x) + s2n−2f ′′(x)∓ · · ·
ya que las derivadas f (k)(x) se anulan para k > 2n. Por lo tanto F (x) satisface
la ecuación
F ′(x) = −sF (x) + s2n+1f(x).
Utilizando esta desigualdad se obtiene que
d
dx
[esxF (x)] = sesxF (x) + esxF ′(x) = s2n+1esxf(x)




s2n+1esxf(x)dx = b[esxF (x)]10 = aF (1)− bF (0).
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Aplicando (iii) del lema anterior tenemos que esta expresión es un entero. Esta
expresión es un entero por (iii) de la proposición anterior. Aplicando (ii) obtenemos
tanto cotas superiores como inferiores para N ,










con lo que se llega a una contradicción ya que por una parte tenemos que N es un
entero, pero por otra no existe ningún entero entre las cotas que tiene N , con lo que
queda probado el teorema.
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Caṕıtulo 3
La trascendencia del número e
Un número complejo α se denomina número trascendente si para cualquier
f(x) ∈ Q[x], f(α) 6= 0. Si f(α) = 0 entonces se denominaŕıa número algebraico.
Si hayamos un polinomio de cierto grado que anule a un número, sabemos que ese
número es algebraico. Sin embargo, para saber si un número es trascendente tenemos
que probar que ningún polinomio con coeficientes enteros lo anula, lo que es una
tarea mucho más complicada. A esto se debe el hecho de que a pesar de conocerse
el número e desde el siglo XVII, no fue hasta el siglo XIX, en 1873, cuando el
matemático francés Charles Hermite [1822-1901] consiguió demostrar que no existe
ningún polinomio no nulo con coeficientes enteros del que el número e fuese ráız [8]
[13].
Figura 3.1: C. Hermite hacia 1887
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Lema 3.1. Si t ∈ C entonces |et| ≤ e|t|.
Demostración. Sea t = α + iβ, α, β ∈ R.
Entonces
et = eα(cos β + i sen β) −→ |et| = |eα|
√
cos2 β + sen2 β
= eα ≤ e
√
α2+β2 = e|t|.
Teorema 3.2 (Hermite). El número e es trascendente.
Demostración. Para un polinomio f y para un número complejo t, aplicando la




































et−uf ′(u)du = etf(0)− f(t) + I(t, f ′(u)).
Si f es un polinomio de grado m, entonces iterando se obtiene que







Si F es el polinomio obtenido de f al reemplazar cada coeficiente de f por su valor




|et−uf(u)|du ≤ |t|e|t|F (|t|) (3.2)
Suponiendo ahora que e es un número algebraico de grado n, entonces
ane
n + an−1e
n−1 + · · ·+ a1e+ a0 = 0 (3.3)
siendo ai enteros y a0an 6= 0.
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f(x) = xp−1(x− 1)p...(x− n)p
donde p > |a0| es un número primo suficientemente grande. Usando (3.3), se
tiene que:



























donde m = (n+ 1)p− 1. Como f tiene un cero de orden p en 1, 2, ..., n y un cero
de orden p − 1 en 0, tenemos que el sumatorio ahora empieza en j = p − 1. Para
j = p− 1 la derivada de orden p− 1 en f en 0 es
f (p−1)(0) = (p− 1)!(−1)np(n!)p
Si tenemos que n < p, entonces f (p−1)(0) es divisible por (p− 1)! pero no por p.
Si j ≥ p, vemos que f (j)(0) y f (j)(k) son divisibles por p! para 1 ≤ k ≤ n. Por lo
tanto J es un entero distinto de 0 divisible por (p− 1)! y en consecuencia
(p− 1)! ≤ |J |.







|ak| kekF (k) ≤ Anen((2n)!)p,






pp−1e−p ≤ (p− 1)! ≤ |J | ≤ Anen((2n)!)p
Para un p suficientemente grande, es una contradicción.
Para finalizar con este caṕıtulo, cabe destacar que a pesar de que se sabe que e
y π son trascendentes, se ignora si lo es e+ π. También se sabe que π + e o π · e es
trascendente, pero no cual de los dos. En cambio, eπ si se sabe que es trascendente, ya
que quedó demostrado gracias a Alexandr Gelfond [1906-1968] y Theodor Schneider
[1911-1988]. No puede decirse lo mismo de πe, que a d́ıa de hoy no se sabe si es




Las fracciones continuas y el
número e
En este caṕıtulo veremos una introducción a las fracciones continuas [9][3] y
finalizaremos con la representación del número e de esta manera.
4.1. Introducción a las fracciones continuas
Una fracción continua es una expresión de la forma












siendo una función de N + 1 variables, donde a0 es un entero y el resto de los ai y
los βi son enteros positivos.
La teoŕıa de las fracciones continuas es un caṕıtulo importante de las matemáticas
ya que constituyen un método muy interesante para representar número reales, y
cuyos oŕıgenes se remontan a la matemática hindú del siglo V antes de Cristo. Se
debe a L. Euler la formulación de la teoŕıa en sus términos actuales [3].
A lo largo de este caṕıtulo utilizaremos las fracciones continuas simples, de decir,
las que βi = 1:
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Por comodidad, para expresar un número en forma de fracciones continuas se
hará de la siguiente manera:





, [a0, a1] =
a1a0 + 1
a1
, [a0, a1, a2] =
a2a1a0 + a2 + a0
a2a1 + 1
y por lo tanto




[a0, a1, · · · , an−1, an] =
[





[a0, a1, · · · , an] = a0 +
1
[a1, a2, · · · , an]
= [a0, [a1, a2, · · · , an]]
para 1 ≤ n ≤ N .
Teorema 4.1. La fracción continua finita es una función racional y, como tal, puede




pn(a0, a1, · · · , an)
qn(a1, a2, · · · , an)
= [a0, a1, ..., an]
donde pn y qn son polinomios con coeficientes enteros no negativos de n+ 1 y n
variables respectivamente, determinados por las siguientes relaciones de recurrencia:
p0 = a0, p1 = a1a0 + 1, pn = anpn−1 + pn−2 (2 ≤ n ≤ N),
q0 = 1, q1 = a1, qn = anqn−1 + qn−2 (2 ≤ n ≤ N).
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Demostración. Para n = 0 y n = 1,
p0 = a0, q0 = 1,
y








Para los demás casos aplicamos inducción: Suponemos que se cumple la igualdad
para n ≤ m, con m < N . Entonces






donde pm−1,pm−2, qm−1, qm−2 dependen solo de a0, a1 · · · , am−1.
[a0, a1, · · · , am−1, am, am+1] =
[

















am+1(ampm−1 + pm−2) + pm−1








4.2. Las fracciones continuas y los números racio-
nales
Aparte de ser un método para representar números reales, las fracciones continuas
nos permiten analizar la racionalidad de un número real. Para ello, antes debemos
introducir las fracciones continuas infinitas, que son con las que se representan los
números irracionales.
Sea x un número real cualquiera, y sea a0 = [x] la parte entera de dicho número.
Por lo tanto,
x = a0 + ε0, 0 ≤ ε0 < 1
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Si ε0 6= 0, entonces:
1
ε0
= a′1 > 1, [a
′
1] = a1, a
′
1 = a1 + ε1, 0 ≤ ε1 < 1.
Si ε1 6= 0, entonces:
1
ε1
= a′2 = a2 + ε2, 0 ≤ ε2 < 1
y aśı sucesivamente. Además, a′n = 1/εn−1 > 1, y entonces an ≥ 1, para n ≥ 1. Por
lo tanto








= [a0, a1, a
′
2] = [a0, a1, a2, a
′
3] = · · ·
Este sistema de ecuaciones es el algoritmo de fracciones continuas, que no finali-
zará mientras εn 6= 0. Si encontrásemos un valor N donde εN = 0 se finalizaŕıa con
el algoritmo y tendŕıamos que
x = [a0, a1, a2, · · · , aN ]
En este caso x habŕıa sido representado por una facción continua simple, y además
entonces x seŕıa un número racional.
Definición 4.2. El sistema de ecuaciones
h = a0k + k1, (0 < k1 < k),
k = a1k1 + k2, (0 < k2 < k1),
· · · ·
kN−2 = aN−1kN−1 + kN , (0 < kN < kN−1),
kN−1 = aNkN
se llama algoritmo de Euclides.
Teorema 4.3. La representación en fracción continua de un número real es finita
si o solo si ese número es racional.





con h y k enteros y k > 1. Como
h
k
= a0 + ε0,
h = a0k + ε0k,
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siendo a0 el cociente y k1 = ε0k el resto cuando h es dividido por k.










= a1 + ε1,
k = a1k1 + ε1k1
con a1 el cociente y k2 = ε1k1 el resto, cuando k es dividido por k1. Se obtiene
aśı la serie de ecuaciones
h = a0k + k1, k = a1k1 + k2, k1 = a2k2 + k3, · · ·
que continúa mientras εn 6= 0, o lo que es lo mismo, mientras kn+1 6= 0.
Ahora se tratará la representación de un número irracional mediante una fracción
continua infinita.
Para representar un número irracional por fracciones continuas, llamaremos
a′n = [an, an+1, · · · ]
al n-ésimo cociente completo de la fracción continua




[an, an+1, · · · , .aN ]
= an + ĺım
N−→∞
1











a′n > an, a
′








4.3. La fracción continua simple del número e
Una vez vistos estos resultados, se pasará a tratar la representación del número
e con fracción continua [4] [18]. Fue Euler quién probó en 1737 la irracionalidad de
e utilizando las fracciones continuas simples. Como curiosidad, cabe destacar que a
pesar de no ser el primero en estudiar las fracciones continuas, si fue el primero en
realizar un art́ıculo muy completo sobre sus propiedades.
Para obtener la representación del número e como fracción continua simple,
primero se debe considerar el número
e− 1
2
≈ 0,8591409142295 = 8591409142295
10000000000000
Como este número es menor que 1, a0 = 0.






por lo que el siguiente denominador es la parte entera del número, es decir,
a1 = 1.







El siguiente denominador será a2 = 6.





























Una vez calculados estos valores de ai, si la secuencia de ai va permitiendo obtener
una aproximación cada vez más exacta del número e, entonces estos ai siguen una
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progresión aritmética que no empieza con el primer denominador, si no en a2 y que













18 + · · ·
.
Como esta serie va aumentando y nunca termina, no es una fracción continúa
simple finita. Y por lo tanto, como se ha visto en las demostraciones anteriores, este
número no puede ser racional.
Este resultado nos muestra la irracionalidad del número e, ya que si e−1
2
no es
racional, e tampoco puede ser racional.
Ahora, despejando se obtiene que










18 + · · ·
.
Ahora hay que transformarlo en una fracción continua simple, y para ello se usan
dos transformaciones [15]:






















































Aplicando estas transformaciones a la fracción continua de e, se tiene que
e = [2, 1, 2, 1, 1, 4, 1, 1, 6, · · · ] = [2 ̂, 1, 2n, 1]
∞
n=1.
Una vez obtenida, se va a realizar la demostración de que efectivamente es ésta
la representación en fracción continua simple del número e.
Para hacerlo, lo primero que se debe hacer es cambiar la fracción continua de
e por una equivalente:
[2, 1, 2, 1, 1, 4, 1, 1, 6, · · · ] = [1, 0, 1, 1, 2, 1, 1, 4, 1, 1, 6, · · · ]
Por lo tanto,
a3i+1 = 2i, a3i = 1,
y los pi y los qi seŕıan
i 0 1 2 3 4 5 6 7 8
pi 1 1 2 3 8 11 19 87 106
qi 1 0 1 1 3 4 7 32 39
Además, los pi y qi satisfacen las siguientes relaciones de recurrencia:
p3n = p3n−1 + p3n−2, q3n = q3n−1 + q3n−2,
p3n+1 = 2npn + p3n−1, q3n+1 = 2nq3n + q3n−1,
p3n+2 = p3n+1 + p3n, q3n+2 = q3n+1 + q3n. (4.1)


























Proposición 4.4. Para n ≥ 0, An = q3ne − p3n, Bn = p3n+1 − q3n+1e, y Cn =
p3n+2 − q3n+2e.
Demostración. Aplicando las relaciones (4.1), solo tenemos que probar las condicio-
nes iniciales A0 = e− 1, B0 = 1 y C0 = 2− e y además que
An = −Bn−1 − Cn−1 (4.2)
Bn = −2nAn + Cn−1 (4.3)
Cn = Bn − An (4.4)
Para (4.4),
xn+1(x− 1)n − xn(x− 1)n = xn(x− 1)n(x− 1) = xn(x− 1)n+1.
Para probar (4.2), lo que es lo mismo, probar que An+Bn−1+Cn−1 = 0, y se integra


















que sigue las reglas de derivación del producto.
Para probar (4.3), o lo que es lo mismo, Bn + 2nAn − Cn−1 = 0, siguiendo un


















Con lo que terminaŕıamos la demostración.
Teorema 4.5. e = [1, 0, 1, 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, 1, · · · ]



























Una vez visto esto, por la proposición 4.4,
ĺım
i−→∞











= [1, 0, 1, 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, 1, · · · ]
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Caṕıtulo 5
Aplicaciones del número e
El número e tiene un gran número de aplicaciones, de las cuales se verán algunas
en este caṕıtulo.
5.1. Problema de cálculo de Steiner
Este problema debe su nombre al matemático suizo Jakob Steiner (1796 – 1863),
y consiste en encontrar el máximo absoluto de la función f(x) = x1/x:
Figura 5.1: En verde f(x) = x1/x, en azul x = e.
Para ello, lo primero que haremos
será definir la siguiente función















Buscamos su valor máximo, por lo
que analizamos donde se anula su deri-
vada:
g′(x) = 0⇒ 1− lnx
x2
= 0⇒ ln(x) = 1⇒ x = e.
Claramente cuando 0 < x < e, g′(x) es positiva ya que lnx < 1, y es negativa
cuando x > e. Con lo que queda demostrado que e es el máximo absoluto y único
de g(x), y por lo tanto de f(x) [20].
5.2. Fórmulas que contienen al número e
Identidad de Euler: Desarrollada por L. Euler, fue considerada en 1988 por
los lectores de la revista Mathematical Intelligencer como la fórmula matemáti-
ca mas bonita de la historia [16].
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Y no es de extrañar que sea considerada como tal, ya que es una fórmula
que relaciona cinco de los números más importantes y representativos de las
matemáticas, como son el 1, 0, e, i y π:
eiπ + 1 = 0.
Se puede deducir de la fórmula de Euler eix = cos x + i senx cuando se toma
x = π, ya que sen(π) = 0 y cos(π) = −1. Además, permite expresar cualquier
número complejo en notación exponencial.


















Demostración. Por la función gamma de Euler




Por el cambio de variable x = nt,




Realizando otro cambio de variable




































Ahora, para resolver la integral se usa la serie de Taylor de ln(1 + x):









+ · · · .












+ · · ·
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Con lo que queda probada la fórmula [10].
Ecuación de la catenaria: es la curva que forma una cadena al ser suspen-
dida de sus extremos y que es sometida solamente a la fuerza de la gravedad
[2]. Su ecuación es









Demostración. La ecuación diferencial de la catenaria puede deducirse aplican-
do equilibro de fuerzas a una porción infinitesimal de catenaria. Si se aplica el
equilibrio de fuerzas a las fuerzas horizontales y verticales, entonces
FH = T cosα(x− M x)− T cosα(x) = 0





• α es el ángulo formado por la catenaria y la horizontal.
• T (x) es la tensión total del cable para cada punto.
• λ es el peso por unidad de longitud.
La primera ecuación implica que
T cosα = TH = cte,
La segunda puede escribirse escogiendo adecuadamente el origen de la longitud
de arco como:
T cosα = TH




























































La solución de (5.2) para un cable suspendido de dos puntos a la misma altura
y cuyo punto mı́nimo es el punto (0, a) es

























siendo µ la media y σ la desviación estándar.
Figura 5.2: Ejemplo de la campana de Gauss
En la siguiente integral se comprueba que el área bajo su gráfica es igual a 1.
























Expresándolo en coordenadas polares realizando el cambio:
x = r · cos(φ)

























con lo cual se demuestra la afirmación [7].
Algunos ejemplos de variables asociadas a fenómenos naturales que se ajustan
a la distribución normal son:
• Errores cometidos al medir ciertas magnitudes.
• La estatura de individuos.
• El cociente intelectual.
Distribución de Poisson: Es una distribución de probabilidad discreta cuya





donde k es el número de ocurrencias del evento o fenómeno, y λ es un paráme-
tro positivo que representa el número de veces que se espera que ocurra el
fenómeno durante un intervalo dado [7].
Algunos fenómenos discretos de la naturaleza que se ajustan a la distribución
de Poisson son:
• Las desintegraciones radiactivas.
• Bombardeos aéreos sobre Londres.
• La distribución de la riqueza humana.
• El número de estrellas en un determinado volumen de espacio.
• Llamadas a un número equivocado.
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5.3. El interés compuesto
El número e también juega un papel importante en la economı́a, y un ejemplo
claro es el interés compuesto [12].
El dinero que una persona invierta en una operación financiera para obtener un
interés se denomina capital. Una manera de abonar estos intereses es usar la ley del
interés compuesto. Con esta ley los intereses al final de cada periodo se acumulan al
capital del inicio del nuevo periodo para producir nuevos intereses. Si invertimos una
candidad de dinero C0 a una tasa de interés compuesto r, y el interés se capitaliza








Si la frecuencia con la que se capitaliza el interés k −→ ∞, si invertimos una










Si realizamos el cambio de variable 1/x = r/k.





































El crecimiento exponencial se aplica a magnitudes que aumentan de forma pro-
porcional a su valor. Cuando el crecimiento de la función N(t) en un instante t es
proporcional al valor de la función en ese instante, se puede expresar mediante la





para una constante λ > 0.










⇔ lnN = λt+ C1 ⇔ N = e−λt+C1
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⇔ N = eλteC1 ,
por lo que la ecuación del crecimiento exponencial será
N = N0e
λt,
donde N0 es el valor inicial de la magnitud, λ la constante de proporcionalidad,
y N el valor de la magnitud al cabo de t años.
Algunas fenómenos que crecen de forma exponencial son:
El número de contraseñas posibles con n d́ıgitos crecen exponencialmente con
n.
El número de miembros en poblaciones de ecosistemas cuando carecen de pre-
dador y los recursos son ilimitados, y además no existe competencia intraes-
pećıfica.
El número de bacterias que se reproducen por fisión binaria.
El número de células de un embrión mientras se desarrolla en el útero materno.
5.5. El carbono-14
A parte del crecimiento exponencial, de una manera similar también se pueden
estudiar procesos con un decrecimiento exponencial. Un ejemplo de estos procesos es
el del carbono-14, también llamado radiocarbono. Fue descubierto el 27 de febrero
de 1940 por Martin Kamen y Sam Ruben.
La datación por radiocarbono es un método de datación radiométrica que utiliza
el isótopo radioactivo carbono-14 para determinar la edad de materiales que contie-
nen carbono hasta unos 50.000 años. En arqueoloǵıa es considerada una técnica de
datación absoluta, ya que aparece en todos los materiales orgánicos [5].
La forma en la que el carbono-14 decae es exponencial, es decir, el número de
átomos decae de forma proporcional al número de átomos restantes. Este proceso
se rige por la ecuación diferencial
dN
dt
= −λN, λ > 0
N(0) = N0,
donde dN/dt representa el cociente de variación instantánea con que se desinte-
gran los núcleos, N0 la cantidad inicialmente presente, λ es la constante de propor-
cionalidad con signo negativo para expresar que es decrecimiento, y N la cantidad
de núcleos radiactivos al cabo de t años [17].




dN = −λdt⇔ N = N0e−λt
Otros ejemplos de procesos que se rigen por el decrecimiento exponencial son:
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La espuma de la cerveza.
La presión, que atmosférica disminuye aproximadamente exponencialmente
con el aumento de la altura sobre el nivel del mar.
La intensidad de la radiación electromagnética como la luz, los rayos X o los
rayos gamma en un medio absorbente, sigue una disminución exponencial con






La expresión decimal del número e no puede ser conocida en su totalidad al
ser irracional. Desde que se conoció éste número la sociedad cient́ıfica ha intentado
aumentar el número de d́ıgitos conocidos. En los últimos tiempos el número de
d́ıgitos conocidos del número e ha aumentado considerablemente, y esto se debe
tanto a la llegada de los ordenadores como a la mejora de los algoritmos.
Figura 6.1: Tabla del número de cifras computadas del número e.
A continuación se va a comparar la convergencia de las distintas definiciones del
número e que se han visto a la hora de computarlas, y además se verán algunas
maneras de computación del número e con una convergencia más rápida [19].
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Los primeros d́ıgitos del número e son:
e = 2, 7182818284590452353602874713526624977.
















a = 1 −→ e1 = 2
a = 100 −→ e100 = 2, 70
a = 1000 −→ e1000 = 2, 716.
Para a = 1000 solo se han obtenido dos decimales correctos, por lo que se
puede afirmar que con esta definición de e la convergencia es lenta.






















































a = 1 −→ e1 = 3
a = 100 −→ e100 = 2, 7183
a = 1000 −→ e1000 = 2, 718282.
Con este cambio, ahora se han obtenido 5 decimales correctos con a = 1000,

















a =1 −→ e1 = 2
a =10 −→ e10 = 2, 71828180
a =15 −→ e15 = 2, 718281828458.
Utilizando la definición en forma de fracción continua simple, es decir,
e = [2, 1, 2, 1, 1, 4, 1, 1, 6, 1, 1, 8, 1, 1, 10, · · · ],
si se fuesen calculando de uno en uno cada nuevo ai, las fracciones que se iŕıan
obteniendo seŕıan:
i =1 −→ 2
1
= 2
i =2 −→ 3
1
= 3
i =3 −→ 8
3
= 2, 6
i =8 −→ 193
71
= 2, 7183
i =12 −→ 23225
8544
= 2, 71828183.
Para i = 8 se obtienen 3 decimales correctos, y para i = 12 se obtienen 7.
Los aproximantes de Padé proporcionan una aproximación de una serie de
potencias mediante una función racional. Deben su nombre al matemático
francés Henri Padé [1863-1953], quién preparó su doctorado bajo la supervisión
de Charles Hermite, y fue en su tesis doctoral en 1892 donde describió lo que
se conoce como aproximación de Padé [4].








Una aproximación de Padé para ez de tipo (m,n) es una función racional
p(z)/q(z) con p(z) y q(z) polinomios y siendo el grado de p(z) ≤ m y el de





cuando z −→ 0.
En otras palabras, los primeros m + n + 1 coeficientes de la serie de Taylor
de p(z)/q(z) concuerdan con los de ez. Además, la aproximación de Padé es
única. Por lo tanto, si uno quiere estudiar la aproximación de Padé de e, se
toma z = 1 en la aproximación de ez.
Sea rm,n(z) la aproximación de Padé de tipo (m,n) de e
z, tomando z = 1 se
tiene que
r1,1(1) = [2, 1],
r1,2(1) = [2, 1, 2],
r2,1(1) = [2, 1, 2, 1],
r2,2(1) = [2, 1, 2, 1, 1],
r2,3(1) = [2, 1, 2, 1, 1, 4],
r3,2(1) = [2, 1, 2, 1, 1, 4, 1],
r3,3(1) = [2, 1, 2, 1, 1, 4, 1, 1],
por lo que se puede apreciar que los aproximantes de Padé de tipo (n, n),(n, n+
1) y (n+ 1, n) parecen dar los convergentes de la fracción continua del número
e.
Hermite desarrollo un método para obtener las aproximaciones de Padé usando
integrales. Si reformulamos la definición de los aproximantes de Padé, se puede
decir que los polinomios p(z) y q(z) que se quieren obtener, cuyos grados son
como mucho m y n respectivamente, son aquellos tales que q(z)ez − p(z) =





Para continuar, es necesario introducir el siguiente resultado.
Proposición 6.1. Sea r(x) un polinomio de grado k. Entonces existen poli-







q(z) = r(1)zk − r′(1)zk−1 + r′′(1)zk−2 − · · ·
y
p(z) = r(0)zk − r′(0)zk−1 + r′′(0)zk−2 − · · ·
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y aplicando inducción se tiene la demostración.
Por lo tanto, para obtener los aproximantes de Padé p(z)/q(z) de tipo (m,n),




sea holomórfica. Esto sugiere tomar k = m+n en la proposición anterior. Para
elegir r(x) se analizan las fórmulas
q(z) = r(1)zm+n − r′(1)zm+n−1 + r′′(1)zm+n−2 − · · ·
y
p(z) = r(0)zm+n − r′(0)zm+n−1 + r′′(0)zm+n−2 − · · · .
Como el grado de q(z) ≤ n, r(x) tiene una ráız de orden m en x = 1, y como
el grado de p(z) ≤ m se tiene que r(x) tiene una ráız de orden n en x = 0.
Como el grado de r(x) es m+ n, se tiene que
r(x) = xn(x− 1)m,
y por lo tanto, ∫ 1
0




donde p(z)/q(z) es la aproximación de Padé de tipo (m,n) de ez.
Si tomando z = 1 y le añadimos el factor 1/n! se obtiene la integral utilizada
en la demostración del teorema (4.5) de la representación en fracción continua
del número e.












Si por ejemplo se toma el caso donde n = m, al ir aumentando el grado de et




12 + 6t+ t2
12− 6t+ t2
,
120 + 60t+ 12t2 + t3
120− 60t+ 12t2 − t3















120 + 60t+ 12t2 + t3
120− 60t+ 12t2 − t3
)1/t
, · · ·
]
(6.1)
Para mostrar la eficiencia de este método, tomando la última fórmula de (6.1),
entonces
t = 1 −→ e = 2,7183
t = 1/2 −→ e = 2,718282
t = 1/4 −→ e = 2,71828183
t = 1/32 −→ e = 2,71828182845907
t = 1/256 −→ e = 2,7182818284590452354.
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