Abstract: We show that the spectral set conjecture by Fuglede [6] holds in the setting of cyclic groups of order p n q, where p, q are distinct primes and n ≥ 1. This means that a subset E of such a group G tiles the group by translation (G can be partitioned into translates of E) if and only if there exists an orthogonal basis of L 2 (E) consisting of group characters. The main ingredient of the present proof is the structure of vanishing sums of roots of unity of order N, where N has at most two prime divisors; the extension of this proof to the case of cyclic groups of order p n q m seems therefore feasible. The only previously known infinite family of cyclic groups, for which Fuglede's conjecture is verified in both directions, is that of cyclic p-groups, i.e. Z p n .
Introduction
Let Ω be a measurable subset of R n of positive Lebesgue measure. Ω is called spectral, if it accepts an orthogonal basis of exponentials, namely e iλ ·x , where λ ranges through Λ ⊆ R n ; the set Λ is called the spectrum of Ω. On the other hand, Ω is called a tile of R n , if there is a set T ⊆ R n such that almost every point of R n can be written uniquely as ω + t, where ω ∈ Ω and t ∈ T ; T is hence called the tiling complement of Ω.
q-cycles [13] gives efficient bounds on spectral sets A ⊆ Z N ; we believe that these techniques can be extended to every cyclic group of order N = p n q m . Unfortunately, we have not managed to conclude our proof in this more general setting so far.
The proof for the direction Tile⇒Spectral for N = p n q m seems easier for the following reasons: firstly, it is facilitated greatly by the conditions (T1) and (T2) to be defined in Section 2, that are equivalent to the tiling condition [1] when N has at most two distinct prime factors and thus impose a very strong structure on the tiling set A, yielding also the spectrality thereof (not to mention that the tiling condition alone yields #A | N, restricting the size of A down to the divisors of N); secondly, although spectrality gives some structure on A, connecting the set of roots of the mask polynomial of A with the difference set of a spectrum B, it is difficult to obtain new information about A when A(X) vanishes on primitive root of unity whose order is not prime power. We overcome this obstacle by virtue of the structure of the vanishing sums of roots of unity, obtaining strong lower bounds for the size of the spectrum, leading to a contradiction whenever one of the conditions (T1) and (T2) is not met. The latter method is most efficient when
and k relatively large. This successive divisibility property occurs much more frequently when the power of p or q in the factorization of N is small, and this limitation did not allow us to go further than the case N = p n q, for the time being.
Lastly, we have to emphasize that these techniques can be no further extended. Consider the following vanishing sum of roots of unity of order N = pqr, where p, q, r are distinct primes:
(ω p + ω where ω n = e 2πi/n . It is known that this sum cannot be expressed as a nonnegative linear combination of p-, q-, or r-cycles [13] , therefore we cannot obtain strong lower bounds on the size of a spectral subset of Z N . Whether sums such as the above lead to a counterexample in some finite cyclic group and eventually in R, remains to be seen.
Preliminaries
Let Z N denote the ring of integers modulo N. With every (multi)set A with elements from Z N , we associate a polynomial in the quotient ring R = Z[X]/(X N − 1), say
where m a is the multiplicity of a in the multi-set A. A is a proper set, if and only if A(X) has coefficients 0 and 1 (it is understood that we write any element in R as a linear combination of 1, X, . . . ,
is called the mask polynomial of A; it has the following connection with the Fourier transform of the characteristic function of A:
where ω = e 2πi/N throughout this paper. A subset A ⊆ Z N is called spectral if there is a set B with #A = #B, such that the set of exponentials
is orthogonal on A with the usual inner product.
Proof. By definition, we get
whenever b, b are distinct elements of B. This is equivalent to the condition
There is a natural action of the Galois group
where σ ∈ G is determined by σ (ω) = ω g , for some g ∈ Z N . Therefore, in order to determine the support of A(ω n ) we only need to evaluate at the divisors of N. For any integer N, the divisor class of N with respect to n > 0, a divisor of N, is simply nZ N , which is the set of residues mod N whose greatest common divisor with N is equal to n. The set {n : A(ω n ) = 0} is just a union of divisor classes. This is equivalent to the fact that if
, where Φ n (X) denotes the n-th cyclotomic polynomial. We also denote D := {n ∈ N : n | N, A(ω m ) = 0, for all m with n | m and m | N}.
Proposition 2.2. If A ⊆ Z N is spectral and n ∈ D, then #A ≤ n.
Proof. By Theorem 2.1 and the hypothesis we get
for a spectrum B of A. Hence, no two distinct elements of B can have the same residue mod n, thus obtaining #A = #B ≤ n.
The following properties on polynomials were introduced by Coven and Meyerowitz [1] in their effort to characterize finite sets that tile the integers by translations. We will adapt this definition for subsets of Z N . Definition 2.3. Let A ⊆ Z N , and let A(X) be its mask polynomial. The set of prime powers dividing N is denoted by S; define S A = {s ∈ S : Φ s (X) | A(X)}.
We say that A satisfies the property (T1), if
and that it satisfies (T2), if for every distinct elements 
Especially in the case when N has only two prime divisors, the following Lemma allows us to discern the structure of n · A := {na : a ∈ A} (a multi-set), whenever A(ω n ) = 0. In particular, it says that n · A must be the union of p-and q-cycles.
Lemma 2.5. Let n | N be such that N/n has at most two prime divisors, say p and q. If A(ω n ) = 0, then
where P n and Q n have nonnegative coefficients.
Proof. By definition, A(ω n ) is a vanishing sum of roots of unity of order N/n, in particular
As N/n has at most two prime divisors, p and q, the above sum can be written as linear combination with nonnegative integer coefficients of sums of the form
q ), due to Theorem 3.3 from [13] , which shows that n · A is the union of p-and q-cycles, as multi-sets. Every p-cycle has a mask polynomial of the form X k Φ p (X N/p ); union of multi-sets corresponds to addition of the mask polynomials, thus obtaining (2.2). We note that the argument of P n , Q n is X n , simply because A(X n ) can be expressed in terms of powers of X n , as n | N.
Remark. If N/n has only one prime divisor, say p, then it is understood that Q n ≡ 0.
It is also useful to find conditions under which n · A cannot be written as a union of p-cycles or q-cycles only, or equivalently, P n Q n ≡ 0, for every such possible choice of P n and Q n . Proposition 2.6. Let N have only two prime divisors, say p and q, and A(ω n ) = 0, for some n | N, so that
If A(ω np a ) = 0 for some a > 0, then P n ≡ 0, and if A(ω nq b ) = 0 for some b > 0, then Q n ≡ 0.
thus obtaining A(ω nq b ) = 0. The other case is proven similarly.
(T1) and (T2) are conjectured to hold if and only if A tiles Z N [1] (this conjecture was initially formulated in Z). For every set A ⊆ Z N , however, a weaker property than (T1) holds, that is very useful for bounding #A.
In particular, if p is a prime divisor of N, and there are m integers
. Putting X = 1, we get the desired result.
In the rest of this paper we will prove Fuglede's conjecture on Z N , where N = p n q, for p = q primes. The direction Tile⇒Spectral can be deduced from the work of Coven-Meyerowitz [1] and Łaba [12] in the more general case when N has at most two prime divisors, and is shown in Section 3. The direction Spectral⇒Tile is proven in section 5. For completeness, we will also present the Spectral⇒Tile proof for N = p n in section 4 due to its elegance and brevity, although a proof for this case follows from [12] ; a different proof also appeared in [4] .
One final tool that will be very useful in this note, is the following:
Lemma 2.8. Let m, n > 0 be two relatively prime integers, and 0 < k < mn another integer. Then, there is at most one pair (s,t) of nonnegative integers, such that k = sm + tn. If k = mn, then there are exactly two such pairs, namely (n, 0) and (0, m).
Proof. Assume that 0 < k < mn and there is a pair (s,t) such that k = sm + tn, with s,t ≥ 0. All other pairs of integer solutions (s ,t ) to the Diophantine equation k = s m + t n, satisfy s = s − nx, t = t + mx,
3 Tile⇒Spectral, N = p n q m
In this section, we will review the proof of Theorem 1.1. The proof is not new, and is based on combined arguments from [1] and [12] , even though the case for finite cyclic groups is not explicitly mentioned. We will need the following tools from [1] and [12] .
Lemma 3.1 (Lemma 1.3, [1] ). Let N be an integer and let A and B be finite multisets of nonnegative integers with mask polynomials A(X) and B(X). Then the following statements are equivalent. Each forces A and B to be sets such that #A#B = A(1)B(1) = N.
2. A ⊕ B is a complete set of residues modulo N.
4. N = A(1)B(1) and for every factor t > 1 of N, the cyclotomic polynomial Φ t (X) is a divisor of A(X) or B(X). (1), and S the set of prime power factors of N. If Φ t (X) divides A(X) or B(X) for every factor t > 1 of N, then
2. S A and S B are disjoint sets whose union is S. Now, assume that A tiles Z N by translations, and let B be the complementary tile.We may assume that A ⊆ {0, 1, 2, . . . , N − 1}, and also assume that A tiles Z by translations; furthermore, this tiling has period N, i. e. A ⊕ (B ⊕ NZ) = Z. We warn the reader, that not only do we have to prove that A, as a subset of Z, is spectral, but also that the spectrum is a subset of N −1 Z, in order to claim that A, as a subset of Z N , is spectral.
We see that conditions (1) and (2) of Lemma 3.1 are satisfied, hence (4) is satisfied as well, which is just the hypothesis of Lemma 3.2. By (2) of Lemma 3.2, we get that S A ⊆ S. Next, we will use the following two theorems: Theorem 3.3 (Theorems B1 and B2, [1] ). Let A be a finite set of nonnegative integers with corresponding polynomial A(x) = ∑ a∈A x a . If A tiles the integers, and #A is divided by at most two primes, then A satisfies (T1) and (T2). Theorem 3.4 (Theorem 1.5(i), [12] ). If A ⊆ Z satisfies (T1) and (T2), then A has a spectrum.
Remark. The important part of the proof, is that the spectrum is explicitly constructed with respect to S A , namely, the set of all
where k s ∈ {0, 1, . . . , p − 1}, s ∈ S A and s = p α , is proven to be a spectrum of A, when it satisfies (T1) and (T2) (see the beginning of Section 2 [12] ).
So, if A ⊆ {0, 1, . . . , N − 1} tiles Z by translations, the tiling having period N, which has at most two prime divisors, then A satisfies (T1) and (T2) by Theorem 3.3, as #A divides N. Next, by Theorem 3.4 we get that A is spectral; by Lemma 3.2 and the Remark above, we get that the spectrum belongs to N −1 Z, hence A ⊆ Z N is spectral, completing the proof.
4 Spectral⇒Tile, N = p n Suppose Λ ⊆ Z N is a spectrum of A and let p ν 1 , . . . , p ν k be the divisors d of N such that
We have
Define next the set
and notice the sum is direct as e 1 + · · · + e k ∈ E is determines e i ∈ E ν i from the ν i -th digit in its expansion to base p. This observation implies that |E| = p k . Notice also that A(X) and E(X) have the same zeros at the N-th roots of unity. This implies that Λ is also orthogonal on E as this is determined by the zeros of E(X) at the N-th roots of unity. From the orthogonality we obtain |A| = |Λ| ≤ |E| = p k .
Let B ⊆ Z N be the sum of those E ν , ν = 1, 2, . . . , n, not appearing in (4.1). This sum is again direct, as with the sum (4.1), so we obtain |B| = p n−k .
It follows that A(X)B(X) vanishes on all N-th roots of unity except 1, which implies that A + B is a tiling of Z N at some level . Then p n = |A| · |B| = p k p n−k = p n , so that = 1 and A + B is a tiling of Z N at level 1.
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5 Spectral⇒Tile, N = p n q
In this Section we prove Theorem 1.2. As mentioned in the Introduction, our method is to establish a contradiction to the assumption of a spectral set not satisfying (T1) and (T2). When one of these properties fails, the spectrality of A induces the existence of many roots of the mask polynomial A(X) of the form
where
and this produces a strong lower bound for #A via the vanishing sums of roots of unity which eventually leads to a contradiction. Obtaining such lower bounds were a lot easier for N = p n , as (5.2) would yield p k | #A. This follows from the fact that Φ p s (1) = p, for a prime p, whereas Φ M (1) = 1, when M is not a prime power, and this explains the added complexity of this proof, especially when the fractions N/d i are not prime powers. Lemma 2.5 is the main tool here; although it does not produce some divisibility condition such as (5.2), it gives some good lower bounds in terms of k when (5.1) holds. See for example, the proofs of the Claims 1 and 2 below. We distinguish two cases, depending on whether q belongs to D.
q ∈ D We have #A ≤ q from Proposition 2.2. Furthermore, the property (T2) holds vacuously, so we only need to prove (T1) due to Theorem 2.4. If #A = 1, A(X) is a monomial and has no root of the form ω d , in particular, A(ω p n ) = 0 and (T1) holds. If #A > 1, and A is spectral, then B − B = {0} for a spectrum B, so A(ω d ) must vanish somewhere. Since q ∈ D, there must be some nonnegative a ≤ n such that A(ω p a ) = 0, so that
by Lemma 2.5. q ∈ D yields A(ω p a q ) = 0, hence by Proposition 2.6 we get Q ≡ 0, so that #A = A(1) = pP(1) + qQ(1) ≥ q, leading to P ≡ 0 and Q(1) = 1. This certainly implies that A(ω p n ) = 0, A(1) = q, hence (T1) holds in any case where A is spectral and q ∈ D. By Theorem 2.4, A tiles Z N by translations.
q / ∈ D The size of a spectral set A ⊆ Z N depends on the number of roots of A(X) of the form ω p a q . With the same argument we can show that #B i ≤ p m for all i; in this case any two elements b, b ∈ B i satisfy q | b − b , so by Theorem 2.1 and the hypothesis, they must have at least one different digit at places a 1 , . . . , a m , yielding #B i ≤ p m , and #B = #A ≤ p m q. For convenience, put n i = p a i q and d = p a . By Lemma 2.5 we get
where Q d ≡ 0 due to Proposition 2.6, as A(ω p a q ) = 0. Now, consider the largest index i, such that a > a i , assuming first that there is such an index, i. e. a > a 1 ; otherwise, we put i = 0. Put u = dq = p a q, and denote by A(X) ∞ the largest coefficient of A(X) in R = Z[X]/(X N − 1) written as a linear combination of 1, X, . . . , X N−1 .
Proof of Claim. From (5.3) we obtain
If i = 0, then from Q d ≡ 0 we get that some coefficient of A(X u ) is at least as large as q, as desired. Suppose that i > 0. By repeated application of Lemma 2.5, we have
for all j. For j = 1, if we replace X by X n 2 /n 1 , we also get A(X n 2 ) ≡ pP n 1 (X n 2 ), and comparing this with
for some polynomial P 1 n 1 with positive integer coefficients. Proceeding inductively, we can get
since a i < a < a i+1 , where P i−1 n 1 has positive integer coefficients. Comparing (5.4) and (5.5), we get that p i divides all coefficients of A(X u ). Furthermore, since A(ω u ) = 0, we deduce that there is at least a p-cycle on which the elements of n m · A do not have the same multiplicity; using (5.4) again, we deduce that two such multiplicities must differ by a multiple of q. Therefore, by (5.5) we conclude that their difference is a multiple of p i q, and since they are both nonnegative and distinct, we finally get A(X u ) ∞ ≥ p i q.
If a > a m the claim yields A(X u ) ∞ ≥ p m q, while on the other hand A(1) ≤ p m q, therefore, A(X u ) ≡ p m qX uk , for some k. Then, (5.4) yields P d ≡ 0, so for all a ≥ a (5.4) gives
establishing (5) (and (1) when a > a m ). For the rest of the proof, we suppose a < a m , and we will estimate A(X n m ) ∞ .
Proof of Claim. Since A(ω n j ) = 0, we obtain from Lemma 2.5 A(X n j ) ≡ P n j (X n j )Φ p (X N/p ). The largest coefficient of A(X n j ) would appear in a p-cycle, hence A(X n j +1 ) ∞ ≥ p A(X n j ) ∞ , and finally,
Applying Claims 1 and 2, we obtain A(X n m ) ∞ ≥ p m−1 q. The largest coefficient of A(X n m ) would appear on a p-cycle, since A(ω n m ) = 0, so we would get #A = A(1) ≥ p m q; but we have already shown that #A ≤ p m q, so A(1) = p m q and A(X n m ) ≡ p m−1 qX k Φ p (X N/p ) thus proving (6) and (1) in all cases. (2) follows immediately from (1), as #B = p m q, hence #B i = p m for all i. Finally, (3) is a direct consequence of (2); let i and b ∈ B i be arbitrary. For every j, there is some b ∈ B i whose p-adic expansion is the same on a 1 , . . . , a j−1 but differs on a j , due to (2). Then, b − b ∈ p c qZ N , for some c ≤ a j . By Theorem 2.1 and the hypothesis, c = a l , for some l, but c = a l cannot hold for l < j, thus l = j, completing the proof.
Next, we will make use of the induction assumption. Proof. By Proposition 2.6 we have A(X p am q ) ≡ P(X p am q )Φ p (X N/p ) mod X N − 1, and without loss of generality we have deg P(X p am q ) < N/p. The hypothesis implies that
so that A j (1) = P(1) for all j, proving the first part. Now, let d = p k q c with A(ω d ) = 0, where k < a m and c = 0 or 1. We will use the language of multi-sets for this part; d · A is a union of p-and q-cycles, as multi-sets. We will show that every such cycle must belong exclusively to one of the mutli-sets d · A j , hence each d · A j is also a union of p-and q-cycles, leading to A j (ω d ) = 0, for all j.
Indeed, suppose that da is a part of such a cycle; the other member of said cycle are da + lN/r, where r = p or q, and 0 ≤ l ≤ r − For the last part, we just note that P(ω p am q ) = 0, otherwise Φ p (X N/p ) would be a factor of P(X p am q ), an impossibility, since the degree of the latter does not exceed N/p. Proof. Let B i be the subset of elements B whose p-adic digit at a m is equal to i. By hypothesis and Proposition 5.3,
By pigeonhole principle, we may select one B i such that #B i ≥ 1 p #B = A j (1). This can only be possible if we have equality, thus showing that each A j is spectral by Theorem 2.1, having the same spectrum (actually, any B i would serve as such).
If A(1) = p m q and A(X) has at least m roots of the form ω d , where d is a power of p, then A has a special structure. 
for all j, where P d j ≡ 0 have nonnegative coefficients, or
where Q d m ≡ 0 has nonnegative coefficients.
Proof. By Lemma 2.5 we obtain
while on the other hand we can show inductively
for all j, where all the polynomials appearing in these two formulae have nonnegative coefficients, and satisfy the reccurence relations
Without loss of generality we can write
for all j. Putting j = m − 1 and X = 1 we get 
If (5.6) holds, then we have Q i
Now, we can proceed with the conclusion of the Spectral⇒Tile proof. If p n ∈ D, (T2) holds vacuously, so we need only prove (T1), namely A(1) = p m . Suppose on the contrary that A(1) > p m , hence by Proposition 5.2(1) we have A(1) = p m q. If a spectrum B satisfies the hypothesis of Proposition 5.4, then each A j is spectral, so by induction they satisfy (T1). Since A j (1) = p m−1 q, we must have A j (ω p n ) = 0 for all j, yielding A(ω p n ) = 0, contradicting our assumption that p n ∈ D. If the maximal a such that (B − B) ∩ p a Z N = ∅ satisfies a > a m , then by Proposition 5.2(5) we get that A(ω p a i ) = 0 for all 1 ≤ i ≤ m. Taking {d 1 , . . . , d m } = {p a 1 , . . . , p a m−1 , p a } and applying Proposition 5.5 we get either
where in each case P d m , Q d m ≡ 0 have nonnegative coefficients. However, this contradicts Proposition 2.6, since A(ω p n )A(ω p a q ) = 0. We conclude that A must satisfy (T1) as well, thus tiling Z N by translations due to Theorem 2.4. Lastly, we suppose that p n / ∈ D, so that A(ω p n ) = 0. In this case, q | A(1) by Proposition 2.7, hence A(1) > p m and A(1) = p m q by Proposition 5.2(1). Therefore, (T1) holds and it remains to prove (T2), namely A(ω p a i ) = 0 for all i. If the maximal a for which (B − B) ∩ p a Z N = ∅ holds, satisfies a > a m , for a spectrum B, then by applying Proposition 5.2(5) we deduce that (T2) holds. Otherwise, B satisfies the conditions of Proposition 5.4. Therefore, each A j is spectral and satisfies (T2), yielding A j (ω p a i ) = 0 for all j and 1 ≤ i ≤ m − 1, hence A(ω p a i ) = 0 for 1 ≤ i ≤ m − 1. It remains to show that A(ω p am ) = 0. We remark that an a as described in Proposition 5.4 actually exists in this case due to Proposition 5.2(4), and a < a m . We apply Proposition 5.5 for {d 1 , . . . , d m } = {p a 1 , . . . , p a m−1 , p a }; if
for all j, where P d j ≡ 0 have nonnegative coefficients, then A(ω p a q ) = 0, a contradiction. Therefore, 
