In this paper we present a polynomial time algorithm for finding the shortest sequence of rotations that converts one binary tree into another when both binary trees are of a restricted form. The initial tree must be a degenerate tree, where every node has exactly one child, and the destination binary tree must also be degenerate, of a more restricted nature. Previous work on rotation distance has focused on approximation algorithms. Our algorithm is the only known non-trivial polynomial time algorithm for exact rotation distance between special cases of binary trees.
INTRODUCTION
The binary tree is a fundamental data structure in computer science. Binary search trees have been extensively studied over the past 40 years [1, 2, 3, 4, 5, 6, 7] . One of the most common operations for restructuring a binary tree is the rotation operation ( Figure 1 ). The rotation is a simple, constant time operation which preserves the symmetric order of the nodes in a binary tree.
The combinatorial properties of binary trees under the rotation operation have been the focus of extensive research. Much of the research has been framed in terms of the rotation graph of binary trees of n nodes, or RG(n). RG(n) is defined as follows. Each binary tree containing n nodes corresponds to one node in RG(n), and two nodes of RG(n) are connected by an edge if a single rotation transforms one tree into the other. Note that the rotation is a reversible operation, so RG(n) is an undirected graph. The number of binary trees with n nodes is given by the Catalan number C(n) = 1/(n + 1) 2n n . Thus the graph RG(n) is exponentially large with respect to n.
Enumerating binary trees with a Gray code with respect to rotations was studied in [8, 9] , where they established that RG(n) is Hamiltonian. An alternative loopless generating algorithm was presented by Vajnovszki in [10] . Rogers and Dutton [11] showed that RG(n) is n − 1 connected, has radius n − 1, and characterized the set of nodes that form the center of RG(n). In [12] they present further results characterizing the diametral nodes of RG(n). Hurtado and Noy [13] generalized the concept of the finite graph RG(n) into an infinite tree and were thus able to give new and simpler proofs for Hamiltonicity, connectivity and characterizing the center of RG(n). Pallo [14, 15, 16] shows that a directed version of RG(n) is a lattice, that is, is a partially ordered set with a unique maximum and minimum, known as the nth Tamari lattice. This corresponds to the case when only left rotations are permitted in the binary tree transformation. Sundar [17] also studied transformations of binary trees when only a single direction of rotation is permitted; in his case, only right rotations. He gave upper and lower bounds on the number of combinations of rotations, denoted as twists, turns and cascades, that can be performed.
Of much interest has been the question of determining a shortest path in RG(n). We wish to determine the shortest length sequence of rotations that will convert any initial tree T 0 into any final tree T f . We denote this rotation distance as RotDist(T 0 , T f ). Clearly we could compute RotDist(T 0 , T f ) in exponential time using a breadth-first-search of RG(n). However, it remains an open problem whether rotation distance can be determined in time polynomial in n.
Culik and Wood [18] showed a simple upper bound of 2n − 2 on RotDist(T 0 , T f ) for any T 0 and T f . They use the technique of 'folding' and 'unfolding'. Their technique is of importance to us, and will be detailed later. This bound was improved to 2n−6, for infinitely many n, n ≥ 11, by Sleator, Tarjan and Thurston (STT) [19] . Sleator et al. used the wellknown one-to-one correspondence between binary trees of n nodes and triangulations of an n + 2 vertex convex polygon [19, 20] . The root of the binary tree corresponds to the top edge of the polygon, and each remaining node corresponds to a diagonal of the triangulation. A rotation in the binary tree corresponds to a diagonal flip in the polygon. Much of the work in this area has been done from this framework of triangulations. We prefer to state our results in terms of binary trees. Alternative proofs for a bound on the diameter of RG(n) are given by Makinen [21] and Luccio and Pagli [22] .
Several authors have presented approximation algorithms for the problem of computing rotation distance. Pallo [23] presents a polynomial time algorithm for finding an upper bound on RotDist(T 0 , T f ). The proof is constructive, and it is possible to build the actual sequence of rotations transforming T 0 to T f , but we note that in every rotation sequence produced by this algorithm either all the right rotations precede all the left rotations, or vice versa. In contrast, the algorithm presented here can do many intermixed left and right rotations. Other polynomial time heuristic algorithms for computing an upper bound on RotDist(T 0 , T f ) are given in Rogers and Dutton [12] and Hanke et al. [24] . More recently Rogers [25] has presented an O(n log n) algorithm for finding a path from T 0 to T f in RG(n) whose length is at most twice RotDist(T 0 , T f ).
Closely related problems have been studied by Bonnin and Pallo [26] and Cleary [27] . These authors approach the problem by limiting the reshaping primitive to a restricted version of the general rotation operation. Bonnin and Pallo present an O(n 2 ) algorithm to compute the restricted rotation distance between two trees when the leftmost subtree A of each rotated edge (x, y) is constrained to be empty (see Figure 1 ). Cleary [27] considers the case when the rotation operation is permitted only at two nodes, the root and the right child of the root. He gives an O(n) algorithm for computing upper and lower bounds using this definition of restricted rotation distance. In both these papers, the restricted rotation distance computed is upper bound on the true rotation distance.
In this paper, we present an algorithm to find the exact rotation distance between any two binary trees that belong to a limited class. In other words, we show how to find the shortest path in RG(n) with restrictions on the starting and destination nodes. Our algorithm will construct a sequence of rotations of minimal length that will transform T 0 to T f whenever T 0 is a degenerate tree (each node has at most one child) and T f is a degenerate angle tree (there is at most one zig-zag pair of edges in the tree). Figure 2 gives an informal illustration of the permitted shapes for the initial and destination trees. We refer to this transformation as 'untangling' the nodes of T 0 to produce T f , since in T 0 all the nodes less than or equal to the leaf node z (the white nodes) can be intermingled in any arbitrary vertical ordering with the nodes greater than z (the black nodes), but in T f all the white nodes must be gathered together above all the black nodes. This transformation effectively separates, or untangles, the binary tree into two disjoint subproblems consisting of the white nodes and the black nodes. Our algorithm runs in O(n 2 ) time.
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that transforms a triangulation with no inscribed triangles into a triangulation that consists of at most two 'fans'. We note that Rogers and Dutton [12] conjecture that triangulations that are the most interesting (i.e. hardest) are those with 'few inscribed triangles'. A triangulation with no inscribed triangles corresponds precisely to our situation of degenerate binary trees.
BINARY TREE TERMINOLOGY
We first present our binary tree terminology. Given any binary tree T of n nodes, T defines a total order on the set of nodes as follows: if x is in the left subtree of y, then x < y, and similarly, if x is in the right subtree of y, then x > y. This is also known as the symmetric order of T . Given any node z in T , we denote as z pred the largest node y in T such that y < z, if it exists. Similarly we define z succ to be the least node y in T such that y > z, if such a node exists. Node 1 is the least node in symmetric order, and node n is the greatest node in symmetric order. We do not distinguish between a node x and its symmetric order position.
We define an ancestor of x in T to be x itself, or the parent of x, or any ancestor of the parent of x. If y is an ancestor of x, then we say that x is a descendant of y. We denote by T (x) the subtree of T , rooted at x, that consists of all the nodes that are descendants of x in T . Note that the nodes in T (x) form a consecutive subsequence of the symmetric order of T . We denote by T L (x) the subtree of T , rooted at the left child of x, consisting of all the descendants of the left child of x. The tree T L (x) could be empty. Similarly, we define T R (x) to be the subtree consisting of all the descendants of the right child of x.
Let u denote the root of T . Then the mirror image of T can be defined recursively as mirror(
. If x is a leaf node of T , or x is the root node of T where x has only one child, then we define the tree T − x to be the tree produced by removing the node x from T . Similarly we define T − T (x) as the tree produced by removing the subtree T (x) from T .
A sequence of nodes x 0 , x 1 , x 2 , . . . , x k is called a left (resp. right) vine if x i is the left (resp. right) child of x i+1 , 0 ≤ i < k. We denote the left (resp. right) path of a binary tree as the left vine consisting of all the ancestors of node 1 (resp. node n). Let T L denote the tree where every node lies on the left path, that is, every node has a left child except the sole leaf node. Similarly, let T R denote the tree where every node lies on the right path. We observe that T L (resp. T R ) is the zero (resp. unit) element of the Tamari lattice.
Culik and Wood [18] introduced the technique of 'folding' and 'unfolding'. We say that a binary tree T is 'unfolded' into T L if by a sequence of left rotations we move every node in T onto the left path. It is trivial to show that any sequence of rotations that always rotates an edge which has exactly one node already on the left path will be the shortest sequence of rotations transforming T into T L . Clearly the number of rotations required is at most n − 1. Similarly we can speak of unfolding T into T R . Since the rotation is a reversible operation, we can reverse the sequence of rotations and transform T L into T . We call this process 'folding' T L to produce T .
Therefore, we can transform any tree T 0 into any other tree T f by first unfolding T 0 into T L and then folding T L into T f . This is precisely the algorithm of Culik and Wood [18] . This algorithm established the upper bound of 2n − 2 on the diameter of RG(n). Notice that in this algorithm all the left rotations precede all the right rotations. Similarly in Pallo's algorithm [23] , all the left rotations precede all the right rotations (or vice versa) in every rotation sequence produced by his algorithm. In contrast, our algorithm creates rotation sequences that intermix left and right rotations.
Sleator et al. [19] presented their results on rotation distance in the context of flipping diagonals in a convex polygon. They showed that if a diagonal in the initial polygon T 0 is also a diagonal of the destination polygon T f , then that diagonal is never flipped during the shortest path transformation of T 0 into T f . As a corollary they showed that if it is possible to flip a diagonal of T 0 to create a diagonal that exists in T f , then there exists a shortest path sequence from T 0 to T f that begins with that diagonal flip.
These results can be directly restated in terms of binary trees as follows. Consider the subtree T 0 (x). If this set of nodes also forms a subtree T f (y) in T f , then we say that T 0 and T f share a common subtree. Note that though T 0 (x) and T f (y) contain the same set of nodes, these trees may have different shapes. This is equivalent to when the polygons corresponding to T 0 and T f share a common diagonal. Therefore the problem of finding the shortest path from T 0 to T f can be broken into the disjoint subproblems of finding the shortest path from
Similarly, if u is a child of v in T 0 , and it is possible to perform a rotation (u, v) in T 0 to produce a tree T 0 , such that T 0 and T f share a common subtree consisting of the nodes of T 0 (v), then there is a shortest path from T 0 to T f whose first rotation is (u, v). Symmetrically we note that if it is possible to perform a rotation (u, v) in T f , where u is a child of v in T f , to produce a tree T f , such that T f and T 0 share a common subtree consisting of the nodes of T f (v), then there is a shortest path from T 0 to T f whose last rotation is (u, v).
We summarize these results in the following lemmas.
Lemma 2.3 ( [19]). If there is a rotation (child(v), v)
in T f to create T f such that T f and T 0 share a common
In our algorithm, we speak of performing an STT rotation when we carry out a rotation corresponding to Lemma 2.2 or 2.3 from Sleator et al. [19] 
ALGORITHM TO COMPUTE ROTATION DISTANCE
Our algorithm for determining the exact rotation distance between two n-node binary trees, n ≥ 2, applies only to a special case of the general problem in which the initial tree T 0 and the final tree T f have a restricted form. Consider the following definitions.
Definition 3.1. (Degenerate tree). We say that a binary tree T is degenerate if T contains only one leaf node. In other words, every node in T has at most one child. Figure 2 shows an example of a degenerate tree T 0 and a right angle tree T f , whose angle node is z.
Definition 3.2. (Angle tree). We say that a binary tree T is a right (resp. left) angle tree if T is degenerate, the right (resp. left) child of the root of T is not empty, and every node in T that has a non-empty right (resp. left) child is an ancestor of every node in T that has a non-empty left (resp. right) child. We denote the largest node in T that has a non-empty right (resp. left) child as the angle node of T .
The principal result of this paper is as follows.
Theorem 3.1. Given any degenerate tree T 0 and any angle tree T f , both of size n nodes, the algorithm presented below will determine an exact sequence of rotations that will transform T 0 to T f , such that the number of rotations in , denoted | |, is equal to RotDist(T 0 , T f ).
Let z denote the unique leaf node in T 0 . We denote all the nodes x, x ≤ z, as white nodes and all the remaining nodes as black nodes. Intuitively speaking, our algorithm seeks to 'untangle' the white nodes of T 0 from the black nodes of T 0 . Our algorithm first repeatedly performs any of the following three transformations until no more applications are possible.
Transformation 1:
If the root node of T 0 is a white node, then we take the mirror images of T 0 and T f as the problem instead.
Transformation 2:
Reduce the problem into disjoint subproblems based on Lemma 2.1.
Transformation 3:
Perform any STT rotation, if one exists, corresponding to Lemmas 2.2 and 2.3.
If n < 4, then the transformations above will be sufficient to generate a least cost sequence of rotations converting T 0 to T f . Suppose now that n ≥ 4. After applying these transformations as often as possible, we will have generated some number of node-disjoint subproblems, and for each subproblem we may assume the following without any loss of generality.
Lemma 3.1. T 0 has a black root.
Otherwise transformation 1 would be applied.
Lemma 3.2. T f has a white root.
Otherwise both T 0 and T f have as their roots the largest node in symmetric order, that is, node n. But then we would have used Transformation 2 to create the subproblem T 0 − n and T f − n.
Otherwise both T 0 and T f have as their leaf the node z. But then we would have used Transformation 2 to create the subproblem T 0 − z and T f − z.
We already know that z is not the leaf node in T f . If furthermore z is not the angle node in T f , then z has a child u such that the rotation of (z, u) in T f produces a tree T f in which z appears as a leaf node. But then we would have used Transformation 3 to rotate (z, u) in T f .
Lemma 3.5. The child of the root in T 0 is a black node.
Otherwise the child of the root node n in T 0 is node 1. But then we would have used Transformation 3 to rotate (1, n) in T 0 , creating the tree T 0 , such that T 0 − 1 and T f − 1 are a shared common subtree.
Lemma 3.6. The parent of z in T 0 is a white node.
Otherwise the parent of z in T 0 is z succ . But then we would have used Transformation 3 to rotate (z, z succ ) in T 0 , creating the tree T 0 , such that T 0 (z succ ) and T f (z succ ) are a shared common subtree. We say that any degenerate tree T 1 and any angle tree T 2 , both consisting of n ≥ 4 nodes, that conform to Lemmas 3.1-3.6 above are in standard form. We proceed now to the heart of our algorithm, assuming that T 0 and T f are in standard form.
Since T 0 is a degenerate tree, T 0 quite naturally defines a total order, denoted as ≤ T 0 , on the set of n nodes, which corresponds to the ancestor-descendant relationship of the nodes in T 0 . That is, x ≤ T 0 y if and only if x is an ancestor of y in T 0 . Similarly, T f defines a total order ≤ T f on the set of n nodes, where x ≤ T f y if and only if x is an ancestor of y in T f . Notice that these two total orders differ from the total order implied by the symmetric ordering of the nodes in T 0 and T f .
Our algorithm will compute a longest common subsequence of the nodes in the two total orders ≤ T 0 and ≤ T f , which we denote as = LCS(T 0 , T f ). Let | | denote the number of nodes in the sequence . Let b L denote the largest white node in . It is possible that b L is undefined if contains only black nodes. Let b R denote the largest black node in . It is possible that b R is undefined if contains only white nodes. We make the following simple observations. Clearly b L is an ancestor of b R in T 0 , since both those nodes are in and b L is an ancestor of b R in T f . We observe that b L is the parent of b R in T 0 if both b L and b R exist, since if there is any node u such that b L < T 0 u < T 0 b R , then u could be added to to create a common subsequence of T 0 and T f that is longer than . But this contradicts the fact that is a longest-common-subsequence. Clearly all white nodes v, v ≤ b L , are also in . Similarly all the black nodes v, v ≤ b R , are in . Figure 2 shows an example of T 0 , T f , their two total orders, and a corresponding LCS(T 0 , T f ).
We call skewed if it consists of all white nodes or all black nodes. Otherwise, we say that is normal. The LCS in Figure 2 is normal, with b L = 5 and b R = 15. If there is more than one common sequence of the maximum length, then our algorithm will select any normal LCS(T 0 , T f ) of that maximum length, if possible, in preference to a skewed LCS(T 0 , T f ) of the same length. We use the notation CS(T 0 , T f ) to denote a common subsequence between the vertical orders of T 0 and T f which is not necessarily maximum.
A longest common subsequence can be computed in O(n 2 ) time [28] using a dynamic programming algorithm. It is straightforward to ensure that our algorithm selects a normal LCS, when one exists. First, we run the standard LCS algorithm. If the first LCS generated is skewed, then we re-run the algorithm on the two total vertical orders of T 0 and T f with the two nodes z and n deleted. Note that if z is an element of the LCS, then the LCS must consist of exactly the set of white nodes, and therefore be skewed. Similarly, if n is an element of the LCS, then the LCS must be skewed consisting of all the black nodes. Therefore any normal common subsequence cannot contain either z or n. If this second pass of the LCS algorithm generates a solution sequence of the same length, then it must be normal, and our algorithm will use it in preference to the original (skewed) LCS.
We now describe how our algorithm proceeds after computing the LCS . Starting with the tree T 0 , the node z proceeds up the tree by rotating into its left subtree any white parent it encounters, that is, that white parent is 'folded' under z. Each such node will eventually be 'unfolded' and restored to its condition as an ancestor of z. The node z rotates directly with any black parent v it encounters. This rotation is an STT rotation that effectively moves node v into v's final position. No further rotations will ever take place in the subtree rooted at v. This process continues until z rotates with b R . In the skewed case where is all white, then this phase does not perform any rotations.
Define w to be the black node in the current tree that is an ancestor of all black nodes. Clearly w is well defined since the black nodes form a consecutive subdictionary of the symmetric order. The designation of w can and does change frequently. Whenever the node w rotates with a black child u, then u assumes the role of w in the resulting tree.
The progress of w is similar to that of z. The node w proceeds down the tree by rotating with each left child it encounters. When w rotates with a black left child v, w is effectively being 'folded' into the new right subtree of v, which contains only black nodes, and the black child v takes on the role of w. Each such rotation effectively 'folds' a black node, and that node will eventually be 'unfolded' and restored to its condition as an ancestor of z succ . The node w rotates with any white left child u it encounters. This rotation is an STT rotation that effectively rotates node u into u's final position. No further rotations will ever be performed with a node that is an ancestor of u. This process continues until w rotates with b L . In the skewed case where is all black, then this phase does not perform any rotations. Next the algorithm rotates the edge (w, z) if is normal. We call this the 'cross-over' rotation. If is skewed then there is no cross-over rotation. If is normal, then this rotation marks the first time that all white nodes are 'above' (or untangled from) all black nodes, that is, there is no longer any white node that has a black ancestor in the tree. Figure 4 illustrates the tree τ produced by our algorithm, given the T 0 and T f shown in Figure 2 , at the point just before the crossover rotation is performed. In this example, is normal. If, on the other hand, was skewed all black, then at this point in the algorithm the tree would have z at the root, and the overall general shape of the tree would resemble τ (z) in Figure 4 . Alternatively, if was skewed all white, then at this point in the algorithm the overall general shape of the tree would resemble τ − τ (z) in Figure 4 .
Finally, after the cross-over rotation (if it exists), the algorithm completes by simply unfolding any folded white and black nodes. That is, if there is any white node that is not an ancestor of z, then we can rotate a pair of white nodes to increase the number of white ancestors of z by 1. Similarly for the black nodes and z succ .
Below we give a pseudocode representation of our algorithm. We note that the order in which the white nodes that are not in (i.e. that are proper descendants of b L in T 0 ) are folded is irrelevant to the final total cost. Our algorithm 'folds' each of these nodes using a left rotation with z, but it would be equally good to left rotate any pair of these white nodes before z moves up to reach them. A similar statement holds for the black nodes not in . We denote by the sequence of rotations produced by this algorithm. The total number of rotations in , denoted | (T 0 , T f )|, breaks down as follows. There is a cost of 1 for the cross-over rotation if is normal. In the skewed case, this cost is 0. Every node falls into one of the following two categories:
(i) The node is not an element of and contributes 2 to the overall cost: one rotation when it is folded under by either z or w (during Step 3 or 4), and one rotation when it is unfolded (during Step 6 or 7). This holds true for all nodes not in with the exception of z and w.
So from these nodes we get a contribution to the total cost of 2(n − | | − 2) if is normal or 2(n − | | − 1) if is skewed.
(ii) The node is an element of and contributes only 1 to the total cost, when it rotates with either z or w during
Step 3 or 4. So we get a cost of | | in both the normal and skewed cases.
Therefore, the total normal cost (including the cost for the cross-over rotation) is
And the total skewed cost is
The total costs differ by 1 depending on whether was normal or skewed. This is why our algorithm selects a normal LCS if possible, in preference to a skewed LCS of the same length. Also, by choosing a longest common subsequence, as opposed to any common subsequence, we minimize the total number of rotations required to convert T 0 to T f . Let η be a variable whose value is 1 if is normal, and 0 if is skewed. Then we can write the cost of as:
PROOF OF CORRECTNESS
We now present the proof of Theorem 3.1. We show that the sequence of rotations produced by our algorithm is in fact minimal, that is, it corresponds to a shortest path from T 0 to T f in RG(n). The proof is by induction on RotDist(T 0 , T f ). Note that although the proof is by induction, the algorithm is not recursive. All the rotations corresponding to Lemmas 2.2 and 2.3 are performed before any of the rotations in Steps 3-7 of the algorithm.
Base case:
By enumerating all cases, we can verify that our algorithm is optimal if RotDist(T 0 , T f ) ≤ 3, since in this case
Step 1 suffices to convert T 0 to T f . If RotDist(T 0 , T f ) = 4, then the only case where the shortest path from T 0 to T f does not consist entirely of STT rotations, and T 0 and T f do not share a common subtree, is when n = 4 and T 0 and T f are in standard form (or the mirror image of standard form). In this case T 0 is the tree whose vertical order is 4, 3, 1, 2 and T f is the tree whose vertical order is 1, 2, 4, 3. Then our algorithm selects either the skewed LCS containing all the white nodes, which produces the rotation sequence (3, 4) , (1, 3) , (2, 3) , (3, 4) , or the skewed LCS containing all the black nodes, which produces the rotation sequence (1, 2), (2, 3), (2, 4), (1, 2) . Both these have cost | (T 0 , T f )| = 2n−2−| |−η = 8−2−2−0 = 4, which is clearly optimal. Therefore our algorithm is optimal for RotDist (T 0 , T f ) ≤ 4.
Induction
Step: Our induction hypothesis is that Theorem 3.1 holds for any degenerate tree T 0 and angle tree T f , both containing n nodes, such that RotDist(T 0 , T f ) < k. Furthermore, our induction hypothesis states that the length of the rotation sequence produced by our algorithm when T 0 and T f are in standard form is given by Equation (3). Let T 0 be a degenerate tree of n nodes and T f be an angle tree, also of n nodes, such that RotDist(T 0 , T f ) = k. Clearly we can assume without loss of generality that T 0 and T f are in standard form. Otherwise our algorithm would first perform at least one of the transformations 1-3, which we already know to be consistent with generating a shortest path from T 0 to T f . Let denote the particular LCS of T 0 and T f that is selected by our algorithm (T 0 , T f ). Let η be equal to 1 if is normal, and 0 if is skewed. Since T 0 and T f are in standard form, by Equation (3) we have:
Let adv (T 0 , T f ) be a sequence of rotations that converts T 0 to
Consider the first rotation done by adv . Let the rotated edge be denoted as (u, v) . Let T 0 denote the tree produced by the rotation of (u, v) in T 0 . There are two cases to consider.
(i) adv rotates the edge (u, v) such that either both u and v are white, or both u and v are black. (ii) adv rotates the edge (u, v) where u is a white node and v is a black node, that is, u ≤ z < v. This is referred to as a 'crick rotation'.
Case 1: Let v be the parent of u on the rotated edge (u, v).
Clearly the node v is a leaf node in T 0 , since u and v have the same color. Let T f be the tree formed from T f by rotating the node v with its child, which must be node u. Then v is a leaf node in T f . See Figure 5 for an example corresponding to the trees in Figure 2 . By Lemma 2.3, the rotation of (u, v) in T f to produce T f is a valid shortest path step from T f to T 0 . So clearly
T 0 −v is a degenerate tree and T f −v is an angle tree, therefore our algorithm applies to this pair of trees by induction on the rotation distance. We split the argument into two cases.
Case 1A: T 0 − v and T f − v are in standard form.
By induction we know that our algorithm from T 0 − v to T f − v must be a least cost transformation, and that the cost is given by Equation (3). Let denote the particular LCS of T 0 − v and T f − v that is selected by our algorithm. Let η be equal to 1 if is normal, and 0 if is skewed. Since the vertical total order of T 0 − v differs from that of T 0 by only the absence of the node v (similarly for T f − v and T f ), then any normal (resp., skewed) LCS of T 0 − v and T f − v is also a normal (resp., skewed) CS of T 0 and T f of length at least as great. And since our algorithm always selects a normal LCS in preference to a skewed LCS of the same length, we have:
Therefore:
Therefore | adv | ≥ | |, and so Case 1A is proved.
Case 1B: T 0 − v and T f − v are not in standard form.
This can only occur in two ways. The first case is when (u, v) = (n − 1, n) and the child of n − 1 in T 0 is node 1. In this case the resulting tree T 0 does not satisfy Lemma 3.5. The symmetric case is when (u, v) = (z pred , z) and the parent of z pred in T 0 is z succ . In this case the resulting tree T 0 does not satisfy Lemma 3.6. We will only establish that | adv | ≥ | | for the first case. A completely symmetric argument holds in the second case. Suppose (u, v) = (n − 1, n) and the child of n − 1 in T 0 is node 1. Let i ≥ 1 be the greatest white node such that the nodes 1, 2, . . . , i form a right vine in T 0 . Then either i = z or i is the parent of the black node n−2. Clearly the rotations (1, n − 1), (2, n − 1) , . . . , (i, n − 1) are a sequence of STT rotations on a shortest path from T 0 to T f . LetT 0 be the tree resulting from this sequence of rotations in T 0 . Therefore
If i = z, then this sequence of i rotations is sufficient to complete the transformation of T 0 to T f . But then we know that i ≥ 2, since Lemma 3.6 holds for T 0 and T f .
Therefore | adv | is precisely the same as | | when is chosen to be skewed all white. The CS of T 0 and T f consisting of all the black nodes cannot be a longer CS, and there is no normal CS for T 0 and T f in this case. Therefore
The only remaining case to consider is if i = z, in which case i is the parent of the black node n − 2 in T 0 . Then T 0 − n − 1 · · · − i is a degenerate tree and T f − n − 1 · · · − i is an angle tree, so by induction we know that is a least cost
Since the two trees are in standard form, the cost of is given by Equation (3). Let denote the particular LCS of T 0 − n − 1 · · · − i and T f − n − 1 · · · − i that is selected by our algorithm. Let η be a variable equal to 1 if is normal, and 0 if is skewed. We wish to establish the inequality:
Suppose is a normal (resp., skewed white) LCS of
By using the same values of b L and b R , we can obtain a normal (resp., skewed white) CS of T 0 and T f whose size is i greater than , due to the addition of nodes 1, 2, . . . , i. Suppose is a skewed black
we can obtain a normal CS of T 0 and T f whose size is i − 1 greater than , due to the addition of nodes 1, 2, . . . , i and the loss of node n − 1. Since this is normal, while the corresponding is skewed, we again have the inequality of Equation (8) . Therefore
And so Case 1B is proved.
Case 2:
The first rotation of adv is of a white node with a black node. Let (u, v) denote the rotated edge, where u is the white node and v is the black node. The resulting tree T 0 is a degenerate tree. See Figure 6 for an example corresponding to the trees T 0 and T f in Figure 2 . Clearly
T 0 is a degenerate tree and T f is an angle tree, therefore our algorithm applies to T 0 and T f by induction on the rotation distance between T 0 and T f . We split the argument into two cases.
Case 2A: T 0 and T f are in standard form.
Then the cost of (T 0 , T f ) is given by Equation (3). Let denote the particular LCS of T 0 and T f that is selected by our algorithm. Let η be a variable equal to 1 if is normal, and 0 if is skewed. We wish to establish the inequality:
Since the vertical total order of T 0 differs from that of T 0 by only the transposition of nodes u and v, then any LCS of T 0 and T f that doesn't include both u and v is also a CS of T 0 and T f . Suppose is a normal LCS containing both u and v. Clearly v < n − 1, since T 0 and T f are in standard form. If u > 1, then there is a normal CS of T 0 and T f , defined by b L = u − 1 and b R = v, whose size is one less than , so Equation (10) holds. The only remaining case is when u = 1, but then the skewed black CS of T 0 and T f has size at least one larger than , since that CS contains both n and n − 1, which are not in . And so in all cases we have shown that Equation (10) holds. Therefore
And so Case 2A is proved. This can only occur in two ways. The first case is when (u, v) = (1, n − 1). In this case, the resulting tree T 0 does not satisfy Lemma 3.5. The symmetric case is when (u, v) = (z pred , z succ ). In this case, the resulting tree T 0 does not satisfy Lemma 3.6. We will only establish that | adv | ≥ | | for the first case. A completely symmetric argument holds in the second case. Let T 0 be the tree that results from rotating (1, n) in T 0 . This is clearly an STT rotation on the shortest path from T 0 to T f . Therefore
If n = 4, then | adv | ≥ | | was already established in the base case. If n > 4, then T 0 − 1 is a degenerate tree and T f − 1 is an angle tree, and the trees are in standard form. By induction we know that our algorithm (T 0 −1, T f −1) must be a least cost transformation, and that the cost is given by Equation (3). Let denote the particular LCS of T 0 − 1 and T f − 1 that is selected by our algorithm. Let η be a variable equal to 1 if is normal, and 0 if is skewed. Clearly any normal (resp., skewed) LCS of T 0 − 1 and T f − 1 is also a normal (resp., skewed) CS of T 0 and T f of size at least as great. Therefore we have the inequality:
And so Case 2B is proved. This completes the proof of Theorem 3.1.
COMPLEXITY OF THE ALGORITHM
In this section, we establish the polynomial time complexity of our algorithm.
Theorem 5.1. The algorithm presented above to generate a minimum length sequence of rotations to transform any degenerate tree T 0 into any angle tree T f has complexity O(n 2 ), where n is the size of the trees.
We stress that although the proof of our algorithm uses induction, the algorithm itself is not recursive. We assume that the trees are represented using explicit pointers at each node x to the parent, left child and right child of x, and that each node is labeled with its symmetric order position.
We first consider the time needed to recognize and perform any one of the Transformations 1-3 that occur during Step 1 of the algorithm. Clearly Transformation 1 is trivial. The mirror image of a tree can be computed in O(n) time by reversing the left and right child pointers of each node in the tree.
We define T pred (x) to be the symmetric order predecessor of the least node in T (x), or 0 if the least node in T (x) is 1. We define T succ (x) to be the symmetric order successor of the greatest node in T (x), or n + 1 if the greatest node in T (x) is n. Then the algorithm below will label each node x in T with the pair of values [T pred (x), T succ (x)], if it is called initially with the three parameters dfs (root of T, 0, n+1). The algorithm uses a single linear-time depth-first-search traversal of the tree T .
dfs (x, predecessor, successor) BEGIN IF (x is not empty) THEN BEGIN T pred (x) = predecessor T succ (x) = successor dfs (left child of x, predecessor, x) dfs (right child of x, x, successor) END END Assuming now that each node in T 0 and T f has been given this pair-labeling, we can recognize a shared common subtree of T 0 and T f by finding an x and y such that
Such an x and y can be located in O(n) time by using a two-pass radix sort on the combined list of 2n pair-labels of T 0 and T f . Once the shared common subtree of T 0 (x) and T f (y) is identified, we can easily create the two disjoint shortest path subproblems of (T 0 (x), T f (y)) and
Finally, we show how to recognize and perform Transformation 3 in O(n) time. We can identify an STT rotation by locating an edge (x, y) in T 0 , where y is the right child of x, such that some node of T f contains the pairlabel [T pred 0 (x), y]. Symmetrically, we locate any edge (x, y) in T 0 , where y is the left child of x, such that some node of T f contains the pair-label [y, T succ 0 (x)]. Clearly we can recognize such an edge (x, y) in O(n) time by using a twopass radix sort on the combined list of these altered pair-labels of T 0 and the original pair labels of T f . Once identified, the corresponding STT rotation requires only O(1) time to be performed.
We have shown that each transformation of Step 1 of our algorithm can be carried out in O(n) time. From Culik and Wood [18] , we know that the total number of rotations on the shortest path is at most 2n − 2, therefore the total cost of Step 1 over the entire algorithm is O(n 2 ).
At this point the initial problem, of size n, has been broken into m subproblems of size n 1 , n 2 , . . . , n m , where 1 ≤ m ≤ n and m i=1 n i = n. Steps 2-7 of the algorithm are then applied independently to each of these subproblems.
First we show that Steps 2-7 can be completed for the ith subproblem in O(n 2 i ) time.
Step 2 of the algorithm will require O(n 2 i ) time to compute the LCS. Clearly the remaining Steps 3-7 of the algorithm can be completely implemented in O(n i ) given a pointer-based representation of the binary tree by a direct implementation of the pseudocode given in Section 3. We present below only the implementation of Steps 6 and 7. From the example of Figure 4 , it is clear that these two loops are sufficient to unfold all the nodes.
WHILE (left child of z is not empty) rotate (z, left child of z) w = right child of z WHILE (right child of w is not empty) rotate (w, right child w) w = parent of w Finally, to complete the proof and show that the total time required by the complete algorithm is O(n 2 ), it only remains to establish the inequality
whenever n i ≥ 0 and m i=1 n i = n. This inequality follows as a corollary of the Multinomial Theorem, which itself is a generalization of the more commonly known Binomial Theorem. The inequality (13) that we wish to establish follows directly from the Multinomial Theorem by setting k = 2. Therefore, n 1 + n 2 + · · · + n m = n (by initial assumption) (14) (n 1 + n 2 + · · · + n m ) 2 
Thus the desired inequality (13) is established, which completes the proof that the total complexity of the algorithm is O(n 2 ). Finally, we note that the number of degenerate trees with n nodes is 2 n−1 . Every node, except the single leaf node, has exactly one child, which can be chosen to be either a left child or a right child. Thus the number of degenerate trees is exponentially large. The number of angle trees of n nodes is 2(n − 1). An angle tree must be either a left or a right angle tree, and once that orientation is chosen, there are n − 1 possible choices for the node that serves as the angle node. Clearly the single leaf node cannot be the angle node.
CONCLUSION
We have shown how to compute in O(n 2 ) time a sequence of rotations that will transform an initial binary tree T 0 into a target binary tree T f such that the length of the rotation sequence is RotDist(T 0 , T f ) when T 0 and T f conform to the given restricted shapes. It still remains to be shown how to extend this work to encompass larger classes of binary trees. The simplest extension would seem to be determining the rotation distance between any two degenerate trees T 0 and T f , that is, removing the restriction that T f must be an angle tree. This case is significantly more complex: we are no longer 'untangling' the white and black nodes, but are more generally re-shuffling the vertical ordering of the white and black nodes. From Case 1 of the proof of Theorem 3.1, it is clear that once we identify the white nodes to be folded, that is, the white nodes not in the longest common subsequence , there was no advantage in rotating/folding two white nodes before these two nodes were folded under by two successive rotations with the node z, as z proceeded up the tree. A similar statement applies to the folded black nodes.
Consider the example in Figure 7 . In this case consists of all the black nodes, that is, this is a skewed case. Our algorithm would first rotate z over the white nodes u and v, and then z would proceed to rotate up over the black nodes. Since z has black ancestors in the target tree T f , at some point z must be separated from the white nodes u and v (at a cost of at least two rotations). See Figure 7a and c. Alternatively, if we first rotate (u, v) and then rotate z up the tree, we can separate z from the other white nodes at the necessary time using only one rotation. See Figure 7b and c. Thus the overall cost of the transformation is one less if we employ a wellchosen (white, white) rotation. It remains an open problem to characterize when such rotations would be beneficial.
It is interesting to note that Case 2 of the proof of the main theorem shows that any 'crick' rotations (i.e. (white, black) rotations that do not correspond to an STT rotation or to the cross-over rotation) are never useful. This is similar to the result in [29] . There it was shown that given any sequence of search operations in a binary search tree, where each successive target node z i is rotated to the root of the binary search tree (as is done in the splay tree algorithm of [7] ), then there is a competitive sequence of rotations that never performs any crick rotation of an edge (u, v), where u < z i < v.
