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ABSTRACT
In the last two decades, there has been an enormous effort to deploy a network of
autonomous mobile platforms in various scenarios related to military as well as
civilian applications. Interesting research problems related to security range from
the development of secure communication protocols for a network of autonomous
mobile agents to the development of novel deployment algorithms for a group of
mobile agents trying to secure a network or an area from malicious intruders.
In this thesis, we investigate the interaction between the mobile agents and an
intruder in the environment or the communication network. In contradistinction
to the previous research in this area, we model the intrusion as a pursuit-evasion
game in continuous time and space. We model the intruder as an antagonistic
agent and apply tools from differential game theory in order to obtain the optimal
motion strategies for the agents to track the intruder as well as evade intrusion.
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CHAPTER 1
INTRODUCTION
Pursuit-evasion games are a special class of problems that belong to the category
of zero-sum games. In the classical setting, there are two players having con-
flicting objectives. One player is called the pursuer and the other player is called
the evader. In a game of kind, the objective of one player (generally the pursuer)
is to steer the system to a terminal set whereas the objective of the other player
(generally the evader) is to steer the system away from the terminal set. In a game
of degree, each player receives a payoff based on the outcome of the game. The
objective of one of the players is to increase the outcome whereas the other player
wants to decrease it. The specific role played by the pursuer or the evader de-
pends on the game and its formulation. This idea of modeling conflict scenarios
has been extended to include more than two players. In a multi-player setting,
there are teams of players having conflicting objectives. In general, the role of
each player and his/her payoff in a team depends on the game under consideration
and the capabilities of the player.
In this thesis, we address two problems that arise in different scenarios in mo-
bile platforms. The first problem is regarding visibility-based target tracking and
the second problem is regarding motion strategies to evade jamming in communi-
cation networks. A common theme underlying both parts is the formulation of the
problems as continuous time pursuit-evasion games. The constraints of visibility
and communication on the vehicles manifest as a constraint in the state space. The
theory of differential games provides tools to obtain the necessary conditions for
the optimal strategies. In Part I, we deal with a two-player pursuit-evasion game.
An extensive analysis is performed by formulating the problem of visibility-based
target tracking among obstacles as a game of degree as well as a game of kind.
Part II of the thesis deals with multi-player differential games. We use tools from
differential game theory and algebraic graph theory to analyze the problem of
jamming in mobile communication networks.
The first part of the thesis is regarding visibility-based target tracking in the
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presence of obstacles. Target tracking is an interesting class of motion planning
problems that considers motion strategies for a mobile robot to track a moving
target among obstacles. In case of an antagonistic target, the problem lies in the
framework of pursuit-evasion which belongs to a special class of problems in
game theory. The goal of the pursuer is to maintain a line of sight to the evader
that is not occluded by any obstacle. The goal of the evader is to escape the
visibility region of the pursuer (and break this line of sight) at any instant of time.
Most of the classical problems in pursuit-evasion deal with players in obstacle-
free space having either constraints on their motion or constraints on their control
due to under-actuation. Research in robotics is concerned with planning feasi-
ble motion strategies for complex mechanical systems under various constraints
imposed either by the internal restrictions in the motion of the robot or the geom-
etry of the external environment due to the presence of obstacles. Complex envi-
ronments impose geometric free space constraints, and pursuit-evasion problems
in these environment inherit the complexity of motion planning. An additional
source of complexity is visibility. If the players have a line-of-sight visibility, then
they can exploit occlusions in the environment. Therefore, geometric complexity
also imposes restrictions on the information available to the players. Addressing
these issues requires an understanding of the combinatorial aspects of the game.
In Chapter 2, we formulate the problem of target tracking as a game of kind. We
use the method of explicit strategies to completely solve the game in the presence
of a corner. We extend this solution to multiple obstacles in an environment and
obtain a lower bound for the size for the escape and the capture set. Furthermore,
we also present bounds on the size of the escape and capture set for the case of a
circular obstacle and provide an algorithm to address the problem in the presence
of non-polygonal obstacles. This work has appeared in parts in [1] and [2].
In Chapter 3, we formulate the problem of target tracking as a game of degree.
We perform the regular analysis and obtain saddle point strategies for the players.
Using these strategies we provide the optimal trajectories for the players near the
termination situations. Finally, we perform the singular analysis and compute the
dispersal surfaces that arise when optimal trajectories from two different termi-
nation situations intersect in an environment containing two point obstacles. We
extend this technique to provide an algorithm to compute the dispersal surfaces
arising due to two corners in the presence of multiple obstacles. We conclude
by providing an insight to extending the previous results to compute all possible
dispersal surfaces in a polygonal environment containing multiple obstacles. This
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work has appeared in parts in [3], [4] and [5].
The second part of the thesis addresses the problem of jamming in mobile net-
works. We analyze the behavior of multiple vehicles in cooperative as well as
non-cooperative scenarios in the presence of a malicious intruder in the commu-
nication network. We envision a scenario in which a mobile jammer intrudes upon
the communication channel in a multiple vehicle formation. In particular, we are
interested in computing strategies for spatial reconfiguration of a formation in the
presence of an intruder to reduce the jamming on the communication channel.
In Chapter 4, we analyze a multi-player differential game between two UAVs
and an aerial jammer. The jamming, communication and mobility models for the
UAVs are presented. Based on the aforementioned models, a multi-player pursuit-
evasion game is analyzed. In the first problem, we assume that the two UAVs are
not communicating initially. The goal of the jammer is to jam the communication
channel for the maximum amount of time possible and the goal of the UAVs is to
restore the communication as soon as possible. In the second problem, we assume
that the UAVs are initially communicating. The goal of the jammer is to jam the
communication channel in the minimum amount of time possible and the goal of
the UAVs is to communicate for the maximum amount of time. Optimal strategies
are obtained that guarantee a minimum payoff for each player. This work has
appeared in parts in [6].
In Chapter 5, we extend the problem of jamming to address the case in which
the mobile network has heterogeneous dynamics. The nodes are modeled either
as aerial vehicles (unmanned aerial vehicles) or terrestrial vehicles (autonomous
ground vehicles) having constraints in their configuration space and control. Op-
timal strategies are provided for each kind of vehicle depending on the objective
of the vehicle. This work has appeared in parts in [7].
In Chapter 6, we analyze the problem of maintaining connectivity in a network
of mobile agents in the presence of a jammer. This is a variation of the standard
connectivity maintenance problem in which the issue arises due to limitations in
communications and sensing model for each agent. In our work, the limitations
in communications are due to the presence of a jammer in the vicinity. In the
beginning, we present a differential game-theoretic formulation of the problem
and provide the necessary conditions for optimal controls for each agent. Then we
present a model that constructs a state-dependent graph based on the state-space of
the agents. We use tools from algebraic-graph theory on the state-dependent graph
in order to provide locally optimal control laws for the agents in the formation.
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Finally, we present some simulations to validate the proposed control scheme.
Parts of the this work are in [8].
In Chapter 7, we present some future research directions related to each chapter.
4
Part I
Visibility-Based Pursuit Evasion
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CHAPTER 2
TARGET-TRACKING: A GAME OF KIND
In this work we model the target-tracking problem as a game of kind. In a game
of kind, there are only two possible outcomes at the end of the game. The pursuer
favors one of the possible outcomes and the evader favors the other possible out-
come. The set of initial positions of the players that leads to a favorable outcome
for the pursuer is called the capture set. The set of initial positions of the players
that leads to a favorable outcome for the evader is called the escape set.
In this chapter, we exploit the geometry of the environment in order to provide
lower bounds on the size of the capture set and escape set. In the beginning,
we provide a complete spatial decomposition of the workspace for a simple en-
vironment based on the method of explicit policy [9]. Extending these strategies
to the general environment provides us with a lower bound on the size of the es-
cape set and the capture set [10]. The main contributions in this chapter along
with the organization of the sections are as follows. First, we show in Section 2.2
that in an environment with one corner, the target-tracking problem is completely
decidable. Second, we prove in Section 2.3 that in an environment containing
obstacles, the initial positions of the pursuer from which it can track the evader
are bounded. Though this result is trivially true for a bounded workspace, for an
unbounded workspace it is intriguing. Third, while the general problem of de-
ciding whether the evader can escape or the pursuer can track the evader forever
in any arbitrary polygonal environment is still, so far as we know, an open prob-
lem, we offer partial solutions to it. In Section 2.3, we provide polynomial-time
approximation schemes to bound the set of initial positions of the pursuer from
which it might be able to track successfully. If the initial position of the pursuer
lies outside this region, the evader escapes. The size of the region depends on the
geometry of the environment and the ratio of the maximum evader speed to the
maximum pursuer speed. Fourth, in Section 2.4, we present a sufficient condition
for tracking. Based on this sufficient condition we provide a region around the
initial position of the evader from which the pursuer can track the evader. Fifth,
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in Section 2.5, we address the problem of target tracking in an environment con-
taining non-polygonal obstacles. In the past, researchers [11] have addressed the
problem of searching an evader in non-polygonal environments. However, we do
not know of any prior work that addresses the problem of tracking an evader in
non-polygonal environments.
In the next section, we provide a brief introduction to the problem of target
tracking.
2.1 Introduction
Target tracking involves maintaining knowledge of the current location of a target.
In case of visibility-based target tracking, an observer must constantly maintain a
line of sight with a target. A challenging problem in this scenario is to plan motion
strategies for the observer in the presence of environmental occlusions. Complex
environments impose geometric free space constraints, and pursuit-evasion prob-
lems in these environment inherit the complexity of motion planning. An addi-
tional source of complexity is visibility. If the players have a line-of-sight visi-
bility, then they can exploit occlusions in the environment. Therefore, geometric
complexity also imposes restrictions on the information available to the players.
Addressing these issues requires an understanding of the combinatorial aspects of
the game. In this chapter, we address the problem of a mobile observer trying to
maintain a line of sight with a mobile target in the presence of obstacles in the
environment. Both the observer and the target are holonomic and have bounded
speeds. The observer has no knowledge about the future actions of the target. In
this scenario, we address the following problem: Given an initial position of the
observer and the target, is it possible for the observer to track the target forever,
and if so, what should be its strategy?
Target tracking is related to the game of pursuit-evasion. The goal of the pur-
suer is to maintain a line of sight to the evader that is not occluded by any obstacle.
The goal of the evader is to escape the visibility polygon of the pursuer (and break
this line of sight) at any instant of time. Apart from surveillance applications, a
mobile robot might be required to continuously follow and monitor at a distance a
target performing a task not necessarily related to the target tracking game such as
relaying signals to and from the target [12]. The observer may also be monitoring
the target for quality control, verifying the target does not perform some undesired
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behavior, or ensuring that the target is not in distress. In applications that involve
automated processes that need to be monitored, such as in an assembly work cell,
parts or sub-assemblies might need to be verified for accuracy or are determined to
be in correct configurations. Visual monitoring tasks are also suitable for mobile
robot applications [13]. In home care settings, a tracking robot can follow elderly
people and alert caregivers of emergencies [14]. Target-tracking techniques in
the presence of obstacles have been proposed for the graphic animation of digital
actors, in order to select the successive viewpoints under which an actor is to be
displayed as it moves in its environment [15]. In surgical applications, control-
lable cameras could keep a patient’s organ or tissue under continuous observation,
despite unpredictable motions of potentially obstructing people and instruments.
In wildlife monitoring applications, autonomous underwater vehicles use target-
tracking algorithms to navigate in cluttered environments while tracking marine
species.
Target-tracking using sonar and infrared sensors has been studied traditionally
in the field of automatic control for naval and missile applications [16]. With the
emergence of computer vision, a combination of vision and control techniques
were used to design control laws to track a target using vision sensors [17, 18, 19,
20]. A major drawback of pure control approaches is that they are local by nature
and it is difficult to take into account the global structure of the environment such
as the configuration of workspace obstacles.
In case of a completely predictable target, the problem can be addressed using
techniques from optimization. Such techniques have been used in [21] and [22] to
provide algorithms for an observer to track a predictable target among obstacles.
In case of an unpredictable target the hardness of the problem increases due to
the lack of information about the current as well as the future strategies of the
target. A plausible way to reduce the hardness of the problem is to solve the
problem for specific environments. For instance, [23] solves the problem of target-
tracking around a regular polygonal obstacle for a specific initial position of the
observer and the target. In a similar vein, in this work we have shown that for
an environment having a single corner, the problem is completely decidable [24].
Although many computationally intensive approximation and heuristic techniques
[14, 25] have been used to address the target-tracking problem, the decidability in
general environment still remains an open question.
In the past, various techniques have been proposed to devise strategies for an
observer that optimizes a local cost function based on the current configuration
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of the target and observer in the environment. In [26, 27, 28, 29], the authors
formulate a risk function that takes into account the position of the target and the
observer with respect to the occluding vertices of the environment. The strategy
for the observer is to move in a direction that minimizes the risk function at every
instant. In [30], the authors design a planner for target-tracking that takes into ac-
count the positioning uncertainty of an observer that has a map of the environment.
The observer tries to minimize a utility function that maximizes the probability of
future visibility of the target and minimizes the uncertainty in its own position.
In [31], a motion strategy for the observer is obtained by maximizing the target’s
shortest distance to escape from the observer’s field of view. Due to the greedy
nature of the above techniques, the resulting strategies are not guaranteed to be
optimal for the observer.
Maintaining visibility of a moving target can also be cast as a connectivity
problem on a graph that encodes a pertinent cell decomposition of the workspace.
In [32], the authors draw the similarity between the target-tracking problem and
piano-mover’s problem. They extend the three-dimensional cellular decomposi-
tion of Schwartz and Sharir [33] to represent the four-dimensional configuration
space of an observer trying to maintain a fixed distance from a target. The authors
reduce the problem to a recursive update and reachability problem on a graph that
is constructed using the cellular decompositions. In [34], the authors introduce
the notion of strong mutual visibility and accessibility. Using these two notions,
they model the problem of maintaining visibility of a moving evader by means
of a pair of graphs. They show that the decision problem of whether a pursuer
is able to maintain strong mutual visibility of the evader is NP-complete. In this
work, we present a complete cell decomposition of the free workspace around a
single-corner and extend these decompositions to general environments. Hence
we feel that the underlying theme of our work belongs to this category.
There have been some efforts in the past to address the target-tracking problem
in the scenario where multiple observers try to track multiple targets. In [35], the
authors present a method of tracking several evaders with multiple pursuers. Un-
like our work, they do not view the problem from the perspective of computing
geometric visibility. Instead they investigate the power of a weighted force vector
approach distributed across robot teams in simple, uncluttered environments that
are either obstacle free or have a random distribution of simple convex obstacles.
In [36], the problem of tracking multiple targets is addressed using a network
of communicating robots and stationary sensors. A region-based approach is in-
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Figure 2.1: The problem environment.
troduced which controls robot deployment at two levels, namely, a coarse deploy-
ment controller and a target-following controller. In [37] and [38], authors present
a behavior-based solution to the the problem of observing multiple targets using
multiple robots. They propose a distributed behavior-based control system where
robots share workload by assuming responsibilities concerning the observation of
certain targets. In [39], the authors investigate the scenario in which the number
of trackers is strictly less than the number of targets. A gradient-approximation
algorithm is proposed to generate paths for mobile agents to traverse a sequence
of target points. In [40], the authors propose centralized algorithms for many mo-
bile agents to stay within an “observation range” of as many targets as possible in
the absence of sensing constraints. The algorithms are based on K-means cluster-
ing and hill-climbing algorithms. None of these works (except [36]) consider the
effect of occlusion in visibility due to the presence of obstacles.
In the next section, we analyze the problem of target-tracking in an environment
containing a single corner.
2.2 Analysis of a Corner
In this section, we address the problem of target-tracking in a simple environment
containing one corner. The workspace contains a semi-infinite obstacle with one
10
corner that restricts pursuer and evader motions and may occlude the pursuer’s
line of sight to the evader. Without loss of generality, this corner is placed at the
origin and one of the sides lies along the -x axis as shown in Figure 2.1. A mobile
pursuer and evader exist on a plane and move with velocities u and v, respec-
tively. Their speeds are bounded by vp and ve, respectively. The positions of the
pursuer and the evader are expressed in polar coordinates as p(t) = (rp(t), φp(t))
and e(t) = (re(t), φe(t)), respectively. They can also be expressed in Cartesian
coordinates as p(t) = (xp(t), yp(t)) and e(t) = (xe(t), ye(t)), respectively. Let
the initial position of the pursuer and the evader be denoted by p0 and e0. The
tangential velocities of the pursuer and the evader are denoted as ut(t) and vt(t),
respectively. The tangential velocities are considered to be positive in the direction
shown in the figure. ur(t) and vr(t) describe the radial velocities of the pursuer
and the evader respectively. The radial velocities are considered to be positive if
they point away from the origin. In Figure 2.1, the radial velocities of the pursuer
and the evader are in the negative direction. The pursuer and the evader know each
other’s current position as long as they can see each other. Moreover the pursuer
knows the evader’s current velocity. The initial position of the pursuer and the
evader is such that they are visible to each other. Both the players have a complete
map of the environment.
The unshaded region is the visibility region of the pursuer. Visibility extends
uniformly in all directions and is only terminated by workspace obstacles (omnidi-
rectional, unbounded visibility). To prevent the evader from escaping, the pursuer
must keep the evader in its visibility polygon, V (p(t)). The visibility polygon of
the pursuer is the set of points from which a line segment from the pursuer to that
point does not intersect the obstacle region. The evader escapes if at any instant
of time it can break the line of sight to the pursuer.
The two obstacle edges meeting at this corner are considered to extend for an
infinite length, so that there is no other geometry that the evader can hide behind in
the workspace. The two sides of the obstacle form an angle α. If α ≥ π then every
point in the free workspace is visible to every other point and the pursuer will
trivially be able to track the evader indefinitely. Thus, we only consider obstacles
where π > α ≥ 0.
Analogous to a star domain [41] in computational geometry, we define the star
region associated with a vertex as the region in the free workspace bounded by
the lines supporting the vertex of the obstacle. The shaded region in Figure 2.2
shows the star region associated with the vertex v. The concept of star region is
11
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Figure 2.2: Star region associated with the vertex.
only applicable for a convex vertex (a vertex of angle less than π). As can be seen
in Figure 2.1, in the case of a semi-infinite obstacle having a single corner, the
star region extends outward from the corner of the obstacle. It is semi-infinite and
bounded by the ray l and the x-axis. In case of a single corner, the entire free
space is visible from any point in the star region. If the pursuer can enter the star
region before losing sight of the evader, it will trivially be able to track the evader
at all future times.
In this setting, we address the following problem. Given p0, e0, ve and vp, does
there exist a policy for the evader to escape the visibility region of the pursuer
in finite time, or does there exist a policy for the pursuer to track the evader for
all time? In the following sections, we present a partition of the workspace for
an environment having a single corner so that we can answer the above question
depending on the ratio ve
vp
, p0 and e0.
2.2.1 Pursuer-based partition
We now present a decomposition of V (p(0)), the visibility region of the pursuer
at initial position, into regions in which the evader may lie based on the outcome
of the game. These partitions can be constructed at any time during the game with
the current knowledge of the pursuer’s position. Depending on the partition in
which the evader lies currently, we present instantaneous strategies for the winner
of the game.
The number of partitions and their geometry depend on the initial position of
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the pursuer. If the initial position of the pursuer is in the star region of the corner,
the pursuer can see the entire workspace at all times. Hence for any initial position
of the evader, the pursuer wins the game. In the remaining section, we consider
the initial positions of the pursuer in which it does not lie inside the star region.
Due to symmetry of the environment, the analysis is the same if the initial position
of the pursuer lies below the x-axis or if it lies in the left half-space of l. Without
loss of generality, we analyze the former situation.
Let us first consider the case of a corner for whichα < pi
2
and p0 = (rp(0), φp(0))
is such that φp(0) ∈
[−pi
2
, 0
)
. Define a = ve/vp and let dp(t) denote the minimum
distance of the pursuer from x-axis. Let d = dp(t) |t=0.
Let x= (x, y) ∈ R2. We define the minimum distance from x to a segment, ray
or line as d(x, E) = miny∈E || x− y ||2, where E denotes an edge, ray or line.
Figure 2.3 shows the partition of V (p(t)) and Figure 2.4 shows the geometry
of the partitions. V (p(t)) is decomposed into the following regions:
1. Region 1= {x | d(x, E1) ≤ adp(t)}.
2. Region 2= {x | d(x, E2) ≥ adp(t)}.
3. Region 3= {x | d(x, E2) ≤ adp(t), || x ||2≥ arp(t), x ≤ −arp(t)}.
4. Region 4= {x | d(x, E2) ≤ adp(t), || x ||2≤ arp(t), d(x, E1) ≥
adp(t)}.
5. Region 5= {x | d(x, E2) ≤ adp(t), x ≤ −arp(t)}.
Further, we define Region 6 as the set of points in the free workspace not be-
longing to V (p(t)). Before we give a set of propositions that define the winning
strategy for each region in the partition, these strategies are summarized in Table
2.1.
Proposition 1: If the evader lies in Region 1 of V (p0) and follows Policy A, no
pursuer policy exists that can prevent the escape of the evader.
Proof. If the evader lies in Region 1, the maximum time required by the evader to
reach E1 by following Policy A is te < adve =
d
vp
. The minimum time required by
the pursuer to reach x-axis with any policy is at least tp > dvp . Since tp > te the
evader reaches E1 before the pursuer can reach the x-axis. If the evader lies on
13
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Figure 2.3: Pursuer-based partition.
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Figure 2.4: The geometry of the partition.
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Table 2.1: Policies of the winner in the partitions
Evader Policies Evader Region Control Law
A 1 and φe ∈ [α− π, pi2 ] r˙e(t) = −ve
1 and φe ∈ [pi2 , π + φp] y˙e(t) = −ve
Pursuer Policies Evader Region Control Law
B 2, 4 y˙p(t) = vp
C 3 ut(t) = rp(t)re(t) |vt(t)|
ur(t) = −rp(t)re(t) |vr(t)|
D 5 ut(t) = vp
E1 and the pursuer has not yet reached the x-axis, the evader will be outside the
visibility region of the pursuer. Hence the evader escapes.
Proposition 2: If the evader lies in Region 2 of V (p0) and the pursuer follows
Policy B, no evader policy exists that can escape the visibility region of the pur-
suer.
Proof. The time required by the pursuer to reach the x-axis by following Policy
B is tp = dvp . If the evader lies in Region 2, the minimum time required by the
evader to reach E2 is te > adve =
d
vp
. Thus, te ≥ tp. If the pursuer follows Policy B,
V (p0) ⊂ V (p(t)) |t>0; i.e., the visibility region for the pursuer is monotonically
increasing during the execution of this policy. Since the evader cannot reach E2,
the only free boundary of V (p0), before the pursuer reaches the boundary of the
star region, e(t) ∈ V (p(t)) ∀t ∈ [0, tp]. Once the pursuer reaches the x-axis,
the entire free workspace belongs to V (p(tp)) and the evader remains in sight of
the pursuer for all future times.
Proposition 3: For all initial positions of the evader in Regions 3 and 4 of V(p0),
the pursuer can track the evader by following a reactive motion and switching be-
tween policies B, C and D appropriately.
Proof. In order to prove the Proposition, we need the following Lemmas.
Lemma 1: If the evader lies in Region 3 of V (p(t)) and the pursuer follows Pol-
icy C, for every evader policy the evader can either stay in Region 3 or move to
15
region 2 or region 5 of V (p(t)).
Proof. If the pursuer follows Policy C, then it follows both the radial and angular
movements of the evader. According to the control law of the pursuer in Region
3, | u | = | v | rp(t)
re(t)
. The maximum speed of the evader is ve and the geometry
of Region 3 is such that rp(t)
re(t)
≤ 1
a
. Hence | u |≤ ve
a
= vp. Thus, the pursuer
velocities of Policy C are always attainable in Region 3.
If order to keep the evader in the visibility polygon of the pursuer and prevent
it from entering Region 6, the following inequality must hold at all times before
the pursuer can enter the star region:
φe(t)− φp(t) ≤ π
If the evader lies in Region 3, from the geometry of Region 3 we can see that
φe(t) > φp(t). The tangential component of the control law implies the following:
| vt(t) |
re(t)
=
ut(t)
rp(t)
The right-hand side of the above equation is the angular velocity of the pursuer
and the left-hand side is the absolute value of the angular velocity of the evader.
| φ˙e(t) | = φ˙p(t)
Integrating both sides of the equation gives us the following equations, and further
using the fact that
∣∣∣∫ t0 φ˙e(t)dt∣∣∣ ≤ ∫ t0 | φ˙e(t) | dt, we obtain the following:
∣∣∣∣
∫ t
0
φ˙e(t)dt
∣∣∣∣ ≤
∫ t
0
φ˙p(t)dt
⇒ | φe(t)− φe(0) | ≤ φp(t)− φp(0)
Since φe(t)− φe(0) ≤ | φe(t)− φe(0) |
⇒ φe(t)− φe(0) ≤ φp(t)− φp(0)
⇒ φe(t)− φp(t) ≤ φe(0)− φp(0)
From the assumption that the pursuer and the evader are visible to each other at
16
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Figure 2.5: Geometry of Region 4.
the beginning of the game, we obtain the following:
φe(0)− φp(0) ≤ π
This leads to
φe(t)− φp(t) ≤ π
Hence the evader cannot escape the visibility region of the pursuer if the pursuer
follows Policy C. The radial component of the control law implies
| r˙e(t) |
re(t)
= − r˙p(t)
rp(t)
⇒ r˙e(t)
re(t)
≥ r˙p(t)
rp(t)
⇒ re(t)
rp(t)
≥ re(0)
rp(0)
≥ a
Thus, the evader cannot enter Region 4. Hence for any policy the evader can either
stay in Region 3 or it can enter Region 2 or Region 5 of V (p(t)).
Lemma 2: If the evader lies in Region 4 of V (p(t)) and the pursuer follows Pol-
icy B, for every evader policy the evader can either stay in Region 4 or move to
regions 2 or 3 of V (p(t)).
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Figure 2.6: Evader in Region 5.
Proof. Refer to Figure 2.5. If the pursuer follows Policy B, all points on segment
HF move with velocity avp = ve towards the edge E1. Similarly, all points on the
arc FG move with radial velocity ve toward O. In order to enter Region 1 from
Region 4, the evader must move toward the boundary of Region 1 with a velocity
greater than the velocity at which the boundary is receding away from the evader.
That is not possible since the boundary of Region 1 moves with velocity ve, the
maximum possible evader velocity, away from the evader. Hence the evader can-
not enter Region 1 from Region 4. Hence for all evader policies, the evader can
only reach Region 3 or Region 2 from Region 4.
Lemma 3: For all initial positions of the evader in Region 5 of V(p0), the pursuer
can track the evader by following policy D.
Proof. Refer to Figure 2.6. After time t, the evader lies in the closure of a circle
of radius vet centered at e0. Let OL denote the tangent from the origin to the
circle. A sufficient condition for the pursuer to keep the evader in sight for all
future times is to keep the magnitude of the angular velocity of the line of the
sight, OP, to be greater than the magnitude of the angular velocity of the line
tangent to the growing circle, OL, for all future time until the pursuer reaches the
star region. The pursuer moves in a circle of radius rp(0) with tangential velocity
of vp while it follows policy D. Hence the magnitude of the angular velocity of
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the line OP is given by ωp = vprp(0) . The magnitude of the angular velocity of
OL is given by ωOL = −veOL . ωOL is maximum when the radial distance of L
is minimum. This happens when the circle touches the edge OA. This length is
given by re(0) cos(φe(0)). Hence the maximum value of ωOL is given by ω∗OL =
−ve
re(0) cos(φe(0))
. Solving for ωp ≥ ω∗OL leads to the following condition.
re(0) ≥ − arp(0)
cos(φe(0))
Since cos(φe(0)) ≤ 0, we obtain the following condition:
xe(0) ≤ −arp(0)
which is satisfied for all points in Region 5.
Returning now to Proposition 3, if the evader starts in Region 3 and remains in
Region 3, then we have proved in Lemma 1 that Policy C for the pursuer can keep
the evader in sight for all future time. While the pursuer is following policy C,
if the evader enters Region 2, by Proposition 2, the pursuer can track the evader
indefinitely by following Policy B, whereas if the evader enters region 5, from
Lemma 3, the pursuer can keep track of the evader by following policy D. Hence
the pursuer can keep sight of the evader for all future time.
If the evader starts in Region 4 and remains in Region 4, then Lemma 2 proves
that Policy B for the pursuer can keep the evader in sight for all future time. While
the pursuer is following policy B, the evader can move to Region 3 or Region 2.
If the evader moves to Region 3, the strategy provided in the previous paragraph
can keep the evader in sight for all future times. On the other hand, while the
pursuer is following policy B, if the evader moves to Region 2, by Proposition
2, the pursuer can indefinitely track the evader by following Policy B. Thus, the
pursuer will keep the evader in sight for all future time.
Figure 2.7 summarizes Propositions 2 and 3. Each state is the region in the
partition of V (p(t)) in which the evader lies. The arrows show the allowable
transitions of the evader under the respective policy of the pursuer. Hence given
the initial position of the pursuer and the evader, we can construct the partition of
V (p0) and use Figure 2.7 to obtain the instantaneous strategy of the pursuer if it
can track the evader.
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Figure 2.7: Regions and their control laws.
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Figure 2.8: The partition of V(p(t)) when φp(t) < −pi2 .
The above analysis was for the case when φp(0) ∈
[−pi
2
, 0
)
. For the case when
φp(0) < −pi2 , the analysis still holds. The only changes are that Region 1 expands,
the area of Region 4 is reduced to zero and Region 5 ceases to exist. Figure 2.8
shows the partition of the visibility region of the pursuer in this case.
The analysis we have presented so far assumed that α ∈ [0, pi
2
]
. Refer to Figure
2.1. If α ∈ [pi
2
, π
]
, then φp(0) must lie in the fourth quadrant and hence φp(0)
must be greater than −pi
2
. Hence it reduces to the problem we analyzed in this
section.
We now provide a decomposition of V (e0) into regions in which the pursuer
may lie based on the outcome of the game.
20
 
 
 



1
2
1
x
de
e
r
e
xe
re
a
a
de
a
o
re
a
re
a
5
3 4
2
φ e
y
x
e0
E1
Figure 2.9: The evader is nearer to the side of the obstacle than the corner.
2.2.2 Evader-based partition
In the previous subsection, a partition of V (p0) has been given based on the poli-
cies used by the players to win the game. In this subsection, we use the same
policies as used by the players in Table 2.1. We fix the position of the evader and
compute the boundaries across which the policies of the winner change. These
curves partition V (e0) into regions in which the pursuer may lie depending on the
policy of the winner. The geometry of the partitions is a function of the velocity
ratio between the pursuer and the evader.
To determine the partition of V (e0), we must consider three cases depending
on whether (a) the closest point to the evader on the obstacle lies on the corner,
(b) the closest point belongs uniquely to one of the sides, or (c) the evader lies
inside the star region. Figure 2.9 shows the partition of V (e0) for the case when
the closest point to the evader on the obstacle belongs to the side AO. In the rest
of this section, we analyze this case.
Since we are considering the inverse of the problem addressed in the previous
subsection, the geometry of the regions in this case is different from that given
in Table 2.1. Moreover, in the previous subsection, we saw that the result of the
game depends on the initial position of the pursuer and the evader. Hence the
configuration variables in this subsection denote their values at the beginning of
the game.
First, let us consider the case in which the pursuer lies in the star region. In this
case, the entire free workspace is visible to the pursuer and it can track the evader
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by remaining stationary. Hence if the pursuer lies in the star region, it wins the
game and its policy is to remain stationary. Now we present the derivation of each
region of the partition in the remaining part of V (e0).
Region 1
From the previous subsection, Region 1 consists of all those points in V (p0) from
which the evader wins the game irrespective of the pursuer’s policy.
First, let us consider the case in which the pursuer lies below the x-axis. The
strategy of the evader is to move directly towards the obstacle so that it can reach
AO before the pursuer can reach the boundary of the star region, which is the x-
axis in this case. Since we are considering the case where the closest point to the
evader on the obstacle belongs to side AO, the evader lies in Region 1 of V (p0) if
de ≤ adp ⇒ dp ≥ dea .
Now let us consider the case in which the pursuer lies above the x-axis and
outside the star region. In this case, the evader wins the game if the time taken by
the evader to reach the corner is less than the time taken by the pursuer to reach
the star region. Let de denote the perpendicular distance of the evader from the
edge AO. Hence Region 1 consists of points such that re < adp =⇒ dp > rea .
Region 2
Let us first consider the case in which the pursuer lies below the x-axis. Refer
to Figure 2.4. We can see that the evader lies in Region 2 of V (p0) if the least
distance of the evader from line OB is greater than adp. From Figure 2.10, we can
see that the least distance of the evader from line OB is re sin(φe − φp).
−arp sin φp ≤ re sin(φe − φp)
Since φp < 0, the above equation can be written as
rp ≤ −re sin(φe − φp)
a sin φp
⇒ rp ≤ re sinφe(cotφe − cotφp)
a
Now let us consider the case when the pursuer lies above the x-axis and outside
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Figure 2.10: Distance of evader from line of sight of the pursuer.
the star region. From Figures 2.4 and 2.8, we can conclude that the evader lies in
Region 2 of V (p0) if re ≥ amin{rp, dp} ⇒ rea ≥ min{rp, dp}.
Region 3
Refer to Figure 2.4. The evader lies in Region 3 of V (p0) if re ≥ arp, xe ≥ −arp
and least distance of the evader from line OB is less than adp. This implies that
rp ≤ rea , rp ≥ −xea and rp ≥ re sinφe(cot φe−cot φp)a . Hence max{−xea , re sinφe(cot φe−cot φp)a } ≤
rp ≤ rea .
Region 4
From Figure 2.4, we see that the evader lies in Region 4 of V (p0) if re ≤ arp,
min{de, re} ≥ adp ⇒ min{de, re} ≥ −arp sinφp and the least distance of the
evader from line OB is less than adp. This leads to the following condition:
−min{de, re}
a sin φp
≥ rp ≥ max{re
a
, re sinφe(cotφe − cotφp)}
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Figure 2.11: Evader-based partitions.
Region 5
From Figure 2.4, we see that the evader lies in Region 5 of V (p0) if xe ≤ −arp ⇒
rp ≤ −xea .
All the above partitions are shown in Figure 2.9. Figure 2.2.2 (a) shows the
partition of V (e0) when the nearest point of the obstacle to the evader is corner O
but the evader is outside the star region, and Figure 2.2.2 (b) shows the partition
of V (e0) when the evader is in the star region.
Based on the partition of V (e0), we present a sufficient condition of escape for
the evader in the next section that is used to bound the set of initial positions of
the pursuer from which it might win the game.
2.3 Approximation Schemes for Polygonal
Environment
In the previous section, we provided a partition of V (e0) to decide the outcome of
the target tracking game. From the previous section, we can conclude that if the
pursuer lies in Region 1 of V (e0), then the evader has a strategy to win irrespec-
tive of the pursuer’s strategy. The presence of other obstacles does not affect this
result. This leads to the following sufficient condition for escape of the evader in
any general environment.
Sufficient Condition: If the time required by the pursuer to reach the star region
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Figure 2.12: Sufficient condition for escape.
associated with a vertex is greater than the time required by the evader to reach
the vertex, the evader has a strategy to escape the pursuer’s visibility region.
The relation between the time taken by the pursuer and evader can be expressed
in terms of the distances traveled by the pursuer and the evader and their speeds.
In a general environment, if de is the length of the shortest path of the evader from
a corner, dp is the length of the shortest path of the pursuer from the star region
associated with the corner and a is the ratio of the maximum speed of the evader
to that of the pursuer, then the sufficient condition can also be expressed in the
following way:
SC: If se < asp, the evader wins the game.
The sufficient condition arises from the fact that if the evader reaches the corner
before the pursuer can reach the star region associated with the corner, the evader
may escape to the side of the obstacle hidden from the pursuer. This is illustrated
in Figure 2.12. In the figure, the evader, e, is at the corner while the pursuer, p, is
yet to reach the star region associated with the corner. If the pursuer approaches
the star region from the left side as shown by the solid arrow, the evader can escape
the visibility region of the pursuer by moving in the direction of the solid arrow.
On the other hand, if the pursuer approaches the star region from the right side
as shown by the dotted arrow, the evader can escape the visibility region of the
pursuer by moving in the direction of the dotted arrow.
For convenience, we refer to the sufficient condition as SC in the rest of the
paper. Using the SC, we show that in any environment containing polygonal ob-
stacles, the set of initial positions from which a pursuer can track the evader is
bounded. First, we prove the statement for an environment containing a single
convex polygonal obstacle. Then we extend the results to a general polygonal
environment containing multiple obstacles. This leads to our first approximation
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Figure 2.13: Proof of Lemma 1.
scheme.
Consider an evader in an environment with a single convex polygonal obstacle
having n edges E1, E2 · · ·En. Every edge Ei is a line segment that lies on a line
lEi in the plane. Let {hi}n1 denote a family of lines, each given by the equation
hi(x, y, e0, a) = 0. The presence of the terms e0 and a in the equation implies that
the equation of the line depends on the initial position of the evader and the speed
ratio respectively. Each line hi divides the plane into two half-spaces, namely,
h+i = {(x, y) | hi(x, y, e0, a) > 0} and h−i = {(x, y) | hi(x, y, e0, a) < 0}. Now
we use the SC to prove a property related to the edges of the obstacle.
Lemma 4: For every edge Ei, there exists a line hi parallel to Ei and a corre-
sponding half-space h+i such that the pursuer loses the game if p0 ∈ h+i .
Proof. Consider an edge Ei of a convex obstacle as shown in Figure 2.13. Since
the obstacle is convex, it lies in one of the half-spaces generated by the line lEi .
Without loss of generality, let the obstacle lie in the half-space below the line lEi .
Let dc and db be the length of the shortest path of the evader from vertices c and
b of the edge ei respectively. Since the obstacle lies in the lower half-space of lEi ,
the star regions associated with vertices c and b are in the upper half-space of lEi
as shown by the green shaded region. Let lc and lb be the lines at distances of dca
and db
a
, respectively, from the line lEi . If the pursuer lies at a distance greater than
min(dc
a
, db
a
) below the line lEi , then the time taken by the pursuer to reach the line
lEi is tp ≥ min(
dc
a
,
db
a
)
vp
. The minimum time required by the evader to reach corner
c or b, whichever is nearer, is given by te = min(dc,db)vp . From the expressions of
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Figure 2.14: A polygon and its sectors.
te and tp we can see that tp > te. Hence the pursuer will reach the nearer of the
two corners before the evader reaches line lei . Hence from SC, we conclude that
if the pursuer lies below the line hi parallel to ei at a distance of min(dca ,
db
a
), then
the evader wins the game by following the shortest path to the nearer of the two
corners. In Figure 2.13, since db > dc the line hi coincides with line lc.
Given an edge Ei and the initial position of the evader, the proof of Lemma 1
provides an algorithm to find the line hi and the corresponding half-plane h+i as
long as the length of the shortest path of the evader to the corners of an edge is
computable. For example, in the presence of other obstacles, the length of the
shortest path of the evader to the corners can be obtained by Dijkstra’s algorithm.
Now we present some geometrical constructions required to prove the next
proposition. Refer to Figure 2.14. Consider a convex obstacle. Consider a point
c strictly inside the obstacle. For each vertex vi, extend the line segment vic to
infinity in the direction ~vic to form the ray cv′i. Define the region bounded by rays
cv′i and cv′i+1 as sector v′icv′i+1. The sectors possess the following properties:
1. Any two sectors are mutually disjoint.
2. The union of all the sectors is the entire plane.
We use this construction to prove the following proposition.
Proposition 4: In an environment containing a single convex polygonal obstacle,
given the initial position of the evader, the set of initial positions of the pursuer
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Figure 2.15: Proof of Proposition 4.
from which it can win the game is a bounded subset of the free workspace.
Proof. Refer to Figure 2.15. Consider an edge Ei of the convex obstacle with end
points vi and vi+1. WLOG, the obstacle lies below lEi . Let c be a point strictly
inside the convex polygon. Extend the line segments vic and vi+1c to form sector
v′icv
′
i+1. Using Lemma 1, given the initial position of the evader, we can construct
a line hi parallel to Ei such that if the initial pursuer position lies below hi, the
evader wins the game. In case the line hi intersects sector v′icv′i+1, as shown in
Figure 2.15(a), the evader wins the game if the initial pursuer position lies in the
shaded region. In case the line hi does not intersect sector v′icv′i+1, as shown
in Figure 2.15(b), the evader wins the game if the initial pursuer position lies
anywhere in the sector. Hence for every sector, there is a region of finite area such
that if the initial pursuer position lies in that region then it might win the game.
Every edge of the polygon has a corresponding sector associated with it. Since
each sector has a region of finite area such that if the initial pursuer position lies in
it, the pursuer might win the game, the union of all these regions is finite. Hence
the proposition follows.
In the proof of Proposition 4, we generate a bounded set for each convex polyg-
onal obstacle such that the evader wins the game if the initial position of the pur-
suer lies outside this set. Figure 2.16 shows the evader in an environment con-
taining a single hexagonal obstacle. The polygon in the center bounded by thick
lines shows the region of possible pursuer win. In a similar way, we can gener-
ate a bounded set for a non-convex obstacle. Given a non-convex obstacle, we
construct its convex-hull. We can prove that Lemma 1 holds for the convex-hull.
Finally, we can use Proposition 4 to prove the existence of a bounded set.
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From the previous discussions, we conclude that any polygonal obstacle, con-
vex or non-convex, restricts the set of initial positions from which the pursuer
might win the game to a bounded set. Moreover, given the initial position of the
evader and the ratio of the maximum speed of the evader to that of the pursuer, the
bounded set can be obtained from the geometry of the obstacle by the construction
used in the proof of Proposition 4. For any polygon in the environment, let us call
the bounded set generated by it the B set. If the initial position of the pursuer lies
outside the B set, the evader wins the game. For an environment containing mul-
tiple polygonal obstacles, we can compute the intersection of all B sets generated
by individual obstacles. Since each B set is bounded, the intersection is a bounded
set. Moreover, the intersection has the property that if the initial position of the
pursuer lies outside the intersection, the evader wins the game. This leads to the
following proposition.
Proposition 5: Given the initial position of the evader, the set of initial positions
from which the pursuer might win the game is bounded for an environment con-
sisting of polygonal obstacles.
Proof. The bounded set referred to in this theorem is the intersection of the B
sets generated by the obstacles. If the initial pursuer position does not lie in the
intersection, it implies that it is not contained in all the B sets. Hence there exists
at least one polygon in the environment for which the initial pursuer position does
not lie in its B set. By Proposition 4, the evader has a winning strategy. Hence the
proposition follows.
From the above discussion, we conclude the following sufficient condition for
escape: For any initial position of the pursuer outside the Bset, the evader wins
the game.
But we still do not know the result of the game for all initial positions of the pur-
suer inside the intersection. However, we can find better approximation schemes
and reduce the size of the region in which the result of the game is unknown. In
the next subsection, we present one such approximation scheme.
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Figure 2.16: B set for an environment consisting of a regular hexagonal obstacle
and a = 0.5.
2.3.1 U set
Now we present an approximation scheme that gives a tighter bound on the initial
positions of the pursuer from which it might win the game. From Lemma 1, the
evader wins the game if p0 ∈ h+i for any edge. We can conclude that if p0 ∈
∪ni=1h+i , the evader wins the game. Since (∪ni=1h+i )c = ∩ni=1(h+i )c = ∩ni=1h−i ,
where Sc denotes the complement of set S, if p0 lies outside ∩ni=1h−i , the evader
wins the game. Hence the set of initial positions from where the pursuer might win
the game is contained in ∩ni=1h−i . We call ∩ni=1h−i the U set. An important point to
note is that the intersection can be taken among any number of half-spaces. If the
intersection is among the half-spaces generated by the edges of an obstacle, we
call it the U set generated by the obstacle. If the intersection is among the half-
spaces generated by all the edges in an environment, we call it the U set generated
by the environment.
The next proposition proves that the U set generated by a single obstacle is a
subset of the B set and hence a better approximation.
Proposition 6: For a given convex obstacle, the U set is a subset of the B set and
hence bounded.
Proof. Consider a point q that does not lie in the B set. From the construction of
the B set, q must belong to some half-plane h+j . If q ∈ h+j , then q /∈ h−j =⇒
q /∈ ∩ni=1h−i . This implies that the complement of the B set is a subset of the
complement of the U set. This implies that the U set is a subset of the B set.
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Figure 2.17: B set and U set for an environment containing of a regular
hexagonal obstacle and a = 0.5. The polygon bounded by thick lines is the B set
and the polygon bounded by thin lines is the U set.
Figure 2.17 shows the B set and U set for an environment containing a regular
hexagonal obstacle. In the appendix, we present a polynomial-time algorithm to
compute the U set for an environment with polygonal obstacles. The overall time-
complexity of this algorithm is O(n2 log n) where n is the number of edges in
the environment. Figure 2.18 shows the evader in a polygonal environment. The
region enclosed by the dashed lines is the U set generated by the environment for
the initial position of the evader. The U set for any environment having polygonal
obstacles is a convex polygon with at most n sides [41]. Figure 2.19 shows the U
set for an environment for various ratios of the maximum speed of the evader to
that of the pursuer. In Figure 2.19, it can be seen that as the speed ratio between
the evader and the pursuer increases, the size of the U set decreases. The size of
the U set diminishes to zero at a critical speed ratio. At speed ratios higher than
the critical ratio, the evader has a winning strategy for any initial position of the
pursuer.
Before we proceed to the next proposition, we prove the following Lemma.
Lemma 5: For a ≤ 1, the evader lies inside the U set.
Proof. For a ≤ 1, v¯p ≥ v¯e. If the pursuer lies at the same position as the evader,
its strategy to win is to maintain the same velocity as that of the evader. Hence
if the pursuer and the evader have the same initial position, the pursuer can track
31
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Figure 2.19: U set for a various speed ratios of the evader to that of the pursuer.
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the evader successfully. Since all the initial positions from which the pursuer can
win the game must be contained inside the U set, the evader position must also be
inside the U set.
The following proposition provides a sufficient condition for escape of the
evader in an environment containing obstacles using the U set.
Proposition 7: If the U set does not contain the initial position of either the pur-
suer or the evader, the evader wins the game.
Proof. From the definition of the U set, if the pursuer lies outside the U set, it
loses. If the evader lies outside the U set, Lemma 2 implies a > 1. If a > 1,
v¯e > v¯p. If v¯e > v¯p, the evader wins the game in any environment containing
obstacles. Its winning strategy is to move on the convex hull of any obstacle.
2.3.2 Discussion
In the previous sections, we have provided a simple approximation scheme for
computing the set of initial pursuer positions from which the evader can escape
based on the intersection of a family of half-spaces. A slight modification to the
proposed scheme leads to a better approximation. In the proof of Lemma 1, we
presented an algorithm to find a half-space for every edge of the polygon such
that if the initial position of the pursuer lies in the half-space, the evader wins the
game. All the points in the half-space are at a distance greater than dc
a
from lEi . By
imposing the condition that the minimum distance of the desired set of points from
lEi in the free workspace should be greater than dca , we can include more points
in the decidable regions as shown in Figure 2.20. The figure shows an obstacle
in free space. From the proof of Lemma 1, we get the half-space shaded in red.
By adding the new condition, the region shaded in green gets included. When we
repeat this for every edge, the set of initial positions from which the pursuer might
win the game gets reduced and leads to a better approximation. The boundary of
the shaded region consists of straight lines and arc of circles. The boundary of the
desired set is obtained by computing the intersections among a collection of rays
and arcs of circles generated by each edge. In this case a better approximation
comes at the cost of expensive computation.
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Figure 2.20: A polygon in free space. The region shaded in red is obtained by
using Lemma 1. The region shaded in green gets added by using a better
approximation scheme.
None of the approximation schemes we have suggested so far restricts the initial
position of the pursuer to be in the evader’s visibility region. This condition can
be imposed by taking an intersection of the output of the approximation algorithm
with the visibility polygon at the evader’s initial position. Efficient algorithms
exist for computing the visibility polygon of a static point in an environment [42].
In the next section we present an approximate bound on the initial positions of
the pursuer from which it can track the evader.
2.4 U Set for Specific Environments
In the real world we encounter a lot of non-polygonal obstacles in the environ-
ment. Common obstacles in an environment are circular columns and pillars that
project to a disc in a plane. In this section we compute the Uset for a disc in
a plane and then extend the procedure to compute the Uset for obstacles whose
boundaries have a well defined tangent at each point.
2.4.1 Disc in a plane
Consider an environment consisting of an obstacle in the shape of a disc of radius
r in free space. Refer to Figure 2.21. Let C denote the boundary of the obstacle.
Let e0 denote the initial position of the evader. Let O be the center of the circular
obstacle. The distance between O and e0 is d0. O is also the origin of the world
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Figure 2.21: A disc-like obstacle in free space.
reference frame. The x-axis of the world reference frame passes through e0 and
O. Let t be a point on the boundary of the obstacle such that Ot makes an angle
θ with the x-axis. Let d′ denote the distance between t and e0. Let T denote the
tangent to the circle at the point t. Let lt be a line at a distance of d
′
a
from T in the
same half-space of T as the obstacle. By SC, the evader will win the game if the
pursuer lies in the half-space shown by the shaded region. The equation of line lt
is y+x cot θ−(r− d′
a
) csc θ = 0. For each point t on the circle, we can find such a
line lt and the corresponding half-space l+t . The U set is defined as ∩t∈C l−t . If the
initial position of the pursuer lies outside the U set, the evader wins the game. Let
l(x, y, θ) denote the family of lines lt generated by all points t lying on C. Due to
symmetry of the environment about the x-axis, the U set is symmetric about the
x-axis. We will construct the part of the U set generated as θ increases from 0 to
π.
Let B denote the boundary of the U set.
Proposition 9: B is the envelope of the family of lines l(x, y, θ).
Proof. Consider any point q on B. The point q belongs to some line in the family
of lines l(x, y, θ) since it belongs to the boundary. Let that line be lq, which has
to be tangent to the boundary B or else there is a neighborhood around q in which
B lies in both the half-spaces generated by lq. Since q is any point on B, it is
true for all points q on B that the tangent to B at q belongs to the family of lines
l(x, y, θ). A curve satisfying this property is the envelope to the family of lines
l(x, y, θ).
We can find the envelope of a family of lines l(x, y, θ) by solving the following
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equations simultaneously:
l(x, y, θ) = y + x cot θ − (r − d
′
a
) csc θ = 0 (2.1)
∂l
∂θ
= 0 (2.2)
Here, d′ as a function of θ is given by
d′(θ) =
{ √
r2 + d20 − 2rd0 cos θ if θ ≤ θ0√
d20 − r2 + r(θ − θ0) if θ ≥ θ0
where θ0 = cos−1 rd .
2.4.2 Case 1 (θ ≤ θ0)
Substituting Equation (2.1) in Equation (2.2) gives
x = (r −
√
r2 + d20 − 2rd0 cos θ
a
) cos θ +
rd0 sin
2 θ
a
√
r2 + d20 − 2rd0 cos θ
y = (r −
√
r2 + d20 − 2rd0 cos θ
a
) sin θ − rd0 sin θ cos θ
a
√
r2 + d20 − 2rd0 cos θ
2.4.3 Case 2 (θ ≥ θ0)
Substituting Equation (2.1) in Equation (2.2) gives
x = (r −
√
d20 − r2 + r(θ − θ0)
a
) cos θ +
sin θ
a
y = (r −
√
d20 − r2 + r(θ − θ0)
a
) sin θ − cos θ
a
Since B is symmetrical about the x−axis, the other half of B is obtained by re-
flecting the above curves about the x−axis. Figure 2.22 shows the boundary of the
U set for a disc of radius 3 units. Figures 2.22 (b), (c) and (d) show the boundary
of the U set for varying distance between the evader and the obstacle. In each of
these figures, the boundary of the U set is shown for three different values of a.
We can see that for a ≤ 1, the evader lies inside the U set.
36
−10 0 10 20 30
−20
−10
0
10
20
−10 0 10 20 30
−20
−10
0
10
20
−10 0 10 20 30
−20
−10
0
10
20
−10 0 10 20 30
−20
−10
0
10
20
(a) (b) 
(c) (d) 
Figure 2.22: (a) Disc-like obstacle with the initial position of the evader. The
smaller circle is the evader. Panels (b), (c) and (d) show the boundaries of the U
sets for the obstacle with increasing distance between the evader and the center
of the disc. In (b), (c) and (d), the black boundary is for the case when a = 0.5,
the cyan boundary is for the case when a = 1 and the red boundary is for the case
when a = 10.
The above procedure can be used to construct the U set for any convex obstacle
whose boundary has a well defined tangent at every point. If the boundary is
given by the equation f(x, y) = 0 where f(x, y) is such that ∂f
∂x
and ∂f
∂y
exist for
all points, the procedure to generate the boundary of the U set is as follows:
1. Given any point t on the boundary, find the equation of the line lt as defined
above.
2. Find the family l(x, y, θ) of lines generated by lt as t moves on the boundary
of the obstacle. θ is a parameter that defines t.
3. The envelope of the family l(x, y, θ) is the boundary of the U set. This is
true since the proof of Proposition 3 does not depend on the shape of the
obstacle and hence Proposition 3 is true for any obstacle.
In the next section we present an approximate bound on the initial positions of
the pursuer from which it can track the evader.
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Figure 2.23: Sufficient condition for surveillance.
2.5 Sufficient Condition for Surveillance
In this section, we present a sufficient condition for a pursuer to track the evader.
If ve > vp, the evader wins the game for any initial position of the pursuer. So a
necessary condition for successful tracking is ve ≤ vp. A plausible strategy for
the pursuer to track the evader would be to catch the evader in a finite time and
then move with the same velocity as the evader. The latter is possible since we
assumed that the pursuer can estimate the instantaneous velocity of the evader at
all times. Using the above ideas, we present the following sufficient condition for
tracking.
Sufficient Condition for Tracking: Let dev denote the distance to the nearest
reflex vertex from e0 and dep =|| e0 − p0 || (Figure 2.23 shows an example). A
sufficient condition for the pursuer to catch the evader is the following:
min{1− a
a
, 1} > dep
dev
Proof. The minimum time required by the evader to reach the nearest reflex vertex
is te = devve . Let Rte denote the set of points in the free workspace reachable by
the evader, starting at e0, in time te; i.e., Rte consists of points x ∈ R2 in free
workspace such that || x− e0 ||≤ dev.
Lemma 6: Rte is convex.
Proof. Rte cannot contain any reflex vertex of the environment in its interior as te
is the time required by the evader to reach the nearest reflex vertex. HenceRte is
convex.
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Consider p0 ∈ Rte =⇒ depdev < 1. Consider a strategy for the pursuer in
which it moves directly towards the evader with speed vp.
Property 1: The pursuer remains in Rte ∀ t ≤ te.
Proof. From triangular inequality, we obtain the following condition:
|| p(t)− e0 || ≤ || p(t)− e(t) || + || e(t)− e0 ||
At any time t, the distance between the pursuer and the evader decreases by at
most (vp − ve)t. Hence || p(t) − e(t) ||≤ dep − (vp − ve)t. At any time t,
the evader travels a maximum distance of vet from its initial position. Hence
|| e(t)− e0 ||≤ vet.
=⇒|| p(t)− e0 || ≤ dep − (vp − ve)t+ vet
≤ dep + (2ve − vp)te
Substituting te = devve in the above inequality leads to
|| p(t)− e0 || ≤ dep + (2ve − vp)dev
ve
= dep +
(2a− 1)
a
dev
Using the condition dep
dev
< 1−a
a
, we obtain
|| p(t)− e0 || ≤ (1− a)
a
dev +
(2a− 1)
a
dev
= dev
Hence at all times t ≤ te, the pursuer remains inside Rte .
Property 2: The pursuer can see the evader ∀ t ≤ te.
Proof. From Property 1, p(t) ∈ Rte ∀ t ≤ te. By definition e(t) ∈ Rte ∀ t ≤
te. Hence p(t) and e(t) are in Rte ∀ t ≤ te. Using Lemma 6, we can conclude
that pursuer can see the evader ∀ t ≤ te.
Property 3: The pursuer can catch the evader in time t ≤ te.
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Proof. If the pursuer follows the strategy to move directly towards the evader
with speed vp, the time required by the pursuer to catch the evader is tp ≤ depvp−ve .
The time required by the evader to reach the boundary of Rte is te ≥ devve . Since
dep
dev
< 1−a
a
=⇒ tp ≤ te. Hence the property follows.
From Property 2 and 3, the pursuer can track the evader and catch it if the
following conditions are satisfied: p0 ∈ Rte =⇒ depdev < 1 and
dep
dev
< 1−a
a
.
This leads to the sufficient condition for tracking.
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CHAPTER 3
TARGET TRACKING: A GAME OF
DEGREE
In this chapter, we analyze the problem of target tracking as a game of degree. We
use techniques from differential game theory to compute the saddle point strate-
gies for the players. Furthermore, we compute the optimal trajectories of the
players near the termination situations. We conclude the chapter by presenting the
construction of a specific kind of singular surface, called the dispersal surface,
that appears in this game.
The organizations of this chapter is as follows. In Section 3.1, we provide a
brief history of pursuit-evasion and differential games. In Section 3.2, we present
the formulation of the target-tracking problem as a game of degree. In Section 3.3,
we present the saddle-point strategies for the players. In Section 3.4, we present
the construction of the optimal trajectories near the termination situations around
a corner. In Section 3.5, we present the construction of the dispersal surfaces that
appear in this game.
3.1 Pursuit-Evasion and Differential Games: A Brief
History
One of the earliest works that illustrates the connection between differential games
and pursuit-evasion is the seminal work of Isaacs that culminated in his book
[9]. A general framework based on the concepts in classical game theory and
the notion of tenet of transition was used to analyze pursuit-evasion problems.
Classical problems like the Lion and the Man, Homicidal Chauffeur and Maritime
Dogfight were introduced in this book. Among the many problems introduced in
this book is the famous problem of The Lady in the Lake. A formulation of this
game that appeared in the Russian translation of Isaacs work is as follows [10]:
The problem is about a lady E who swims (with speed β < 1) in
a circular pond (with a radius of magnitude 1). A lusty man P runs
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along the circumference of the pond wishing to take the closest picture
of the lady as she gets out...
The problem is to find a strategy for the lady to get out of the pond at a point
farthest away from the man. Another famous game introduced in his book is the
Homicidal Chauffeur. In this game a car strives to hit a slower but a more nimble
pedestrian. The motivation for Isaacs was to model in a simplified manner a game
of air combat where a slow, but more maneuverable airplane is pursued by a faster
and less maneuverable craft. A complete solution to the Homicidal Chauffeur is
spread out over [43] and [44]. In the Obstacle Tag problem [45], [46], a faster
pursuer wants to capture a slower evader in minimum time in the presence of
an obstacle. In addition to the formulation of these problems that relate to real-
life scenarios, Isaacs’ book also provides the necessary conditions for optimal
trajectories for the players, although these were also proposed independently by
Blaquie´re et al. in [47]. Moreover, it is the first work that provides an extensive
introduction to various kinds of singular surfaces that arise in pursuit-evasion
games. It concludes with a brief introduction to the the theory of games with
incomplete information. An elaborate history of the various generalizations and
modifications of the classical problems dealt with in Isaacs’ book and formulation
of new problems in pursuit-evasion are presented in [48], [10].
In this chapter, we deal with continuous time formulation of the target-tracking
game. It was through this type of problem (i.e., through the study of pursuit and
evasion between two objects moving according to simple kinematic laws) that
the theory of differential games was started in the early 1950s [48]. The theory
of differential games is a blending of the notions of control theory with the de-
cision structures and solution concepts of classical game theory. In general, we
can reduce a differential game model to a control problem if we assume that only
one player is active and the other is not. This also implies that the theory of dif-
ferential games includes the results of the theory of optimal controls as special
cases. Differential games is used for modeling conflict problems of real life in
analytical fashion although it has been used in the past by researchers in control
theory to form the linkage between the notion of robust optimal control and linear-
quadratic differential games in controller design [49]. Continuous-time formula-
tion of pursuit-evasion games belongs to the class of zero-sum differential games.
An exhaustive list of solved or partly solved zero-sum differential games is given
in [50].
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A modification to the classical problems in differential games involves the con-
sideration of their discrete-time versions and the application of a proper informa-
tion structure to compute the value of the game. In [51], [52], a discrete-time
version of a continuous-time zero-sum differential game is analyzed. Based on
appropriate assumptions about the smoothness of the value function, the authors
prove the convergence of the value as the time step goes to zero. Relaxing the
assumption on the smoothness of the value function and restricting the cost func-
tion in addition to the dynamics of the players leads to convergence for special
problems [53]. Furthermore, in [54] the authors prove the convergence of the
game for all cases without the restrictions proposed in [53]. In [55], the author
considers the existence of a “min-sup” strategy to a pursuit-evasion game. The
author proves the existence of the solutions in case the game terminates in a fi-
nite time. In [56], the authors propose a definition of a strategy and justify it by
demonstrating the existence of a saddle point. In [57], the authors analyze gener-
alized pursuit-evasion games (games with integral-payoff). They present modified
Isaacs conditions under which an extended value function exists for the players
when they use relaxed controls. In [58], the authors extend the previous work to
linear differential games and prove the existence of saddle point strategies over
the set of relaxed controls.
In his work, Isaacs showed that if the values of various differential games are
regular enough, then they solve the Isaacs equations that are first order PDE with
“max-min” or “min-max” type nonlinearity. In many problems the value functions
are not smooth enough to satisfy the Isaacs equations. Many papers have worked
around this difficulty, especially Fleming [59], [54], Friedman [60], Elliott and
Kalton [61], [62], Krassovski and Subbotin [63], and Subbotin [64]. In [65], the
authors present a new notion of “viscosity“ solution for Hamilton-Jacobi equa-
tions and prove the uniqueness of such solutions in a wide variety of situations.
In [66], the author shows that the dynamic programming optimality condition for
the value function in differential control theory problems implies that this value
function is the viscocity solution of the associated HJB PDE. The foregoing con-
clusions turn out to extend to differential game theory. In [67], the authors show
that in the context of differential games, the dynamic programming optimality
conditions imply that the values are viscosity solutions of appropriate partial dif-
ferential equations. In [68], the authors present a simplification of the previous
work.
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In general, the solution of optimal strategies for the pursuer and evader is re-
duced to the problem of solving the Hamilton-Jacobi-Isaacs (HJI) equation, which
is a partial differential equation relating the value of the game to the state variables
and optimal control inputs. Barring a few exceptions, for a non-linear system
model with constraints in state and control inputs, the HJI is difficult to solve in
closed form. This calls for the need of numerical techniques to solve the equa-
tions. In [69], the authors present various numerical techniques for two-person,
zero-sum deterministic differential games for systems that are non-linear in the
state variables as well as the control variables. Numerical approximations based
on the idea of reachable sets [70] are presented in [71]. Further discussion of the
advantages and limitations of various numerical techniques can be found in [71],
Sec. II.C.
In the next section we formulate the problem of target tracking as a game of
degree.
3.2 Formulation of the Game
We consider a mobile pursuer and an evader moving in the plane with velocities
u(t) = (up(t), θp(t)) and v(t) = (ue(t), θe(t)) respectively. The speeds of the
pursuer and the evader are given by up(t) and ue(t), respectively, and are bounded
by vp and ve respectively. The directions of the velocity vectors of the pursuer and
the evader are given by θp(t) and θe(t) respectively. We use a to denote the ratio
of the maximum speed of the evader to that of the pursuer a = ve
vp
. The players are
assumed to be point robots with no constraints on their motion except for bounded
speeds.
The workspace contains obstacles that restrict pursuer and evader motions and
may occlude the pursuer’s line of sight to the evader. The initial positions of the
pursuer and the evader are such that they are visible to each other. The visibility
region of the pursuer is the set of points for which a line segment from that point
to the pursuer does not intersect the obstacle region. Visibility extends uniformly
in all directions and is only terminated by workspace obstacles (omnidirectional,
unbounded visibility). The players know each other’s current position as long as
they are visible to each other. Both players have a complete map of the environ-
ment.
In this setting, we consider the following game. The pursuer wants to keep the
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evader in its visibility region for the maximum possible time and the evader wants
to break the line of sight to the pursuer as soon as possible. If at any instant,
the evader breaks the line of sight to the pursuer, the game terminates. Given the
initial position of the pursuer and the evader, we want to know the equilibrium
strategies used by the players to achieve their respective goals.
The positions of the pursuer and evader on the plane are given by (xp(t), yp(t))
and (xe(t), ye(t)) respectively. The state of the system is given by x(t) = [xp(t),
yp(t), xe(t), ye(t)]
T
. The kinematic equations of the players are given as follows:


x˙p(t)
y˙p(t)
x˙e(t)
y˙e(t)

 =


up(t) cos θp(t)
up(t) sin θp(t)
ue(t) cos θe(t)
ue(t) sin θe(t)


The above set of equations can also be expressed in the form x˙(t) = f(x(t),
u(t),v(t)). The presence of obstacles poses configuration and visibility con-
straints for certain states in R4. In the next section, we present the characterization
of the boundaries of the state space.
3.2.1 State Space
In R4, the game set is the set of all states such that the players are in the free
workspace and can see each other. The boundary of the game set consists of
two kinds of configurations of the pursuer and the evader (refer to Figure 3.1).
The first kind of boundary points consists of states in which either the pursuer
or the evader or both lie on the boundary of the workspace. At no point in time
can the state of the game cross the boundary at such a point since this results in
either of the players penetrating an obstacle in the workspace. The second kind
of boundary, called the target set, consists of states in which a boundary of an
obstacle is incident on the line of sight between the pursuer and the evader. At
any point in time, if the current state of the game lies on the target set, then it
can cross the boundary according to the rules of the game since in the workspace
this results in breaking the mutual visibility between the players which leads to
termination of the game. Since we are interested in situations where the mutual
visibility between the players can be broken, we are only interested in the part of
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the boundary that forms the target set.
Figure 3.2 shows an instance in which the state of the system lies on the target
set. Let lp denote the distance of the vertex from the pursuer. Let l denote the dis-
tance between the pursuer and the evader. The evader can force termination if and
only if the magnitude of the maximum angular velocity of the evader around the
corner is greater than the magnitude of the maximum angular velocity achievable
by the pursuer around the corner. This can happen if and only if the following
condition holds:
lp
l
>
1
1 + a
(3.1)
Hence we can further subdivide the target set, depending on whether the evader
can guarantee termination at that point. The part of the target set where the evader
can guarantee termination regardless of the choice of the controls of the pursuer
is called the usable part (UP). The remaining part of the target set outside the UP
is called the non-usable part (NUP). Given any initial position of the pursuer and
the evader, the game will always terminate on the UP.
Now we present the equations characterizing the target set around a vertex of
an obstacle; see Figure 3.2. The figure shows a state of the pursuer and evader
in which a vertex, v, lies on the line of sight between the pursuer and the evader.
Hence the current state of the system lies on the target set. We want the equa-
tion of the hypersurface that characterizes the target set generated by v. Let
(xp, yp, xe, ye)
T be the state of the system on the target set and (xo, yo) be the
coordinates of the vertex of the obstacle. We can write the following equation of
constraint:
yo − ye
xo − xe =
yo − yp
xo − xp
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Figure 3.1: Boundary of the game set.
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Hence the target set is characterized by
⇒ F (xp, yp, xe, ye) = (yo − yp)(xo − xe)− (yo − ye)(xo − xp) = 0 (3.2)
Since the above equation applies to any point on the target set, Equation (3.2)
also characterizes the UP of the target set. In the next section, we present the
optimal strategies for the players near the termination situations.
3.3 Optimal Strategies
In order to present optimal strategies, we need to define the payoff for the players
in the game. Consider a play that terminates at time tf . Since the objective of the
pursuer is to increase the time of termination, its payoff function can be considered
as tf . On the other hand, since the objective of the evader is to minimize the
time of termination, its payoff can be considered to be −tf . Since the payoff
functions of the players add to zero, this is a zero-sum differential game. The time
of termination is a function of the initial state x0 = x(0) and the control history
during the play, u(·) and v(·).
Since the players have conflicting goals, the concept of optimality involves the
idea of Nash equilibrium. If a player follows its equilibrium strategy, it is guaran-
teed of a minimum outcome without any knowledge of the other player’s future
actions. Moreover when a pair of strategies for the players is in Nash equilibrium
then a player cannot improve his outcome by unilateral deviation from its equi-
librium strategy. Consider a situation in which the pursuer can keep the evader
in sight for time tf when the players follow their equilibrium strategies. If the
evader deviates from its equilibrium strategy then the pursuer might have a strat-
egy to track it for a time greater than tf . On the other hand, if the pursuer deviates
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Figure 3.2: State of the system on the target set.
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from its equilibrium strategy then the evader might be able to escape in time less
than tf . Hence there is no motivation for either of the players to deviate from their
equilibrium strategies due to the lack of knowledge of the other player’s future
actions. For a pair of equilibrium strategies for the players, either the evader can
escape the pursuer’s sight in finite time or the pursuer can track the evader forever.
Hence computing the equilibrium strategies gives the strategies that are sufficient
for tracking or escape, whichever holds at a given point in the state space. In case
of a zero-sum game, the equilibrium strategies are also referred to as the saddle-
point strategies. In scenarios where the players have no knowledge about each
other’s strategies, equilibrium strategies are important since they lead to a guaran-
teed minimum outcome for the players in spite of the other player’s strategies. In
this work, optimal strategies refers to strategies that are in Nash equilibrium.
For a point x in the state space, J(x) represents the outcome if the players
implement their optimal strategies starting at the point x. In this game, J(x) is
the time of termination of the game when the players implement their optimal
strategies. It is also called the value of the game at x. Any unilateral deviation
from the optimal strategy by a player can lead to a better payoff for the other
player. For example, for a game that starts at a point x, if the evader deviates
from the optimal strategy then there may be a strategy for the pursuer in which its
payoff is greater than J(x), and if the pursuer deviates from the optimal strategy
then there may be a strategy for the evader in which its payoff is greater than
−J(x). Since this is a zero-sum game, any strategy that leads to a higher payoff
for one player will reduce the payoff for the second player.
Let ∇J = [Jxe Jye Jxp Jyp]T denote the gradient of the value function.
The Hamiltonian, H, of any system is given by
H(x,∇J,u(t),v(t)) = ∇J · f(x,u(t),v(t)) + 1
Let u∗(t) = (u∗p(t), θ∗p(t)) and v∗(t) = (u∗e(t), θ∗e(t)) be the optimal controls used
by the pursuer and the evader respectively. Since the pursuer is the maximizer and
the evader is the minimizer, the Hamiltonian of the system satisfies the following
conditions, called the Isaacs conditions, along the optimal trajectories [9].
1. H(x,∇J,u(t),v∗(t)) ≤ H(x,∇J,u∗(t),v∗(t)) ≤ H(x,∇J,u∗(t),v(t))
2. H(x,∇J,u∗(t),v∗(t)) = 0
Condition 1 implies that when the players implement their optimal strategies any
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unilateral deviation by the pursuer might lead to a smaller value for the Hamilto-
nian and any unilateral deviation by the evader might lead to a larger value of the
Hamiltonian. Moreover condition 2 implies that when the players implement their
optimal controls, the Hamiltonian of the system is zero. The Isaacs conditions are
an extension of Pontryagin’s principle in optimization to a differential game [10].
The Hamiltonian of our system is given by
H(x,∇J,u(t),v(t)) = ∇J · f(x,u(t),v(t)) + 1
= ue(t)[Jxe cos θe(t) + Jye sin θe(t)]
+up(t)[Jxp cos θp(t) + Jyp sin θp(t)] + 1
We can see that the Hamiltonian is separable in the controls up(t) and ue(t);
i.e., it can be written in the form up(t)f1(x,∇J) + ue(t)f2(x,∇J). Hence the
minimax assumption [9] holds. Moreover since the set of controls for each player
is compact, the optimal strategies exist. Using Isaacs’ first condition, we see that
the optimal u∗(t) and v∗(t) are given by the following expressions:
u∗(t) = (u∗e(t), θ
∗
e(t)) = arg min
ue(t),θe(t)
H(x,∇J,u(t),v∗(t))
v∗(t) = (u∗p(t), θ
∗
p(t)) = arg max
up(t),θp(t)
H(x,∇J,u∗(t),v(t))
Since the Hamiltonian is separable, the optimal controls for the players are
given by the following expressions in terms of the gradient of the value function:
(cos θ∗p(t), sin θ
∗
p(t)) || (Jxp, Jyp)
=⇒ (cos θ∗p(t), sin θ∗p(t)) = (
Jxp√
J2xp + J
2
yp
,
Jyp√
J2xp + J
2
yp
) (3.3)
(cos θ∗e(t), sin θ
∗
e(t)) || (−Jxe ,−Jye)
=⇒ (cos θ∗e(t), sin θ∗e(t)) = (−
Jxe√
J2xe + J
2
ye
,− Jye√
J2xe + J
2
ye
) (3.4)
u∗e(t) = ve
u∗p(t) = vp (3.5)
In the first and second equations || is used to denote parallel vectors. In case
Jxp = 0 and Jyp = 0, then θ∗p can take any value and the pursuer can follow any
control strategy. Similarly if Jxe = 0 and Jye = 0, then θ∗e can take any value and
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the evader can follow any control strategy. These conditions represent singularity
in the Hamiltonian.
The entire state space can be partitioned into two regions depending on the
value of the game. For all the initial positions of the pursuer and the evader for
which the value of the game J(x) is finite, the evader can break the line of sight
in finite time by following the strategies in Equation (3.2). For all the initial
positions of the pursuer and the evader for which the value of the game is infinite,
the pursuer can track the evader forever if it follows the controls given in Equation
(3.2).
The analysis done in this section implies that if we are given the value function
J(x), then we can compute the optimal strategies for the players from Equation
(3.2).
3.4 Construction of Optimal Trajectories
In this section, we present the trajectories generated by the optimal strategies near
termination situations. From Equation (3.2), we can conclude that the target set is
three-dimensional and hence can be represented by three independent variables.
Let the independent variables used to parametrize the target set be chosen as the
following:
s1 = xe − xo
s2 = ye − yo
s3 = xp − xo
=⇒ yp = yo + s2s3
s1
The value function at every point on the UP is 0. Hence the directional derivative
of the value function along s1, s2 and s3 is zero. Let J0 denote the value function
on the UP of the target set.
J0s1 = 0 = J
0
xe − J0yp
s2s3
s21
(3.6)
J0s2 = 0 = J
0
ye + J
0
yp
s3
s1
(3.7)
J0s3 = 0 = J
0
xp + J
0
yp
s2
s1
(3.8)
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Substituting the optimal control laws from Equation (3.3) into the second Isaacs
condition, we get the following condition:
−ve
√
J2xe + J
2
ye + vp
√
J2xp + J
2
yp + 1 = 0 (3.9)
Substituting Equations (3.4), (3.5) and (3.6) into Equation (3.7), we get the fol-
lowing expression for J0yp:
| J0yp |=
1
(
√
s22
s21
+ 1)(ve
√
s23
s21
− vp)
(3.10)
From Equation (3.1), we can conclude that on the UP, | s3
s1
|> vp
ve
and hence
the R.H.S. of the above equation is always positive. Hence J0yp can have two
possible values differing just by a sign. In the termination condition shown in
Figure 3.2, J0yp is positive since the value of the game increases when we perturb
the pursuer position vertically upwards. Depending on the position of the corner
and the orientation of the pursuer and the evader at the termination situation, we
can eliminate one of the possible values of J0yp .
Now we use the following theorem to obtain the value function along the opti-
mal trajectories backwards in time.
Theorem [9]: Along the optimal trajectory, the following equation holds:
d
dt
∇J [x(t)] = − ∂
∂x
H(x,∇J,u∗,v∗)
The above equation is called the retrogressive path equation (RPE). The retro-time
(time-to-go) form of the RPE is
d
dτ
∇J [x(τ)] = ∂
∂x
H(x,∇J,u∗,v∗) (3.11)
where τ = tf−t is called the retro-time. tf is the time of termination of the game.
The RPE is a differential equation for the ∇J(x) along the optimal trajectories
in terms of the optimal controls. Substituting the optimal control of the players as
a function of ∇J(x) from Equation (3.3) into the RPE leads to a set of ordinary
differential equations for ∇J(x). For our system, the RPE gives the following set
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of differential equations:
J˚xp = 0
J˚yp = 0
J˚xe = 0
J˚ye = 0 (3.12)
Hence∇J remains constant along an optimal trajectory. We can obtain the values
of ∇J by computing the initial conditions of RPE which are the same as the
termination situations for the game in forward time. Integrating the RPE backward
in time from the UP gives the following expressions of ∇J(x):
Jxp = J
0
xp
Jyp = J
0
yp
Jxe = J
0
xe
Jye = J
0
ye (3.13)
Substituting ∇J(x) into the optimal controls in Equation (3.3) gives the control
strategies for the players.
(cos θ∗p, sin θ
∗
p) = (
J0xp√
(J0xp)
2 + (J0yp)
2
,
J0yp√
(J0xp)
2 + (J0yp)
2
)
(cos θ∗e , sin θ
∗
e) = (−
J0xe√
(J0xe)
2 + (J0ye)
2
,− J
0
ye√
(J0xe)
2 + (J0ye)
2
)
u∗e = ve
u∗p = vp (3.14)
Substituting the control laws for the players into the kinematic equation leads to
the optimal trajectories in retro time. Let (xfp , yfp , xfe , yfe ) be the state of the system
at the termination situation on the UP. From Equation (3.8), the value of J0yp =
+
−
c1cosθf , where c1 = 1
ve|
xo−x
f
e
xo−x
f
p
|−vp
and tan θf = y
f
e−y
o
xfe−xo
. The optimal trajectory of
52
Figure 3.3: Optimal trajectories to a termination situation.
the pursuer as a function of retro-time is given by the following equations:
xp(τ) = x
f
p
+
−τvp sin θf
yp(τ) = y
f
p
−
+
τvp cos θf (3.15)
The optimal trajectory of the evader as a function of retro-time is given by the
following equations:
xe(τ) = x
f
e
−
+
τve sin θf
ye(τ) = y
f
e
+
−τve cos θf (3.16)
Since ∇J is constant along an optimal trajectory, from the expression of the op-
timal strategies of the players, we see that they are straight lines. Moreover from
Equations (3.13) and (3.14), we conclude that the players move parallel to each
other in opposite directions, perpendicular to the line of sight at the termination
situation. Given a termination situation, this leads to two kinds of trajectories for
the players as shown in Figure 3.4. Now we show that only one of these two kinds
can lead to termination.
Referring to Figure 3.4, let p and e be positions of the pursuer and the evader at
a termination situation. Consider a small amount of perturbation in the pursuer’s
position in the positive y-direction. Let the new position of the pursuer be p′. The
value of the game at (xp′ , yp′, xe, ye) is greater than zero since the evader cannot
terminate the game instantly. Hence Jyp is greater than zero at (xp, yp, xe, ye). The
velocity of the pursuer is perpendicular to the line-of-sight between the pursuer
and the evader at the termination situation. Jyp > 0 =⇒ sin θ∗p > 0 =⇒ 0 <
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Figure 3.4: A configuration of the bar on the target set.
θ∗p < π at the termination situation. Hence the pursuer approaches the termination
situation in the direction shown in the figure. Since the velocity of the evader is
in the opposite direction, the evader approaches the termination situation in the
direction shown in the figure. Repeating the above analysis for all orientations of
the termination configuration and the obstacle leads to the conclusion that at the
termination situation the evader moves toward the obstacle and the pursuer moves
away from the obstacle. This leads to a unique set of optimal trajectories from
every point on the UP.
For a general environment in the plane, the optimal trajectories lie in R4. In
order to depict them in R3, we need to consider a subspace of the optimal paths
terminating at a corner. In the following examples, for each corner in the envi-
ronment we show the subspace of the optimal paths that have a fixed distance of
the pursuer from the corner at the termination situation. The value of the speed
ratio, a, is 0.66 in all the examples. Figure 3.4 shows the optimal trajectories for
the players in a simple environment containing a point obstacle at the origin. The
line of sight between the pursuer and the evader is broken if it passes through the
origin. The evader wants to minimize the time required to break the line of sight
and the pursuer wants to maximize it. Let (xfp , yfp , xfe , yfe ) represent the state of the
system at the termination situation. Figure 3.4(a) shows the optimal trajectories
of the players for a constant value of (xfp , yfp ). Figure 3.4(b) shows the optimal
trajectories for every orientation of the line-of-sight between the pursuer and the
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evader at the termination situation. The z axis represents the angle that the line-of-
sight makes with the horizontal axis at the termination situation. A cross-section
parallel to the xy-plane gives the optimal trajectories of the players in a plane for
a given θf . The red line in the middle denotes the point obstacle. The inner spiral
is formed by the optimal trajectories of the evader and the outer spiral is formed
by the optimal trajectory of the pursuer. The color of a point represents the value
of the game, J(x), at that point. The value of the game increases as the color
changes from blue to red. For any point on the spiral, the value of the game is
directly proportional to its radial distance from the point obstacle. Figure 3.6(a)
shows a single corner in the plane. The internal angle at the corner is 2pi
3
. Figure
3.6(b) shows the optimal trajectories of the players for the corner in a manner sim-
ilar to Figure 3.4(b). Figure 3.4(a) shows a regular hexagon in the plane. Figure
3.4(b) shows the optimal trajectories of the players for the hexagonal obstacle in
a manner similar to Figure 3.4(b).
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(a) Optimal trajectories in the plane. (b) Optimal trajectories across a section in R4.
Figure 3.5: Optimal trajectories for an environment having a single point
obstacle.
3.5 Singular Surfaces
Issacs’ work on two-person zero-sum differential game is mainly a study of sin-
gular surfaces (together with the fundamentals of Hamilton-Jacobi theory). An
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Figure 3.6: Optimal trajectories of the players for a corner in space.
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Figure 3.7: Optimal trajectories of the players for a hexagonal obstacle in space.
assumption almost always made at the outset of every pursuit-evasion game is
that the state space can be split up into a number of mutually disjoint regions,
the value function being continuosly differentiable in each of them. The behavior
and the method of construction of the value function are well understood in such
regions. The boundaries of these regions are called singular surfaces, or singular
lines if they involve one-dimensional manifolds, and the value function is not con-
tinuously differentiable across them. A singular surface is a manifold on which
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(i) the equilibrium strategies are not uniquely determined by Isaacs’ necessary
conditions, or (ii) the value function is not continuously differentiable, or (iii) the
value function is discontinuous. This topic was extensively investigated by J. V.
Breakwell and his students. Various kinds of singular surfaces occurring in the
different kinds of pursuit-evasion games are illustrated in [10] and [48] .
From [72], we get the following definition for singular surfaces based on the
regularity of the Hamiltonian (H(x,∇J(x)) ) and the value function (J(x)):
A regular point of a differential game is an internal point x∗ of the domain of the
definition of the game value J(x) such that the function J(x) is twice differentiable
in a neighborhood D of x∗, J(x) ∈ C2(D), and the Hamiltonian H(x,∇J(x)) is
also twice differentiable in its arguments; i.e., H(x,∇J(x)) ∈ C2(N) where N
is a neighborhood of the point (x∗,∇J(x∗)). A singular point is any point in the
phase space which is not regular. Singular curve, surface or manifold consist of
singular points.
The above definition meets the geometrical definitions of [9], [73] and [48].
Figure 3.8 presents the qualitative behavior of the regular and singular paths for
different types of singular hypersurfaces. Some of the surfaces contain singular
paths, while others, like dispersal or switching surfaces, do not. Several surfaces
are associated with a jump of ∇J , while others, like the switching or universal
ones, are not. The classification presented in Figure 3.8 is not complete; it is a list
of singularities met so far and more or less fully investigated [72].
Based on the method of singular characteristics [72], researchers have encoun-
tered singular surfaces in pursuit-evasion games related to pursuit and capture.
In [74], the problem of pursuit and capture is addressed for players that lie on
arbitrary manifolds. An algorithm is presented to partition the phase-space into
primary and secondary domains and characterize the regular as well as the sin-
gular trajectories in each domain. In [75], [76], the techniques presented in the
previous work are applied to a pursuit-evasion game on a cone. In addition to the
primary and secondary domains, the authors present explicitly the construction of
the equivocal and dispersal surfaces occurring in the game. In [77], the authors
address a pursuit-evasion problem on second-order rotation surfaces. The authors
present the solution to the pursuit problem on a two-sheet cone.
In the next section, we present an introduction to a special kind of singular
surface called the dispersal surface.
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Figure 3.8: Singular surfaces.
3.5.1 Dispersal surfaces
Dispersal surfaces are commonly encountered in games of degree. These are sin-
gular surfaces on which the players have more than one saddle-point strategy that
leads to the same payoff at termination. For a single-player the game reduces
to an optimization problem and the player can choose either one of the strate-
gies to achieve its optimal value. In the case of zero-sum games the choice of
strategies is less obvious. In the previous section, the optimal trajectories are con-
structed backward in time from the termination situations. Termination situations
are characterized by points in the configuration space where the evader can break
the mutual line-of-sight with the pursuer irrespective of the pursuer’s strategy.
Since the construction of the trajectories is retrograde in time this might lead to a
situation in which more than one optimal trajectory reaches a point in the configu-
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ration space from different termination situations. In this work, we only consider
points at which two optimal trajectories reach a point in the phase space from two
different termination situations. From such a point, the players have two different
pairs of strategies to terminate the game. Figure 3.9 shows such an example. The
pursuer and the evader are at the end of a semi-infinite corridor. Both the players
are on the line l that is equidistant from both the walls of the corridor. The evader
can move toward C1 or C2 to hide from the pursuer. If the evader moves toward
C1, the optimal strategy of the pursuer is to move toward p1 in order to keep the
evader visible for the maximum amount of time. If the evader moves toward C2,
the optimal strategy of the pursuer is to move toward p2. Hence the players can
choose between either pair of the strategies to terminate the game. Moreover, the
time of termination is the same for either choice.
C1 C2l
p
12p
Figure 3.9: Dispersal surfaces.
If the game starts on the dispersal surface, the evader has an open-loop strategy
to guarantee the payoff, but the pursuer lacks such an open-loop strategy. The
pursuer has to be informationally superior in order to guarantee its payoff. In this
case the pursuer must know the instantaneous velocity of the evader to guarantee
its payoff. If the pursuer lacks knowledge about the evader’s current strategy, then
the optimal policy for the pursuer is a mixed strategy. Once the evader leaves the
line l, such a situation does not exist anymore. Hence the dispersal surfaces can
also be the seat of instantaneous mixed strategy (IMS).
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O2
E
x
y
(0,a)
(0,−a)
Figure 3.10: Position of obstacles and the evader.
3.5.2 Two point obstacles
In this section, we present the construction of a dispersal surface in the presence
of two point obstacles in space. Refer to Figure 3.10. Let O1 = (0, a) and O2 =
(0,−a) denote the position of the two point obstacles. Let E denote the initial
position of the evader. Let the Cartesian coordinates of E be given by (xe, ye).
Let t denote the time of termination of the game; i.e., if the pursuer is initially at
E, it loses sight of the evader for the first time at t.
Since the maximum speed of the evader is ve the reachable set of the evader at
time t is Bvet[E] where Bvet[E] = {P ∈ R2 | d(P,E) ≤ vet}. Let D denote
Bvet[E]. An infinite number of trajectories for the evader are possible that lie
inside D and do not violate the constraints on the maximum speed of the evader.
Since we are only interested in calculating the paths of the evader obtained from
saddle-point strategies, this restricts the set of possible trajectories.
Lemma 7: If the game terminates at time t, then the possible positions of the
evader at termination are the points of tangency of D from the corners O1 and O2
as shown in Figure 3.11.
Proof. The evader can break the line of sight only around a corner present in the
environment. Therefore, the game terminates either around O1 or O2. Let us first
consider the former case. In the previous section, it has been shown that if the
evader follows its saddle-point strategy it must travel on a straight line with speed
ve before termination. Therefore, the evader lies on ∂D (boundary of D) at ter-
mination. Moreover, from the previous section we also know that the straight line
60
on which the evader travels must be perpendicular to the line segment joining O1
and the position of the evader at termination. This leads to two possible positions
of the evader on ∂D at termination as shown in Figure 3.11: A and A’. The line
from O1 to A and A’ is tangent to ∂D. Moreover, from the regular analysis we
can conclude that the only possible position for the evader at termination is the
point A since the pursuer can avoid termination if the evader is at A’. Similarly,
we can perform the analysis if the evader breaks the line of sight around O2 and
conclude that the only possible position of the evader at termination in this case is
the point B. Therefore, we have shown that if the evader starts from E and follows
its saddle-point strategy it can terminate the game either at A or B, both of which
are points of tangency of D from O1 and O2.
E
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x
y
1
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O
Figure 3.11: Possible positions of the evader at termination.
As t varies from 0 to tmax, the point A traces an arc of a circle. The center of the
circle lies at the mid-point of O1E and the radius of the circle is
√
x2e + (ye − a)2.
From Lemma 1 we can compute the initial positions of the pursuer. Let us con-
sider the case when the termination occurs around O1. From the regular analysis,
we can conclude that at termination the pursuer can be anywhere on the ray DF.
The saddle-point strategy of the pursuer is to follow a straight line that is perpen-
dicular to the line joining the pursuer and the evader at termination. Since the
game lasts for time t, the initial position of the pursuer can be anywhere on the
ray l1 that lies on L1 and is parallel to the ray DF at a distance vpt. L1 is parallel
to the ray AF and therefore both have the same slope. The slope of AF can be
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calculated as follows. Refer to Figure 3.12.
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Figure 3.12: Geometry of D at time t.
tan θ =
ye − a
xe
tanφ =
vet√
x2e + (ye − a)2 − v2et2
m1 = tan(θ + φ) =
tan θ + tanφ
1− tan θ tanφ
Hencem1 =
(ye−a)
√
x2e+(ye−a)
2−v2et
2+xevet
xe
√
x2e+(ye−a)
2−v2et
2−(ye−a)vet
. Refer to Figure 3.13. The y-intercept
of L1 is given as follows:
c1 = a+ vpt sec θ = a + vpt
√
1 + tan2 θ
where θ is the angle that L1 makes with the positive x-axis. Since m1 is the slope
of line L1, tan θ = m1.
=⇒ c1 = a+ vpt
√
1 +m21
Hence the equation of line L1 is given by
y =
(ye − a)
√
x2e + (ye − a)2 − v2et2 + xevet
xe
√
x2e + (ye − a)2 − v2et2 − (ye − a)vet
x+ a+ vpt
√
1 +m21
If the termination occurs around the cornerO2, the initial position of the pursuer
can be anywhere on ray l2. We can carry out an analysis as before and find the
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Figure 3.13: Geometry of L1.
equation of line L2 on which the l2 lies. The equation of L2 is
y =
(ye + a)
√
x2e + (ye + a)
2 − ve2t2 − xevet
xe
√
x2e + (ye + a)
2 − ve2t2 + (ye + a)vet
x− a− vpt
√
1 +m22
Let P denote the point of intersection of rays l1 and l2. If the initial position
of the pursuer is P, then the evader has two equally good choices to terminate the
game. The pursuer has to make his choice based on the instantaneous velocity of
the evader. The initial position of the players corresponding to this situation lies
on a dispersal surface. The coordinates of P are given as follows:
xp =
c2 − c1
m1 −m2 ; yp =
m1c2 −m2c1
m1 −m2 (3.17)
For a fixed initial position of the evader, the point P traces a curve in the plane as t
varies. This curve is the one-dimensional projection of the three-dimensional dis-
persal surface along the initial position of the evader. In order to find the trajectory
of P as t increases, the origin and the slope of rays l1 and l2 must be computed as a
function of time. The origin of l1 is denoted by H in Figure 3.10. Due to similarity
of triangles △O1H1D and △O1EA, the point H1 remains stationary in time. The
coordinates of H1 are (−rxe, (1 + r)a − rye). As t increases, the ray l1 rotates
about H1 with its slope equal to that of segment AF . Similarly the point O2 leads
to the point H2 = (−rxe,−a(1 + r)− ye). If the rays l1 or l2 become parallel to
the y axis, the point P ceases to exist after that instant. Hence the maximum time
of termination for which the game allows a dispersal surface is tmax = xeve .
The presence of the obstacles in the environment prevents t from taking all
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values in [0,∞]. If any of the corners lie inside D then there is no tangent from
that corner to ∂D. Hence the dispersal surface ceases to exist. If the lines tangent
to ∂D from the corners are parallel or divergent, then L1 and L2 do not intersect.
This shows that there is a lower bound on the size of D for which P exists, and
therefore for P to exist t ≥ tmin. Lemma 8 provides a condition for computing
tmin. Refer to Figure 3.14.
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Figure 3.14: Geometry of D.
Lemma 8: The point P exists iff α + β < π
Proof. If γ + ∆ > π, O1A and O2B intersect ⇔ L1 and L2 intersect⇔P exists.
From the sum of angles of  O1AOE, we obtain that γ = 2π − (φ + pi2 + β) =
3
2
π − (φ + β). From the sum of angles of  O2OEB, we can conclude that ∆ =
2π − (π − φ+ pi
2
+ α) = pi
2
− (α− φ). Hence γ +∆ = 2π − (α+ β). Hence the
result follows.
At the moment α + β = π, the lines O1A and O2B are parallel to each other
and the radius of ∂D is given by rmin = a sinφ = a xe√
x2e+y
2
e
. Hence the minimum
time of termination is tmin = axe
ve
√
x2e+y
2
e
.
Figure 3.15 illustrates the singular surfaces for two different scenarios. The
positions of the point obstacles are (0,3) and (0,-3). The maximum speed of the
pursuer is assumed to be 1. In Figure 3.15(a), the dispersal surfaces are shown for
four different initial positions of the evader. In Figure 3.15(b), dispersal surfaces
are shown for different maximum speeds of the evader.
64
−50 0 50
−50
−40
−30
−20
−10
0
10
20
30
40
50
−50 −40 −30 −20 −10 0 10 20
−50
−40
−30
−20
−10
0
10
20
0.4
0.6
0.8
1
E
(a) Different evader positions. (b) Different evader speeds.
Figure 3.15: Singular surfaces for a point obstacle.
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Figure 3.16: Dispersal surface in the vicinity of two corners.
3.5.3 Two corners in a general polygonal environment
In this section, we extend the previous analysis to compute the dispersal surface
formed due to the intersection of the optimal paths emanating in retrograde time
from two corners in the presence of other obstacles. Refer to Figure 3.16. Con-
sider an environment having polygonal obstacles. Let E be the initial position of
the evader. Let (xe, ye) represent the coordinates of E in the plane. Let O1 and
O2 be corners of obstacles C1 and C2 in the environment that satisfy the following
conditions:
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1. O1 ∈ V (E)
2. O2 ∈ V (E)
It is not necessary for C1 and C2 to be distinct obstacles.
Let A be the position of the evader at termination if it breaks the line-of-sight
with the pursuer around O1. Similarly, let B be the position of the evader at
termination if it breaks the line-of-sight with the pursuer around O2. Since A
is the termination position of the evader, it satisfies the following conditions:
1. A∈Wfree.
2. A lies on the arc of the semi-circle with O1E as the diameter.
3. O1 is visible to the evader as it moves on a straight line joining E and A
=⇒ AE∈ V (O1).
Similar conditions must hold for B to qualify as a terminating position for the
evader around corner O2. Let S˜1 denote the set of all points A that satisfy the
above conditions and S˜2 denote the set of all points B that satisfy a similar set of
conditions around the corner O2.
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1
Figure 3.17: Obstacle in the vicinity of the corner and the initial evader position.
Now we present the construction of S˜1 and S˜2. Refer to Figure 3.17. Let E
be the initial position of the evader. Let O1 denote the corner of an obstacle. Let
O1E be the diameter of the semi-circular arc O1AE. Let C denote the center of
the semi-circular arc. We attach a coordinate frame with each of the points C,
O1 and E as shown in the figure. Angles are measured counter-clockwise with
respect to the x-axis of the frame in context. Let X be an obstacle inside the
closure of the semi-circular disk. Let ∂X denote the boundary of the obstacle. Let
K denote the set of points on the semi-circular arc O1AE excluding the points
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O1 and E. We exclude the points E and O1 since E is the initial position of the
evader and O1 is a point on the obstacle. Hence we consider all games that have
termination time t > 0 and do not terminate on the obstacle. There exists a natural
bijective map γ : K → (0, π) that maps any point in K to its radial angle θc in the
coordinate frame attached to C.
For any point p ∈ K, let P denote the position of p on the plane. Let S ⊆ K
such that the following properties hold for points in S:
1. PE ⊂ V(O1) ∀ p ∈ S.
2. P ⊂ V(E) ∀ p ∈ S.
Let the tangents from the E to X intersect K at f and h with θc(f) > θc(h).
Let the tangents from the O1 to X intersect K at g and i with θc(g) > θc(i).
Lemma 9: γ(S) ⊂ (0, π) and is a closed interval.
Proof. S is composed of all the points on the semi-circle in between f and i.
Since ∂X is closed f, i ∈ S. Therefore, the boundary of S is contained in S and
hence S is closed. Since γ is bijective γ(S) is a closed interval.
In case the obstacles have a non-empty intersection with K, we can prove
Lemma 2 in a similar fashion.
Now let us consider the case when there are n > 1 obstacles in the closure of
the semi-circular disk. For each obstacle i we can construct the the set Si in the
following manner. Construct the tangents from O1 to the obstacle. Compute the
intersection of the tangents with K. Let the points be denoted as g and i with
θc(g) > θc(i). Similarly compute the intersection of the tangents from E to K
and denote the points as f and h with θc(f) > θc(h). Si contains the the set of
points p ∈ K such that θc(i) ≤ θc(p) ≤ θc(f).
Let us define S1 = K \ ∪ni=1Si.
Lemma 10: The set S1 is a union of open intervals and hence open.
Proof. The proof follows from the definition of S1.
From the above Lemma, we conclude that γ(S1) =
⋃k1
i=1(θi, θi+1). If the evader
starts at E, then every point in S1 is associated with a unique termination time
that is proportional to the distance of that point from E. Hence we can define a
bijective map I1 : S1 → R, where I1(p) = tp, where tp is the time of termination
of the game if the evader starts at E. Hence from Lemma 3 we conclude that
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I1(S1) =
⋃k1
i=1(ti, ti+1). Since I1 is bijective I1(S1) ≃ S1. Similarly, we can
define a set S2 and I2.
Every point q ∈ S1 has a time of termination tq associated with itself. Consider
a point q1 ∈ S1 such that there is no corresponding point q2 ∈ S2 satisfying
tq1 = tq2 . Let P be the initial position of the pursuer such that the game terminates
in time tq1 when the initial position of the evader is at E. E and P cannot be on
the dispersal surface since there is no point corresponding to q1 on the arc EBO2
such that the evader can break the line of sight around O2 in the same time tq1 .
Therefore such points should be removed from S1. This leads us to define the
following sets:
S˜1 = {q ∈ S1 | ∃q′ ∈ S2 s.t. tq = tq′}
S˜2 = {q ∈ S2 | ∃q′ ∈ S1 s.t. tq = tq′}
Hence S˜1 and S˜2 are the maximal subsets of S1 and S2 respectively such that
the termination position of the players at any point in the set might lie on the
dispersal surface.
Lemma 11: The set of points in S˜1 and S˜2 is a union of open intervals of the form
(q1, q2) where q1, q2 ∈ S1.
Proof. From the above Lemma, we can conclude that I1(S1) =
⋃k1
i=1(ti, ti+1)
and I2(S2) =
⋃k2
i=1(ti, ti+1). Hence T= I1(S1) ∩ I2(S2) is open since it is an
intersection of a finite number of open sets. Moreover it is also a union of open
intervals. Since I1 and I2 are bijective, S˜1 = I−11 (T ) and S˜2 = I−12 (T ) is a union
of open intervals.
Let P˜ contain the initial positions of the pursuer that lie on the dispersal surface
when the evader is initially at E. Now we present the construction of P˜ from the
sets S˜1 and S˜2. Let q1 ∈ S˜1 and q2 ∈ S˜2 such that tq1 = tq2 . The intersection of
the lines parallel to q1O1 from H1 and q2O2 from H2 gives the point p. In order
for p to lie in P˜ it should satisfy the following conditions:
1. p,D1, D2 ∈Wfree
2. p ∈ V (D1) ∩ V (D2)
3. (1− t′)p+ t′D1 ∈ V (t′E+(1− t′)A) and (1− t′)p+ t′D2 ∈ V (t′E+(1−
t′)B) ∀t′ ∈ [0, t]
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Condition 3 ensures that the pursuer and the evader are visible to each other at
all times t′ ≤ t. For all points p ∈ P˜ , we can obtain the coordinates (xp, yp) using
Equation (3.1).
3.5.4 General polygonal environment
In this section we extend the results of the previous section to environments con-
taining polygonal obstacles. Consider a environment containing polygonal obsta-
cles. Let E = (xe, ye) denote the initial position of the evader. Construct V (E).
Choose two corners O1 and O2 of obstacles and compute the dispersal surface
using the technique presented in the previous section. In order to complete the
construction, the above procedure has to be repeated for every pair of corners
of obstacles present in V (E). This completes the construction of the dispersal
surface for a given initial position of the evader E = (xe, ye).
69
Part II
Communication-Based Pursuit
Evasion
70
CHAPTER 4
JAMMING IN MOBILE NETWORKS
In this chapter, we consider a differential game theoretic approach to compute
optimal strategies by a team of UAVs to evade the attack of an aerial jammer on
the communication channel. We formulate the problem as a zero-sum pursuit-
evasion game. The cost function is the termination time of the game. We use
Isaacs’ approach to derive the necessary conditions to arrive at the equations gov-
erning the saddle-point strategies of the players. We illustrate the results through
simulations.
Section 4.1 presents a brief motivation and introduction to our problem. Section
4.2 presents the problem formulation. The jamming, communication and mobility
models for the nodes are presented. Based on the aforementioned models, a multi-
player pursuit-evasion game is analyzed in Section 4.3. Section 4.4 extends the
solutions to a variant of the problem discussed in Section 4.3. Section 4.5 presents
the results and the conclusion.
4.1 Introduction
In the past few years, a lot of research has been done to deploy multiple UAVs in
a decentralized manner to carry out tasks in military as well as civilian scenarios.
UAVs have shown promise in a wide range of applications. The recent availability
of low-cost UAVs suggests the use of teams of vehicles to perform various tasks
such as mapping, surveillance, search and tracking operations [78], [79]. For these
applications, there has been a lot of focus to deploy teams of multiple UAVs in a
cooperative or competitive manner [80], [81]. An extensive summary of important
milestones and future challenges in network control of multiple UAVs is presented
in [82].
In general, the mode of communication among UAVs deployed in a team mis-
sion is wireless. This renders the communication channel vulnerable to malicious
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attacks from aerial intruders flying in the vicinity. An example of such an intruder
is an aerial jammer. Jamming is a malicious attack whose objective is to disrupt
the communication of the victim network by causing interference or collision at
the receiver side. Jamming attack is a well-studied and an active area of research
in wireless networks. Many defense strategies have been proposed by researchers
against jamming in wireless networks. In [83], Wu et al. propose two strategies
to evade jamming. The first strategy, channel surfing, is a form of spectral eva-
sion that involves legitimate wireless devices changing the channel that they are
operating on. The second strategy, spatial retreats, is a form of special evasion
whereby legitimate devices move away from the jammer. In [84], Wood et al.
present a distributed protocol to map the jammed region so that the network can
avoid routing traffic through it. The solution proposed by Cagalj et al. [85] uses
different worm holes (wired worm holes, frequency-hopping pairs, and uncoordi-
nated channel hopping) that lead out of the jammed region to report the alarm to
the network operator. In [86], Wood et al. investigate how to deliberately avoid
jamming in IEEE 802.15.4 based wireless networks. In [87], Lin Chen proposes
a strategy to introduce into the network a special node called the anti-jammer to
drain the jammer’s energy. To achieve its goal, the anti-jammer configures the
probability of transmitting bait packets to attract the jammer to transmit.
For a static jammer and mobile nodes, the optimal strategy for the nodes is
to retreat away from the jammer after detecting jamming. In case of an aerial
jamming attack, optimal strategies for retreat are harder to compute due to the
mobility of the jammer and constraints in the kinematics of the UAVs. This at-
tack can be modeled as a zero-sum game [48] between the jammer and the UAVs.
Such dynamic games governed by differential equations can be analyzed using
tools from differential game theory [10],[9]. In the past, differential game the-
ory has been used as a framework to analyze problems in multi-player pursuit-
evasion games. Solutions for particular multi-player games were presented by
Pashkov and Terekhov [88], Levchenkov and Pashkov [89], Hagedorn and Break-
well [90], Breakwell and Hagedorn [91] and Shankaran et al. [92]. More general
treatment of multi-player differential games was presented by Starr and Ho [93],
Vaisbord and Zhukovskiy [94], Zhukovskiy and Salukvadze [95] and Stipanovic´,
Hovakimyan and Melikyan [96, 97]. The inherent difficulty of obtaining an ana-
lytical solution to the Hamilton-Jacobi-Isaacs equation has led to the development
of numerical techniques for the computation of the value function. Recent efforts
in this direction to compute an approximation of the reachable sets have been
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provided by Mitchell and Tomlin [98], Stipanovic´, Hwang and Tomlin [99] and
Stipanovic´, Shankaran and Tomlin [100].
In contradistinction, our work in this chapter analyzes the behavior of multi-
ple UAVs in cooperative as well as non-cooperative scenarios in the presence of
a malicious intruder in the communication network. In this work, we envision a
scenario in which an aerial jammer intrudes upon the communication channel in
a multiple UAV formation. We model the intrusion as a continuous time pursuit-
evasion game between the UAV’s and the aerial jammer. In contrast to the previ-
ous works in pursuit-evasion games that formulate a payoff based on a geometric
quantity in the configuration space of the system, we formulate a payoff based on
the capability of the players in a team to communicate among themselves in the
presence of a jammer in the vicinity. In particular, we are interested in computing
strategies for spatial reconfiguration of a formation of UAVs in the presence of an
aerial jammer to reduce the jamming on the communication channel.
In the next section, we present the problem formulation.
4.2 Problem Formulation
In this section, we first introduce a communication model between two mobile
nodes in the presence of a jammer. Then we present the mobility models for the
nodes. We conclude the section by formally formulating the problems we study
in the chapter.
4.2.1 Jammer and communication model
Consider a mobile node (receiver) receiving messages from another mobile node
(transmitter) at some frequency. Both communicating nodes are assumed to be ly-
ing on a plane. Consider a third node that is attempting to jam the communication
channel shared by the transmitter and the receiver by sending a high power noise
at the same frequency. This kind of jamming is referred to as trivial jamming.
Two other types of jamming are:
1. Periodic jamming: A periodic noise pulse is generated by the jammer irre-
spective of the packets that are put on the network.
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2. Intelligent jamming: A jammer is put in a promiscuous mode to destroy
primarily the control packets.
A variety of metrics can be used to compare the effectiveness of various jamming
attacks. Some of these metrics are energy efficiency, low probability of detection,
and strong denial of service [101], [102]. In this chapter, we use the ratio of the
jamming power to the signal power (JSR) as the metric. From [103], we have the
following models for the JSR (ξ) at the receiver’s antenna.
1. Rn model
ξ =
PJTGJRGRJ
PTGTRGRT
10
n log10(
DTR
DJR
)
2. Ground Reflection Propagation
ξ =
PJTGJRGRJ
PTGTRGRT
(
hJ
hT
)2(
DTR
DJR
)4
3. Nicholson
ξ =
PJTGJRGRJ
PTGTRGRT
10
4 log10(
DTR
DJR
)
where PJT is the power of the jammer transmitting antenna, PT is the power of
the transmitter, GTR is the antenna gain from transmitter to receiver, GRT is the
antenna gain from receiver to transmitter, GJR is the antenna gain from jammer
to receiver, GRJ is the antenna gain from receiver to jammer, hJ is the height of
the jammer antenna above the ground, hT is the height of the transmitter antenna
above the ground, DTR is the Euclidean distance between transmitter and receiver,
and DJR is the Euclidean distance between jammer and transmitter. All the above
models are based on the propagation loss depending on the distance of the jammer
and the transmitter from the receiver. In all the above models the jammer to signal
ratio is dependent on the ratio DTR
DJR
.
For digital signals, the jammer’s goal is to raise the ratio to a level such that the
bit error rate [104] is above a certain threshold. For analog voice communication,
the goal is to reduce the articulation performance so that the signals are difficult
to understand. Hence we assume that the communication channel between a re-
ceiver and a transmitter is considered to be jammed in the presence of a jammer if
ξ ≥ ξtr where ξtr is a threshold determined by many factors including application
scenario and communication hardware. If all the parameters except the mutual
distances between the jammer, transmitter and receiver are kept constant, we can
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conclude the following from all the above models: If the ratio DTR
DJR
≥ η then the
communication channel between a transmitter and a receiver is considered to be
jammed. Here η is a function of ξ, PJT , PT , GTR, GRT , GJR, GRJ and DTR.
Hence if the transmitter is not within a disc of radius ηDJR centered around the
receiver, then the communication channel is considered to be jammed. We call
this disc the perception range. The perception range for any node depends on the
distance between the jammer and the node. For effective communication between
two nodes, each node should be able to transmit as well as receive messages from
the other node. Hence two nodes can communicate if they lie in each other’s
perception range.
In the rest of the chapter, we will use the above jamming and communication
model.
4.2.2 System model
We now describe the kinematic model of the nodes. In our analysis, each node is
a UAV. We consider two UAV’s (UAV1 and UAV2) in the presence of a third UAV
(UAVj) that is trying to jam the communication link in between them. We assume
that the UAVs are having a constant altitude flight. This assumption helps to
simplify our analysis to a planar case. Referring to Figure 4.1, the configuration
of each UAV in the global coordinate frame can be expressed in terms of the
variables (xgi , y
g
i , φ
g
i ). The subscript i is either 1, 2 or j depending on the UAV
being referred to. The pair (xgi , y
g
i ) represents the position of a reference point on
UAVi with respect to the origin of the global reference frame and φgi denotes the
instantaneous heading of the UAVi in the global reference frame. Hence the state
space for UAVi is Xi ∼= R2 × S1. In our analysis, we assume that the UAVs are a
kinematic system and hence the dynamics of the UAVs are not taken into account
in the differential equation governing the evolution of the system. The kinematics
of the UAVs are assumed to be the following:
dxgi
dt
= Wi cosφ
g
i ;
dygi
dt
= Wi sinφ
g
i ;
dφgi
dt
= σi (4.1)
where Wi and σi are the speed and angular velocity of UAVi, respectively. In this
chapter, we assume that σi ∈ [−1,+1] ∀i. Moreover, we assume that Wi =
1 ∀i.
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Figure 4.1: Configuration of a UAV.
The state space of the entire system is X1 ×X2 ×Xj ∼= R6 × (S1)3. In order
to reduce the dimension of the state space we analyze the system in a coordinate
frame fixed to UAV2 as shown in Figure 4.2. In the new coordinate frame, the
system can be modeled using six independent variables and the equations of mo-
tion of the UAV1 and UAVj with respect to the new coordinate frame are given by
the following [92]:
x˙1 = −1 + σ2y1 + cos φ1, y˙1 = −σ2x1 + sinφ1
φ˙1 = −σ2 + σ1 (4.2)
x˙j = −1 + σ2yj + cosφj, y˙j = −σ2xj + sinφj
φ˙j = −σ2 + σj (4.3)
In the above expressions (xj , yj, φj) and (x1, y1, φ1) represent the relative position
and orientation of the UAVj and UAV1 in the reference frame attached to UAV2.
Hence the state space of the reduced system is isomorphic to R4 × (S1)2.
4.2.3 Problem statement
From the communication and the mobility models proposed in the previous sub-
sections, we formulate the following problems.
• Problem 1: Consider a situation in which UAV1 and UAV2 are not commu-
nicating initially in the presence of a jammer (UAVj). The objective of the
jammer is to maximize the time for which it can jam the communication
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Figure 4.2: Relative configuration of UAVs.
between UAV1 and UAV2. The objective of UAV1 and UAV2 is to minimize
the time for which communication remains jammed. The game terminates
at the first instant at which UAV1 and UAV2 are in a position to communi-
cate. We need to compute the optimal strategy for each UAV.
• Problem 2: Now consider a situation in which UAV1 and UAV2 are com-
municating initially in the presence of a jammer (UAVj). The objective
of the jammer is to minimize the time it takes to jam the communication
channel between UAV1 and UAV2. The objective of UAV1 and UAV2 is to
maximize the time for which communication link between them remains
operable. The game terminates immediately when UAV1 and UAV2 lose
their link. We need to compute the optimal strategy for each UAV.
In both problems, it is assumed that each UAV has complete knowledge about the
state of the system.
In the next section, we analyze the first problem.
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4.3 Analysis of Problem 1
We consider a situation in which UAV1 and UAV2 are not communicating initially
in the presence of a jammer (UAVj). The termination condition is defined as the
first instant at which UAV1 and UAV2 are in a position to communicate. The cost
function of the game is the time of termination of the game. The objective of the
jammer is to maximize the time for which it can jam the communication between
UAV1 and UAV2. The objective of UAV1 and UAV2 collectively is to minimize
the time for which communication remains jammed.
In order to obtain the optimal strategies of the players we need to compute
the saddle-point strategies since this is a zero-sum game. A set of strategies for
the players is said to be in saddle-point equilibrium if no unilateral deviation in
strategy by a player can lead to a better outcome for that player. Hence there is no
motivation for the players to deviate from their equilibrium strategies. In scenarios
where the players have no knowledge about each other’s strategies, equilibrium
strategies are important since they lead to a guaranteed minimum outcome for the
players in spite of the other player’s strategies.
For a point x in the state space, let J(x) represent the outcome if the players im-
plement their optimal strategies starting at the point x. In this game, it is the time
of termination of the game when the players implement their optimal strategies.
It is also called the value of the game at x.
Let ∇J = [Jx1 Jy1 Jφ1 JxJ JyJ JφJ ]T denote the gradient of the value
function. The Hamiltonian of the system is given byH = 1+∇J ·f(x, σ∗1, σ∗j , σ∗2 , t).
From the equations of motion of the system, the Hamiltonian is given by
H = 1 + Jx1x˙1 + Jy1 y˙1 + Jφ1φ˙1 + Jxj x˙j + Jyj y˙j + Jφj φ˙j
Rearranging the terms in the Hamiltonian we obtain
H = 1 + σ2[Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj ]+
σjJφj + σ1Jφ1 + (Jx1 cos φ1 + Jy1 sinφ1)+
(Jxj cosφj + Jyj sin φj)− (Jx1 + Jxj )
Since the jammer wants to minimize the time of termination and the UAV’s want
to maximize the time of termination, we get the following expressions for the
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controls from Isaacs’ first condition:
(σ∗1 , σ
∗
2, σ
∗
j ) = argmax
σj
min
σ2σ1
H
Since the Hamiltonian is separable in its controls, the order of taking the extrema
becomes inconsequential. Hence the optimal controls of the players are given as
follows:
σ∗2 = −sign[Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj] (4.4)
σ∗j = sign(Jφj ) (4.5)
σ∗1 = −sign(Jφ1) (4.6)
The retrogressive path equations (RPE) for the system lead to the following equa-
tions:
J˚x1 = −σ∗2Jy1, J˚y1 = σ∗2Jx1 (4.7)
J˚xj = −σ∗2Jyj , J˚yj = σ∗2Jxj (4.8)
J˚φ1 = −Jx1 sinφ1 + Jy1 cosφ1 (4.9)
J˚φj = −Jxj sinφj + Jyj cosφj (4.10)
where˚ denotes derivative with respect to retrograde time.
Figure 4.3 summarizes the entire control algorithm. The controller of each UAV
takes as input the state variables and runs the RPE to compute the control. This
control is then fed into the plant of the respective UAV. The plant updates the state
variables based on the kinematic equations governing the UAV. Finally the sensors
feed back the state variables into the controllers. In this case the sensors measure
the position and the orientation of each UAV.
4.3.1 Termination situations
In order to compute the optimal strategies, we need to compute the boundary
conditions for the dependent variables of the differential equation. In order to
do so, we characterize the terminal conditions of the game in the state space and
compute the value of ∇J at the terminal conditions. This section presents the
computation of the terminal value of the dependent variables of the differential
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Figure 4.3: The control loop for the system.
equations governing the game.
From the communication model, we can conclude that UAV1 can receive mes-
sages from UAV2 when the following condition holds:
ηd(UAVJ ,UAV1) ≥ d(UAV1,UAV2)
where d(UAVi,UAVj) is the Euclidean distance between UAVi and UAVj. Simi-
larly, UAV2 can receive messages from UAV1 when the following condition holds:
ηd(UAVJ ,UAV2) ≥ d(UAV1,UAV2)
Hence we can conclude that the two nodes can communicate when the following
condition holds:
ηmin[d(UAVJ ,UAV1), d(UAVJ ,UAV2)]
≥ d(UAV1,UAV2)
Hence the boundary of the game set is the set of positions of the UAVs that satisfies
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the following condition:
ηmin[d(UAVJ ,UAV1), d(UAVJ ,UAV2)]
= d(UAV1,UAV2)
This leads to two termination manifolds in the state space.
1. The first terminal manifold is characterized by the positions of the UAVs
such that UAV1 is at the boundary of the perception range of UAV2 and
UAV2 is inside the perception range of UAV1. This is shown in Figure 4.4.
In the coordinate system of UAV2 the terminal manifold is represented by
the hypersurface F1(x1, y1, φ1, xj , yj, φj) which is given by the following
expression:
(
√
x21 + y
2
1 − η
√
x2j + y
2
j = 0) ∩
((x1 − xj)2 + (y1 − yj)2 − (x2j + y2j ) ≤ 0)
1
2J
Figure 4.4: Termination situation 1.
2. The second terminal manifold is characterized by the positions of the UAVs
such that UAV2 is at the boundary of the perception range of UAV1 and
UAV1 is inside the perception range of UAV2. This is shown in Figure
4.5. In the coordinate system attached to UAV2 this terminal manifold is
represented by the hypersurface F2(x1, y1, φ1, xj, yj, φj) which is given by
the following expression:
(
√
x21 + y
2
1 − η
√
x2j + y
2
j = 0) ∩
((x1 − xj)2 + (y1 − yj)2 − x2j + y2j ≥ 0)
81
12
J
Figure 4.5: Termination situation 2.
Both the terminal surfaces are five-dimensional manifolds with boundary. Hence
they can be parameterized using five independent variables x1, y1, xj , φ1 and φj .
Since J ≡ 0 on the terminal manifold, ∇J satisfies the following equations at an
interior point in the manifold:
J0x1 + J
0
yj
∂yj
∂x1
= 0, J0y1 + J
0
yj
∂yj
∂y1
= 0
J0xj + J
0
yj
∂yj
∂xj
= 0, J0φ1 = 0, J
0
φj
= 0 (4.11)
In addition to the above equations, Isaacs’ second condition leads to the following
equation:
H(x,∇J, f(x, σ∗1, σ∗2, σ∗j )) = 0 (4.12)
The value of∇J at the terminal manifold can be obtained from Equations (4.11)
and (4.12). Since there are two different terminal manifolds, we have to analyze
both of them separately. At first, we compute the value of ∇J on terminal mani-
fold 1.
Substituting the expression for F1(x1, y1, φ1, xj , yj, φj) in Equations (4.11) and
(4.12), we obtain the following value of Jyj :
J0yj = y
0
j [
√
(x0j )
2 + (y0j )
2(
1
η
− 1) + (x0j −
x01
η2
)]−1 (4.13)
The superscript 0 is used to denote the value of the variables as the terminal condi-
tions. The terminal values of the remaining components of ∇J can be computed
from Equation (4.11). From the values of∇J at the terminal manifold, the optimal
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controls of the UAVs at termination can be computed. An elaborate computation
of the optimal control of the UAVs is shown in the appendix.
4.4 Analysis of Problem 2
For Problem 2 as described in Section 4.2, Isaacs’ first condition leads to the
following optimal strategies for the players:
(σ∗1 , σ
∗
2, σ
∗
j ) = argmax
σ1,σ2
min
σj
H
Hence the optimal controls of the players are given as follows:
σ∗2 = sign[Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj ]
σ∗j = −sign(Jφj)
σ∗1 = sign(Jφ1)
The retrogressive path equations remain the same as in the previous problem.
The terminal conditions also remain the same. Analysis done in the previous
section can be extended to this problem. The results obtained by simulating the
differential equations governing the optimal control laws and the trajectories are
presented in the next section.
4.5 Results
Figures 4.6, 4.7, 4.8 and 4.9 show trajectories of the players for both problems
along with their optimal controls for various terminal conditions and different
values of η. The position of the players corresponding to the termination situation
is shown by a small circle in the plots showing the trajectories of the players. Each
figure shows the trajectory of the players just before termination for a small time
interval. From the expression of the optimal controls in Equations (4.4), (4.5) and
(4.6), we can infer that the controls of the players are bang-bang. This is also ver-
ified from the simulation results. From the nature of the controls and kinematics
of the system, we can infer that the optimal paths comprise arcs of circles and
straight line trajectories as motion primitives. Arcs of circles are generated when
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Figure 4.6: The players leading to termination condition 1 for Problem 1. The
value η = 1. The player in red is the jammer. The players in green and blue are
UAV1 and UAV2 respectively. Panel (b) shows the control of the UAV1, (c)
shows the control of the UAVJ , (d) shows the control of the UAV2.
the UAV keeps its angular velocity saturated at one extrema for a non-zero inter-
val of time. Straight line segments are obtained due to rapid switching between
the extremum value of the controls (chattering). An instance of such a behavior is
exhibited by UAV2 in Figure 4.6.
Future work will prevent such undesired behavior by adding the derivative of
the controls in the cost function of the game by considering a dynamic extension
of the original system.
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Figure 4.7: The players leading to termination condition 1 for Problem 2. The
value η = 2. The player in red is the jammer. The players in green and blue are
UAV1 and UAV2 respectively. Panel (b) shows the control of the UAV1, (c)
shows the control of the UAVJ , (d) shows the control of the UAV2.
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Figure 4.8: The players leading to termination condition 2 for Problem 1. The
value η = 1. The player in red is the jammer. The players in green and blue are
UAV1 and UAV2 respectively. Panel (b) shows the control of the UAV1, (c)
shows the control of the UAVJ , (d) shows the control of the UAV2.
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Figure 4.9: The players leading to termination condition 2 for Problem 2. The
value η = 1. The player in red is the jammer. The players in green and blue are
UAV1 and UAV2 respectively. Panel (b) shows the control of the UAV1, (c)
shows the control of the UAVJ , (d) shows the control of the UAV2.
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CHAPTER 5
JAMMING IN HETEROGENEOUS
NETWORKS
In this chapter, we extend our work in Chapter 4 to address the jamming prob-
lem in a mobile network containing heterogeneous vehicles. In combat scenarios,
teams of vehicles are deployed having different communication and motion con-
straints. Our interest lies in understanding the interplay between constraints in the
communication posed by an intruder in a network and the constraints in the mo-
bility inherent in the dynamics of the vehicles. In order to introduce heterogeneity
in the problem, we assume that the nodes of the mobile network and the jammer
can be aerial as well as ground vehicles.
Section 5.2 presents the problem formulation. The mobility models for the
nodes are presented. Based on the aforementioned models, a multi-player pursuit-
evasion game is analyzed in Section 5.3. Section 5.4 presents the optimal strate-
gies for a special class of vehicles. Section 5.5 presents the conclusions.
5.1 Problem Formulation
In this section, we present the mobility models for the nodes. The communication
and jamming model used in this chapter is the same as that introduced in Section
4.3. We conclude the section by formulating the problems.
5.1.1 System model
We now describe the kinematic model of the nodes. In this chapter, we analyze
a network of heterogeneous vehicles that differ from each other in their dynamic
models. Since we are interested in real scenarios, we choose the nodes as well
as the jammer to resemble the dynamics of terrestrial or aerial vehicles. We use
the motion models of UAVs (Unmanned Air Vehicles) and AGVs (Autonomous
Ground Vehicles) to model the dynamics of the nodes. By neglecting the detailed
87
description of the real system that might render the complete solution to be nu-
merical in nature, the dynamical models are simplified to a level that captures the
essential kinematic constraints of the system.
We assume the following motion models for the nodes:
1. UAV: We use the five state model [105] for the UAV that takes into account
the course angles, the flight path angles and the height of the UAV from the
ground during its flight. The dynamic equations are given below:
x˙ = W cosψ cos θ, y˙ = W sinψ cos θ
z˙ = W sin θ, ψ˙ =
g
W
η tanφ, θ˙ =
g cos θ
W
(η − 1)
where Wi represents velocity, ψi the heading angle, θi the pitch angle, g
the gravitational acceleration, φi the roll angle and ηi the load factor of
the UAVi. The geometry of the coordinate system is shown in Figure 5.1.
W , φ and η, satisfying the constraints | W |≤ Wmax, | φ |≤ φmax and
| η |≤ ηmax, are the controls of the UAV. The configuration space of the
UAV is X ≃ R3 × S1 × S1.
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Figure 5.1: UAV model.
2. AGV: From [106], we model the AGV as a car-like robot with five-dimensional
configuration space using the following dynamic equations:
x˙ = v cos θ cos ζ, y˙ = v sin θ cos ζ
θ˙ = v sin ζ, v˙ = u1, ζ˙ = u2
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where u1 and u2, satisfying | u1 |≤ u1max and | u2 |≤ u2max, denote
respectively the linear and angular accelerations of the vehicles. We also
consider the fact that the car has a bound on the steering angle, i.e. | ζ |≤
ζmax. The geometry of the coordinate system is shown in Figure 5.2. The
state space of the system X ⊂ R3 × S1 × S1.
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Figure 5.2: AGV model.
5.1.2 Problem statement
From the mobility models proposed in the previous section and the communica-
tion model proposed in the previous chapter, we formulate the following prob-
lems.
• Problem 1: Consider a situation in which two nodes are not communicating
initially because of the presence of a jammer. The objective of the jammer
is to maximize the time for which it can jam the communication between
the two nodes. The objective of two nodes is to minimize the time for which
communication remains jammed. The game terminates at the first instant at
which two nodes are in a position to communicate. We need to compute the
optimal strategy for each node.
• Problem 2: Now consider a situation in which the two nodes are communi-
cating initially in the presence of a jammer. The objective of the jammer is
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to minimize the time it takes to jam the communication channel between the
two nodes. The objective of the two nodes is to maximize the time for which
communication link between them remains operable. The game terminates
immediately when the two nodes lose their link. We need to compute the
optimal strategy for each node.
In both problems, it is assumed that each node has complete knowledge about the
state of the system, i.e., the position of the other node and the jammer. Moreover
the equations governing the dynamics of the nodes and the jammer are of the
following form:
x˙ = f(x, u, t)
where x ∈ X is an n-dimensional manifold, the controls u ∈ U are a class of
functions of t taking their values in some compact subdomain K ∈ Rn. Later in
the chapter, we analyze the situation when f(x, u, t) represents the dynamics of a
UAV or a car-like robot.
In the next section, we analyze the first problem.
5.2 Analysis of Problem 1
We consider a situation in which the two nodes are not communicating initially
because of the presence of a jammer. The termination condition is defined as
the first instant at which two nodes are in a position to communicate. The cost
function of the game is the time of termination of the game. The objective of the
jammer is to maximize the time for which it can jam the communication between
the nodes. The objective of the two nodes collectively is to minimize the time for
which communication remains jammed.
In order to obtain the optimal strategies of the players we need to compute
the saddle-point strategies since this is a zero-sum game. A set of strategies for
the players is said to be in saddle-point equilibrium if no unilateral deviation in
strategy by a player can lead to a better outcome for that player. Hence there is no
motivation for the players to deviate from their equilibrium strategies. In scenarios
where the players have no knowledge about each other’s strategies, equilibrium
strategies are important since they lead to a guaranteed minimum outcome for the
players in spite of the other player’s strategies.
WLOG we assume that vehicles 1 and 2 are the nodes in the formation and
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vehicle 3 is the jammer. The state-space of the system is X≃X1×X2×X3, where
Xi is the state-space of the ith vehicle. For a point x∈X in the state space, let J(x)
represent the outcome if the players implement their optimal strategies starting at
the point x. In this game, it is the time of termination of the game when the players
implement their optimal strategies. It is also called the value of the game at x.
Let us assume that the player i has state space of dimension ni. Let ∇J =
[Jx1, · · · , Jxn]T , where n = n1+n2+n3, denote the gradient of the value function.
Let u = [u1 u2 u3]T denote the controls for all the players. Since this is a
minimum time problem, the Hamiltonian of the system is given by H = 1+∇J ·
f(x, u, t). From the equations of motion of the system, the Hamiltonian is given
by the following expression:
H = 1 +
3∑
j=1
nj∑
i=1
Jxji
x˙ji
In the above expression, the outer summation is over the number of vehicles and
the inner summation is over the number of states of each vehicle. Rearranging the
terms in the Hamiltonian we obtain
H = 1 +
3∑
j=1
uj
nj∑
i=1
Jxji
f ji (x)
Since the jammer wants to maximize the time of termination and the nodes
want to minimize the time of termination, the Hamiltonian of the system satisfies
the following Isaacs conditions along the optimal trajectories [9]:
1. (u1∗, u2∗, u3∗) = argmax(u1∗,u2∗) minu3∗ H
2. H(x,∇J, u1∗, u2∗, u3∗) = 0
Condition 1 implies that when the players implement their optimal strategies,
any unilateral deviation by the pursuer might lead to a smaller value for the Hamil-
tonian and any unilateral deviation by the evader might lead to a larger value of the
Hamiltonian. Moreover condition 2 implies that when the players implement their
optimal controls, the Hamiltonian of the system is zero. The Isaacs conditions are
an extension of Pontryagin’s principle to optimization in a differential game [10].
Since the Hamiltonian is separable in its controls, the order of taking the ex-
trema becomes inconsequential. Hence the optimal control of nodes 1 and 2 is
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given as follows:
uj∗ = ujmaxsign[
nj∑
i=1
Jxj
i
f ji (x)] j = 1, 2
The optimal control for node 3 is given as follows:
u3∗ = −u3maxsign[
nj∑
i=1
Jxji
f ji (x)]
The retrogressive path equation (RPE) is given by
˚(∇J) = −∇H
where˚ denotes derivative with respect to inverse time. This leads to the following
system of equations for the nodes:
J˚xji
= uj∗
nj∑
i=1
Jxji
[f ji (x)]xji
where [f ji (x)]xji represents the derivative of f
j
i (x) w.r.t. x
j
i . Figure 5.3 summarizes
the entire control algorithm. The controller of each node takes as input the state
variables and runs the RPE to compute the control. This control is then fed into
the plant of the respective node. The plant updates the state variables based on the
kinematic equations governing the node. Finally the sensors feed back the state
variables into the controllers. In this case the sensors measure the state variable
associated with each node.
max xi
f (x)J
i i xi
Σ
i
Jxi
u
X ∗
∗  J
Σ               f (x)
i
ix
∗
= u
o
Ju = u    sign                 
x = f (x ,u ,t)o ∗
Figure 5.3: The control loop for each vehicle.
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5.2.1 Termination situations
In order to compute the optimal strategies, we need to compute the boundary
conditions for the dependent variables of the differential equation. In order to
do so, we characterize the terminal conditions of the game in the state space and
compute the value of ∇J at the terminal conditions. This section presents the
computation of the terminal value of the dependent variables of the differential
equations governing the game.
From the communication model, we can conclude that node 1 can receive mes-
sages from node 2 when the following condition holds:
ηd(Jammer,node 1) ≥ d(node 1, node 2)
where d(·, ·) is the Euclidean distance between the two vehicles. Similarly, node
2 can receive messages from node 1 when the following condition holds:
ηd(Jammer,node 2) ≥ d(node 1,node 2)
Hence we can conclude that the two nodes can communicate when the following
condition holds:
ηmin[d(Jammer,node 1), d(Jammer,node 2)]
≥ d(node 1,node 2)
Hence the boundary of the game set is the set of positions of the UAV’s that satisfy
the following condition:
ηmin[d(Jammer,node 1), d(Jammer,node 2)]
= d(node 1,node 2)
This leads to two termination manifolds in the state space.
1. The first terminal manifold is characterized by the positions of the nodes
such that node 1 is at the boundary of the perception range of node 2, and
node 2 is inside the perception range of node 1. This is shown in Figure
5.4.
2. The second terminal manifold is characterized by the positions of the nodes
such that node 2 is at the boundary of the perception range of node 1, and
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Figure 5.4: Termination situation 1.
node 1 is inside the perception range of node 2. This is shown in Figure
5.5.
Since J ≡ 0 on the terminal manifold (M), ∇J satisfies the following equa-
tions at an interior point x in the terminal manifold:
∇J · ti = 0 (5.1)
where ti is the basis vector of TxM
Since both terminal surfaces are 14-dimensional manifolds with boundary, this
leads to a system of 14 simultaneous non-linear equations for the value of ∇J . In
addition, ∇J also satisfies the second Isaacs condition that leads to the following
equation:
H(x,∇J, f(x, u∗1, u∗2, u∗3)) = 0 (5.2)
∇J at the terminal manifold has 15 unknown variables corresponding to the
directional derivative of ∇J in each direction constituting the basis of the config-
uration space. From Equations (5.1) and (5.2), we get a set of 15 simultaneous
equations. Since there are two different terminal manifolds, we have to analyze
them separately. From the values of ∇J at the terminal manifold, the optimal
controls of the nodes at termination can be computed using Equations (5.1) and
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Figure 5.5: Termination situation 2.
(5.2).
5.3 Analysis of Problem 2
For Problem 2 as described in Section 5.2, Isaacs’ first condition leads to the
following optimal strategies for the players:
(u1∗, v1∗, u2∗, v2∗, u3∗, v3∗) = arg min
(u1∗,v1∗,u2∗,v2∗)
max
(u3∗,v3∗)
H
The retrogressive path equations remain the same as in the previous problem. The
terminal conditions also remain the same. Analysis done in the previous section
can be extended to this problem.
5.4 Analysis for UAV and AGV
The equations of motion of a given vehicle depend only on its individual controls.
For a UAV the controls are V, η and φ. For an AGV the controls are v and w.
Substituting the equations of motion in the expression for the Hamiltonian gives
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us the following:
H = 1 +
3∑
i=1
Jxifi(xi, ui)
From the above expressions we can see that the Hamiltonians are separable in
their controls. Hence each player maximizes or minimizes the part of the Hamil-
tonian associated with his controls without any interference from the other play-
ers. Finding the optimal control for each player therefore reduces to the following
optimization problem:
max
ui
Jxifi(xi, ui) or min
ui
Jxifi(xi, ui)
Now we consider both vehicles and compute their extremum seeking control. The
control laws depend on the objective function of the vehicle. We present the anal-
ysis for the scenario in which the optimal controls of the vehicles maximize the
Hamiltonian.
1. AGV: Using the kinematic equations for car-like robot we arrive at the fol-
lowing optimization problem:
max
u1,u2
[Jvu1 + Jζu2]
In case | ζ |< ζmax, the optimal controls of the vehicle are given by the
following expression:
u1 =
{
u1max Jv > 0
−u1max Jv < 0
u2 =
{
u2max Jζ > 0
−u2max Jζ < 0
In case | ζ |= ζmax, u2 = 0. The retrogressive path equations associated
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with a car-like robot are as follows:
J˚x = 0, J˚y = 0
J˚θ = −vJx sin θ cos ζ + vJy cos θ cos ζ
J˚v = Jx cos θ cos ζ + Jy sin θ cos ζ + Jθ sin ζ
J˚ζ = −vJx cos θ sin ζ − vJy sin θ sin ζ + vJθ cos ζ
2. UAV: The Hamiltonian associated with the UAV is given by the following
expression:
HUAV = JxW cosψ cos θ + JyW sinψ cos θ
+JzW sin θ + Jψ
g
W
η tanφ+ Jθ
g cos θ
W
(η − 1)
In case the UAV is the maximizer of the Hamiltonian we obtain the follow-
ing optimization problem:
(W ∗, η∗, φ∗) = max
V,η,φ
HUAV
Since the Hamiltonian is non-linear in the controls, the optimal controls
are obtained by solving a non-linear program with bounded control inputs.
Due to the special form of the Hamiltonian in terms of the control φ we
can compute an analytical expression for the optimal value of φ. In case
| φ |≤ φmax the expression above leads to the following value of φ:
φ =
{
φmax
Jψgη
W
> 0
−φmax JψgηW < 0
The retrogressive path equations associated with a car-like robot are then as
follows:
J˚x = 0, J˚y = 0, J˚z = 0
J˚ψ = −WJx sinψ cos θ +WJy cosψ cos θ
J˚θ = −WJx cosψ sin θ +WJy sinψ sin θ +W cos θ
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−g sin θ(η − 1)
W
If the vehicles are minimizing their respective Hamiltonian, the sign of the optimal
controls get reversed. The retrogressive path equations remain the same.
In Chapter 7, we present some future research directions regarding jamming in
hetergoneous networks.
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CHAPTER 6
GRAPH-THEORETIC TECHNIQUES FOR
NETWORK CONNECTIVITY
In this chapter, we analyze the problem of maintaining connectivity in a network
of mobile agents in the presence of a jammer. This is a variation of the standard
connectivity maintenance problem which arises due to limitations in communica-
tions and sensing model for each agent. In our work, the limitations in communi-
cations are due to the presence of a jammer in the vicinity.
The rest of the chapter is organized as follows. Section 6.2 presents the dy-
namic model associated with the nodes in the network. Section 6.3 presents a
differential game formulation of the problem and presents necessary conditions
for optimal strategies for the nodes as well as the jammer. Section 6.4 presents
a state-dependent graph formulation for our system. Section 6.5 presents some
important results in case of static networks. Section 6.6 presents control laws for
the agents in case of a dynamic network using tools from algebraic graph theory.
Section 6.7 presents some simulations based on the control laws proposed for the
agents.
6.1 Introduction
In the past two decades, extensive research on cooperative control of multi-agent
systems has been driven by military as well as civilian applications. Civilian appli-
cations range from search and rescue missions for disaster management to deploy-
ment of swarms of robots in the ocean to contain oil spills. Military applications
range from deployment of sensor networks for surveillance and reconnaissance
in urban warfare to utilization of a network of autonomous robotic tanks on bat-
tlefronts. In such scenarios, autonomous agents are deployed in teams to carry
out a specific mission. The agents communicate among themselves in order to
make decisions. Since the mode of communication is wireless, it is susceptible to
malicious attacks. In this work, we investigate such a scenario in which a mobile
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intruder jams the communication channel in a vehicular network.
In this chapter, we formulate the problem of jamming in a mobile network
as a problem of maintaining connectivity in a dynamic graph in the presence of
an intruder. Substantial research has been done in the recent past to address the
problem of maintaining connectivity in mobile networks. Based on tools from po-
tential field methods and algebraic graph theory, centralized algorithms have been
proposed in [107] and [108] to maintain connectivity in mobile networks. The au-
thors use the dynamics of the Laplacian matrix in order to obtain feasible controls
that maintain connectivity in addition to satisfying the differential constraints on
the motion of each agent. In [109], the notion of geometric connectivity robustness
is introduced as a measure of the local connectedness of a network. Furthermore,
the authors show that under special conditions the new notion provides a sufficient
condition for global connectedness of the network. In [110], the authors use the
weighted graph Laplacian technique proposed in [111] to guarantee connected-
ness while achieving formation stabilization. In [112], a decentralized algorithm
is presented for maintaining connectivity using the Laplacian of the proximity
graph. In [113], the problem of maintaining connectivity is addressed for agents
having second-order dynamics. The authors establish an existence theorem for
connectivity maintenance and present optimal controls to maintain connectivity in
a distributed fashion. In [114], [115], the authors propose a distributed feedback
and provably correct control framework for connectivity maintenance in addition
to accounting for communication delays as well as collision avoidance. Most of
the prior work deals with the problem of maintaining connectivity due to the dis-
tributed architecture of sensing and communication in multi-agent systems which
provides increased efficiency, performance, scalability and robustness. In con-
tradistinction, our work focuses on maintaining connectivity of a mobile network
in the presence of an adversarial agent.
In this work, we generalize the work in Chapters 4 and 5 to networks having an
arbitrary number of agents possessing different dynamics. We model the problem
as a problem of maintaining connectivity in a dynamic graph in which the exis-
tence of an edge between two nodes depends on the state of the nodes as well as
the jammer. Due to the dependence of the combinatorial structure of the graph on
the continuous-time dynamics of the nodes we use the notion of state-dependent
graphs, introduced in [116], to model the problem. Applying tools from alge-
braic graph theory on the state-dependent graphs provides us with locally optimal
control strategies for the agents as well as the jammer.
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The communication model between the nodes and the jamming model are the
same as those proposed in Chapter 4. In the next section, we present the dynamics
associated with the nodes.
6.2 Dynamic Model of the Nodes
We assume that there are m agents in the network in the presence of a jammer. Let
the dynamics associated with the ith agent be given by the following equation:
x˙i = fi(xi, ui) (6.1)
where xi ∈ Rni , ui ∈ Ui ≃ {φ : [0, t] → Ai | φ(·) is measurable}, where
Ai ⊂ Rpi . fi : Rn × Ai → R is uniformly continuous, bounded and Lipschitz
continuous in xi for fixed ui. Consequently, given a fixed ui(·) and initial point,
there exists a unique trajectory solving Equation (1) [117]. Let the state of node i
be denoted as xi ∈ Xi ⊂ Rni .
Let X• denote the state-space of the jammer. We assume that the jammer has
the following dynamics associated with itself:
x˙• = f•(x•, u•) (6.2)
where x• ∈ Rn• , u• ∈ U• ≃ {φ : [0, t] → A• | φ(·) is measurable}, where
A• ⊂ Rp• . f• : Rn• × A• → R is uniformly continuous, bounded and Lipschitz
continuous in x• for fixed u•.
Let X = X1 × · · · × Xm × X• ⊂
⊕
i R
ni × Rn• represent the entire state of
the system, where
⊕
represents the Cartesian product of the Euclidean spaces
R
ni
. Let u = [uT1 · · ·uTm]T be a column vector that represents the control of all the
nodes in the network.
We define the workspace [118] as the ambient space in which the agents exist.
Since we are interested in vehicular networks, the ambient space of the nodes is
either R2 or R3. As a simple example to highlight the difference between the state
space and the workspace, consider the following second order agent that moves in
a straight line with u as its control input:
x˙1 = x2
x˙2 = u
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where the state-space [x1 x2]T is two-dimensional but the agent can only move
on a straight line and hence the workspace is one-dimensional. Since all the agents
reside in the same ambient space, we use Ω to denote the workspace for all agents.
In the next section, we present a differential game formulation for the problem
of maintaining connectivity among the agents in the presence of the jammer.
6.3 A Differential Game Formulation
The network connectivity maintenance problem can be formulated as the follow-
ing zero-sum differential game between the jammer and the nodes in the network.
Consider a situation in which the network is initially connected in the presence
of a jammer. The objective of the jammer is to minimize the time it takes to
disconnect the communication network by jamming the communication channel
between agents. The objective of the agents is to maximize the time for which the
communication link between them remains operable. The game terminates imme-
diately when the agents lose their link. We need to compute the optimal strategy
for each agent. In this problem, disconnection refers to a situation in which there
are agents i and j such that there is no path in the communication network to
transmit messages between them. In [6], we address a special case of the above
problem in which the network contains two nodes and their dynamics are modeled
to resemble those of UAVs and the jammer is another aerial vehicle modeled as a
UAV.
In order to compute optimal strategies of the players we need to compute the
saddle-point strategies since this is a zero-sum game. A set of strategies for the
players is said to be in saddle-point equilibrium if no unilateral deviation in strat-
egy by a player can lead to a better outcome for that player. Hence there is no mo-
tivation for the players to deviate from their equilibrium strategies. In scenarios
where the players have no knowledge about each other’s strategies, equilibrium
strategies are important since they lead to a guaranteed outcome for the players in
spite of the other player’s strategies.
For a point x in the state space, let J(x) represent the outcome if the players
implement their optimal strategies starting at the point x. In this game, it is the
time of termination of the game when the players implement their optimal strate-
gies. It is also called the value of the game at x. Assuming that J(x) exists and is
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at least C2(x), we formulate the Hamiltonian of the system:
H(x,∇J, u, u•) = 1 +
m∑
i=1
Jxifi(xi, ui) + Jx•f•(x•, u•) (6.3)
Let u∗ and u∗• be the optimal controls used by the agents in the network and the
jammer respectively. Since the agents are the maximizer and the jammer is the
minimizer, the Hamiltonian of the system satisfies the following conditions along
the optimal trajectories [9]. These are the Isaacs conditions.
1. (u∗, u∗•) ≡ argmaxu∗ minu∗• H(x,∇J, u, u•)
2. H(x,∇J, u∗, u∗•) = 0
Since the Hamiltonian is separable in the controls of the individual agents,
Isaacs’ second condition leads to the following expression for the optimal con-
trols:
1. u∗i = maxui Jxifi(xi, ui)
2. u∗• = minu• Jx•f•(x•, u•)
The retrogressive path equations [9] for the agents are given as follows:
J˚x =
∂H(x, u∗, u∗•, Jx)
∂x
(6.4)
The termination conditions are the states of the nodes and the jammer such that
the network is disconnected.
The above partial differential equation along with the boundary conditions form
the Hamilton-Jacobi-Isaacs (HJI) equations [48]. It is difficult to obtain analytical
solutions even for low dimensional systems except for special circumstances. It
is a well known fact that these equations suffer from the curse of dimensional-
ity. Many computational techniques have been proposed to compute the optimal
trajectories for such problems, but they are computationally intensive even for
systems evolving in low dimensions [98], [99], [100]. Due to the inherent diffi-
culty in solving the above differential game we formulate the network problem as
a game of maintaining connectivity in a dynamic graph. In the next section, we
present a transformation from the state space to a state-dependent graph.
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6.4 State-Dependent Graphs
In this section, we present a graph-theoretic formulation for the jamming problem
under consideration.
The connectivity of the network can be modeled using graphs. In our problem,
the connectivity of the network of agents depends on the position of the agents
relative to the jammer. Since the agents and the jammer are assumed to be mo-
bile, the connectivity of the network evolves in time, rendering the graph to be a
dynamic graph. Since the topology of the graph depends on the state of the nodes,
we can use the framework of state-dependent graphs introduced in [116] to map
the state of the system to a graph. A state-dependent graph is a mapping, gc, from
the state X, to the set of all labeled graphs on m vertices, G(m), i.e.,
gc : X → G(m)
It is assumed that the order of these graphs at all times is m since the number
of agents is independent of time. Let E(gc(x)) denote the edge-set of the graph
under consideration. Now we specify how the existence of a communication link
dictates the existence of an edge between a pair of vertices in the state-dependent
graph G. For nodes i and j with states xi ∈ Xi and xj ∈ Xj respectively, we con-
sider the subset Sij ⊂ Xi× Xj to define the edge between i and j if the following
condition is satisfied:
ij ∈ E(gc(x)) if and only if (xi, xj) ∈ Sij (6.5)
The jamming model proposed in Section 6.2 leads to the following definition of
Sij. Let d = ρ(x¯i, x¯j), where x¯i and x¯j are the coordinates of the nodes i and
j in the workspace Ω equipped with a distance metric ρ : Ω × Ω → R. Let
Br[p] = {y ∈ Ω | ρ(y, p) ≤ r}. From the above discussion we can conclude the
following:
Sij = {(xi, xj) | x¯• /∈ Bηd[x¯i] ∪Bηd[x¯j ]} (6.6)
The above statement along with (5) means that if the jammer lies within a distance
ηd from either of the nodes, then the communication channel is assumed to be
jammed. The collection of edge states is denoted as
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S = {Sij}i,j∈[N ],i6=j with Sij ⊂ Xi × Xj
From [116], the state dependent graph is defined as follows:
Definition: Given the set system S, the map gc :X→ Gm with an image consist-
ing of graphs of order m, having an edge between vertex i and j iff (xi, xj) ∈ Sij ,
is defined as a state-dependent graph with respect to S.
Now that we have a mapping gc from the state of the system to a graph on
m vertices, we can study the properties of the graphs from the properties of the
system. In the next section, we provide some properties of the static network that
help the agents to localize the jammer using G.
6.5 Jammer Localization in Static Networks
Before moving on to dynamic nodes it is useful to investigate some properties of
the mapping gc for the static case, i.e., when x˙i = 0 for all agents. Our motivation
arises from the fact that the jammer does not broadcast its position. Although the
location of the jammer can be estimated using on-board sensors, its location can
also be estimated using the connectivity of G. According to the communication
model, in the absence of the jammer any two nodes in the network can communi-
cate. This implies that the graph G is Km, i.e., the complete graph on m vertices.
In the presence of the jammer in the vicinity, some edges of the graph disappear
due to the loss of communication link between specific nodes.
In reference to the state-dependent graph, our interest lies in finding a solution
to the following graphical equation:
gc(x) = G (6.7)
where the set S and the function gc are defined in the previous sections. We
assume that each agent knows the position of the other nodes as well as the con-
nectivity of the network. This is a reasonable assumption in a connected commu-
nication network in which one node can transmit messages to another node using
a single hop or multiple hops. Hence from the known variables xi and G we want
to estimate x•.
The following Lemma provides an estimate of the possible positions of the
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jammer.
Lemma 12: Given a state-dependent graph G, the set of possible positions of the
jammer is given by the following semi-algebraic set:
⋃
ij /∈G
[B ρ(x¯i,x¯j)
η
(x¯i) ∪ B ρ(x¯i,x¯j)
η
(x¯j)]/
⋃
ij∈G
[B ρ(x¯i,x¯j)
η
(x¯i) ∪B ρ(x¯i,x¯j)
η
(x¯j)]
Proof. If ij /∈ G, the jammer lies in ⋃ij /∈G[B ρ(x¯i,x¯j)
η
(x¯i) ∪ B ρ(x¯i,x¯j)
η
(x¯j)]. If ij ∈
G, the jammer lies outside ⋃ij /∈G[B ρ(x¯i,x¯j )
η
(x¯i) ∪ B ρ(x¯i,x¯j )
η
(x¯j)]. Hence the result
follows from the two expressions.
In the next section, we address the case in which the nodes of the network are
dynamic.
6.6 Dynamic Networks
In Section 6.4, we presented a graph-theoretic framework to model the connec-
tivity of the dynamic network. In this section, we present control strategies for
connectivity maintenance based on the algebraic properties of graphs. In order
to do so, we need to define the following mathematical objects associated with a
graph G having m nodes:
1. Adjacency matrix : It is an m×m matrix with entries given as follows:
aij =
{
1 if an edge exists between i and j
0 if no edge exists between i and j
2. Laplacian of a graph (L(G)) : It is an m × m matrix with entries given as
follows:
(a) aij =
{
−1 if an edge exists between i and j
0 if no edge exists between i and j
(b) aii = −
∑m
k=1,k 6=i aik
In a dynamic network, since G is a function of x its adjacency matrix is also
a function of the state x. Let A(x) denote the adjacency matrix of the graph G.
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The element aij = 1 if an edge exists between nodes i and j; otherwise, it is
zero. Stated symbolically, aij = 1 iff (xi, xj) ∈ Sij . Let di = ρ(x¯•, x¯i),
dj = ρ(x¯•, x¯j) and dij = ρ(x¯i, x¯j).
Changes in the adjacency occur at discrete points in time. On the other hand,
the dynamics of the nodes and the jammer are continuous in time. In order to
relate the discrete-time dynamics of the adjacency matrix to the continuous-time
dynamics of the nodes, we use the following continuous approximation for aij :
aij(x) = uˆ(di − ηdij) · uˆ(dj − ηdij)
where uˆ(·) is a continuous approximation to the Heaviside step function given by
the following logistic function:
uˆ(y) =
1
1 + e−ky
As limk→∞, the logistic function takes the following form:
uˆ(y) =
{
1 y≥0
0 otherwise
Hence k can be used as a parameter to vary the rate at which the exponential
function decays in the neighborhood of zero. The dynamics of the aij(x) can be
written as follows:
a˙ij(x) = ∇xaij(x) · x˙ (6.8)
where ∇xaij(x) denotes the mn× 1 vector which is the gradient of aij(x) w.r.t. x.
The four important parameters that model the connectivity of a graph G are the
following:
1. The minimum degree of G, dmin(G)
2. The vertex connectivity of G, κ1(G)
3. The edge connectivity of G, κ0(G)
4. The second smallest eigenvalue of the Laplacian of G, λ2(L(G)) (Fiedler
value)
107
The four quantities are related in the following manner:
λ2(L(G)) ≤ κ0(G) ≤ κ1(G) ≤ dmin(G)
In this chapter, we use the parameter λ2(L(G)) to study the connectivity mainte-
nance problem.
The second-smallest eigenvalue of L(G) is called the Fiedler value, denoted as
λ2(L(G)). It is also called the algebraic connectivity of G. It has emerged as an
important parameter in many systems problems defined over networks. In [119],
[120], [121], it has also been shown to be a measure of the stability and robust-
ness of the networked dynamic system. Since this chapter deals with connectivity
maintenance in the presence of a malicious intruder, λ2(L(G)) arises as a natural
parameter of interest for both players.
For a graph G to be connected, λ2(L(G)) > 0 [122]. Therefore, in order to
maintain connectivity the nodes in the network must move in the presence of a
jammer so as to satisfy the above condition. On the other hand, the jammer must
move in such a way to make λ2(L(G)) = 0. In the remainder of this section, we
assume that the network is initially connected.
From the above discussion a control law can be designed for the nodes so as to
keep λ2(L(G)) a non-decreasing function of time =⇒ ∂(λ2(L(G)))∂t ≥ 0. Since
∂(λ2(L(G)))
∂t
is also a function of the controls of the jammer it might not be possible
for the nodes to satisfy the above condition at all times. Instead the following
objective leads to a feasible control for the nodes at all times:
Maximize : ∂(λ2(L(G)))
∂t
(6.9)
On the other hand, the jammer must move so as to make λ2(L(G)) = 0. There-
fore, a plausible strategy for the jammer is to keep λ2(L(G)) a decreasing function
at all times. As in the previous case, such an objective might not lead to a fea-
sible control strategy at all times. Therefore, the jammer can have the following
objective in order to yield a feasible control at all times:
Minimize : ∂λ2(L(G))
∂t
if λ2 6= 0 (6.10)
Since L(G) is a symmetric positive semi-definite matrix, all its eigenvalues are
non-negative. Therefore the jammer cannot decrease λ2(L(G)) once it reaches 0.
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This leads to the additional constraint on its objective.
In order to satisfy the above objective for the players we need a relation between
the control of the agents and ∂λ2(L(G))
∂t
. Since λ2(L(G)) is a function of the relative
positions of the agents in a network we can get a relation between λ2(L(G)) and
the ui. From [123], we get the following expression:
∂λ2(L(G))
∂L =
v2v
T
2
vT2 v2
(6.11)
where v2 is the eigenvalue corresponding to the λ2(L(G)).
Consider agent i having state space xi ∈ Rni . Let xi = [x(1)i , · · · , x(ni)i ]T .
Let fi = [f
(1)
i , · · · , f (ni)i ]T . We can use the chain rule to obtain the following
expression:
∂λ2(L(x))
∂x
(k)
i
= 〈∂λ2(L)
∂L ,
∂L
∂x
(k)
i
〉 (6.12)
where 〈A,B〉 , tr(ATB), an inner product for the space of matrices. Hence we
obtain the following relation between ∂λ2(L(G))
∂t
and the control ui of each agent:
∂λ2(L(G))
∂t
=
m∑
i=1
ni∑
k=1
〈∂λ2(L)
∂L ,
∂L
∂x
(k)
i
〉fki (x(k)i , ui) +
n•∑
k=1
〈∂λ2(L)
∂L ,
∂L
∂x
(k)
•
〉f (k)j (x(k)• , u•)
Therefore, a locally optimal control law for the agents is a solution of the fol-
lowing optimization problem:
1. Node i: u∗i = maxui
∑ni
k=1〈∂λ2(L)∂L , ∂L∂x(k)i 〉f
k
i (x
(k)
i , ui)
2. Jammer: u∗• = minu•
∑n•
k=1〈∂λ2(L)∂L , ∂L∂x(k)• 〉f
(k)
j (x
(k)
• , u•)
In the next section, we present some simulations based on the above control law
for the agents.
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6.7 Results
We consider a network of agents moving in a plane in the vicinity of a jammer.
All the agents, including the jammer, are holonomic kinematic agents with fixed
speeds. The differential equation governing the motion of agent i is as follows:
xi = ui cos θi
yi = ui sin θi
The differential equation governing the motion of agent i is as follows:
x• = u• cos θ•
y• = u• sin θ•
Using the control laws from the previous section, we obtain the following controls
for the agents and the jammer:
1. Node i:
(cos θi, sin θi) || (〈∂λ2(L)
∂L ,
∂L
∂xi
〉, 〈∂λ2(L)
∂L ,
∂L
∂yi
〉)
2. Jammer:
(cos θ•, sin θ•) || −(〈∂λ2(L)
∂L ,
∂L
∂x•
〉, 〈∂λ2(L)
∂L ,
∂L
∂y•
〉)
Figures 6.1 and 6.2 show simulations in which the control scheme is imple-
mented. In Figure 6.1, we have 20 agents in a communication network in the
presence of a jammer. Half of the agents have speed more than the jammer and
rest have speeds less than the jammer. In Figure 6.2, we have 15 agents in a com-
munication network in the presence of a jammer. All the agents have the same
speed as the jammer. The simulation continues until the jammer succeeds in dis-
connecting the network for the first time.
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Figure 6.1: Simulation results for twenty agents having the same speed.
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Figure 6.2: Simulation results for fifteen agents having different speeds.
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CHAPTER 7
FUTURE RESEARCH
In this chapter, we propose some problems for future research related to each
chapter.
7.1 Chapter 2
In Chapter 2, we analyzed the problem of visibility-based pursuit-evasion as a
game of kind. We provided a lower bound on the size of the escape set and cap-
ture set. A problem that still remains open is to find an algorithm to completely
partition the workspace into escape set and capture set in the presence of polyg-
onal obstacles. This in turn provides an algorithm to construct the exact barrier
surface that separates the two sets.
Another future problem of algorithmic nature that extends the visibility-based
pursuit-evasion problem in case of multiple pursuers is the following:
Modified Art Gallery Problem
Consider k pursuers and one evader in a planar environment having polygonal
obstacles. The maximum speeds of the pursuers and the evader are v¯p and v¯e
respectively. The pursuer and the evader are holonomic.
1. All the pursuers and the evader know each other’s instantaneous position.
All the pursuers know the instantaneous velocity of the evader. Given the
initial positions of the pursuers and the evader, does there exist a motion
strategy for the pursuers such that at any given time, the evader is visible to
at least one pursuer?
2. A pursuer can only know the instantaneous position and velocity of other
pursuers in its visibility polygon. Only those pursuers that can see the
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evader have the knowledge of evader’s instantaneous velocity. Given the
initial positions of the pursuers and the evader, does there exist a motion
strategy for the pursuers such that at any given time, the evader is visible to
at least one pursuer for all future times?
The answers to the above questions will be functions of v¯p and v¯e. Now we want
to answer the following question: What is the minimum number of pursuers suf-
ficient to maintain the visibility of the evader as the function of the ratio of their
velocities? The current upper bound is ⌈n
3
⌉ for any speed of the pursuers and the
evader. An important problem is to reduce this bound as a function of v¯p and v¯e.
7.2 Chapter 3
In Chapter 3, we used differential game theory to analyze the visbility based
pursuit-evasion problem as a game of degree. In addition to the regular analy-
sis, we presented the singular analysis and provided the construction of dispersal
surfaces. A future problem is to extend the singular analysis and explore all the
possible singular surfaces that occur in the game in order to complete the con-
struction of the optimal trajectories into the entire phase space.
7.3 Chapter 4
In Chapter 4, we considered a differential game theoretic approach to compute
optimal strategies by a team of UAVs to evade the attack of an aerial jammer
on the communication channel. We considered two variants of the problem in
this paper. We formulated the problem as a zero-sum pursuit-evasion game and
used Isaacs’ approach to derive the necessary conditions to arrive at the equations
governing the saddle-point strategies of the players. The cost function was picked
as the termination time of the game. We illustrated the results through simulations.
Future work will extend the problem to analyze multiple jammers and multiple
UAVs in the formation. Another direction of future research is to extend the lo-
cally optimal trajectories presented in this dissertation into the entire phase space.
In order to do so, construction of various types of singular surfaces [72] is needed.
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7.4 Chapter 5
In Chapter 5, we considered a differential game theoretic approach to compute
optimal strategies by a team of vehicles to evade the attack of a jammer on the
communication channel. We considered two variants of the problem. We formu-
lated the problem as a zero-sum pursuit-evasion game and used Isaacs’ approach
to derive the necessary conditions to arrive at the equations governing the saddle-
point strategies of the players. The cost function was picked as the termination
time of the game. Finally, we derived the equations governing the optimal con-
trols for the vehicles in the case of a UAV and an AGV.
A possibility for future work is to simulate the differential equations governing
the evolution of the game for the following cases.
1. UAV jamming a team of AGVs.
2. UAV jamming a team of AGVs and UAVs.
3. AGV jamming a team of AGVs and UAVs.
Further, these problems can be extended to multiple jammers and formations hav-
ing more than two vehicles. Moreover, restrictions on the proximity of the vehicles
can also be included in order to avoid collision.
7.5 Chapter 6
In Chapter 6, we generalized our previous work in [6] to networks having an arbi-
trary number of agents possessing different dynamics. We modeled the problem
from the perspective of maintaining connectivity in a dynamic graph in which
the existence of an edge between two nodes depends on the state of the nodes
as well as the jammer. Due to the dependence of the combinatorial structure
of the graph on the continuous-time dynamics of the nodes, we used the notion
of state-dependent graphs to model the problem. Applying tools from algebraic
graph theory to the state-dependent graphs provided us with locally optimal con-
trol strategies for the agents as well as the jammer.
A future research direction is to extend the techniques to agents with non-
Euclidean state space. This includes vehicles that have non-holonomic constraints
on their motion. Another future research direction is to look into a differential
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game-theoretic formulation of the problem in which the payoff of the players is
related to the Fiedler value of the proximity graph. Finally, one can extend the
techniques to the problems of delay and consensus that arise in cooperative net-
works in the presence of an antagonistic agent like a jammer.
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APPENDIX A
CONSTRUCTION OF THE U SET
Algorithm CONSTRUCTUSET(S,a, e0)
Input: A set S of disjoint polygonal obstacles, the initial evader position e0, ratio
of maximum evader speed to maximum pursuer speed a
Output: The coordinates of the vertices of the U set
for all Ei ∈ S do
l1 =DIJKSTRA(MVGCONSTRUCT(S,e0),e0,Ei)
hi(x) = nˆi · (x− vi) + l1a = 0
INTERSECTHALFPLANES(h−1 , ....h−n )
end for
The subroutine DIJKSTRA(G,I,F) computes the least distance between nodes I
and F in graph G. The subroutine INTERSECTHALFPLANES(h−1 , ..., h−n ) com-
putes the intersection of the half planes h−1 , ..., h−n [41]. The time complexity of
the above algorithm is O(n3 log n), where n is the number of edges in the envi-
ronment.
The subroutine MVGCONSTRUCT(S,e0) constructs the Modified Visibility
Graph of the environment including the initial position of the evader. In addition to
the usual Visibility Graph, the Modified Visibility Graph includes for each vertex,
v, a list of all edges visible to v and the minimum distance v to the edge. The short-
est path from v to an edgeE is computed using themin{d(v, E),mink{dV G(v, vk)+
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d(vk, E)}}, where dV G(v, vk) represents the least distance in the visibility graph
between v and vk [118].
A.1 Boundedness of U Set
For sake of convenience, we restate Lemma 4 from Section 2.2.
Lemma 4: For every edge Ei, there exists a line hi parallel to Ei and a corre-
sponding half-space h+i such that the pursuer loses the game if p0 ∈ h+i .
Given an edge Ei and the initial position of the evader, proof of Lemma 4 pro-
vides an algorithm to find the line hi and the corresponding half-plane h+i . Now
we present some geometrical constructions required to prove the next proposition.
Refer to Figure A.1. Consider a convex obstacle. Consider a point c strictly inside
the obstacle. For each i, extend the line segment vic to infinity in the direction
~vic to form the ray cv′i. Define the region bounded by rays cv′i and cv′i+1 as sector
v′icv
′
i+1. The sectors possess the following properties
1. Any two sectors are mutually disjoint.
2. The union of all the sectors is the entire plane.
We can extend the above idea to any n-sided convex polygon. We use the con-
struction to prove the following proposition.
Proposition 9: In an environment containing a single convex polygonal obstacle,
given the initial position of the evader, the initial positions of the pursuer from
which it can win the game constitute a bounded subset of the free workspace.
Proof. Refer to Figure A.2. Consider an edge Ei of the convex obstacle with end
points vi and vi+1. WLOG, the obstacle lies below lEi . Let c be a point strictly
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inside the convex polygon. Extend the line segments vic and vi+1c to form sector
v′icv
′
i+1. Using Lemma 1, given the initial position of the evader, we can construct
a line hi parallel to Ei such that if the initial pursuer position lies below hi, the
evader wins the game. In case the line hi intersects the sector v′icv′i+1, as shown
in Figure A.2(a), the evader wins the game if the initial pursuer position lies in
the shaded region. In case the line hi does not intersect the sector v′icv′i+1, as
shown in Figure A.2(b), the evader wins the game if the initial pursuer position
lies anywhere in the sector. Hence for every sector, there is a region of finite area
such that if the initial pursuer position lies in it then it might win the game. Every
edge of the polygon has a corresponding sector associated with it. Since each
sector has a region of finite area such that if the initial pursuer position lies in it,
the pursuer might win the game, the union of all these regions is finite. Hence the
proposition follows.
In the proof of Proposition 9, we generate a bounded set for each convex polyg-
onal obstacle such that the evader wins the game if the initial position of the pur-
suer lies outside this set. In a similar way, we can generate a bounded set for a
non-convex obstacle. Given a non-convex obstacle, we construct its convex-hull.
We can prove that Lemma 1 holds true for the convex-hull. Finally, we can use
Proposition 9 to prove the existence of a bounded set. For any polygon in the
environment, let us call the bounded set generated from Proposition 9 the B set.
Recall from Section 2.2 that the U set is defined as ∩ni=1h−i . The next theorem
proves that the U set generated by a single obstacle is a subset of the B set and
hence bounded.
Proposition 10: For a given convex obstacle, the U set is a subset of the B set and
hence bounded.
Proof. Consider a point q that does not lie in the B set. From the construction of
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the B set, q must belong to some half-plane h+j . If q ∈ h+j , then q /∈ h−j =⇒
q /∈ ∩ni=1h−i . This implies that the complement of the B set is a subset of the
complement of the U set. This implies that the U set is a subset of the B set.
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APPENDIX B
TERMINAL VALUE OF CONTROLS
From the expressions for the optimal controls in Equations (4.4), (4.5) and (4.6)
and the terminal values of ∇J , it can be inferred that the value of the optimal
controls might not be unique due to the argument of the sign function vanishing at
termination. In order to compute the values of optimal control of the players just
before termination, we need to compute higher derivatives of the arguments of the
sign function till it becomes non-zero.
The optimal control for the players and their higher derivatives at termination
are given as follows:
• σ∗1:
σ∗1 = −sign(J0φ1)
J0φ1 = 0
J˙0φ1 = 0
J¨0φ1 = −
σ∗1
η2
√
(x01)
2 + (y01)
2[
√
(x0j )
2 + (y0j )
2(
1
η
− 1) +
(x0j −
x01
η2
)]−1
= σ∗1c1(x
0) (B.1)
• σ∗j
σ∗j = sign(J0φj )
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J0φj = 0
J˙0φj = 0
J¨0φj = −σ∗j
√
(x0j )
2 + (y0j )
2[
√
(x0j )
2 + (y0j )
2(
1
η
− 1) +
(x0j −
x01
η2
)]−1
= σ∗j cj(x
0) (B.2)
• σ∗2
σ∗2 = −sign[Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj]
(Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj) = 0
˙(Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj) =
(y0j −
y01
η2
)[
√
(x0j )
2 + (y0j )
2(
1
η
− 1) + (x0j −
x01
η2
)]−1 (B.3)
From Equation (B.1) we can conclude the following:
• J¨0φ1 > 0⇒ J˙0φ1 < 0⇒ J0φ1 > 0⇒ σ∗1 < 0⇒ c1(x0) < 0
• J¨0φ1 < 0⇒ J˙0φ1 > 0⇒ J0φ1 < 0⇒ σ∗1 > 0⇒ c1(x0) < 0
From Equation (B.2) we can conclude the following:
• J¨0φj > 0⇒ J˙0φj < 0⇒ J0φj > 0⇒ σ∗j > 0⇒ cj(x0) > 0
• J¨0φj < 0⇒ J˙0φj > 0⇒ J0φj < 0⇒ σ∗j < 0⇒ cj(x0) > 0
From the expressions of σ∗1 and σ∗j , we can conclude that sign(c1(x0)) = sign(cj(x0)).
This implies that if at termination c1(x0) < 0 then J¨φ1 = 0 ⇒ σ∗j = 0, and if
cj(x
0) < 0 then J¨φj = 0⇒ σ∗1 = 0.
123
Repeating the same analysis at terminal manifold 2 we get the following values
for the J0yj and controls at termination:
J0yj = (y
0
j − y01)[
√
(x01)
2 + (y01)
2
η2
+ (
√
(x01)
2 + (y01)
2+
√
(x0J )
2 + (y0J)
2)(cos(φ01 − φ0j)− 1)−
x01
η2
)]−1
• σ∗1:
σ∗1 = −sign(Jφ1)
J0φ1 = 0
J˙φ1 = [y
0
j cosφ1 − x0j sinφ1]p(x0)
• σ∗j :
σ∗j = sign(Jφj )
J0φj = 0
J˙0φj = [y
0
j cos φ1 − x0j sinφ1]p(x0)
• σ∗2
σ∗2 = −sign[Jx1y1 − Jy1x1 − Jφ1 − Jφj − Jyjxj + Jxjyj]
(J0x1y
0
1 − J0y1x01 − J0φ1 − J0φj − J0yjx0j + J0xjy0j ) = 0
˙(J0x1y
0
1 − J0y1x01 − J0φ1 − J0φj − J0yjx0j + J0xjy0j ) =
−y1
η2
p(x0)
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where p(x0) = [
√
(x01)
2+(y01)
2
η2
+
√
(x0J )
2 + (y0J)
2(cos(φ01−φ0j)−1)− x
0
1
η2
)]−1.
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