Introduction {#Sec1}
============

Diffusion weighted imaging (DWI) is a Magnetic Resonance Imaging (MRI) sequence acquisition that is sensitive to free water diffusion^[@CR1],[@CR2]^. Regions of reduced extra-cellular space due to high cell density or other micro environmental factors will result in restricted diffusion of free water relative to surrounding tissue. Similarly, increases in extravascular-extracellular space due to cell death may result in increased free water diffusion. Consequently, apparent diffusional coefficient (ADC) derived from diffusion weighted MRI has received considerable attention as a potential biomarker of early response to cytotoxic therapies^[@CR3]^. The ADC is the decay constant, calculated from 2 or more DWI images, acquired with increasing sensitivity to water mobility. A high ADC corresponds to increased water mobility towards free diffusion, and conversely a low ADC corresponds to restricted diffusion. In a densely cellular homogeneous tumour, such as lymphoma, treatment-related ADC changes may be as high as 50%^[@CR4]^, however treatment responses may be heterogeneous due to regional micro environmental factors or genetic variation^[@CR5]--[@CR7]^. A recent animal model study of ovarian tumours showed an average 7.5% increase in mean ADC after treatment but identified significant spatial heterogeneity due to variations in tumour response^[@CR7]^.

In therapeutic studies using ADC early treatment induced changes are typically in the range of 10--30%^[@CR8],[@CR9]^. Statistically, in order to detect a 10% change in mean ADC for an individual lesion, with 95% reliability, a test-retest repeatability of 3--4% is required (assuming that the distribution of ADC measures is Gaussian). If repeatability is worse than this, then our ability to detect true biological change of this magnitude is lost. A repeatability of 3% may be difficult to achieve, particularly in multi-site, multi-vendor trials, although studies in phantoms and homogenous healthy liver taken across multiple sites, have shown repeatability of 1--4% and 3--7% respectively^[@CR10]^. To our knowledge there is no published data to describe ADC reproducibility of liver metastases in a multi-site, multi-vendor setting.

Factors that negatively affect repeatability relate to the tumour itself (size^[@CR11]^, heterogeneity^[@CR12]^ and site^[@CR13]^), image quality (signal to noise ratio (SNR)^[@CR14]^, motion^[@CR15]^), curve-fitting techniques^[@CR16]^ and errors related to the MR system^[@CR17]^. Voxel-wise quantitative DWI in the liver is also specifically degraded by respiratory motion artefact, with little improvement and mixed results when using on-table compensation methods such as navigator echo and respiratory gating^[@CR18]--[@CR20]^. Consequently, a change in ADC due to measurement errors may be interpreted as disease progression or response where response thresholds are derived from group-wise reproducibility data.

The primary endpoint of this study was to define a statistical model of predictable sources of variability that contribute to measurement error, and fit this to observed data in order to quantify the level of uncertainty in mean ADC repeatability. Through standardisation of repeatability measurements for predictable sources of statistical variability that contribute to uncertainty in the mean ADC, we sought to increase our confidence in detecting genuine post treatment changes for future studies. We have conducted this study in patients with colorectal liver metastases, which is a commonly studied pathology in novel therapeutic trials. There is considerable difference in the appearance and margination of metastases from different primary tumours and the potential impact of this will be discussed below.

Materials and Methods {#Sec2}
=====================

Patients {#Sec3}
--------

This multi-site prospective study was compliant with; 1) Medical Research Involving Human Subjects Act (WMO) and approved by a certified Medical Ethics Committee (MEC) institutional review board at The VU University Medical Centre, Amsterdam, and Radboud University Nijmegen Medical Centre. 2) Compliant with and approved by the NHS Health Research Authority Research Ethics Committee, United Kingdom, following approval from local Research & Development administrations at The Christie Hospital NHS Trust, Manchester, and The Royal Marsden Hospital NHS Trust, London. Formal written informed consent was recorded for each volunteer that participated. Inclusion criteria included; Histological diagnosis of primary colorectal carcinoma, radiological evidence of at least one liver metastasis (minimum volume 2 cm^3^), new diagnosis or no ongoing treatment. Exclusion criteria included; Contraindication to MRI, ongoing treatment. Patients who met the inclusion criteria were scanned consecutively, as and when they appeared at their respective oncology clinic, prior to any new treatment commencing.

Image acquisition {#Sec4}
-----------------

Patients were imaged twice within 7 days, using 1.5T MR systems from 3 vendors (Table [1](#Tab1){ref-type="table"}). DWI parameters were as follows; b value images for 3 orthogonal gradient directions, 4 signal averages per image, free-breathing single shot echo-planar sequence (SS-EPI), spectral attenuated inversion recovery (SPAIR) fat suppression, 5 mm axial slice thickness, 40 slices with no inter-slice gap, target FOV of 380 mm (380 × 380 for GE, 384 × 384 for Philips and 332 × 380 for Siemens), bandwidth 1400--1800 Hz per pixel, pixel size of 1.5 × 1.5 mm, acquisition matrix 128 × 112 or 128 × 128.Table 1List of MR systems and receiver coils used, with variable DWI acquisition parameters.MRI (1.5 T)Body coilParallel imagingB-values (s/mm^2^)TR/TE (ms)Siemens Magnetom Avanto6 channelGRAPPA 2100, 500, 9008000/76General Electric (GE) Signa HDxt8 channelASSET100, 500, 9008500/74Philips Achieva8 channelSENSE0, 100, 500, 9008000/88

Image analysis {#Sec5}
--------------

A single lesion was chosen based on size (the largest visible single tumour or indistinguishable tumour conglomerate with a continuous circumference that was ≥2 cm^3^) and location (right lobe, away from the heart or diaphragm where possible). A single observer manually outlined whole tumour 3-dimensional (3D) regions of interest (ROI) from b-100 images for each test-retest measurement (Osirix v.5.8.2 32 bit viewing software) (Fig. [1](#Fig1){ref-type="fig"}). The first and last MRI slices through the tumour were excluded to minimise partial volume effects, whereby voxels at the edge of tumours contain both abnormal and normal tissue, resulting in artefactual reduction of tumour signal intensity. Automated or semi-automated selections of ROIs are widely used for areas of the body where movement artefact is less problematic, such as the brain^[@CR21]^. Improvement in interobserver agreement from semi-automated methods can also be achieved in the liver^[@CR22]^ however any reduction in the quality of acquisition (such as low SNR or motion artefact) will be associated with problems related to identification of the boundaries of the lesion. In patients with tumours that are highly heterogeneous automated methods may select only areas above a chosen threshold. Identification of outer boundaries from motion-affected tumours can also be problematic. Since our intention was to provide a proof of concept for the benefits of error modelling we have chosen to use manual delineation of tumour volumes since this is the typical method used in the majority of studies of ADC in the liver^[@CR2],[@CR23]^.Figure 1Tumour selection and image analysis. A single lesion is chosen based on size and location from b-100 DWI images (right image) and a ROI is manually defined for each test-retest data set (middle image). A parametric map of ADC values is calculated for each pixel within the ROI (left image). For 3D volumes, the voxel ADC values within each slice ROI is combined and represented as a histogram (far left).

In order to develop and test the proposed error model (see below) we wished to maximise the range of ROI sizes available. Consequently, 2 additional single slice ROIs were defined within the delineated 3D tumour volume; 1) a slice representing the largest area through the lesion and 2) a slice that best represented mostly solid tumour. This reflects common practice in previous studies, for example where ADC metrics have been calculated from ROIs based on a single slice with the largest diameter^[@CR24],[@CR25]^, or occasionally a prescribed 2D area believed to be solid tumour^[@CR26]^. We could expect a single observer definition of the largest diameter slice within a tumour to be fairly robust, however the largest diameter slice normally contains the most central necrotic and cystic tissue. Although more subjective, a slice with the most solid tumour may be a better representation of cell density. It is important that we emphasise at this point, the primary purpose for defining further 2D small volume ROIs was to increase the accuracy of fit to our error model, and explore the relationship between statistical error and ROI size. Studies comparing 2D axial ROIs and prescribed ROIs, to 3D volumes^[@CR11],[@CR22]^, have found whole tumour volumes to be more reproducible. Published consensus guidelines for diffusion imaging recommend 3D volumes^[@CR27]^.

In addition, ROIs of a fixed dimension were defined over normal appearing liver parenchyma away from obvious tumour.

Voxel ADC values were estimated from the mono-exponential fit of 3 b-value images (100, 500, 900 s/mm^2^) corrected for high b-value SNR bias^[@CR28]^ (see Supplementary information appendix [1](#MOESM1){ref-type="media"}). A frequency distribution histogram of ADC values within each ROI was generated, and a mean ADC for the whole ROI calculated (Fig. [1](#Fig1){ref-type="fig"}).

Statistical model of expected measurement error {#Sec6}
-----------------------------------------------

The sample size chosen for this study, split equally between sites, is comparable to previous studies^[@CR2],[@CR23]^. We have chosen to use percentage change in ADC (ΔADC%), which provides a metric of repeatability for individual tumour measurements that can be directly compared within and between studies^[@CR29]^. This is an ideal repeatability metric for monitoring post treatment changes for individual patients. For comparison between studies, the 95% confidence interval width can be used to define statistically significant change in ADC measurements.

Assuming a Gaussian distribution of ADC the accuracy of any data-driven estimate of the mean value or of the distribution width will become more accurate as the sample size increases. Consequently, sample size in voxels (equivalent to tumour volume) would be expected to significantly influence the uncertainty in the measurement of mean ADC. Test-retest repeatability, expressed as individual tumour ΔADC% was therefore plotted against tumour volume expressed as the number of voxels in the tumour (log scale) to assess the relationship if any between tumour size and the sources of variation in repeated measures defined by our model (which contribute to measurement uncertainty). A single voxel volume, using the imaging protocol employed here is equivalent to 11.25 mm^3^.
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                \begin{document}$${\varepsilon }_{sys}$$\end{document}$) contribute a fixed proportional error reflecting inability to accurately replicate equivalent image data on repeated attempts. Another possible source of measurement error reflects accuracy of the fitting routine used to estimate voxel ADC values; therefore a second parameter in our model assumes that these are fixed between *D* ~1~ and *D* ~2~. This is described as a fixed fitting error ($\documentclass[12pt]{minimal}
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                \begin{document}$${\sigma }_{fix}$$\end{document}$). The third parameter takes into consideration the ADC histogram distribution width for *D* ~1~ and *D* ~2~. This is a measure of the accuracy of the calculated mean A*D*C (*D* ~1~, *D* ~2~). The standard error is the ratio between the standard deviation of the mean ADC, and the square root of the number of voxels within the ROI. The wider the distribution, the larger the standard error of the mean will be and conversely, the larger the sample size the smaller the standard error of the mean will be (hence the assumption earlier that ROI size is an important variable for repeatability). In addition to these factors, we would also expect ADC distribution width, and therefore mean ADC measurement accuracy, to be affected by SNR and tumour heterogeneity.
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A maximum likelihood expectation (MLE) routine was used to fit this general model to the defined 3D and 2D single slice ROIs in order to identify the parameter(s) most predictive of the repeatability measurements obtained (refer to Supplementary information appendix [3](#MOESM1){ref-type="media"}). The observed ΔADC% was standardised to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varepsilon }_{{R}_{12}}$$\end{document}$in order to produce an estimate of reproducibility for the entire group (95% confidence interval widths). In other words, the level of uncertainty in the repeated measures for each ROI was taken into consideration. The parameters (*β*, σ~*fix*~ and ε~*sys*~) that produced the best fit of the data were used to generate a look-up chart for estimating the relationship between $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\varepsilon }_{{R}_{12}}$$\end{document}$and the ADC histogram width, for a range of ROI sizes.

Datasets identified as having visible motion artefact were excluded from the MLE model fitting routine as we hypothesise that respiratory motion is an important additional variable affecting reproducibility, independently from the model. Once the best-fit parameters were obtained, all data including those with visible motion were included to compare the reference standard to the index test (data standardised to the level of uncertainty in each observed ΔADC%). A chi-squared goodness of fit method was applied to test the suitability of the error model as a fit for the observed data.

Data availability {#Sec7}
-----------------

The full dataset of mean and median ADC values calculated from all the ROIs defined for this study, are freely available within the following document:<http://www.tina-vision.net/docs/memos/2014-007.pdf>

Results {#Sec8}
=======

Twenty patients (5 per site) were scanned between May 2012 and October 2014 (16 males, 4 females; median age 63 years; range 44--77 years). 5 patient data sets (25%) were identified with visible motion in test, retest or both acquisitions. Table [2](#Tab2){ref-type="table"} is a summary of the following; test-retest average tumour size (voxels), average absolute mean ADC values, the percentage change in tumour size (ΔVOL%) and ADC (ΔADC%) for each patient.Table 2The ADC values, lesion size and image characteristics for each patient. For 3D whole tumour volumes, the average (\*) of two baselines is displayed for; number of voxels (where each voxel is 11.25 mm^3^), mean ADC values (×10^−5^ mm^2^/s). The percentage change in tumour volume and mean ADC between test-retest is given (ΔVOL%, ΔADC%). The data sets visually affected by "Motion" artefact are indicated in the Image column.PatientVoxels\*ΔVOL%ADC\*ΔADC%LesionImage111410.447618.56Motion232148.47102−22.37Sub-phrenicMotion328450.21971.175% cystic412970.157714.6956034.8198−3.39Sub-phrenicMotion65732.4487−2.527148−14.631232.2583178−1.481027.60Sub-phrenicMotion945891.4495−4.3510373128.191031.691159570.321406.481274572−6.04102−12.13Motion136780−4.09931.2214270−5.5793−7.361561130−5.01118−1.111687884.79127−5.3010% cystic174315−4.82981.06182140−2.381291.041979148.381982.8495% cystic204304−3.53110−0.31

The average whole tumour mean ADC was 109 × 10^−5^ mm^2^/s (range 76--198 × 10^−5^ mm^2^/s).

The observed ΔADC% for each test-retest dataset is plotted against ROI size in Fig. [2](#Fig2){ref-type="fig"}. There is a trend in the scatter to suggest repeatability improves with increasing ROI volume, but the overall 95% confidence limit width for all data is 21.1%. The ROI volumes delineated between test-retest data are relatively stable (Table [2](#Tab2){ref-type="table"}), with a mean ΔVOL% of 0.6% (SD 8.2%). The 95% confidence limit width for ΔVOL% is 16.1%. When 2 extreme outliers are removed, this becomes 8.2% for the remaining 18 test retest datasets.Figure 2Tumour reproducibility of ΔADC% as measured by the 95% confidence interval width for all multisite data. ∆ADC% is plotted against ROI size (log number of voxels) for 3D and 2D tumour regions (3D circles, 2D triangles). Data affected by motion is highlighted (solid black). The fixed-sized normal parenchyma ROIs are included in the calculation of the 95% CI width of 21.1%.

Applying the 3-parameter model {#Sec9}
------------------------------

The contribution of predictable statistical errors to each ΔADC% was estimated using the 3-parameter model described above. The parameters (scaling factors) in the error model were found to be:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\beta =4.87,{\sigma }_{fix}=69.35\,and\,{\varepsilon }_{sys}=2.65$$\end{document}$$

In the majority of cases *β* had a larger contribution to the measurement error than σ~*fix*~. In most cases was minimal. When *σ* ~*fix*~ was removed (i.e. a 2 parameter model), *β* = 5.48 and ε~*sys*~ = 3.89.

The suitability of the error model (i.e. a null hypothesis that the model describes the data accurately) was tested using the Chi-squared (*χ* ^2^) method (see appendix [3](#MOESM1){ref-type="media"} of the Supplementary information). For 3D tumour ROIs, the *χ* ^2^ = 11.33 with 15 degrees of freedom (Probability that the null hypothesis is accepted = 0.73). As there was no significant difference between our model and the observed data (p \> 0.05), the null hypothesis was accepted. For the 2-parameter model, for 3D ROIs = 8.79, (p = 0.89) which was marginally worse than when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$${\sigma }_{fix}$$\end{document}$ had been included. When only using ε~sys~ (i.e. assuming a conventional form where measurement error is simply constant across samples) the model was rejected (p = 0.03).

The relationship between the product of the 3-parameter model, ε~*R*12~, and ROI size was plotted for each data set (Fig. [3](#Fig3){ref-type="fig"}). There is a clear inverse relationship between expected statistical error and ROI volume. The ε~*R*12~ improved, despite motion, as tumour size increased. Above a threshold value of approximately 22.5 cm^3^ (dashed line in Fig. [3](#Fig3){ref-type="fig"}), the rate of improvement began to plateau.Figure 3The relationship between statistical measurement error and tumour ROI size. Measurement error improves with increasing ROI size, up to a threshold of around 2000 voxels equivalent to 22.5 cm^3^.

When ΔADC% is standardized to its corresponding estimated statistical measurement error, i.e. factoring out the differences in the contribution of statistical measurement error on each ΔADC% (Fig. [4](#Fig4){ref-type="fig"}), the 95% confidence interval width used to determine a statistically significant change in ΔADC% reduced from 21.1 to 2.7%. The majority of data affected by gross motion become outliers, regardless of their size.Figure 4The improvement in estimating repeatability measurements after accounting for the contribution of statistical measurement error. ∆ADC% is plotted against ROI size (log scale of number of voxels) for 3D and 2D tumour regions (3D circles, 2D triangles). Data affected by motion is highlighted (solid black). When the contribution of statistical measurement error is factored out (compared to Fig. [2](#Fig2){ref-type="fig"}), the 95% confidence interval width improves from 21.1% to 2.7%. The majority of data affected by motion become outliers, regardless of their size.

Using the 3-parameter approach, when the ΔADC% for each ROI used to fit the model, is standardised to its level of uncertainty, the *χ* ^2^ distribution is 59.95 with 60 degrees of freedom (Probability (*χ* ^2^) ≤ 59.95 = 0.48), i.e. there was no significant difference between the standardised distribution and our model, and the data was a good fit. When grouping all tumour ROIs together, *χ* ^2^ istribution is 132 with 15 degrees of freedom (Probability *χ* ^2^ ≤ 132 = 2.4852e--7), therefore the model is rejected. This is to be expected, as data sets with motion artefact are included. When grouping only those tumour ROIs without visible motion, *χ* ^2^ distribution is 46 with 45 degrees of freedom (Probability (*χ* ^2^) ≤ 46 = 0.43), and the model is once more a good fit.

In Fig. [5](#Fig5){ref-type="fig"} a look up chart is presented that can be used to estimate ε~*R*12~ for any ROI with a known ADC histogram width (SD) and size (voxels). This was developed using the parameters ($\documentclass[12pt]{minimal}
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                \begin{document}$${\varepsilon }_{sys}$$\end{document}$) that produced the best fit of data. For example, if an investigator measures ΔADC% of a tumour after treatment to be 25%, and the tumour volume is between 10 and 20 cm^3^, the uncertainty in that estimation of ΔADC% will be approximately between 6 and 18%. This can be quantified more accurately by knowing the ADC distribution width for the ROI histogram. If the standard deviation of the ADC distribution is large e.g. 50 mm/s^2^, then uncertainty is the measurement is around 18%. In comparison, if there is a narrower ADC distribution width for a tumour volume, e.g. 10 mm/s^2^, then the investigator can have more confidence in the ΔADC% measurement of 25% after treatment (approximately 6% uncertainty in the measurement).Figure 5Look up chart for estimating statistical error. Using the parameters that produced the best fit of data, a look-up chart has been created, that can be utilised to estimate statistical measurement error for any ROI with a known ADC histogram width (SD) and size (voxels).

In summary, for a small tumour volume, with a wide ADC range of distribution, a higher threshold is required in the interpretation of ΔADC%, in order to overcome uncertainty in the measurement.

Discussion {#Sec10}
==========

Mean ADC is a potential MR imaging biomarker for use in assessment of early treatment response of colorectal liver metastasis^[@CR3]^. In therapeutic trials early treatment typically induce ADC changes in the range of 10--30%^[@CR8],[@CR9]^. As discussed in the introduction, in order to reliably detect a 10% change in a single lesion requires an accuracy of ADC measurements sufficient to produce test-retest repeatability of 3--4%. In this prospective multi-site, multi-vendor study ΔADC% reproducibility for all tumour ROIs was 21.1% (95% confidence interval width). This compares slightly favourably but to a similar degree, to a previous study that found limits of agreement between 28.7 and 31.3% for short-term reproducibility^[@CR30]^. For completion, Coefficient of Variance (CoV) was calculated using absolute mean ADC values. A multi-site CoV of 5.3% was comparable to previous single site studies that have measured reproducibility in healthy liver^[@CR10],[@CR15],[@CR31]--[@CR35]^, or liver tumours^[@CR30],[@CR34],[@CR36],[@CR37]^ using 1.5T or 3T scanners with a variety of protocols and gating methods. The average whole tumour, mean ADC values from this study of 109 × 10^−5^ mm^2^/s (range 76--198 × 10^−5^ mm^2^/s) agree closely with those previously published for colorectal metastases^[@CR2],[@CR23]^.

Any estimate of ADC will be subject to uncertainty from a variety of sources. It is clear from our observations that motion is one of the major sources of error in ADC measurements. This work did not address the movement issue since movement effects cannot be modeled as a fixed error in the parametric images. Another potential source of error is the choice of delineation methods used for identification of ROIs. In this paper we have used manual delineation since is the most commonly employed^[@CR2],[@CR23]^ and has been recommended in consensus reviews^[@CR27]^. Automated methods which may provide improved accuracy have been widely employed in tissue not subject physiological motion, particularly in studies in the brain^[@CR21]^. To date, studies of liver tumours have not widely employed automated methods and would require the highest quality images to accurately delineate tumour boundaries. In the current study the average percentage change in tumour volume measurements between baselines was 0.6% (SD 8.2%). It is possible that a combination of effective motion correction and automated tumour delineation could improve this. However, improved margin delineation would only be expected to produce further improvements in ADC reproducibility above the 2.7% that we have achieved here.

We applied a 3-parameter model, which includes terms for systematic, MR system related, errors; fitting errors in the ADC estimation and statistical errors arising from inaccuracies in estimating mean ADC. In data where there was no visible movement artefact the largest source of predictable measurement error resulted from differences in the standard error on the mean, estimated from ADC histograms. Consequently, statistical measurement error was much larger in smaller tumours. When the ROI volume is larger than approximately 22.5 cm^3^, the benefit of reduced uncertainty with increased tumour volume begins to plateau.

The 95% confidence limit width for ΔADC% in raw data is 21.1% falling to 2.7% when the estimated ADC values were standardised to the estimated statistical measurement uncertainty. The remaining variability between test and retest values can be attributed to a combination of factors not included in the model (e.g. motion, tumour heterogeneity, SNR). Clearly our error model makes an assumption that the original datasets are accurately co-registered and does not account for movement artefact.

When data is standardised against uncertainty in individual repeatability measurements a number of ROIs affected by motion become outliers (Fig. [4](#Fig4){ref-type="fig"}) with the ΔADC% of the remaining ROIs lying mostly within 2% of zero bias. It is clear that accurate interpretation of the observed changes must account for or preferably correct for the level of uncertainty in a repeatability measurement for individual tumours. Following this, the contributing effect of respiratory motion to poor reproducibility and false positive results, can be more accurately assessed. In the current dataset 25% of the data was affected by visible motion artefact.

The development of the error model has very significant implications in the interpretation of ADC data, which is likely to be equally true in other anatomical settings. Use of the model either directly, or by estimation of uncertainty from the lookup table (Fig. [5](#Fig5){ref-type="fig"}) enables the investigator to understand the expected statistical errors in individual estimates of mean ADC based on the number of voxels in the sample, combined with the standard deviation of the ADC distribution within the ROI. The lookup table can be used directly to assess the likely significance of any change in ADC observed in a single tumour as a result of physiological, pathological or therapeutic response. For group studies, the model may be used to assess reproducibility and therefore significant change thresholds with greater confidence, by standardising the observed data to the level of uncertainty in the measurement. The model may also be used to justify the selection of minimal tumour size in order to minimise measurement uncertainty.

We have presented this work as a proof of concept of the potential benefits for the application of error modelling to improve sensitivity to therapeutic or physiological change. We conducted the study in patients with metastatic colorectal carcinoma where metastases tend to be relatively well delineated and typically show significant signal intensity variation from normal background^[@CR38]^. Metastatic lesions from other biological sources can show a wide variation in imaging characteristics and signal intensity^[@CR39]^. Choosing a specific type of tumour metastasis with a relatively consistent imaging morphology limits variability from sources not included in the error model. The conclusions drawn here concerning the impact of tumour volume on measurement accuracy will apply for all types of tumour, although additional errors may be expected in cases where there is biological difficulty with ROI delineation. It will be important for individual studies to assess interobserver variability in ROI delineation and to develop reproducible manual, automated or semi-automated methods for detection of tumour margins. Similarly, alterations in local tissue vascularisation or peri-tumoural tissue density may affect the reproducibility of ROI delineation in individual cases or following therapy, affecting sensitivity to changes in tumoural ADC. Appropriate error modelling using the techniques described here can still be expected to deliver similar improvements in sensitivity.

The modelling techniques described here are applied directly to calculated parametric images. Sources of error in the calculation of the parametric image are not addressed and cannot be addressed in this methodological approach. There is therefore a clear need to perform quality control which must, in any clinical study, include detection of and correction of physiological or patient motion prior to the calculation of parametric images. In this study we have deliberately excluded tumours from areas where significant motion would be expected in order to provide data to test the error model concept. Despite this, we have identified visible motion in almost 25% of tumours. Most of these were tumours in the sub-phrenic region (Table [2](#Tab2){ref-type="table"}). Errors resulting from failure to correct the motion artefact were ameliorated by the improved statistical power in large tumours but had a very significant detrimental effect on the estimation of ADC reproducibility in smaller lesions. We would assume that in clinical studies appropriate motion correction would be performed or, based on these findings and those of previous studies, that datasets showing significant motion artefact would be excluded. A number of data registration methods to correct for movement during data acquisition, prior to calculation of parametric images, have been described and are readily available^[@CR40]^.

The findings presented here identify several methodological approaches that are essential to improve sensitivity to therapeutic or physiological change. Firstly; it is essential that extraneous motion be identified and corrected prior to calculation of parametric images. Any error introduced by motion cannot be addressed or corrected following the calculation of the ADC map. Secondly; significant reductions in sensitivity to change are associated with smaller tumours. These effects are significant below a tumour size of approximately 22.5 cm³. Clearly exclusion of tumours below this size is undesirable and impractical in most clinical applications. It is impossible to identify a single \"cut-off\" volume that should be applied across clinical studies. If the expected magnitude of change in ADC is known, or where a threshold for detection sensitivity is desired then the use of the error model can provide a recommended minimum tumour volume for individual studies. This can be approximated by use of the lookup table provided in Fig. [5](#Fig5){ref-type="fig"}. This approach should be used to identify inclusion/exclusion criteria for individual studies. Thirdly; application of the error model within a clinical study will allow significant reductions in minimum tumour size due to the consequent improvements in sensitivity for detection of change in ADC.

Our study has a number of limitations. The multi-site nature of the design meant that each site had to follow a standardised protocol that may not represent the optimal results available from individual manufacturers system. We did not attempt to quantify inter observer reliability which is likely to be another source of variability in future study designs. We have not attempted to correct for the clear visible motion artefact in a subset of the patients, which we have shown to be a significant contribution to reduced accuracy in estimates of ADC. This reflects the lack of an effective motion correction technique, which must form a priority for subsequent methodological research in this area.

Conclusion {#Sec11}
==========

We have presented a model that describes statistical sources of variation, and illustrate how this can be used to determine the level of uncertainty in a repeatability measurement of ADC for an individual tumour based on the ROI size and the standard deviation of the ADC distribution. We have standardised observed data to their level of uncertainty, a method that can be used for group studies, to estimate with more accuracy the confidence limits (95% confidence interval widths) that would determine a statistically significant change in ADC. For small tumour volumes with a wide ADC range of distribution, measurements are likely to have a high degree of uncertainty. A strategy of minimum tumour size could optimise statistical power from group studies. For individual tumour assessment, a higher threshold is required in the interpretation of ΔADC%, in order to overcome uncertainty in the measurement. We provide a lookup chart to allow investigators to estimate uncertainty due to statistical error, for any given tumour volume and distribution. Finally, we have also demonstrated that movement artefact is a major remaining source of error suggesting that our technique should be combined with appropriate motion correction strategies, particularly for small tumours^[@CR40]^.
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