Abstract. We prove that a convergence in the Gromov-Hausdorff distance of manifolds with minimal radial curvature bounded from below by 1 to the standard sphere is equivalent to a volume convergence.
Introduction
A riemannian manifold M n has a minimal radial curvature K min o (with a base point o) bounded from below by k, K min o ≥ k if for an arbitrary point p and every minimal geodesic γ(t), 0 ≤ t ≤ r, connecting o and p the sectional curvature of M n is not less than k in all two-dimensional directions which contain the vectoṙ γ(r). The class of manifolds with minimal radial curvature bounded from below is much bigger than the class of manifolds with sectional curvature bounded from below, but has many properties similar to this class or to the class of manifolds of Ricci curvature bounded from below. Some well-known results on geometry of riemannian manifolds of nonnegative sectional curvature, such as the Toponogov comparison theorem, estimates on diameter and radius, or the sphere theorem can be generalized to manifolds with non-negative minimal radial curvature; see [M1] , [M2] , and [MS] . For instance, in our previous paper [MM] we obtained the following sphere theorem for such manifolds. 
This gives a generalization of corresponding results for manifolds of sectional curvature bounded from below; see [GS] and [GP] . For some other results see Corollaries B, C and D of the last theorem in [MM] . It is easy to see that according to Theorem A a Gromov-Hausdorff convergence of manifolds with K min o ≥ 1 to the standard sphere is equivalent to the convergence rad(M n ) → rad(S n ). In the 4452 VALERY MARENICH present paper we prove that the same convergence is equivalent to the convergence of volumes. This paper naturally continues [MM] , so we preserve its notations and continue its numeration of results. Our main results are the following. 
Theorem E. Let
Again as in [MM] , we would like to stress that above we do not require that the sectional curvatures of the manifolds under consideration are bounded from below. Due to Yamaguchi, with this extra condition Gromov-Hausdorff convergence d GH (M n , S n ) → 0 in Theorem E by itself implies the Lipschitz convergence d Lip (M n , S n ) → 0, see [Y2] ; while Theorem F has the following corollary. ( , k) for some function C( , k) → 0 as → 0.
Corollary G. Let
Corollary G was previously obtained in [MS] , together with the fact that M n is homeomorphic to S n if the volume of M n is bigger than 3/4 of the volume of S n . We obtain our Theorem F by only slightly improving at one point arguments from [MS] in order to avoid the condition sec(M n ) ≥ −k 2 used there. Theorem F and Corollary G generalize the well-known result by Otsu, Shiohama and Yamaguchi (see [OSY] ) when sec(M n ) ≥ 1. It is also interesting to note that the equivalence of the Gromov-Hausdorff convergence and volume convergence which we prove is the same equivalence as under the lower Ricci curvature bound; i.e., changing in Theorems E and F our condition on the minimal radial curvature K min o ≥ 1 to the corresponding condition on the Ricci curvature Ric(M n ) ≥ (n − 1), we arrive at the celebrated results by Colding [Cl1] - [Cl3] . We have already mentioned in our previous paper [MM] 
for some Λ( ) → 0 as → 0, which due to our choice << σ << ξ leads to the conclusion of Theorem E:
It is my pleasure to thank the referee for suggestions and careful reading. I also would like to express my sincere gratitude to Sergio J. X. Mendonça for attracting my attention to the class of manifolds with minimal radial curvature bounded from below, and for much cooperation.
I. Proof of Theorem E
We begin with some notations and results established in previous papers. (See Proposition 2 in [MM] for Alexandrov-Toponogov monotonicity of a comparison angle property, and Proposition 3 establishing the original Toponogov comparison theorem for manifolds of minimal radial curvature bounded from below.)
In a standard way, as simple consequences of Proposition 1 we have
In [MS] it is proved that the equality in any of these inequalities implies that M n is isometric to S n (see also our Corollary 1 in [MM] (B(ō, r) ) is monotone non-increasing.
To prove this statement it is sufficient to repeat the arguments of the proof of the Bishop-Gromov comparison theorem. Volume comparison and diam(M n ) ≤ π lead to the inequalities
Below we are assuming that M n is /2-close to S n and the base point o is /2-close toō. Then for an arbitrary point x of M n there exists a pointx of S n such that dist Z (x,x) < /2, and for the point −x antipodal tox in the sphere S n , there exists some x * of M n with dist Z (x * , −x) < /2. Due to the triangle inequality, for an arbitrary point x of M n this provides us with a point x * such that dist(x, x * ) > π − , proving in particular that
* always denotes the point (which need not be unique) such that dist(x, x * ) attains its maximum. Below by Λ j i we denote the j's constant in i's lemma, and in all considerations below all geodesics are parameterized by an arc-length if it is not stated otherwise.
Again, as in [MM] , we introduce together with three more parameters σ, ξ and η such that << σ << ξ << η as → 0, and which will play together with the roles of different scales for our arguments. Among many possible choices we take
3) allows us to use the following results and constructions from our previous paper [MM] .
Lemma 2, [MM] . Let x and y be two arbitrary points in M n , andx andỹ two
Below we shall need also the following estimate.
Lemma 3
2 . If oxy is some triangle in M n such that σ < dist (o, x) , dist(o, y) < π − σ and ōxȳ its comparison triangle in S n , then the angles of oxy are Λ 3 ( )-close to the corresponding angles of ōxȳ for some function
Proof. Obviously, in proving the claim of the lemma we can assume that all comparison angles of the triangles oxy and oyx * are bigger than σ and less than π − σ. In a comparison sphere S 2 we construct a comparison triangle ōxȳ of the triangle oxy and denote r = dist (o, y) 
so that (1.6) gives (1.4), while (1.5) follows from
Because˜ (xoy) = (xōȳ) = π − (ȳō(−x)), the claim of Lemma 3 will follow if only we prove that φ 1 < φ 2 + Λ 3 ( ), where φ 1 = (ȳōx * ) and φ 2 = (ȳō(−x)). Both triangles ȳōx * and ȳō(−x) have common sideōȳ, according to (1.4) almost equal sidesōx * andō(−x), while due to (1.5) the sideȳx * is almost bigger than the corresponding sideȳ(−x). Now denote byx the point of intersection of a geodesic γȳ (−x) with a geodesic γōx * or its continuation, i.e.,x = γȳ (−x) ∩ γ, where by γ we denote a geodesic connecting in S 2 two antipodal pointsō and −ō and containinḡ x * . First consider the case whenx belongs to the continuation of γōx * . In this case the pointx * belongs to the interior of the triangle ōȳ(−x) , and because it is convex we have
which due to (1.4) and (1.5) immediately gives
Consider two triangles, ȳō−x , and ȳōz . They have common sideȳō andō −x equalsōz. Thus from the cosine formula we deduce that
Applying (1.7) to the last formula, when , σ → 0, due to our conditions σ < r, r 2 , φ 1 , φ 2 < π − σ, we easily verify that (φ 2 − φ 1 ) is of order σ as → 0, thus obtaining the claim of our lemma.
3 In the case when the pointx belongs to the continuation of γōx * we apply the same arguments to the triangles ȳ−ō−x and ȳ−ōz . Then the estimate
, which follows from (1.4), yields the claim of the lemma. Lemma 3 is proved.
Remark 1. All constants Λ i ( ), i = 1, 2, 3, above are at least of order σ as → 0. We verified this for Λ 3 ( ) in Lemma 3; for i = 1, 2 see [MM] . Below, see Lemma 9, we apply the estimates of Lemmas 1-3 to triangles oxy which are far from extremal, i.e., such that for at least one vertex y of this triangle σ(y) is close to π/2 and the angle˜ (xoy) is close to π/2. In this case the arguments of Lemmas 1-3 (look at (1.8)) imply that the corresponding constants Λ 1 9 ( ) and Λ 2 9 ( ) are of order . In order to apply Lemmas 1-3, we consider below, if it is not stated otherwise, only points from the set
From Lemma 1 it follows that the angle between any two minimal geodesics connecting o and the point x ∈ M n (σ) is not bigger than 2Λ 1 ( ) (for the proof, let x * be some point of M n such that dist(x, x * ) > π − , and letZ * be a unit vector of direction of some minimal geodesic connecting o and x * . Then due to Lemma 1 all minimal geodesics from o to x have angles withZ * bigger than π −Λ 1 ( ), or every angle between two of them is not bigger than 2Λ 1 ( ). Thus, using the same arguments as in the proof of the isotopy lemma 1.4 from [C] , we see that for every constant Λ there exists a continuous map sending the point x to some unit vector Z(x) such that the angle between Z(x) and a direction of an arbitrary minimal geodesic from o to x is less than 2Λ 1 ( ) + Λ. Take Λ = Λ 1 ( ), so that this angle is always less than 3Λ 1 ( ).
whereō is some fixed point of S n and I some fixed isometry between T o M n and TōS n . For the map V : M n (σ) → S n the following was proved.
Lemma 4, [MM] .
Comparison angle almost non-increasing deformation. As follows from our Theorem A (see Lemmas 8-11), for → 0 there exists some φ 0 ( ) → 0 (depending also on the dimension n), such that for an arbitrary vector v of
and a minimal geodesic γ op with a direction at o having an angle with v less than φ 0 ( ). Take z arbitrary, and find such p for v equal to the direction of some minimal geodesic γ oz . Due to Proposition 1, in the comparison triangle ōpz the angle ∠(pōz) is not bigger than φ 0 ( ), and in the case dist(o, z) ≤ dist(z, p) this leads to the estimate
For another arbitrary minimal geodesic γ connecting z and o the comparison triangle of the triangle consisting of γ op , γ zp and γ equals the previous one. Hence all minimal geodesics from the point z to o have an angle with the direction of γ zp bigger than π −2φ 0 ( ), or the angle between the directions of two arbitrary minimal geodesics from z to o is not bigger than 4φ 0 ( ). For z with σ ≤ dist(o, z) ≤ π − σ similar estimates follow from Lemma 1: all minimal geodesics from z to o have an angle with the direction of an arbitrary minimal geodesic connecting z with o * which is bigger than π − Λ 1 ( ). Taking Λ 5 ( ) = max{4φ 0 ( ), 2Λ 1 ( )}, we conclude that for an arbitrary point z with dist(o, z) ≤ π − σ for directions X 1 and X 2 at the point z of arbitrary minimal geodesics γ 1 and γ 2 connecting z with o the following is true: 
, where we denote λ = max{λ(z i )}.
Denote by x(s) the integral trajectory of the constructed vector field X λ . When dist (o, x(s) ) ≤ inj this trajectory coincides with some unique minimal geodesic issuing from the point o. If dist (o, x(s) ) ≥ inj, applying the formula (6.5) of [MM] for the derivative of the distance function, we conclude from (1.10) that the distance function dist (o, x(s) 
,
Proof. See the arguments from [MM] leading to Lemma 6 of [MM] .
From the last lemma we see that the distance τ (s) = dist(o, x(s)) could be considered as a continuous (almost everywhere differentiable) parameter on x(s) such that
It follows also that s could be considered as an almost natural parameter on x(s); for the length of x(s) the following is true (see also Lemma 6 of [MM] 
the shift on the parameter τ along integral trajectories x(s), i.e., the map sending the point x(s) to the point x(s + τ ) when s + τ ≤ s 0 , or to x(s 0 ) when s + τ ≥ s 0 . The most important property of this deformation is the following "comparison angle almost non-increasing". For a previous version see Lemma 7 of [MM] .
Lemma 7. Let z(s) be the integral trajectory of the vector field X λ , x some fixed point, and φ(s) =˜ (xoz(s)) and ψ(s) =˜ (xz(s)o) the comparison angles o and z of the triangle xoz(s) . Then: 1) If π/2 ≤ ψ(s) ≤ π − σ, then φ(s) is an almost non-increasing function on s, i.e., for their left derivative the following is true:
for some Λ 2 7 (λ) → 0 as λ → 0 and arbitrary σ > 0. Proof 4 . For dist (o, z(s) ) ≤ inj the trajectory z(s) coincides with a minimal geodesic issuing from a base point o, and the claim of the lemma coincides with a monotonicity property of a comparison angle, see Proposition 2 in [MM] . Therefore, below we are assuming that dist (o, z(s) ) > inj. First we consider the case when the comparison angle ψ =˜ (xzo), i.e., the anglez of the comparison triangle oxz , is not less than π/2. (x, z(s) ) and z = z(s), and let xōz be the comparison triangle in the sphere S 2 . Letz(s") for s" s denote the point on a geodesic segment γōz connectingō andz such that dist (ō,z(s") 
, dist(z(s"),z) = (s − s")r − (s) + o(|s − s"|). The left derivative of the distance function d(s) between x and the point z(s) of the integral trajectory of the vector field
see (6.5) in [MM] , where O zx denotes the set of directions of all minimal geodesics from z to x. By definition X λ (z) = f i (z)X zi,λ (z), where i f i = 1 and X zi,λ (z) are parallel transports of directions of some minimal geodesics connecting points z i with the point o, where z i tends to z if λ → 0. Because of this, as λ → 0, directions X zi,λ (z) tend to directions X i of some minimal geodesics from z to o. Hence,
Due to Proposition 1, the angle between arbitrary minimal geodesic connecting z with x and every direction X i (of some minimal geodesic from z to o) is not less than the angle ψ =˜ (xzo), i.e., anglez of the comparison triangle ōxz . Therefore,
(1.12) for some ω 1 (λ) → 0 as λ → 0. By the same reasoning
(1.13) Now, construct in the sphere S 2 the comparison triangle ōxz(s") to the triangle oxz(s") and such that the pointz(s") belongs to the same hemisphere relative to the geodesic γōx as z(s), i.e.,z(s") →z(s) as s" s. Then from (1.12)
and from (1.13)
dist(z(s),z(s")) ≤ (s − s") + o(|s − s"|). (1.15)
By definition the angle (xzz) = ψ, and because for the pointz from (1.13) we have
dist(z(s),z(s")) ≤ (s − s") + o(|s − s"|). (1.16) we conclude that dist(x,z(s")) = d(s) − dist(z(s),z(s"))cos(ψ) + o(|s − s"|) ≤ d(s) − (s − s")cos(ψ) + o(|s − s"|) (1.17)
ψ ≥ π/2. Inequalities (1.14), (1.17) show that the pointz(s") having the same distance toō as the pointz(s") at the same time has distance tox almost bigger than the pointz(s") which belongs to the geodesic interval γōz,
( 1.18) for some function ω 1 (λ) → 0 as λ → 0. Therefore, the pointz(s") belongs to the exterior of the comparison triangle ōxz , or belongs to the interior of this triangle, but has a distance less than (s−s")(sin(ψ)) −1 ω 1 (λ) to the side γōz. Indeed, consider in S 2 a circle of points having distance r(s") to the pointō. Bothz(s") andz(s") belong to this circle, and the angle between γxz (s") and this circle tends to ψ − π/2 as s" s. Thus the first variation formula gives
(1.19)
Because dist(ō,z) ≥ inj, this easily implies that the angle (xōz(s")) is almost bigger than (xōz(s")) = (xōz(s)), i.e., for some constant Λ When σ ≤ ψ ≤ π/2, then instead of (1.12) we have
for some ω 2 (λ) → 0 as λ → 0, and accordingly
Instead of (1.13) we use
( 1.22) Then (xzz) = ψ yields in the case ψ ≤ π/2 the following inequality:
(1.23) Now inequalities (1.21) and (1.23) in the same way as above show that the point z(s") having the same distance toō as the pointz(s") at the same time has distance tox almost bigger than the pointz(s") which belongs to the geodesic interval γōz,
Considering the triangle ōz(s")z(s") , we see that the estimate (1.24) as above leads to the following estimate on its side γz (s")z(s") :
which in turn implies the following estimate on the derivative of the comparison angle: φ(s) = (xōz(s))
for some Λ 2 7 (λ) → 0 as λ → 0 for arbitrary σ > 0. Lemma 7 is proved.
Lemma 8. For an arbitrary trajectory z(s) and a point x such that dist(o, z(s)) ≤ dist(o, x)−sin(φ)dist(o, x), where φ < π/2, the comparison angle φ(s) =˜ (xoz(s)) is an almost non-increasing function:
for some function Λ 
Almost isometry V
Letō be some point of S n which is /2-close to the base point o of M n . Take some n-cross {P i , i = 1, ..., n} in the equatorial sphere S n−1 of S n , consideringō as a pole, i.e., the set of points such that
and find points P i in M n which are /2-close to them. Due to Lemmas 2 and 3 we see that the angles (P i oP j ) are almost equal to (P iōPj ), i.e., for some constant Λ 1 9 ( ) of order , see Remark 1 above, we have
( ). Therefore, their exists an isometry I : TōS n → T o M n such that for unit directions e i of minimal geodesics γōP i in S n connecting pointsō andP i and unit vectors e i of directions of arbitrary minimal geodesics γ oPi in M n connecting points o and P i the following is true:
( ) → 0 of order as → 0. In particular, e i is a base of a tangent plane T o M n for small enough. Now, letx be some point of S n and x an arbitrary point of M n which is /2-close to it and such that dist(ō,x), dist (−ō,x) and dist (o, x) , dist(o * , x) are bigger than σ. From Lemma 3 we conclude that for an arbitrary minimal geodesic γ ox between o and x, for an arbitrary i, we have n is determined by angles with the base vectors e i , we are able to prove the following statement.
Lemma 9. Letx be some point of S
n and x an arbitrary point of M n which is /2-close to it and such that dist (ō,x) , dist (−ō,x) and dist (o, x) , dist(o * , x) are bigger than σ. Then, for an arbitrary minimal geodesic γ ox between o and x, (γ ox , I(γōx) ≤ Λ 9 ( ) for some Λ 9 ( ) of order σ as → 0. Now we define the map V * : S n → M n . Without loss of generality we may assume that Λ 9 ( ) ≥ 2σ. According to Lemma 7 there exists λ in the definition of the field X λ so small that
n , wherev is a unit vector, we denote by V * (x) the point
, where d equals the distance betweenō andx, and x * is the point of M n very near to the base point o and such that the unique minimal geodesic from o to x * has direction I(v), wherev is the direction of a minimal geodesic fromō tox.
Remark 2. We cannot control the behavior of an arbitrary geodesic γ issuing from o if γ is not minimal, e.g., for such γ the "comparison angle almost non-increasing" property proved in Lemma 7 above could be wrong. This is the reason why we are using our deformation φ s instead of an exponential map.
Lemma 10. For all pointsx from
Proof. For a pointx find some point x of M n which is /2 close to it. Due to the last lemma, (γ ox , I(γōx) < Λ 9 ( ), or for the point x * = exp o (injI(γōx))) belonging to a geodesic issuing from o with a direction I(v), wherev is the direction of γōx, we have
, of the vector field X λ issuing from the point x * = x * (inj), and consider the comparison angle φ(s) =˜ (xox * (s)). Because of the last estimate,
for sufficiently small, because Λ 9 ( ) is of order σ. Thus, due to Lemma 8, at the initial moment φ (inj) ≤ Λ we obtain from our definition (1.26) 
where Λ 9 ( ) is of order σ when → 0. Consider the triangle oxV * (x) . From Lemma 6 we see that it is almost equilateral: (1.29) and due to (1.28) it has small angle at the vertex o. Thus using Proposition 1 we conclude that its side γ xV * (x) is small:
where Λ 10 ( ) is of the same order σ as → 0. Lemma 10 is proved.
4. Nearly cube partition of the sphere. Fix some pointō of the sphere S n , and denote by {φ 1 , ..., φ n }, where 0 ≤ φ 1 ≤ 2π and 0 ≤ φ i ≤ π, i = 2, ..., n, a system of polar "coordinates" on S n such thatō has zero coordinates. If Sing denotes the set of points of the sphere S n where some of these coordinates equal zero, then S n \Sing is a cell, and the map sending the point p to its coordinates {φ 1 (p), ..., φ n (p)} provides a diffeomorphism Φ : (S n \Sing) → Π between S n \Sing and an open cube Π = (0, 2π 
First note that due to Lemma 10 sets B α do not intersect. Therefore, the following is true.
From Lemma 10 and the definitions ofD α and D α we also immediately deduce the following.
The next lemma shows by simple topological reasoning that, because the map V * is continuous, the images D α (B α ) cover substantial parts of the corresponding imagesD α (B α ).
Proof. 
having distance not less than Λ 15 ( ) to its boundary, which obviously implies that every point from
Lemma 16 is proved. Now to complete the proof of Theorem E it is sufficient to note that because the constants Λ 10 ( ) and Λ 15 ( ) are of order σ when → 0, i.e., because of σ << ξ they are smaller than the size ξ ofB α due to the volume estimates of Lemmas 12 and 13 we see that the sum of volumes of (D α ((B α 2Λ10( ) )) Λ15( ) ) tends to the sum of volumes ofB α when → 0, implying that
Together with (1.2) this yields the claim of Theorem E. Theorem E is proved.
II. Proof of Theorem F
As we already mentioned, the Theorem F follows from [MS] (see Lemma 3.3) with one minor modification. For the reader's convenience, we give here a complete proof, repeating the arguments from [MS] .
Let U ⊂ T o M n be a starshaped open disk domain whose boundary is the tangential cut locus to o. ForŨ = exp o (U ) we see that M n \Ũ = cutlocus(o) has no interior points, and
, we see that W is a diffeomorphism betweenŪ andŨ . It is easy to see that Proposition 1 is equivalent to saying that W does not increase distances onŪ . Therefore, for an arbitrary subdomainD ofŪ we have
Because W is a diffeomorphism betweenŪ andŨ , we have Proof. If the ball B(x, δ) has no intersection withŪ , then
Due to vol(M n ) ≥ vol(S n ) − and (2.1), (2.2) we have ω(δ) ≤ , and the lemma follows.
Recall that a map f : X → Y (not necessary continuous) is said to be an -approximation if the image f (X) is -dense in Y and for any x, y ∈ X we have |dist(f (x), f(y)) − dist(x, y)| < .
In an equivalent way the distance d GH (X, Y ) can be defined as the infimum of the values of > 0 such that there exist -approximations f : X → Y and g : Y → X. Because in our case both M n and S n have diameters uniformly bounded from above, diam(M n ), diam(S n ) ≤ π; we see that the Gromov-Hausdorff convergence d GH (M n , S n ) <C( ) for someC( ) → 0 as → 0 is equivalent to the existence of maps f : M n → S n and g : S n → M n such that for some C( ) → 0 as → 0 the following is true:
for arbitrary x, y ∈ M n andx,ȳ ∈ S n such that dist(x, y), dist(x,ȳ) > C( ). We call such maps also C( )-approximations. First we verify that the map W : S n → M n satisfies the last property. Because W does not increase distances, the last lemma means that W is δ 1/2 (4 )-approximation between S n and M n tending to isometry as → 0. Clearly, the map W : M n → S n which equals W −1 onŨ and sending cutlocus{o} to −ō provides an C( )-approximation between M n and S n for C( ) = δ 1/2 (4 )(1 − δ 1/2 (4 )) −1 . Because C( ) → 0 as → 0, this yields that d GH (M n , S n ) <C( ) → 0 for somẽ C( ) → 0 as → 0. Theorem F is proved.
