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The almost sure invariance principle for some degenerate U-statistics of degree two is considered for strictly 
stationary random variables satisfying mixing conditions. The error term obtained is O(t’-‘) which yields 
Donsker’s and Strassen’s invariance principles for the U-statistics. The approach used here is based upon Hoeff- 
ding’s expansion of kernel functions and the almost sure invariance principles for partial sums of Banach space 
valued mixing random variables. 
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1. Introduction 
Let { 4, j& 1) be a strictly stationary sequence of random variables with a probability 
distribution p. Suppose that h(x, y) is a real valued symmetric function on the product of 
measurable spaces XXX. Furthermore assume that h is square integrable with respect to 
p X p and degenerate, i.e., 
E[h(I$,,x)]=O, XEX. 
Let L2 be the space of all square integrable functions with respect to p. Then, according to 
Hoeffding ( 1948)) we see that the kernel h induces a bounded linear operator T,,: L2 --f L2 
defined by Thf(x) :=E[h( <,, x)f( [,)I ,fEL* which has eigenfunctions {g,} and eigenval- 
ues ( Ai} satisfying for each i > 1, 
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{ 
IA,1 2 Ihi+, I1 E[g,(t,)l =o 1 m2(5,)1 = 1 I 
m,(t,)gj(t,)l =o (i#j) > E[h(5,3 x)g,(5,)1 =A,g,(x) . (1.1) 
Furthermore h can be represented by 
( 1.2) 
Let(S(r),t~O)and{Cl(t),t~O} berandomelementsofD[O,m) definedby 
s(t):=2 c h(5,, 6) > 
I<l<j<[fl 
U(r):= !, hi+:u~- $); 
respectively, where for each j > 1, 
4’=l +2 f E[gj(51)gj(ti+,)l >O 
i= I 
and ( W,, j > 1) := ( ( W,(t) ; t > 01, j > 1 ) are Wiener processes satisfying 
E[ W,(t) W,(s)] = lim ,,__A ‘2 ‘2 E[gi(&',)gj:i(&)l . 
’ .I k=I /=I 
In the case of independent random variables with the uniform distribution, under the 
condition CT=, I hj I < 00 and some additional conditions, Hoeffding ( 1948) showed that 
$n) 5 2 h,(ZT-1) asn+x, 
,=I 
(1.3) 
where Z,, Z2, . . . are i.i.d. N( 0, 1) random variables and “ 3 ” means the weak convergence 
in W’. Furthermore Dehling, Denker and Philipp ( 1984) and Dehling ( 1989) obtained 
Strassen’s invariance principle for the i.i.d. case: Almost surely ( (2n log log n) _ ‘S(M), 
OGjG 1 l,f&-? is relatively compact and the set of its limit points coincides with some compact 
set G in C[O, 11. 
Yoshihara (Theorem 5.3.1 in Yoshihara, 1992) showed Donsker’s invariance principle 
for strong mixing random variables as an extension of ( 1.3) : 
{ 
; S(M), O<t=G I
> 
3 (r/(t),O~t~l) asn+m, ( 1.4) 
where “ + D ” means the weak convergence in D[O, l] with the Skorohod J,-topology. In 
this paper we consider the following almost sure invariance principle under mixing condi- 
tions: 
Is(t) -U(t) I =O(t’pY) a.s. as t-x, (1.5) 
for some y> 0. Of course we assume nothing about the distribution of underlying random 
variables except for moment conditions. The advantage of ( 1.5) is that several types of 
limit theorems for S(t) including Donsker’s and Strassen’s invariance principles hold from 
it (see e.g., Philipp and Stout, 1975). 
2. Main results 
Given a strictly stationary real valued random variables {S,], let .A?‘: denote the a-algebra 
generated by &,,. . .,&, -a < a <h <a. We say that { &] satisfies the #-mixing condition if 
there exists a sequence C#J( n) JO such that as n + cc, 
Cp( n) := sup 
P(AB) -P(A)P(B) ho 
P(A) 
(2.1) 
AE //“+Ht i/B 
Furthermore we say that { 5) satisfies the absolutely regular condition if there exists a 
sequence /3(n) J 0 such that as n + m, 
P(n) :=E sup IP(A I.&:,) -Z’(A) 1 +O 
A E // ,q 1 (2.2) 
and that (9, satisfies the strong mixing condition if there exists a sequence a(n) JO such 
that as n + m. 
a(n) := sup IP(AB) -P(A)P(B) 1 -+O. (2.3) 
A t /, ” -.I3 t //b 
It seems easily that LY( n) < p(n) < 4(n) for each n. 
Theorem 1. Assume that 
(2.4) 
Furthermore suppose that (<,, j > 1 ) is a strictly stcrtionary sequence of random Lariab1e.s 
with zero mean. Suppose that ( c,] is either +mi.xing with 
sup EL I&(&) I’1 <x > (2.5) 
,z I 
4(n) 10(n-“‘I+“‘) as n - x for some E> 0 , (2.6) 
or absolutely regular Mith 
SUPE[lg,([l)IJ+“l<X forsome 6>0, 
,2 I 
(2.7) 
(2.8) 
Then without changing the distributions of (S(t) , t > 0) and { U(t) , t > 0) we can redefine 
them on a richer probability space such that ( 1.5 ) holds. 
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Under the strong mixing condition we can show a weaker result than Theorem 1 which 
implies Strassen’s invariance principle. The result has been shown in Dehling, Denker and 
Philipp ( 1984) in the case where [ 6, j > 1) is a sequence of independent random variables. 
Theorem 2. Assume that { 4, j > 1) is a strictly stationary sequence of random variables 
with zero mean sntisfying (2.7). Furthermore suppose that (4) is strong mixing with rate 
c,“= I {o(n) ] 6’(4tS) <x. Then, without changing the distribution of (S(t), t 2 0) and 
( CJ( t), t > 0)) we can redefine them on a richer probability space such that 
IS(t) -U(t) 1 =o(t log log I) U.S. as t-x. (2.9) 
From the relation between a von Mises statistic and the U-statistic ( ( 1.12) in Dehling, 
Denker and Philipp, 1984) we obtain the invariance principle for the von Mises statistic. 
Corollary 1. Let F,, be the empirical distribution function of p with sample size n. Let 
( V(t), t > 0) be a non Mises statistic in D[ 0, x) defined by 
V(f) := 
II 
h(x, y)Wdr, t)R(dy, t) , 
whereR(s,t) :=t(F,,,(s) - p(( -x,s])), -m<s<x,t>O. Underthesameassumptions 
as in Theorem 1, we can redefine { V(t), t > 0) and ( U(t) , t > 0) on a richer probability 
space such that 
1 {V(t) -Z(t)) -U(t) 1 =O(t’_Y) as t-m 
for some y > 0, where 
z(t) := C (h(S,, 4) PC?) - ItI E 
JG[fl j=l 
( h(x, $j>/J.(h) -Cl 
- [tl e 
,= I 
( h(c$, x)p(d.x) -cz 
and 
c, := M-c y)/-ddx)p(dy) , c2 := h(x> x)p(dx) 
Furthermore, under the same assumptions as in Theorem 2, we can redefine ( V(t), t 2 0) 
and { U(t), t 2 0) on u richer probability space such that 
[{V(t)-Z(t)}-U(t)~=o(tloglogt) ast+c=. 0 
Remark. The CramCr-von Mises-Smirnov statistic G,, defined by 
’ G,, := nw(x) (F,l(x) -xl2 d.~ 
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is a typical example satisfying (2.4), where w(x) is a weight function and F,(x) is the 
empirical distribution function of uniformly distributed random variables. The kernel h of 
G,, is 
When w(x) = (x( 1 -x) ) ~ I, the eigenvalues of h are 
Ak= l-- 
k(k+ 1) ’ 
k>l, 
which satisfy (2.4) (see Csaki, 1980, or Borovskikh, 1985, for more details). 
3. Preliminaries 
We can treat easily the case when A, = 0 for some N > 0, because the monotonicity of 1 A k 1 
implies that A, = 0 for all k > N. Therefore, without loss of generality, we suppose that 
A k f 0 for all k > 1. From the monotonicity of 1 h k 1 and ( 2.4), 
Ihk ( =O(k-“P’) as k-w. (3.1) 
We introduce a separable Hilbert space H equipped with the inner product ( , ) and the 
norm 1) f II as follows: 
{ 
r 
H:= x=(x,,x~,...): C IAkIx:<m 
h= I 
@Y>:= f lA,I~~ykr 
k=l 
IIXII :=( f 
k= I 
,hk I_t)“*. 
SinceE[C,“=, lAklgz(&)] < m, we can define H-valued random variables G, := (g, (5,)) 
g2( &I.. .I for each i > 1. By the Schwarz inequality for P-sequences, 
Therefore we can apply the following almost sure invariance principle for partial sums of 
Banach space valued random variables due to Dehling ( 1983). 
Theorem A (Dehling, 1983 ). Let ( qj, j> I} be a weakly stationary sequence of random 
uariables with rlalues in the separable Banach space X with a norm II . 11 such that E [ qj] = 0 
foreachj~1andsup,,,E[I177il(2C6]< f x or some 6 > 0. Suppose that ( qj, j 2 1) is either 
+-mixing with rate 
$J(n) =O(C 2( Its, 1 as tz+m for some E>O 
or absolutely regular with rate 
P(n) =O(n 
-_(I+EI,l+2/6) ) asn~x,forsomes>OandO<6~g. 
Let P, be a sequence of bounded operutors on X wvith N-dimensional range. Assume that 
E[~i~~~‘i’,~<, iTj-p~Tj)~[]= O(N-“) asN+xforsomeu>O (3.2) 
uniformly in a > 0 and n > 1, and 
sup IIP,xII =O(N’) as N-+x for some r>O. (3.3) 
llxll = 1 
Then we can red+ne the sequence ( 9, j > 1) on a new probability space together with 
Brownian motion W(I) with cor,ariance structure T such that 
11: ‘I,-W(t)~~=O(t’“‘) a.s. us t+X ,for some y>O, (3.4) 
where T is defined by the following absolutely conllergent series, 
TG R):=~M%)~(771)1+ c af(%)~(%)l+ c El.f(77k)g(77,)1 1 
k>Z ha-z 
.f> g=* 1 
where X” is the dual space oj’X. 0 
Moreover an almost sure invariance principle with error term 0( (t log log I) “2) is 
obtained for the strong mixing sequence. 
Theorem B (Dehling, 1983). Let ( 7, j > 1) be a weakly stationary strong mixing sequence 
of random rariables with L>alues in the separable Banach space X with norm 11 . II such that 
E[ ~~1 =O,for each ja 1 and supi>, E[ II 77~11 ‘+‘I < x for some 0 < 6 < $ and suppose that 
the mixing rute is 
cz(n) =O(n -_(2+s)(1+2/s) 1 as n+x for some E>O 
Let P,,, be a sequence of bounded operators on X with N-dimensional range satisfying (3.3) 
and 
E [II n-“2 2 (v,-P,q;) ’ Ill =0( (log N) -3”) j= I 
asN+m forsomep>l. (3.5) 
Then we can redefine the sequence { 3, j> 1) on a new probabilirv space together with 
Brownian motion B(t) with cor?ariance structure T such that 
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4. Proof of Theorem 1 
Before the proof of the theorem we check (3.2) and (3.5) in Theorems A and B for { qj, 
j > 11, respectively. 
Lemma 1. Let P, be a sequence of bounded operators on H defined by P,x := (x,, x2,. ., 
x,,O ,... )foranyx=(x,,x, ,... ) E H and N > 1. Under the assumptions in Theorem 1 or 2, 
(3.2) or (3.5) holds, respectir>ely. 
Proof. We consider the case when the &mixing condition (2.1) is satisfied, since we can 
treat similarly the absolutely regular sequence. Using (2.5) and (2.6), it is easy to show 
that 
where K is an absolute positive constant. Hence, together with (3.1), we obtain 
for sufficiently large N, which implies (3.2). Furthermore, according to the above, we can 
show (3.5) easily. 0 
We first prove the case where the $-mixing condition (2. I ) is assumed. Using ( 1.2) we 
have 
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=:J, +.I2 (say). 
We first estimate .I,. By the Schwarz inequality, 
(4.1) 
(4.2) 
Since one can show (3.2) by Lemma 1 and (3.3) by 
SUP IIP,xll= s;P&,( i, lUd)l’2~1 1 
II4 = ’ 
we may apply Theorem A to redefine H-valued random variables { G,) on a new probability 
space together with H-valued Brownian motion W(r) := ( (T, W, (t), qW,( t) , ) such that 
as t - 00 for some y> 0. Furthermore we obtain from the law of the iterated logarithm and 
the previous result 
= 2 G,+W(t) < z Gj-W(t) II j=l II II j=l 
=O((tlog log t)“2) a.s. (4.4) 
as t * 00. Hence we get from (4.2)-( 4.4), 
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J, =O(t’pY’) a.s. 
as t + 02 for some positive y’ < y. 
(4.5) 
As for J2, we also make use of H-valued random variables X, := (g:( S,) - 1, 
gz( 4) - 1,. .), j > 1. Since (X,) is a sequence of strictly stationary random variables, we 
get by (2.4)-( 2.6) that for each m > 1, 
(4.6) 
as n -+ ~0. Therefore, using the Gaal-Koksma strong law of large numbers (e.g., Theorem 
Al in Philipp and Stout, 1975), 
II II i xj =0(?Z”2(10g n)‘) a.s, j=l 
as n + w. Hence by the Schwarz inequality, 
(4.7) 
as I + ~0. Consequently we finish the proof for ( S,} satisfying the +mixing condition (2.1) 
from (4.1), (4.5) and (4.7). 
According to the above line except for (4.6), we prove the case where the absolutely 
regular condition (2.2) is supposed. Conditions (2.7) and (2.8) are needed for (4.6). 0 
5. Proof of Theorem 2 
It is easy to see that all assumptions of Theorem B hold. The rest of the proof is the same 
as in Theorem 1. q 
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