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Introduction
In reacting flows, the unsteady heat release rate is a source of acoustic-pressure fluctuations [1] . Under specific conditions, a constructive coupling between combustion and acoustics can lead to sustained oscillations [2] that may reach considerable amplitudes because of the large power density of chemical reactions. This unstable behaviour is called combustion instability and virtually all kinds of combustion engines such as gas-turbines, aeronautical turbines or rocket engines experience them at some stage of their design or life-cycle. Combustion instabilities have many undesirable effects such as large-amplitude structural vibrations, flame flashback or blowoff, or an abnormally high temperature of the wall of the combustor. The consequences of combustion instabilities range from loss of performance or premature fatigue of materials to a possible mechanical failure or destruction of the system. Consequently, there is a need for a better understanding of combustion instabilities at the fundamental level, but also the development of tools that can predict them at an early design stage. Combustion instabilities are a very broad field and an important review of driving mechanisms may be found in the literature [3] [4] [5] [6] [7] .
In principle, numerical resolution of the unsteady reacting Navier-Stokes equations allows one to predict combustion instabilities. Several studies using Large Eddy Simulations have shown the potential of this method, even for realistic engine geometries and operating points [8] [9] [10] . These results however come at a tremendous computational cost, impractical for the study of design or operating conditions variations. Many strategies are available to devise lower-order methods by neglecting viscous terms and through linearisation or reduction to one dimension [11, 12] . The Linearised Euler Equations (LEEs) approach gives an accurate representation of the physical thermoacoustic phenomena [13, 14] at a reasonable computational cost. However, solving LEE requires numerical schemes that are subject to instability and nonphysical techniques must be used, such as the addition of artificial viscosity [15] .
The LEE approach can be further simplified by assuming that the mean flow is at rest, often referred to as the zero-Machnumber approximation. Under this assumption, the problem can be reformulated as an inhomogeneous Helmholtz equation for the acoustic pressure. The main advantage of this method is its small computational burden while keeping a realistic geometry. The main drawback is that only acoustic perturbations are accounted for, since vorticity and entropy waves do not propagate when the mean flow is at rest. The effects of convection on the acoustic waves are also neglected. Nevertheless, this method offers great flexibility for physical modelling and systematic variation of input parameters. For example, the flame transfer function that represents flame/acoustic interaction or the acoustic absorption by multiperforated plates have been successfully implemented into a three-dimensional Helmholtz solver [16, 17] . Combined with LES, this approach proved useful to gain understanding on the structure and nature of the instabilities observed in a burner [18, 19] .
When seeking for the thermoacoustic fluctuations in a combustor, the most natural strategy consists in computing the whole engine (cf. Fig. 1a ). In this case, one should use the LEE approach because the Mach number, M, is usually not small in the compressor and the turbine. An alternative is to use the Helmholtz approach in the combustion chamber, where M⪡1 while accounting for the upstream and downstream elements through appropriate boundary conditions (cf. Fig. 1b) , namely a complex-valued impedance noted Z. These impedances can be deduced from transfer functions describing the response of acoustic elements to acoustic or entropic perturbations, either analytically under the compact hypothesis [20] or numerically by solving the LEE [21] .
At least two difficulties arise when using a Helmholtz solver (thus assuming M¼0) for the combustion chamber and complex impedances as boundary conditions:
The impedance must be consistent with the zero-Mach-number assumption although it represents an acoustic element where the mean flow is not at rest. Moreover, this impedance must be imposed at a location in the combustion chamber where the Mach number is small.
As shown by many authors [22] [23] [24] [25] , entropy fluctuations accelerated in a mean flow generate acoustic waves, which is the case when the combustor opens onto a high pressure distributor. Acoustic waves transmitted through the distributor produce indirect combustion noise, while acoustic waves travelling back to the flame may trigger low-frequency resonant modes called rumble [26, 27] . This important mechanism for combustion instabilities is not accounted for in a Helmholtz solver, since entropy fluctuations do not propagate if the mean flow is at rest.
It has been demonstrated in a previous study [14] that the zero-Mach-number assumption can lead to significant errors for the prediction of both the frequency and the growth rate of combustion instabilities, suggesting that improvements are required for the two items cited above. Since accounting for the non zero-Mach-number terms in the equations leads to a drastic increase in the complexity of the problem [15] , the aim of this paper is to propose models that account for these effects in a Helmholtz solver. To this purpose, the basic equations are recalled in Section 2 while in Section 3 two different formulations are proposed in absence of entropy fluctuations. The performance of these formulations is tested in Section 4 by considering a simple configuration. Entropy fluctuations are introduced in Section 5 where we demonstrate that it is possible to account for the coupling between acoustic and entropy waves in a zero-Mach-number framework and to capture a low-frequency mixed mode.
Mathematical formalism
This study is conducted in the frequency domain: a fluctuating quantity, g′ðx; tÞ, is defined by its complex amplitude,ĝ, and angular frequency, ω, through g′ðx; tÞ ¼ RefĝðxÞe Àjωt g. The focus is on unidimensional configurations so that only longitudinal /2) and the mass flow rate (m ¼ ρu), respectively:
Eq. (10) suggests that the 'natural' variables for a Helmholtz solver are p′ and u′ while Eq. (12) indicates that J′ and m′ are more attune for LEE. The choice of this latter set of fluctuating state variables is commonly used in the aeroacoustic community [35, 36] because they are themselves independent of the flow when placed in a wave equation, contrary to the pressure or the velocity which are locally dependent on the flow velocity [37] . Moreover, state variables J′ and m′ are more suitable because their product represents the acoustic power in the presence of a mean flow. However one can notice that these two sets of independent variables are strictly equivalent and one may write the LEE or Helmholtz equations with any set. A reduced impedance, Z, and reflection coefficient, R, may be defined for each set of variables. Using p′ and u′ one has
while using J′ and m′ one may define
where the amplitudes A þ and A À have been defined in Eqs. (1) and (2) and represent the propagation/reflection of acoustics waves through/from the LEE domain. The following relation between Z p;u and Z J;m may be derived from Eqs. (13)- (16):
The values of the impedances and reflection coefficients for some canonical boundary conditions are recalled in Table 1 . The situation depicted in Fig. 2 where a Helmholtz domain ðM ¼ 0Þ is connected to a LEE domain ðM a0Þ through an interface raises the question of the consistency between the two sub-domains. More precisely, let us assume that the Table 1 Impedances and reflection coefficients for canonical boundary conditions: constant pressure (p ¼ 0), constant velocity (û ¼ 0), fixed mass flow rate (m ¼ 0) and fixed total enthalpy (Ĵ ¼ 0). impedance of the LEE domain is known at the interface, noted Z M a 0 p;u approach produces an error jF M a 0 ÀF M ¼ 0 j proportional to the Mach number between the Helmholtz and the LEE domains (noted OðMÞ in Table 2 ). At the same time, the Z M a 0 J;m approach produces a flux mismatch which is quadratic in the Mach number (jF
, thus a smaller error in the acoustic energy conservation. These theoretical results are supported by the numerical tests described in Section 4.
Application to a simple configuration
The configuration considered is shown in Fig. 3a . It consists of two connected tubes of section S 1 and S 2 . The subscripts 1 and 2 refer to parameters in the left and right tubes, respectively. The boundary conditions arem 1 ¼ 0 andŝ 1 ¼ 0 at the Table 2 Summary of the flux mismatch error introduced in the zero-Mach number domain by the boundary impedance Z M ¼ 0 (see Appendix A). entrance of tube 1 andp 2 ¼ 0 at the exit of tube 2, respectively. This simple test case is chosen so as to mimic a burner where the inlet and outlet Mach numbers are different, but without entropy sources at all so as to keep the isentropic assumption.
Analytical procedures
The eigenmodes of this simple configuration are computed by two different methods:
Method I is the analytical solution of the LEE equations in a restricted region of the domain (Fig. 3b ) while the rest is modelled through impedances. This solution is considered as the reference solution.
Method II is the solution of the Helmholtz equation (i.e. assuming that M¼0) in a restricted region of the domain (Fig. 3b ). This solution assesses the influence of the zero-Mach-number assumption and is used to test the two modelling approaches of Z M ¼ 0 which are summarised in Table 2 . To this end, two versions of Method II are used in the following:
. Table 3 summarises the analytical procedures described above.
Method I: Truncated analytical acoustic model at M a0
As shown in Fig As explained by Davies [28] the jump relations for the section change located at x ¼l can be expressed by integrating over an infinitesimal control volume the conservation of mass and energy as long as the specific stagnation enthalpy within the volume remains invariant. It should be noted that the physics at the section change involves an additional equation that introduces the entropy fluctuations. However it has been checked by solving numerically the full set of LEE that in the present configuration the generated entropy wave is negligible. As pointed out by Davies [28] in the case of an isentropic processes, the jump relations reduces to the following set of equations:
Mass conservation at x¼l:
Energy conservation at x¼l:
The impedances Z M a 0 p;u;1 and Z M a 0 p;u;2 properly represent the truncated regions 0 rx r l z1 and l z2 rx r L. Recall that the boundary conditions arem 1 ¼ 0 at x ¼0 andp 2 ¼ 0 at x¼L, a simple calculation leads to
where
and 
Eqs. (19)- (22) are recast in the form of a linear system MW¼0, with 
and W ¼ ðA
T contains the four unknowns. The dispersion relation is then obtained by requiring the matrix M to be singular, producing the exact solution of the acoustical problem.
Method II: Truncated analytical acoustic model at M ¼0
Method II is similar to method I in the sense that only the l z1 r x rl z2 domain is solved for. However, the Mach number is now assumed to be zero in this region, so that the Z M ¼ 0 approximations (see Table 2 ) can be tested. Methods II pu or II Jm are obtained by replacing Z 
Results
Thermodynamic and geometric parameters for the computation of the eigenmodes are presented in Table 4 . The temperature T 1 and pressure p 1 are imposed, while the values in tube 2 are deduced from the conservation equations of the steady state.
Effect of the truncation
The objective of this section is to demonstrate the validity of the computations in the truncated domain by comparing method I with the computation of the whole domain. This can be done by simply replacing the two last line of the matrix at Eq. (24) by the following boundary conditions (taking l z1 ¼ 0 and l z2 ¼ L in Eqs. (21) and (22)):
The frequency and growth rate of the first eigenmode are reported in Fig. 4 . As the results are identical, this demonstrates that the impedances at x ¼ l z1 and x ¼ l z2 (Eqs. (21) and (22)) are correct. The eigenmode shapes were also verified to be identical although not reported here. The present analytical methods were also successfully compared to a numerical LEE solver for the same test case in a previous work by the authors [38] , suggesting that the isentropic jump relations (Eqs. (19)- (20)) are valid. This demonstrates that the differences between methods I and II discussed in the next section are due to the zero-Mach-number assumption and the modelling of the boundary impedances rather than the truncation procedure.
Effect of the zero-Mach-number assumption
This section is devoted to the comparison of the methodologies, presented in Section 3, to prescribe the boundary impedances in method II. The reference is the computation using method I. The frequency and growth rate of the first two eigenmodes are reported in Fig. 5 for various inlet Mach number M 1 .
Results with the zero-Mach-number assumption methods II pu and II Jm exhibit the same behaviour for the two computed eigenmodes. The frequency of oscillations departs from the reference solution when M 1 increases. This result was expected since a simple reasoning in a constant cross section area tube shows that the frequency of oscillation at M a 0 is approximatively Table 4 Thermodynamic and geometric parameters for the computation of the configuration of Fig. 3 . 
2 Þf 0 where f 0 is the frequency of oscillation under the zero-Mach-number assumption. The growth rate is significantly underpredicted with method II pu but very well captured by method II Jm . This last result is coherent with the asymptotic behaviours of the flux mismatch presented in Section 3: the method leading to the smallest mismatch (II Jm ) also leads to the best result in terms of damping rate.
In order to confirm the theoretical assessment of the flux mismatches introduced by methods II pu and II Jm , viz. OðMÞ and OðM 2 Þ respectively, the flux difference at the boundaries x ¼ l z1 and x ¼ l z2 is plotted in Fig. 6 for the two first eigenmodes (top and bottom graphs, respectively). As explained in Appendix A, the energy flux are made nondimensional with respect tom 0 , which is taken at x ¼ l z1 and x ¼ l z2 for the left and right ΔF, respectively. As expected, the difference between the exact energy flux F M a 0 computed with method I and the estimated energy flux F M ¼ 0 computed with II pu exhibit an asymptotic behaviour OðMÞ while II Jm leads to OðM 2 Þ. This is especially noticeable in Fig. 6 by the use of a log-log frame. The behaviour of the ΔF term with methods II pu and II Jm and for different Mach number M 1 is close to the theoretical asymptotic curves with slopes equal to 1 and 2, respectively.
Eigenmode shapes computed at M 1 ¼ 0:0005 and M 1 ¼0.2 are depicted on the left and right columns of Fig. 7 , respectively. The first two rows present the modulus and phase of the fluctuating total enthalpyĴ , respectively, while the last two rows present the modulus and phase of the fluctuating mass flow ratem, respectively. All data are made nondimensional by setting maxðmÞ ¼ 1. As expected, for the low Mach number case, method II Jm gives the same results as the reference method I. For a larger Mach number M 1 ¼ 0.2, method II Jm still gives satisfying results, despite small errors in the estimation of the phase shift. The present study gives a more precise insight about the use of impedances issued from a nonzero-mean-flow framework. The theory of the energy flux conservation indicates that using a formulation which neglects the mean flow (method II pu ) leads to significant errors, because the error on the imposed energy flux is OðMÞ. This statement goes against the previous assumption of Lamarque and Poinsot [21] that prescribed the use of a boundary condition formulated with purely acoustic state variablesp andû. As discussed by Peters et al. [35] , many authors in the aeroacoustic community prescribe the use of a so-called energetical correction of the reflection coefficient which is the ð1ÀMÞ=ð1 þ MÞ term in Eq. (16) . This term originates from the fact that forward and backward waves do not propagate at the same speed and is directly found in the formulations of acoustical reflection coefficients of ducted flow with area-expansion and/or outside radiation conditions [39, 40] . To the authors knowledge, although method II Jm is equivalent to this well-known correction, a detailed analysis of its effect when performing a zero-Mach-number analysis of thermoacoustic modes has not been provided before. The present study shows that a nonzeroMach-number element can simply be taken into account in a zero-Mach-number framework by using method II Jm . It has been shown that this latter method introduces an error of OðM 2 Þ and is a good approximation to well capture the growth rate and the shapes of eigenmodes at different frequencies. The following section is devoted to the modelling of the coupling between the acoustic and entropy waves through the extension of method II Jm .
Accounting for entropy convection in a zero Mach mean flow
The generation of acoustic waves when entropy inhomogeneities are accelerated in a nonuniform flow is a well known phenomenon that has been extensively studied over the past decades. Early analytical investigations deal with the development of the jet noise theory, extending the work of Lighthill [41] to nonuniform-density flows [22] [23] [24] . However these analytical solutions were limited to low-Mach-number flows and focused on the derivation of a formulation for the far field sound radiation into free space by inhomogeneities swept out of an orifice. In a different way, Marble and Candel [20] proposed a one-dimensional theory based on the compact assumption (the nozzle dimensions are small in comparison with the shortest wave length that appears in the flow field). The nozzle may be viewed as a duct discontinuity and simple jump conditions between upstream/downstream acoustic and entropy waves can be written. The recent work of Leyko et al. [42] proposes a comparison of this theory with experiments.
The effect of the presence of a nozzle at the combustor exit on combustion instabilities is not obvious. As reviewed by Hield et al. [43] , some authors found no difference on the thermoacoustic modes of their combustor whatever the type of exit used, while Macquisten and Dowling [44] reported that a strong low-frequency instability occurred when the open exit was replaced by a choked nozzle. As explained by Hield et al. [43] , the behaviour of such an instability depends to the first order on the geometry. The spatial dispersion of entropy fluctuations by the combustor aerodynamics [45] and the constructive/destructive phase dependency [26] play an important role on the establishment of a coupling between acoustic and entropy modes.
The configuration depicted in Fig. 8 has been chosen in order to exhibit the presence of a set of unstable mixed entropic/ acoustic modes. As this kind of modes cannot be predicted by a Helmholtz equation, our objective is to propose a simple model which, used within the Helmholtz framework, allows predicting mixed entropic/acoustic modes. In a combustion chamber of constant cross section and length L, a compact flame is located at x ¼ x f . A choked nozzle is located at x ¼L while the sonic throat where the Mach number reaches unity is located at x ¼ x th . Following the same methodology as Section 4, this configuration will be computed using three methods.
Method I : Truncated analytical thermoacoustic model at M a0
Assuming that the nozzle is properly represented by its acoustic and entropic response at x ¼L, solving the problem presented in Fig. 8 requires six equations for the six unknown wave amplitudes (A s 1 and s 2 ) . Following the methodology presented by Dowling [11] , the following relations can be written:
Mass conservation translates to (28) which is recast into
Momentum conservation yieldsp
which is recast into
Energy conservation yields
=C p is the mean stagnation temperature in section i. In terms of wave amplitudes, the energy conservation takes the form:
Inlet boundary condition: at x ¼0 the mass flow rate is assumed constant, i.e.m 1 ¼ 0 and it is assumed that no entropy wave is injected, therefore s 1 ¼ 0. Then using Eqs. (1)- (6) yields
Outlet boundary condition: at x¼L the supersonic choked nozzle is modelled with the following compact relation derived by Marble and Candel [20] :
Using the wave amplitudes defined in Eqs. (1)- (6), Eq. (35) takes the form:
where Z M a 0 p;u;2 is the impedance of the nozzle submitted to an incident acoustic wave:
: "delayed entropy coupled boundary condition"
The formalism of method II Jm is used so as to handle properly the acoustic energy flux that arises from the nozzle connected to the domain computed under the zero-Mach-number assumption. However it does not represent the entropy/ acoustic coupling sinceŝ is set to zero in agreement with the zero-Mach-number assumption. This is the objective of the DECBC approach: model the effect of the accelerated entropy fluctuations on acoustics within the zero-Mach-number region. To this purpose, the entropy fluctuations caused by the flame are modelled first and then analytically convected downstream.
Combining Eqs. (7), (28), (32) and taking the limit u 2 -0 while the product u 2ŝ remains finite [11] , one obtains the following expression for the entropy produced by the flame at x ¼ x f :
Entropy fluctuations at the exit x ¼L may be analytically expressed by the addition of a time delay that mimics the convection of the entropy fluctuations by the mean flow: 
The contribution of the DECBC method appears in the two first terms of Eq. (44), by coupling acoustic waves at the boundary condition (x¼L) with the acoustic waves upstream of the flame. Finally, the 5 Â 5 problem defined in Eq. (39) 
Results
Thermodynamic parameters used in the computation of eigenmodes of the configuration depicted in Fig. 8 are presented in Table 5 . Note that the compact assumption of Marble and Candel [20] has been validated by numerical computation of the LEE on the complete geometry [38] .
Frequency analysis
Results are presented in The behaviour of the first eigenmode shows a strong dependency on the Mach number. The frequency is proportional to the convective time delay of the flow, suggesting that this first eigenmode is coupled with entropic waves. This eigenmode is not predicted by method II Jm . The second and third eigenmodes do not present the same behaviour and their frequencies do not follow a linear behaviour with respect to M 1 . At very small Mach number, the reference solution I and Helmholtz computations with method II Jm give the same estimation of the frequencies. It suggests that the second and third eigenmodes are mostly acoustic, but influenced by their interactions with the mean flow and the coupling with entropy waves at the exit nozzle. Note that when approaching Mach number M 1 ¼0.05, the two first eigenmodes tend to merge into a unique unstable mode. Such behaviour has already been observed by Dowling and Stow [46] and Goh and Morgans [47] which computed several academic combustors while taking into account the dissipation and dispersion of the entropy wave. It was shown that the entropy wave can destabilise a stable combustor and vice-versa, and that some configurations can exhibit a mode switch between unstable eigenmodes.
As the first eigenmode is purely dependent on the convective time delay, it can obviously not be captured by the Helmholtz solver when using method II Jm . In the same way, the two other eigenmodes computed with II Jm are invariant in frequency whichever the Mach number prescribed, because no convective effect is taken into account. The relative growth rates of the eigenmodes are also very close to zero, suggesting that the stability map of this kind of configuration cannot be estimated with a simple Helmholtz solver.
It is remarkable that the zero-Mach-number method II DECBC Jm is able to very well capture the frequency of each eigenmode. By comparison with the reference method I, the behaviour of the growth rate is well estimated, although slightly overestimated for M 1 40:025.
Modes shapes analysis
Eigenmode shapes computed at M 1 ¼ 0:00625 and M 1 ¼ 0.05 are depicted on left and right columns of Fig. 10 for the second eigenmode. The first two rows present the modulus and phase of the fluctuating total enthalpyĴ , respectively, while the last two rows present the modulus and phase of the fluctuating mass flow ratem, respectively. All data are made nondimensional by setting maxðmÞ ¼ 1.
As expected, the zero-Mach-number method II Jm where entropy waves are not taken into account give good results at very low Mach number. At larger Mach numbers, the modes shapes are mispredicted because the frequency is not well predicted and corresponds to the zero-Mach-number solution. However, modes shapes computed with method II DECBC Jm are very close to the reference method I. The enthalpy and mass-flow rate jumps across the flame at x ¼ x f are well captured. The present results show that the use of the DECBC approach is able to capture mixed-modes based on coupling between entropy and acoustics, and to predict them correctly, despite the fact that the mean flow is neglected within the computational domain. 
Application to 3D Helmholtz solver
In the present paper, the DECBC methodology is introduced and validated in a 1D analytical framework. The concept is relevant to capture mean flow effects and a family of mixed, convective modes within a zero-Mach-number framework. When dealing with actual configurations, the extension of DECBC to a 3D Helmholtz solver raises several questions:
Entropy fluctuations at the flame location: In a real configuration, the flame is not a simple 1D interface and the use of Eq. (42) as a model for the entropy fluctuations is highly questionable.
Characteristic time lag: The convection time between the flame and the nozzle is mostly related to the mean flow velocity in the combustor. However, as real systems feature complex swirled turbulent flows so as to enhance the combustion, this convection time and related dissipation must be assessed carefully.
These points have been preliminary addressed by the authors (see [48, 49] ) in the case of a realistic aero-engine combustor that features a low-frequency instability relying on a mixed mode. The DECBC framework was coupled to a 3D Helmholtz solver [16] to investigate the possibility to reproduce this low frequency mode. To this purpose, two transfer functions were post-processed from LES snapshots of the configuration and used to feed the Helmholtz/DECBC solver: a first one for modelling the entropy fluctuations generated in the flame region from the knowledge of the acoustic fluctuations taken at a reference point in the fresh gas region, a second one for modelling the entropy perturbations over the flame to the downstream nozzle.
The 3D Helmholtz solver then proved able to reproduce the mixed, unstable mode that cannot be captured by solving only the Helmholtz equation, showing the potential of the present approach to address realistic combustors.
Conclusions
The present study is devoted to the modelling of mean flow effects while computing thermoacoustic eigenmodes under the zero-Mach-number assumption. It has been shown that when the computational domain is represented under the M¼ 0 assumption, a nonzero-Mach-number element can simply be taken into account by imposing a proper acoustic impedance at the boundaries so as to mimic the mean flow effects in the outer, not computed flow domain. In this respect, this paper demonstrates that the best way to define the boundary impedance is the use of energetic state variablesĴ andm. This choice introduces an acoustic energy flux mismatch at the M ¼ 0=M a0 interface proportional to the square of the Mach number, The coupling between entropy and acoustic waves at the entrance of a nozzle generates a low frequency eigenmode and a shift of higher frequency modes that does not appear when the convective effects are neglected, namely when using a Helmholtz solver. Such phenomena can be taken into account thanks to the proposed "delayed entropy coupled boundary condition" compatible with a zero-Mach-number formulation. A specific academic test case consisting in a 1D combustion chamber mounted on a compact nozzle is used to illustrate the accuracy of the method.
Although the developments detailed in this paper are illustrated by considering only quasi-1D geometries, they can be extended to 3D configurations. In this respect, these findings are expected to increase the predictive capability of Helmholtz solvers when dealing with realistic thermoacoustic systems, such as industrial gas turbines. 
