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ABSTRACT 
A new three dimensional (3-D) electron density model has been developed that can give 
a very accurate description of the real ionospheric variation; latitudinally, longitudinally 
and altitudinally. An important advantage of this model is that the electron density and 
all its spatial derivatives are continuous as required for high accuracy in a ray tracing 
program. This model was then incorporated in the Jones 3-D ray-tracing program in 
order to determine the effect of ionospheric horizontal gradient on Global Positioning 
System (GPS) ray paths. This was used to investigate the accurate mapping of slant to 
vertical in the presence of horizontal gradient. 
In differential GPS (DGPS), the effect of the ionosphere is assumed to be the same for 
two closely spaced Earth receiving stations (e. g. 10km baseline distance). However, the 
presence of ionospheric horizontal gradient, especially for receivers in the equatorial 
and polar regions and the difference in elevation angle at these two spaced receivers, 
that are observing the same satellite, do introduce some range errors. These range errors 
need to be considered when the ionospheric error is corrected in the single difference 
approach. Some mathematical expressions have been developed to show the 
significance of these errors in final DGPS user positioning by performing ray tracing 
calculations between a reference station and a user station using a simple block 
ionospheric model incorporating a linear horizontal gradient. The baseline distance 
between the stations was 10km. Then, these models have been used to show the 
improvement in DGPS positioning by taking into account the error due to the effect of 
an ionospheric horizontal gradient and the difference in the elevation angle at the 
reference and user receivers observing the same satellite. Final positioning 
improvement of about 10cm has been obtained. Additionally, methods have been 
proposed to determine the magnitude of the ionospheric gradient from real data (e. g. 
from GPS satellites). It has been found that the Rutherford Appleton Laboratory United 
Kingdom's (RAL UK's) Total Electron Content (TEC) online map (updated at every 10 
minutes) can give a gradient magnitude and direction which can be applied in DGPS 
horizontal gradient correction. This determined gradient, which is 1.6853/rad (in all 
direction), was then used in the ray tracing program (linear gradient approach) to show 
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the improvement possible in the user positioning. Further, since it has been found that 
the RAL UK's TEC map correlates very well with the vertical TEC from International 
Reference Ionosphere (IRI), the gradient was then obtained from IRI for GPS receiving 
stations in the equatorial region, such as Malaysia. 15cm of improvement in the user 
positioning was then obtained showing the importance of correcting for the effect of the 
horizontal gradient for GPS stations in the region like Malaysia. The amount of 
improvement was also investigated for different Geometrical Dilution of Precision 
(GDOP) factors to see for what satellite configurations there would be the most 
positional improvement. In addition, the component of the gradient in the satellite 
direction was approximated by using a simple mathematical relation taking account of 
the elevation angle and the azimuths of the satellite from the navigation data. Then, 
these `corrections' were applied to the carrier phase measurements of GPS observation 
data to show positional improvement at the user in DGPS using GPSurvey. The 
resolution of the ambiguity 3 minutes and 30 seconds earlier than for the case before 
corrections, shows the improvement in the user positional when the magnitude and 
direction of the gradients was taken into account. 
The dual frequency correction scheme uses the dispersive nature of the ionosphere to 
eliminate the ionospheric range error. Nevertheless, the dual frequency model cannot 
totally remove the effect of the ionosphere as it does introduce some approximations. 
For an example, it does not take into account the presence of the higher order terms in 
the phase refractive index equation's expansion (in the power of X-1). Though the 
higher order terms are about two orders of magnitude lower than the first order term at 
L-band frequencies, in applications such as geophysics and surveying which require 
millimetre level positioning accuracy, these terms need to be considered. In this work, 
these higher order terms have been obtained by using a program based on an analytical 
perturbation method (which required as input the azimuth and elevation angle of the 
satellite and an approximate electron density profile), which is much less numerically 
intensive than using the numerical ray tracing method based on the Haselgrove 
equations. Then, about 4cm of improvement in the final positioning using a dual 
frequency receiver has been shown to be possible by correcting for these higher order 
terms. 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
The United States (U. S. ) Navy was the first to employ satellite navigation in the early 
1960s'. That system was called Navy Navigation Satellite System (NNSS), or 
commonly known as TRANSIT, which was developed by Johns Hopkins Applied 
Physics Laboratory (APL). It was the first navigation system to be in operation. The 
U. S. Navy used this system to provide accurate location information to ballistic missile 
submarines. Apart from ballistic missile submarines launching, TRANSIT was also 
used as a general navigation system by the U. S. Navy as well as for hydrographic and 
geodetic surveying. 
In 1964, the Navy research laboratory Naval Centre for Space Technologies (NCST) 
created the TIMATION (TIMe/navigATION) program. Two TIMATION satellites 
were launched, one in 1967 and the other one in 1969. These satellites were carrying 
accurate quartz oscillators that were regularly updated by a master clock on the ground. 
These satellites opened the way to GPS where the location of the system user was 
determined by passive ranging from the satellites. The collaboration of TIMATION and 
U. S. Navy was called 621B, which developed the satellite ranging signal based on a 
pseudorandom code. It made way for the invention of NAVigation Satellite Timing And 
Ranging (NAVSTAR). Then, under the TIMATION program, two more satellites called 
Navigation Technology Satellite I (NTS I) and Navigation Technology Satellite II (NTS 
II) were launched in 1974 and 1977, respectively (Lasiter et al., 1977 and Easton, 
1980). These were the world's first satellites carrying atomic clocks, first a rubidium 
and then a cesium. They could be considered as the prototype to GPS satellites. The 
NAVSTAR GPS program started with the launch of the first GPS satellite in February 
1978. 
The first generation of GPS satellites, Block I, consisting of satellites with space vehicle 
numbers (SVNs) from 1 through 11, was launched from 1978 to 1988 at Vandenberg 
AFB, California using the Atlas E/F. Block I satellites, which were developed by 
Rockwell International, are referred to as the original concept validation satellites and 
reflect various stages of system development. The design life of the Block I satellites 
was 5 years, but a majority of them performed well beyond their life expectancy. 
However, this generation of satellites is no longer used (NAVCEN, 2007). 
Block II, which is the current generation of the operational satellites, was launched in an 
intensive programme from February 1989 to October 1990. This block consists of 
satellites with SVNs 13 through 21. Block II satellites were designed by Rockwell 
International to provide 14 days of operation without contact from the Control Segment 
(USNO, 2007). 
The second evolution stage of the second generation of NAVSTAR GPS satellites was 
put in orbit between November 1990 and November 1997 (Rip and Hasik, 2002). This 
is known as Block IIA. This block consists of satellites from SVNs 22 through 40. 
Rockwell International designed this block of satellites so that it can provide 180 days 
of operation without contact from the Control Segment. The design life of both blocks, 
Block II and IIA is 7.3 years. 
Then, Block IIR was designed and launched from January 1997. This block consists of 
satellites with SVNs 41 through 62. This block is designed to provide at least 14 days of 
operation without contact from the Control Segment and up to 180 days of operation 
when operating in the autonomous navigation (AUTONAV) mode. Another block of 
satellites was launched named Block IIR-M (SVN 58) commencing on 17 November 
2006 from Cape Canaveral, Florida. 
In 1993, initial operational capability (IOC) was formally declared. Nevertheless, the 
full constellation of 24 satellites (Block I and Block IUIIA satellites) was only achieved 
in 1994. Then, in 1995, the full operational capability (FOC) was declared with the 24 
Block IIIIIA satellites launched. 
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GPS satellites function at two carrier frequencies; Li at 1575.42 MHz and L2 at 1227.6 
MHz. The carriers are currently modulated with two type of codes; C/A-code and P- 
code (section 2.3.2). C/A-code is the civilian code. P-code is actually encrypted to Y- 
code by antispoofing (AS). The purpose of this AS is just to make sure that P(Y)-code 
(notation for P-code after encryption) is only available to authorized (i. e. military) 
users. Normally, LI is modulated with both codes, whereas L2 is modulated with the 
P(Y)-code only (Prasad and Ruggieri, 2005). Though an L2-Band Civil Signal (L2C) has 
been turned on for SVN 53 from 16 December 2005, the Air Force is not guaranteeing 
the availability or quality of the signal. The U. S. Air Force has cautioned users that this 
new signal is still under development and still needs to undergo a variety of test 
applications. Thus, any use of the L2C is at user's own risk (USNO, 2007). 
GPS provides two types of observation; pseudorange and carrier phase. Pseudorange 
measures the travel time of the code which is equal to the distance between the satellite 
and the receiver plus relatively small corrective terms due to receiver and satellite clock 
errors, the impact of ionosphere and troposphere to signal propagation and multipath. 
The carrier phase measurement is the difference between the phases of the receiver- 
generated carrier signal and the carrier received from a satellite at the instant of the 
measurement (Misra, 2004). The phase of the received signal at the receiver at any 
instant is related to the phase at the satellite at the time of transmission in terms of the 
transmit time of the signal. Thus, carrier phase measurement is an indirect and an 
ambiguous measurement of the signal transmits time. In other words, for the idealized 
case (case of error-free measurement with perfect and synchronized satellite and 
receiver clocks), the distance between a satellite and the receiver would be an unknown 
number of whole cycles (integer ambiguities) plus the measured fractional cycle. For 
both observables, the ionospheric effect is the same (when the higher order terms are 
not considered in the refractive index equation); except that there is a difference in the 
sign of the observation equations (equations 2.2 and 2.3). 
After the Selective Availability (SA) was officially turned off at midnight on May 1, 
2000 as per the U. S. Presidential Directive (ION Newsletter, 2000), the ionosphere 
became the greatest source of error in GPS applications. SA was an intentional 
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degradation of the GPS signal by the U. S. government. Due to this, the level of 
accuracy was limited to 100m horizontal position (95% probability) and 140m vertical 
position (95% probability) (U. S. DoT, 1993). This condition was imposed in order to 
restrict the full accuracy of the GPS system to authorized military users only. However, 
after it was switched off in the year 2000, the civilian users were able to access an 
`error-free' L1 signal. 
The ionosphere varies diurnally, latitudinally (geographic location), seasonally, 
temporally, etc. and thus, it is difficult to model. A number of ionospheric models have 
been produced such as Bent (Llewellyn and Bent, 1973), IRI (Bilitza, 2001) and 
NeQuick (Nava et al., 2007) which have been used for many years. The Klobuchar 
model (name given in honour of its developer (Klobuchar, 1996)) is another empirical 
model which can be used by GPS receivers which are limited to L, measurements 
(single frequency) to eliminate the effect of the ionosphere. The eight coefficients that 
are used in this model are broadcast from the satellites through the ephemeris, which is 
why this model sometimes referred to as the broadcast model. However, this model can 
only reduce about 50% of the rms range measurement error due to the uncompensated 
ionospheric delay (Feess and Stephens, 1987). At mid-latitude, the remaining error in 
zenith delay can typically be up to 10m during the day and much greater during 
heightened solar activity. To date, none of the ionospheric model that are not updated 
using real time data has been very successful in predicting the day-to-day variability of 
the ionosphere. 
Nevertheless, knowing that the GPS carrier frequencies are dispersed in the ionosphere, 
the dual frequency model can be used as a correction method to remove the effect of the 
ionosphere. Though it can remove almost all the extra delay due to the ionosphere, the 
method relies on some approximations that results in the correction not being complete. 
The error arises because the higher order terms in the expansion for the phase/group 
refractive index are not considered. To obtain one centimetre or better positioning 
accuracy (for applications such a geophysics, surveying etc. ), the higher order terms 
need to be taken into account. Another drawback of the dual frequency receiver usage 
is 
that most of the developing and third world countries can only afford to provide a 
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sparse network of dual frequency receivers (as reference stations) since they are very 
expensive. They prefer to use the single frequency differential method (DGPS) over 
shorter baseline lengths as it is cheaper in application and is capable of giving more 
precise final positioning. 
Relative positioning, sometimes known as differential positioning is another GPS 
augmentation method. This has been recognized as one of the best ways to obtain the 
highest positioning accuracy requirements of geodesy, surveying and other geosciences. 
Differential positioning can be implemented in three different main methods; single, 
double and triple difference respectively. By differencing, most of the common errors 
are cancelled or their impact is significantly reduced. However, the presence of 
ionospheric horizontal gradients and the difference in the elevation angle at the 
reference station and the user's receiver (that are viewing the same satellite) to obtain 
the range measurements do introduce some range error which needs to be corrected at 
the user's receiver in DGPS to obtain the highest positioning accuracy. This has been a 
major subject of the work presented in this thesis. 
1.2 Objectives 
The following research objectives have been identified as the most important aspects of 
this thesis. 
¢ To define a realistic three dimensional (latitude, longitude and altitude) electron 
density model to be used in the numerical Jones 3-D Ray Tracing program to 
determine the precise time delays and characteristics of GPS ray paths. 
¢ To show the significance of the ionospheric horizontal gradient and the 
elevation angle difference between a reference station and a user in the single 
difference method by using a simple block ionospheric model. 
To define a method for obtaining the magnitude of the ionospheric horizontal 
gradient from real observation data. Then, knowing this magnitude. to make 
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more accurate ionospheric correction to carrier phase measurements. This 
then results in better user positioning and faster resolution of ambiguities 
enabling longer baseline length using GPSurvey or other ambiguity resolution 
software. 
y To show the improvement in the final GPS positioning using the two main GPS 
correction methods; dual frequency and DGPS methods: 
(i) By using the perturbation method, the improvement in the final GPS 
positioning by using the dual frequency model before and after the 
inclusion of the higher order terms from the phase refractive index can 
be shown. 
(ii) Improvement of the user's position in DGPS by including the effect of 
ionospheric horizontal gradient and the difference in the elevation angle 
between reference station and the user location to the same satellites. 
1.3 Thesis Outline 
Chapter 1: 
In this chapter, first of all, the evolution of GPS has been addressed. Then, the 
techniques that have been and are being used to mitigate the effect of the ionosphere on 
GPS positioning have also been highlighted. In addition, two ionospheric correction 
techniques that have been used to include the effect of the higher order terms, an 
ionospheric horizontal gradient and the difference in the elevation angles between 
reference station and the user location have been discussed. Then, the main objectives 
of this research have been outlined. 
7 
Chapter 2: 
In this chapter, a detailed explanation about GPS; the system itself, the observables, the 
errors that exist in the range measurements and the correction methods for these errors 
have been presented. In addition, the applications that use such correction methods have 
also been outlined. 
Chapter 3: 
In the beginning of this chapter, the morphology of the ionosphere has been described. 
It includes the variation of the ionosphere at different altitudes due to the solar activity, 
seasonal variation, geographical location, diurnal variation etc. Then, an account 
concerning the Appleton-Lassen's ionospheric refractive index equation has been 
presented. Finally, the specific effect of ionospheric horizontal gradients on some GPS 
applications has been reviewed. 
Chapter 4: 
A new three dimensional (3-D) model has been introduced that can represent the actual 
variation of the electron density in the real ionosphere. The source of the data was taken 
from IRI. This model was then incorporated in the Jones 3-D ray tracing program to 
determine the effect of ionospheric horizontal gradients. 
Chapter 5: 
The significance of the ionospheric horizontal gradient has been shown in this chapter. 
A simple block ionospheric model has been used to construct an analytical model that 
can determine the effect of ionospheric horizontal gradients and the elevation angle 
difference between the reference station and the user (both viewing the same satellites) 
in differential GPS. Then, different methods for determining the magnitude of the 
gradient from real observation data were assessed. 
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Chapter 6: 
In this chapter, the positioning improvement that can be achieved by inclusion of the 
higher order terms in the dual frequency model is shown. Then, by using the Jones 3-D 
Ray Tracing program and the newly developed 3-D electron density model, it is shown 
that the user's position can be improved by taking into account the ionospheric 
horizontal gradient and the difference in the elevation angle between the reference 
station and the user. The magnitude of the gradient from real data have also been 
utilised to show the improvement in the user's positional accuracy in DGPS. Also, the 
importance of GDOP is shown. In addition, the GPSurvey software has also been used 
to show the user positional improvement in DGPS by correcting the effect of the 
ionospheric horizontal gradients by using the GPS observation data from IGS stations. 
Chapter 7: Conclusion and Future Work 
This chapter concludes the whole thesis by highlighting the contributions that have been 
made in this research and points out possible avenues for future research. 
9 
CHAPTER 2 
GPS AND NAVIGATION 
2.1 Introduction 
Global Navigation Satellite System (GNSS) is the standard generic term for satellite 
navigation systems that provide autonomous geospatial positioning with global 
coverage. A GNSS allows receivers to determine their location to within a few meters 
using time signals transmitted along a line of sight by radio signals from satellites. 
GNSS that provides accuracy and integrity monitoring usable for civil navigation can be 
classified to GNSS-1 and GNSS-2. GNSS-1 is the first generation system and is the 
combination of existing satellite navigation systems (GPS and GLObal NAvigation 
Satellite System, GLONASS), with Satellite Based Augmentation System (SBAS) or 
Ground Based Augmentation Systems (GBAS). In the United States, the satellite based 
component is the Wide Area Augmentation System (WAAS), in Europe it is the 
European Geostationary Navigation Overlay System (EGNOS) and in Japan it is the 
Multi-Functional Satellite Augmentation System (MSAS). Ground based augmentation 
is provided by systems like the Local Area Augmentation System (LAAS). 
GNSS-2 is the second generation system that independently provides a full civilian 
satellite navigation system, exemplified by the European GALILEO positioning system. 
These systems will provide the accuracy and integrity monitoring necessary for civil 
navigation. 
NAVSTAR GPS is an intermediate circular orbit (ICO) satellite navigation system 
which is used to determine precise locations and provide a highly accurate time 
reference almost everywhere on the Earth. It was developed by Department of Defence 
(DoD) of US government in 1973 mainly to assist soldiers and military vehicles, planes 
and ships to determine accurately their locations world wide. The first satellite was 
launched in 1978 (Parkinson and Spilker, 1996). Today the uses of GPS have extended 
to include both the commercial and scientific worlds. Commercially, GPS is used as a 
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navigation and positioning tool in airplanes, boats, cars and for many outdoor 
recreational activities such as hiking, fishing and jungle trekking. Scientific uses include 
important roles in Earth and atmosphere sciences as well as remote sensing. 
Currently GPS is the only fully functional GNSS system which consists of at least 28 
satellites. It is in the form of a constellation of satellites orbiting around the Earth. This 
constellation has 6 Earth centred orbital planes with 4 satellites in each of the planes. 
The orbits are nearly circular and equally spaced about the equator at a 60° separation 
with an inclination relative to the equator of nominally 55°. These satellites orbit the 
Earth at an altitude of approximately 20,200 km providing users with accurate 
information on position, velocity and time anywhere in the world and in all weather 
conditions, 24 hour per day. The satellites orbit the Earth in approximately 11 hours and 
58 min, half of a sidereal day. 
A GPS receiver calculates its position by measuring the distance between 
itself and four 
or more GPS satellites. Measuring the time delay between transmission and reception of 
Figure 2.1: GPS Constellation Birdcage (NLSA, 2005) 
each GPS radio signal gives the distance to each satellite, since the signal is assumed to 
travel at a velocity of 3x108 m/s. The signals also carry information about the satellite's 
location. By determining the position of, and distance to, at least four satellites, the 
receiver can compute its position using trilateration. Though three satellites are enough 
to determine the Earth Centre Earth Fixed (ECEF) co-ordinates (section 2.5) of the 
receiver, additional range measurement from another satellite is needed to correct the 
receiver's clock error in order to obtain the actual position of the receiver. 
Conventionally, the receiver could track range measurements from only four satellites. 
Current GPS receivers can track range measurements from more than four satellites at a 
time (i. e. ten to eleven satellites) in order to obtain better positioning. 
The receiver identifies each satellite's signal by its distinct Coarse Acquisition (C/A) or 
Precision (P) code pattern. At the same time, the receiver also produces its own identical 
C/A or P code sequence to that being transmitted by the satellite. By lining up these two 
sequences, the receiver can measure the delay and calculate the uncorrected distance to 
the satellite, called the pseudorange. 
The navigation message from the satellite consists of the orbital position of the satellite 
which can be used to calculate the satellite's precise position. By knowing the position 
and the distance of the satellite, we can know that the receiver is located somewhere on 
the surface of an imaginary sphere centered on that satellite and whose radius is the 
distance to it. When at least four satellites are measured simultaneously, the intersection 
of the four imaginary spheres reveals the location of the receiver. However, the surfaces 
of these spheres will overlap slightly instead of meeting at a single point. Hence, the 
receiver will determine a most-probable position (e. g. by using a least square 
minimization or by Kalman filtering). 
As of 2007, GPS is the only fully operational GNSS. The Russian GLONASS is in the 
process of being restored to full operation. It has been used as a backup by some 
commercial GPS receivers (Parkinson and Spilker, 1996). The European Union's 
Galileo positioning system is a next generation GNSS in the initial deployment phase, 
scheduled to be fully operational by 2012 (Galileo, 2004). By combining the signals 
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from about 30 Galileo and 28 GPS satellites, positioning accuracy of a Galileo and GPS 
enabled civilian receiver could be improved, particularly in high rise areas where the 
path to a number of satellites is blocked. 
2.2 GPS System Segments 
GPS works by depending on three main segments. They are the Space Segment, Control 
Segment and User Segment. 
2.2.1 Space Segment 
The space segment comprises the satellites and the transmitted signals. There are up to 
28 satellites, with the exact number of satellites varying as older satellites are retired and 
replaced. This segment which is located at the altitude of about 20,200km 
from the 
Earth station receives and stores data which is obtained from the Control Segment 
Figure 2.2: The three GPS segments (Fuller, 2000) 
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stations. It also maintains accurate time by means of several onboard atomic frequency 
standards. As its main task, the space segment transmits information and signals to users 
on one or both L-band frequencies. It also provides a stable platform and orbit for the L- 
band transmitters. 
2.2.2 Control Segment 
The Control Segment can be said to be the heart of the GPS communications system. It 
maintains the operation of GPS on the Earth as well as on the satellites. The Control 
Segment can further divided into three main parts known as Master Control Station 
(MCS), Monitor Stations and the Ground Antennas. 
The MCS is located at the Schriever (formerly named Falcon) Air Force Base near 
Colorado Springs, Colorado. This station operates the system and provides command 
and control functions. Some of its functions are to monitor satellite orbits, to monitor 
and maintain satellite health, to maintain GPS time, to update satellite navigation 
messages etc. The Monitor Stations, which are spread around the globe in longitude, are 
located at Hawaii and Kwajalein in the Pacific Ocean, Diego Garcia in the Indian 
Ocean, Ascension Island in the Atlantic Ocean and Colorado Springs, Colorado. Each of 
the monitor stations checks the exact altitude, position, velocity and overall health or the 
ephemeris of the orbiting satellites. The MCS uses measurements collected by the 
Monitor Stations to predict the behavior of each satellite's orbit and clock. The predicted 
data will be transmitted to the satellites for transmission back to the users. The control 
segment also ensures that the GPS satellite's orbit and clock remain within acceptable 
limits. A monitor station can track up to 11 satellites at a time. This "check-up" is 
performed twice a day, by each station, as the satellites complete their journeys around 
the earth (Norman and Cannon, 1999). The Ground Antenna receives, monitors and 
transmits correction information to individual satellites. 
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2.2.3 User Segment 
The user segment consists of GPS receivers that can be hand carried or installed on 
aircraft, tanks, ships, submarines, trucks and cars. The GPS receiver detects, decodes 
and processes signals from the GPS satellite. At an epoch (at that particular time) of 
observation, each receiver must lock onto the signals from at least four of the GPS 
satellites to give a full three-dimensional position. Since it is a passive communication 
(receivers only receive signal from GPS satellite), GPS can serve an unlimited number 
of users at a time. 
2.3 GPS Signals 
There are three main categories of GPS signals. They are carrier signals, code signals 
and navigational message which are being explained below. 
2.3.1 Carrier Signals 
There are two main GPS carrier signals that are currently being used. They are 
addressed as L1,1575.42 MHz, the highest carrier frequency and L2,1227.6 MHz, the 
lowest carrier frequency in GPS. Each of these frequencies is a coherently selected 
multiple of a 10.23 MHz master clock. In particular, these carrier frequencies are the 
following; 
LI = 1575.42 MHz = 154 x 10.23 MHz 
(2.1) 
L2 = 1227.6 MHz = 120 x 10.23 MHz 
The frequency separation between L1 and L2 is 347.82 MHz (28.3 %). This makes it 
sufficient to permit accurate dual-frequency estimation of the ionospheric group delay. 
Now, it is also known that there is to be an additional frequency called L5 
(1176.45MHz) (Han S. and Rizos C., 1999). This new carrier signal will be 
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implemented in GPS beginning with the first Block IT satellite schedule for launch in 
2008. It is believed that this new carrier signal will significantly improve the robustness 
and reliability of GPS for civilian users. 
2.3.2 Code Signals 
There are two main code signals; C/A-code or Coarse Acquisition code with a chipping 
rate of 1.023Mbps and P-code or Precision code with a chipping rate of 10.23Mbps. The 
period of the C/A-code is ims whereas the period of the P-code is 38 weeks (266 days). 
The C/A-code is also known as the `civilian code'. The P-code is encrypted with the 
antispoofing (AS) mode, which is later known as P(Y)-code (section 1.1). The C/A-code 
broadcasts only on the L1 carrier whereas the P(Y)-code broadcasts on both L, and L2 
camers. 
2.3.3 Navigation Message 
GPS satellites broadcast different types of data in the primary navigation signal. The 
first is the almanac, which sends coarse time information together with status 
information (e. g. health status) about the satellites. The second is the ephemeris, which 
contains orbital information that allows the receiver to calculate the position of the 
satellites. The data rate of this navigation message is 50 bps. 
2.4 GPS Time 
GPS satellites use very accurate and stable caesium atomic clocks. However, GPS time 
is not synchronized to the Universal Coordinated Time (UTC). It does not contain leap 
seconds or other corrections in order to synchronize with UTC. MCS (section 2.2.2) is 
used to monitor and maintain this clock correction which is periodically added to UTC 
in order to synchronize with GPS system time. MCS will create clock correction 
parameters for transmission to the satellites through the navigation data that is received 
by the control stations. Then, this navigation data will be retransmitted to GPS users 
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which will determine the precise magnitude of clock offsets from UTC. As of 1 S` 
January 2006, GPS time is ahead of UTC by 14 seconds (USNO, 2007). 
2.5 GPS Coordinates 
Normally, the World Geodetic System 1984 (WGS 84) will be used to compute the GPS 
satellite orbits. WGS defines a reference frame for the Earth, for use in geodesy and 
navigation, base on the geocentric Cartesian x, y and z coordinates. These Cartesian 
coordinates, which are known as ECEF, are in metre units. The users will compute their 
location in this coordinate system before transforming them to the geodetic coordinates 
(latitude, longitude and altitude). 
2.6 GPS Observables 
Two GPS observables or measurements are being used to obtain the position of a GPS 
receiver. They are pseudorange (group delay) and carrier phase advance. 
Conventionally, GPS positioning was solved by using only pseudorange measurements. 
However, the positioning error was very high due to the high receiver noise and 
multipath error which is at the metre level. Then, it was found that carrier phase 
measurement could give more accurate positioning compared to group delay 
measurement. The receiver noise and multipath in this observation is two orders less 
than in the pseudorange measurements; down to cm or mm (Braasch, 1996). This could 
be because the absence of windup-type correction made the measured pseudorange 
`would not change' at the receiver because the distant is always constant (Leick, 2004). 
However, for carrier phase measurement, the addition of windup-type correction made 
the measured phase `would change' due to the rotation of the antenna (receiver). Due to 
this, the carrier phase measurement is less affected with noise and multipath error than 
the pseudorange measurement (atleast two orders less than pseudorange measurement). 
However, carrier phase measurement has another error source; integer ambiguity which 
does not occur in pseudorange measurement. This integer is the unknown number of 
cycle in the carrier measurement from the satellite to the receiver. Normally, a number 
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of observations (i. e. 20 epochs) will be taken in order to resolve the integer ambiguity 
for the carrier phase measurements. Sometimes, both observables will be used to `help 
each other' (i. e. phase smoothed code differential delay) to obtain very accurate and 
precise positioning in GPS. 
Pseudorange is the distance between the satellite (transmitter) and receiver's antenna 
phase centre, implied by the epoch of transmission and reception of the codes. The 
transmission or the travel time of the code is measured by correlating identical PRN 
codes generated by the satellite with those generated internally by the receiver (Leick, 
2004). However, the code generated internally by the receiver is based on the receiver's 
own clock and the code from the satellite is generated by the satellite's clock. It is 
termed pseudorange due to the difference in the timing at the receiver and the satellite. 
The mathematical expression for the pseudorange, F, which is measured at the receiver, 
in unit length, is given as; 
Pr's =C(tr-ts)=Nr+C(1 tr-(Jts 
) 
+1Pr+lrs+mpp+Ep (2.2) 
where 
c Velocity of the light in vacuum, 3x108 ms-' . 
tr Time of reception of the signal measured by receiver's clock. 
is Time of transmission of the signal measured by satellite's clock. 
,0 
Free space straight line (LOS) between satellite, s and receiver, r 
which is computed from the ECEF satellite and receiver coordinates. 
Throughout this, the s superscript identifies the satellite and subscript r 
the receiver. 
ötr, btr Clock error at receiver and satellite due to time difference at both satellite 
and receiver. 
'r Ionospheric code delay between satellite and receiver which will 
be always positive in magnitude. 
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TS Tropospheric code delay between satellite and receiver which is not 
frequency dependent. 
mpp Pseudorange multipath delay which depends on the direction of the 
signal from the satellite. 
EP Other pseudorange measurement noise, which could be up to 30m for 
P(Y) code and larger for the C/A code (Leick, 2004) 
The carrier phase measurement is equal to the difference between the phase that was 
transmitted by the satellite and the phase that is generated internally by the receiver 
when phase locked to the received signal. There is, however, a phase ambiguity as the 
exact number of integer wavelengths is not known from a single carrier phase 
measurement. 
The mathematical representation for the phase advance measurement, Apr which is 
measured at the receiver, as an equivalent distance of propagation, is defined as; 
(P =P; +c(St, -8ts)-Iv, +lS+ÄN; +mpv+Ep (2.3) 
where 
is Ionospheric carrier phase advance between satellite and receiver which 
will be always negative in sign. 
N, Integer ambiguity between the satellite and receiver without cycle slip. 
mp4, Carrier phase multipath delay which depends on the direction of the 
signal from the satellite, in cm or millimetre. 
Wavelength of the operational frequency in metres. 
EIP Other phase measurement noise (< 0.01 cycles for L1). 
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Though opposite in sign, the magnitude of the ionospheric delay for pseudorange is 
equal to the carrier phase advance when the higher order terms from the ionospheric 
refractive index (equation 3.5) are ignored. 
Without ionospheric, tropospheric, multipath, clock error and other biases, both 
pseudorange and phase measurement would be equal to the geometric distance between 
the satellite and the receiver if the medium of the propagation was vacuum (refractive 
index, n=1.0). In order to obtain an accurate positioning of a receiver, all these errors 
have to be eliminated from the range measurement from the respective observables. 
2.7 Errors in GPS Measurements 
GPS positioning can be divided into two; point positioning and relative positioning. 
Both methods have their own way of eliminating the errors in both pseudorange and 
carrier phase advance measurement to obtain the position of the receiver. 
2.7.1 Point Positioning 
Point positioning takes place when four or more GPS satellites are observed by one GPS 
receiver station (normally single frequency receiver) to resolve its' position in ECEF 
coordinates. Though only three parameters (x, y and z co-ordinates of the receiver) need 
to be determined, we need ephemeris data from at least another satellite in order to 
resolve the clock offset and to obtain accurate positioning of the receiver. Other than 
that, in order to obtain a better position of the receiver, a favourable geometry of the 
satellites position is also required. To be optimum, one of the satellites should 
be 
overhead of the receiver and the others (at least three) should be evenly separated along 
the horizon. Dilution of Precision (DOP) is the parameter that is used to define the 
`goodness' of the satellites' locations. To get good satellite location geometry, the 
GDOP should be 6 or less (Appendix C-1). More details concerning GDOP are given 
in 
section 6.2.4.1. 
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For point positioning, all the errors have to be resolved in order to get an accurate 
location which is different to relative or differential positioning. As an example. the 
Klobuchar model can be used to approximate the correction for the error due to the 
ionosphere which is not required for the relative positioning. The major error sources 
and methods of mitigating them in GPS point positioning are addressed in the following 
sections, 2.7.1.1 to 2.7.1.8. 
2.7.1.1 Ionospheric Delay 
Due to its nature which is dispersive to GPS carrier frequencies, the ionosphere 
introduces considerable error (as high as 5m) to GPS positioning. This error can become 
very large for transionospheric propagation at lower elevation angles (-7.5' - 15°) and in 
the equatorial region where the electron density is greatest. 
Since variation of the ionosphere depends on time, seasonal, geographic location, sun 
spot number, geomagnetic storm (inhomogeneous) etc., it is very hard to define the 
magnitude of the ionospheric error at one particular time and receiver location. Usage of 
the Klobuchar model for a single frequency receiver, which uses 8 parameters from the 
ephemeris data, can only eliminate about 50% of the first order ionospheric error. 
Though use of a dual frequency receiver could enable elimination of this error by using 
the dual frequency model, the Residual Range Error (RRE) (section 4.8) still exists due 
to the neglect of the higher order terms from the ionospheric refractive index equation 
(Brunner and Gu, 1991, Bassin and Hajj, 1993, and loannides, 2002). Hence, researches 
are still being carried out to mitigate and eliminate ionospheric error further from GPS 
observables. A detailed explanation concerning the ionosphere and its effect on GPS 
positioning will be given in Chapter 3. 
2.7.1.2 Clock Error 
As was explained in section 2.4 above, the caesium clock of the GPS satellite is not 
synchronized with UTC. Although MCS retransmits the corrected ephemeris data to the 
satellite for it to be transmitted again to the receiver, it still has an unaccounted clock 
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error. The receiver's clock is also not synchronized with GPS time. 1 ns of clock error 
could produce an error in positioning of up to 0.3m. However, current high tech GPS 
receiver should be able to compensate this error (Misra, 2003). 
2.7.1.3 Orbital Error 
This error is directly linked with the Earth's rotation rate, Ste and results due to the 
mismatch between the rotation of the GPS satellite on its orbit and the rotation of the 
Earth. Since it takes about 70-90 ms of time for the GPS signal to reach the Earth station 
(Leick, 2004), this can result in a rotation of about 7x10-6 radians. Though this rotation 
angle may appear small, it can introduce an error of 10 - 20m in range computation 
(Misra, 2003). 
2.7.1.4 Tropospheric Delay 
The troposphere is the lowest region in the Earth's atmosphere which extends from the 
surface of the Earth to a height of about 18km at the Equator and about 6km at the North 
and South Poles of the Earth. All the weather phenomena take place in this layer. When 
the GPS signals propagate through the troposphere, they suffer the effects of 
tropospheric attenuation. Being a non-dispersive medium at GPS frequencies, the 
tropospheric error cannot be eliminated by using the dual frequency receiver as for the 
ionosphere. In terms of the magnitude of delay errors, the tropospheric error can be 
divided into two components, dry and wet. Though the dry component contributes 80- 
90% of the delay, it can be modeled with an accuracy of less than 1% of overall 
troposphere error. The wet part, which contributes only 10-20% of the delay, is more 
unpredictable and more difficult to model (Fotopoulos, 2000). However, this 
tropospheric error can be reduced by using some models such as the Hopfield model 
(Hopfield, 1969), the Saastamoinen model (Saastamoinen, 1972) and the modified 
Hopfield model (Goad and Goodman, 1974) in order to obtain a more accurate range 
and better positioning. 
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2.7.1.5 Multipath 
Multipath is the error that occurs due to the arrival of the GPS signal to the receiver 
antenna via two or more paths due to reflections from structures in the vicinity of the 
antenna and/or from the ground. The range measurement error due to multipath depends 
upon the strength of the reflected signal and the delay between the direct and reflected 
signals. The effect is greater for pseudorange measurement (in metres) than for phase 
measurement (in cm or mm). Multipath is a real problem in urban rather than rural 
areas, especially for navigation application. The effect of multipath can be reduced in 
antenna design process by lowering the contribution of some types of reflections. Other 
than that, the effect can also be reduced in the signal processing step in a GPS receiver. 
Some GPS receiver manufactures have developed and implemented appropriate 
techniques in order to mitigate this error. 
2.7.1.6 Random Measurement Noise 
The code delay and carrier phase measurements are affected by receiver noise, termed 
random measurement noise. This noise is unrelated to the signal. The noise is introduced 
by the antenna, amplifiers, cables and the receiver itself. Other than that, the interference 
from other GPS signals is also included in this random measurement noise. Though this 
error does contribute a small amount of error in the overall positioning, current GPS 
receiver technology has been upgraded to eliminate this error. 
2.7.1.7 Cycle Slip in Carrier Phase Observable 
Cycle slip is a sudden jump in the carrier phase observable by an integer number of 
cycles due to loss of lock of the phase lock loop at the receiver though the fractional part 
of the phase is measured continuously. This measured phase discontinuity, may be 
limited to just one cycle or could be millions of cycles. This discontinuity has to be 
estimated and resolved quickly and reliably in order to obtain accurate phase advance 
measurements, especially in navigation applications, which require real time 
positioning. By contrast, cycle slip is not a problem in pseudorange measurement. 
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However, modem receivers have more sophisticated implementations of the phase lock 
loop, resulting in fewer instances of cycle slips (Misra, 2003). 
2.7.1.8 Satellite Code Offsets 
Differential code bias (DCB) is the offset that will occur between the pseudorange 
measurements at L1 and L2. Symbolized as TG,, this offset is a purposeful delay to allow 
dual-frequency receivers to eliminate the ionospheric error on code delay observations. 
It is available in the GPS navigation data. This offset has to be added as an additional 
clock correction for code delay observations. Other than that, there is also bias between 
C/A and P code pseudoranges. This bias also has to be taken into account as it can reach 
several nanoseconds (1 ns = 0.3m positioning error), if more accurate and precise 
positioning is needed. 
2.7.2 Techniques to Mitigate Errors in GPS Positioning 
Some of the errors that have been mentioned above (i. e. ionospheric error) are presumed 
to be highly correlated for closely spaced paths from the satellite to two receivers 
separated by a short baseline length on the Earth. Thus, these errors can be mitigated by 
using relative positioning or differential GPS (DGPS) rather than point positioning, 
which utilize at least two Earth stations (one reference and one user) and a number of 
GPS satellites (minimum four satellites for an accurate positioning). Currently, these are 
the most widely used ionosphere mitigation techniques in GPS positioning. However, 
due to the presence of ionospheric horizontal gradients, the effect of the ionosphere for 
two closely spaced paths may not be the same (section 3.6). 
The user's receiver, which is either static or kinematic, is located at about tens of 
kilometers of radius (generally not more than 100km for short baseline distances) 
from 
the surveyed reference station (known location). For two stations that are separated 
by a 
baseline length of about 100km on the Earth, the angular separation of the rays at the 
satellite that propagate to these stations will be about 0.3° (Misra, 2003). Due to the 
great difference in altitude between satellite (transmitter) and the Earth station 
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(receiver), the horizontal distance between two closely propagating rays at their 
Ionospheric Pierce Points (IPPs) (section 3.6.1.2), is very nearly equal to the baseline 
distance between the reference station and the user's receiver along the surface of the 
Earth because the IPPs are much lower to the Earth (-'350km) than the satellite (- 20 
200 km). 
As was mentioned above, both reference station and the user's receiver will be 
observing the same set of satellites and since they are close by, they will have the same 
common positioning errors. However, there is a slight difference in the methods that are 
used by both relative and differential positioning. 
2.7.2.1 Relative Positioning 
In relative positioning, the reference station broadcasts its time-tagged measurements of 
pseudoranges to the user. The user would then form differences of its own 
measurements with those at the reference station satellite by satellite, and estimate its 
position relative to the reference station. Differencing time-matched measurements from 
a satellite at the reference station and the user, results in cancellation of the common 
errors (satellite clock, ephemeris, ionosphere and troposphere). However, receiver noise 
(including receiver clock error) and multipath cannot be eliminated in relative 
positioning. But, since it is known that the receiver noise and multipath are much 
lower 
in carrier phase measurements than in the code delay measurements (section 2.6), the 
pseudorange measurements can be smoothed by the corresponding carrier phase 
measurements. This `smoothing' results in the multipath and measurement error 
from 
the pseudorange observations and the ambiguity from the carrier phase measurements 
being reduced in order to obtain the better location of the user's receiver. 
Applications 
like formation flying use this positioning method (Misra, 2003). 
2.7.2.2 Differential GPS 
In DGPS positioning, the pseudorange error (the difference between the geometric range 
and measured pseudorange) will be calculated for each satellite at a surveyed 
GPS 
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reference station. Then, this error will be broadcasted to the user on a radio link as 
differential corrections, especially for real-time users (navigation). The Radio Technical 
Commission for Maritime Services (RTCM) has developed a standard format for data 
communication (RTCM SC-104,1994). RTCM has defined data messages and an 
interface between the data link receiver and the DGPS receiver. For an example, the US 
Coast Guard's Maritime DGPS system broadcasts differential corrections in the RTCM 
SC-104 format from marine radio beacons at a modest rate of 100-200 bps. 
If the distance between those two receivers is not `too large' (spatial) and the corrections 
from the reference station is `not old' (temporal), it is assumed that the ionospheric, 
tropospheric, satellite clock and the ephemeris errors are the same at both the reference 
station and the user. In other words, the errors exhibit high temporal and spatial 
correlations. Since the correlations are presumed high, after applying the differential 
correction to each pseudorange, it should be possible to determine an accurate user 
location. 
Table 2.1 below shows the common errors in GPS measurement and how much 
improvement can be accomplished by using DGPS rather than conventional point 
positioning (single or dual frequency receiver). 
26 
Table 2.1: Summary of the errors in GPS measurements. DGPS estimates based on the 
baseline distance between the reference station and user which are tens of 
kilometers and the signal latency which are tens of seconds (Misra, 2003) 
Source Potential Error Size Error Mitigation and 
Residual Error 
Satellite clock model Clock modeling error : 
DGPS : O. Om 2m (rms) 
Satellite ephemeris Component of the ephemeris 
prediction prediction error along the LOS DGPS : 0.1m 
: 2m (rms) 
Ionospheric delay Effect upon the code and the Single-frequency 
carrier is equal and opposite: receiver using broadcast 
The code is delayed while the model : 1- 5m 
carrier is advanced by the 
same amount. 
Delay in zenith direction Dual-frequency receiver 
2-l Om, depending upon (compensates for the 
user latitude, time of day and ionospheric delay but 
solar activity. magnifies noise): 
lm (rms) 
Delay for a satellite at DGPS : 0.2m (rms) 
elevation angle E= zenith 
angle (in radians) times 
obliquity factor (E) 
Obliquity factor: 1 at zenith; 
1.8 at 30° elevation angle and 3 
at5°. 
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Tropospheric delay Code and carrier are both Models based on 
delayed by the same amount. average meteorological 
conditions: 0.1 -1m 
Delay in zenith direction at sea 
level 2.3 - 2.5m; lower at 
higher altitudes. 
Delay for satellite at elevation 
angle E= zenith delay (in 
radians) times obliquity factor 
(E) 
Obliquity factor: 1 at zenith; 2 DGPS: 0.2m (rms) plus 
at 30° elevation angle; 4 at 15°; altitude effect. 
and 10 at5°. 
Multipath In a `clean' environment: Uncorrelated between 
antennas. 
Code : 0.5 - Im Mitigation through 
Carrier : 0.5 -l cm antenna design and 
siting, receiver design, 
and carri er-smoothing of 
code measurement. 
Receiver noise Code : 0.25 - 0.5 m (rms) Uncorrelated between 
Carrier phase : 1-2 mm (rms) receivers. 
Mitigation through 
receiver design. 
As shown in the table above and as was mentioned before, the clock bias and multipath 
effects at the reference receiver are not the same as at the user. The reference station 
would attempt to limit those errors before broadcasting the differential correction to the 
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user. Then, the user station will use its own method to eliminate its clock bias and 
multipath error. 
Nevertheless, the effect of the ionosphere will generally be different for both the 
reference station and the user due to the baseline distance between these two locations. 
As short as 10km of baseline distance could result in an appreciable difference in the 
total electron content (TEC) along the trajectory of the paths from a satellite to these two 
locations. This would be particularly true for equatorial or polar regions (especially at 
early morning, noon and after sunset) as at times of strong geomagnetic storms. The 
problem occurs due to the horizontal variation of the ionosphere between the reference 
station and the user. It is described in detail in the following chapter. Due to this, DGPS 
is not able to correct accurately for the actual ionospheric error which can then leads to 
inaccuracy in obtaining the position of the user. Even, the tropospheric error for two 
spaced receivers (by tens of kilometers) might not be the same for both receivers due to 
possible different weather conditions. However, by applying the relevant correction 
model (section 2.7.1.4), the tropospheric error can be corrected. 
The principle of DGPS can be applied in the same way for both code range and carrier 
phase measurements. 
2.8 DGPS Applications 
LAAS is one of the applications that is based on DGPS measurements, simply termed as 
LADGPS. The Federal Aviation Administration (FAA) proposed this architecture 
which is an all weather aircraft landing system based on real-time differential correction 
of the GPS signal. The reference station will send data to a central station at the airport. 
Then, this data will be corrected to be transmitted to the aircraft (user) on a VHF 
data 
link. The rate of this data transmission is about 2kbps. A receiver on the aircraft will use 
this corrected data to obtain the required information for precise and accurate 
landing. 
However, one of the disadvantage of LAAS is it can only cover a small area of about 
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to 50 km radius surrounding a single airport. Another main drawback will 
be the 
likelihood of failure in obtaining sufficiently a good GPS signal. This could 
be due to 
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weather conditions, solar activity or unintentional jamming of the GPS signal. Other 
than that, the presence of an ionospheric horizontal gradient can also cause inaccuracy 
in the ionospheric correction in LADGPS positioning. This could create a real problem 
in real-time aircraft landing if there is no backup method for landing. More information 
on LAAS and its requirement in civil aviation can be found in Enge (1999). In the next 
chapter, the effect of ionospheric horizontal gradients on the LAAS application and the 
methods of mitigating it will be explained in detail (section 3.6.1.1). 
The WAAS is an `extension' of LAAS to a wider region of application which provides 
additional accuracy and integrity in the user's position estimation. A set of dual- 
frequency reference receivers (about 25) is distributed over the Conterminous United 
States (CONUS). The measurements from all these stations are processed at the WAAS 
Master Station to eliminate errors such as satellite clock, ephemeris and ionosphere and 
to estimate the differential corrections and error bounds. These corrections will be 
transmitted to the geostationary satellites to retransmit them again to the WAAS 
enabled reference receivers. Then, by using the DGPS technique, WAAS enabled 
reference stations will transfer these corrections to the user in a terrestrial radio link. 
The WAAS-enabled receiver will be able to apply these corrections to obtain its 
position with higher accuracy (Prasad and Ruggieri, 2005). 
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Figure 2.3: Concept of WAAS (GPS Laboratory, Stanford University, 
2004) 
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European countries and Japan have introduced such WAAS-like GPS augmentations 
systems over their respective region. EGNOS or European Geostationary Navigation 
Overlay System is the European GPS augmentation system and Multifunction 
Transportation Satellite (MTSAT)-based Satellite Augmentation System (MSAS) is the 
Japanese augmentation system. Both use the same DGPS concept as WAAS. Figure 2.4 
below shows the coverage area of those three systems. 
Figure 2.4: Availability of the three satellite based DGPS systems (EGNOS and 
WAAS, 2007) 
The International Civil Aviation Organization (ICAO) introduced a generic name for 
such augmentations, viz. Satellite Based Augmentation System (SBAS). Negotiations 
are proceeding so that all WAAS, EGNOS and MSAS will be combined in operation to 
work towards a global coverage of SBAS. 
2.9 Conclusion 
Although the application of DGPS in GPS augmentations look very much promising, 
positioning error does still exist, especially in the equatorial region or at time of strong 
geomagnetic storms, which cause severe ionospheric effects. In the following chapter, a 
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detailed account concerning the ionosphere including horizontal gradients in it and their 
effect on GPS positioning will be given. 
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CHAPTER 3 
IONOSPHERE AND GPS 
3.1 Introduction 
The Earth's atmosphere is a thin layer of gases that surrounds the Earth. It composed of 
78% of nitrogen, 21% of oxygen and 1% of other gases such as argon and carbon 
dioxide. This thin gaseous layer insulates the Earth from extreme temperatures; keeps 
heat inside the atmosphere and also blocks the Earth from the sun's incoming ultraviolet 
radiation. The Earth's atmosphere consists of a few layers as can be seen in Figure 3.1 
below. 
(Atmospheric Chemistry and Dynamics, 2003) 
The ionosphere, which is found from the altitude of about 60km to about 
700km 
(Bilitza, 2001), contains up to four layers of free electrons which can enable 
long- 
distance radio communication. 
Figure 3.1: Layers of the Earth's atmosphere from the surface of the Earth 
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The GPS signals that are propagating through the atmosphere are affected by varying 
conditions at different altitudes (height from the surface of Earth), geographical 
location, diurnal changes, seasonal changes and also due to the changes in the sun's 
solar activity. Lack of uniformity in the Earth's atmosphere such as ionospheric 
horizontal gradients effect the GPS signals that are traveling through the atmosphere. 
More explanation about all the effects above will be explained in detail in subsequent 
sections. 
3.2 Ionosphere 
The ionosphere is a spherically stratified layer of ionization which exists from the 
height of about 60km; which is not known as the base of the ionosphere (although it 
could be considered as it is), to the height of about 700km. However, the International 
Reference Ionosphere (IRI) has defined that the top of the ionosphere can be considered 
to extend up to 2000km above the surface of the Earth. Although there is no clear 
definition for the upper limit of the ionosphere, nevertheless, as altitude increases, the 
electron density decreases. 
The ionosphere is formed after the neutral atoms in the Earth's atmosphere are 
photoionised by extreme ultraviolet (EUV) light from the sun (Davies, 1990). The 
neutral atom loses an electron and, thereby, becomes a positive ion. 
The rate at which ionization occurs depends on the density of atoms in the atmosphere 
and the intensity of the EUV, which varies with the activity of the sun. The density of 
the ionized layer depends on the elevation angle of the sun, known as the solar zenith 
angle. Since the solar zenith angle changes continuously, the height and thickness of the 
ionized layers vary depending on the time of the day and season of the year. Due to this 
reason, the approximation that IPP is fixed at 350km everywhere is not correct (section 
3.6.1.2). The ionosphere is separated into three main layers which will be explained in 
detail in section 3.2.1 below. 
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Recombination is the reverse of photoionization (McNamara, 1994). The negatively 
charged electrons and positively charged ions combine again to produce neutral atoms. 
During late afternoon and early evening hours, the rate of recombination exceeds the 
rate of ionization. Due to this, the density of the ionized layers normally begins to 
decrease in the D, E and F1 layers at this time. However, the F2 layer behaves 
differently. The electron density in the F2 layer reaches its lowest value just before 
dawn. Then, once the sun rises, photoionization takes place which causes the content of 
electron density to increase again in the F2 layer. That is the reason the ionosphere can 
still be used at night time for HF or ionospheric reflected radio wave propagation. Other 
than recombination, the protonosphere also plays a role here. Davies (1990) states that 
the protonosphere acts like a reservoir as there is no plasma production in the 
protonosphere. It takes plasma from the ionosphere by day, stores it in a loss-free 
environment and returns it to the ionosphere at night, which helps to maintain the 
nighttime F layer. Detail explanation on protonosphere can be found in section 3.2.1.4. 
3.2.1 Morphology of the Ionosphere 
The ionosphere, which is a weakly ionized plasma or gas that can affect propagation of 
radio wave, composed of D, E and F layers, named in the order of increasing height. 
Figure 3.2 shows the designated D, E and F (F1 and F2) layers showing the Earth viewed 
from above the north geographic pole. 
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Figure 3.2: Ionospheric layers as a function of height above 
the Earth's surface and local time (Antenna and Radio Wave Propagation, 2007) 
During day time, the radiation of the sun is high on the local atmosphere. At this time, 
all the layers will exist. At nighttime or when there is no radiation, the ions and 
electrons will recombine (recombination process). Only the F2 layer will be seen since 
the other three layers (D, E and F1) almost completely disappear due to the 
recombination process. This layer will then be named simply as the F layer. Further 
explanations of these layers are given below. 
3.2.1.1 D Layer 
This layer is located at altitudes from about 60km to 90km above the surface of the 
Earth and is the lowest layer of the ionosphere. For radio wave propagation, this layer 
can absorb and attenuate the energy of the wave at MF, HF and VHF while reflecting 
LF and VLF signals. This layer is only present during the hours that the sun is locally 
incident on the ionosphere at D region heights. After sunset, the rapid recombination of 
ions will results in the D layer disappearing. This is the main reason the D layer has 
little effect on the high frequency radio wave propagation at nighttime. 
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3.2.1.2 E Layer 
The E layer of the ionosphere is located from a height of about 90km to 130km above 
the surface of the Earth. The content of electron density is higher at lower latitudes and 
it is also greater during the day time compared to night time where it almost disappears. 
Sporadic E or designated as Es is another layer that can exist in this region of altitude 
from about 90 to 120km or more (Smith and Matsushita, 1962). Unlike the normal E 
layer critical frequency, the ES critical frequency is highly variable in time and space. 
Sometimes, it can vary from less than 2 MHz to more than 30 MHz at a location 
(Matsushita and Smith, 1975). In general, Es is more prevalent in local summer than 
winter and by day rather than by night. Close to the dip equator, ES is essentially a 
daytime phenomenon with little seasonal variation. In contrast, near the auroral zone, E, 
is more prevalent during night. The critical frequency of the ES layer in this region can 
be as high as 7MHz (Davies, 1990). 
3.2.1.3 F Layer 
This is the most important layer of the ionosphere for HF and transionospheric radio 
wave propagation. It has been seen to exist from an altitude of about 130km to 400km 
and sometimes up to 500km. During the daytime, the F layer will split into two layers; 
termed as the F1 and F2 layers. The F1 layer is in the altitude range of 130 to 210km 
whereas the F2 layer is from 210 to 400km; sometimes up to 500km as mentioned 
above. It also has been found that, at midlatitudes, the F2 layer has a higher electron 
concentration during day time in winter than in summer. This unexpected behaviour in 
the F2 layer is called the mid-latitude seasonal anomaly. Due to their larger electron 
density, the F2 layer, and to some extent the F1 layer, are the major source of 
ionospheric induced error for range finding and positioning at GPS frequencies. 
3.2.1.4 Topside Ionosphere 
The protonosphere is the region above the F2 layer. It is a region of ionized hydrogen, 
with a lesser contribution from helium gas mainly at lower heights (Klobuchar, 1996). 
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This low density region extends out to approximately the orbital height of GPS 
satellites. As explained in section 3.2, the protonosphere acts like a reservoir (Davies, 
1990). It takes the plasma from the ionospheric layer at day time and keeps it there 
before transfer back to the ionosphere at night time. Although it is a low density region, 
the electrons in the protonosphere still contribute an appreciable amount of TEC which 
can cause a small additional delay to the GPS signal that propagates through it 
(Strangeways and loannides, 1999). Kersley et al. (2004) found out that about 2-3 
TECU (TEC unit) of ionospheric range error (1 TECU = 16cm ionospheric range error) 
can be obtained from this protonospheric region. A detailed description concerning TEC 
can be found in section 3.5 
3.2.2 Variations in the Ionosphere 
It is known that the ionosphere is formed by the radiation from the sun. This formation 
mechanism results in variations in the ionosphere with time of day, season and position 
on the surface of the Earth. It is also well known that the ionospheric variation follows 
an 11-year solar activity cycle (Ratcliffe, 1959 and Kelso, 1964). The most recent solar 
peak occurred in the year 2001 (Misra, 2003). 6 November 2001 was a day when a very 
large magnetic storm occurred which produced one of the highest recorded vertical TEC 
(vTEC) measurements, of nearly 114.8 TECU (Kovno, 2005). 
There are two main types of ionospheric variations. These are more or less regular and 
irregular variations. The more or less regular type variations are those such as diurnal, 
seasonal, latitudinal and solar cycle which have a periodic form. Thus, these variations 
can be predicted at least approximately in advance and necessary precautions taken. 
Irregular variations are those such as sporadic E and irregularities in the F region (i. e. 
traveling ionospheric disturbance, TID). These variations cannot easily be predicted in 
advance and hence the effects due to these variations generally have to be accepted by 
the users. However, both of these variations have effects on HF and transionospheric 
propagation (McNamara, 1994). 
-FEDS 
ýJNýýFiýsýlr IBRA! -ý' 
38 
3.3 Worldwide Magnetic Indices 
The degree of magnetic disturbance (e. g. to the radio signals or to the characteristics of 
the ionosphere) during each day is indicated by a variety of indices (Davies, 1990). 
Magnetic observatories throughout the world assign local indices from which the world 
magnetic indices, such as K, Kp, Ap and DSt are determined. Most of the time, these 
indices correlate very well with the variation of electron density in the ionosphere. 
Afraimovich et al. (2006) had enhanced this theory by proving that the geomagnetic 
field variations (eg. Kp index can be represented by the geomagnetic field variations) are 
directly proportional to the variations of the TEC in the ionosphere. 
Siebert states that K variations are all irregular disturbances of the geomagnetic field 
caused by solar particle radiation within the three hour interval concerned (GFZ 
Postdam, 2007). So, the local disturbance levels are determined by measuring the range 
(difference between highest and the lowest values) during three hourly time intervals for 
the most disturbed horizontal magnetic field component. The range is then converted 
into a local K index, taking the values 0 to 9 according to a quasi-logarithmic scale. 
Using statistical methods, Bartels introduced the planetary three-hour range Kp index 
which was derived from the standardized K index in 1949 from 13 magnetic 
observatories stations (Bartels, 1957). The subscript `p' means planetary and designates 
a global magnetic activity index. Those stations, which lie between 46 and 63 degrees 
north (and south) geomagnetic latitude, which contribute to the planetary indices are 
Lerwick (UK), Eskdalemuir (UK), Hartland (UK), Ottawa (Canada), Fredericksburg 
(USA), Meannook (Canada), Sitka (USA), Eyrewell (New Zealand), Canberra 
(Australia), Lovo (Sweden), Brorfelde (Denmark), Wingst (Germany), and Niemegk 
(Germany). As was explained above, Kp indices are in the range from 0 (quiet) to 9 
(greatly disturbed) with fractional parts expressed in thirds of a unit (28 values). As an 
example, a Kp value equal to 27 means 2 and 2/3 or 3-; a Kp value equal to 30 means 3 
and 0/3 or 3 exactly; and a Kp value equal to 33 means 3 and 1/3 or 3+. In Chapter 5, Kp 
indexes have been used to justify the validity of the difference between TEC from 
NIMS Observation data and IRI. Ap index ranges from 0 to 400 and represents a K- 
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value converted to a linear scale in gammas (nT), where K=9 can be approximated as Ap 
= 400 gammas. 
DSI is another index to define the characteristics of the Earth's magnetic field. This 
index can be obtained from a network of near-equatorial geomagnetic observations that 
measures the intensity of the globally symmetrical equatorial electrojet, which is termed 
`ring current' (NGDC, 2007). Radicella et al. (2004) have mentioned the importance of 
the Dst index in TEC (section 3.4) observation. The difference in TEC between two 
closely spaced locations is directly proportional to the -DS1 index. If there is a larger 
spatial electron density gradient in TEC, the -D5 will be very high. Araujo-Pradere 
(2005) found out that in July 2000, the `Bastille Day' storm, resulted in a DS1 value of - 
287.6, which corresponds to a sudden increase of vTEC of 250% with respect to quiet 
conditions. This was one of the highest geomagnetic storm disturbances in the last solar 
cycle. 
3.4 Radio Wave Propagation 
Propagation of radio waves in the ionosphere must satisfy two sets of conditions: (i) 
Maxwell's equations and (ii) the response of the medium to the wave-fields (Davies, 
1990). There are two main radio wave propagation mechanisms that can take place from 
a transmitting antenna to a receiving antenna both on the Earth. These are ground wave 
propagation and sky wave propagation. 
There are two types of sky wave propagation. The first is when the radio wave is 
reflected back to the Earth from the ionosphere which is termed ionospherically 
reflected propagation, whereas the second is when the radio wave penetrates through 
the ionosphere which is termed transionospheric propagation. For the former case, the 
radio wave will be radiated upward to the sky and will be returned to the Earth at some 
distant location due to the reflection from the ionosphere. The HF band (3-30 MHz) is 
the most suitable for this kind of propagation. However, for transionospheric 
propagation, higher frequencies than the HF band (i. e. VHF band or higher frequencies) 
should be used in order to reach satellites which are above the ionosphere. Due to the 
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gradients in the ionosphere, the radio wave that propagates through the ionosphere will 
be refracted. It will continuously refract due to the varying index of refraction. 
Propagation in the ionosphere can be determined by using Appleton - Lassen's equation 
(Rawer and Suchy, 1976) that gives the refractive index of the ionosphere in the 
presence of a static magnetic field. This equation is determined from the combination of 
Maxwell's equations and the equation of motion of the electrons (Kelso, 1964). The 
equation is shown below; 
n2 = Cu - iß')2 (3.1) 
n2 =1- 
x 
s 
(3.2) 
1-ýZ- TTZ +Y2 
2(1- X- jZ) 4(1- X- jZ) 
where; 
V 
X =f2 
2 
Y=fH 
,y ="HL' 
YT=fHT 
, 
Z=- 
ffLffw 
a)= angular frequency (2 irf ) 
YL = longitudinal component of the gyro-frequency w. r. t. the magnetic field 
YT = transverse component of the gyro-frequency w. r. t. the magnetic field 
f, = plasma frequency (fN2 = 80.62 Ne (Ne in cubic meter)) in MHz 
f= electromagnetic wave frequency in MHz 
v= collision frequency in Hz 
The plus and minus sign, ±, in the denominator determine the value of the refractive 
index for ordinary and extraordinary modes of propagation, respectively. The same 
nomenclature applies in the rest of the chapter unless otherwise stated. The polarization 
of the ordinary mode is left-hand circular whereas the polarization of the extraordinary 
mode is right-hand circular. The difference in the phase velocities cause the amount of 
rotation of the electric vector of the two waves to be different, known as 
Faraday 
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rotation (Davies, 1990), named after Michael Faraday, who discovered the effect in 
optical experiments. The rate at which charged particles such as electrons, which cannot 
move across a magnetic field line, are forced to spiral or rotate around it is called the 
gyro-frequency (McNamara, 1994). It depends on the mass and the electric charge of 
the particles as well as the strength of the magnetic field. Normally, in the ionosphere, 
the electron gyro-frequency is in the range of 1.2-1.5 MHz, which is very much lower 
than the GPS transmission frequencies. 
As the ray propagates through the ionosphere, the refractive index varies. Since the 
refractive index depends on the electron density, it also varies with height. The electron 
density shows significant variation with altitude including local maxima at different 
heights corresponding to E and F layer peaks. 
3.4.1 Approximation to the Refractive Index Equation 
The first approximation that has been done to the refractive index equation is to 
consider the absorption (collision) term, Z, equal to zero. The expression then becomes; 
2 2X(1-X) 
-1- o. s 
(3.3) 
2(1-X)-Y, 2± (YT4+4YL2 (1-X)2) 
The remaining parameters depend on the local electron density and the geomagnetic 
field. The true north magnetic pole is actually somewhat distant from the southern 
hemisphere geographic pole and vice versa. The Earth's magnetic field dipole axis is 
inclined at about 11.3° to the axis of rotation. However, the north and south 
geomagnetic pole vary due to the secular variation of the Earth's magnetic field, which 
can be represented by a spherical harmonic series. The most widely used reference field 
model is the International Geomagnetic Reference Field (IGRF, 2007). The IGRF is 
produced every five years under the auspices of the International Association of 
Geomagnetism and Aeronomy (IAGA). Seven parameters are used to describe and 
measured the Earth's magnetic field at any point and time; declination (D), inclination 
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(I), intensity of the total field (F), horizontal intensity (H), the north (X) and east (Y) 
components of the H and vertical intensity (V). 
Two approximate propagation conditions can be considered with the wave normal; 
parallel or longitudinal to the magnetic field (0=0°) and perpendicular or transverse to 
the magnetic field (090°). Here, 0 is the angle between the wave normal and the 
magnetic field. Referring to equation (3.3), with parallel or longitudinal propagation 
(e. g. vertical propagation at a magnetic pole), the ionospheric refractive index will be 
(0---0°" YT=0, YL=Y); 
21X 
I±Y 
(3.4) 
However, for perpendicular or transverse propagation, the ionospheric refractive index 
for the ordinary wave will be (6---90°, YT = Y, YL =0); 
91, =1-X (3.5) 
and for extraordinary wave, the ionospheric refractive index will be; 
2=1 X(1-X) (3.6) Al 
1_X_Y2 
2 
where X=f2, f= electromagnetic wave frequency and fp = 80.62 Ne f 
It can be seen that, for transverse propagation, the propagation of the ordinary wave is 
independent of the magnetic field whereas the refractive index of the extraordinary 
wave depends on the magnetic field. 
However, when there are no collisions and no magnetic field, the ionospheric refractive 
index will be; 
, u2=1-X 
(3.7) 
ýý 
Then, the ionospheric refractive index equation at GPS frequencies can be simplified by 
using only the first order term of the binomial expansion; 
X 
2 (3.8) 
From (3.7), the phase refractive index without the effect of the geomagnetic field and 
collisions will be; 
t2 =1-X (3.9) 
Referring to equation (3.9), the phase refractive index, p,,, by using binomial expansion 
to third order in X; 
-1X 
XZ X3 
-- - 28 16 
f2 f4 f6 
=1_ 
PPP 
2f2 8f4 16f6 
Using the same binomial expansion, the group refractive index, 'cg will be; 
pg=Pu, +. f 
du,, 
df 
(3.10) 
f2 f4 3f6 
+ P+ P+P 
I"ý J ý3 2f' gfr7 
(3.11) 
X 3X2 5X3 
=1+2+ 8+ 16 
f2 3f4 Sfb PPP 
=1+ 2 f2 
+ 
8f4 
+ 
16 f6 
The opposite signs in the group and phase refractive indices show that 1u ,>1>P, 
which correspond to vg <c< vq, , where c= 
3x 108 m/s. 
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The refractive index equation can be simplified by neglecting the higher order terms of 
its expansion since it contributes only two orders of magnitude below the first order 
term (King et al., 1985; Brunner and Gu, 1991; Bassin and Hajj, 1993). Thus, the 
presence of the higher order terms is generally ignored in both the group range or phase 
advance measurements when correcting for the ionospheric error in GPS range finding. 
The refractive index equation is then simplified to the first order term as equation (3.8). 
However, in order to obtain an accurate and precise final GPS positioning, the higher 
order terms should not be neglected though they do contribute only two orders of 
magnitude below the first order term. The importance of these higher order terms and 
the significance of them in the final GPS positioning are discussed further in Chapter 6. 
3.5 Total Electron Content 
The TEC that was introduced in section 2.7.2.2, is the parameter that defines the total 
number of electrons integrated along the GPS ray path in a column having a cross 
sectional area of one m2. Normally, it will be referred to as the equivalent vTEC which 
can be obtained from slant ray path measurements (sTEC) along the satellite-receiver 
LOS. This parameter will be used to eliminate the ionospheric error in GPS 
observables. 
Normally, the transformation of sTEC to vTEC is done at the IPP by using the equation 
(3.12) below; 
TEC, = TECS cos, ' 
(3.12) 
sin 
RE 
sin =RE+h I%) 
m 
where RE is the mean Earth radius, hn is the height of the maximum electron density 
(which is normally fixed at 350km in the Klobuchar or Single Layer Model 
(SLM) 
approximation) and ;r and, ' are the zenith angles at the receiver and at the IPP. 
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1 TECU (1016 electron/m2) introduces an ionospheric range error of about 0.16m for the 
primary GPS signal. The nominal range of TECU is between 1016 to 1019 with minima 
and maxima occurring at midnight and midday respectively. For a satellite at low 
elevation, the range delay due to the ionosphere can go as high as 90m (Langley, 1996). 
Initially, first-generation geosynchronous communications satellites were used to obtain 
the TEC. Later, navigation satellites such as NNSS (i. e. NIMS) were employed to 
obtain TEC (Kersley et al., 2004). However, at times of spatial and temporal gradients, 
especially on geomagnetic storm days, different measurements techniques may give rise 
to very different estimates of the equivalent vTEC. 
More discussion of TEC is given in subsequent chapters and sections as a central 
concern of this thesis is the effect of the ionosphere (e. g. TEC) on GPS positioning. 
3.6 Effect of Ionospheric Horizontal Gradients 
The ionospheric horizontal gradient is the variation of electron density with latitude and 
longitude which can cause the azimuthal deviation of the GPS ray path. It can either 
increase or decrease the propagation time of the GPS signal depending on the path or 
trajectory of the signal with respect to the gradient direction. During periods of high 
solar activity with strong geomagnetic disturbance, large TEC gradients can exist, 
making ionospheric modeling difficult, especially in the equatorial and mid-auroral or 
polar region. 
The ionospheric horizontal gradients (north-south or noon to midnight and east-west or 
dawn to dusk) vary diurnally (Strangeways, 2000), seasonally and altitudinally (Soicher 
and Gorman, 1985). They also depend on geographical location, the level of the sun's 
activity and can vary with geomagnetic field variations. Sudden variations such as 
traveling ionospheric disturbances (TIDs) in the F2 layer and small-scale irregularities 
(SSIs) in the E layer can also cause changes of the electron density horizontally 
in the 
ionosphere. Realizing the severity of this effect, much research has been done and 
is 
still continuing to determine and mitigate the ionospheric horizontal gradient 
by using a 
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variety of methods (Lejeune et al., 2003, Bhuyan and Borah, 2004, Luo et al., 2005, 
Pryse et al., 2006, Konno et al., 2006, Yizenghaw et al., 2006 and Niranjan et al., 2007) 
in order to improve the final user positioning. 
There are two main mathematical methods that can determine ray paths in the presence 
of horizontal gradients in the ionosphere; analytical and numerical methods. Analytical 
methods use explicit mathematical formula to define the ionosphere and to determine 
ray parameters such as ground range, reflection height, phase path, group path and 
divergent power loss (Norman et al., 1995). The analytical method takes less 
computational time compared to the numerical method. However, it also has some 
disadvantages. It is hard to define a suitable analytical model of realistic 3-D 
ionospheric horizontal gradients. There is also no explicit equation that can include the 
effect of the Earth's magnetic field on the ray path. Thus, the analytical method is still 
limited to relatively simple and unrealistic ionospheric models. Norman & Cannon 
(1999) used the `Segmented Method for Analytic Ray Tracing' (SMART) program 
which utilizes the analytical ray tracing method (Norman et al., 1997). The horizontal 
gradient of the ionosphere is only approximated correctly for a ray that propagates from 
north to south (N-S) rather than from east to west (E-W). For situations where gradients 
can exist in both N-S and E-W direction, this method is not reliable. 
By contrast to the analytical method, the numerical method makes use of a set of 
differential equations, which are based on Hamiltonian Optics (Haselgrove and 
Haselgrove, 1960). In this method, the spatial variations of the ionospheric profile (or 
horizontal gradient) and geomagnetic field can be included. This method requires an 
electron density model that has continuous derivatives (of first, second and higher 
order) with respect to the spatial coordinates to be used in the numerical ray tracing 
program. 
So, the advantage of using the numerical method over the analytic method is that by 
using the numerical method, the effect of a realistic 3-D ionospheric horizontal gradient 
on the path of a GPS signal can be determined. It is a major task of this project to find a 
numerical equation to represent the electron density and its derivatives which can be 
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used by a 3-D ray tracing program and subsequently to find out the effect of horizontal 
gradients on rays that propagate through the ionosphere. In the next section, a detailed 
account of some of the methods that has been utilized by other researchers to determine 
and mitigate the effect of ionospheric horizontal gradient for some different applications 
will be given. 
3.6.1 Previous Research to Determine and Mitigate the Effect of Ionospheric 
Horizontal Gradients 
The effect of an ionospheric horizontal gradient is more pronounced in the low-latitude 
region (equatorial) and mid-auroral (trough) or polar regions than at mid-latitudes 
(Komjathy, 1997 and Fedrizzi et al., 2001). Although the occurrence of such a gradient 
is quite probable in the polar region, they are a daily phenomenon in the equatorial 
region (Walter et al., 2004). They are mainly characterized by dynamic changes in the 
spatial distribution of the electron density in the F region. The presence of an 
ionospheric horizontal gradient can degrade the approximation of an IPP at a given shell 
height (section 3.6.1.2) which could then result in error in the determined vTEC, 
especially in the equatorial region. This could cause reduced accuracy and precision of 
GPS positioning, especially for point positioning with a single frequency. In DGPS or 
relative positioning, the approximation that the amount of ionospheric error is the same 
for both the reference station and the user will lose validity with the presence of an 
ionospheric horizontal gradient, as will be shown in Chapter 6. There has been much 
research recently on the effect of ionospheric gradients on LAAS users (i. e. aircraft) 
(McGraw et al., 2000, Pullen et al., 2000, Datta-Barua et al., 2002, Luo et al., 2005, 
Konno et al., 2005). 
3.6.1.1 Ionospheric Horizontal Gradients and LAAS 
WAAS (section 2.8) ionospheric data has also been used to estimate the ionospheric 
gradient of the LAAS (Datta-Barua et al., 2002). The baseline distance between the 
reference and the user (i. e. aircraft) will be within tens of kilometers. In the aviation 
industry, LAAS is expected to give higher accuracy real-time DGPS correction. WAAS 
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generated data has been used to determine the ionospheric error during severe 
ionospheric storms and it has been found that higher spatial gradients occur than 
nominally (Mannucci et al., 1997 and Bertiger et al., 1998). It was found that, at such 
times, the ionospheric error at the LAAS Ground Facility (LGF) and at the user's 
location is different due to the presence of an ionospheric horizontal gradient. On April 
6 2000, an ionospheric gradient as large as 316mm/km occurred. It is equivalent to 7m 
of differential delay over an IPP separation of 19km (Luo et al., 2005). It was 
determined by obtaining the ratio of ionospheric delay between two nearby stations (in 
unit mm) and their distance apart (in unit km). This gradient is more than 60 times the 
one-sigma nominal gradient (3-5mm/km) (McGraw et al., 2000, Pullen et al., 2000). 
Findings like these had motivated researchers to further conduct and understand the 
vulnerability of LAAS to ionospheric horizontal gradients. 
To enhance this, Luo et al. (2004) have modeled the ionosphere anomalies as wave 
fronts in order to determine their effect for LAAS users. They characterized the 
ionospheric gradient with four parameters; gradient slope (in mm/km), gradient width 
(in km), front speed (in m/s) and maximum delay (in m) (Luo et al., 2005). However, 
the total delay is simply the product of the gradient slope and width. This can be 
explained by the simplified model (a wave front ramp defined by the `slope' and the 
`width') as shown in Figure 3.3. 
lono Front 
Slope 
Max Front Speed 
lono 
delay 
Width Nominal lono 
Figure 3.3: Simplified model of the ionospheric (Iono) horizontal 
gradient (Luo et al., 2004) 
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The worst case will occur when the wave front approaches an aircraft directly from 
behind. At the same time, it overtakes the IPP before the aircraft reaches its decision 
height. This is called a `moving scenario'. When the wave front overtakes the aircraft, 
the differential range error will be a function of the rate of overtaking and the slope of 
the gradient. As an example, consider a user (i. e. aircraft) that is 45km away (the limit 
of LAAS VHF data broadcast coverage) from the LGF and at a velocity of 70m/s. The 
ionospheric anomaly wavefront is behind the aircraft and moving at 100m/s. With this 
velocity, it will pass the aircraft and hit the IPP in between both the satellite and LGF. 
The LGF will incorporate this delay into the differential corrections to be applied to the 
aircraft GPS receiver. This explanation is simplified in Figure 3.4. 
Front ',, 
Speed 
Airplane 
Speed 70 
m/s N LGF 
km 
Figure 3.4: A near worst case LAAS user scenario (Luo et al., 2005) 
However, in the `stationary scenario', the wave front stays still or moves more slowly 
than 70m/s. Due to this, the LGF cannot observe the ionospheric gradient, errors grow 
larger and might effect the positioning requirement of some LAAS users. Luo et al. 
(2005) claim that the impact of slow-speed gradients is not severe if the maximum 
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slow-speed slant slope is below 200 mm/km and it is negligible if this is below 125 
mm/km. Nevertheless, they still believe that LAAS architecture appears vulnerable to 
ionospheric horizontal gradient and this could create errors that are intolerable for 
LAAS users especially. They also have found that the maximum user error can reach as 
high as 31 in for the worst case impact of ionosphere anomalies. 
Realizing the seriousness of the spatial gradient to LAAS users, Konno et al. (2005) 
have used data from the Japanese GPS Earth Observation Network (GEONET) to 
conduct research on this. GEONET is a very dense network of dual frequency receivers 
with more than 1200 receivers distributed all over Japan, in the range of about 30°- 46° 
latitude and 128 °-146 ° longitudes. The dense availability of these receivers helps a lot 
to investigate the local ionospheric behaviour. From their finding, they have outlined 
that the analysis of the ionospheric gradient is very sensitive to the ionospheric delay 
bias error calculation. This is due to the fact that the measured gradients are in the range 
of mm/km. As was found by some other researchers, Konno et al. (2005) considered 
that a gradient as high as 100mm/km was not a threat for LAAS positioning whereas 
Luo et al. (2005) claimed that any threat with slope greater than 70mm/km was 
intolerable as it could be associated with a worst case user vertical error greater than 
10m. These authors found several instances of anomalously large ionosphere gradients 
particularly in the regions south of Japan, which are associated with the equatorial 
ionosphere anomaly, but they never found proof of a significant threat of ionospheric 
gradients to LAAS users. They also compared the GEONET data with the data from 
United States that showed extremely large ionospheric gradients on October 29 2003 
and November 20 2003. However, during these storms, they never found any significant 
gradient that could affect LAAS users in Japan. They believed that the drastic 
ionosphere variation might have been reduced by the time that Japan passed under the 
affected region of the ionosphere. However, they never denied that such or a larger 
gradient could not happen in the future and they claimed that continuity of research to 
determine large ionospheric gradients, especially within the GEONET data, was 
important. 
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3.6.1.2 Ionospheric Horizontal Gradients and IPP Approximation 
Datta Barua et al. (2002) claimed that the IPP is the point at which the LOS has 
effectively penetrated the ionosphere. In most cases, the IPP has been approximated to 
350km as this has been presumed as the average altitude where the content of the 
electron density is maximum. However, due to variation of the electron density 
horizontally, the fixing of IPP at one particular altitude is not accurate, especially in the 
equatorial region (Komjathy, 1997). 
GPS observation data from more than 30 GPS stations of the Brazilian Network for 
Continuous Monitoring by GPS (RBMC) and International GPS Service (IGS) have 
been used to monitor the ionosphere in the equatorial and low-latitude region (Fedrizzi 
et al., 2001). They used the University of New Brunswick (UNB) Ionospheric 
Modelling Technique, which can describe the local time and geomagnetic latitude 
dependence of the TEC (Komjathy and Langley, 1996, Komjathy, 1997). Taking 
advantage of the dispersive nature of the ionosphere, the dual frequency receiver can be 
used to obtain the pseudorange and carrier phase observables. By forming the linear 
combinations, the sTEC will be obtained. Then, the vTEC is obtained by approximating 
the IPP at a fixed height of 400km. However, fixing an IPP height is not very accurate; 
leading to the conclusion that such equivalent vTEC estimates can never be relied on to 
better than a few TEC units (Kersley et al., 2004). This is due to the presence of 
ionospheric horizontal gradients and this can affect the positioning accuracy in GPS as 
well as DGPS. 
On top of that, ionospheric horizontal gradients also play a part in increasing or 
decreasing the range error; depending on the direction (trajectory) of the ray and the 
electron density profile. Tsedilina et al. (1994) has also pointed out that the ionospheric 
horizontal gradient does affect the signal delay. In GNSS such as GPS (which operates 
at radio frequencies below 10GHz), TEC maps can be used to mitigate or at least reduce 
ionosphere induced propagation errors. However, this TEC map is obtained by 
approximating the sTEC to vTEC at an IPP of 350km. As mentioned before, the 
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presence of ionospheric horizontal gradients will certainly affect the accuracy of the 
conversion from sTEC to vTEC due to error in fixing the altitude of the IPP 
Kersley et al. (2002) have used NIMS observation data from 5 stations in UK to 
investigate this problem. They found that the inappropriate choice of IPP when 
converting sTEC to vTEC could cause error in the final position estimation. First, the 
centroid height of the ionosphere, IPP, was varied between 250km to 450km. When the 
IPP was fixed at 250km, the TEC values were marginally lower. However, when the 
height of the IPP was approximated at 450km, the TEC values became higher. 
Eventually, it was concluded that the approximation of the IPP could result in an 
equivalent vTEC which cannot be better than a few TEC units, even in the vicinity of 
the stations. The presence of ionospheric horizontal gradients is the main reason why 
the approximation of the IPP can cause error in the determination of the vTEC, even for 
a mid-latitude receiver. 
3.6.1.3 Ionospheric Horizontal Gradients and the Difference between NIMS and 
GPS 
NIMS satellites are Low Earth Orbiting (LEO) polar orbiting satellites at an altitude of 
1100km. They can also be used to estimate the TEC as a function of latitude at the time 
of satellite pass, as GPS satellites. A more detailed description about NIMS satellites 
will be presented in section 5.6.2. 
NIMS passes showed some interesting findings at 16: 13 UT and 17: 19 UT on 28 April 
2001 (Kersley et al., 2002). For the former, the vTEC was 57 TECU below 50°N and 
less than 42 TECU for latitudes greater than 65°N, showing a steep latitudinal gradient. 
However, an hour later, the structure of the ionosphere changed drastically. Then, at 
50°N, the vTEC was only about 27 TECU and less than 5 TECU at 65°N. From these 
observations, it could be seen that there were very steep spatial ionospheric gradients 
in 
both the meridional and zonal directions, which were also changing temporally. 
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However, there is a difference between the TEC measured from GPS and NIMS. 
Kersley et al. (2004) found differences of about 2-3 TECU, which corresponds to a 
range error of about 0.32-0.48m. It is believed that the presence of an ionospheric 
horizontal gradient could be the reason for this difference. In the early morning, the 
measurement of TEC from GPS is greater than from NIMS. However, it is the other 
way around at noon. This could be because the GPS technique may give rise to small 
overestimates with respect to the NIMS value during the morning longitudinal gradient 
with corresponding small underestimates at the time of the afternoon decline in the 
ionisation. Though it would be expected that the difference in the altitude of GPS and 
NIMS satellites could contribute to this TEC difference, however, the latitudinal 
gradient found in GPS TEC maps are always less steep than those found from NIMS 
observations. Testing has been done on data taken on the geomagnetic storm day, 28 
April 2001 (Kersley et al., 2002) from NIMS. They found that the presence of the 
gradients in the ionosphere, especially spatially and temporally changing gradients due 
to the geomagnetic storm did not show up very well in the TEC maps. 
3.6.1.4 Ionospheric Horizontal Gradients and EGNOS 
In EGNOS, the ionospheric grid points are separated by about 600km. The ionospheric 
error will be interpolated between the grid points. However, large ionospheric 
horizontal gradients as high as 6 TECU/1000km (0.96mm/km) have been found under 
high solar activity conditions, which is equal to 3.6 TECU/600km (Harris et al., 2001). 
Conventional TEC transformation, which presumed the IPP is at 350km, will not then 
give the correct vTEC map to obtain the ionospheric error. Harris et al. (2001) 
have also 
pointed out that for precise GPS applications (i. e. EGNOS), such as navigation 
(i. e. 
aircraft landing), the developed models and algorithms should be refined to reduce 
the 
errors due to spatial de-correlation of the ionosphere. 
3.7 Conclusion 
As has been explained above, the ionosphere does dominate the error 
in the GPS 
observable compared to other error terms (i. e. receiver clock error, multipath etc. 
). It 
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can be as high as 90m when the elevation of the satellite is very low. If there is a 
geomagnetic storm, it can introduce stronger horizontal variations of electron density. 
Though the range error due to the ionospheric horizontal gradient is not great, it should 
nevertheless be taken into account in order to obtain precise and accurate final 
positioning. When the effects due to the ionospheric horizontal gradient are seen to be 
quite pronounced in the mid-latitude region, there is no reason to suppose their presence 
in the equatorial region can be ignored as the effect of horizontal gradient in the 
equatorial region is generally significantly higher than at mid-latitude. 
In the following chapter, the formation of a 3-D electron density equation is given. By 
using this equation, the characteristics of the GPS ray paths for a realistic 3-D electron 
density profile have been determined and the effect of ionospheric horizontal gradients 
on GPS paths and hence positioning have been investigated. 
55 
CHAPTER 4 
RAY TRACING IN A REALISTIC 3-DIMENSIONAL 
IONOSPHERIC MODEL 
4.1 Introduction 
An equation has been determined that defines the value of electron density, Ne, at any 
point of latitude, longitude and altitude (together with its derivatives with respect to the 
spatial co-ordinates h, 6 and 0 ). This can then define the horizontal gradient of electron 
density in the ionosphere. 
4.2 Research and Initial Findings 
Davies and Rush (1985) have modelled horizontal gradients as an increase of the 
critical frequency squared per km horizontally or as a linear function with respect to 
latitude and longitude. However, real data shows that horizontal gradients are not 
simple linear functions of latitude or longitude and will also vary with altitude. So, a 
three dimensional (3-D) model has to be found which can represent the realistic 
variation of electron density in all the three dimensions; altitude, latitude and longitude 
in the ionosphere. 
4.3 Vertical Electron Density 
As the starting point, an equation to represent the vertical profile of electron density for 
a range of altitude at a particular latitude and longitude is required. loannides (2002) 
used the multi exponential model to determine an equation for the electron density that 
defined the vertical profile. The same equation has been used to define the vertical 
profile of electron density in this project at a particular (reference) latitude and 
longitude. The equation is; 
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i=n 
- hmax, Ne(h) _ Ne, r, ax, " exp - (4.1) 
i_, Semmax, 
where; 
Ne (h) = electron density at height, h, determined by summing the contribution from n 
exponential layers where for each of the exponential layers Nemax is the 
maximum electron density, hm. is the height of the maximum and Semma 
is the semi thickness parameter. 
This exponential model has been chosen because it can fit very well the profile of 
electron density from IRI. Additionally, the expression of electron density, Ne, and its 
derivatives are continuous throughout the entire ionospheric profile and it contains no 
singularities. 
The method used to determine the equation above is explained in detail below. Firstly, 
data of electron density were taken at one point of latitude and longitude and for a range 
of altitude from IRI. As an example, the profile of electron density was taken at the 
latitude of 45°, longitude of 110° and for the altitude region of 70km to 700km (at each 
and every 30km) on 27.1.2003 at 13.5 LT. Then, this data was interpolated to get the 
value of electron density at every km from 70km to 700km. The content of electron 
density above 700km did not need to be specified very precisely as the variation with 
altitude is not great and normally it will be fairly constant to at least 2000km of altitude. 
After interpolation, another subroutine was used to do the curve fitting by first 
specifying the number of exponential layers that was needed by the user. The more 
exponential layers used, the more precise the fitting is to the actual profile of electron 
density. From this curve fitting, values such as Ne, n (maximum electron 
density), I mý 
(maximum height) and Semmax (maximum semi thickness) for each and every 
exponential layer are determined. The number of sets of these parameters depends on 
the number of exponential layers that are defined by the user in the subroutine. 
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The summation of all the parameters, as shown in equation (4.1) will determine the 
value of electron density at any altitude (in the altitude range modelled which was from 
70km to 700km) at the chosen latitude, 45° and longitude, 110°. Plots of the vertical 
profile of electron density for different numbers of exponential layers (5 and 13) are 
shown in Figures 4.1 and 4.2 respectively. 
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Figure 4.1: Vertical plot of electron density for 5 exponential layers 
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A least squares method is used to minimise the error between the profile obtained using 
equation (4.1) (and the determined layer parameters) and the interpolated IRI by making 
small adjustments to the values of the parameters of each of the layers. 
In order to model accurately the real 3-D ionosphere, the electron density equation must 
be a function of latitude, longitude and altitude. In order to fulfil this requirement, 
another equation has to be determined that can model the horizontal variation of 
electron density at each altitude. This was obtained with the help of a software package 
called Table Curve 3 Dimensions (TC3D). 
4.4 Table Curve 3-D Software 
TC3D is a software utility from Systat Software Corporation that can give a three 
dimensional equation that fits any given input data. As an example, assume the input 
data are x, y and z and they represent the values of longitude, latitude and electron 
density respectively. The values of electron density are taken from IRI (Bilitza, 2001). 
By using an excel document (or some other software utility), these values can be 
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imported into the TC3D software. Once this has been done, TC3D will determine an 
equation that can best represent the given input data. The user can choose the type of 
equation used to do the fitting; see Appendix A-1 for more details. In this project, the 
form of an equation that consists of only sine and cosine terms or their combinations 
was used to model the electron density. The sine and cosine functions are primarily 
chosen because (like the exponential) their derivatives are always continuous. This is in 
line with the requirement by the numerical ray tracing program where the electron 
density equation and its spatial derivatives must be continuous with respect to altitude, 
latitude and longitude. 
A detailed explanation on how this software was used to determine the equation of the 
horizontal variation of electron density at any one altitude can be found in Appendix A- 
1. 
4.4.1 Horizontal Electron Density 
Although it would be possible to obtain a global electron density model to achieve 
greater fitting accuracy, it is better to specify a particular region of latitude and 
longitude and then determine an equation that defines the horizontal electron density for 
that region. Initially, the region of latitude and longitude of 0° to 60° and 100° to 120° 
respectively was chosen. The main reason this particular region of latitude was chosen 
was because it covers almost 85% of the northern hemisphere (for that particular 
longitude region) and it shows the predicted variation of electron density for both the 
equatorial and mid latitude region. The data that was used to define this region were 
taken from 1200 grid points (60 degrees of latitude x 20 degrees of longitude). Since 
the equation is quite long (equation 524 from TC3D), this is not reproduced here but 
can be found in Appendix A-2. The differentials of this equation with respect to the 
spatial coordinates are also given there. 
The values of electron density that represent the : -axis were taken for the region of 
latitude (y-axis) and longitude (x-axis) (as mentioned above) at the altitude of hmay for 
each layer obtained from the vertical profile fitting (section 4.3). This data was 
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imported to TC3D to do the fitting (section 4.4). It was fortunate that at for all the hma., 
TC3D suggested the same equation; equation 524. Only the values of the parameters in 
this equation vary for the different altitudes (hmax). The usage of this equation is very 
accurate because it can fit the realistic distribution of the electron density (at each and 
every degree of latitude and longitude) from IRI very well. 
Comparison plots are presented in Figures 4.3 and 4.4 which show that the equation 524 
can fit well the input data that was taken from IRI. From the figures, 123.49km is just 
one of the altitude value that was obtained when the fitting for vertical profile was done. 
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As seen above, Actual Ne here refers to the predicted variation of electron density from 
the IRI. TC3D Ne is the value of electron density that is given by the software being 
known as the predicted value (Appendix A-3). Matlab Ne is the value of electron 
density when the equation is implemented in Matlab. The plots show that the TC3D 
software does give a very good fitting to the given input data. The accuracy of the 
fitting can be defined by parameters like r2 (coefficient of determination) which is equal 
to about 99.8% and SSE (sum of squared errors) which is less than 0.2% for all the 
fittings that were done, as shown in Figures 4.3 and 4.4 above. 
Now, when both equations (equation (4.1) and that obtained using TOD) are 
combined, the variation of electron density with latitude, longitude and altitude can be 
determined. This is the form of electron density equation that is required to do the ray 
tracing using Jones 3-D ray tracing program in a realistic 3-D ionospheric model. 
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4.5 Three Dimensional Electron Density Equation 
Now, an equation that represents the value of electron density at any point of latitude, 
longitude and altitude can be defined as; 
i=n 
2 
Ne(h, 8,0) _ Nemax, " exp . 
f; (e, 0) 
ý' (4.2) i=1 Semnmx, / i (O"f , lief ) 
where; 
Ne(h, 6,0) = electron density at a particular altitude, latitude and longitude 
Nemax = maximum of electron density of an exponential layer at the reference 
latitude and longitude for the ih layer 
hmax = height of the maximum of the i`h exponential layer 
Semmax = semithickness parameter of the i`h exponential layer 
f,. (B, 0) = the function of electron density for the specified region of latitude and 
longitude at the ih layer 
f,. (e 
ef, 
oref) = the function of electron density for the ih layer evaluated at the centre 
point of the modelled region of latitude and longitude (known as the 
reference location) 
h= the altitude point of the ray path 
n= number of exponential layers. 
As can be seen from the model above, the evaluation of the summation in equation (4.2) 
that consists of the values of all the parameters (representing the vertical profile) and the 
values for determining the horizontal variation of electron density will determine the 
value of electron density at a particular point of latitude, longitude and 
altitude, Ne(h, 6,0). 
f (9,0) will determine the variation of electron density with latitude and longitude for 
the modelled region for each and every hmax. The function that defines f (B, 0) can be 
found in Appendix A-2. f (9, 
ef, 
oref) , is the same 
function asf (B, O) . 
but evaluated at 
the reference location (which can be at the centre point of the selected region of latitude 
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and longitude). For this modelled region, the centre or reference point is when 8,,, is 
equal to a latitude of 15° and 0,, f equal to a longitude of 110°. f (0 eJ , 
0,, f ) is, in effect, 
a normalization factor. 
To validate this model, plots has been made by using the values of electron density 
which were obtained from equation (4.2) and the original values of IRI for an altitude 
range from 70km to 700km for different points of latitude and longitude. Some of the 
plots are shown below for different number of exponential layers. In those figures, the 
reference latitude and longitude are 45° and 110° respectively. 
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Comparing Figures 4.5 and 4.7 and 4.6 and 4.8 suggests that an increase in the number 
of exponential layers will not necessarily produce an increased accuracy of fitting. So, 
the fitting has been limited to five exponential layers. Overall, the plots show quite good 
agreement between the IRI profile and the modelled electron density profile at all 
latitudes, longitudes and altitudes implying that this equation can be used to accurately 
model the electron density in the selected geographic region. 
Equation (4.2) is then used to fit the variation of electron density as given by IRI. Figure 
4.9 shows the latitudinal variation of electron density when the longitude is 110° at five 
different altitudes as a function of latitude as determined from the fitted formula and as 
given by the IRI. 
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Overall, equation (4.2) could fit the variation of electron density from IRI at different 
altitudes very well as shown in Figure 4.9. Then, this representation of electron density 
from IRI can be used to obtain the effect of horizontal gradient using the Jones 3-D ray 
tracing program. 
4.6 Differential Equations 
The Jones 3-D ray tracing program (section 4.7) can perform ray tracing for user 
defined parameter values such as transmitter location (longitude, latitude and height 
above ground range), the carrier frequency, the direction of the transmission (both 
elevation and azimuth) and the receiver height which are all input through the file 
ray. dat (Appendix A-4). 
In this project, a subroutine that defines the horizontal gradients in the ionosphere as the 
ray propagates through it has been written in FORTRAN. This subroutine needs to be 
compiled together with the existing Jones 3-D Ray Tracing Fortran code. To do the ray 
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tracing which includes the effect of horizontal gradient in the ionosphere, this 
subroutine must define the electron density as a function of altitude, h, latitude, 9 and 
longitude, 0 and its derivatives with respect to these spherical coordinates. 
The 3-D function that defines the value of electron density Ne(h, 0,0) can be seen in 
equation (4.2) above. The derivatives of this function with respect to altitude, latitude 
and longitude respectively were derived to be; 
z 
dNe(h, 8,0) 
_ _29Nem "eXp - 
h-hmax h-hmax; 
2 
Ji(e, 0) 
A L" , _, Semmax; (Semýx; ) . 
f; (e 
ef ý 
drei ) 
dNe(h, 8,0) 
_> Ne m d8 om` i=I 
2 
" exp -h- 
hmax; 
. Semmax, 
df, (e, 0) 
IA 
2 
dNe(h, o'0) 
_1 Nem " exp _h- 
hmax 
d0 ; _, 
{Semmax. 
where; 
i 
(eref 
' 
oref 
df(9,0) 
do 
Ji(eref, 
orej 
(4.3) 
(4.4) 
(4.5) 
df (0,0) 
= function for the derivative of electron density with regards to latitude for the dO 
ith layer at the height of its maximum with altitude. 
df (9' 0) 
= function for the derivative of electron density with regards to longitude for do 
the it' layer at the height of its maximum with altitude. 
f (6,0) (which corresponds to equation 524 for each layer) and its derivatives with 
regards to 0 and 0 are given in Appendix A-2. The equations define the electron 
density and its derivatives (equations (4.2), (4.3), (4.4) and (4.5)) in the subroutine 
(incorporated with Jones 3-D program) called New3DModel enabling ray tracing 
through the 3-D ionosphere with horizontal gradients. The large numbers of numerical 
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coefficients for equation 524 are included in the new electron density subroutine. The 
numerical values of the parameter defining the exponential layers are read in from a file 
on the first call of the subroutine. A brief explanation of the Jones 3-D Ray Tracing 
program is given in section 4.7 before further explanation is given on the new 
subroutine in section 4.9. 
4.7 Jones 3-D Ray Tracing Program 
Ray tracing is important in applications that require an accurate detailed knowledge of 
the path of a radio wave that has been reflected by or that has traversed the ionosphere. 
There are plenty such applications such as Over-The-Horizon Radar Systems, Single 
Station Location, Beyond-Line-of-Sight Communications and HF Direction Finding 
(Norman, 2003). These ray tracing applications often require a realistic ionospheric 
model. 
The Versatile Three-Dimensional Ray Tracing Computer Program for Radio Waves in 
The Ionosphere, well known as the Jones 3-D Ray Tracing program (Jones and 
Stephenson, 1975), is a program that will be used in this project with the provision of a 
new electron density subroutine for precise determination of transionospheric paths in 
an ionosphere with horizontal gradients. This program, which is in the FORTRAN 77 
computer language, was produced by R. Michael Jones, Judith J. Stephenson and their 
colleagues (Jones and Stephenson, 1975). It can trace radio waves through an 
ionospheric medium whose refractive index varies continuously in three dimensions. 
The refractive index can be represented by either the Appleton Lassen or the Sen- 
Wyller formula. However, in this work, the Appleton Lassen formula was used (section 
3.4). 
For each ray path, the program can calculate group path length, phase path length, 
Doppler shift due to a time-varying ionosphere and geometrical path length to 
determine the characteristics of the ray path through the ionosphere. The program 
integrates Hamiltonian's equations by using the Runge Kutta (Gill, 1951) and Adams 
Moultan methods. 
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The most general ionospheric ray tracing method used in the Jones 3-D program was 
described by Haselgrove (1954) and Haselgrove (1957). This method, which is based on 
Hamiltonian optics for three dimensions, uses a set of six first-order differential 
equations, and permits the inclusion of arbitrary spatial variations of the ionospheric 
electron density and geomagnetic field. The Hamiltonian's six differential equations for 
the ray path in spherical polar coordinates (r, e, O) are (Haselgrove and Haselgrove, 
1960); 
dr 1 
dt _, u2 
Pr 
8pr 
d9- 1 
dt ru2 
PO 'u Spe 
do= 1_ _p 
dt r, u2 sin 8 
PO 'u 8pß 
(4.6) 
dPr 
-=1 
15 U+pe d9+po dosin9 
dt u Sr dt dt 
d pe 
_11 
Sp 
_ 
dr 
+r 
do 
cos 9 dt ru (56 
I0 dt p0 dt 
dpo 
=1 
11811p drsin0-rp dcos0 
dtr sin O ý, u (50 dt O dt 
where; 
r, 8,0 = geocentric distance, co-latitude and longitude respectively 
,u= phase refractive index 
Pr 9 pe , po = the components of a vector of length u, which is directed normal to the 
phase fronts 
t= time of phase travel along the ray 
These equations are developed using Fermat's principle of least time (or, more properly 
stationary time) (Kelso, 1968). According to this principle, a ray between two points is 
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the path such that the time of transmission is stationary, i. e.; is a maximum or 
minimum. In an anisotropic medium, this principle can be expressed as; 
$I1r ds=O (4.7) 
where p, is the ray refractive index and ds is an element of arc length along the ray path. 
To run the main program, the valid input data file (ray. dat) and files for the output 
(data. out and jones. out) are needed. This program will do the tracing of the ray path for 
a choice of different models of the ionosphere; the transmitter location (longitude, 
latitude and height above ground range), the GPS carrier frequency, the direction of the 
transmission (both elevation and azimuth), the receiver height and other input values 
which are chosen through the input file ray. dat. 
The program has been modified to allow the new subroutine to be employed for the 
electron density model instead of one of the other original models (i. e., Chapman layer, 
parabolic layer etc. ). This is made simple by the structure of the program which can be 
easily modified because of its organization into subroutines. 
The program must first read in all the parameters necessary to define both the vertical 
profile and latitudinal and longitudinal dependence of the electron density. When the 
ray tracing is performed, the output for the determined ray path is sent to a file data. out. 
Samples of data. out can be seen in Appendix A-6. 
4.7.1 New 3-D Model 
This is the name that was given to the new subroutine that contains the code for 
determining the electron density and its derivatives with regards to altitude, latitude and 
longitude. 
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When the Jones 3-D Ray Tracing program including New3DModel is executed, the 
values of altitude (h), latitude (9) and longitude (0) that are used in the equations (4.2), 
(4.3), (4.4) and (4.5) will be determined for every step of the ray path. 
The ray tracing calculations are performed in a spherical co-ordinate system h, 8 and 0 
where h is the height from the centre of the Earth, 0 is the polar angle which would 
correspond to the geographic co-latitude at the Earth's surface and 0 is the geographic 
longitude. 
The ray tracing program requires the spatial derivatives of X. These can be determined 
as; 
dX 
_ 
dX 
. 
dNe 
(4 g) 
dh dNe dh 
dX 
_ 
dX 
. 
dNe 
(4.9) 
dO dNe dO 
dX dX 
. 
dNe 
(4.10) 
do dNe do 
where 
X=f p2 _ 
80.62 Ne 
; fp = plasma frequency; f= wave frequency, Ne= value of f2 f2 
electron density per cubic metre. 
dNe dNe dNe 
A5 de and do can 
be determined from equations (4.3), (4.4) and (4.5) 
respectively. 
The ray tracing is of course only valid for the region of latitude and longitude covered 
by the 3-D ionosphere model. The values of latitude and longitude must be scaled 
before inputting to the formula (equation 524) to determine the value of electron 
density. This is because the variables in this equation are defined to have a range from 
0° to 180°. 
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Thus, the scaled values y= 9s., e and x= 0S, are are given by; 
-ek-e'" (4.11) v= 
escale 
- e2-e, 
x= Oscare =- 
ýi 
(4.12) 02-01 9 7r 
at latitude 9k and longitude 0 for a latitude range of 9, to 92 and longitude range of 
to 02 . 
Taking into account the fact that the polar angle, 9, used as a ray tracing co-ordinate, 
corresponds to the co-latitude. Then, 
.ye207 scale e2-el 
(4.13) 
The expressions for the derivatives of horizontal electron density ((4.4) and (4.5)) also 
need to be modified whereby; 
df(8,0) 
_ 
dNe(x, y) . 
dy 
d9 dy d8 
df (e, 0) 
_ 
dNe(x, y) 
0n (4.14) 
de dy e2-e, 
df (B, 0) 
_ 
dNe(x, y) 
0 
dx 
dO dx dO 
df (8,0) 
- 
dNe(x, y) 
10 
7 (4.15) 
dO dx 02 -e 
dNe(x, y) 
and 
dNe(x, y) 
are given in Appendix A-2. 
dy dx 
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4.8 Results from Jones 3-D Ray Tracing Program with the New 3-D Model 
Some results have been obtained using the new 3-D ionosphere model in the Jones 3-D 
numerical ray tracing program for paths from a GPS satellite to an Earth station at 
15°N, 110°E (the reference location). However, for convenience, the ray tracing are 
done from the Earth station to the satellite and considered to be reversible, unless 
otherwise stated. The results have been obtained for `with' and `without' ionospheric 
horizontal gradients at two different azimuth angles of the satellite at the Earth station, 
21 ° and 60° from geographical north. 
The characteristics of the GPS ray with the presence of the ionospheric gradient show 
some significant difference when compared with the no gradient case. For this research 
purpose, only Ll GPS carrier frequency was used to obtain these results. As shown in 
Figures 4.10 and 4.11, the sTEC for the case with an ionospheric gradient (3-D 
ionosphere incorporating horizontal gradient) is much lower than for the case without 
gradients for all elevation angles. For these situations, the electron density deceases as 
the ray propagates further north. However, for the no gradient case, the electron density 
is fixed everywhere with its value at the reference location which corresponds to the 
ray's starting point. This is why less sTEC was obtained for the `with gradient' than the 
`no gradient' case. 
74 
180 
160 
140 
120 
100 
80 
--#- Nä Grad 
,, Wih Grad 
- -------------------- -------------- ------- ------ 
,,,,, 
... 
t 
... 
------------------- --- ------------ 
t, 
--____------L 
,, 
, 
60 L- 
10 20 3J 40 50 60 70 80 90 
E le%ation eagles [0] 
Figure 4.10: Slant TEC for `with' and `without' an ionospheric gradient at 21° azimuth 
angle 
100 
180 
140 
120 
100 
so - 
ED L 
10 20 30 40 50 50 IU bu au 
E levation angles fl 
-+- Nd Grad 
With Grad 
-- 
------------- 
...... 
1I 
---------------------------- 
------ --- ------ 
. 
Figure 4.11: Slant TEC for `with' and `without' an ionospheric gradient at 60° azimuth 
angle 
75 
Considering now the difference in the paths at the azimuth angles of 21° than 60°, as the 
ray travels further in the southerly direction, the magnitude of the gradient increases. 
For the 21° azimuth path, the ray starts in the region of lower density because it 
traverses a wider range of latitude than the path at 60° azimuth and the receiver location 
is the same for both. This can explain why the sTEC with the presence of horizontal 
gradient is less when the azimuth angle is 21° than 60° (especially for elevation angles 
less than about 60°), as shown in Figures 4.10 and 4.11 above. Figure 4.9 also can be 
referred which can explain this scenario. 
Additionally, the Residual Range Error (RRE) has also been obtained from the 
simulation results, as shown in the Figures 4.12 and 4.13. RRE is the error in the true 
range, which still exists after the application of the dual frequency (or any other) 
ionospheric correction method. Thus, it is given as; 
RRE=Sd -S (4.16) 
where it is equal to the difference between the approximate straight-line (geometric) 
distance as found by the dual frequency model, Sd, and the true straight-line (line of 
sight) distance, S, between the Earth station and the satellite. 
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As expected, the RRE is greater for the `without ionospheric gradient' case than the 
`with ionospheric gradient' case. Also, when the azimuth angle is increasing, the RRE 
increases as well because the horizontal gradient in the direction of the ray path is 
reduced as the azimuth angle increases. 
The transformation of sTEC to vTEC has also been accomplished using equation (3.12). 
However, the altitude of IPP was not fixed at 350km. Instead, the more precise 
equivalent weighted height, h., as introduced by Schaer (1999), was used given by the 
equation below; 
R 
sin X'= R+h 
sin (ax) 
Em (4.17) 
where a is the correction factor taken here as 0.9782 and h,,, is the equivalent weighted 
height of 438.1km. This is also known as Modified-Single Layer Model (M-SLM). 
From this, the results of TEC transformation from slant to vertical have been obtained 
as shown in Figures 4.14 and 4.15 below. 
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In these figures, one can see the significant effect the ionospheric horizontal gradients 
have on the determined vTEC compared to the no gradient case, when the vTEC is 
correctly determined for both azimuths. 
The corrections factor 'a' and an equivalent weighted height hm =438.1 km (instead of 
350km in the Klobuchar approximation) are introduced in the model in order to get a 
more accurate transformation from sTEC to vTEC for both with and without 
ionospheric gradient cases. The h, n is the height with maximum electron density which 
can be obtained from the ray tracing. However, this hm will differ from one profile to 
another profile of electron density due to the presence of horizontal gradient. That is the 
reason it is not the same all the time as suggested by the Klobuchar model. 
From the results that have been obtained above, it is shown that the new subroutine can 
enable the Jones 3-D program to trace transionospheric GPS rays in a realistic 3-D 
ionosphere model containing both latitudinal and longitudinal gradients. The program 
could of course also be useful for tracing ionospherically reflected HF paths. 
4.9 Conclusion 
In this chapter, an accurate numerical ray-tracing model including the effect of 
ionospheric horizontal gradients in three dimensions (in latitude, longitude and altitude) 
has been constructed. This has been achieved using a 3-D electron density model which 
has continuous spatial derivatives. The presence of the ionospheric horizontal gradient 
associated with the equatorial anomaly has been found to introduce significant effects 
on the group path delay of GPS signals, particularly at smaller azimuth angles when the 
path is more in line with the gradient direction. 
The importance of the introduction of an additional factor in the M-SLM as well as the 
change of hm in order to get an accurate transformation 
from slant to vertical TEC has 
also been shown. It shows that the general SLM (Klobuchar approximation) 
is not 
accurate even for the case of no horizontal ionospheric gradient. 
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Although 3-D ionosphere models have been incorporated in the Jones 3-D ray tracing 
program previously, the advantage of the method presented here is that; 
(i) the real ionosphere can be modeled accurately over an extensive region in 
latitude, longitude and altitude by fitting to the IRI model, 
(ii) the spatial derivatives of the electron density are continuous at all points 
enabling very accurate ray tracing to be accomplished (e. g. unlike the 
TABLEX electron density subroutine from the original Jones 3-D ray tracing 
program), 
(iii) the use of the Table Curve 3-D software greatly reduces the time and effort 
required for both model fitting and code writing. 
In the following chapter, the significance of ionospheric horizontal gradient in DGPS 
positioning will be given. Additionally, the significance of the difference in the 
elevation angle between the reference station and the user in DGPS will also be 
demonstrated. Finally, the methodologies that have been used to determine the 
magnitude of ionospheric horizontal gradients from real observation data will also be 
discussed. 
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CHAPTER 5 
EFFECT OF IONOSPHERIC HORIZONTAL GRADIENTS AND 
THEIR ESTIMATION FROM OBSERVATIONS 
5.1 Introduction 
DGPS is a system where the range error at a reference station (after eliminating the 
error due to its' clock, hardware delay and multipath) will be eliminated from the range 
measurement at the user, which view the same satellite, presuming that the satellites 
path to both the reference station and the user experience common errors due to the 
ionosphere (section 2.7.2.2), clock errors etc. In this assumption, the error due to the 
ionospheric refraction is assumed to be the same for the two closely spaced paths (such 
as a baseline length between reference station and the user of l0km as used in 
simulations throughout this chapter, unless otherwise stated) and thus the presence of 
ionospheric horizontal gradient is ignored. If a user's path is exposed to a drastically 
large ionosphere gradient, the large difference of ionosphere delays between the 
reference station and the user can result in significant position error for the user. Several 
examples of extremely large ionosphere gradients that could cause the significant user 
errors have been observed (section 3.6). As an example, Datta-Barua et al. (2002) had 
found an ionosphere gradient as large as 316mm/km which is more than 60 times the 
one-sigma nominal gradient (one-sigma nominal gradient is at 3-5mm/km) (McGraw et 
al., 2000; Pullen, 2000). 
Apart from that, it is clear that the ray paths from the satellite to the two Earth station 
receivers will traverse the ionosphere at slightly different elevations thus introducing an 
additional error to DGPS. Thus if both these errors were corrected for, the ionospheric 
correction would be more accurate, perhaps enabling faster ambiguity resolution and/or 
longer baselines to be employed. 
These two effects have been investigated in the present work in order to obtain a more 
accurate ionospheric correction for DGPS and have been found to be roughly 
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comparable showing that they are both important. By performing ray-tracing 
calculations with and without a linear horizontal ionosphere gradient, the effects of 
elevation angle and horizontal gradient have been separated and a ratio of these effects 
has been determined for different elevations and horizontal ionosphere gradients. 
Empirical models have been introduced to model these variations based on the ray 
tracing results. 
The ionospheric horizontal gradient could be obtained instead from the gradient of the 
TEC observed from a number of received GPS satellites at one or more reference 
stations or based on empirical models updated with real time data. To investigate the 
former, as an example, the dual frequency method has been used to obtain both South- 
North and East-West gradients by using four different receiving stations separated in 
those directions. In addition, observation data from NIMS receivers and the TEC 
contour map from RAL UK have also been used in order to define the magnitude and 
direction of the gradient. 
5.2 Ionospheric Differential Delay due to Elevation Angle difference between 
Reference Station and the User 
First of all, the ionospheric differential delay, A td, is investigated for the no gradient 
case (for a particular elevation and azimuth). A td is the difference in ionospheric delay 
between the reference station and the user. It will be either smaller or larger at the user 
location depending on its position with regard to the reference station and the satellite. 
If the user is at the same azimuth from the reference station and both stations view the 
satellite, the A td is always greater than 0. Normally, the A td will decreases as the 
elevation angle increases. However, it has been found that the maximum Atd is not for 
the lowest elevation angle as expected, but in the range of 10° to 20° elevation angles. 
An example of this behaviour, the A td for the no gradient case is shown in Figure 5.1 
for the case when the reference station is at (15°N, 110°E) and the user at 21° azimuth 
from the reference, which is at (15.084°N, 110.0334°E), and the satellite is at 21° 
azimuth from both the reference station and user. The vTEC of the ionospheric profile 
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which was used for the modelling was about 61 TECU and it was taken from IRI on 
27.1.2003 at 13.30LT for both the location of the reference station and the user. 
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Figure 5.1: J td at 21° azimuth for ionospheric profile without horizontal gradient 
Figure 5.1 shows that a dtd does exist between the paths to the reference station and the 
user, even when the ionospheric profile is homogeneous (no horizontal gradient). This 
is due to the difference in the elevation angle between the reference station and the user 
that are viewing the same satellite. 
This numerical ray tracing result has been validated for the same no field and no 
horizontal gradient case by comparing with calculations made using the analytical 
equations for paths through the same ionosphere fitted with Multi-Quasi Parabolic 
(MQP) layers (Dyson and Bennett, 1988; Strangeways and loannides, 1999; loannides, 
2002). As expected, the MQP method gives a similar variation of 4td as the ray tracing 
program. 
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Figure 5.2: Validation of 4td by using the MQP method 
5.3 Influence of Ionospheric Horizontal Gradients between Reference Station and 
the User at different Satellite Locations 
In addition to the difference in the elevation angle at the reference station and the user 
(section 5.2), the presence of an ionospheric horizontal gradient also influences the 4td. 
An analysis has been carried out by Abdullah (2004) to determine the influence of 
linear gradients at difference satellite epochs. 
Figure 5.3 shows the locations of satellite (SV 1), reference station and a user station to 
determine the influence of a linear ionospheric horizontal gradient. The baseline 
distance in between the reference station and the user is 10km. The location of SV 1 has 
been shown for three different epochs in order to see the influence of horizontal 
gradient at each epoch. 
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Figure 5.3: Location of the reference station, user and the locations of the satellite 
(SV 1) at different epochs 
The exponential model that was used to obtain the sTEC was; 
2 
TEC,, 
n, l, =f 
Nemx " exp - max A (5.1) 
SAX 
where Ne,, is the maximum electron density, h,, 1 is the maximum 
height for that 
profile and s,,,,, is the semithickness of that profile. 
But, with the presence of a (linear) gradient, the content of electron density will vary. 
As for this case (latitudinal (0) gradient), the content of electron density either increases 
or decreases as the ray propagates to the reference station depending on the direction of 
the gradient; 
ýl - 
jlnýx 
ý 
"(1+C 9-o dli (5.2) TECslanf -J NeR,, Y " exp - 
max s 
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z h-h TECslnnt =J Ne, 
mX "exp - . 
(1-C(o-6ref ))dh (5.3) 
SmaX 
where 9, ef 
is the latitude of the reference station, 0 is the latitude of the user and C is 
the fractional increase or decrease in electron density per radian away from the 
reference latitude, Oref " 
As an example, from equation (5.2), if 0> Of, the sTEC is higher at the user receiver 
than at the reference. The same principle applies to equation (5.3), where if 0> Oref, the 
sTEC is lower at user than at the reference. 
Abdullah (2004) had found out that at every epoch, the d td has the same sign for both 
without and with linear ionospheric gradients. Her findings can be seen at Table 5.1 
below. 
Table 5.1: Influence of ionospheric linear horizontal gradients 
(Abdullah, 2004) 
A td Epoch 1 Epoch 2 Epoch 3 
A td without gradients -ve 0 +ve 
A td with gradients -ve 0 +ve 
Referring to Figure 5.3 and equation (5.1), at Epoch 1 for the case without ionospheric 
horizontal gradient, the distance of the path from the user to the satellite is greater than 
the path from the reference station. The variation of elevation angle, where the elevation 
at the reference station is greater than at the user causes the Atd < 0. At Epoch 2, since 
the satellite is midway between the reference and the user, the elevation angle is same at 
both the stations and the length of the ray paths will be the same, so that the Atd = 0. 
However, the scenario at Epoch 3 is vice versa to that at Epoch 1, whereby, the distance 
of the path from reference station is greater than from the user and the difference in the 
elevation angle at the user is greater than at the reference station causing the A td > 0. 
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All of these cases are the same as explained by Abdullah (2004) in the Table 5.1 above 
for the `without ionospheric gradient' scenario. 
However, the same will not be the case with the presence of an ionospheric horizontal 
gradient, whether linear or non-linear. Referring to equations (5.2) and (5.3), for sure 
the sTEC will vary when there is variation in the content of electron density between 
the path from the reference station and the user. This will definitely introduce a 
different A td between the reference station and the user for the `with gradient' case 
compared to the `without gradient case'. 
By implementing equation (5.2), at Epoch 1, since 0< 0Yef, the user's path of 
propagation is greater than the path from the reference station. The presence of greater 
content of electron density causes the ray path to the user to be a shorter distance than 
the path to the reference station. Due to this, A td <0 between reference station and the 
user's paths (Figure 5.4). 
However, by implementing equation (5.3), we have a totally different situation. At 
Epoch 1, though 0< Oref, the sTEC for the reference's ray path is greater than for the 
user's. This causes A td > 0. From the simulation that has been performed, it was found 
that dtd >0 only when C >_ 1.5 (Figure 5.5). 
At Epoch 3, though the length of the ray from the reference station is longer than the 
length of ray from the user, however, by using equation (5.2), the A td < 0. This is 
because the user's ray encounters greater content of electron density than the 
reference's ray path. But from the simulation that has been carried out, it can be seen 
that A td is <0 only when C<_ 1.5 (Figure 5.6). 
By using equation (5.3), the Atd at Epoch 3 will be the same as obtained at Epoch 1. As 
the linear horizontal gradient decreases, the content of electron density that the ray 
passes through from the reference station is greater than for the user's ray path. Since 
the distance between the reference station and the satellite at Epoch 3 is greater than the 
distance between the user and the satellite at this epoch, it causes dtd >0 (Figure 5.7). 
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By implementing equation (5.2), the content of electron density that the ray path to the 
reference station encounters is less than that of the ray path to the user at Epoch 2 
though both stations are equidistant from the satellite at this epoch. The reason for this 
is the same as was explained for Epoch 1 above. Thus, dtd < 0. Vice versa applies for 
Epoch 2 when equation (5.3) is implemented. The sTEC for the user's ray path is less 
than for the reference's path causing 4td > 0. 
To summarize, Table (5.1) can be redrawn with the new approximations. 
Table 5.2: Actual influence of ionospheric linear horizontal gradients 
4td Epoch 1 Epoch 2 Epoch 3 
4td without gradients -ve 0 +ve 
4td with gradients (5.2) -ve -ve -ve (C >_ 1.5) 
4td with gradients(5.3) +ve (C< 1.5) +ve +ve 
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Figure 5.5: Difference in the sTEC between reference station and the user when the 
satellite is at Epoch 1; equation (5.3) 
0.1 
U 
D 
() 
W 
F- 
0. 
-C 
$ C=0.0 
-e- C=0.5 
C=1.0 
------, --- -- -- -- -- .-- C=2.0 
ýIPO ~A%+6ý 
0 -- --- -- -- -, - -ý - -- 
35 ----- --------- ----------- L ------- 7" 
30 40 50 60 70 80 90 
elevation angle [0] 
-0.15 L 20 
Figure 5.6: Difference in the sTEC between reference station and the user when the 
satellite is at Epoch 3; equation (5.2) 
89 
C} 35 
0; 
D U 
W 
H 
0 
C 
$ C=0.0 
C=0.5 
C=1.0 3- --------------------------- ------- ---- 
- C=1.5 { ý\ -A- C=2.0 
?5 ----------- -------------------- --------------------' 
$ C=2 5 
7 ----- ----- ----- ------- ---------- --------- --------- --------- 
--- --------------------- r -------- 
------------------- ------ 
------- ------- 
20 30 40 50 60 70 80 90 
elevation angle [0] 
Figure 5.7: Difference in the sTEC between reference station and the user when the 
satellite is at Epoch 3; equation (5.3) 
5.4 Separation of the Effect of Elevation Angle and Horizontal Gradients 
By performing ray tracing calculations with and without a linear ionospheric horizontal 
gradient, the effects due to the difference in the elevation angle between the reference 
station and the user and the presence of an ionospheric horizontal gradient have been 
separated and a ratio of these effects have been determined. 
A simple analytical method has been used to separate the effect of elevation angle and 
linear ionospheric horizontal gradient; which can be explained by Figure 5.8 below. A 
planar Earth with a planar ionospheric layer has been used to determine the effects. The 
elevation angles less than 20° were not considered because the planar model was used. 
Then, empirical models have been introduced to model these effects based on the ray 
tracing results. 
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Figure 5.8: The propagation of the GPS ray to a reference station and user location 
through the ionosphere 
From Figure 5.8, Reference is the location of the reference station and User is the 
location of the user station. The GPS ray propagates from the GPS satellite at an altitude 
of 20200 km to the Earth stations. The elevation angle at the reference station is given 
by, 
20200 
tan(ß) _ x 
(5.4) 
where x is the distance along the ground of the ray path from the satellite and ß is the 
elevation angle at the reference station which we can choose. 
Since the user is 10 km away from the reference station and views the same satellite as 
the reference station, then Buser will be; 
tan(ß cer) = 
20200 (5.5) 
x-10 
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Then, the sTEC of the ray for the different elevation angles and for different value of C 
can be obtained by using; 
200 
TECsiat =f Ne.. "exp -h 
max 
"(1+C(9-e 1))sec(ß)dh (5.6) 'Smaýc 
where 9 is the latitude of the user and the definition of the other terms has been given 
in section 5.3 above. 
In order to obtain the latitudinal distance in km; 
x6370= 
h 
(5.7) 
tan (, Q) 
So, the latitudinal distance (in km) will be; 
Latitudinal distance (km) =h (5.8) 6370 " tan (/3) 
Then, by applying equation (5.8) into equation (5.6), the actual sTEC due to the 
variation of elevation angle is obtained by; 
TEC 
lant 
(c, 
/'') = 
zoo 
J Ne,,, " exp -" 1+ 
Ch dh 
smax 6370.0 tan ('8) 
COS (ß) 
(5.9) 
Using the same equation, the sTEC will be obtained for the path to the user's receiver, 
by approximating the elevation angle at the user's receiver by using equation (5.5). 
After the sTEC at both the reference station and the user's receiver have been obtained, 
the analysis is furthered to separate the effect of elevation angle and horizontal gradient 
for these two stations which have a baseline length of 10 km. 
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The effect of elevation angle is obtained by taking the difference of sTEC between the 
paths to the reference station and the user's receiver given by; 
Difference in slant TEC=TECref- TECuser 
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Figure 5.9: Difference in the sTEC between reference station and the user's receiver due 
to the difference in elevation angle at both stations for different C values 
Figure 5.9 shows the amount of difference in the sTEC between the paths to the stations 
for different values of C due to the difference in the elevation angle at these stations that 
view the same satellite. 
Then, by approximating equation (5.11), the effect of ionospheric horizontal gradient 
has also been obtained as shown in Figure 5.10. 
Effect of the gradient =(TECrej -TECus. er 
) 
WG -(TECref 
-TECuser 
)NG 
(5,11) 
$ C=0.0 
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- ------ -------------------- ---------I--- -- 
C=1.0 
-C=1.5 
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------------------- ---------I---------- ' 
-- C=2.5 
4 
------ ---- 
--------- ------ 
---------- --------- -------, ---- -, -- 
~ 
where WG and NG stand for `with' and `without' gradient (C=0.0) cases respectively. 
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Figure 5.10: Difference in sTEC `with' and `without' gradient between reference 
station and the user for different C 
The ratio between the effect of the linear gradient and the effect of elevation angle has 
also been obtained. 
Effect of Gradient 5.12 Ratio =) (TECf 
- TECuser 
)NG(C00) 
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Figure 5.11: Ratio of the effect of the gradient for different values of C with the 
difference in sTEC between reference station and the user when C =0.0 
We have also investigated whether the effect of the difference in elevation angle and 
horizontal gradient increases if the baseline length between the reference station and the 
user are increased. By using the equations above, the results below were obtained when 
the baseline distance between reference station and the user was increased to 100km. 
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Since we are using the linear gradient approximation, as the baseline length increases 
from 10km to 100km, all the effects increase by about a factor of 10 times. 
5.5 Horizontal Variation of Electron Density at IPP 
An equation has also been formulated that can estimate the gradient of electron density 
at the IPP utilizing the approximately known sTEC at the reference station and the user. 
This ratio can be used to approximate the sTEC for the path to the unknown user's 
location in terms of the sTEC at the reference receiver. 
TEC sinnt ý user= 
Neutier 
"TEC. lnnl reference (5.13) 
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Figure 5.15: The sTEC at the reference station (from 3-D Jones ray tracing) and at the 
user station (obtained from equation (5.13)) 
From Figure 5.15, it can be seen that the sTEC at the reference station is a bit greater 
than the sTEC at the user's location because the reference station is further away from 
the satellite (baseline length between reference station and the user is 10km). Then, 
equation (5.13) can be used to obtain the sTEC at the user. In order to validate the sTEC 
that was obtained from the equation above, another value of sTEC for the same location 
of the user was obtained by using the 3-D Jones ray tracing program. The sTEC from 
both the equation and the 3-D Jones ray tracing program are very similar as shown in 
Figure 5.16. However, this approximation can be used only for certain cases, such as for 
propagation of GPS ray at mid-latitude as then the IPP can be approximated to 350km, 
though it is still not very precise. For other geographic regions, such as the equatorial 
region, due to the presence of ionospheric horizontal gradient, the IPP cannot be 
approximated to 350km (section 4.8). Thus, this approximation will not be valid at any 
other region than mid-latitudes. 
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Figure 5.16: The sTEC of the user from the 3-D Jones ray tracing and equation (5.13) 
5.6 Determining the Magnitude of the Gradient from Real Data 
The analytical results presented in Figures 5.9,5.10 and 5.11 above will be used to 
determine empirical formula from which a small adjustment can be made to the 
standard DGPS correction by taking into account the difference in elevation of the paths 
between the satellite and the reference and user stations and the gradient either of TEC 
or electron density at the IPP (since they are closely similar as shown in Figure 5.16). 
There are a number of ways in which an approximate value for the gradient could be 
determined to input into the empirical formula using either a 3-D ionosphere model 
such as IRI or real-time measurements or a model updated with real-time data. 
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5.6.1 Gradient from Four GPS Observation Stations 
To investigate the former, as an example, the dual frequency model has been used to 
obtain the sTEC from four different receiving stations separated in both South-North 
and West-East directions. Then, by using appropriate simultaneous equations, both the 
South-North and West-East gradients in units 6TEC/°lat and 6TEC/°longi respectively 
can be obtained. The latitudinal gradient (gl) is considered positive in the South-North 
direction and the longitudinal gradient (g2) is considered positive in the West-East 
direction. 
Figure 5.17 below shows the four GPS stations that have been used in this gradient 
determination method. Those stations are being operated by the UK Ordnance Survey 
(2007). They are Church Lawford Met at (52.36°N, 1.33°W) as station A, Leeds at 
(53.8°N, 1.66°W) as station B, Lincoln (53.25°N, 0.52°W) as station C and Nottingham 
(52.96°N, 1.2°W) as station D. The observation data was taken on 27.8.2006 for the 
range of the time from 14.6 to 15.9 UTC. 
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Figure 5.17: Approximate location of four GPS receiver stations in UK used to 
determine the magnitude and direction of the ionospheric horizontal gradient 
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The simultaneous equations that were used to obtain g, and gz are as follows; 
TEC,. B =TEC, A+g1(xe -xA)+g2 (yB -YA) (5.14) 
TEC,. C =TEC,. A +g, 
(xc -XA)+92 (YC -YA) (5.15) 
TECcD = TEC,. A +91 
(XD 
- XA) + g2 
(yD 
- YA) (5.16) 
Subscripts A, B, C and D stand for the respective reference stations. x and v represent 
the latitude and longitude respectively and gi and 92 represent the gradient of TEC in 
latitude and longitude respectively. 
To obtain sTEC from every station for a period of time, the dual frequency model was 
used; 
f2. f`f TEC. 
ti. lnni 
1 (P- -i 
40.3 r'2 - f22 
(5.17) 
where fj is 1557.42MHz (L1), f2 is1227.6MHz (L2), P, and P2 are GPS pseudorange 
measurements on L1 and L2 respectively. 
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Figure 5.18: The sTEC at four different stations for a 75 minute daytime period 
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By using the simultaneous equations (5.14), (5.15) and (5.16) and the sTEC values from 
equation (5.17), the value of gl and g2 were obtained for the same period of time as 
Figure 5.18 above. 
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Figure 5.19: The value of g, and g2 for the same duration of time as for Figure 5.18 
It can be seen that the gradients gl and g2 change quite rapidly (-every minute) and 
some temporal averaging seems to be needed. Though the temporal averaging can be 
done, the drastic variation of gl and 92 does not seems to be helpful to give better 
gradients (gi and 92) solution. Without a better gi and 92, the idea of improving the 
position of a user in the vicinity of the four stations (Figure 5.17) by inputting the effect 
of latitudinal and longitudinal gradient (gi and 92 respectively), cannot be done. 
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5.6.2 Gradient from NIMS Observation Data 
Since the method above cannot give a good solution for the magnitude of the gradient, 
Prof L Kersley* gave a suggestion to use the NIMS observation data. Since NIMS 
satellites are polar orbiting satellites, their observation data should be able to give the 
magnitude of the horizontal gradient in the latitudinal direction. 
The Navy Ionospheric Monitoring System, briefly known as NIMS satellites (formerly 
known as NNSS), are polar orbiting satellites at an altitude of 1100km above the Earth 
(Materassi et al., 2003). It is a constellation of 6 satellites. These navigation satellites 
were used by the US Navy before GPS became available. NIMS satellites transmit in 
the form of dual frequencies at 150 and 400 MHz. The sTEC along each path of the ray 
was obtained by a chain of ground-based NIMS receiver. Since the satellites are in low- 
Earth polar orbit (LEO), they move latitudinally across the sky to provide the scan of 
the ionosphere. Although NIMS could measure only the ionisation below the altitude of 
the satellite's orbit of about 1100km, compare with GPS which can measure up to 
20200km altitude, at least during the day and for solar maximum, the TEC derived from 
NIMS well represents the total TEC to higher altitude. 
Pryse et al. (2006) obtained the TEC data from 3 NIMS Earth receiver stations in UK. 
These stations were Aberystwyth (52.42°N, 4.06°W), Hawick (55.42°N, 2.80°W) and 
Reay (58.57°N, 3.76°W). To obtain the sTEC, they processed the observations from 
individual satellites that pass over these stations by using standard, well documented 
techniques to produce the images of electron density in the height versus latitude plane. 
Then, vertical integration over the electron density was done to obtain the vTEC, as a 
function of latitude for each satellite pass. A set of parameters was defined in the plot of 
vTEC versus latitude in order to represent the position and shape of electron density 
troughs. The parameters were chosen so that both the location of the trough and the 
form of the latitudinal gradients could be characterized. A schematic diagram showing 
these parameters is shown in Figure 5.20. 
* Private communication with Prof L Kersley at COST 296 Meeting, Rennes, France (3-7 October 2006) 
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Figure 5.20: Schematic diagram of TEC versus latitude, illustrating the parameters 
defined to characterize the location and shape of the trough (Pryse et al., 2006) 
DE and Dp are the limits of the usable data range, where E and P refer to the equatoward 
and poleward extremes respectively. The average vTEC was calculated for the entire 
range of the data between the extreme limits and was used to define the locations of two 
`breakpoints' on the equatorward, BE and poleward, Bp sides of the trough minimum. 
HE and Hp are the halfway points between the minimum and equivalent breakpoint. 
Data on the poleward maximum, LP, were used to define the poleward gradient of the 
trough wall. 
The vTEC in between all these points have been compared with the vTEC from IRI at 
the same time, day and location. The comparison was done in order to see if there is any 
correlation in the value of vTEC from NIMS and IRI. If there is correlation, it will be 
helpful to obtain the magnitude of the ionospheric gradient and eventually will be 
helpful to improve the accuracy of location in DGPS. 
In order to determine this correlation, the difference between vTEC from NIMS and IRI 
was obtained on a few days in the months of September 2002, January 2003 and June 
2003. Some of the findings are shown in Figures 5.21,5.22,5.23 and 5.24 below. 
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Figure 5.21: Difference in vTEC for NIMS and IRI at early morning in September, 
2002 
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Figure 5.22: Difference in vTEC for NIMS and IRI at noon in September, 2002 
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Figure 5.23: Difference in vTEC for NIMS and IRI at early morning in February, 2002 
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Figure 5.24: Difference in vTEC for NIMS and IRI at early morning in June, 2002 
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From all those figures above, it can be seen that there is no correlation at all between 
vTEC from NIMS and IRI. Other than that, the vTEC was also not available from 
NIMS for each and every day for the same time and same location (same range of 
latitude). This is the reason the plot of difference between vTEC from NIMS and IRI on 
different days varies at different locations of latitude. Further, NIMS vTEC data could 
only show the variation of TEC in latitude and not in longitude. 
A comparison was also done between the variation of vTEC derived from NIMS and 
IRI with the KP index. As explained in section 3.3, the KP index is derived from the 
standardized K index from 13 magnetic observatories. It was found out that the 
correlation between the TEC from real observation data and IRI is good for higher K 
indices (Jakowski, 2004; Mosert, 2007). 
KP indices were obtained from NGDC (2006). Figures 5.25(a), 5.25(b) and 5.25(c) 
below show the KP indices on the days the comparison was done between the vTEC 
from NIMS and IRI. 
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Figure 5.25(a): Kp indices at every 3 hours for a 24 hour period on particular days 
specified in the month of September 2002 
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Figure 5.25 (c): Kp indices at every 3 hours for a 24 hour period on particular days 
specified in the month of June 2003 
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Analysis has been carried out to see if the KP index does give any indication of the 
variation between the vTEC from NIMS and IRI. As an example, from Figure 5.21, the 
variation of the vTEC from NIMS and IRI from 6 to 9 am on 14 September 2002 is 
increasing as latitude increases. When we see the KP index from Figure 5.25(a) for that 
duration of time on the same day, the index decreases. It shows that the difference of the 
vTEC between NIMS and IRI does not correlate with the variation of the KP index. The 
same goes for the Kp indices for other NIMS and IRI differences. However, another 
analysis has been done to investigate the variation of KP indices itself for 24 hours a day 
for 7 consecutive days. 
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Figure 5.26(a): Kp indices for seven consecutive days on September 2002 
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Figure 5.26(c): KP indices for seven consecutive days on June 2003 
As was mentioned above, the plots of the Kp indices for seven consecutive days have 
been done in order to see the coherence between the indices from day 1 and 2, day 2 
and 3 and so on and so forth. Unfortunately, from all those figures above, 5.26(a), 
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5.26(b) and 5.26(c), the correlation of the Kp index on consecutive days is very poor. 
This poor correlation of the Kp index cannot be used to explain the variation of vTEC 
between NIMS and IRI. 
Rather than continue our work using the NIMS observation data by taking into account 
the problems outlined above, we furthered our work to define the magnitude of the 
gradient in DGPS by using the tomographic images of the ionosphere from RAL UK's 
TEC map. 
5.6.3 Gradient from RAL UK's TEC Map 
The Rutherford Appleton Laboratory (RAL) in the United Kingdom (UK) provides the 
real-time vTEC profile (ionospheric tomographic images or contour of TEC) for the 
whole of Europe. The contour maps are updated every 10 minutes in order to see if 
there is any change in the structure of the TEC (Cander and Ciraolo, 2002). The contour 
was obtained by using the daily GPS Observation data provided by the International 
GPS Service for Geodynamics (IGS). The vTEC was computed by using the method 
developed by Ciraolo and Spalla (1997). The IPP was fixed at 400km. However, for this 
work, the TEC contour was taken only for the region of the UK. 
Tomography is a technique that has been developed from a medical diagnostics tool to 
become an imaging technique for many applications. Tomographic imaging of the 
ionised atmosphere is one of the most recent advances in the use of TEC measurements. 
By using this method, the measured sTEC from a number of satellites can be inverted in 
a reconstruction algorithm to produce the two-dimensional spatial distribution of the 
electron concentration throughout the region of the ray-path intersections at a fixed IPP 
of 400km (Materassi et al., 2003). 
Several authors have reviewed the application of computerised reconstruction of radio 
tomographic imaging of the ionosphere. Leitinger (1996,1999) has explained the basis 
and the limitations of the ionospheric application. Kunitsyn and Tereshchenko (2003) 
have also derived a number of theoretical formulations regarding ionospheric 
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tomography. Pryse (2003) has analyzed the experimental results from the application of 
radio tomography to ionospheric imaging. All the development work carried out has 
demonstrated that radio tomography is really reliable in providing images of large scale 
spatial structures in a wide area of the ionosphere from a limited number of ground 
stations. Yizengaw et al. (2006) has also expressed the view that tomographic imaging 
technique has the potential to provide a more accurate description of the average 
electron density of the ionosphere. Structures such as troughs, traveling ionospheric 
disturbances (TIDs), polar cap patches and horizontal gradients are some of the 
ionospheric features suitable for study by this technique. 
In this work, we tried to compare the horizontal gradient given by the TEC contour map 
from RAL UK and IRI and investigate the correlation in the magnitude of the gradient 
from both sources, as we did for the NIMS data in section 5.6.2. Since our work is only 
for short baseline distances, the contours of TEC were only taken for the region of UK. 
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Figure 5.27: Contours of the TEC map on 29 March 2004 at 06: 05UT (RAL, UK) 
Figure 5.27 shows the contour map of TEC from RAL UK that was obtained on 29 
March 2004 at 06: 05UT. In order to know the vTEC at every degree of latitude, the 
contours of TEC will be interpolated linearly at every 1° of latitude at the longitude of 
358°E. By doing so, the vTEC that is obtained at each degree of latitude can be 
compared with the vTEC from IRI at 400km. Contours of TEC were taken at dawn (the 
time of day immediately after sunrise, i. e. at 6.05 UT) because the correlation of this 
vTEC with IRI is normally good at this time. 
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Figure 5.28: vTEC from RAL contour map (after linear interpolation) and IRI 
As expected, the vTEC from the contours correlates very well with the vTEC from IRI 
at dawn. This has shown that we can obtain the magnitude of gradient from IRI for this 
particular time and day. The numerical differentiation then was done to obtain the 
magnitude of the gradient (in unit dTEC I dLat) as shown in Figure 5.29. 
114 
U. 
0. 
0. 
1Lý 
f"0. 
-0. 
-o. 
_n 
Jl ---- ------ ------ ------ ----- ---- ----- 
01 ----- -------- ------ ------ ------ ----- ----- 
0 ------ ------ ------ ------ ------ ---- 
02 ------ ----- ---- ---- ------ ---- ------ 
-1ý- TEC map 
- IRI In 
50 51 52 53 54 55 56 57 58 59 60 
latitude 
Figure 5.29: Gradient of TEC from RAL's contour map and IRI 
The differentiation (dTEC / dLat) also shows that the magnitude of the gradient does 
agree well between the vTEC from contour map and IRI values. 
Another contour map of TEC was also chosen to do the same analysis, but at dusk (the 
time of day immediately following sunset, i. e. at 19.05 UT) rather than dawn. 
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Figure 5.30: Contours of the TEC map on 29/3/2004 at 19: 05UT (RAL, UK) 
Figure 5.30 shows the variation of vTEC is much larger than the variation of vTEC at 
dawn (Figure 5.27). So, in order to get the better vTEC observation data, the 
interpolation was done at every 0.5° of latitude. Using the same method as before, the 
vTEC from the contour map at every 0.5° is compared with the vTEC from IRI, as 
shown in Figure 5.31 below. 
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Figure 5.31: vTEC from RAL contour map (after linear interpolation) and IRI 
Again, it shows that the vTECs from the RAL UK's TEC map and IRI correlate very 
well. This will make us easier to obtain the magnitude of the gradient. The plot of 
dTEC / dLat is shown below. 
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Figure 5.32: Gradient of TEC from RAL's contour map and IRI 
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It shows that IRI really correlates well with the contour of TEC from RAL for the UK 
region, both at dawn and dusk. Both are giving about the same magnitude of gradient. 
However, Figures 5.29 and 5.32 show that the magnitude of the gradient appears to be 
the same for a range of 1° of latitude, which is about 111km in baseline length. This is 
because, in region like UK, which lies in geographical mid-latitude of Northern 
Hemisphere, the horizontal variation of electron density latitudinally is generally not as 
large as in the equatorial region, where a significant latitudinal variation of electron 
density can occur for a short a distance as 10km of baseline length. Nevertheless, since 
the magnitude of the gradient can be obtained from RAL UK's TEC map, this will be 
used to show the improvement in the final position of a user station in DGPS. The user 
station's positioning improvement by using the magnitude of the gradient from real data 
has been given in section 6.3.4. 
We also tried another method to obtain the magnitude of the gradient from dual 
frequency GPS observation data by using the carrier phase levelled method. 
5.6.4 Gradient from GPS Observation Data using Carrier Phase Levelled Method 
Using the dispersive nature of the GPS carrier frequencies in the ionosphere, the 
simultaneous observations (code delay or carrier phase advance) at different frequencies 
can be subtracted in order to obtain an ionospheric observable related to the satellite- 
receiver's sTEC (Leitinger and Putz, 1988). Though the noise and multipath for carrier 
phase observations are very much less than for code delay observations, it does, 
however, introduce unknown ambiguities (i. e. unknown number of carrier cycles) 
(Mannucci et al., 1998). In order to remove these ambiguities, the so-called `carrier 
phase levelled to code' method will be used (Ciraolo, 2004; Ciraolo et al., 2006). By 
doing so, it should be possible to obtain the sTEC from any dual frequency GPS 
observation data. Then, the sTEC between any two GPS stations, a reference and a user 
(in a short baseline distance), can be used to evaluate the magnitude of the horizontal 
gradient, which can be used to improve the positioning improvement at the user station. 
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However, after finding the difference between the carrier phase measurements at L1 and 
L2, the inter-frequency bias or IFB remains in the ionospheric observable. This will also 
be true for the code delay observations. Combination of the satellite and receiver IFBs 
could reach several ten of nanoseconds; where Ins = 2.78 TECU. Thus, the presence of 
an IFB in the carrier phase levelled method needs to be removed in order to obtain the 
most accurate sTEC. 
By using the appropriate equations and approximations, as shown in Appendix B-1, the 
final equation for the carrier phase levelled method is as follows; 
L/, 
arc 
= STEC+bR +b + 
(EP)arc 
+EL (5.18) 
where L', arc 
is the carrier-phase ionospheric observable levelled to the code delay 
ionospheric observable for continuous arc (Appendix B-1), bR and bs are the satellite 
and receiver code delay IFBs, (E, ) arc 
is the effect of noise due to the multipath for code 
delay observations and EL is the noise and multipath for carrier phase observations. 
Though it is levelled, the outcome of equation (5.18) still consists of other errors, 
especially the noise and multipath due to the code delay, which can be 100 times greater 
than the respective errors in the carrier phase observation. Even if we assume that the 
error due to the multipath and noise from code delay observations can be calibrated by 
the receiver, the presence of code delay IFBs from both the receiver and satellite needs 
to be resolved in order to obtain accurate sTEC. In order to resolve these errors, the 
single difference method (two receivers and one satellite) can be used. This should be 
able to eliminate the IFB of the satellite. However, the IFB of the receiver still remains 
unresolved and could affect the accuracy of the sTEC obtained at the receiver. Also, in 
this single difference approach, the sTEC between both stations at one baseline distance 
(i. e. 10km) are presumed to be the same. However, due to the presence of ionospheric 
horizontal gradient, the sTEC is not the same at these stations. Eventually, obtaining the 
`wrong' sTEC from a reference station and a user receiver by using this carrier phase 
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levelled method, will certainly affect the estimation of the magnitude of horizontal 
gradient that we are trying to obtain between these two stations. 
5.7 Conclusion 
In this chapter, the ionospheric range error introduced by the spacing and different 
inclination of the paths from the satellite to the reference station and the user has been 
determined for both cases of the presence and absence of ionospheric horizontal 
gradients. By separating the two effects, their magnitude and relative importance as a 
source of range error has been determined over a large range of elevations. 
In order to make a correction in practice, the horizontal electron density gradient needs 
to be known. It can be estimated from the gradient in sTEC observed from the received 
GPS satellites (since it has also been shown that the ratio of sTEC gives the ratio of 
electron density at the IPP) or based on an empirical model updated with real-time data, 
or both. As described above, a number of methods have been used to obtain the 
magnitude and direction of the gradient from real data. However, all of these methods 
have their own disadvantages. 
In the following chapter, the positioning improvement at a user after taking into account 
the higher order terms of the ionospheric refractive index in the dual frequency method 
is shown. Also by means of simulations using the Jones 3-D ray tracing program, it is 
shown that positional improvement in DGPS can be obtained by taking account of the 
difference in the elevation angle of the satellites at reference and user locations. In 
addition, the magnitude of the gradient that was obtained from RAL UK's TEC map has 
also been used to show the improvement in the final DGPS positioning. This gradient 
magnitude from the real data has been employed in the ray tracing program with a 
linear gradient to determine the positional improvement. 
GPSurvey also has been used to show the positional improvement of a user by 
correcting the presence of ionospheric horizontal gradients. The horizontal gradient 
corrections have been applied to the carrier phase measurements from the GPS 
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observation data (taking account of both the azimuths and the elevation angles of the 
satellite) in order to show the positional improvement at the user station. 
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CHAPTER 6 
IMPROVED IONOSPHERIC CORRECTION FOR DUAL 
FREQUENCY MODEL AND DGPS 
6.1 Introduction 
Due to the dispersive nature of the ionosphere at L-band frequencies, the dual frequency 
model has been used widely to eliminate the effect of the ionosphere. By doing this, it is 
presumed that the total effect due to the ionosphere has been eliminated. However, the 
presence of higher order terms normally will reduce the precision of the dual frequency 
model (King et al., 1985; Brunner and Gu, 1991; Bassin and Hajj, 1993). Though the 
higher order terms are 2 orders of magnitude below the first order term, however, if 1 
cm or mm positioning accuracy is needed, those terms cannot be ignored (section 
3.4.1). 
The differential correction in DGPS is the range error from the reference station which 
is transmitted to the user who will generally be located up to about 10km from the 
reference station. This method presumes that both stations have the same common 
errors such as the tropospheric and ionospheric errors. However, the ionospheric error is 
not quite the same for both the reference station and the user. As explained in Chapter 5, 
the presence of a horizontal ionospheric gradient introduces some difference in the 
ionospheric range error in the reference's and user's path. Apart from that, the 
difference in the elevation angle at the reference and the user that `view' the same 
satellite to get the range measurement does also introduce some millimetre to centimetre 
of range difference. In addition to the neglect of the higher terms in the dual frequency 
model, the neglect of the effect due to the presence of an ionospheric horizontal 
gradient and the elevation angle's difference (at both ends of the baseline) will cause a 
significant amount of error in the final DGPS user positioning. 
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6.2 Dual Frequency Model 
When the GPS ray propagates travel through the ionosphere from satellite to the 
receiver (or for simulation convenience, the ray propagation will be taken vice versa), 
the flight time of the ray is increased due to the ionosphere. This delay is known as 
ionospheric group delay (for code range measurement) or ionospheric phase advance 
(for carrier phase advance measurement) (section 2.6). Since GPS is a system with two 
fairly widely spaced carrier frequencies (f, =1575.42 MHz and f2 =1227.6 MHz), the 
ionospheric scaling factor, f22 / (f, 2 - f22) , will 
be 1.546. By using this scaling factor 
which was determined from the frequency dependence of the group refractive index, the 
ionospheric delay (or advance) could be eliminated by employing the dual frequency 
model (Klobuchar, 1996). The dual frequency model is a mathematical model that 
eliminates the ionospheric error from code delay (or carrier phase advance) by using the 
range measurements from both L1 and L2 in order to obtain a range without the 
ionospheric delay. 
1, _ . 
f2 
2 
OP2 
Sd = 
f' 
(6.1) 
1_ 2 
J1 
where Sd is the range measurement after the ionospheric delay and PI and P2 are the 
group delay (or phase advance) corresponding to GPS frequencies, fj and f2 
respectively. 
However, the dual frequency model does make a few approximations. They are that; 
¢ The ionosphere is assumed to be isotropic; there is no geomagnetic field 
affecting the ionosphere. 
¢ The phase refractive index is assumed to be the reciprocal of the group 
refractive index. 
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Both L1 and L2 propagate exactly on the same straight line path and they thus 
experience the same TEC. 
In the real situation, these approximations are not true. The ionosphere is anisotropic 
due to the presence of Earth's geomagnetic field. The second approximation implies 
that the ionospheric excess group path delay is equal to the ionospheric phase path 
advance in magnitude. However, this is not the case when the higher order terms are 
considered. So, the presence of the higher order terms need to be taken into account in 
order to obtain more accurate ionospheric excess group delay and ionospheric phase 
path advance measurements by using the dual frequency model. Figure 6.1 illustrates 
the actual trajectory of the GPS ray paths, although the departure from the LOS is 
greatly exaggerated. Both rays are not propagating on the same path in or out of the 
ionosphere, as the third assumption of the dual frequency model states. Though the 
elevation angle is assumed to be the same at Earth station's antenna-phase centre, 
however, the elevation angle for L2 will be greater than L1 due to the greater ionospheric 
refraction. In the ionosphere, L2 will travel a longer distance than L1 due to greater 
refraction at its lower frequency. However, out of the ionosphere, L1 will travel longer 
than L2 in order to reach the same satellite position. Hence, the sTEC for both L1 and L2 
will be different, where the sTEC of Li is always less than the sTEC of L2. 
Figure 6.2 below shows the displacement of the GPS ray paths (both L1 and L2) from 
the LOS. The maximum deviation for this example is about 26m at L1 and 43m at L2 at 
an altitude of about 270km. The displacements are for an elevation angle of 10° using a 
profile of electron density with a vTEC of 65 TECU. This figure, which was developed 
from the perturbation method (section 6.2.2), shows that the approximations made by 
the dual frequency model that both the ray paths are propagating on the same 
ionospheric path and experiencing the same sTEC is not correct. 
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Figure 6.1: Transionospheric propagation of GPS ray paths (loannides, 2002) 
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Figure 6.2: Deviation of GPS rays (LI and L2) from the LOS 
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Due to the reasons above, the Sd that can be obtained from the dual frequency model 
does not eliminate all the ionospheric error. The remaining error will be termed as RRE 
(equation 4.16). 
The presence of an RRE is due to the neglect of the higher order terms in the phase 
refractive index equation. Normally, these terms will be neglected from the ionospheric 
refractive index equation since they only introduces error down at centimetre or 
millimetre level compared to the first order term (due to the ionosphere), which can 
introduce range error of tens of metres. However, if the higher order terms are taken 
into account, the RRE could be reduced close to zero; which would reduce the GPS 
positioning error down to millimetres (Ioannides (2002) and Hoque et al. (2006)). A 
detailed explanation of the higher order terms is given in the next section. 
6.2.1 Higher Order Terms 
Higher order terms in the ionospheric refractive index equation are due to the Earth's 
geomagnetic field effect, curvature of the ray path (due to the refraction) and the shape 
of the electron density profile. The higher order terms can be obtained by expanding the 
refractive index equation for group path delay and carrier phase advance, as shown in 
equations (3.7) and (3.8) respectively. However, in this work, we only consider the 
correction of higher order terms for carrier phase advance. For group delay 
measurements, the higher order terms can generally be ignored since the noise error (i. e. 
due to multipath and hardware delay of the receiver) in group delay measurements is 
two orders of magnitude higher than the higher order terms. The noise error may exceed 
Im, whereas for carrier phase advance, the noise is only at millimetre level (Langley, 
1997; Feng, 2003). 
Brunner and Gu (1991) had approximated the refractive index equation by neglecting 
all the terms whose magnitude is less than 10-9 (i. e. parameters like YT, YL and Z from 
equation 3.3), as shown in equation (6.2) below; 
n=1-(X l2)±(XY/2)cos8-(X2 /8) (6.2) 
126 
The explanation for those terms is as follows; 
A: 1, the free space velocity; 
B: (X / 2), the first order or (i/f2) term; 
C: (XY / 2) cos 0, the second order, or (1 /f 3) term; 
D: (X2 / 8) , the third order, or 
(1/f4) term 
where f is the GPS frequency and 0 is the angle between the wave normal and 
geomagnetic field vector. 
The C and D, which are mainly due to the geomagnetic field effect and the curvature 
error respectively, will generally be neglected as they are only about 1% of the first 
order term error (Klobuchar, 1996). However, especially in the area of surveying and 
geophysical measurement, to obtain millimetre level of positioning, these higher order 
terms need to be considered. 
In this work, the higher order terms from the GPS carrier phase advance measurements 
will be obtained by using the perturbation method. Then, these higher order terms will 
be subtracted from the observed carrier phase advance in order to improve the 
positioning of the dual frequency receiver. 
6.2.2 Perturbation Method to Estimate the Higher Order Terms 
An approximate analytical perturbation method has been determined to calculate 
accurately, conveniently and speedily the group delay or phase advance for a path from 
a GPS satellite to Earth station (or vice versa). Kravtsov and Orlov (1990) had outlined 
in detail the foundations of the perturbation theory in geometrical optics. Employing the 
necessary relationships and performing appropriate transformations, Gherm et al. 
(2006) had developed this method which is able to determine the equations for 
analytical calculations. 
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As was mentioned before, the effects due to the anisotropy of the ionosphere 
(ionosphere with the presence of Earth's geomagnetic field) should be accounted for 
when dealing with higher accuracy measurements (-4cm). However, it is difficult to 
treat propagation in an anisotropic and inhomogeneous medium because of the non- 
separable variables in the appropriate equations. This is where the perturbation method 
helps in order to overcome that problem. This method can be used to determine all the 
higher order terms of the phase ionospheric refractive index equation separately. Then, 
we can determine the improvement in the final GPS positioning by taking into account 
these higher order terms. 
The perturbation method has been validated against analytical calculations for the 
isotropic case and by the most precise numerical ray-tracing for the anisotropic case 
(loannides, 2002; Gherm et al., 2006). The main advantage of using this perturbation 
method rather than numerical ray-tracing program is that it has a very much smaller 
computational burden. A detailed explanation of the derivation using the perturbation 
method has been given in Appendix C-2. 
6.2.3 Correcting for the Higher Order Terms 
As was mentioned previously, in this work, the perturbation method has been used to 
determine and correct the higher order terms in order to improve the GPS dual 
frequency receiver's position. 
By using this method, it should be possible to determine the higher order terms in a 
phase path measurement for a particular satellite and Earth station path. A particular 
path will then correspond to a particular elevation and azimuth at the receiver. In the 
following, the azimuth and elevation angles stated correspond to the arrival azimuth and 
elevation angles at the receiver unless otherwise stated. 
Since the calculation of the higher order terms requires an ionospheric profile, a 
standard electron density profile was used. This profile was taken from IRI on 27 
January 2003 (vTEC = 60.1 TECU). Then, to do the carrier phase measurements, two 
profiles were taken on 6 November 2001, at (22°N, 110°E) geographic location. 
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Specifically this day was chosen because it was a day with the largest geomagnetic 
storm (Wang et al., 2003; Maruyama et al., 2004b). The day time profile was taken at 
15.5 LT (vTEC=114.8 TECU) and the night time profile was taken at 22.0 LT 
(vTEC=90 TECU). All of these profiles are shown in Figure 6.3 below. 
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Figure 6.3: Electron density profiles taken from IRI 
For a `specific' path, the sTEC will be obtained by using the dual frequency model 
(equation 5.17) by using the uncorrected carrier phase observables. However, to obtain 
an actual sTEC, the TEC that was obtained for the standard profile was scaled to have a 
sTEC equal to that determined from the carrier phase observables. Then, the higher 
order terms were calculated and subtracted from the carrier phase observable for the 
respective paths. The dual frequency model (equation 6.1) was again used to eliminate 
the remaining first order term. Then, the improved phase advance measurements will be 
obtained. However, in order to show the improvement in the final GPS positioning, 
phase advance measurements from at least four satellites have to be obtained. 
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6.2.4 GPS Positioning Improvement using Dual Frequency Model 
In order to show the improvement in the GPS positioning, at least four phase advance 
measurements have to be taken from four different satellite locations. Figure 6.4 
illustrates the observations that take place from 4 GPS satellites at an Earth reference 
station. 
Sat 2 Sat 3 
Sat 4 
Sat t 
Earth reference station 
Figure 6.4: Geometry of the satellite locations that was used to obtain phase advance 
measurements 
The table below shows the four different sets of elevation and azimuth angle at the dual 
frequency Earth station receiver that have been used in order to model four different 
GPS satellite locations. 
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Table 6.1: Four sets of elevation and azimuth angles at the dual frequency Earth station 
receiver for reception of four different GPS satellites 
Satellite Elevation (° ) Azimuth (° ) 
1 20 295 
2 15 60 
3 12 275 
4 5 330 
Low elevation angles have been chosen as they will help to show the importance of the 
higher order terms in each of the phase advance measurements. Before we measure the 
phase advance using the dual frequency model, there is another factor that needs to be 
taken into account when the GPS positioning is considered, that is the Dilution of 
Precision (DOP). 
6.2.4.1 Dilution of Precision 
DOP is a measurement for a given number of satellites that can be used to determine the 
best satellite locations in order to locate the position of a user on the Earth (Leick, 
2004). It can be divided into five parts; horizontal DOP (HDOP) for horizontal position, 
vertical DOP (VDOP) for the height, time DOP (TDOP), positional DOP (PDOP) and 
geometric DOP (GDOP). However, GDOP is the measurement that will be used to 
define the satellites' best geometry. It is a composite measure reflecting the position 
geometry and time estimates. 
When the visible satellites are close together in the sky, the geometry is said to be weak 
and the GDOP value will be very high. When far apart, the geometry is better and the 
GDOP value is low. Thus, a low GDOP value will give a better GPS positional 
accuracy due to the wider angular separation between the satellites which were used to 
calculate the position of the GPS receiver. The derivation of the DOP terms and the 
breakdown of the GDOP values can be found in Appendix C-1. 
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The GDOP for the group of satellites given in Table 6.1 is 7.5. This GDOP is rated as 
`Moderate' (Appendix C-1). The GDOP is quite high because the elevation angles that 
have been used to locate those satellites are all very low. However, as was mentioned in 
the previous section, lower elevation angles will illustrate better the significance of the 
higher order terms to the final GPS positioning. 
6.2.4.2 Phase Advance Measurements 
Range measurements that were obtained by using the dual frequency model without 
correction (before the subtraction of the higher order terms) and after the inclusion of 
the higher order terms are given in the table below for the day time profile. 
Table 6.2: Range measurements from the dual frequency model (Sd) for four different 
satellite locations before and after corrections for the higher order terms 
(day time profile) 
Satellite 1 Satellite 2 Satellite 3 Satellite 4 
LOS (m) 
23708289.70874 24199071.84768 24504695.209302 25245907.56902 
Sd before higher 23708289.70176 24199071.83718 24504695.201401 25245907.54580 
order terms (m) 
Sd after higher 23708289.70875 24199071.84769 24504695.209264 25245907.56905 
order terms (m) 
RRE before 
higher order -0.608 -1.051 -0.7901 -2.322 
terms cm 
RRE after higher 0.001 0.001 -0.004 0.003 order terms cm 
Normally, the location of the dual frequency reference station will have been previously 
surveyed. So, by knowing its exact location and the location of the satellites, the LOS 
for each path can be measured. The exact location of the receiver will be the reference 
point in order to see if there is any improvement in the final positioning before and after 
the inclusion of the higher order terms. Then, the RRE (equation 4.16), was also 
measured for each path before and after corrections for the higher order terms. As an 
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example, the RRE for satellite 4 is about 2.3cm before the inclusion of higher order 
terms. After the higher order terms were taken into account, the RRE is about 0.03mm. 
We can see that for the other phase advance measurements, the RRE is also much 
smaller than a mm after the inclusion of the higher order terms. 
The same calculations have also been performed for the night time profile as shown in 
Table 6.3. 
Table 6.3: Range measurements from the dual frequency model (Sd) for four different 
satellite locations before and after corrections for the higher order terms 
(night time profile) 
Satellite 1 Satellite 2 Satellite 3 Satellite 4 
LOS 23708289.70874 24199071.84768 24504695.209302 25245907.56902 
Sd before higher 
order terms (m) 
23708289.70394 24199071.84037 24504695.204216 25245907.55267 
Sd after higher 
order terms (m) 
23708289.70875 24199071.84769 24504695.209306 25245907.56904 
RRE before 
higher order terms -0.479 -0.731 -0.5086 -1.635 
(cm) 
RRE after higher 0.001 0.001 0.004 0.002 
order terms cm 
From the table, it can be seen that for the night time profile the RRE (before the 
subtraction of the higher order terms) for every phase advance measurement is very 
much lower than the day time case. This can be explained by the fact that the Earth's 
geomagnetic field effect and the curvature error are very much less at night time than 
the day time due to the lower electron density. 
However, as before subtraction of the calculated higher order terms yield a range and 
positioning improvement. 
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6.2.4.3 Positioning Improvement after the Inclusion of the Higher Order Terms 
In this work, the `predicted location' of the receiver will be calculated by using the 
carrier phase advance measurement (before and after corrections for the higher order 
terms) from all the four satellites. To measure this predicted location, Least Square 
Minimization (LSM) will be used. A detailed explanation concerning LSM can be 
found in Appendix C-3. Once the predicted location is known, the error in the 
positioning, if there is any, can be calculated by using equation (6.3), since the 
receiver's location is known. 
improved l roved positional error = (xori -X pred) 
2+ (Yori 
Ypred)2 + 
(Zori 
- Zpred)z 
(6.3) 
where on stands for the actual ECEF coordinates of the receiver in x, y and z and pred 
stands for the predicted ECEF coordinates of the receiver in x, y and z. 
Table 6.4 shows the improvement in the GPS positioning after the inclusion of the 
higher order terms in the dual frequency ionospheric correction model. 
Table 6.4: Positioning improvement for two different profiles after the inclusion of the 
higher order terms 
Before higher order terms 
(cm) 
After higher order terms 
(cm) 
Day time profile 4.132 0.014 
Night time profile 2.848 0.005 
From Table 6.4, the original dual frequency ionospheric correction model could create a 
positioning error of up to 4cm for a day time electron density profile since it neglects 
the higher order terms. When the higher order terms are corrected for, the positioning 
error is reduced to 0.14 mm. For the night time profile, the positioning error is about 
half that for the day time case before the higher order terms correction. This could be 
explained by the fact that the higher order terms are less pronounced at night time than 
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the day time due to the lower electron density. Despite this, the correction still needs to 
be done in order to improve the GPS positioning to a sub cm level. 
6.3 Ionospheric Horizontal Gradients and Elevation Angle Correction in DGPS 
As explained in section 2.7.2.2, in DGPS, the range error that is calculated at the known 
surveyed reference station will be broadcast to the user over a terrestrial radio link. The 
range error is known as differential corrected range. The user will be in the vicinity of 
the reference station; within a radius of about 10km. Throughout this chapter, the 
baseline distance between the reference station and the user is set at 10km, unless 
otherwise stated. Since it is a single difference error mitigation method, the satellite 
clock and ephemeris error will be eliminated. The remaining error, such as due to the 
ionosphere, is presumed to be the same for both receivers as the baseline distance 
between both the receivers is short. However, as was found out in Chapter 5, the 
presence of an ionospheric horizontal gradient and the difference in the elevation angle 
at the reference station and the user location that view the same satellite do introduce 
some range errors that will affect the final positioning accuracy. In section 5.3, a 
method of determining these effects has been outlined. By using the Jones 3-D ray 
tracing program with the new 3-D electron density model (section 4.7.1) and the 
methods as explained in section 5.3, the significance of the ionospheric horizontal 
gradient and the elevation angle difference between the reference station and user's 
receiver has been shown here. The magnitude of the gradient that was obtained from the 
RAL UK's TEC map and IRI (section 5.6.3) was also used to show the improvement in 
the user's positioning in DGPS. 
However, in this work, we are principally concerned with the errors due to the presence 
of ionospheric horizontal gradient and the difference in the elevation angle at two Earth 
stations in DGPS correction. We presumed that both the reference station and the user 
are accurately calibrated to correct for other errors such as multipath and receiver clock 
error. Another assumption that we have made is that, though in the actual situation the 
location of the user is unknown, to show the significance of the ionospheric horizontal 
gradient and the Earth stations elevation angle difference in DGPS correction, we have 
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a known location although, of course, we do not use this in the range or position 
determination. 
6.3.1 DGPS Positional Improvement with Four Satellites 
First, a reference station is fixed at a location; (15°N, 110°E). This location has been 
chosen as the location of the reference station because there is a strong latitudinal 
gradient of electron density in this region and thus a greater effect of the ionospheric 
horizontal gradient in the range measurements should be seen. A user station was fixed 
at 21° of azimuth and 10km away from the reference station. As was mentioned in 
section 6.2.4, four different sets of elevation and azimuth angles at the reference station 
are needed corresponding to range measurements from four different GPS satellite 
locations. These sets of elevation and azimuth angles are shown in Table 6.5. 
Table 6.5: Four sets of elevation and azimuth angles at the reference station for 
reception of four different GPS satellites 
Satellite Elevation (° ) Azimuth (° ) 
1 20 295 
2 25 60 
3 45 275 
4 55 330 
However, to view the same GPS satellites as seen at the reference station, the elevation 
angle at the user will be slightly different. 
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Table 6.6: Different elevation angles at the user location for reception of the same four 
GPS satellites as at the reference station 
Satellite Elevation (° ) Azimuth (° ) 
1 20.00679991883 295 
2 25.0780183344 60 
3 44.9699315534 275 
4 55.0705298062 330 
Though the difference between the elevation angle at the reference station and the 
user's location looks very small, its significance in the final positioning will be shown 
in the following sections. 
In this case, the GDOP is 4.836. It is lower than the GDOP for the previous group of 
satellites tabled in section 6.2.4.1. This GDOP is rated as `Good' (Appendix C-1). 
Though the azimuth angles are the same as for the previous group of satellites, the 
change in the elevation angles for this group of satellites does decrease the GDOP to a 
better value. By knowing the geometry of the satellites, the range measurements were 
obtained at both the reference station and the user from all those four satellites. 
First, the group delay (i. e. pseudorange) was calculated for a particular GPS ray path 
(i. e. reference station and satellite 1) with the presence of an ionospheric horizontal 
gradient (WG). The group delay was obtained by using the Jones 3-D ray tracing 
program using only the primary GPS carrier frequency, fi (section 4.7.1). Since the 
reference station's location is known (normally surveyed precisely), we will be able to 
calculate the LOS by knowing the location of the satellite. Then, we can subtract the 
group delay from the LOS of the reference station to obtain the excess range error. After 
that, this excess range error will be subtracted from the group delay of the user. This 
DGPS correction will be termed as differential corrected range. Using the same 
method, three other differential corrected range measurements at the user location will 
be obtained. Then, these range measurements will be used to obtain the location of the 
user using the LSM method (section 6.2.4.2). Presuming we know the location of the 
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user, the positioning error can then be calculated at the user location using equation 
(6.3). However, these differential corrected ranges will still introduce some positioning 
error at the user location. In order to improve this positioning error, the range error due 
to the presence of the ionospheric horizontal gradient and due to the difference in the 
elevation angle at the reference and the user location needs to be applied in the user's 
differential corrected range. 
To know the effect due to the presence of an ionospheric horizontal gradient, the sTEC 
difference between the reference station and user will be obtained. However, the effect 
due to the difference in the reference's and user's elevation angle is included in this 
difference. So, in order to see just the effect due to the ionospheric horizontal gradient, 
the difference in the sTEC due to the difference in the elevation angle between the 
reference station and the user location should be calculated for the no horizontal 
gradient case (NG) first. 
Equation (5.7) is rewritten here in units of range; 
Difference in sTEC (in cm) = (TEC, ef -TEC, ser) 
/ 1016 (6.4) 
where 1 TECU = 1016 electrons / m2 , which 
is equal to 16cm of ionospheric range 
error. 
This range error is due to the difference in the elevation angle at the reference station 
and the user location as given in Table 6.5 and 6.6 above. 
Then, the range error due to the presence of ionospheric horizontal gradient can be 
obtained by rewriting equation (5.8) in units of range; 
Effect of Gradient (in cm) _ 
[(TECref 
-TEC, se, 
) 
WG - 
(TEC, 
ef -TECuser 
) 
NG 
]/ 1016 (6.5) 
where (TECrej - TECt er) VG 
was taken from equation (6.4) above. 
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Then, the improvement in the positioning at the user location can be found by applying 
the corrected ranges from equations (6.4) and (6.5) to the respective differential 
corrected range at the user. The results that have been obtained are presented in Table 
6.7. 
Table 6.7: Group delay `measurements' at the user location from four different satellites 
before and after corrections 
Satellite 1 Satellite 2 Satellite 3 Satellite 4 
LOS (m) 23707639.11531 23236093.11578 21683112.00332 21095988.4964 
Differential 
corrected 23707639.06553 23236093.02478 21683112.00036 21095988.4578 
range (in) 
Range after 
elevation 23707639.06853 23236093.05573 21683111.99523 21095988.4684 
correction (m) 
Range after 
horizontal 23707639.11453 23236093.11440 21683112.00842 21095988.4957 
gradient 
correction (m) 
From Table 6.7, the LOS is the straight line unobstructed distance between the satellite 
and the user, presuming we know the location of the user. The differential corrected 
range is the group delay at the user location without any correction. The range after 
elevation correction is the corrected group delay at the user after the effect due to the 
difference in the elevation angle between reference station and the user location has 
been taken into account. The range after the horizontal gradient correction is the 
corrected range at the user after the effect of horizontal gradient has been taken into 
account. As can be seen, after both the corrected ranges have been applied to the 
differential corrected range, the final range of each measurement gets closer to the LOS, 
showing the improvement in the range measurement. 
By using equation (6.3), the improvement in the final positional error can be shown for 
all these range measurements; before and after corrections. 
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Table 6.8: Improvement in the final positional error at the user before and after 
corrections for four satellites for group delay measurements 
Correction Error in the positioning (cm) 
Differential 10.574 
Elevation angle difference 8.14 
Horizontal gradient 1.435 
From Table 6.8, the standard differential correction at the user location resulted in a 
positioning error of about 10.6cm. However, after the error due to the elevation angle 
difference has been applied to each of the standard differential correction ranges, the 
error in the positioning was reduced to 8.14cm. Great improvement can be seen after the 
correction due to the presence of ionospheric horizontal gradient has been added to the 
improved range (after elevation angle difference correction). Overall, by taking into 
account both these errors, the positioning error could be reduced from 10.6cm to 1.4cm. 
This is quite a good positioning improvement at the user location which really needs to 
be considered in applications such as geophysics and surveying, providing the 
magnitude of the gradient can be estimated. 
6.3.2 DGPS Positional Improvement with Eight Satellites 
GPS reference receivers and users can track up to at least eight satellites at an epoch of 
observation (Misra, 2003). So, group delays were taken from eight satellites in order to 
see the significance of the improvement in the positional error if the number of satellites 
is increased. 
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Table 6.9: Eight sets of elevation and azimuth angles at the reference station for 
reception of eight different GPS satellites 
Satellite Elevation (° ) Azimuth (° ) 
1 20 295 
2 25 60 
3 45 275 
4 55 330 
5 15 10 
6 40 110 
7 60 210 
8 35 45 
As shown in Table 6.9, the first four sets of elevation and azimuth angles are the same 
as were used for the four satellites range measurements in the previous section. The 
other four sets of elevation and azimuth angles have been introduced in order to obtain 
four more satellite locations to obtain four more group delay measurements. 
For this group of satellites, the GDOP is 3.135, compared to 4.836 for the four 
satellites' geometry above (section 6.3.1). This GDOP is rated `Excellent' (Appendix C- 
1). This satellite geometry is very much better than the previous case of just four 
satellites and will permit a more accurate position determination. 
However, as we know, the elevation angle at the user will be slightly different than the 
elevation angle at the reference station when viewing the same satellite, as shown in 
Table 6.10 below. 
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Table 6.10: Different elevation angles at the user location for reception of the same 
eight GPS satellites as at the reference station 
Satellite Elevation (° ) Azimuth (° ) 
1 20.00679991883 295 
2 25.0780183344 60 
3 44.9699315534 275 
4 55.0705298062 330 
5 15.0943621050 10 
6 40.0017645250 110 
7 59.8876371233 210 
8 35.09561502982 45 
As for the four satellites case, the LOS between the satellite and the user station will be 
obtained as well. Then, as in the previous section, by using equations (6.4) and (6.5), 
the effect due to the difference in the elevation angle and due to the presence of an 
ionospheric horizontal gradient can be obtained. After that, this correction will be 
applied to the differential corrected range at the user. Table 6.11 shows the LOS and the 
improvement in the group delay measurement after the inclusion of those corrections. 
Then, by using equation (6.3), the positional improvement is shown for all the range 
measurements, before and after corrections, in Table 6.12. 
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Table 6.11: Group delay `measurements' at the user location from eight different 
satellites before and after corrections 
Number of 
Satellite 
LOS 
(m) 
Differential 
corrected range 
(m) 
Range after 
elevation 
correction 
(m) 
Range after 
horizontal 
gradient 
correction (m) 
Satellite 1 23707639.11531 23707639.06553 23707639.06853 23707639.1145323 
Satellite 2 23236093.11578 23236093.02478 23236093.05573 23236093.1144023 
Satellite 3 21683112.00332 21683112.00036 21683111.99523 21683112.0084270 
Satellite 4 21095988.49637 21095988.45756 21095988.46840 21095988.4957397 
Satellite 5 24189588.80741 24189588.73331 24189588.78036 24189588.8062782 
Satellite 6 22023382.70738 22023382.70288 22023382.70325 22023382.7036669 
Satellite 7 20866780.16937 20866780.19127 20866780.19017 20866780.1697233 
Satellite 8 22391426.28180 22391426.20734 22391426.23510 22391426.2806717 
Table 6.12: Improvement in the final positional error at the user before and after 
corrections for eight satellites for group delay measurements 
Correction Error in the positioning (cm) 
Differential 7.5366 
Elevation angle difference 4.493 
Horizontal gradient 0.4141 
From Tables 6.8 and 6.12, we can see the difference in the positional error when 
different numbers of satellites are used. It has been proven that the range measurements 
from eight satellites do introduce less positioning error, even before or after the other 
corrections, because of the better GDOP. Though the group delay measurements from 
four satellites ('Good' GDOP) are good enough to show the significance of the 
ionospheric horizontal gradient and the difference in the elevation angle between the 
reference station and the user location in the final DGPS positioning at the user. 
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correction of the group delay measurements from eight satellites ('Excellent' GDOP) do 
really show that it is important to have range measurements from more than four GPS 
satellite's in order to obtain better final DGPS positioning at the user. 
6.3.3 DGPS Positional Improvement with Eight Satellites using Carrier Phase 
Advance Measurement 
Previously, the range measurements were taken using the group path delay. In the Jones 
3-D ray tracing program, the range measurements could be obtained from carrier phase 
advance as well. So, using the same methodology as section 6.3.2 above, the user 
location positional improvement after the inclusion of the range error correction due to 
the presence of ionospheric horizontal gradient and the difference in the elevation angle 
have been shown here. 
Carrier phase advances have been obtained from the same eight satellites as were used 
in section 6.3.2 above. The LOS measurements are the same as in Table 6.11 because 
the location of the satellites and the user remain the same. However, the magnitude of 
the carrier phase advance will be different from that of the group path delay, as would 
be expected. Table 6.13 shows the LOS and the improvement in the differential 
corrected carrier phase advance after the inclusion of these corrections (due to the 
horizontal gradient and the elevation angle difference at the user). By using equation 
(6.3), the positional improvement is shown for all the carrier phase advance 
measurements in Table 6.14, before and after making the corrections. 
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Table 6.13: Carrier phase advance `measurements' at the user location from eight 
different satellites before and after corrections 
Number of 
Satellite 
LOS 
(m) 
Differential 
corrected carrier 
phase advance 
(m) 
Phase advance 
after elevation 
correction 
(m) 
Phase advance 
after horizontal 
gradient 
correction (m) 
Satellite 1 23707639.11531 23707639.16502 23707639.16202 23707639.11302 
Satellite 2 23236093.11578 23236093.20674 23236093.17578 23236093.11711 
Satellite 3 21683112.00332 21683112.00634 21683112.01146 21683112.00339 
Satellite 4 21095988.49637 21095988.53508 21095988.52423 21095988.49689 
Satellite 5 24189588.80741 24189588.88145 24189588.83441 24189588.80848 
Satellite 6 22023382.70738 22023382.71193 22023382.71155 22023382.70747 
Satellite 7 20866780.16937 20866780.14753 20866780.14863 20866780.16907 
Satellite 8 22391426.28180 22391426.35622 22391426.32846 22391426.28289 
Table 6.14: Improvement in the final positional error at the user before and after 
corrections for eight satellites for phase advance measurements 
Correction Error in the positioning (cm) 
Differential 7.529 
Elevation angle difference 4.487 
Horizontal gradient 0.389 
Nevertheless, there is not much difference in the final positioning error improvement in 
between carrier phase advance and group path delay measurements, before and after 
corrections. Thus, in this work, where only the effect due to horizontal gradient and 
difference in the elevation angle are considered, it shows that the positional 
improvement can be made by using either group path delay or carrier phase advance 
measurements. However, in the former case, the high noise level which may introduce 
an error exceeding 1m will be a significant problem (Langley, 1997; Feng, 2003). 
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6.3.4 DGPS Positional Improvement using Estimated Gradient Magnitude from 
RAL UK's TEC Map 
From section 5.6.3, it has been shown that the magnitude of the gradient can be 
obtained from real observation data. As an example, the difference in the vTEC for a 
degree of latitude is equal to 0.2 TECU from the RAL UK's TEC map as in Figure 5.27. 
After normalization, the magnitude of gradient will be 0.029412/latitude, which can be 
approximated to 1.6853/radian. By using this magnitude of gradient which was obtained 
from the real observation data and the ray tracing program, the improvement in the 
DGPS positioning has been shown when the effect of gradient is taken into account. 
Since the magnitude of gradient was obtained from the region of mid-latitude (UK 
contour TEC map), the location of the reference station has been fixed at the 
geographical latitude and longitude of (50°, 358°), which is considered as the reference 
point. The user station was chosen to be 10km away at 21 ° of azimuth from the 
reference station. 
In this work, linear gradients are considered for various orientations. So, it is fixed as 
1.5794/radian of latitude for different orientations of the satellite path. Then, an 
ionospheric electron density equation as a function of co-latitude and longitude has been 
used which is given by, 
Ne(h, 6, Sp)=Nen (h)[1-C(8-9n)][1-D(co-cO )] (6.6) 
where Ne(h) is the electron density at latitude 9n and longitude co at height h (e. g. 
equation 4.1), 9 and (p are the co-latitude and longitude, respectively at any point on 
the ray path. 9n and g can be taken to be the point where the ray path intersects the 
maximum electron density or any other reference point. In this case, it was fixed at the 
reference station. Parameters C and D represent the fractional increase or decrease in 
electron density per radian away from Bn and co , 
depending on the direction with 
regards to the gradient. However, since we are only interested in the latitudinal gradient, 
no longitudinal gradient is included. Then, the equation becomes; 
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Ne(h, 6)=Nen (h)[1-C(B-8n)] (6.7) 
The ray tracing program then was modified to incorporate the linear gradients with 
values of C and Bn as additional input parameters. From the equation, it can be assumed 
that as the ray propagates away from the reference location to higher latitude, the 
electron density will decrease. 
In order to show the improvement in the positioning, first of all, the range 
measurements were taken from 4 satellites as in section 6.3.1 from both the reference 
and the user stations. Then, as explained in section 6.3.1, the excess range error (after 
eliminating the LOS from the group delay) at the reference station will be applied to the 
range measurement of the user to obtain the differential corrected range. In order to 
determine the effect of a linear ionospheric horizontal gradient, the difference in the 
sTEC will be taken between the reference station and the user. Then, this sTEC 
difference (1 TECU = 16cm ionospheric delay), which corresponds to the range 
difference due to the ionospheric horizontal gradient, will be applied to the differential 
corrected range of the user. The range measurements at the user before and after the 
correction are given in Table 6.15. 
Table 6.15: Group delay `measurements' at the user from four different satellites before 
and after corrections (incorporating the linear gradient) 
Satellite 1 Satellite 2 Satellite 3 Satellite 4 
LOS (m) 23707639.37109 23236095.75178 21683111.27437 21095989.8528 
Differential 
corrected 23707639.40859 23236095.74134 21683111.30782 21095989.8632 
range m 
Range after 
horizontal 23707639.37168 23236095.75163 21683111.27487 21095989.8531 
gradient 
correction (m) 
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Then, by using equation (6.3), the improvement in the final positional error can be 
found for all these range measurements; before and after corrections. 
Table 6.16: Improvement in the final positional error at the user before and after 
corrections for four satellites for group delay measurements 
(incorporating the linear gradient) 
Correction Error in the positioning (cm) 
Differential 4.011 
Horizontal gradient 0.577 
As expected and as was mentioned before, the differential corrected range does still 
introduce some error in the user positioning. By including the effect due to the 
horizontal gradient (providing its magnitude and direction is known), the positioning 
error due to the ionosphere could be reduced down to mm. 
In this work, the improvement in the user position after the inclusion of the magnitude 
of the horizontal gradient from real data has been shown. Since we are able to obtain the 
magnitude of gradient from real data like RAL UK's TEC map, it can then be used to 
correct the GPS observation data and improve the position determination of the user in 
DGPS. 
6.3.5 DGPS Positional Improvement for Stations in the Equatorial Region by 
Approximating the Gradient Magnitude from IRI 
As shown in Figures 5.28 and 5.29, the vTEC and dTEC/dLat from IRI correlates very 
well with the data from RAL UK's TEC map. This shows that the IRI can represent the 
variation of electron density as in reality. In order to show the effect of the 
horizontal 
gradient in the equatorial region (e. g. location like Malaysia), the magnitude of gradient 
was obtained at this region by using the IRI profile. The profile was taken on 
6.11.2001 
because it was a day with a large geomagnetic storm (section 6.2.3). The reference 
station was fixed at a geographical location of 3° and 101 °. The user was 
fixed at 21 ° of 
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azimuth angle from the reference station at a baseline distance of 10km. The profiles of 
electron density were taken from both these locations to obtain the magnitude of the 
latitudinal gradient. The magnitude of the gradient that was obtained was 3.185/radian 
of latitude. As in the previous section, this magnitude of gradient was used in the ray 
tracing program with linear gradient to determine the significance of the horizontal 
gradient in improving the user's location in geographical equatorial region (e. g. f 200 
geomagnetic latitude) for the DGPS. 
However, since the reference and the user stations are at the equatorial region, the 
electron density equation that was employed is; 
Ne(h, e)=Nen (h)[1+C(8-09)] (6.8) 
The factor of C is plus here rather than minus as in equation (6.7) because in this region, 
the electron density will increase as the ray travels away from the reference location 
(e. g. at 3° of latitude). This explains why equation (6.8) was used for this linear gradient 
ray tracing case instead of equation (6.7). 
Other than that, the methodology that was used was exactly the same as before. The 
calculated values that were obtained are shown in Table 6.17. 
Table 6.17: Group delay `measurements' at the user from four different satellites before 
and after corrections (incorporating the linear gradient from IRI) 
Satellite 1 Satellite 2 Satellite 3 Satellite 4 
LOS (m) 23707639.58109 23236092.86462 21683112.33040 21095988.7322 
Differential 
corrected 23707639.47336 23236092.66073 21683112.28963 21095988.6389 
range m 
Range after 
horizontal 23707639.57944 23236092.86152 21683112.32979 21095988.7308 
gradient 
correction m 
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Then, by using equation (6.3), the improvement in the final positional error can be 
shown for all these range measurements; before and after correction. 
Table 6.18: Improvement in the final positional error at the user before and after 
corrections for four satellites for group delay measurements 
(incorporating the linear gradient from IRI) 
Correction Error in the positioning (cm) 
Differential 15.755 
Horizontal gradient 0.247 
Since the receiver is in the equatorial region, the error in the user's positioning is higher 
compared to the positioning error in the mid-latitude region (before the effect of the 
horizontal gradient was taken into account) and shows the importance of correcting for 
this error in this region. 
6.3.6 DGPS Positional Improvement using GPSurvey 
In this section, the magnitude of gradient that was obtained from the RAL UK's TEC 
map (section 5.6.3) will be applied to the carrier phase measurement in the GPS 
observation data, considering the orientation of the satellites. Then, the improvement in 
the positioning will be shown by applying that correction to the carrier phase 
measurement from each satellite. GPSurvey was then used to determine and show this 
improvement. 
As was explained in section 5.6.3, the difference in the vTEC between a degree of 
latitude for the UK is about 0.2 TECU. This is equal to about 3.2cm ionospheric delay 
over a degree of latitude, which can be approximated to about 0.1681 cycle/degree 
latitude (1 cycle in L1 z 19cm). This gradient was taken at an azimuth of 0° from the 
geographic north. Since the gradient depends on the elevation angle and the orientation 
of the satellite, an equation has been introduced to determine the magnitude of the 
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gradient which takes account of the elevation angle and the azimuth of the 
satellite, g, (ß, gyp) as given below; 
g, (, 13, (p)=0.1681xcos(ß)xcos(Qp) (6.9) 
where 
ß= elevation angle of the satellite 
ýp = the angle between the direction of the gradient and the azimuth angle of the 
satellite 
By using this approximate equation, the gradient correction that will be applied to the 
carrier phase measurement from the GPS observation data will be more accurate. 
Since the magnitude of gradient could be obtained for the mid-latitude region (UK 
contour TEC map), the observation data was taken from two GPS stations in UK; 
Glasgow and Stirling, on 13 August 2002 for a time period of 40 minutes (from 
11: 00: 00 to 11: 40: 00 am). In this case, the Glasgow station functions as the reference 
station, whereas the Stirling is the user station. The baseline distance between those 
stations is 28km. 
For this case, carrier phase measurements on L1 from 5 satellites have been used to 
determine the positional improvement by including the effect of the gradient. The 
satellites are space vehicles (SVs) 24,27,1,4 and 13. The reason only 5 satellites have 
been used was because for that period of time, the observations could only be obtained 
from those 5 satellites. The elevation angle and the azimuth of the satellites were 
obtained from the ephemeris data. The elevation angle and the azimuth of these 
satellites for that duration of time are shown in Figures 6.5 and 6.6 respectively below. 
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Figure 6.7: The magnitude of the gradient corresponding to the elevation angle and the 
azimuth of the satellites for the 40 minute period 
By using equation (6.9) and the elevation angle together with the azimuth, the 
component of the gradient magnitude in the direction of the satellite paths can be 
obtained as shown in Figure 6.7. 
These are the gradient magnitudes that will determine the correction factors applied to 
each of the satellite's carrier phase measurement from the Glasgow observation data in 
order to show the positional improvement at the user location using GPSurvey. 
However, it is important to give some introduction to GPSurvey before the results that 
have been obtained are discussed further. 
GPSurvey 
GPSurvey by Trimble is a commercial software that can process the GPS observation 
data (carrier phase measurements) from at least two spaced stations in order to obtain 
the position of a user station using the DGPS approach (TRIMBLE, 1994). Since 
GPSurvey only processes the carrier phase measurement, it must resolve the cycle 
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ambiguity. The unsolved ambiguity will be termed the float solution and the solved 
ambiguity will be known as the fix solution. There are two main indicators to determine 
the processing results after the ambiguity is resolved. They are Variance Ratio and 
Reference Variance. 
GPSurvey ranks the variances where the lowest is the best variance. The second lowest 
is the next best variance. So, the Variance Ratio is the ratio of the second best over the 
very best. Generally, for a valid fixed solution, the Variance Ratio will be 1.5 or more. 
However, the higher the Variance Ratio, the better the ambiguity solution. Reference 
Variance indicates how well the observed data fit into the computed solution, lower 
variances implying better precision. Both the Variance Ratio and the Reference 
Variance can be controlled by the specified level of confidence which was set to 95%. 
In this work, GPsurvey will be used to process both the corrected and uncorrected 
carrier phase measurements. In order to do that, the GDOP was fixed to be 6 or less so 
that a good geometry of the satellites can be used to process the data. The broadcast 
ephemeris together with the Hopfield tropospheric correction model was used instead of 
the measured meteorological data. None of the ionospheric correction models contained 
in the software were used. The mask angle of the elevation was set to 10° and the L, 
fixed double difference solution was used as the final solution. Then, by `choosing' the 
satellites that will be used to obtain the carrier phase measurements, the GPSurvey 
output can be obtained. As an example, for this work, SVs 24,27,1,4 and 13 were 
chosen. 
There are several parameters that can be analyzed to examine the improvement in the 
user's position after the ambiguity has been resolved. These include; 
¢ the standard deviations of the user's position or the baseline components 
¢ rate of the ambiguity resolution (time taken to resolve the ambiguity) 
¢ the Variance Ratio and the Reference Variance of the processed solution 
¢ the estimated position of the user station 
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Comparison can be made by using all the parameters above before and after corrections. 
As an example, after correction it is desirable that; 
¢ the standard deviations of the user's station or the baseline components are 
smaller 
¢ the ambiguity is resolved in a shorter period 
¢ the Variance Ratio is larger and the Reference Variance is smaller 
¢ the position of the user station is closer to its true position (if known) 
By knowing the structure of the GPSurvey program, correction is done stage by stage in 
order to see the improvement in the final user's position by taking into account the 
magnitude of the gradient. Stage by stage here means, the corrections were done in a 
sequence. As an example, at stage 1, the correction was applied to SVs 24 and 27 only. 
Then at stage 2, the correction was applied to SVs 24,27,1 and 4. Finally, at stage 3, 
the correction was applied to all the satellites' carrier phase measurements. This should 
be able to show the stages of the improvement as the corrections were applied to the 
different number of satellites. 
6.3.6.1 Ionospheric Horizontal Gradient Corrections at different Stages 
As for the first stage, the gradient that was obtained (as shown in Figure 6.7) will be 
applied to the carrier phase measurements of SVs 24 and 27 for the observation data 
taken at Glasgow. Then, by using the GPSurvey, the data will be processed and results 
compared with the case before the correction. Without any correction, the ambiguity 
could be resolved only at 11: 37: 30 but with gradient correction, the ambiguity could be 
resolved sooner by 11: 35: 30. Then, there are 2 minutes of improvement in the rate of 
ambiguity resolution, which corresponds to 8 epochs (1 epoch equals to 15 seconds). In 
order to show more improvement, gradient correction was applied to two more 
satellites' carrier phase measurements. 
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Using the same methodology as was explained above, the ionospheric horizontal 
gradient corrections were applied to 4 satellites' carrier phase measurement. As 
expected, the ambiguity could be resolved earlier this time by 11: 35: 15. It was just 
earlier by one epoch compared to the previous section. This could be because the 
elevation angle of SVs 1 and 4 are quite high compare to the elevation angle of SVs 24 
and 27 (Figure 6.5) and so the correction would not be as large. Apart from that, the 
gradient magnitudes for both these satellites were not very high (Figure 6.7), which 
might also explain the smaller improvement in ambiguity resolution rate (compared to 
previous stage of correction). To seek further improvement, the correction was then 
applied to the carrier phase measurement of SV 13; this is termed stage 3. 
Quite significant ambiguity resolution rate could be obtained when the gradient 
correction was applied to all the satellites' carrier phase measurements. The ambiguities 
were resolved by 11: 34: 00; about 3 and half minutes earlier compared to no correction 
case. The magnitude of the gradient is quite high for this satellite's (SV 13) observation 
data compared to other satellites' observation data (Figure 6.7). This could be the 
reason the ambiguity was resolved much earlier compared to the cases in the previous 
sections as well as for no correction. Apart from that, it is generally known that the 
more the number of satellites is observed, the earlier the ambiguity could be resolved 
for carrier phase measurement. The results that were obtained here were compared with 
the results that were obtained from the earlier stages of correction and for the no 
correction case. 
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Table 6.19: The comparison of parameters from GPSurvey before and after correction 
(SVs 24,27,1,4 and 13) at 11: 37: 30 
Variance Reference Standard Standard Standard 
Ratio Variance Deviation Deviation Deviation 
(North) (East) (Height) 
(mm) (mm) (mm) 
Before correction 1.5 10.697 3.580 4.772 7.992 
After correction (SVs 24 
1.7 10.115 3.488 4.654 7.796 
and 27) 
After correction 
1.7 10.071 3.480 4.644 7.779 
(SVs 24,27,1 and 4) 
After correction 
2.0 8.66 3.227 4.306 7.234 
(SVs 24,27,1,4 and 13) 
Some significant improvement has been obtained after the gradient corrections were 
applied for all the satellites' carrier phase measurements. First of all, the rate of 
ambiguity resolution is improved quite significantly before and after the corrections. 
The ambiguity success rate without and with the correction applied has been 
summarized in Table 6.20. 
Table 6.20: Time required for ambiguity resolution 
No correction Correction at SVs 
24 and 27 
Correction at SVs 
24,27,1 and 4 
Correction at SVs 
24,27,1,4 and 13 
11: 37: 30 11: 35: 30 11: 35: 15 11: 34: 00 
In addition, the other parameters from GPSurvey also show the improvement in the 
user's positioning. From Table 6.19, the Variance Ratio has been improved from 1.5 to 
2.0 and the Reference Variance also has been reduced from 10.697 to 8.66. 
The 
deviations from north, east and height (altitude) have been reduced as well after the 
gradient corrections were applied to all the satellite's carrier phase measurement. 
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The results obtained show the importance of correcting for the gradient magnitude in 
carrier phase ambiguity resolution and the user positional improvement in DGPS that 
can be obtained. 
6.4 Conclusion 
The dual frequency method does not eliminate the whole ionospheric induced error. 
This is due to the presence of the higher order terms in the phase refractive index 
equation which are not considered in the dual frequency method. It can cause a 
positioning error up to few centimetres, which is important if accurate positioning down 
to the millimetre level is needed. Its estimation should also contribute to a better long- 
range baseline ambiguity resolution (Strangeways and loannides, 2002). However, in 
this work, it has been shown that the dual frequency ionospheric correction can be 
improved by taking into account the higher order terms. 
In some DGPS applications, the standard differential corrected range from reference 
station to the user is presumed to be good enough to obtain the location of the user. 
Nevertheless, this is not the case in the presence of an ionospheric horizontal gradient 
and taking account of the elevation angle difference between the reference station and 
the user (when viewing the same satellite). Thus, these error sources need to be 
considered in order to obtain the most accurate and precise location of a user. In order 
to obtain the user's position on the Earth, the range measurements should be taken from 
at least four GPS satellites with higher elevation angles; greater than the mask angle 
(e. g. 15°). This is because lower elevation angles introduce higher GDOP (section 
6.2.4.1). However, if more than four satellites are observed, the GDOP and eventually, 
the user positioning error could be improved significantly. 
The magnitude of the horizontal gradient that was obtained from RAL UK's TEC map 
(real data) have been used in the ray tracing program to show the improvement in the 
user's position in DGPS. Since the magnitude of the gradient can be obtained 
from the 
real data, it should be used more widely in real practise in order to get more accurate 
user locations. In this work, the magnitude of the gradient has been approximated to 
be 
158 
linear and the same over the area including the IPPs of all the satellite paths to both 
receivers separated by the short baseline distance. This approximation is reasonable 
since the magnitude of the gradient will not vary appreciable for a short baseline 
distance. 
In addition to this, the positional improvement of a user station by applying the 
magnitude and direction of the gradient to the GPS observation data has been shown. 
The components of the gradients were approximated by a simple relation that takes 
account of the elevation angles and the azimuths of the satellites from the navigation 
data. Then, these `corrections' were applied to the carrier phase measurements of the 
user station. By using GPsurvey, the ambiguity could be resolved about 4 minutes 
earlier than for the `no correction' case. These results show the importance of 
considering the effect of ionospheric horizontal gradient in the GPS positioning. 
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CHAPTER 7 
CONCLUSION AND FUTURE WORK 
7.1 Overview of the Research Activity 
The main aim of this research was to study and to improve the effect of the ionospheric 
horizontal gradient in GPS positioning, particularly for single difference DGPS. 
Another aim was to show the improvement in accuracy for the dual frequency scheme 
taking into account the presence of the higher order terms of the phase refractive index 
making use of the perturbation method to determine these. 
The research work that has been done in this thesis can be divided into the following 
categories: - 
(i) modelling the variation of the electron density in three dimensions, latitude, 
longitude and altitude 
(ii) development of the computational model to separate the effect of the 
ionospheric horizontal gradient and the elevation angle difference between 
two stations (reference and user stations) with a given baseline length (e. g. 
10km). 
(iii) the user positioning improvement in DGPS using the extended Jones 3-D ray 
tracing program by taking into account the effect of realistic ionospheric 
horizontal gradients and the elevation angle difference between reference 
and user stations. 
(iv) the user positioning improvement using magnitude and direction of the 
gradient from real observation data and IRI using ray tracing in a linear 
gradient model. 
(v) use GPSurvey to process the GPS observation data (carrier phase 
measurement) by including the effect of horizontal gradient in order to show 
the user positional improvement 
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(vi) using the perturbation method to estimate the higher order terms of the 
expansion of the phase refractive index in order to improve the ionospheric 
correction in dual frequency model. 
A three dimensional electron density model has been developed which can be employed 
in the Jones 3-D ray tracing program to show the ray path characteristics when the 
actual 3-D variation of the electron density is taken into account. The vertical profile 
was fitted by using the exponential model, whereas the horizontal profile was fitted by 
using equation 524 (Appendix A-2). Results such as the determination of the RRE and 
for transforming from sTEC to vTEC have been presented for the case with and without 
the presence of ionospheric horizontal gradients. It was shown that the RRE could be 
reduced to some mm at lower elevation angles if the effect of the horizontal gradient is 
corrected for L1. For the transformation of sTEC to vTEC, it has been shown that the 
approximation of the IPP at 350km is not very accurate and that it needs to be altered to 
an equivalent weighted height which will depend on the magnitude and the direction of 
horizontal ionospheric gradient. This method is known as M-SLM (section 4.8). 
The differential delay between the reference station and the user has been shown using a 
block ionospheric profile with analytical ray tracing method. This was done to show the 
effect in single difference DGPS of the elevation angle difference between the reference 
station and the user location that are observing the same satellite. The MQP analytical 
ray tracing program was used to validate this result. Then, at different relative positions 
of the satellites, the effect of the ionospheric horizontal gradient has been shown 
between the reference station and the user location for two different baseline lengths 
(e. g. 10km and 100km). To evaluate further the effect of the ionospheric horizontal 
gradient and the difference in the elevation angle at the reference and user stations in 
DGPS, some computational models have been developed using a simple block electron 
density profile in an analytical ray tracing program. By using these computational 
models, the positioning improvement at the user was obtained using the Jones 3-D ray 
tracing (employed with the three dimensional electron density model). Significant 
improvement at the user location has been obtained when the effect due to the 
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horizontal gradient and the elevation angle difference between the reference station and 
the user has been taken into account (section 6.3). 
Nevertheless, in order to show the improvement in the user positioning, first of all, the 
range measurements need to be obtained from at least four satellites. To obtain the 
optimum satellite locations, the GDOP factor needs to be considered. The lower the 
GDOP, the better the location spread of the satellites used to obtain the range 
measurements. Normally, observations with higher elevation angles and with more 
satellites (e. g. more than four satellites) should give better GDOP values. An 
explanation of the GDOP factor and a listing of a program to calculate this factor is 
given in Appendix C-1. In this work, the effect in the positioning improvement for 
different GDOP factors (different satellite location distribution and different numbers of 
satellites) has been given. In addition, the least square minimization (LSM) program 
(Appendix C-3) was used to show the amount of the positioning improvement at the 
user before and after the corrections. 
Apart from correcting for the user position by using the magnitude and direction of the 
gradient from the simulation results, methods of obtaining the magnitude of the 
horizontal gradient from real data were also investigated. Various techniques have been 
used for different sources of real observation data such as GPS and NIMS satellites. 
Each method and each data source has its own disadvantages and difficulties which 
have been explained in detail in section 5.6. However, from the investigation that was 
carried out, it has been found out that the magnitude and direction of the gradient can be 
satisfactorily obtained from the web-based RAL UK's TEC map (updated every 10 
minutes). The gradient of the vTEC over the latitude (dTEC / dLat) that was obtained 
from the TEC map correlates very well with the dTEC / dLat from the IRI. Then, the 
magnitude of horizontal gradient (1.5794/radian) from the real data (pertaining to the 
location and time of the measurements) was used in the ray tracing program (linear 
gradient) to improve the positioning error at the user location in DGPS by using the 
group of satellites as specified in section 6.3.1. Then, about 4cm of positioning error 
improvement for this mid-latitude station was found. 
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Since the correlation of the IRI ionospheric parameters with the real data from RAL 
UK's TEC maps is very good, it has been presumed that the IRI model can well 
represent the variation of electron density in the equatorial region. Then, the magnitude 
of the gradient was obtained in this region for Malaysia from IRI, which was 3.185/rad. 
This gradient was obtained from the IRI electron density profile on 6.11.2001 because 
this was a day with highest geomagnetic storm (section 6.3.5). The magnitude of the 
gradient is higher than that found for the mid-latitudes location (UK). For this case, the 
improvement in the positioning error at the user location was about 15cm. 
GPSurvey has also been used in this work to process the GPS observation data (carrier 
phase measurements). However, this process has been improved by taking into account 
the presence of the ionospheric horizontal gradients. The magnitude and direction of the 
gradient were evaluated from the RAL UK's TEC map, and its effect corrected for 
taking account of the elevation angle and the azimuth of the satellites from which the 
carrier phase measurements were obtained. It was found that the ambiguity could be 
resolved about 4 minutes earlier after the correction due to the horizontal gradient was 
applied. Apart from the faster ambiguity resolution, the improvement in the user 
position has also been shown in section 6.3.6. 
In addition to the DGPS method, the positional error has also been improved for the 
dual frequency receiver by taking into account the higher order terms from the phase 
refractive index equation. In order to determine the higher order terms, an analytical 
method, termed the perturbation method, which requires a much smaller computational 
burden (than calculations using numerical ray tracing), has been used. By knowing the 
higher order terms, the magnitude of the RRE in the dual frequency model can be 
reduced as explained in section 6.2.4.2. Eventually, by reducing the RRE, the positional 
error for the dual frequency method can also be improved, as discussed in section 
6.2.4.3. 
Generally, significant improvement at the user station in a single difference DGPS has 
been shown by taking into account the effect of ionospheric horizontal gradients and the 
difference in the elevation angle at the reference station and the user location that 
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observe the same satellite. Though the magnitudes of these errors are not great. it is 
important to determine and eliminate them in the single difference DGPS to improve 
the position of a user for those applications that require the highest accuracy such as 
surveying and geophysics. At the same time, the presence of the higher order terms in 
the phase refractive index also need to be taken into account in the positioning 
improvement as shown in section 6.2. 
7.2 Future work 
Taking account of the achievements in this research work, the following suggestions are 
made for future research; 
(i) The three dimensional equation for the ionosphere can be extended to a 
greater region of latitude, longitude and altitude so that it can give the 
electron density for most or the Earth's entire ionosphere. By doing so, the 
ionospheric gradient can then also be found for every region. Modifications 
could also be made to give the magnitude and direction of the horizontal 
gradient for a particular time of a day, season, etc for any location. 
(ii) Since the effect of the ionospheric horizontal gradient and the elevation 
angle difference between the reference station and the user in DGPS has 
been shown to be important even for a short baseline length distance, these 
effects clearly need to be looked into for longer baseline lengths, where they 
will be greater. 
(iii) Since RAL's UK TEC map is updated every 10 minutes, it can be used to 
determine the magnitude and direction of the ionospheric horizontal 
gradients and this then can be used to correct the user's range (e. g. carrier 
phase) measurements taking account of the orientation and the elevation 
angles of the satellites. Software like GPSurvey or any other suitable 
software can be used to process this observation data in order to get better 
user position in real-time. 
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(iv) The presence of the ionospheric horizontal gradient is more pronounced in 
the equatorial region, like Malaysia. A network of GPS stations which can 
operate like WAAS, EGNOS or MSAS system can be set-up in Malaysia in 
order to obtain more accurate GPS positioning by resolving the error due to 
the ionospheric horizontal gradient since this is a region where this 
correction is needed the most. 
By knowing the global electron density equation with the magnitude of the horizontal 
gradient, the mapping of the path TEC from slant to vertical will be more accurate than 
using the conventional method (e. g. Klobuchar approximation). When the mapping of 
the ionosphere has been made more accurate, the range error due to the ionosphere will 
be reduced further. 
Considering the research work that have been carried out and by implementing the 
suggestions above, the effect due to the ionospheric horizontal gradient which is more 
pronounced in the equatorial region can be resolved and will be very helpful to improve 
the positioning of the user location, especially in applications such as surveying and 
geophysics. However, in the future, with the availability of the L2C, hopefully, this 
correction could be done in real time which will be very useful in real-time applications 
such as navigation. 
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APPENDIX A-1 
A-1.1 Introduction to TC3D 
Table Curve 3-D gives engineers the power to find the ideal model for even the most 
complex data, including equations that never been considered before. Table Curve 3D 
(TC3D) is a software that can be used to get a3 dimensional equation if a number of 
values for independent variables x, y and z are known. This software has been chosen 
for this project to find an equation to represent the value of z (in this case, it stands for 
the value of electron density) for a range in x (longitude) and y (latitude). The value of 
electron density, z, was taken from IRI for one region (user defined region) of latitude 
and longitude. 
A-1.2 How TC3D Works for This Task? 
First, the value of latitude (y-axis) and longitude (x-axis) will be specified. Then, the 
value of electron density (in cm3) for the respective latitude and longitude will be 
obtained from IRI 2001. All these data will be saved in an excel file using Matlab. The 
values of x and y will be specified in radians as it will be easier for the user to use them 
later in Matlab to calculate the value of z from the equation (as explained below). 
TC3D only reads data from software such as Multi-column ASCII files, Excel (XLS v3- 
XLS Office XP), Lotus 123, Quattro Plot, Sigma Plot, dBase III+ and dBase IV, SPSS 
Windows and Systat Windows. For this research work, it was most convenient to 
transfer the data using Window's Excel. 
Then, this Excel file, which contains all the data that is needed to develop the 3 
dimensional electron density equation, will be imported to the TC3D software. TC3D 
will `read' the data and produce the output. It is a3 dimensional mesh plot. Then, this 
mesh plot can be smoothed by using the `Smooth Loess' menu under the Table menu in 
the main window. To smooth the mesh plot or to get better fitting, the `Options' can be 
adjusted so that the value of r2 (coefficient of determination) will approach 1 (100%) 
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and the SSE (Sum of Squared Errors) will approach 0. Approaching these figures will 
signify the best fitting. Then, the smoothed plot will be added to the main window. 
`Edit Custom Equation Set' menu under the Process menu (from the main window) will 
be used to choose the type of equation needed to provide a good fit. Mainly they are 
divided into 2; linear equations or non-linear equations. Actually there are 453,688,325 
equations altogether. By using this menu (Edit Custom Equation Set), the type of 
equations that the user needs can be chosen. The equation that has been chosen to define 
the data in this research consists of Fourier, Sine and Cosine series. Then the `Surface 
Fit Custom Equation Set' menu was chosen (under the same Process menu) to get the 
best equation with its plot. Normally, the software will suggest the best equation (the 
equation with first rank). The equation can be obtained from the Equation List under the 
Help menu. 
At the same time, TC3D also produced Data Summary and Numeric Summary files. 
The Data Summary file will show the data values that have been input through the excel 
file (x, y and z values). Then TC3D will use the given x, y and z values to `calculate' 
another set of z values; called the predicted z values. These predicted z values together 
with the x and y values will be used to find an equation. The differences between the 
true z values and the predicted z values are shown as residuals which can also be 
obtained from the Data Summary file. The Numeric Summary file will give the values 
of parameters that are used in the equation. Basically, both files are required if the 
values of z will be calculated using Matlab. Both files can be saved in the txt format 
and then can be used later to do the calculations. Actually the calculations can be done 
in Matlab by manipulating the equation in Matlab to comfirm that TC3D does give a 
very precise equation with only small residuals, when this depends on the input data 
compared with the original data. 
So, this software has been used to get an equation / model of electron density, Ne. 
which varies over a specific region of longitude and latitude at one specific height. 
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The equation that was obtained from this software is equation number 524. In 
Mathematic terms, this equation is known as `Fourier Series Bivariate Polynomials' and 
is given in Appendix A-2. 
There are both advantages and disadvantages of using this software to develop the 
electron density model. Some of them are; 
Advantages: 
a) By using this software, it is easy to obtain a3 dimensional equation 
particularly to find an equation for a region of latitude and longitude 
containing many data points (e. g. 1200 points of latitude and longitude) with a 
value of z (electron density) which varies for each and every point. It is very 
hard otherwise to create an equation such as equation 524. Additionally, the 
software can give all the value of the parameters that can approximate the real 
value of z at each and every observation point. 
b) The equation can be differentiated; so that can be used in the numerical Jones 
3-D ray tracing program. This is another major reason this equation was 
employed. 
c) The smaller the region over which the approximation needs to be made, the 
better is the approximation. 
d) It can `write' codes to implement the equation in Matlab. 
Disadvantages: 
a) TC3D is not a4 dimensional program. 
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APPENDIX A-2 
A-2.1 Equation 524 (Fourier Series Bivariate Polynomials) from TC3D 
Equation 524, which was obtained from the TC3D software, is as shown below. 
f (9,0)= a+b"cos(o)+c"cos(9)+d "sin(0)+e"sin(9)+ f "cos(20)+ 
g"cos(20)+h"sin(20)+i"sin(20)+ j"cos(30)+k"cos(30)+ 
1" sin (30) +m" sin (39)+n " cos(40)+ o" cos(40)+ p" sin (40) + 
q"sin(40)+r"cos(50)+ s cos(59)+t"sin(50)+u"sin(50)+ 
v"cos(0)"cos (0)+aa "cos (0)"sin (0)+ab "sin (0)"cos (0)+ 
ac"cos(0)"cos(29)+ad "cos(20)"cos(9)+ae"cos(0)"sin(20)+ 
of " sin (20) " cos (0) + ag " cos (0) " cos (30) + ah " cos (30) " cos (0) + 
ai"cos(0)"sin (30)+aj"sin(30)"cos(0)+ak"cos(0)"cos(40)+ 
al " cos(40)" cos(9)+ am " cos (0)" sin (49)+ an " sin (40)" cos(0)+ 
ao " sin (0) " sin (9)+ ap " sin (0)" cos (20) + aq " cos (20)" sin (9)+ 
ar"sin(0)"sin (20)+as"sin(20)"sin(0)+at"sin(0)"cos(30)+ 
au " cos (30) " sin (0)+av " sin (0)9 sin (30)+ba "sin (30)9 sin (0) + 
bb " sin (0) " cos (48) + be " cos (40) " sin (9) + bd " sin (0) " sin (46) + 
be"sin(40)"sin(0)+bf "cos(20)"cos(20)+bg"cos(20)"sin(20)+ 
bh " sin (20) " cos (20) + bi " cos (20) " cos (30)+bj " cos (30) " cos (20) + 
bk " cos(20)"sin (39)+bl "sin (30)" cos(29)+bm "sin (20)"sin (29)+ 
bn " sin (20)" co s(39)+bo "cos(30)"sin (26)+ 
bp " sin (20) 9 sin (36)+ bq 9 sin (30) " sin (29) 
For our work, f (9,0) represent the value of the electron density at latitude 0 and 
longitude 0. a to v, as to av and ba to bq are the values of parameters or constants that 
can be obtained from the Numeric Summary file. Note that there is a slight difference 
between the equation given above and Equation 524 in the Table Curve 3-D 
documentation. The term of sin(3x) cos(y) has been replaced with of sin(2x) cos(y) as it 
was found that there was an error in the equation as reproduced in the documentation. 
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Then, the parameters in the equation above, such as latitude and longitude, have been 
replaced as per our convenience in order to use them in the Jones 3-D ray tracing 
program. Ne(x, y) represent the value of the electron density (z) at longitude x and 
latitude y. Both x and y are in unit radians. The transformations and scaling process of 
these parameters from degrees to radians have been given in Chapter 4. 
Ne (x, y) =a+ b*cos(x) + c*cos(y) + d*sin(x) + e*sin(y) + f*cos(2*x)+ g*cos(2*y) + 
h*sin(2*x) + i*sin(2*y) +j*cos(3*x) + k*cos(3*y) + 1*sin(3*x) + 
m*sin(3*y) + n*cos(4*x) +o*cos(4*y) + p*sin(4*x) + q*sin(4*y)+ 
r*cos(5*x) + s*cos(5*y) + t*sin(5*x) + u*sin(5*y) + v*cos(x)*cos(y)+ 
as*cos(x)*sin(y) + ab*sin(x)*cos(y)+ ac*cos(x)*cos(2*y)+ 
ad*cos(2*x)*cos(y)+ ae*cos(x)*sin(2*y)+ af*sin(2*x)*cos(y) + 
ag*cos(x)*cos(3*y)+ ah*cos(3*x)*cos(y) + ai*cos(x)*sin(3*y) + 
aj *sin(3 *x)*cos(y)+ak*cos(x)*cos(4*y)+a1*cos(4*x)*cos(y)+ 
am*cos(x)*sin(4*y)+an*sin(4*x)*cos(y)+ao*sin(x)*sin(y)+ 
ap*sin(x)*cos(2*y)+aq*cos(2*x)*sin(y)+ar*sin(x)*sin(2*y)+ 
as*sin(2*x)*sin(y) + at * sin(x)*cos(3*y)+ au*cos(3*x)*sin(y)+ 
av*sin(x)*sin(3 *y)+ba*sin(3 *x)*sin(y)+bb*sin(x)*cos(4*y)+ 
be*cos(4*x)*sin(y)+bd*sin(x)*sin(4*y)+be*sin(4*x)*sin(y)+ 
bP cos(2*x)*cos(2*y)+bg*cos(2*x)*sin(2*y)+bh*sin(2*x)*cos(2*y)+ 
bi*cos(2*x)*cos(3*y)+bj*cos(3*x)*cos(2*y)+bk*cos(2*x)*sin(3*y)+ 
bl*sin(3 *x)*cos(2*y)+bm*sin(2*x)*sin(2*y)+ bn*sin(2*x)*cos(3 *y)+ 
bo*cos(3*x)*sin(2*y) + bp*sin(2*x)*sin(3*y)+ bq*sin(3*x)*sin(2*y) 
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Then, the differential of this equation, Ne(x, y), with regards to x (or scaled longitude) 
is; 
dNe(x, y) b*sin(x) + d*cos(x)-2*f*sin(2*x) + 2*h*cos(2*x) - 3*i*sin(3*x) + dx 
3*1*cos(3*x) - 4*n*sin(4*x)- 4*p*cos(4*x) - 5*r*sin(5*x) + 
5*t*cos(5*x) + v*sin(x)*cos(y) - as*sin(x)*sin(y)+ ab*cos(x)*cos(y)- 
ac*sin(x)*cos(2*y)-2*ad*sin(2*x)*cos(y)- ae*sin(x)*sin(2*y)+ 
2*af*cos(2*x)*cos(y)-ag*sin(x)*cos(3 *y)-3 *ah*sin(3 *x)*cos(y)- 
ai*sin(x)*sin(3*y) 3*aj*cos(3*x)*cos(y)-ak*sin(x)*cos(4*y)- 
4*al*sin(4*x)*cos(y)-am*sin(x)*sin(4*y)+ 
4*an*cos(4*x)*cos(y)+ao*cos(x)*sin(y)+ap*cos(x)*cos(2*y)-. 
2*aq*sin(2*x)*sin(y)+ar*cos(x)*sin(2*y)+2*as*cos(2*x)*sin(y)+ 
at*cos(x)*cos(3 *y)-3 *au*sin(3 *x)*sin(y)+av*cos(x)*sin(3 *y)+ 
3 *ba*cos(3 *x)*sin(y)+bb*cos(x)*cos(4*y) - 
4*bc*sin(4*x)*sin(y)+bd*cos(x)*sin(4*y)+4*be*cos(4*x)*sin(y)- 
2*bP sin(2*x)*cos(2*y)-2*bg*sin(2*x)*sin(2*y)+ 
2*bh*cos(2*x)*cos(2*y)-2*bi*sin(2*x)*cos(3*y)- 
3*bj*sin(3*x)*cos(2*y) -2*bk*sin(2*x)*sin(3*y) + 
3*bl*cos(3*x)*cos(2*y)+2*bm*cos(2*x)*sin(2*y)+ 
2*bn*cos(2*x)*cos(3*y)-3*bo*sin(3*x)*sin(2*y)+ 
2*bp*cos(2*x)*sin(3 *y)+3 *bq*cos(3 *x)*sin(2*y) 
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The differential of this equation, Ne(x, y), with regards toy (or scaled latitude) is; 
dNe(x, y) c*sin(y) + e*cos(y) - 2*g*sin(2*y) + 2*i*cos(2*y) -3*k*sin(3*y) + dy 
3*m*cos(3*y) - 4*o*sin(4*y) + 4*q*cos(4*y) - 5*s*sin(5*y) + 
5*u*cos(5*y) -v*cos(x)*sin(y) + aa*cos(x)*cos(y) - ab*sin(x)*sin(y) - 
2*ac*cos(x)*sin(2*y) -ad*cos(2*x)*sin(y) + 2*ae*cos(x)*cos(2*y) - 
af*sin(2*x)*sin(y) - 3*ag*cos(x)*sin(3*y)-ah*cos(3*x)*sin(y) + 
3*ai*cos(x)*cos(3*y) - aj*sin(3*x)*sin(y) - 4*ak*cos(x)*sin(4*y) - 
al*cos(4*x)*sin(y) + 4*am*cos(x)*cos(4*y) - an*sin(4*x)*sin(y) + 
ao*sin(x)*cos(y) -2*ap*sin(x)*sin(2*y) + aq*cos(2*x)*cos(y) + 
2*ar*sin(x)*cos(2*y)+as*sin(2*x)*cos(y)-3*at*sin(x)*sin(3*y) + 
au*cos(3*x)*cos(y) + 3*av*sin(x)*cos(3*y)+ba*sin(3*x)*cos(y)- 
4*bb*sin(x)*sin(4*y) + be*cos(4*x)*cos(y) +4*bd*sin(x)*cos(4*y)+ 
be*sin(4*x)*cos(y)-2*bf*cos(2*x)*sin(2*y)+ 
2*bg*cos(2 *x)*cos(2*y)-2*bh*sin(2*x)*sin(2*y)- 
3*bi*cos(2*x)*sin(3*y)-2*bj*cos(3*x)*sin(2*y)+ 
3*bk*cos(2*x)*cos(3*y)- 2*bl*sin(3*x)*sin(2*y)+ 
2*bm*sin(2*x)*cos(2*y)- 3*bn*sin(2*x)*sin(3*y) + 
2*bo*cos(3*x)*cos(2*y)+ 3*bp*sin(2*x)*cos(3*y) + 
2 *bq* sin(3 *x) *cos(2 *y) 
where; 
i. x and y represent the values of scaled longitude, O, and latitude, 0. 
ii. x and y are in the region of 100° to 120° and 0° to 60° of longitude and latitude 
respectively and were scaled from 0 to lt (as required by the software). 
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dNe(x, y) dNe(x, y) dNe(x, y) 
dx and dy 
need to be scaled to 
dx 
(scaled) and 
dNe(x, y) 
dy 
(scaled) respectively because the values of x and y are `scaled 
longitude' and `scaled latitude' respectively. 
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APPENDIX A-4 
A-4.1 Sample of Input Data for the 3-D Ray Tracing Program (ray. dat) 
1 -1. EXTRAORDINARY RAY 
24 78.6 1 LAT. OF NORTH MAGC POLE, DEG NORTH 
25 290.2 1 LONG. OF NORTH MAGC POLE, DEG EAST 
3 0. TRANSMITTER HEIGHT, KM 
4 15. 1 TRANSMITTER LATITUDE, DEG NORTH 
5 110. 1 TRANSMITTER LONGITUDE, DEG EAST 
7 1575.42 INITIAL FREQUENCY, MC/S GPS L1 
8 0. FINAL FREQUENCY 
9 0. STEP FREQUENCY 
11 45. 1 INITIAL AZIMUTH ANGLE, DEGS CLOCKWISE FROM 
NORTH POLE 
12 45. 1 FINAL AZIMUTH ANGLE 
13 0. 1 STEP AZIMUTH ANGLE 
15 10. 1 INITIAL ELEVATION ANGLE, DEG 
16 10. 1 FINAL ELEVATION ANGLE, DEG 
17 0. 1 STEP IN ELEVATION ANGLE, DEG 
20 20200. RECEIVER HEIGHT ABOVE THE EARTH, KM 
22 1. NUMBER OF HOPS (+1 FOR N> 1) 
23 10000000000. MAXIMUM NUMBER OF STEPS PER HOP 
41 1. ADAMS-MOULTAN INTEGRATION 
42 1. e-9 MAX ALLOWABLE SINGLE STEP ERROR 
43 1.1 RATIO OF MAX SINGLE STEP ERROR 
44 3. INITIAL INTEGRATION STEP SIZE IN KM 
45 Le-8 MAX STEP LENGTH IN KM 
46 1. e-9 MIN STEP LENGTH IN KM 
47 1. FACTOR BY WHICH TO INCREASE OR DECREASE THE 
STEP LENGTH 
57 2. INTEGRATE AND PRINT PHASE PATH 
58 0. INTEGRATE AND PRINT ABSORPTION 
61 1. INTEGRATE AND PRINT TEC 
71 10. NUMBER OF STEPS FOR EACH PRINTING 
100 4. 
107 1.5794 Cl 
107 3.185 Cl 
110 75. 1 THNORM 
123 110. 1 PHINORM 
400 0. 
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APPENDIX A-5 
A-5.1 Subroutine of the New 3-D Ionosphere Model 
IMPLICIT REAL*8 (a-h, o-z) 
CHARACTER*8 ID, MODX 
COMMON /CONST/ PI, PIT2, PID2, DEGS, RAD 
COMMON /XX/ MODX(2), X, PXPR, PXPTH, PXPPH, PXPT, HMAX 
COMMON R(20) 
COMMON /WW/ ID(l0), WO, W(400) 
EQUIVALENCE (EARTHR, W(2)), (F, W(6)), 
1 (FC, W(101)), (PERT, W(150)) 
DIMENSION a(5) , 
b(5) 
, cl(5) , 
d(5) 
, 
he(5), fl (5), g(5) , 
hl(5), 
1 h2(5), h3(5), h4(5), h5(5) h6 (5), h7(5), o(5), p(5), q(5), 
2 rr(5), s(5), tl(5) , u(5), v(5), aa(5), ab(5), ac(5), 3 ad (5), ae(5), af(5), ag(5), ah(5), ai(5), aj(5), ak(5), 
4 al(5), am(5), an(5), ao(5), ap(5), aq(5), ar(5), as(5), 
5 at(5), au(5), av(5), ba(5), bb(5), bc(5), bd(5), be(5), 
6 bf(5), bg(5), bh(5), bi(5), bj(5), bk(5), bl(5), bm(5), 
7 bn(5), bo(5), bp(5), bq(5), za(5), zl(5), z2(5), 
8 PARI(5), PAR2(5), PAR3(5), PAR4(5), PAR5(5), PAR6(5), PAR7(5) 
Integer NUM, NU 
C------- 
c dneda. txt contains the parameters that being obtained from the curve fitting 
c method in MatLab such as PARI, PAR2, PARS and PAR4. 
c PARI = Nemax 
c PAR2 = Hmax of each exponential layer 
c PARS = Semithickness of each exponenetial layer 
c PAR4 = the value of electron density at centre point (75 lat and 110 longi) 
c at each and every hmax. 
OPEN(unit=21, file='dneda 8a. txt', status='old') 
NUM =1 
6 READ(21, *) 
PAR1(NUM), PAR2(NUM), PAR3(NUM), PAR4(NUM), PAR5(NUM), 
1 PAR6(NUM), PAR7(NUM) 
NUM= NUM+1 
IF (NUM. LE. 5) THEN 
GO TO 6 
ELSE 
END IF 
c values of parameters that being obtained from Numerical Summary File (TC3D) 
data a(1)/ 83242.67311489382/ 
data b(1)/ 4612.966261910503/ 
data cl(l)/45218.80012910587/ 
data d(1)13879.769207229018/ 
data he(1)/13295.54554846697/ 
data fl (1)/ 351.662816818872/ 
data g(1)/ 6336.41756634719/ 
data h 1(1)/-1867.281987942899/ 
data h2(1)/ -15625.44838687076/ 
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data h3(1)/ -810.4300053657281/ 
data h4(1)/ -4664.241152403464/ 
data h5(1)/ -156.6336695828428/ 
data h6(1)/ -2954.683690270337/ 
data h7(1)/ -120.3801301221379/ 
data o(1)/ -836.3944807656438/ 
data p(1)/ 194.7745131163193/ 
data q(1)/ 1036.285447309231/ 
data rr(1)/ 20.4637170094097/ 
data s(1)/ 136.8767182509344/ 
data tl(1)/ 24.76869213646663/ 
data u(1)/ 110.5988127110994/ 
data v(1)/ -1499.200967372372/ 
data aa(l)/ 2967.292021703532/ 
data ab(1)/ 308.4343166415984/ 
data ac(l)/ 2555.746414019262/ 
data ad(1)/ -134.7292582784472/ 
data ae(1)/ 692.0557823617833/ 
data af(1)/ 392.7570787697206/ 
data ag(l)/ 384.983836296466/ 
data ah(1)/ 52.96893352156294/ 
data ai(l)/ -1028.105540584119/ 
data aj(l)/ 59.6456430473818/ 
data ak(1)/ -188.7042489246962/ 
data al(l)/ 1.679041483566878/ 
data am(l)/ -101.284721007482/ 
data an(1)/ -2.201400333236305/ 
data ao(l)/ -5214.434498588709/ 
data ap(1)/ -3515.303973257491/ 
data aq(1)/413.739933577825/ 
data ar(l)/ -801.6451104434621/ 
data as(1)/ -403.2992961279056/ 
data at(1)/ -654.7124456027657/ 
data au(1)/ 190.8865209559472/ 
data av(1)/ 1549.897905836233/ 
data ba(1)/ -278.0400482803396/ 
data bb(l)/ 292.3886340432634/ 
data bc(1)/ -5.831471220840631 / 
data bd(1)/ 175.5880154800404/ 
data be(1)/ -42.63972217583402/ 
data bf(1)/ 70.48662706497839/ 
data bg(1)/ 59.7222687454502/ 
data bh(1)/ -457.98788023221/ 
data bi(1)/ -30.6869211361481/ 
data bj(1) / 9.623170807594504/ 
data bk(1) / 59.03510778629763/ 
data bl(1)/ -95.34199964684548/ 
data bm(1) / -155.7085520832261/ 
data bn(1)/ -63.6613251112699/ 
data bo(1) / -1.658789819875553/ 
data bp(1)/ 133.0594458578315/ 
data bq(1)/ -40.8747025734426/ 
c123456789012345678901234567890123456789012345678901234567890123456789012 
data a(2) /1032372.884122287/ 
data b(2) /-4770.166748261839/ 
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data c 1(2)/49041.35749968738/ 
data d (2)/ -304489.9444588618/ 
data he(2)/ 122681.1846982641/ 
data fl (2)/ -176865.589447683/ 
data g (2)/ -16377.92351669547/ 
data hl (2)/ -387.322190877331/ 
data h2(2)/ -26918.16548335288/ 
data h3(2)/ 4766.426372707265/ 
data h4(2)/ -1481.105302514787/ 
data h5(2)/ 70654.57160126692/ 
data h6(2)/ -37434.33392729794/ 
data h7(2)/ 7724.285498903024/ 
data o(2)/ -8807.981912185763/ 
data p(2)/ -4328.7244862343/ 
data q(2)/ 174.930727765852/ 
data rr(2)/ -931.0690128655674/ 
data s(2)/ 380.7207468131014/ 
data tl(2)/ -1169.465202263584/ 
data u(2)/ 1736.968503178999/ 
data v(2)/ -40126.64668043985/ 
data aa(2)/ 19900.28369023818/ 
data ab(2)/ -53025.33048226357/ 
data ac(2)/ 23361.78563309998/ 
data ad(2)/ -30893.12430986144/ 
data ae(2)/ 17719.58767973585/ 
data af(2)/ 7603.489542389011/ 
data ag (2)/9978.651726059884/ 
data ah(2) / -48.37990397276546/ 
data ai (2)/ -6836.332656323196/ 
data aj(2)/ 14730.02481614413/ 
data ak(2)/ -1299.258271283887/ 
data al(2)/ 4495.121128826948/ 
data am(2)/ -1896.064884200492/ 
data an(2)/ -641.0993213647471/ 
data ao(2)/ 392123.3782690378/ 
data ap(2)/ 175865.1265594582/ 
data aq(2)/ 219330.4598808207/ 
data ar(2)/ -4421.55089282871/ 
data as(2)/ 7169.476532139345/ 
data at(2)/ -6032.735338922933/ 
data au(2)/ -576.5592727291982/ 
data av(2)/ 3678.054572964772/ 
data ba(2)/ -81658.02113872386/ 
data bb(2)/ -2627.117418715269/ 
data bc(2)/ -1520.031932813384/ 
data bd(2)/ 1286.861049157052/ 
data be(2)/ 2364.014330880696/ 
data b«2)/ 98316.87867393738/ 
data bg(2)/ 9.725097145307542/ 
data bh(2)/ 2927.145406521788/ 
data bi(2)/ -1625.745875244902/ 
data bj(2)/ 2578.223734066534/ 
data bk(2)/ 4449.006314138709/ 
data bl(2)/ -35100.17383896127/ 
data bm(2)/ 2766.45322772382/ 
data bn(2)/ -1141.756985415202/ 
data bo(2)/ 1686.517417184438/ 
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data bp(2)/ -1785.30812263065/ 
data bq(2)/ 1570.728572481424/ 
c123456789012345678901234567890123456789012345678901234567890123456789012 
data a(3)/1419900.251060466/ 
data b(3)/ 70432.09564989627/ 
data cl (3)/ 360397.3670145241/ 
data d(3)/ -315661.681971851/ 
data he(3)/ -377490.4141290552/ 
data fl(3)/ -179517.7717540004/ 
data g(3)/ -157405.3388356504/ 
data hl(3)/ -21568.10996072927/ 
data h2(3)/ -235557.8779420243/ 
data h3(3)/ 1240.678160967689/ 
data h4(3)/ -84368.82083035138/ 
data h5(3)/ 70815.95246915184/ 
data h6(3)/ -7366.030394758563/ 
data h7(3)/ 6380.614293052363/ 
data o(3)/ -3414.94307364333/ 
data p(3)/ -4608.981859316312/ 
data q(3)/ 21818.1133344253/ 
data rr(3)/ -954.9541974812018/ 
data s(3)/ 3476.08209229288/ 
data tl(3)/ -768.0904211656263/ 
data u(3)/ 1118.279465898388/ 
data v(3)/ 58919.50302840526/ 
data aa(3)/-92804.1898992547/ 
data ab(3)/-70040.49027730156/ 
data ac(3)/117.3139614501104/ 
data ad(3)/ -38676.39375334922/ 
data ae(3)/ -41805.0669089671/ 
data af(3)/ -18150.0547042171/ 
data ag(3)/ -6206.267242064348/ 
data ah(3)/ -5293.13873940721/ 
data ai(3)/ -6385.332046395494/ 
data aj(3)/ 17948.40689770416/ 
data ak(3)/ -1703.893831834127/ 
data al(3)/ 5229.4432205379/ 
data am(3)/ 162.7463808779737/ 
data an(3)/ -281.2781470171792/ 
data ao(3)/ 421673.5143277806/ 
data ap(3)/ 181832.8898077808/ 
data aq(3)/ 235481.5998221404/ 
data ar(3)/ 5643.562569704808/ 
data as(3)/ 38364.32402336034/ 
data at(3)/ -4714.236581898949/ 
data au(3)/ 4665.150990195939/ 
data av(3)/ 6888.990056951618/ 
data ba(3)/ -88706.11350122018/ 
data bb(3)/ -2375.422735079241/ 
data bc(3)/ -2064.50383560806/ 
data bd(3)/ 1457.537562658613/ 
data be(3)/ 2634.397214957698/ 
data b«3)/ 102809.9703738835/ 
data bg(3)/2965.461348319004/ 
data bh(3)/ 10045.05425016863/ 
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data bi(3)/ -1205.747344016038/ 
data bj(3)/ 3678.525013730149/ 
data bk(3)/ 5223.2494473 11 703/ 
data bl(3)/ -37192.03336045368/ 
data bm(3)/ 15603.72502449895/ 
data bn(3)/ 1040.286112507464/ 
data bo(3)/ 3500.741039705842/ 
data bp(3)/ -2139.50050590274/ 
data bq(3)/ 822.753527906423/ 
c123456789012345678901234567890123456789012345678901234567890123456789012 
data a(4) /1203973.395906142/ 
data b(4)/ 86872.86392850987/ 
data cl(4)/ 308018.8077158134/ 
data d(4)/ -248022.3613776194/ 
data he(4)/-436539.9478326011/ 
data fl(4)/ -137643.2245662688/ 
data g(4)/ -176820.795622805/ 
data h l(4)/ -24347.04116503295/ 
data h2(4)/ -228761.6177612168/ 
data h3(4)/ -805.1063449357912/ 
data h4(4)/ -89645.67958567429/ 
data h5(4)/ 54128.47265358963/ 
data h6(4)/ 12871.87090631278/ 
data h7(4)/ 4973.103131242918/ 
data o(4)/ 1236.036786958742/ 
data p(4)/ -3245.732873325184/ 
data q(4)/ 24353.86199758799/ 
data rr(4)/ -715.3186954731981/ 
data s(4)/ 3840.170356712657/ 
data tl(4)/ -641.727107455427/ 
data u(4)/ 428.790746456856/ 
data v(4)/ 69632.26270197037/ 
data aa(4)/ -123096.772098394/ 
data ab(4)/ -57218.76939778454/ 
data ac(4)/ -20324.34016466153/ 
data ad(4)/ -29786.58136070384/ 
data ae(4)/ -50013.35741256402/ 
data af(4)/ -19539.8526956438/ 
data ag(4)/ -12020.80912327828/ 
data ah(4)/ -5124.976335939266/ 
data ai(4)/ 104.5915864915288/ 
data aj(4)/ 13643.47569445572/ 
data ak(4)/ -689.0458126256462/ 
data al(4)/ 4036.530045950118/ 
data am(4)/ 1450.935654939926/ 
data an(4)/ -124.9075597722406/ 
data ao(4)/ 329774.605358054/ 
data ap(4)/ 143718.8541264586/ 
data aq(4)/ 178694.7580257725/ 
data ar(4)/ 7650.99304898244/ 
data as(4)/ 40991.23691562056/ 
data at(4)/ -1366.503799590921/ 
data au(4)/ 6064.873445815537/ 
data av(4)/ 3658.40716540198/ 
data ba(4)/ -66791.39898088117/ 
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data bb(4)/ -1922.194448082019/ 
data bc(4)/ -1357.996804870085/ 
data bd(4)/ 690.9732253940728/ 
data be(4)/ 1672.077668790182/ 
data bf(4)/ 78688.27348046611/ 
data bg(4)/ 1871.48198786557/ 
data bh(4)/ 11112.94039360493/ 
data bi(4)/ -724.4938345090509/ 
data bj(4)/ 3253.858474254928/ 
data bk(4)/ 3691.660627003539/ 
data bl(4)/ -28260.71811040318/ 
data bm(4)/ 15078.47272119386/ 
data bn(4)/ 1627.545074959926/ 
data bo(4)/ 3046.170723319166/ 
data bp(4)/ -2083.45610792835/ 
data bq(4)/ 926.7694614083576/ 
c123456789012345678901234567890123456789012345678901234567890123456789012 
data a(5)/ 271830.9040783586/ 
data b(5)/ 16750.56068662814/ 
data cl(5)/ 11489.23468503418/ 
data d(5)/ -46414.72113878945/ 
data he(5)/ -94678.58137588926/ 
data fl(5)/ -25591.34414555707/ 
data g(5)/ -32013.01971727576/ 
data hl(5)/ -4951.512071774181/ 
data h2(5)/ -30374.1422255638/ 
data h3(5)/ -761.9677165209551/ 
data h4(5)/ -13711.80675548232/ 
data h5(5)/ 10086.39820594322/ 
data h6(5)/ 2951.521286384707/ 
data h7(5)/ 1082.011265895807/ 
data o(5)/ 264.6202296847438/ 
data p(5)/ -297.1081276497632/ 
data q(5)/ 3880.7385505897/ 
data rr(5)/ -103.0482892445825/ 
data s(5)/ 630.3398343038421/ 
data tl(5)/ -249.0893311769338/ 
data u(5)/ 94.73189597607398/ 
data v(5)/ 11469.18692782376/ 
data aa(5)/ -24666.30761181718/ 
data ab(5)/ -8474.442456704425/ 
data ac(5)/ -5035.467745452229/ 
data ad(5)/ -4437.299068504562/ 
data ae(5)/ -7543.356657200543/ 
data af(5)/ -3215.04170701694/ 
data ag(5)/ -2068.904749493898/ 
data ah(5)/ -892.1684133983355/ 
data ai(5)/ 570.7558686944946/ 
data aj(5)/ 1989.425007361809/ 
data ak(5)/ -18.69996962544904/ 
data al(5)/ 695.6433946534389/ 
data am(5)/ 279.7453379250543/ 
data an(5)/ -25.05878553658374/ 
data ao(5)/ 56604.7806563585/ 
data ap(5)/ 28633.00125381126/ 
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data aq(5)/ 29265.71653343195/ 
data ar(5)/ -323.3937617122003/ 
data as(5)/ 8065.402320580899/ 
data at(5)/ 100.2536870983169/ 
data au(5)/ 1861.514834795888/ 
data av(5)/ -372.1312398229654/ 
data ba(5)/ -10287.72155663617/ 
data bb(5)/ -433.6748701364744/ 
data bc(5)/ 339.484120445865/ 
data bd(5)/ 28.83278635991576/ 
data be(5)/ 5.845686264578959/ 
data bf(5)/ 15098.61567498336/ 
data bg(5)/ -687.7939333669691/ 
data bh(5)/ 1953.944583784316/ 
data bi(5)/ -62.32316190458258/ 
data bj(5)/ 671.5856424239413/ 
data bk(5)/ 342.2335383810723/ 
data bl(5)/ -5239.31826474766/ 
data bm(5)/ 2348.231359838184/ 
data bn(5)/ 344.0486605310741/ 
data bo(5)/ 488.1685329424046/ 
data bp(5)/ -361.8722117287574/ 
data bq(5)/ 617.3540790207479/ 
GO TO 55 
c ENTRY POINT FROM OTHER SUBROUTINES 
ENTRY ELECT3D 
C X1 DETERMINE THE VALUE OF LONGITUDE AS RAY PROPAGATES 
C Y1 DETERMINE THE VALUE OF LATITUDE AS RAY PROPAGATES 
c XI AND Y1 SUPPOSE TO BE IN SCALE VALUE 
c R(2)-90 because R(2) is colatitude 
xl= ((R(3)*180/pi)-100)/20*pi 
yl = (60-(R(2)*180/pi))/30*pi 
c123456789012345678901234567890123456789012345678901234567890123456789012 
DO 100 NU=1,5 
za(NU)=a(NU) + b(NU)*cos(x1)+ cl(NU)*cos(y1)+d(NU)*sin(x1) 
+ he(NU)*sin(yl) 
+ fl (NU)* cos(2.0*xl) + g(NU)*cos(2.0*yl) + hl(NU)*sin(2.0*xl) 
+ h2(NU)*sin(2.0*yl)+h3(NU)*cos(3.0*xl) + h4(NU)*cos(3.0*yl) 
+ h5(NU)*sin(3.0*xl) + h6(NU)*sin(3.0*yl) + h7(NU)*cos(4.0*xl) 
+ o(NU)*cos(4.0*yl) + p(NU)*sin(4.0*xl) + q(NU)*sin(4.0*yl) 
+ rr(NU)*cos(5.0*xl) + s(NU)*cos(5.0*yl) + tl(NU)*sin(5.0*xl) 
+ u(NU)*sin(5.0*yl)+ v(NU)*cos(xl)*cos(yl) 
+ aa(NU)*cos(x1)*sin(y1) + ab(NU)*sin(x1)*cos(y1) 
+ ac(NU)*cos(xl)*cos(2.0*yl) + ad(NU)*cos(2.0*xl)*cos(yl) 
+ ae(NU)*cos(x l)*sin(2.0*yl )+ a«NU)*sin(3.0*x l)*cos(yl ) 
+ ag(NU)*cos(xl)*cos(3.0*yl)+ ah(NU)*cos(3.0*xl)*cos(y1) 
+ ai(NU)*cos(xl)*sin(3.0*yl) + aj(NU)*sin(3.0*xl)*cos(yl) 
+ ak(NU)*cos(x 1)*cos(4.0*yl )+ al(NU)*cos(4.0*x l)*cos(yl ) 
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+ am(NU)*cos(xl)*sin(4.0*yl) + an(NU) *sin(4.0*xl)*cos(yl) 
+ ao(NU)*sin(xl)*sin(yl) + ap(NU)*sin(xl)*cos(2.0*yl) 
+ aq(NU)*cos(2.0*xl)*sin(yl )+ ar(NU)*sin(xl)*sin(2.0*yl ) 
+ as(NU)*sin(2.0*xl)*sin(yl)+ at(NU)*sin(xl)*cos(3.0*yl) 
+ au(NU)*cos(3.0*xl)*sin(yl )+ av(NU)*sin(x1)*sin(3.0*yl ) 
+ ba(NU)*sin(3.0*xl)*sin(yl)+ bb(NU)*sin(x1)*cos(4.0*yl) 
+ bc(NU)*cos(4.0*xl)*sin(yl)+ bd(NU)*sin(x1)*sin(4.0*yl) 
+ be(NU)*sin(4.0*xl)*sin(yl)+ bf(NU)*cos(2.0*xl)*cos(2.0*yl) 
+ bg(NU)*cos(2.0*xl)*sin(2*yl)+bh(NU)*sin(2.0*xl)*cos(2.0*yl ) 
+ bi(NU)*cos(2.0*xl)*cos(3.0*yl) + bj(NU)*cos(3.0*xl)*cos(2.0*yl) 
+ bk(NU)*cos(2.0*xl)*sin(3.0*yl) + bl(NU)*sin(3.0*xl)*cos(2.0*yl) 
+ bm(NU)*sin(2.0*xl)*sin(2.0*yl) + bn(NU)*sin(2.0*xl)*cos(3.0*yl ) 
+ bo(NU)*cos(3.0*xl)*sin(2.0*yl) + bp(NU)*sin(2.0*xl)*sin(3.0*yl ) 
+ bq(NU)*sin(3.0*xl)*sin(2.0*yl) 
A (NU)=-c l (NU)*sin(yl)+he(NU) *cos(yl)-2.0*g(NU)*sin(2 *yl ) 
+ 2.0*h2(NU)*cos(2.0*yl) 
- 3.0*h4(NU)*sin(3.0*yl)+3.0*h6(NU)*cos(3.0*yl) 
- 4.0*o(NU)*sin(4.0*yl)+4.0*q(NU)*cos(4.0*yl) 
- 5.0*s(NU)*sin(5.0*yl)+5.0*u(NU)*cos(5.0*yl) 
- v(NU)*cos(xl)*sin(yl)+aa(NU)*cos(xl)*cos(yl) 
- ab(NU)*sin(xl)*sin(yl)-2.0*ac(NU)*cos(x 1)*sin(2.0*yl ) 
- ad(NU)*cos(2.0*xl)*sin(yl) 
+ 2.0*ae(NU)*cos(x1)*cos(2.0*yl) - af(NU)*sin(3.0*xl)*sin(yl) 
- 3.0*ag(NU)*cos(xl)*sin(3.0*yl)-ah(NU)*cos(3.0*xl)*sin(yl) 
+ 3.0*ai(NU)*cos(xl)*cos(3.0*yl) - aj(NU)*sin(3.0*xl)*sin(yl) 
- 4.0*ak(NU)*cos(xl)*sin(4.0*yl) -al(NU)*cos(4.0*xl)*sin(yl) 
+ 4.0*am(NU)*cos(xl)*cos(4.0*yl) - an(NU)*sin(4.0*xl)*sin(yl) 
+ ao(NU)*sin(xl)*cos(yl)-2.0*ap(NU)*sin(x1)*sin(2.0*yl) 
+ aq(NU)*cos(2.0*xl)*cos(yl) +2.0*ar(NU)*sin(xl)*cos(2.0*yl) 
+ as(NU)*sin(2.0*xl)*cos(yl)-3.0*at(NU)*sin(x1)*sin(3.0*yl) 
+ au(NU)*cos(3.0*xl)*cos(yl) + 3.0*av(NU)*sin(xl)*cos(3.0*yl) 
+ ba(NU)*sin(3.0*xl)*cos(yl)- 4.0*bb(NU)*sin(xl)*sin(4.0*yl) 
+ bc(NU)*cos(4.0*xl)*cos(yl) +4.0*bd(NU)*sin(xl)*cos(4.0*yl) 
+ be(NU)*sin(4.0*xl)*cos(yl)- 2.0*bf(NU)*cos(2.0*xl)*sin(2.0*yl) 
+ 2.0*bg(NU)*cos(2.0*xl)*cos(2.0*yl) 
- 3.0*bi(NU)*cos(2.0*xl)*sin(3.0*yl) 
+ 3.0*bk(NU)*cos(2.0*xl)*cos(3.0*yl) 
+ 2.0*bm(NU)*sin(2.0*xl)*cos(2.0*yl) 
+ 2.0*bo(NU)*cos(3.0*xl)*cos(2.0*yl) 
+ 2.0*bq(NU)*sin(3.0*xl)*cos(2.0*yl ) 
- 2.0*bh(NU)*sin(2.0*xl)*sin(2.0*yl) 
- 2.0*bj(NU)*cos(3.0*xl)*sin(2.0*yl) 
- 2.0*bl(NU)*sin(3.0*xl)*sin(2.0*yl) 
- 3.0*bn(NU)*sin(2.0*xl)*sin(3.0*yl) 
+ 3.0*bp(NU)*sin(2.0*xl)*cos(3.0*yl) 
zl(NU) = zl(NU)*(-6.0) 
z2(NU)= -b(NU)*sin(xl)+d(NU)*cos(x1)-2.0*fl(NU)*sin(2.0*xl) 
+ 2.0*hl(NU)*cos(2.0*xl) 
- 3.0*h3(NU)*sin(3.0*xl)+3.0*h5(NU)*cos(3.0*xl) 
- 4.0*h7(NU)*sin(4.0*xl)+ 4.0*p(NU)*cos(4.0*xl) 
- 5.0*rr(NU)*sin(5.0*xl)+5.0*tl(NU)*cos(5.0*xl) 
- v(NU)*sin(xl)*cos(yl)-aa(NU)*sin(xl)*sin(yl)+ab(NU)*cos(xl)*cos(yl) 
- ac(NU)*sin(xl)*cos(2.0*yl) - 2.0*ad(NU)*sin(2.0*xl)*cos(yl) 
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- ae(NU)*sin(xl)*sin(2.0*yl) + 3.0*af(NU)*cos(3.0*xl)*cos(yl) 
- ag(NU)*sin(xl)*cos(3.0*yl) - 3.0*ah(NU)*sin(3.0*xl)*cos(yl) 
- ai(NU)*sin(x l)*sin(3.0*yl) +3.0*aj(NU)*cos(3.0*x l)*cos(yl ) 
- ak(NU)*sin(xl)*cos(4.0*yl) - 4.0*al(NU)*sin(4.0*xl)*cos(yl) 
- am(NU)*sin(xl)*sin(4.0*yl) +4.0*an(N1J)*cos(4.0*xl)*cos(yl) 
+ ao(NU)*cos(x1)*sin(y1) + ap(NU)*cos(xl)*cos(2.0*yl) 
- 2.0*aq(NU)*sin(2.0*xl)*sin(yl)+ ar(NU)*cos(x1)*sin(2.0*yl) 
+ 2.0*as(NU)*cos(2.0*xl)*sin(yl) + at(e)*cos(xl)*cos(3.0*yl) 
- 3.0*au(NU)*sin(3.0*xl)*sin(yl)+ av(NU)*cos(xl)*sin(3.0*yl) 
+ 3.0*ba(NU)*cos(3.0*xl)*sin(yl) + bb(NU)*cos(xl)*cos(4.0*yl) 
- 4.0*bc(NU)*sin(4.0*xl)*sin(yl) + bd(NU)*cos(xl)*sin(4.0*yl) 
+ 4.0*be(NU)*cos(4.0*xl)*sin(yl) 
- 2.0*bg(NU)*sin(2.0*xl)*sin(2.0*yl) 
- 2.0*bi(NU)*sin(2.0*xl)*cos(3.0*yl) 
- 2.0*bk(NU)*sin(2.0*xl)*sin(3.0*yl) 
+ 2.0*bm(NU)*cos(2.0*xl)*sin(2.0*yl) 
- 3.0*bo(NU)*sin(3.0*xl)*sin(2.0*yl) 
+ 3.0*bq(NU)*cos(3.0*xl)*sin(2.0*yl) 
- 2.0*bf(NU)*sin(2.0*xl)*cos(2.0*yl) 
+ 2.0*bh(NU)*cos(2.0*xl)*cos(2.0*yl) 
- 3.0*bj(NU)*sin(3.0*xl)*cos(2.0*yl) 
+ 3.0*bl(NU)*cos(3.0*xl)*cos(2.0*yl) 
+ 2.0*bn(NU)*cos(2.0*xl)*cos(3.0*yl) 
+ 2.0*bp(NU)*cos(2.0*xl)*sin(3.0*yl) 
z2 (NU) = z2 (NU) * (9.0) 
100 CONTINUE 
c za(NU) = value of electron density at latitude yl and longitude xl 
c zl(NU) = value of differential electron density towards latitude; 
c multiplied with -6; scaling 
c z2(NU) = value of differential electron density towards longitude; 
c multipied with ; scaling 
c123456789012345678901234567890123456789012345678901234567890123456789012 
H=R (1) - EARTHR 
DO 17 NUN=1,5 
HNem(NUN) = O. dO 
HPXP (NUN) = O. dO 
HPXP 1 (NUN) = O. DO 
HPXP2 (NUN) = O. dO 
HPXPT (NUN) = O. dO 
17 CONTINUE 
X=0. dO 
HX=O. dO 
PXPR = O. dO 
PXPTH = O. dO 
PXPPH = O. dO 
PXPT = O. dO 
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DO 18 NUN=1,5 
c PARI= Nemax 
c PAR2 = Hmax of each exponential layer 
c PARS = Semithickness of each exponenetial layer 
c PAR4 = the normalization value 
HNem(NUN) =PAR1 (NUN) *EXP(-((H-PAR2(NUN))/PAR3 (NUN)) **2) 
* za(NUN)/PAR4(NUN) 
HX = HX + HNem(NUN) 
HPXP (NUN) = -2*PAR1 (NUN)*EXP (-((H - PAR2 (NUN))/PAR3 (NUN)) **2) 
*(H - PAR2 (NUN))/ (PARS (NUN) **2)*(za(NTJ 4)/PAR4(N JN)) 
PXPR = PXPR + HPXP (NUN) 
HPXP1 (NUN) = PARI (NUN)*EXP (-((H-PAR2 (NUN))/PAR3 (NUN)) **2) 
*z1 (NLTN)/PAR4 (NUN) 
PXPTH = PXPTH + HPXP 1 (NUN) 
HPXP2 (NUN) = PARI (NUN)*EXP (-((H- PAR2 (NUN))/PAR3 (NUN)) **2) 
*z2 (NUN)/PAR4 (NUN) 
PXPPH = PXPPH + HPXP2 (NUN) 
HPXPT (NLTN) = O. dO 
PXPT = PXPT + HPXPT (NUN) 
18 CONTINUE 
X= (HX * 80.62E-006) / F**2 
PXPR = (80.62E-006/F**2)* PXPR 
PXPTH = (80.62E-006/F**2)* PXPTH 
PXPPH = (80.62E-006/F**2)* PXPPH 
PXPT = O. dO 
IF (PERT. NE. O. ) CALL ELECTI 
IF (W (34). EQ. LODO) CALL DUCT 
55 CONTINUE 
RETURN 
END 
cX= FPLASMA^2/F^2(FROM APPLETON HATREE) 
c FPLASMA ^2 = 80.62 * NE 
c if NE in cm^3, FPLASMA ^2 = (80.62*10**-6) * NE and F in MHz 
c if NE in m^3, FPLASMA ^2 = 80.62 * NE and F in Hz 
cF= EM WAVE FREQUENCY (L1 OR L2) 
c PXPR = dX/dR (dX/dNE * dNE/dR) 
c PXPTH = dX/dLATI (dX/dNE * dNE/dLATI) 
c PXPPH = dX/dLONGI(dX/dNE * dNE/LONGI) 
c PXPT = dX/dT; T= TIME; USED FOR CALCULATING DOPPLER SHIFT 
c OPEN(unit=2l, file='dneda_8a. txt', status='old') 
c PARI PAR2 PARS PAR4 
c 
c 58459.00 123.49 40.534 92956.00 
c 499490.00 243.95 52.517 1148500.00 
c 510730.00 298.37 79.857 1156100.00 
c 486200.00 349.89 135.99 894200.00 
c 120900.00 536.28 237.23 195970.00 
1D 
z O 
cfJ 
a a O U 
O 
z 
O 
H 
W 
d 
0 w 
z 
0 H w a 
I: 
a 
t 
00 
r 
3 
W 
x H x C w 
a 
N 
O 
M+ 
OA 
O+ 
CD cn 
AAoO 
0000 
C> CD e c 
Z 
Z +_ °o `om' O Ö 
N ý o 
14 
p pM+ 
CD Z 
C> CD O C, 3 N+ +Ö 
° 0 
( ý 
A 
Q 
a 
OOpN 
° °°°rn Z + 
M 
ACD ö-N C 
V 
00 cli 
'ý 
~'MQ 
+ Q O 
Cý O00 ý 
N + 
O°AA 
ON+ , O 
op 
pý v1 
O 
'""' +OA CDC) + 
A ( 
z 
C 
000000 
C 'ý? Oý 
`A°(Z 
_ö p [, 
O 
11 
ZÄ H 
o 000 
°ööööö O° 
O 
° 
+N 
vý 
O° Q 
N 
MMMM Cr1 
rnv -"NM 
o o -o 
o ° AONM H 
CAC 
V) 0 
° ), 
O- M vi \D 00 pO 
yý O 
NP Op 
X' 
W 
w.. 4 O C 
O 
ÖOOOOO 
OO 
O 
° C>C> ö O C7 ööööö 
°ö 
ö r- ++ Qo 
z¢ a" ° Qoöööö0 öö 
AApr'? N Q wý II 
° 
C) 0 o 
O 
MOO °O >' 
ý4 
H z 
CD CD CD CD 
00000 O o + --ý 
d. 
Q d NM " 
Q(A 
Q OOOOC 
Q öOOOÖO p p 
'Z p 
C O 
ö 
O 
i ýO N 
M 
00 N --ý cy 
cý 
CD C> 
Np 
cu %-, 
a w-1 
25 > (A 
. 
p( 
MM a\ N 
- 00 1,0 rq 00 
Q 
\O h 00 Ö A O 
+9+pÖ 
Z H C, 1 
- - -- -- - = 
CD O 2 
OppQpO 
° + 
cu 
1 
Hx 
Q 
'X' 
V) rn ANÖOOÖO 
v-i 
0ö '-' M ö 
c7 
a w Ha 
00000 
v) ööööö 
on o 
-o 
ke) M O 
N 
00 
NM Q > ý W "D Oi O 
O C, 4 ON 
53 O W U CD CD CD A p 
Ö re) 
NO O++ 
+A 
= 
OW 
U l 
Cý W OOOOO 
Ö ÖÖ 
ÖÖÖÖO 
,O 
O 
Ö 
++ 
rq CD r- 
CD C 
AM 
M 
ý 
ca H 
WOOOOO 
O O O O CD O 
pp 0 
ri 
ON 
e °Öoý -ci °p0 z 0 CZ 11) CD CD CD CD CD CD pp0N cd pF CD OÖOÖÖ Ei) N 
C N-ý - 
°M NQ WC O> O, oo -- M N 
M tt r-: , Vý kn o\ M cý t-- 
<ý1 OO en - CD 
OOO 
+ 
U 
u 
w/ W 
, (C W 
A (D N O\ -ON O' N O\ N 'n 
ö oý ý 
NO 
oo Np 
rn ýo r + 
CD r") AAA s~ II A 
o 
C00 C' ßt00 °'-' [- + O 00 
Aoöý 
b4 O- \O N tO 
ýo 
M d~ d 
OOp 
Ö U 
Z 
O rq r- 
OQN OO 
+ON 
oV) 
O 
V) 'O 
°e 00 v vý 
G) 5 H 
x 
NO O\ -- 
' -i NOM 
oN 0 
d- Q) 92. 3 
C> - 
W 
OO oo O 
O le NNN 
C rx 
N H 
+++ 0 OOp o H Mýw O 
A A CD 
Ö r 
! 
NW Q 
ÖM 
CD r- 00 
° '-' 
OOO 
, -ý 
-000ÖÖ 
_ CCC 
l a WWWWWW WW O Mv ý 
V1 M V1 N 
. --. 00 N 
I .. ýG Q 00 
N 
1 
ý 
N_ 
b4 
Q 
Z 
w 
a a 
185 
M 
LW 
0 
a 
a 
O 
ti 
E O 
G 
ei 
O 
Cl. E 
ei 
186 
APPENDIX B-1 
B-1.1 Carrier Phase Levelled Method 
Dual frequency carrier-phase and code-delay GPS observations are combined to obtain 
ionospheric observables related to the sTEC along the satellite-receiver LOS (Ciraolo et 
al., 2006). This observable is affected by inter-frequency biases, IFB (often called 
differential code biases, DCB) due to the transmitting and receiving hardware. 
They are 2 problems involved in this levelling process; 
¢ the levelled carrier-phase ionospheric observable is affected by a systematic 
error, produced by code-delay multi-path through the levelling procedure. 
¢ receiver IFB may experience significant changes during one day. 
Subtraction of simultaneous observations at different frequencies leads to an 
observable, Li, in which all frequency-independent effects (e. g., the satellite receiver 
geometrical range, clock errors, tropospheric delay etc. ) are cancelled, but the 
ionospheric and any other frequency-dependent effects remain; 
Lj 
arc 
(in unit length) =4- L2 (B-1.1) 
Liarc (in unit length) = I, -Iz+c(zR, -rR2)+c(Zsl-Zs2)+f 
N,, 
arc -` 
N2, 
arc+E 
(B-1.2) 
where; 
¢ sub-indexes 1 and 2 refer to the GPS carrier frequencies, L1 and L2; 
¢ sub-index `arc' refers to every continuous arc of carrier phase observations (i. e., 
a group of consecutive observations along which the ambiguities on L1 and L2 
do no change); 
¢c is the speed of the light in vacuum; 
Ll and L2 are the carrier phase measurements expressed in unit 
length; 
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I1 and 12 are the ionospheric phase path advance in Li and L2 respectively. 
expressed in unit length; 
iR and is are frequency depended biases associated to delays produced by the 
receiver and the satellite hardware delay (in time unit); 
'r N1 and N2 are the integer carries-phase ambiguities; 
F_ is the combination of observational noise and multi-path. 
The above model (from unit length) can be converted to unit TECU by using; 
ý3=a 
12 
- 
12 
=O. 1m/TECU (B-1.3) f f2 
It is a constant value used to convert from metres to TECU. 
Then, B-1.2 becomes as; 
I, 1 arc 
(in TECU) = sTEC + BR + B5 + Cary + SL (B-1.4) 
where; 
¢ L1,,, is the ionospheric observable; 
¢ BR =c 
(rR1 
-ZR2) and BS = (r5 -r 2) are the so-called satellite and receiver ß 
IFBs for the carrier-phase observations; 
¢ Cary _CN, arc - 
N2 arc 
is a bias produced by carrier-phase ambiguities in ß. f ßf2 
the ionospheric observable; and 
¢ EL =4 is the effect due to the noise and multipath. 
Then, the dual-frequency code-delay observations, P1 and P2, will be used to obtain an 
analogous ionospheric observable; 
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P, =sTEC+bR +bs +ep (B-1.5) 
where; 
¢ PI is subtraction of P2 from P1; 
¢ bR and bs are the receiver and satellite code-delay IFBs, which are different from 
those for carrier-phase measurements; 
cp is the effect due to the noise and multi-path for code-delay observations, 
which is about 100 times greater than for carrier-phase observations; 
However, there is no ambiguity term for code-delay observations. 
Using equation (B-1.4) and (B-1.5), by presuming constant IFBs, it was found that; 
`LI, 
arc - r/ 
)arc Carc + BR - "R 
+ BS - 
bS 
-e 
)arc 
(B-1.6) 
In (B-1.6), sL has been neglected since it will hardly influence in the final results as it is 
100 times smaller than in the code-delay measurement. 
Then, to `remove' the ambiguity term, equation (B-1.6) will be subtracted from 
equation (B-1.4); 
L;, 
arc 
LI, 
arc 
Li, 
arc -r/ arc 
= sTEC+bR +bs + 
(eP)arc +eL 
(B-1.7) 
where L; arc 
is the carrier-phase observable `levelled' to the code-delay ionospheric 
observable. This procedure is known as the `carrier to code levelling process'. 
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After the levelling process (equation B-1.7); 
¢ the carrier-phase IFBs are replaced by the corresponding code-delay IFBs; 
¢ the levelled carrier-phase ionospheric observable may be affected by noise and 
multipath present in the code-delay observations. 
In order to eliminate the systematic errors (i. e., multipath from code-delay observation), 
the single difference method (one satellite with two GPS receivers (a reference station 
and a user station with a baseline length)) was used. 
OPf=P, 
A-P, B=bRA-bRB+EPA -EPB (B-1.8) 
=0bR +L 
LI, 
arc /, arc, A 
-LI. arc, 8 bp -bRB 
B-1.9 + (6P )arc, 
A 
EP 
arc, B 
+ eLA - ELB 
= AbR +A EP 
)arc 
+ AEL 
However, even, by doing single difference, the IFBs at the receiver still remain for both 
carrier phase and code delay measurements. Apart from that, the sTEC (equation B-1.7) 
will be presumed to be the same for both the reference station and the user when the 
single difference approach is implemented. However, since in this work, we are more 
concerned with the presence of ionospheric horizontal gradients for a baseline 
length as 
short as l0km (distance between the reference station and the user), this method 
is not 
really helpful in obtaining the solution that is required. 
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APPENDIX C-1 
C-1.1 Calculation of DOP (Dilution of Precision) 
Dilution of Precision (DOP) is the factor that can describe the ideal location or 
geometry of the GPS satellites in order to get the precise location of the GPS receiver. 
Since range measurements are taken from at least four GPS satellites at an epoch of 
measurement, the geometry of the satellites need to be considered in order to achieve 
the best receiver position. There are various precision dilution factors; vertical dilution 
of precision (VDOP) for the height or altitude, horizontal dilution of precision (HDOP) 
for horizontal positions (latitude and longitude), positional dilution of precision (PDOP) 
which combines all three latitude, longitude and altitude, time dilution of precision 
(TDOP) and geometric dilution of precision (GDOP). GDOP is a composite 
measurement of PDOP and TDOP; which is the factor that defines how strong or weak 
the satellite geometry is that is used to calculate the range measurements and the 
position of the receiver. Table below lists the breakdown of the GDOP values. 
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1f Ideal 
I This is the highest possible confidence level to be used for = applications demanding the highest possible precision at all times 
2-3 f Excellent { At this confidence level, positional measurements are considered 
accurate enough to meet all but the most sensitive applications 
Represents a level that marks the minimum appropriate for making 
4-6 Good t business decisions. Positional measurements could be used to make 
reliable in-route navigation suggestions to the user 
Positional measurements could be used for calculations, but the fix 
7-8 j Moderate quality could still be improved. A more open view of the sky is 
recommended 
Represents a low confidence level. Positional measurements should 
9-20 Fair be discarded or used only to indicate a very rough estimate of the 
current location 
21-50 Poor At this 
level, measurements are inaccurate by as much as half a 
3i football field and should be discarded 
Scott Burnside has come up with a computer program (in Matlab) to calculate the 
GDOP with respect to a GPS receiver given its Cartesian ECEF position and the 
positions of four or more visible GPS satellites. 
First, the pseudo-range from receiver to the satellites is calculated. Then, the directional 
derivatives for X, Y, Z and Time are determined. After that, the covariance matrix will 
be produced from the directional derivatives. Finally, the DOP values will be calculated 
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from the diagonal elements of the Covariance Matrix. The program, which is in Matlab 
code, is reproduced below. 
Pseudo-Range and Directional Derivative Loop 
for i=1: 4 %shows number of satellites (i. e. 4) 
% Calculate pseudo-ranges from reciever position to other vehicles 
r(i) = sgrt((veh(i, 1)-rcvr(1,1))^2 + (veh(i, 2)-rcvr(1,2))^2 + (veh(i, 3)- 
rcvr(1,3 ))^2); 
% Calculate directional derivatives for X, Y, Z, and Time 
Dx(i) = (veh(i, 1)-rcvr(1,1))/r(i); 
Dy(i) _ (veh(i, 2)-rcvr(1,2))/r(i); 
Dz(i) _ (veh(i, 3)-rcvr(1,3))/r(i); 
Dt(i) _ -1; 
end 
% Produce the Covariance Matrix from the Directional Derivatives 
A= zeros(4); 
for n=1: 4 
A(n, 1) = Dx(n); 
A(n, 2) = Dy(n); 
A(n, 3) = Dz(n); 
A(n, 4) = Dt(n); 
end 
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B= transpose(A); 
C= B*A; 
D= inv(C) 
Calculate DOPs from the diagonal elements of the Covariance Matrix 
GDOP = sgrt(D(l, l) + D(2,2) + D(3,3) + D(4,4)) 
PDOP = sgrt(D(1,1) + D(2,2) + D(3,3)) 
HDOP = sqrt(D(l, l) + D(2,2)) 
VDOP = sgrt(D(1,1)) 
TDOP = sqrt(D(4,4)) 
---------------------------------------------End of Code------------------------------------------- 
** veh stands for the location of the GPS satellite and rcvr stands for the location of the 
receiver. 
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APPENDIX C-2 
C-2.1 Derivation of the Perturbation Method 
The perturbation method is an approximate analytical method that can be used to 
calculate accurately, conveniently and speedily the group delay or phase advance for the 
path from a GPS satellite to Earth station (or vice versa) (Gherm V. et. al, 2006). When 
dealing with high accuracy measurements (-'lcm), the effects due to the anisotropy of 
the ionosphere plasma (i. e. such as due to the Earth's geomagnetic field) and the ray 
curvature effect should be accounted for. However, it is difficult to treat propagation in 
an anisotropic medium because of the non-separable variables in the appropriate 
equations. This is where the perturbation method helps. It can be used to determine the 
higher order terms of the phase refractive index due to the geomagnetic field effect and 
the curvature of the ray path due to refraction in the ionosphere for a given profile of 
electron density. This method has been validated against analytical calculations for the 
isotropic case and by the most precise numerical ray-tracing for the anisotropic case 
(loannides R. T., 2002). 
Range errors obtained from geometrical optic equations; 
(V (Po. e 
)= na. e 
(r, p) (C-2.1) 
dr 
---,: P- 
1 anö. e 
(r, p) (C-2.2) 
dz -2 ap 
dp nö, e 
(r, p) (C-2.3) 
dr2 dr 
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Equation (C-2.1) is the Eikonal or Hamilton-Jacobi equation. Equations (C-2.1) and 
(C-2.3) describe the ray trajectories which are orthogonal to the surfaces of the constant 
values of the eikonal in the isotropic case. Functions no e 
(r, p) are the squared 
refractive indices for the ordinary and extra-ordinary modes of propagation. 
Perturbation theory will be applied to the above equations in order to approximate the 
refractive index formula to obtain the analytical results for anisotropic media. 
However, first the isotropic case is considered. The eikonal equation that is written in 
spherical variables is as follows; 
+16 
(r'9) 2=ý(r) 
2 
(C-2.4) 
Sr r (58 
This equation will be used to solve for the distance L,; g 
(or phase advance sprig = kLrig ) 
along a curved path of propagation. The new equation will be; 
r e2 
Nr) r0 'OS2 
k. 
g- 
f 1- 2-2 dr+C(8-6o) (C-2.5) ro CV mE0 r 
where 
y r1 e2 N(r) ro COS2 x2 _Z e_ 90 -j12-2r ro cos dr (C-2.6) 
ro () me0 Y 
where N (r) is the vertical electron density profile, x is the elevation angle at the 
receiver for a refracted path of propagation and ro is the radius of the Earth. The satellite 
is at (r, B) and the receiver is at (ro, Bo) . 
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With the ionospheric phase refractive index expansion; 
Oe=1-IX-1X2-..., 
X=e 
N(2) 
(C-2.7) 
28 mEaw 
the phase advance in the isotropic approximation will be; 
22 /2 40.33 r r° cos % Lores (=Lrig)=Lrear - 
40.33 f N(r) 1- 
z 
dr 
rý r 
810.43 r r2 cos2 
32 
(C-2.8) 
- f4 
ýrNZ (r) 1- ° 
r2 
'Z' dr+... 
The expansion for the phase refractive index of the ordinary and extra-ordinary modes 
in the cold anisotropic ionospheric plasma is; 
nOe=l-iX+1XY-iXz- 
1XY, 
+..., Y, =ýHCOSyi (C-2.9) 2282 co 
V is the local angle between the direction of propagation and the geomagnetic field. So, 
alternatively, equation (C-2.9) can be written as; 
2 
I e2 N(r) w1 e2 N(rý 1 e2N(r) w 
tOe=1- 1+ H2 coSyý H 
(C210 
moo w8 
Then, the phase advance will be; 
40.311 r r2 cos2 
y 
LOemes (in meters)= Lr,,,, -f2 
froN(r) 1- ° 
r2 
dr 
2 12 
+40.311Iro ( fHcost/i)N(r) 1-r° 
cos` dr (C-2.1 1) 
fr 
812.48 rz cost 
32 
fr N2 
2 
dr+... 
ýJ''ii 
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Equation (C-2.11) contains the second term of the higher order terms, written 
analogously to the isotropic case. To validate it, perturbation theory was employed to 
solve the geometrical equations (C-2.1, C-2.2 and C-2.3). However, the perturbation 
theory needs its own validation. For this reason, equations (C-2.5), (C-2.6) and (C-2.7) 
will be used, which represent a rigorous solution of the geometrical optic equations in 
the case of an isotropic spherically layered medium. 
As was mentioned above, the foundation of the perturbation theory in the geometrical 
optics equations are outlined comprehensively in Kravtsov and Orlov (1990). By using 
the necessary relationships and performing appropriate transformations, the following 
equation for numerical calculations has been developed, which is along with equation 
(C-2.1 1); 
LF (in meters)= L40.311JN(s)ds± 
L 40.311 f0(fHcosN(s)ds_ ýreal 
r2 
J° (C-2.12) 
1812.48 fN2 (s)d+ 1f I(s)d° 
2° 
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where 
L 
I, (s) 
2f (i±YcosyJ)V1 X (r(s))ds (C-2.13) 
0 
Integration of the equations (C-2.11 to C-2.13) is carried out along straight lines of 
sight, and I, ° is a constant, which is chosen to solve the homing-in problem through the 
relationship; 
LLs 
+1f XA_, ds+ 
1f 
ds J(1±Ycos i1) V1 X (r(s))ds (C-2.14) 
2L 
000 
In (C-2.14), hl is the geomagnetic field unit vector component orthogonal to the 
straight LOS. Equations (C-2.12 to C-2.14) represent the main terms of the perturbation 
theory and are valid for an arbitrary 3-D inhomogeneous anisotropic 
ionosphere in the 
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case when X«1. If additionally it is also taken into account that Y«1, the first term 
in (C-2.14) for I, ° can be omitted. 
The form of the second term in (C-2.12) proves the validity of the second term 
analogously written in (C-2.11). They are identical, when taking account this 
relationship; 
rö cos2 ,ý 
Y2 
ds= 1- 
2 
dr (C-2.15) 
r 
By doing this, the reason for introducing the second term in equation (C-2.11), in order 
to identify the effects of the Earth's magnetic field, in the perturbation theory has been 
proved. 
These are the basic steps that were employed in the perturbation method to determine 
the higher order terms of the phase refractive index. However, a more detailed 
explanation can be obtained from Gherm V. et al. (2006). 
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APPENDIX C-3 
C-3.1 GPS Positioning Solutions Using Least-Square Minimization Approach 
The vector s represents the vector from the Earth's centre to a satellite, u represents the 
vector from the Earth's centre to the user's position and the pseudorange p; is defined 
for the i`h satellite by (Jwo, 2005); 
Pi 
IISi 
-Ull +Ctb +V, 
i 
(C-3.1) 
where c is the speed of light and tb is the receiver clock offset from system time and 
vp is the pseudorange measurement noise. Consider the user position in three 
dimensions, denoted by (x,,, yu, zu), the GPS pseudorange measurements made to the n 
satellites can be written as; 
_zzz Ai 
(Xi 
-X. 
) +r 
\ý1i -yu/l+(Zi -Zu) 
+Ctb+Vp 
I Z=1,.... n 
(C-3.2) 
where (x;, y;, zt) denotes the ith satellite's position in three dimensions. 
Equation (C-3.2) can be linearised by expanding Taylor's series around the approximate 
(or nominal) user position xn, yn, zn and neglecting the higher terms. Defining p; as 
AAA 
pi at 
. 
Xn 
, 
Yn 
9 
Zn gives; 
p, =p, -P; =e110xu+e2Dyui-2i3D Zu+Ctb -MVP, (C-3.3) 
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where, 
AAA 
Xn -xi yn Yi Zn -Zi 
eil 'eil= ,. eia= 
rrr 
r= xn -xi 
+Yn - yi + Zn - Zi 
(C-3.4) 
The vector (e;, ei2 ei3 )=E; ,i =1, ..., n, 
denotes the line-of-sight vector from the user to the 
satellites. Equation C-3.3 can be written in a matrix formulation; 
OPi= [OPA OP2 ['P3 ... Opn 
JT 
e,, e11 e 1O x 
e, e e1 11 
e3 1 el e, 11u YU 
+v P; 
Oz 
u 
en1 eng en3 1 Ctb 
which can be represented as; 
Dz=HOx+v 
(C-3.5) 
(C-3.6) 
The dimension of matrix H is nx4 with n >_ 4, and H is usually referred to as the 
`geometry matrix' or `visibility matrix'. The v is assumed to be zero-mean, so that the 
least-squares solution to Equation C-3.6 is given by the following; 
A 
Dx=(HTH) HTU (C-3.7) 
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