Abstract
Introduction
Over the past few decades, the concept of output volatility has gained greater attention among economists and policymakers. Figure 1 shows that output volatility does not follow a similar pattern across regions. It has declined over time in East Asia and the Pacific, Latin America and the Caribbean, North America, and the Middle East and North Africa. The reverse is true for Europe and Central Asia, sub-Saharan Africa and South Africa, where no clear pattern of output volatility is observable. Figure 2 shows that countries with higher levels of economic development are less prone to output volatility. Numerous studies show that high output volatility tends to hinder growth and development (see, among others, Bruno & Easterly, 1998; Loayza & Hnatkovska, 2004; Aghion et al., 2004) . There is broad agreement in the literature that high macroeconomic volatility tends to depress investment, is biased toward short-term returns 1961-1970 1971-1980 1981-1990 1991-2000 2001-2010 and reduces economic growth (Servén, 2002) . Recent work shows that higher macroeconomic volatility is also related to lower investment in human capital (Krebs et al., 2005) . High output volatility and financial crises are recurring characteristics of many world economies, but they can be serious obstacles to development because they are closely related to high consumption volatility, high poverty, low long-term growth and high inequality. The literature recognizes that financial sector development has a positive impact on economic growth: a well-functioning financial market enables better relationships between investors and savers, promotes diversification, reduces risk, mitigates information asymmetries, encourages individuals to behave more effectively, and helps stabilize the economy and reduce output volatility (Ramey & Ramey, 1995; Aghion et al., 2000) .
In recent years, another important area of research has looked at what causes output volatility and how it can be mitigated. The literature examines different determinants of output volatility, including fiscal policy, consumption volatility, remittances, oil prices and foreign direct investment. While financial development is also a key determinant of output volatility, the literature in this area is not substantial and tends to yield ambiguous results. It is difficult to determine whether financial intermediary development leads to an increase or decrease in output volatility or if it helps reduce the impact of external shocks on the economy. This paper attempts to identify the possible links between financial intermediary development and output volatility by examining whether financial intermediaries help absorb shocks -thereby reducing the effect of real and monetary volatility -or if they intensify the impact of such shocks. To the best of our knowledge, the relationship between output volatility and financial development has not been extensively researched. Therefore, this paper contributes to the literature by exploring the relationship between financial development and output volatility to determine whether financial development magnifies or reduces the volatility of output.
Additionally, the indicators of financial development used in previous studies do not provide a complete picture of the sector. While most studies have used the ratio of private credit to GDP as a proxy for financial development, this indicator does not include other characteristics such as financial depth, stability, access and efficiency. We use four measures of financial development: (i) the ratio of private credit to GDP (financial depth), (ii) net interest margin (financial efficiency), (iii) z-score (financial stability) and (iv) the number of bank branches per 100,000 adults (financial access). Besides looking at the relationship between financial development and output volatility, we also consider two potential channels through which the sector's development can affect output volatility -real sector volatility and financial sector volatility. Several pre-estimation tests and other diagnostics are used to ensure more reliable results.
The study tests the following hypotheses: (i) that the impact of financial development on output volatility is negative, and (ii) that the impact of financial development on output volatility varies depending on the measure used to gauge financial development. The finance-output volatility nexus may be explained better through the mechanism of shocks to the real and monetary sectors. Therefore, we also test a third hypothesis: that financial development has the power to mitigate or aggravate output volatility through real and monetary sector shocks.
The remaining study is organized as follows. Section 2 presents a literature review of studies on output volatility and financial development. Section 3 illustrates the analytical framework used. Section 4 presents the study's data and variables. Section 5 interprets and discusses the results obtained. Section 6 concludes the study, offering some policy implications.
Literature Review
The literature on the finance-and-growth nexus suggests that financial development has diverse effects on economic growth. An increasing number of studies indicate that a well-functioning banking system stimulates economic growth (see Goldsmith, 1969; Levine & Zervos, 1998; Levine et al., 2000; Beck et al., 2000; Beck & Levine, 2004) . Other studies disagree: Lucas (1988) , for instance, contends that finance is not an important determinant of growth. Similarly, Stern (1989) asserts that finance does not play a role in economic growth. The literature also points to the negative impact of financial development, as suggested by Keynes (1936) and supported empirically by De Gregorio and Guidotti (1995) and Andersen and Tarp (2003) . Ram (1999) investigates the relationship between the growth of real GDP per capita and financial development, using panel data for 95 countries over the period 1960-89. The results indicate that financial development has a weak and negative or even negligible impact on the growth of real GDP per capita. Thus, the literature on finance and growth offers mixed results at best.
Although a large body of literature focuses on the growth effects of finance, few studies have examined in detail the potential links between financial development and the volatility of output. Mishkin (2009) emphasizes that, among other macroeconomic policy objectives, the stability of output growth is also very important. However, theory offers no clear predictions as to the effect of financial development on growth volatility. Bernanke and Gertler (1989) , for example, argue that financial constraints to firms can play a vital role in the spread of business cycles, eventually leading to greater variations. On the other hand, studies such as Bacchetta and Caminal (2000) , Aghion et al. (2004) , Beck et al. (2006) and Ko (2008) argue that the negative or positive effect of financial development on volatility depends on monetary and real shocks, the stages of a country's financial development, and demand shocks or credit supply.
The empirical literature on finance and output volatility also presents mixed findings. For instance, Denizer et al. (2002) find that improved financial systems minimize fluctuations in per capita output growth. Similarly, Bekaert et al. (2006) observe that financial liberalization often results in lower (consumption) growth volatility. Ang (2011) shows that the implementation of financial repressionist policies is strongly associated with lower consumption volatility. Dynan et al. (2006) suggest that financial innovations contributed to stabilization in the mid-1980s and helped reduce output volatility.
Some empirical studies suggest that output volatility increases the effect of financial development. Bernanke and Gertler (1989) find that periods of financial distress correspond to periods of relatively high agency costs in investment. Financial constraints to firms can thus play a key role in the spread of the business cycle and eventually lead to greater variations. Similarly, Aghion et al. (2004) observe that countries undergoing financial development may become more unstable in the short run. Levchenko et al. (2009) find significant evidence to support the view that financial liberalization increases output volatility. Other empirical studies do not find a strong relationship between finance and output volatility. Acemoglu et al. (2003) establish that the volatility effect of financial development diminishes once institutional variables are controlled for. Similarly, Beck et al. (2006) find no robust relationship between financial development and aggregate economic volatility. Thus, the available empirical literature on finance and volatility does not provide a clear picture of this nexus.
The theoretical foundations of this study draw on four strands of the literature. The first, which relates to finance and development, argues that developed financial systems enhance the economy's ability to absorb shocks and help reduce output volatility. Most studies within this area are theoretical. For instance, Aghion et al. (1999) build a macroeconomic model that combines financial market imperfections with unequal investment opportunities. Their model predicts high output volatility in the absence of a developed financial sector. They argue that savers and investors are separated when the financial sector remains underdeveloped, and credit supply and demand is more cyclical. Investors are likely to be locked out of the credit market when the economy faces an adverse shock and to rush into the credit market when the economy absorbs a positive shock. In such situations, volatility is bound to increase. Acemoglu and Zilibotti (1997) point out another important link between financial sector development and volatility by highlighting the importance of diversification in reducing risk. They argue that diversification is not possible in the early stages of development, given the indivisibility of capital. However, once wealth accumulates, diversification becomes possible and investment increases: in this situation, investment volatility and risk is reduced. Aghion et al. (2000) assess the role of open economies in explaining the volatility-finance nexus, arguing that volatility increases in open economies with intermediate levels of financial development.
The second strand of the literature explains the link between financial development and volatility through information asymmetries. Notable studies in this area include Bernanke and Gertler (1989) , Greenwald and Stiglitz (1993) , and Kiyotaki and Moore (1997) . These studies develop general equilibrium models to show how asymmetries of information in financial markets exacerbate volatility.
The third strand of the literature highlights the importance of financial development in long-run macroeconomic performance. Studies such as Gertler (1988) and Levine (1997) show that financial development helps reduce the cost of acquiring information and facilitates lower transaction costs. The argument here is that financial development helps reduce information asymmetries, improves corporate governance and leads to better resource allocation. It also enables financial institutions to improve their risk management and allocate their liquidity and funds to the most productive uses (Greenwood & Smith, 1997) .
Finally, a fourth strand of the literature cautions against the adverse volatility-related consequences of financial sector development. Shleifer and Vishny (2010) and Wagner (2010) argue that financial development can cause over-leverage or induce greater risk-taking by entrepreneurs and banks, potentially driving up the level of volatility. Many recent studies show that, while financial intermediaries and institutions can help mitigate friction, amplification mechanisms within the financial sector and from the financial sector to the real sector can exacerbate volatility (for surveys of recent models, see Brunnermeier et al., 2012; Quadrini, 2011) .
In sum, the literature demonstrates several potential routes through which financial development can affect output volatility. First, a more developed financial sector is likely to match savers and investors more efficiently, allowing the economy to absorb shocks more easily, thereby reducing volatility. Second, more financial markets and institutions facilitate diversification, which helps reduce risk and volatility. Third, financial development may be a proxy for information asymmetries, which themselves can cause increased volatility. This study contributes to the literature using four diverse indicators of financial performance: depth, efficiency, stability and access. It also presents two mechanisms -real sector and financial sector volatility -through which financial development can amplify or reduce output volatility.
Methodology
The global financial crisis has triggered policy debates on the role of finance in proliferating and decreasing macroeconomic fluctuations. The last two decades show that high output volatility can have an adverse effect on economic growth, welfare and poverty, particularly in developing countries (Ramey & Ramey, 1995) . The literature discussed in Section 2 outlines various ways in which financial development can affect output volatility. This is the starting point of our analysis.
While there is considerable empirical evidence on the determinants of output volatility, most of these investigations have focused on specific determinants of output volatility, with little uniformity in the sets of explanatory variables used. In recent years, the literature has also looked at how financial openness, financial integration, financial institutions and monetary policy can affect output volatility. Informal arguments suggest that the quality of financial institutions may be a key determinant of output volatility: sound financial institutions enable economies to better handle large output fluctuations.
In this study, we focus on financial development as a key determinant of output volatility. There are contrasting views on the role of financial development in economic growth and output volatility. On the one hand, the development of financial systems changes the incentives and constraints faced by economic agents by producing information, allocating capital and monitoring firms. Furthermore, financial developments help reduce risk, pool savings and ease exchange, with positive impacts on economic growth (Greenwood & Jovanovic, 1990; Bencivenga & Smith, 1991; King & Levine, 1993; Acemoglu & Zilibotti, 1997) . On the other hand, Ko (2008) finds that economies characterized by financial liberalization have higher output volatility in the face of monetary policy shocks. Dynan et al. (2006) suggest that financial innovations contribute to long-term, not shortterm, declines in output volatility.
Output Volatility Model
Following the literature, our benchmark measure of volatility is the standard deviation (SD) of real per capita GDP (see Beck et al., 2000; Hakura, 2007; Malik & Temple, 2009; Ahamada & Coulibaly, 2011) . It is also standard in the empirical literature to use the log of GDP per capita as a measure of growth to determine volatility (see Posch, 2011; Beck et al., 2006) . Accordingly, we develop our model by introducing the following baseline regression:
where OV is macroeconomic volatility, measured by the SD of the annual percentage growth rate of real GDP per capita based on constant 2005 US dollars, and lGDP is a measure of growth, denoted by the log of GDP per capita. FD represents financial development. X is a control variable, trade openness, measuring the ratio of exports plus imports to GDP, following Kose et al. (2009) . Finally, µ is a country-specific effect, ε is the error term and i and t denote country and period, respectively.
To evaluate empirical predictions concerning the relationship between financial development and macroeconomic volatility, we would need to construct measures of the ability of financial systems to improve information asymmetries, ease risk management and smooth resource mobilization. Most other studies have used financial depth as the sole measure of financial development (see King & Levine, 1993; Beck et al., 2000; Bacchetta & Caminal, 2000; Denizer et al., 2002) . Financial development is, however, a multidimensional concept and warrants more than one measure. A complete picture of financial development and its characteristics is presented by Čihák et al. (2012) , who emphasize the importance of these characteristics in cross-county analyses. Our measure of financial development is based on these characteristics and comprises four components: depth (the ratio of private credit to GDP), efficiency (net interest margin), access (number of bank branches per 100,000 adults) and stability (z-score).
Closely following Beck et al. (2000) , we study the responsiveness of macroeconomic volatility to real and monetary shocks. We explore two channels through which financial development and output volatility may be linked. These channels are discussed broadly in the literature as follows. Gavin and Hausmann (1996) show that external terms-of-trade (TOT) shocks are associated with increased growth volatility, while Singer and Edström (1993) and Lutz (1994) find that greater TOT volatility reduces growth. Bleaney and Fielding (2002) show that there is a tradeoff in the choice of exchange rate regime between inflation volatility and stability of output. Conrad et al. (2010) demonstrate that the relationship between output volatility and inflation volatility is positive, and that the central bank's commitment to reducing inflation volatility helps decrease output volatility. However, the relationship between output and inflation is not that simple: it varies, depending on the type of shock to the economy. In the model developed by Cecchetti et al. (2002) , the ratio between inflation and output volatility depends on the slope of the supply curve. Thus, a country that has a relatively high aversion toward inflation variability would suffer more in terms of output volatility.
Introducing these two channels, we estimate the following model:
The following four regressions are estimated for four distinct measures of financial development:
(2.1)
3)
where SD(TOT) is the four-year SD of TOT as a measure of real sector shocks and SD(INF) is the four-year SD of inflation as a measure of monetary shocks. PC is the ratio of private credit to GDP (the financial resources provided to the private sector by domestic money banks) and is used to measure financial depth. NIM is the net interest margin (the accounting value of a bank's net interest revenue as a share of its average interestbearing or total earning assets), measuring financial efficiency. ZS is the bank's z-score (the probability of default of a country's banking system) and measures financial stability. BB is the number of bank branches per 100,000 adults and is used to measure financial access.
Despite substantial evidence concerning the role of the financial system in shaping economic development, there are serious shortcomings associated with measuring how this system functions. The literature does not provide sound cross-country, cross-period measures of the degree to which financial systems enhance the quality of information about firms and hence the efficiency of resource allocation, or impose good corporate governance on the firms to which they funnel those resources. Nor are there any measures to indicate whether financial systems provide effective mechanisms to manage, pool and diversify risk; to mobilize savings from disparate savers so that these resources can be allocated to the most promising projects in the economy; or to facilitate trade. Instead, researchers have largely (though not exclusively) relied on measures of the size of the banking industry as a proxy. However, size is not a measure of quality, efficiency or stability. We have therefore used four measures of financial development to obtain a comprehensive picture of the financial sector's role in determining output volatility.
Finally, we also incorporate interaction terms involving financial development and the SD of TOT and that of inflation, as applied by DablaNorris and Srivisal (2013) and Beck et al. (2000) . We estimate the following regression equation with interaction terms:
The following four models are estimated for four distinct measures of financial development with interaction terms: where SD(TOT) is labelled vTOT, SD(INF) is labelled vINF, and 1 and 2 are the coefficients of the interaction terms for financial development with the SD of TOT and the SD of inflation, respectively. A negative (positive) sign on 1 would indicate that the development of financial intermediaries reduces (magnifies) the incidence of real volatility. A negative (positive) sign on 2 would imply that financial intermediaries dampen (aggravate) the incidence of monetary volatility.
Econometric Techniques
Our analysis spans 79 countries over the period 1961-2012, based on data from the World Development Indicators and International Financial Statistics. 1 We employ dynamic panel data, as the data for GDP per capita depends on its previous values. This enables us not only to control for unobserved cross-country heterogeneity, but also to investigate dynamic relationships.
To examine the relationship between financial development and economic growth, we use the generalized method of moments (GMM) estimators developed for dynamic panel models by Arellano and Bond (1991) . Greene (1997) points out that GMM yields consistent and efficient estimates in the presence of arbitrary heteroskedasticity, while Arellano and Bond show that the error term ε is not serially correlated and that the independent variables X are weakly exogenous. With these conditions in mind, they propose a two-step GMM estimator. First, the error terms are assumed to be independent and homoskedastic across countries and over time. Second, the residuals retained in the first step are used to construct a consistent estimate of the variance-covariance matrix, thereby relaxing the assumptions of independence and homoskedasticity.
Descriptive Analysis
As Table 1 shows, the minimum value of output volatility is 1.76 for Australia and the maximum value is 10.09 for Rwanda. The minimum value of financial depth (private credit to GDP) is 5.47 for Rwanda and the maximum value is 136.58 for the UK. The minimum value of financial stability (z-score) is -1.40 and the maximum value is 43.08, for Ecuador and Panama, respectively. The minimum value of financial efficiency (the net interest margin) is 0.706 and the maximum value is 12.19, for Ireland and Ghana, respectively. The minimum value of financial access (number of bank branches) is 1.19 and the maximum value is 112.80, for Argentina and Cyprus, respectively. The minimum value of inflation volatility is 1.13 and the maximum value is 58.24, for Germany and Uruguay, respectively. Finally, the minimum value of TOT volatility is 2.26 and the maximum value is 118.48, for Belgium and Iran, respectively. Table 2 shows the correlation among the variables used in the study. Output volatility is positively correlated with volatility in inflation and TOT changes. It is negatively correlated with three financial development indicators -the ratio of private credit to GDP, z-scores and the number of bank branches per 100,000 adults -and positively correlated with net interest margin (financial efficiency). GDP per capita growth is negatively correlated with output volatility, while openness is positively correlated with output volatility. 
Estimations and Results
This section presents the study's estimation results. Table 3 gives the estimation results for the ordinary least squares (OLS) regression equations given in Section 3, as equations 2.1 to 2.4. These results show that private credit to GDP (column 1) and z-score (column 3) have negative signs, indicating that an increase in financial depth and financial stability leads to a decrease in output fluctuations. This implies that well-developed financial systems can dampen output volatility by removing or alleviating financial constraints. These finding are in line with Bernanke and Gertler (1989) , Kiyotaki and Moore (1997), and Wurgler (2000) . Aghion et al. (1999) build a macroeconomic model with microfoundations, which predicts that less developed financial systems, where credit to the private sector is low, tend to be more volatile. They show that low financial development separates savers from investors, resulting in macroeconomic fluctuations, with the economy converging on a cycle around its steady-state growth path. In contrast, in the presence of financial development, where credit to the private sector is high, the economy converges on a stable growth path along which fluctuations occur due only to exogenous shocks. The authors conclude that, 'when the financial sector is not as well developed, the supply of and the demand for credit is more cyclical.' Thus, 'investors are more likely to get locked out of credit markets when the economy faces a bad shock, only to rush back in when the economy sustains a good shock.' The coefficients of net interest margin (column 2) and the number of bank branches per 100,000 adults (column 4) are positive, showing that greater financial access and financial efficiency increase output fluctuations, as found by Popov (2011) and Acemoglu et al. (2003) . These findings suggest that financial development plays a mixed role in output volatility, supporting Beck et al. (2006) , who conclude that no robust relationship exists between financial development and aggregate economic volatility. The Shapiro-Wilk test statistic and ovtest confirm the normality and functional form of the model. We find that, as growth increases, output volatility decreases: this result is significant and the signs are correct in all the regressions. When the growth rate of a country increases, this helps stabilize different sectors of the economy and lower the overall output volatility. Since the sources of real and monetary volatility affect producers and intermediaries, we use the SD of TOT changes, SD(TOT), as a proxy for the extent to which an economy is exposed to real sector shocks, and the SD of the inflation rate, SD(INF), as a proxy for the extent to which an economy is exposed to monetary shocks. SD(INF) has a negative sign, showing that disturbances or destabilization in the monetary sector do not increase growth volatility. SD(TOT) has a positive sign, showing that disturbances or destabilization in the real sector increase output volatility. The signs of the real sector volatility variable are correct and significant. The openness variable has a positive sign in all the regressions, implying that greater openness leads to higher output volatility: economies that are more open are also more vulnerable to global shocks.
Cross-Country OLS Regression Results
The literature on openness and volatility indicates that greater openness can have positive and negative output volatility consequences. For example, Haddad et al. (2013) observe that, 'despite an extensive existing literature on the subject, there is no clear consensus to date whether greater openness comes at the cost of a more volatile growth path.' They argue that, on the one hand, greater openness causes more volatility because an economy that relies on trade to drive economic activity is more exposed to external shocks and thus more volatile. On the other hand, greater openness also reduces volatility because increasing access to international markets protects the economy against significant growth slowdowns due to domestic demand shortages, thereby reducing volatility. Our results are consistent with Kose et al. (2006) , who argue that 'openness increases vulnerability to external shocks.' They also observe that 'most studies find that an increase in the degree of trade openness leads to higher output volatility.'
Cross-Sectional Results with Interaction Terms
Incorporating the interaction terms yields equations 3.1-3.4 (Section 3). Table 4 incorporates two sets of interaction terms, combining financial development with monetary sector volatility and real sector volatility in each regression line. The results in columns 1 and 4 show that the coefficients of private credit to GDP and the number of bank branches per 100,000 adults are positive, which means that an increase in financial depth and financial access increases output volatility. These coefficients are very small and insignificant. Private credit to GDP measures the size of the financial sector: as this sector grows, it attracts greater resources, allowing riskier investments, which can increase output volatility. An important determinant of the magnitude of the financial sector is the extent of integration with global capital markets. Weaknesses in the country's own financial institutions will matter less if firms have easy access to banks abroad. While greater financial depth could, in principle, serve to smooth the country's adjustment to a shock, it could also increase exposure to adverse sources of dynamic reaction and increase output volatility. The coefficients of net interest margin (financial efficiency) and z-score (financial stability) are negative, which means that financial efficiency and financial stability help decrease output volatility. However, this evidence is weak and insignificant.
The coefficients of SD(TOT) are positive in columns 1, 3 and 4 as expected: the more the economy is exposed to real shocks, the higher will be its output volatility. The results suggest that TOT and inflation volatility have a small impact on output volatility. The SD of TOT changes is positive and significant at 1 percent in column 1. The coefficients of SD(INF) are negative in columns 2-4, contradictory to our expectations: the more an economy is exposed to monetary shocks, the lower will be its output volatility. The results suggest that TOT and inflation volatility have a small effect on output volatility.
The interaction terms involving real sector volatility and financial efficiency, stability and access have negative signs in columns 1, 3 and 4, respectively. These results provide weak evidence for the dampening effect of financial intermediary development on TOT volatility. Overall, we find only weak evidence to show that the impact of TOT volatility falls in the presence of well-developed financial intermediaries. On the other hand, the positive signs of the interaction term incorporating monetary volatility in columns 2-4 provides weak evidence for the magnifying effect of financial development on monetary volatility. The results suggest that the impact of inflation volatility on output volatility increases in the presence of welldeveloped financial intermediaries. The Shapiro-Wilk test statistic and ovtest confirm the normality and functional form of the model.
Two-Stage Least Squares Results for Cross-Sectional Data
This section presents our empirical results, using 2SLS to overcome the limitations of OLS, which does not address the problem of endogeneity. To use OLS, we must be able to meet the zero-conditional-mean assumption. This assumption is violated in three instances: endogeneity (defined as the simultaneous determination of explanatory variables and the explained variable), omitted variable bias and the measurement error in the explanatory variables. These problems arise for different reasons, but have a common solution: the use of instrumental variables (IVs). Tables 5 and 6 give the 2SLS results, with legal origin, capital account openness and initial values used as instruments. The R-squared values increase significantly compared to the OLS results. Financial efficiency (net interest margin) and financial stability (z-score) are negative and significant at the 1 percent level of significance, while financial depth (private credit to GDP) and financial access (number of bank branches per 100,000 adults) contribute positively to increasing output volatility. Barring net interest margin, all other measures of financial development contribute significantly to reducing the volatility of the real sector, but the magnitude of this impact is small. The volatility of the monetary sector is also reduced by all financial development indictors except net interest margin. Note: BB = bank branches, INF = inflation, NIM = net interest margin, PC = private credit to GDP, TOT = terms of trade, ZS = z-score.
Source: Authors' calculations
We have also examined endogeneity for the inclusion of GDP and its variation in the same model, using the Wu-Hausman test, the null hypothesis of which is that the variable under consideration can be treated as exogenous. Here, the test statistics are highly insignificant across all the models, so we cannot reject the null hypothesis of exogeneity. Accordingly, we continue to treat GDP and its variations as exogenous. Table 7 gives the results of the pooled OLS regressions. The negative signs of private credit to GDP, the z-score and number of bank branches show that better financial development helps decrease output volatility. Private credit allows smoother consumption by relieving household liquidity constraints. In turn, smaller fluctuations in real consumption expenditure reduce the volatility of output growth. This indicator has been used in many studies, including Levine and Zervos (1998) and Beck et al. (2000) .
Pooled OLS Results
Financial intermediaries and markets lower the cost of assessing investments and projects, managing risks and mobilizing savings. All the measures of financial development are significant, although their magnitudes are small. Private credit to GDP and the z-score are significant at 5 percent, while net interest margin and the number of bank branches are significant at 1 percent. When financial depth increases by 1 percent, this causes output volatility to fall by 0.6 percent. An increase in financial efficiency of 1 percent will decrease output fluctuations by 5 percent. When financial stability increases by 1 percent, output volatility falls by 1 percent and an increase in financial access decreases output volatility by 0.9 percent. Note: Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1. BB = bank branches, INF = inflation, NIM = net interest margin, PC = private credit to GDP, TOT = terms of trade, ZS = z-score.
Source: Authors' calculations
The results also show that a 1 percent increase in monetary sector volatility raises output volatility from 0.02 percent (column 1) to 7 percent (column 2). As expected, and as Beck et al. (2006) find, SD(TOT) has a positive sign, showing that disturbances or destabilization in the real sector will increase output volatility. The results show that a 1 percent increase in real sector volatility raises output volatility from 0.4 percent (column 1) to 0.7 percent (column 3). The coefficient of trade openness has a positive sign in all the regressions, implying that greater openness increases output volatility. An open economy is more exposed to external (global) shocks, thereby increasing its overall output volatility.
The linktest and ovtest results gauge the functional form of the models, based on the idea that, if a regression or regression-like equation is specified correctly, the models are too. The problem of multicollinearity does not arise, as the VIF is less than 10 for all the models. We use the modified Wald test to determine heteroskedasticity, which is resolved by using robust regressions. Since serial correlation in linear panel data models can lead to bias in the standard errors, yielding less efficient results, we apply Wooldridge's test (H0 = no first-order autocorrelation, if p > 0.1 accept H0). The results indicate no first-order autocorrelation in models 1 and 3, and weak evidence of first-order autocorrelation in models 2 and 4. Table 8 gives the results of the pooled OLS regressions including the interaction terms combining financial development with monetary sector volatility and real sector volatility. The results show that a 1 percent increase in monetary sector volatility will raise output volatility from 0.1 percent (column 1) to 9 percent (column 2). The signs of real sector volatility are correct and significant. The SD of TOT changes is positive in all OLS regressions. The results show that a 1 percent increase in real sector volatility will increase output volatility from 0.3 percent (column 1) to 0.9 percent (column 3). The negative signs of private credit to GDP, z-score and bank branches show that better financial development helps decrease output volatility, which is consistent with Denizer et al. (2002) and Gavin and Hausmann (1996) . Note: Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1. BB = bank branches, INF = inflation, NIM = net interest margin, PC = private credit to GDP, TOT = terms of trade, ZS = z-score.
Pooled OLS Results with Interaction Terms

Source: Authors' calculations
The interaction term PC-SD(INF) combines monetary sector volatility with financial depth (private credit to GDP). Its negative sign in column 1 indicates that financial development helps the monetary sector absorb its volatility. We can assume that financial depth does not aggravate monetary volatility and thus decreases overall output volatility. PC-SD(TOT) combines real sector volatility with financial development (private credit to GDP). Its positive sign in column 1 indicates that financial intermediaries magnify real sector volatility, in turn implying that financial development increases volatility in the real sector and thus overall output volatility. However, the evidence is very weak and insignificant.
When net interest margin is used as an indicator of financial development, output volatility is positively correlated with the latter in column 2. While the large number of participants in the financial sector allow it to absorb risk and financial markets to become deeper, the broad participation enables risks to be more widely spread across the economy. As Rajan (2006) argues, changes in the financial sector have changed managerial incentives, which in turn have altered the nature of risks undertaken by the system, with some potential for distortion, thereby increasing output volatility.
The interaction terms in column 2 become negative when the financial development indicator changes from private credit to net interest margin. Their negative sign indicates that financial intermediaries dampen monetary and real sector volatility. Based on this, we can argue that financial development complements the financial and real sectors: it does not aggravate volatility in these sectors and helps decrease overall output volatility. The interaction terms in column 3 become negative when the financial development indicator changes to the z-score. Their negative sign implies that financial intermediaries check monetary and real sector volatility. Again, this would indicate that financial development does not aggravate volatility in these sectors, thereby decreasing overall output volatility, although the evidence is very weak and insignificant.
System GMM Results
We resolve the problem of endogeneity by using IVs. Although the most common solution is to apply 2SLS, this method is more appropriate in the absence of heteroskedasticity for panel data. To apply system GMM, we take the lag of the dependent variable and instrumented endogenous variables, with legal origin and capital account openness as exogenous instruments, along with internal instruments. We use Sargan's test to gauge the validity of the IVs.
The results in Table 9 suggest that both TOT volatility and inflation volatility magnify output volatility. The volatility of inflation (SD-INF) is significant in column 3 and its coefficients show that an increase in inflation volatility will raise output volatility significantly by nearly 0.41 percent. TOT volatility is significant in column 1 and its coefficients indicate that an increase in TOT volatility will increase output volatility significantly by nearly 6 percent. These results are consistent with our expectations and the literature. The effect of financial intermediary development is negative, which is consistent with most of the literature. The measures of financial depth (private credit to GDP), financial efficiency (net interest margin) and financial access (number of bank branches per 100,000 adults) are negative and significant. Note: Standard errors in parentheses. *** p < 0.01, ** p < 0.05, * p < 0.1. BB = bank branches, INF = inflation, NIM = net interest margin, PC = private credit to GDP, TOT = terms of trade, ZS = z-score.
Source: Authors' calculations
These results indicate that financial development helps mitigate output volatility. We find weak evidence to support the dampening effect of financial intermediary development on TOT volatility, given that the interaction terms yield mixed signs and insignificant coefficients ranging from 0.01 (column 3) to 2 percent (column 1). There is somewhat stronger evidence to show that financial development magnifies inflation volatility: the results in columns 1, 2 and 4 are positive, with coefficients ranging from 0.018 (column 1) to 4 percent (column 2). The relationship between financial development and output volatility appears to be negative, with real and monetary volatility positively correlated with output volatility. Overall, these results provide only weak evidence that, for a given country, the impact of TOT volatility and inflation volatility diminishes as it develops better financial intermediaries.
For the GMM estimator to be consistent, both instruments chosen from among the lagged endogenous and explanatory variables as well as the assumption that the error terms do not exhibit serial correlation must be valid. To address these issues, we employ Sargan's test, as suggested by Arellano and Bond (1991) , Arellano and Bover (1995) , and Blundell and Bond (1998) . The hypothesis being tested is that the IVs are uncorrelated with a given set of residuals and are therefore acceptable instruments. Since the p-values are greater than 0.1, we cannot reject the null hypothesis and thus conclude that all the instruments are sound.
The purpose of the Arellano-Bond autocorrelation test is to gauge if the error term in levels is not autocorrelated. The values reported for AR (1) and AR (2) are the p-values for first-order and second-order autocorrelated disturbances in the first-differenced equation. Since the pvalues are greater than 0.1 for AR (2), we cannot reject the null hypothesis and conclude that all the error terms are uncorrelated. The issue of weak instruments is important to explore because asymptotic theory may be a poor guide to actual finite sample distributions in the presence of weak instruments. In the case of a finite sample, IV estimators may be biased even when they are consistent.
Three issues arise in relation to finite sample bias (Davidson & MacKinnon, 2004) . First, when the number of instruments is very large compared to the sample size, the IV estimators may approach OLS estimators and create a similar bias. While this is not important in crosssection analyses, it matters in the case of panel data IV estimators such as the Arellano-Bond estimator. To address this, we restrict the number of instruments. In the case of instrument proliferation, the over-identification test values approach 1. In our estimations, these values are less than 1 (Table  10) . Second, when the correlation between the structural equation error term u and some components of the vector v (first-stage equation errors) is high, then asymptotic theory may be a poor guide to finite sample distributions. Third, in the case of weak instruments, first-stage regressions have a poor fit, which also implies that asymptotic theory is likely a poor guide to the finite sample distribution of the IV estimator.
We follow different approaches to investigate the weak IV problem. The F-statistic shows that the chosen instruments are jointly significant (Table 6 ). Staiger and Stock (1997) argue that an F-statistic of less than 10 indicates weak instruments. However, this criterion may not be conservative enough when there are many over-identification restrictions. The high values of the R-squared term in the case of the IV estimations (Table 6) indicate that the instruments are not weak. The p-values (Sargan's test) and J-statistics indicate that the instruments are jointly significant and valid. Finally, the p-values generated by Cragg and Donald's (1993) F-statistics also support the validity of the instruments. Table 10 reports the results of the pooled OLS regression when we include the interaction term combining financial development with a dummy for developed countries. The dummy helps gauge whether the role of financial development differs between developed and developing countries in reducing or magnifying output volatility, or whether it has no significant effect at all. In columns 1 and 3, the coefficients of the interaction terms (dummy with private credit to GDP and dummy with z-score, respectively) are negative and statistically insignificant. This implies we cannot accept the hypothesis that private credit to GDP and z-scores have a stronger negative relationship with reducing output volatility in developed countries compared to developing ones. Specifically, for every extra US$1 increase in private credit to GDP (financial depth), we will see a 0.000458-point decrease in output volatility in developed countries over and above any effect we see in developing countries. The results in column 1 show that every US$1 increase in private credit to GDP leads to a (-0.000458 + -0.00569 = -0.00615)-point decrease in output volatility in developed countries, whereas, a one-point increase in the z-score (financial stability) yields a (-0.0188 + -0.000987 = -0.01979) -point decrease in output volatility in developed countries.
Pooled OLS Results with Dummy and Interaction Term
In column 2, the coefficient of the interaction term is positive and statistically insignificant, indicating that we cannot accept the hypothesis that net interest margin as a measure of financial efficiency has a strong positive relationship with magnifying output volatility in developed countries compared to developing ones. Specifically, for every one-unit increase in net interest margin, we will see 0.0743 -point increase in output volatility in developed countries over and above any effect we see in developing countries. In this case, every one-unit increase in net interest margin leads to a (0.0743 + 0.0268 = 0.1011)-point increase in output volatility in developed countries.
In column 4, the coefficient of the interaction term is negative and statistically significant, implying that we can accept the hypothesis that the number of bank branches as a measure of financial access has a stronger negative relationship with magnifying output volatility in developed countries compared to developing ones. Specifically, for every one-unit increase in the number of bank branches per 100,000 adults, we will see a 0.0182-point decrease in output volatility in developed countries over and above any effect we see in developing countries. In this case, every additional branch per 100,000 adults leads to a (-0.0182 + 0.00116 = -0.01704) -point decrease in output volatility in developed countries. These results indicate that financial access is the only significant determinant of financial development leading to a decrease in output volatility when a developed country dummy is introduced. The other measures of financial development do not have a significant effect in this context.
Random Effects and Fixed Effects Results
Finally, we address the issue of unobserved country-specific effects. Table 11 reports the empirical results of the random effects model. All measures of financial development help mitigate output volatility, except for financial efficiency, which is insignificant. Overall, the results suggest that our baseline findings are not sensitive to random effects. Note: BB = bank branches, INF = inflation, NIM = net interest margin, PC = private credit to GDP, TOT = terms of trade, ZS = z-score. Source: Authors' calculations A fixed effects model is used to address country heterogeneity by controlling for country-specific effects. Table 12 replicates the baseline model with fixed effects. The first column shows that the effect of financial depth is positive and significant, implying that it increases output volatility. The other measures of financial development have no significant impact on output volatility. Overall, the role of financial development is mixed and the variable is sensitive to alternative estimators. Tables 13 and 14 summarize the overall effects of financial development on output volatility comparing the cross-sectional, pooled OLS and GMM results. 
Conclusion and Policy Recommendations
Globally high levels of output volatility have raised serious concerns among economists and policymakers. The problem is not only that output volatility hinders sustained and rapid economic growth, but that it also constrains development in general. Financial development has been a key economic and institutional change: it promotes better credit allocation and eases borrowing constraints, which helps reduce the impact of nonfinancial shocks on aggregate output and investment. Our findings show that financial development can have an increasing or decreasing effect on output volatility, depending on which measure is used. Overall, we find evidence of a negative relationship. Financial depth, financial access and financial stability have negative signs and help mitigate output volatility. The role of financial efficiency and financial access in mitigating output volatility is weaker than that of financial depth.
On including interaction terms, we derive mixed results: financial efficiency and financial stability are negatively related to output volatility, while financial depth and financial access are positively related to output volatility. Financial efficiency itself reduces output volatility, but its interaction with monetary sector volatility has a positive sign, indicating that financial efficiency does not help reduce monetary sector volatility. It appears to play a mixed role, however, in aggravating real sector volatility.
Financial stability is negatively related to output volatility and also helps mitigate volatility in the real and monetary sectors. This shows that financial stability not only reduces output fluctuations directly, but also helps reduce volatility in both sectors. Here, the financial depth variable generates mixed results when considered directly as well as interactively. On the other hand, the financial access interaction term with real sector volatility shows that access helps mitigate real sector volatility. Its interaction with monetary sector volatility shows that financial access magnifies the volatility of the monetary sector. We could also interpret this interaction in view of recent research indicating the negative impact of inflation on financial sector development (see Boyd et al., 2001 ). This interpretation would characterize inflation volatility as decreasing the ability of financial intermediaries to absorb shocks and thus its capacity to reduce output volatility.
Overall, our results suggest that financial development helps mitigate output volatility, although the evidence remains weak in some cases. We find that financial stability plays a more prominent role in decreasing output volatility than other measures of financial development. The positive sign of real and monetary sector volatility implies that volatility in both sectors contributes significantly to making output more volatile. Finally, our results do not imply that financial sector policies are irrelevant to volatility. Rather, the financial sector plays an important role in smoothing out output fluctuations. In this context, the ownership structure of the banking system, the integration of domestic financial markets with international capital markets, and the regulatory and supervisory framework for banks, among other determinants, could have an important impact on mitigating output volatility.
While these results are strongly suggestive, they do not provide unconditional proof. We do not find any robust interaction between the financial development indicators and our measures of real and monetary volatility. This could be due to the weakness of the indicators (TOT volatility and inflation volatility) or to the limited relevance of this channel. Our empirical analysis should, therefore, be seen as exploratory rather than as providing definite answers.
The study is bound by certain limitations. First, it is inappropriate to generalize from only two proxies for real and monetary shocks. Future research could, therefore, analyze alternative channels through which financial intermediaries affect output volatility and identify other IVs to improve the quality of results. Second, our findings are sensitive to the fixed effects estimator.
Policy measures are important for the development of the financial sector, given that the effect of financial intermediaries' development through bank selection and investment monitoring could help attract more beneficial investments and increase economic growth. Better developed financial sectors also help reduce transaction costs and risk, which, in turn, promotes long-term investment and stabilizes the economy. This study finds that financial stability plays a more prominent role in decreasing output volatility than other measures of financial development. This implies a need to focus on policies that would help stabilize the financial sector. The central bank and national government should actively implement policies that increase the soundness of the financial sector by providing guarantees to financial institutions and improving their structure, ensuring transparency and accountability, and easing the credit constraints to the banking industry.
We find that real sector and monetary sector volatility contribute significantly to output volatility. This implies that policies seeking to curb output volatility must also minimize volatility in the real sector as well as the monetary sector. Effective fiscal and monetary policy play an important role in reducing output losses and minimizing output volatility. However, our results do not imply that policymakers should refrain from pursuing policies that foster financial development. Rather, they underline that financial intermediaries are not a universal solution to controlling volatility and that policy should also focus on other possible linkages to output volatility. 
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