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Abstract
In this paper two new families of arbitrary high order accurate spectral discontinuous Galerkin (DG) finite
element methods are derived on staggered Cartesian grids for the solution of the incompressible Navier-
Stokes (NS) equations in two and three space dimensions. The discrete solutions of pressure and velocity are
expressed in the form of piecewise polynomials along different meshes. While the pressure is defined on the
control volumes of the main grid, the velocity components are defined on edge-based dual control volumes,
leading to a spatially staggered mesh. Thanks to the use of a nodal basis on a tensor-product domain,
all discrete operators can be written efficiently as a combination of simple one-dimensional operators in a
dimension-by-dimension fashion.
In the first family, high order of accuracy is achieved only in space, while a simple semi-implicit time
discretization is derived by introducing an implicitness factor θ ∈ [0.5, 1] for the pressure gradient in the
momentum equation. The real advantages of the staggering arise after substituting the discrete momentum
equation into the weak form of the continuity equation. In fact, the resulting linear system for the pressure
is symmetric and positive definite and either block penta-diagonal (in 2D) or block hepta-diagonal (in 3D).
As a consequence, the pressure system can be solved very efficiently by means of a classical matrix-free
conjugate gradient method. From our numerical experiments we find that the pressure system appears
to be reasonably well-conditioned, since in all test cases shown in this paper the use of a preconditioner
was not necessary. This is a rather unique feature among existing implicit DG schemes for the Navier-
Stokes equations. In order to avoid a stability restriction due to the viscous terms, the latter are discretized
implicitly using again a staggered mesh approach, where the viscous stress tensor is also defined on the
dual mesh.
The second family of staggered DG schemes proposed in this paper achieves high order of accuracy
also in time by expressing the numerical solution in terms of piecewise space-time polynomials. In order to
circumvent the low order of accuracy of the adopted fractional stepping, a simple iterative Picard procedure
is introduced, which leads to a space-time pressure-correction algorithm. In this manner, the symmetry
and positive definiteness of the pressure system are not compromised. The resulting algorithm is stable,
computationally very efficient, and at the same time arbitrary high order accurate in both space and time.
These features are typically not easy to obtain all at the same time for a numerical method applied to the
incompressible Navier-Stokes equations. The new numerical method has been thoroughly validated for
approximation polynomials of degree up to N = 11, using a large set of non-trivial test problems in two and
three space dimensions, for which either analytical, numerical or experimental reference solutions exist.
Keywords: arbitrary high order in space and time, staggered discontinuous Galerkin schemes, spectral
semi implicit DG schemes, spectral space-time DG schemes, staggered Cartesian grids, incompressible
Navier-Stokes equations
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1. Introduction
In this paper two novel families of efficient arbitrary high order accurate discontinuous Galerkin (DG)
methods are presented for the solution of the two- and three-dimensional incompressible Navier-Stokes
(NS) equations on staggered Cartesian meshes. The governing partial differential equations (PDE) read
∂v
∂t
+ ∇ · F + ∇p = 0 (1)
∇ · v = 0 (2)
where v = v(x, t) = (u(x, t), v(x, t),w(x, t)) is the velocity vector in three space dimensions, p = p(x, t) is
the normalized fluid pressure, x = (x, y, z) is the vector of the spatial-coordinates and F = (Fu,Fv,Fw) is
the flux tensor that contains both, nonlinear convection Fc = v ⊗ v and diffusion Fd = −ν∇v, and which
therefore reads
F = Fc + Fd = v ⊗ v − ν∇v, (3)
where ν is the kinematic viscosity.
The incompressible Navier-Stokes equations (1) and (2) are of great interest for practical applications
concerning the simulation of fluid flow in hydraulics, mechanical and naval engineering, oceanography and
geophysics, physiological fluid flow in the human cardiovascular and human respiratory system, just to
mention a few, but also in astrophysics or high-energy physics when the compressibility of high-density
plasma becomes negligible. Because of this great interest across many different scientific disciplines, many
attempts in resolving these equations have been made in the past, but research on numerical schemes for
the Navier-Stokes equations remains an important research topic even nowadays. For many decades either
finite-difference schemes [78, 111, 112, 137] or continuous finite element methods [129, 18, 85, 69, 138,
81, 82, 5, 17] were the state of the art. Only more recently, the discontinuous Galerkin (DG) finite-element
method is used for the solution of the incompressible Navier-Stokes equations.
Reed and Hill were the first in introducing the DG finite-element discretization [117] for the solu-
tion of neutron-transport equations. Later, Cockburn and Shu extended the DG framework to the general
case of non-linear systems of hyperbolic conservation laws in a series of well-known fundamental papers
[49, 48, 46, 51]. Further to that, the nonlinear L2 stability of DG methods has been proven by Jiang and Shu
[86] by demonstrating the validity of a cell entropy inequality for semi-discrete DG schemes, and then the
proof has been extended to the case of systems in [7, 84]. Initially, DG schemes were only used as higher-
order spatial discretization, while time discretization was done with standard TVD Runge-Kutta schemes,
leading to the family of classical Runge-Kutta-DG (RKDG) schemes. For alternative Lax-Wendroff-type or
ADER-type time discretizations in the DG context, see [115, 63, 124]. A review of DG finite element meth-
ods is provided in [47, 52]. Even if higher-order DG schemes became more and more attractive and popular
in recent years, probably the major drawback of explicit DG methods consists in the severe CFL stability
condition that make the time step proportional to 1/(2N + 1), where N is the degree of the approximation
polynomials used in the DG scheme. The DG method has been also extended to a uniform space-time for-
malism by Van der Vegt et al. [135, 136, 89], resulting in a fully implicit discretization. On the counterpart,
a fully implicit DG formulation leads to a globally coupled nonlinear system for the degrees of freedom of
the space-time DG polynomials, the solution of which can become computationally very demanding at ev-
ery single time-step. The first DG method for the compressible Navier-Stokes equations has been presented
by Bassi and Rebay in [9] and and Baumann and Oden [10, 11]. Notice that the DG finite-element formu-
lation of the parabolic (second order) terms in the equations, or for even higher order spatial derivatives,
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is not straightforward [50, 140, 100]. A unified analysis of DG schemes for elliptic problems is outlined
in [4]. Many other DG methods have been presented for the Navier-Stokes equations in the meantime, see
for example [72, 71, 57, 79, 80, 53, 90] for a non-exhaustive overview of the ongoing research in this very
active field.
Moreover, the elliptic character of the incompressible Navier-Stokes equations introduces an important
difficulty in in their numerical solution: whenever the smallest physical or numerical perturbation arises in
the fluid flow then it will instantaneously affect the entire computational domain. Thus, in principle, the
most natural way would be a fully implicit discretization of the governing equations. The elliptic behaviour
of the pressure can be avoided by weakening the incompressibility condition, i.e. by introducing the so-
called method of artificial compressibility, see [41, 42], which was also used in the DG finite element
framework by Bassi et al. in [8].
It has to be noticed that a family of very efficient semi-implicit finite difference methods for staggered
structured and unstructured grids has been developed by Casulli et al. in the field of hydrostatic and non-
hydrostatic gravity-driven free-surface and sub-surface flows, see [33, 26, 31, 27, 35, 36, 34, 28, 37, 29].
These methods have been theoretically analyzed, for example, in [30, 19, 20, 21, 38]. In the above-
mentioned semi-implicit framework, the schemes ensure exact mass conservation thanks to a conserva-
tive finite-volume formulation of the continuity equation and a rigorous nonlinear treatment of its implicit
discretization. Moreover, numerical stability is ensured for large Courant numbers (for free-surface hy-
drodynamics or for compressible gas dynamics) and is independent of the kinematic viscosity. The main
advantage of making use of a semi-implicit discretization is that the numerical stability can be obtained for
large time-steps without leading to an excessive computational demand.
Thanks to their computational efficiency, these semi-implicit methods have been later also extended to
the simulation of hydrostatic and non-hydrostatic blood flow in the human arterial system in two and three
space dimensions [32, 68], but also to the simulation of the flow of compressible fluids in compliant tubes
[62]. A generalization to the compressible Navier-Stokes equations with general equation of state has been
introduced in [60].
Very recently, the aforementioned family of efficient semi-implicit finite-difference methods has been
extended to a higher-order DG formulation for the shallow water equations, originally on staggered Carte-
sian grids [59] and then also on general unstructured meshes [125]. Based on the same ideas, a high order
staggered DG scheme for the two-dimensional incompressible Navier-Stokes equations has been presented
in [126] and [127], while the extension to three-dimensional unstructured meshes was achieved in [128].
Several alternative attempts of combining the stability properties of semi-implicit methods with the higher-
order of accuracy of DG methods have been made in [55, 56, 54] for compressible flows and for nonlinear
convection diffusion equations, and more recently in [76, 132] for the shallow water equations. In all these
methods, a collocated grid was used. A novel family of DG schemes on edge-based staggered grids has
been presented by Chung et al. in [45, 43, 44, 39], while an interesting analysis of DG methods on vertex-
based staggered grids has been outlined in [102, 101]. For a review of spectral DG FEM schemes on
collocated grids, the reader is referred to the work of Kopriva and Gassner et al. [93, 94, 12, 70, 73, 74],
and references therein, while classical spectral element methods for the Navier-Stokes equations can be
found in the work of Canuto et al. [22, 23, 25, 24].
In this paper, two new families of spectral semi-implicit and spectral space-time DG methods for the
solution of the two and three dimensional Navier-Stokes equations on edge-based staggered Cartesian grids
are presented and discussed, following the ideas outlined in [59] for the shallow water equations. In the
resulting schemes, all discrete operators can be written as a combination of simple one-dimensional oper-
ators, applied in a dimension-by-dimension fashion, thanks to the use of tensor-product control volumes.
In this paper, we show numerical results using approximation polynomials of degree up to N = 11 in both
space and time. To the knowledge of the authors, such a high order of accuracy in space and time has never
been reached before with any DG scheme applied to the incompressible Navier-Stokes equations.
The rest of the paper is organized as follows: Section 2 is dedicated to staggered semi-implicit DG
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schemes that achieve high order of accuracy only in space, while Section 3 is devoted to high order staggered
space-time DG schemes, which achieve arbitrary high order of accuracy in both space and time. The paper
is rounded-off by some concluding remarks in Section 4.
2. Spectral semi-implicit DG schemes on staggered Cartesian grids
2.1. Numerical method
The staggered DG approach [59, 125, 126, 127] is based on a weak formulation of the governing partial
differential equations integrated along different sets of overlapping control volumes dΩ, dΩ∗x, ∂Ω∗y, dΩ∗z that
define the main grid and the three different edge-based staggered (dual) grids respectively,∫
dΩ∗x
fu
(
∂u
∂t
+ ∇ · Fu + ∂x p
)
dx = 0,
∫
dΩ∗y
fv
(
∂v
∂t
+ ∇ · Fv + ∂y p
)
dx = 0,
∫
dΩ∗z
fw
(
∂w
∂t
+ ∇ · Fw + ∂z p
)
dx = 0,
(4)∫
dΩ
f (∇ · v) dx = 0, (5)
where fu, fv, fw and f are the so called test-functions and dx = dxdydz. If Ω is the computational domain,
then the following properties hold for the staggered grids:
Ω =
⋃
i
dΩi =
⋃
i
dΩ∗x,i =
⋃
i
dΩ∗y,i =
⋃
i
dΩ∗z,i,
∅ =
⋃
i, j
(
dΩ◦i ∩ dΩ◦j
)
=
⋃
i, j
(
dΩ∗◦x,i ∩ dΩ∗◦x, j
)
=
⋃
i, j
(
dΩ∗◦y,i ∩ dΩ∗◦y, j
)
=
⋃
i, j
(
dΩ∗◦z,i ∩ dΩ∗◦z, j
)
.
where ◦ denotes the interior of the cell without the boundary and the indices i and j run over all spatial
elements of the corresponding main or dual mesh, respectively. Then, the discretization of the PDE restricts
the solution of the physical variables (uh, vh,wh, ph) to belong to the spaces of tensor products of piecewise
polynomials of maximum degree N with respect to the corresponding main or dual mesh. By dividing the
domain in Nx, Ny and Nz elements in x, y and z direction, the control volumes for the pressure on the main
grid are given by
dΩi, j,k = [xi− 12 , xi+ 12 ] × [y j− 12 , y j+ 12 ] × [zk− 12 , zk+ 12 ] ≡ Ti, j,k,
while the corresponding edge-based staggered dual control volumes are
dΩ∗
i+ 12 , j,k
= [xi, xi+1] × [y j− 12 , y j+ 12 ] × [zk− 12 , zk+ 12 ] ≡ Ti+ 12 , j,k,
for the velocity component u,
dΩ∗
i, j+ 12 ,k
= [xi− 12 , xi+ 12 ] × [y j, y j+1] × [zk− 12 , zk+ 12 ] ≡ Ti, j+ 12 ,k,
for the velocity component v,
dΩ∗
i, j,k+ 12
= [xi− 12 , xi+ 12 ] × [y j− 12 , y j+ 12 ] × [zk, zk+1] ≡ Ti, j,k+ 12 ,
for the velocity component w, respectively. The chosen staggered mesh corresponds to the one used in [59]
for the shallow water equations, where each velocity component is defined on a different staggered mesh.
In alternative, the entire velocity vector can also be defined on a single edge-based dual grid, according to
the choice made in [13, 14, 131, 125, 126].
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The discrete solution is defined with respect to the same but shifted polynomial basis BN = {ϕl(x)}l=0,N
along its own control volume (main or dual) for each spatial dimension, having
uh(x, t)|Ti+ 12 , j,k = ui+ 12 , j,k(x, t) =
N∑
l1,l2,l3=0
ψl1 (x)ωl2 (y)ωl3 (z) uˆl,i+ 12 , j,k(t) for x ∈ Ti+ 12 , j,k (6)
for i = 0, ...,Nx j = 1, ...,Ny k = 1, ...,Nz
vh(x, t)|Ti, j+ 12 ,k = vi, j+ 12 ,k(x, t) =
N∑
l1,l2,l3=0
ωl1 (x)ψl2 (y)ωl3 (z) vˆl,i, j+ 12 ,k(t) for x ∈ Ti, j+ 12 ,k (7)
for i = 1, ...,Nx j = 0, ...,Ny k = 1, ...,Nz
wh(x, t)|Ti, j,k+ 12 = wi, j,k+ 12 (x, t) =
N∑
l1,l2,l3=0
ωl1 (x)ωl2 (y)ψl3 (z) wˆl,i, j,k+ 12 (t) for x ∈ Ti, j,k+ 12 (8)
for i = 1, ...,Nx j = 1, ...,Ny k = 0, ...,Nz
ph(x, t)|Ti, j,k = pi, j,k(x, t) =
N∑
l1,l2,l3=0
ωl1 (x)ωl2 (y)ωl3 (z) pˆl,i, j,k(t) for x ∈ Ti, j,k (9)
for i = 1, ...,Nx j = 1, ...,Ny k = 1, ...,Nz
with the multi-index l = (l1, l2, l3) and where uˆl,i+ 12 , j,k(t), vˆl,i, j+ 12 ,k(t), wˆl,i, j,k+ 12 (t) and pˆl,i, j,k(t) (for 0 ≤
max (l) ≤ N) are called degrees of freedom of the corresponding physical variables; as already defined
above, Nx, Ny, and Nz are the number of elements on the main grid in the x, y and z direction, respectively.
The polynomials ψ and ω are generated from the basis functions ϕ with the rule
ψ(s) = ϕ(ξ), with s = si + ξ∆s, 0 ≤ ξ ≤ 1,
ω(s) = ϕ(ξ), with s = si− 12 + ξ∆s, 0 ≤ ξ ≤ 1,
where s stands for x, y or z. A simplified picture of the resulting mesh-staggering is depicted in Figure 1
for the two dimensional and for the three dimensional case. In our particular implementation, the ϕ(ξ) are
defined by the Lagrange interpolation polynomials passing through the Gauss-Legendre quadrature points
on the unit interval [0, 1], see [59], hence leading to an orthogonal nodal basis. As a result, all element mass
matrices are diagonal.
By direct substitution of the definitions (6-9) into (4-5) and by using the same basis functions also as
test functions, one obtains the following semi-discrete staggered DG discretiation of the incompressible
Navier-Stokes equations: ∫
Ti+ 12 , j,k
ψm1 (x)ωm2 (y)ωm3 (z)
(
∂uh
∂t
+ ∇ · Fu + ∂x ph
)
dx = 0, (10)
∫
Ti, j+ 12 ,k
ωm1 (x)ψm2 (y)ωm3 (z)
(
∂vh
∂t
+ ∇ · Fv + ∂y ph
)
dx = 0, (11)
∫
Ti, j,k+ 12
ωm1 (x)ωm2 (y)ψm3 (z)
(
∂wh
∂t
+ ∇ · Fw + ∂z ph
)
dx = 0, (12)
∫
Ti, j,k
ωm1 (x)ωm2 (y)ωm3 (z) (∇ · vh) dx = 0. (13)
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Integration of (13) by parts yields∫
∂Ti, j,k
ωm1 (x)ωm2 (y)ωm3 (z) vh · ~n dS −
∫
Ti, j,k
∇ (ωm1 (x)ωm2 (y)ωm3 (z)) · vh dx = 0, (14)
which is well defined, since the velocity vector vh is continuous across the element boundary ∂Ti, j,k, thanks
to the use of a staggered grid approach. However, because of the staggering, ph is discontinuous inside the
domains of integration of the momentum equations (10-12) and the following jump contributions arise
xi+1∫
xi
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (x)ωm2 (y)ωm3 (z)∂x ph(x, t) dx =
xi+ 12∫
xi
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (x)ωm2 (y)ωm3 (z)∂x pi, j,k(x, t) dx +
xi+1∫
xi+ 12
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (x)ωm2 (y)ωm3 (z)∂x pi+1, j,k(x, t) dx+
+
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (xi+ 12 )ωm2 (y)ωm3 (z)
(
pi+1, j,k(xi+ 12 , y, z, t) − pi, j,k(xi+ 12 , y, z, t)
)
dydz, (15)
with similar expressions also in the y- and z-momentum equations, respectively. Thus, an efficient semi-
implicit time discretization of the governing PDE system is obtained by introducing an explicit discretization
of the nonlinear convective and viscous terms and an implicit discretization of the pressure gradients in the
momentum equations (10-12) and of the incompressibility condition (13). After evaluating the integrals
and via some manipulations one can obtain the following coupled system of equations for the vectors of
the degrees of freedom of velocity Ûn+1
i+ 12 , j,k
= uˆn+1
l,i+ 12 , j,k
, V̂n+1
i, j+ 12 ,k
= vˆn+1
l,i, j+ 12 ,k
, Ŵn+1
i, j,k+ 12
= wˆn+1
l,i, j,k+ 12
and pressure
P̂n+1i, j,k = pˆ
n+1
l,i, j,k, respectively:
Mxyz ·
(
Ûn+1
i+ 12 , j,k
− F̂uni+ 12 , j,k
)
+
∆t
∆x
Myz ·
(
Rxv · P̂n+θi+1, j,k − Lxv · P̂n+θi, j,k
)
= 0, (16)
Mxyz ·
(
V̂n+1
i, j+ 12 ,k
− F̂vni, j+ 12 ,k
)
+
∆t
∆y
Mzx ·
(
Ryv · P̂n+θi, j+1,k − Lyv · P̂n+θi, j,k
)
= 0, (17)
Mxyz ·
(
Ŵn+1
i, j,k+ 12
− F̂wni, j,k+ 12
)
+
∆t
∆z
Mxy ·
(
Rzv · P̂n+θi, j,k+1 − Lzv · P̂n+θi, j,k
)
= 0, (18)
Myz
(
Rxp · Ûn+1i+ 12 , j,k−L
x
p · Ûn+1i− 12 , j,k
)
∆x
+
Mzx
(
Ryp · V̂n+1i, j+ 12 ,k−L
y
p · V̂n+1i, j− 12 ,k
)
∆y
+
Mxy
(
Rzp · Ŵn+1i, j,k+ 12 −L
z
p · Ŵn+1i, j,k− 12
)
∆z
= 0.
(19)
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Here, the following matrices have been used
M ≡
{
Mpq
}
p,q=0,...,N
≡

1∫
0
ϕp (ξ)ϕq (ξ) dξ

p,q=0,...,N
Rv ≡
{
Rpq
}
p,q=0,...,N
≡
ϕp(12 )ϕq(0) + 12
1∫
0
ϕp
(
1
2
+
ξ
2
)
ϕ′q
(
ξ
2
)
dξ

p,q=0,...,N
Lv ≡
{
Lpq
}
p,q=0,...,N
≡
ϕp(12 )ϕq(1) − 12
1∫
0
ϕp
(
ξ
2
)
ϕ′q
(
1
2
+
ξ
2
)
dξ

p,q=0,...,N
Rp ≡
{
LTpq
}
p,q=0,...,N
≡
ϕp(1)ϕq(12 ) − 12
1∫
0
ϕ′p
(
1
2
+
ξ
2
)
ϕq
(
ξ
2
)
dξ

p,q=0,...,N
Lp ≡
{
RTpq
}
p,q=0,...,N
≡
ϕp(0)ϕq(12 ) + 12
1∫
0
ϕ′p
(
ξ
2
)
ϕq
(
1
2
+
ξ
2
)
dξ

p,q=0,...,N
, (20)
which operate along a generic vector of degrees of freedom X̂ = {xˆmm′m′′ }m,m′,m′′=0,..,N ,via the tensor products
Zx · X̂ = ZmlIm′l′ Im′′l′′ xˆl l′l′′ , Zy · X̂ = ImlZm′l′ Im′′l′′ xˆl l′l′′ , Zz · X̂ = ImlIm′l′Zm′′l′′ xˆl l′l′′ (21)
and
Zxi x j ≡ Zxi · Zx j ,
Zxi x j xk ≡ Zxi · Zx j · Zxk , with xi, x j, xk ∈ {x, y, z} (22)
where Z is a real square matrix, I is the identity operator and the Einstein convention of summation over
repeated indexes is assumed. Note that for the pressure gradients an implicitness factor θ ∈ [ 12 , 1] has been
introduced, by defining P̂n+θ = θP̂n+1 + (1 − θ) P̂n. By choosing θ = 1/2 , the time discretization of (16)-(19)
is equivalent to a Crank-Nicolson scheme, which is second-order accurate in time.
F̂u
n
, F̂v
n
and F̂w
n
can be computed with any suitable explicit discretization for advection and diffusion.
An insight into these terms will be given later in the text.
The coupled system of equations (16)-(19) has a typical saddle point structure that arises naturally from
the discretization of the incompressible Navier-Stokes equations. Its direct solution can be cumbersome,
since it involves four unknown quantities: three velocity components and the scalar pressure. The com-
plexity of the problem can be considerably reduced with a very simple manipulation. After multiplying the
momentum equations by the inverse of the mass matrix Mxyz, the discrete velocity equations can be substi-
tuted into the discrete incompressibility condition (19). As a result, one obtains one single linear system for
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the degrees of freedom of the unknown scalar pressure P̂n+1 only, i.e.
θ∆t
∆x2
(
Myz · Rx) · P̂n+1i+1, j,k + θ∆t∆y2 (Mzx · Ry) · P̂n+1i, j+1,k + θ∆t∆z2 (Mxy · Rz) · P̂n+1i, j,k+1+
+
(
θ∆t
∆x2
Myz · Cx + θ∆t
∆y2
Mzx · Cy + θ∆t
∆z2
Mxy · Cz
)
· P̂n+1i, j,k+
+
θ∆t
∆x2
(
Myz · Lx) · P̂n+1i−1, j,k + θ∆t∆y2 (Mzx · Ly) · P̂n+1i, j−1,k + θ∆t∆z2 (Mxy · Lz) · P̂n+1i, j,k−1 = b̂ni, j,k, (23)
for i = 2, ...,Nx − 1; j = 2, ...,Ny − 1; k = 2, ...,Nz − 1
Here, the following new tensors have been defined
R = −
(
Rp ·M−1 · Rv
)
, L = −
(
Lp ·M−1 · Lv
)
, C = +
(
Rp ·M−1 · Lv
)
+
(
Lp ·M−1 · Rv
)
. (24)
System (23) can be written in compact form as H · P n+1 = bn, where H is the block coefficient matrix,
P n+1 collects all the unknown pressure degrees of freedom of the computational domain at the new time
level and bn collects all the known terms of the equations. All the real advantages of the chosen mesh-
staggering and the semi-implicit discretization arise in the particular features of the resulting linear system
(23). The substitution of the discrete velocity equation into the discrete divergence condition can be seen
as the application of the Schur complement to the saddle point problem (16)-(19). The particular grid
staggering used in this paper, i.e. the so-called C-grid according to the nomenclature of Arakawa & Lamb
[2], has been selected to be the one that minimizes the stencil size of the resulting pressure system.1 In fact,
H is only block hepta-diagonal for the three dimensional case, and only block penta-diagonal for the two
dimensional case. Table 4 shows the stencil-sizes (number of non-zero blocks) of the resulting algebraic
systems for the pressure, varying for different choices of the grid type and for different numbers of space
dimensions. In particular, the symmetry of H can be easily proven by showing directly from the definition
in eq. (23) that H = HT . The key point of the demonstration is that the next three equivalences are true by
construction of (20)
MT = M
RT = −
(
Rp ·M−1 · Rv
)T
= −
(
RTv ·
(
M−1
)T · RTp) = − (Lp ·M−1 · Lv) ≡ L,
CT =
(
Rp ·M−1 · Lv
)T
+
(
Lp ·M−1 · Rv
)T
=
=
(
LTv ·
(
M−1
)T · RTp) + (RTv · (M−1 )T · LTp) =
=
(
Rp ·M−1 · Lv
)
+
(
Lp ·M−1 · Rv
)
≡ C. (25)
Further to that, it can be shown that H is also positive semi-definite in the general case, i.e.
vTHv ≥ 0, ∀v , 0. (26)
1 Without staggering (A-grid case), the integral of the pressure gradients in the momentum equations (10-12), after integrating
by parts, would generate a three-point stencil of dependence between the elements by means of some numerical flux functions that
are necessary for approximating the pressure at the element interfaces, i.e. p(xi+1/2) = G(pi, pi+1). With the same argument, further
flux functions are needed also in the incompressibility condition (13) for evaluating the velocities at the interfaces and the resulting
discrete pressure system would become: block 5-diagonal for the 1d case, instead of being block 3-diagonal; block 9-diagonal for
the two dimensional case, versus our block 5-diagonal system; block 13-diagonal for the three dimensional case, versus our block 7-
diagonal system. Concerning the vertex-based staggered grids (B-grid), Riemann solvers or numerical flux functions are not necessary.
However, with a vertex based staggering, a block 9-diagonal system or a block 27-diagonal system are obtained for the two and for
the three dimensional case, respectively, see also Table 4
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Note that in this notation, equation (23) can be written as Hi, j,k · P n+1 = bni, j,k. Matrix H can be written in
the form of a tensor product of the matrices H = Hxyz = HxHyHz. Next, the positive semi-definiteness is
shown to be valid for the one-dimensional case H = Hx, then the extension to H = Hxyz is straightforward.
If d = 1 and periodic boundary conditions are assumed the left hand side of (23) can be written as
Hi · P n+1 = −
[(
Rp ·M−1 · Rv
)
· P̂n+1i+1 −
(
Rp ·M−1 · Lv
)
P̂n+1i
]
+
+
[(
Lp ·M−1 · Rv
)
P̂n+1i −
(
Lp ·M−1 · Lv
)
P̂n+1i−1
]
, (27)
for i = 1, ...,Nx, with PNx+1 = P1;
where the mass matrix tensors and the discretization constants can be removed after multiplication with
suitable factors from the left. Now a new nomenclature is introduced to emphasize the features of the
system,
R = Rv ≡ LTp , L = Lv ≡ RTp , (28)
from the definitions (20). Now, relation (27) can be written as
Hi · P n+1 = −
[
LT M−1R · P̂n+1i+1 − LT M−1L · P̂n+1i
]
+
[
RT M−1R · P̂n+1i − RT M−1L · P̂n+1i−1
]
,
for i = 1, ...,Nx, with PNx+1 = P1;
Then, the global system can be written as
H · P n+1 ≡

−LT 0 · · · 0 RT
RT −LT 0 0 0
0 RT −LT . . . ...
... 0
. . .
. . . 0
0 · · · 0 RT −LT

·M−1 ·

−L R 0 · · · 0
0 −L R 0 0
... 0 −L . . . 0
0 0
. . .
. . . R
R 0 · · · 0 −L

·

P̂n+11
P̂n+12
...
P̂n+1Nx−1
P̂n+1Nx

= bn,
(29)
where the diagonal mass matrix M has been introduced. Matrix H is proved to be positive semi-definite
because it can be decomposed into the matrix product
vTHv ≡ vTDTM−1Dv = wTM−1w ≥ 0, with w = Dv ∀ v
because the mass matrix is positive definite. Notice that
D =

−L R 0 · · · 0
0 −L R 0 0
... 0 −L . . . 0
0 0
. . .
. . . R
R 0 · · · 0 −L

(30)
is precisely the weak form of the gradient operator, in fact
∂x p
∫
dΩ∗ ψ·−−−−−−−→ Di P = R · P̂i+1 − L · P̂i (31)
This is an interesting property because the problem of the uniqueness of the solutions of the pressure system
is shifted to the uniqueness of the solutions of
D P = right hand side. (32)
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that in ensured in general up to the solutions of D P = 0. This means that (for periodic boundaries) the
discrete pressure P is defined up to weak solutions of ∂x p = 0, which is exactly what one could expect from
a discrete formulation of the incompressible Navier-Stokes equations. If pressure boundary conditions
are specified, it can be verified easily that the resulting system for the pressure is indeed symmetric and
positive-definite. We further observe all in our numerical experiments that the pressure system seems to be
reasonably well conditioned, since the conjugate gradient method converges in rather few iterations even
without the use of any preconditioner. This is a rather unique feature among existing implicit DG schemes.
Future research is concerned with the theoretical analysis of the condition number of the resulting linear
systems of our method and the design of specific preconditioners for Krylov subspace solvers, using the
theory of matrix-valued symbols and Generalized Locally Toeplitz (GLT) algebras, see [121, 77, 122, 134].
Finally, once the pressure P n+1 has been computed, the velocities can be updated directly accordingly
to equations (16-18).
2.2. Explicit discretization of the nonlinear convective and viscous terms
For an explicit discretization of the nonlinear convective and viscous terms, a standard DG scheme
based on the Rusanov flux (local Lax-Friedrichs flux [118, 130]) can be adopted on the main grid, see also
[72, 57, 83] for numerical flux functions in the presence of physical viscosity:
F̂u
n
i, j,k = Û
n
i, j,k −
∆t
∆x∆y∆z
(
Mxyz
)−1 ·

∫
∂Ti, j,k
ωFu · ~ndS −
∫
Ti, j,k
∇ω · Fu dx
 (33)
F̂v
n
i, j,k = V̂
n
i, j,k −
∆t
∆x∆y∆z
(
Mxyz
)−1 ·

∫
∂Ti, j,k
ωFv · ~ndS −
∫
Ti, j,k
∇ω · Fv dx
 (34)
F̂w
n
i, j,k = Ŵ
n
i, j,k −
∆t
∆x∆y∆z
(
Mxyz
)−1 ·

∫
∂Ti, j,k
ωFw · ~ndS −
∫
Ti, j,k
∇ω · Fw dx
 , (35)
where the numerical flux has the following simple form
Fq · ~n = 12
(
F+q + F
−
q
)
· ~n − 1
2
sq
(
q+ − q−) with q = u, v,w. (36)
where sq are the maximum eigenvalues of the Jacobian of the convective and viscous flux tensor
sq = 2 max
(|q+|, |q−|) + 2ν 2N + 1
∆xq
√
pi/2
with (q,∆xq) = (u,∆x), (v,∆y), (w,∆z). (37)
A linear transformation that allows to compute (33-35) with the velocity polynomials centered in the main
grid is the L2-projection
Ûni, j,k =
(
Mx
)−1 · (MLx · Ûn
i− 12 , j,k
+ MRx · Ûn
i+ 12 , j,k
)
, (38)
V̂ni, j,k =
(
My
)−1 · (MLy · V̂n
i, j− 12 ,k
+ MRy · V̂n
i, j+ 12 ,k
)
, (39)
Ŵni, j,k =
(
Mz
)−1 · (MLz · Ŵn
i, j,k− 12
+ MRz · Ŵn
i, j,k+ 12
)
, (40)
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with
ML =
{
MLpq
}
p,q=0,..,N
=
12
1∫
0
ϕp
(
ξ
2
)
ϕq
(
1
2
+
ξ
2
)
dξ

p,q=0,..,N
MR =
{
MRpq
}
p,q=0,..,N
=
12
1∫
0
ϕp
(
1
2
+
ξ
2
)
ϕq
(
ξ
2
)
dξ

p,q=0,..,N
Once the advection-diffusion terms have been computed on the main grid, they are projected back to the
dual grid with
F̂u
n
i+ 12 , j,k
=
(
Mx
)−1 · (MLx · F̂uni, j,k + MRx · F̂uni+1, j,k) , (41)
F̂v
n
i, j+ 12 ,k
=
(
My
)−1 · (MLy · F̂vni, j,k + MRy · F̂vni, j+1,k) , (42)
F̂w
n
i, j,k+ 12
=
(
Mz
)−1 · (MLz · F̂wni, j,k + MRz · F̂wni, j,k+1) . (43)
Since a simple first order Euler time discretization is likely to become linearly unstable, a classical third
order TVD Runge-Kutta scheme is used [52, 59, 123, 125, 126, 127]. The explicit discretization has to
satisfy a CFL-type time step restriction
∆t = CFL
[
(2N + 1)
( |umax|
∆x
+
|vmax|
∆y
+
|wmax|
∆z
)
+ (2N + 1)2
(
2ν
∆x2
+
2ν
∆y2
+
2ν
∆z2
)]−1
, (44)
with 0 <CFL< 1.
2.3. Implicit diffusion
The discrete formulation of advection and diffusion (33-35) is an explicit discretization of the equation
∂v
∂t
+ ∇ · F = 0. (45)
The time-step restriction (44) can become rather severe, in particular for highly refined meshes and large
values of the kinematic viscosity. An important improvement that allows the time-step restriction to become
independent of the kinematic viscosity is achieved by taking advantage from an implicit discretization of
the viscous terms. In the following, a novel semi-implicit numerical method for the advection-diffusion
problem is described. An efficient semi-implicit discretization of equation (45) is obtained by considering
the velocity polynomials to be centered in the main grid, and the velocity gradient (i.e. the stress tensor
ν∇v) to be defined on the edge-based dual grid. The use of the staggered control volumes for the stress
tensor leads to a continuous function Fd across the cell interfaces of the main grid. Hence, integration over
the control volume Ti, j,k yields∫
Ti, j,k
ωk1 (x)ωk2 (y)ωk3 (z) (∇ · Fd) dx =
∫
∂Ti, j,k
ωk1 (x)ωk2 (y)ωk3 (z)Fd · ~n −
∫
Ti, j,k
∇ (ωk1 (x)ωk2 (y)ωk3 (z)) · Fddx,
(46)
and then
Mxyz ·
(
Ûn+
1
2
i, j,k − F̂u
n
i, j,k
)
− ν ∆t
∆x
Myz ·
(
Rxp · Û(x)i+ 12 , j,k − L
x
p · Û(x)i− 12 , j,k
)
+
− ν ∆t
∆y
Mzx ·
(
Ryp · Û(y)i, j+ 12 ,k − L
y
p · Û(y)i, j− 12 ,k
)
− ν∆t
∆z
Mxy ·
(
Rzp · Û(z)i, j,k+ 12 − L
z
p · Û(z)i, j,k− 12
)
= 0, (47)
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where the velocity derivatives can be computed with
Û(x)
i+ 12 , j,k
=
1
∆x
(
Mx
)−1 · (Rxv · Ûn+ 12i+1, j,k − Lxv · Ûn+ 12i, j,k ) , (48)
Û(y)
i, j+ 12 ,k
=
1
∆y
(
My
)−1 · (Ryv · Ûn+ 12i+1, j,k − Lyv · Ûn+ 12i, j,k ) , (49)
Û(z)
i, j,k+ 12
=
1
∆z
(
Mz
)−1 · (Rzv · Ûn+ 12i+1, j,k − Lzv · Ûn+ 12i, j,k ) , (50)
and analogous equations for V̂n+ 12 and Ŵn+ 12 . By a formal substitution of equations (48-50) into (47), the
following systems for the velocity components can be written in a very compact form as
(M + νH) · Un+ 12 = M · Fun, (M + νH) · V n+ 12 = M · Fvn, (M + νH) ·W n+ 12 = M · Fwn, (51)
by means of the piecewise polynomials Un+
1
2 , V n+
1
2 , W n+
1
2 on the main grid. Here, M > 0 is the diagonal
tensor of the element mass matrices, H ≥ 0 is exactly the same operator that has been obtained for the
pressure system in (27). Then, the tensor coefficient matrices of systems (51) are all positive definite be-
cause the sum of a positive semi-definite matrix and a positive definite matrix is positive definite. The right
hand sides of the system of equations (51) contains only the fully explicit discretization of the nonlinear
convective terms Fun =
{
F̂u
n}
, Fvn =
{
F̂v
n}
and Fwn =
{
F̂w
n}
multiplied by the mass matrix. This means
that the CFL-type restriction on the time-step (44) looses the dependency on the viscosity and relaxes to
∆t =
CFL
(2N + 1)
( |umax|
∆x
+
|vmax|
∆y
+
|wmax|
∆z
)−1
. (52)
If the solutions of the semi-implicit formulation of the advection-diffusion system (51) substitute the fully
explicit terms F̂u
n
, F̂v
n
and F̂w
n
in (33-35), a coherent DG scheme is obtained by means of a fractional
time-stepping approach. The resulting numerical scheme can be finally written in compact form as
(M + νH) · Un+ 12# = M · Fun#, (53)
(M + νH) · V n+ 12# = M · Fvn#, (54)
(M + νH) ·W n+ 12# = M · Fwn#, (55)
H · P n+θ# = bn+
1
2
# , (56)
with bn+
1
2
# ≡Myz (Dx)T · U
n+ 12∗ +Mzx (Dy)T · V n+
1
2∗ +Mxy (Dz)T ·W n+
1
2∗ ,
Un+1∗ = U
n+ 12∗ − ∆t
∆x
(
M−1D
)x · P n+θ# , (57)
V n+1∗ = V
n+ 12∗ − ∆t
∆y
(
M−1D
)y · P n+θ# , (58)
W n+1∗ = W
n+ 12∗ − ∆t
∆z
(
M−1D
)z · P n+θ# , (59)
where Fun =
{
F̂u
n}
, Fvn =
{
F̂v
n}
and Fwn =
{
F̂w
n}
are the purely explicit discretization of the nonlinear
convective terms outlined in the previous section; ’∗’ is used for the field variables defined along the dual
grids; ’#’ for those variables defined along the main grid; notice that the projection of a field variable
from the dual grid to the main grid (pi:∗→#) and vice versa (pi:#→∗) is simply performed by the L2 projections
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defined in (40) and (43), respectively. Once the nonlinear convective terms have been computed with respect
to the field variables of the old time step tn, then the viscous terms are computed implicitly at a fictitious
fractional time-step tn+
1
2 (53-55). Finally the pressure forces and the incompressibility condition are solved
implicitly (56) and the field variables at the future time tn+1 are worked out (57-59). The fractional time
discretization tn+
1
2 is only an auxiliary notation emphasizing that it is a intermediate stage. In fact, the real
time evolution of the discrete diffusion equations (53-55) is from tn to tn+1 = tn + ∆t.
2.4. Numerical validation
In order to check the ability of the new method in solving the governing equations accurately, some dif-
ferent numerical test problems in two and three space dimensions have been chosen, for which an analytical
or other numerical reference solutions exist.
2.4.1. Blasius boundary layer
In this test, a steady laminar boundary layer over a flat plate is considered. According to the theory of
Prandtl [114, 120], convective terms are of the order 1 in the boundary layer along the horizontal direction,
whereas the vertical accelerations are of the order of the boundary layer thickness. The spatial domain
under consideration is Ω = [−1, 1] × [0, 0.25] and the chosen kinematic viscosity is ν = 10−3. The flat-
plate boundary is imposed at y = 0 for x > 0. Constant velocity v = (1, 0) is imposed at the left inflow
boundary, constant pressure p = 0 at the right outflow, no-slip boundary conditions along the wall and
no-jump condition in the rest. Results are shown in Fig. 2, obtained with our SIDG-P7 method using θ = 1
and a very coarse grid of only 18 × 6 elements. A very good agreement between the numerical solution
obtained with the semi-implicit spectral DG scheme and the Blasius reference solution can be observed.
Notice that the complete boundary layer is well resolved inside a single element close to x = 0.
2.4.2. Lid-driven cavity: 2D
An interesting standard benchmark problem for numerical methods applied to the incompressible Navier-
Stokes equations is the lid-driven cavity, see [75]. In this test, a closed square cavity is filled with an in-
compressible fluid and the flow is driven by the upper wall that moves with velocity v = (1, 0). The main
difficulties in solving this problem arise from the singularities of the velocity gradient at the top right and
at the top left corners, where the horizontal velocity component is a double valued function: u = 0 at the
left (or right) wall boundary and u = 1 at the upper moving boundary. Moreover, the pressure is deter-
mined only up to a constant, because there are only velocity boundary conditions. The physical domain is
Ω = [−0.5, 0.5] × [−0.5, 0.5], the initial condition for velocity and pressure is set to v = (0, 0) and p = 0.
Fig. 3 shows the computed results compared with the reference solution of Ghia et al. [75] next to the
two-dimensional view of the velocity magnitude at different Reynolds numbers from Re=100 to Re=3200,
obtained with the P6 version of our staggered semi-implicit spectral DG scheme. The implicitness factor
has been chosen equal to θ = 1, since only a steady solution is sought for this test problem. Notice that
the computed results match the reference solution very well, despite the presence of the corner singularities
and the use of a very coarse mesh. A possibility to avoid the corner singularities in this test problem is the
use the unified first order hyperbolic formulation of viscous Newtonian fluids, recently proposed and used
in [113, 64], which does not need the computation of velocity gradients in the numerical fluxes.
2.4.3. Lid-driven cavity: 3D
In this section we present the three-dimensional version of the previous test case. A cubic cavity is
filled by an incompressible fluid, and the upper wall boundary drives the fluid flow with a non-zero velocity
v = (1, 0, 0). The presence of a third spatial dimension introduces a new degree of freedom to dynamics
of the flow and the resulting flow field is different compared to the 2D case discussed before. The physical
domain Ω = [−0.5, 0.5]3 has been divided into only 5 × 5 × 5 spatial elements, with the implicitness factor
θ = 1 chosen for the time discretization. Fig. 4 shows the computed results compared with the reference data
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provided by [95] and [1] next to the three-dimensional view of the flow field at Reynolds numbers Re=100
and Re=400, obtained with the P6 and P8 version of our staggered semi-implicit spectral DG scheme. Also
for the three-dimensional cavity flow, our numerical results are in very good agreement with the reference
data. At the bottom of Fig. 4 the numerical solution for the case Re = 400 has been projected onto the three
orthogonal planes x − y, x − z and y − z. The expected secondary recirculations, which distinguish the three
dimensional flow field from the two dimensional one, are clearly visible.
2.4.4. Backward facing step: 2D
Another typical benchmark problem for testing the accuracy of numerical methods in computational
fluid dynamics is the backward facing step problem. In this test a flow separation is induced by a sudden
backward step inside a two dimensional duct. A main recirculation zone is generated next to the step,
starting already at low Reynolds numbers. Then, by increasing the Reynolds number, new secondary recir-
culations are generated. A non-zero velocity u = 1 is imposed at the entrance, a constant pressure p = 0
is imposed at the outflow. In this case the axial spatial domain is x ∈ [−10, 20], the height of the two
dimensional duct is hin = 0.5 at the entrance and hout = hin + hs = 1.0 at the exit, with an expansion ratio
ER= hout/hin = 2 at x = 0, i.e. a backward facing step of height hs = 0.5. The spatial domain is discretized
with elements of dimension ∆x = 1, ∆y = 0.25, the implicitness factor in time is taken as θ = 0.6. Fig. 5
shows the streamlines and the recirculation patterns obtained for different Reynolds number up to Re = 800
with the P6 version of our staggered semi-implicit spectral DG method. The numerical results are com-
pared with the two dimensional reference data provided in [67] and with the experimental measurements
of [99]. A good agreement is achieved. The plotted data in Fig. 5 show some discrepancies between the
two dimensional simulations and the experimental data [99] that become more visible at higher Reynolds
number. These differences are due to three dimensional effects that are introduced by the sidewalls at higher
Reynolds numbers, as discussed in [133, 3, 109, 116].
2.4.5. Backward facing step: 3D
In this section, the numerical results of the simulation of the three dimensional extension of the back-
ward facing step problem are shown and discussed. The physical domain is described by an expansion-ratio
ER= 2, and an aspect-ratio AR= Lz/H = 40, where Lz is the width of the duct in the third spatial dimension.
As mentioned above, the two dimensional results are show differences compared to the experimental data
for higher Reynolds numbers. The main reason is that the lateral boundary layers developing on the side
walls interact with the main recirculations of the two-dimensional flow. This interpretation is justified by
the fact that at lower Reynolds numbers and higher aspect ratio, i.e. when the aforementioned interactions
are negligible, the two-dimensional results actually match the three dimensional ones and the experimental
data (see Figure 6). The numerical solutions for Re = 100 (laminar regime) and Re=1000 (transitional
regime) at time t = 25.0 obtained with our spectral SIDG-P3 scheme give an overview of the 3D flow field,
see Figures 7-8. The friction forces at the lateral boundary layers constrict the axial velocity profile and the
main recirculation to the center of the duct. A non-zero w velocity component is generated consequently.
2.5. Three dimensional Taylor-Green vortex problem
A classical fully three-dimensional flow that is widely used for testing the ability of a numerical method
in solving the smallest scales in turbulent flows is the three dimensional Taylor-Green vortex problem. In
this test the velocity and pressure field are initialized with
u(x, y, z, 0) = sin(x) cos(y) cos(z), (60)
v(x, y, z, 0) = − cos(x) sin(y) cos(z), (61)
w(x, y, z, 0) = 0, (62)
p(x, y, z, 0) =
1
16
(cos(2x) + cos(2y)) (cos(2z) + 2) . (63)
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The resulting fluid flow is initially smooth and laminar, but the nonlinearity in the governing PDE due to
the convective terms combined with a small viscosity quickly generates complex small-scale flow structures
after finite times. A widely accepted reference solution for the rate of kinetic energy dissipation has been
computed for this test problem by Brachet et al. in [16] through both a direct spectral method based on
up to 2563 modes and a rigorous power series analysis up to order t80 (see also [108]). The computational
domain is chosen as Ω = [0, 2pi]3, with periodic boundary conditions everywhere. The smaller the expected
flow scales, the higher the necessary grid resolution. The time evolution of the main physical variables of
the fluid flow is represented in Figure 10 at times t = 0.4, 2.0, 6.0 and 10.0 for the case Re = 800. The
complexity of the resulting small scale flow structures is clearly visible. In order to compare our results
quantitatively with those of Brachet et al. [16], we compute the rate of kinetic energy dissipation
(t) = −∂K
∂t
= − 1‖Ω‖
∂
∂t
∫
Ω
1
2
v2dx. (64)
Especially when the rate  reaches its maximum, a high-resolution method together with a sufficiently fine
grid is needed in order to resolve the flow physics properly. Figure 9 shows the time evolution of the rate
of the global kinetic energy dissipation (t) for different Reynolds numbers Re = 100, Re=200, Re=400,
Re=800 and Re=1600, obtained with our semi-implicit staggered spectral DG-P4 and -P6 schemes, along
with 203 and 503 elements, respectively, see Figure 9. The computed results fit the DNS reference data very
well, confirming that our scheme is able to resolve even the smallest flow scales properly up to Re = 1600.
3. Spectral space-time DG schemes on staggered Cartesian grids
In this section the high-order DG formulation is extended to the time dimension by looking for discrete
solutions (uh, vh,wh, ph) under the form of linear combinations of piecewise space-time polynomials of
maximum degree N in space and M in time with respect to a reference basis BN for the spatial dependency
and BM for the time dependency. In the following, the general mathematical framework is outlined, and
several numerical tests are performed in two and three space dimensions, with the aim of assessing the
efficiency and the accuracy of the proposed high order accurate staggered spectral space-time DG scheme.
3.1. Presentation of the numerical scheme
By using the same nomenclature as before, the weak formulation of the governing equations (4-5) in
space-time reads ∫
dΩ∗x×Tn+1
fu
(
∂u
∂t + ∇ · Fu + ∂x p
)
= 0,∫
dΩ∗y×Tn+1
fv
(
∂v
∂t + ∇ · Fv + ∂y p
)
= 0,
∫
dΩ×Tn+1
f (∇ · v) = 0,∫
dΩ∗z×Tn+1
fw
(
∂w
∂t + ∇ · Fw + ∂z p
)
= 0,
(65)
where Tn+1 = [tn, tn+1] is the future time interval where the solution is unknown. Then, the definitions of
the piecewise polynomials (6-9) are augmented by
uˆpqr(t) =
∑M
s=0 ωs(t) uˆpqrs,
vˆpqr(t) =
∑M
s=0 ωs(t) vˆpqrs,
wˆpqr(t) =
∑M
s=0 ωs(t) wˆpqrs,
pˆpqr(t) =
∑M
s=0 ωs(t) pˆpqrs,
with t ∈ Tn+1,
n = 1, ...,Nt,
ulmnp, vlmnp,wlmnp, plmnp ∈ ,
(66)
where ωs(t) is a polynomial in time, generated from the basis functions ϕs ∈ BM with the rule
ω(t) = ϕ(ξ), with t = tn + ξ∆t, 0 ≤ ξ ≤ 1.
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Then a staggered space-time DG discretization of the incompressible Navier-Stokes equations reads∫
Ti+ 12 , j,k
×Tn+1
ψm1 (x)ωm2 (y)ωm3 (z)ωm0 (t)
(
∂uh
∂t
+ ∇ · Fu + ∂x ph
)
dxdt = 0, (67)
∫
Ti, j+ 12 ,k
×Tn+1
ωm1 (x)ψm2 (y)ωm3 (z)ωm0 (t)
(
∂vh
∂t
+ ∇ · Fv + ∂y ph
)
dxdt = 0, (68)
∫
Ti, j,k+ 12
×Tn+1
ωm1 (x)ωm2 (y)ψm3 (z)ωm0 (t)
(
∂wh
∂t
+ ∇ · Fw + ∂z ph
)
dxdt = 0, (69)
∫
Ti, j,k×Tn+1
ωm1 (x)ωm2 (y)ωm3 (z)ωm0 (t) (∇ · vh) dxdt = 0. (70)
Again, we need to account for the jump of the pressure inside the velocity control volumes, and we perform
integration by parts in space of equation (70), which thus becomes∫
∂Ti, j,k×Tn+1
ωm1 (x)ωm2 (y)ωm3 (z)ωm0 (t) vh · ~n dS dt −
∫
Ti, j,k×Tn+1
∇ (ωm1 (x)ωm2 (y)ωm3 (z)ωm0 (t)) · vh(x, t) dxdt = 0.
(71)
Eqn. (71) is again well defined, since the velocity vector vh is continuous across the element boundary
∂Ti, j,k × Tn+1, thanks to the use of a staggered grid approach. Since ph is discontinuous inside the domains
of integration of the momentum equations (67-69) the following jump terms arise
tn+1∫
tn
xi+1∫
xi
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (x)ωm2 (y)ωm3 (z)ωm0 (t)∂x ph(x, t) dxdt =
tn+1∫
tn
xi+ 12∫
xi
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (x)ωm2 (y)ωm3 (z)ωm0 (t)∂x pi, j,k(x, t) dxdt+
tn+1∫
tn
xi+1∫
xi+ 12
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (x)ωm2 (y)ωm3 (z)ωm0 (t)∂x pi+1, j,k(x, t) dxdt+
+
tn+1∫
tn
y j+ 12∫
y j− 12
zk+ 12∫
zk− 12
ψm1 (xi+ 12 )ωm2 (y)ωm3 (z)ωm0 (t)
(
pi+1, j,k(xi+ 12 , y, z, t) − pi, j,k(xi+ 12 , y, z, t)
)
dydzdt, (72)
with similar expressions also in the y- and z-momentum equations, respectively.
The only real changes with respect to the previous formulation arise in the integration of the time
derivatives that, after integrating by parts in time and introducing the known solution at time tn (upwinding
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in time, according to the causality principle), read∫
Ti+ 12 , j,k
×Tn+1
ψm1 (x)ωm2 (y)ωm3 (z)ωm0 (t)
∂uh
∂t
dxdt =
∫
Ti+ 12 , j,k
ψm1 (x)ωm2 (y)ωm3 (z)
(
ωm0 (t
n+1)uh(x, tn+1) − ωm0 (tn)uh(x, tn)
)
dx
−
∫
Ti+ 12 , j,k
×Tn+1
ψm1 (x)ωm2 (y)ωm3 (z)
(
∂
∂t
ωm0 (t)
)
uhdxdt = Mxyz
[(
Mt1 −MtV
)
· Ûn+1i, j,k −Mt0 · Ûni, j,k
]
× ∆x ∆y ∆z
(73)
with analogous terms for vh and wh, and where
Mt1 =
{
Mt1 pq
}
p,q=0,..,M
=
{
ϕp(1)ϕq(1)
}
p,q=0,..,M
, (74)
Mt0 =
{
Mt0 pq
}
p,q=0,..,M
=
{
ϕp(0)ϕq(1)
}
p,q=0,..,M
, (75)
MtV =
{
MtV pq
}
p,q=0,..,M
=

1∫
0
ϕ′p(ξ)ϕq(ξ) dξ

p,q=0,..,M
. (76)
With the aim of simplifying the notation, one can extend the spatial xyz-formalism of the tensor products
(21-22) to the space-time case by defining a generic vector of space-time degrees of freedom as
X̂ = {xˆmm′m′′m′′′ }m,m′,m′′=0,..,N; m′′′=0,..,M , (77)
the space-time operators in the form of
Zxi x j ≡ Zxi · Zx j ,
Zxi x j xk ≡ Zxi · Zx j · Zxk ,
Zxi x j xk xl ≡ Zxi · Zx j · Zxk · Zxl ,
with xi, x j, xk, xl ∈ {x, y, z, t} (78)
which operate along a generic vector of degrees of freedom via the tensor products
Zx · X̂ = ZmlIm′l′ Im′′l′′ Im′′′l′′′ xl l′l′′l′′′ , Zy · X̂ = ImlZm′l′ Im′′l′′ Im′′′l′′′ xl l′l′′l′′′ , (79)
Zz · X̂ = ImlIm′l′Zm′′l′′ Im′′′l′′′ xl l′l′′l′′′ , Zt · X̂ = ImlIm′l′ Im′′l′′Zm′′′l′′′ xl l′l′′l′′′ , (80)
where Z is a real square matrix, I is the identity operator and the Einstein convention of summation over
repeated indexes is assumed. In this notation the mass matrix that corresponds to the time coordinate can
be written as Mt, according to the definition of the mass matrix in equations (20). Then, from equations
(67-70) the following system is obtained:
Mxyz
[(
Mt1 −MtV
)
· Ûn+1
i+ 12 , j,k
−Mt0 · F̂u
n
i+ 12 , j,k
]
+
∆t
∆x
Myzt ·
(
Rxv · P̂n+1i+1, j,k − Lxv · P̂n+1i, j,k
)
= 0, (81)
Mxyz
[(
Mt1 −MtV
)
· V̂n+1
i, j+ 12 ,k
−Mt0 · F̂v
n
i, j+ 12 ,k
]
+
∆t
∆y
Mzxt ·
(
Ryv · P̂n+1i, j+1,k − Lyv · P̂n+1i, j,k
)
= 0, (82)
Mxyz
[(
Mt1 −MtV
)
· Ŵn+1
i, j,k+ 12
−Mt0 · F̂w
n
i, j,k+ 12
]
+
∆t
∆z
Mxyt ·
(
Rzv · P̂n+1i, j,k+1 − Lzv · P̂n+1i, j,k
)
= 0, (83)
Myzt
(
Rxp · Ûn+1i+ 12 , j,k−L
x
p · Ûn+1i− 12 , j,k
)
∆x
+
Mzxt
(
Ryp · V̂n+1i, j+ 12 ,k−L
y
p · V̂n+1i, j− 12 ,k
)
∆y
+
Mxyt
(
Rzp · Ŵn+1i, j,k+ 12 −L
z
p · Ŵn+1i, j,k− 12
)
∆z
= 0,
(84)
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which is analogous to the system of equations (16-19), where now the advective-diffusive terms are com-
puted according to
Mt0 · F̂u
n
i, j,k = M
t
0 · Ûni, j,k −
∆t
∆x∆y∆z
(
Mxyz
)−1 Mt ·

∫
∂Ti, j,k
ωFu · ~ndS −
∫
Ti, j,k
∇ω · Fu dx
 , (85)
Mt0 · F̂v
n
i, j,k = M
t
0 · V̂ni, j,k −
∆t
∆x∆y∆z
(
Mxyz
)−1 Mt ·

∫
∂Ti, j,k
ωFv · ~ndS −
∫
Ti, j,k
∇ω · Fv dx
 , (86)
Mt0 · F̂w
n
i, j,k = M
t
0 · Ŵni, j,k −
∆t
∆x∆y∆z
(
Mxyz
)−1 Mt ·

∫
∂Ti, j,k
ωFw · ~ndS −
∫
Ti, j,k
∇ω · Fw dx
 . (87)
The adopted numerical strategy for the implicit diffusion is actually the higher order time extension of the
aforementioned implicit approach and it will be described later in this section. Following the philosophy of
section 2, after multiplying equations (81-83) by the inverse of the matrix Mxyz
(
Mt1 −MtV
)
, the following
direct definitions of the degrees of freedom of the velocity components are obtained
Ûn+1
i+ 12 , j,k
=
(
Mt1 −MtV
)−1
Mt0 · F̂u
n
i+ 12 , j,k
− ∆t
∆x
(
Mt1 −MtV
)−1
Mt
(
Mx
)−1 · (Rxv · P̂n+1i+1, j,k − Lxv · P̂n+1i, j,k) , (88)
V̂n+1
i, j+ 12 ,k
=
(
Mt1 −MtV
)−1
Mt0 · F̂v
n
i, j+ 12 ,k
− ∆t
∆y
(
Mt1 −MtV
)−1
Mt
(
My
)−1 · (Ryv · P̂n+1i, j+1,k − Lyv · P̂n+1i, j,k) , (89)
Ŵn+1
i, j,k+ 12
=
(
Mt1 −MtV
)−1
Mt0 · F̂w
n
i, j,k+ 12
−∆t
∆z
(
Mt1 −MtV
)−1
Mt
(
Mz
)−1 · (Rzv · P̂n+1i, j,k+1 − Lzv · P̂n+1i, j,k) , (90)
Then, after substitution of the resulting equations in the discrete incompressibility condition (84), one
obtains [
Mt
(
Mt1 −MtV
)−1
Mt Hi, j,k
]
· P n+1 =
[
Mt
(
Mt1 −MtV
)−1
Mt0
]
· bni, j,k (91)
that is the higher order time-accurate version of the pressure equation, analogous to (23). The right hand
side bni, j,k collects all the known terms, i.e. the advective and diffusive terms {F̂u
n}, {F̂vn} and {F̂wn}. This
system is not symmetric because of the non-symmetric time-matrices (74) and (76). After multiplication
by the inverse of Mt
(
Mt1 −MtV
)−1
, the non-symmetric contribution of the time-matrix can be removed, and
the same well suited coefficient matrix H of section 2 is obtained, i.e.
MtHi, j,k · P n+1 =
[
Mt0
]
· bni, j,k (92)
and consequently, the resulting system is symmetric and strictly positive definite (for appropriate pressure
boundary conditions). Hence, it can be solved very efficiently by means of a classical conjugate gradient
method. Once the system for the higher order accurate space-time expansion coefficients of the pressure
P n+1 has been solved, the velocity can be readily updated according to equations (88-90). Note, however,
that although the presented space-time DG framework is formally high order accurate in time, the final
numerical scheme is strongly influenced by the time-splitting between advection, diffusion and incompress-
ibility condition, which constrains the final method to be only first order accurate in time. In section 3.3 a
very simple numerical procedure based on the Picard iteration is outlined in order to circumvent the order
limitation induced by the time-splitting and to enable the final solution to preserve the original high-order
time accuracy of the presented spectral staggered space-time DG discretization.
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3.2. Implicit diffusion
Following the same procedure outlined in Section 2, the high-order time accurate version of the implicit
scheme for diffusion (47) reads
Mxyz ·
[(
Mt1 −MtV
)
· Ûn+1i, j,k −Mt0 · F̂u
n
i, j,k
]
− ∆t
∆x
Myzt ·
(
Rxp · Û(x)i+ 12 , j,k − L
x
p · Û(x)i− 12 , j,k
)
+
− ∆t
∆y
Mzxt ·
(
Ryp · Û(y)i, j+ 12 ,k − L
y
p · Û(y)i, j− 12 ,k
)
− ∆t
∆z
Mxyt ·
(
Rzp · Û(z)i, j,k+ 12 − L
z
p · Û(z)i, j,k− 12
)
= 0, (93)
Then, after substituting the definitions of the velocity derivatives (48-50) the high-order accurate space-time
DG version of (51) can be written as[(
Mt1 −MtV
)
Mxyz + νMtHxyz
]
· U =Mt0Mxyz · Fun,[(
Mt1 −MtV
)
Mxyz + νMtHxyz
]
· V =Mt0Mxyz · Fvn,[(
Mt1 −MtV
)
Mxyz + νMtHxyz
]
·W =Mt0Mxyz · Fwn, (94)
that is non-symmetric because of the time-matrices(
Mt1 −MtV
)
=
{(
Mt1 −MtV
)
i jk
}
, Mt0 =
{
Mt0 i jk
}
(95)
and can be efficiently solved by means of a classical GMRES method [119]. Notice that the non-symmetric
component of system (94) can be shifted to the viscous terms, i.e. the second term on the left-hand-side, by
multiplying the equations with the inverse of
(
Mt1 −MtV
)
from the left. In that case, for small viscosities,
the system can be seen as a non-symmetric perturbation of the inviscid case.
3.3. Space-time pressure correction algorithm
In Section 2 the final staggered semi-implicit DG scheme (57-55) consists of two main blocks that are
solved sequentially by the use of a fractional time-step approach. If only high order of accuracy in space
is needed, such a splitting is possible. The first fractional block is described by the discrete advection-
diffusion equations (53-55), which itself contains a first fractional step for the purely explicit advection and
a second fractional step for the implicit discretization of the diffusive terms. Then, the second fractional
block contains the solution of the discrete pressure Poisson equation that results from substituting the dis-
crete momentum equations into the discrete incompressibility condition, i.e. combining (57-59) with (56).
The important fact is that the chosen fractional time discretization is only first order accurate. In principle,
higher order schemes for fractional time-stepping or other more sophisticated techniques could be adopted
in defiance of simplicity or generality [87, 141, 88, 104]. In this work a simple Picard method has been
implemented. In this manner, the first order time-splitting approach of system (57-55) can then be general-
ized to arbitrary high order of accuracy in time at the aid of the Picard procedure. We emphasize that at the
moment we have no rigorous mathematical proof for the fact that the Picard iterations actually increase the
order of accuracy by one per iteration. We only have numerical evidence which support this claim in the
context of high order ADER schemes, see [58], as well as the numerical convergence tables shown later in
this paper for a set of test cases. The final version of the spectral staggered space-time DG scheme, which
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is written in terms of a space-time pressure correction algorithm, reads: for k = 0, . . . ,M do[(
Mt1 −MtV
)
Mxyz + νMtHxyz
]
· Un+1,(k+ 12 )# =Mxyz ·
[
Mt0 · Fun+1,(k)# − pi:∗→#
{
∆t
∆x
Mt ·
(
M−1D
)x · P n+1,(k)# }] ,
(96)[(
Mt1 −MtV
)
Mxyz + νMtHxyz
]
· V n+1,(k+ 12 )# =Mxyz ·
[
Mt0 · Fvn+1,(k)# − pi:∗→#
{
∆t
∆y
Mt ·
(
M−1D
)y · P n+1,(k)# }] ,
(97)[(
Mt1 −MtV
)
Mxyz + νMtHxyz
]
·W n+1,(k+ 12 )# =Mxyz ·
[
Mt0 · Fwn+1,(k)# − pi:∗→#
{
∆t
∆z
Mt ·
(
M−1D
)z · P n+1,(k)# }] ,
(98)
MtHxyz ·
(
P n+1,(k+1)# − P n+1,(k)#
)
= b#n+1,(k+
1
2 ), (99)
with bn+1,(k+
1
2 )
# ≡MyzDT x · U
n+1,(k+ 12 )∗ +MzxDT y · V n+1,(k+
1
2 )∗ +MxyDT z ·W n+1,(k+
1
2 )∗ ,
Un+1,(k+1)∗ =
(
Mt1 −MtV
)−1 · [Mt0 · Un+1,(k+ 12 )∗ − ∆t∆xMt · (M−1D)x · (P n+1,(k+1)# − P n+1,(k)# )
]
, (100)
V n+1,(k+1)∗ =
(
Mt1 −MtV
)−1 · [Mt0 · V n+1,(k+ 12 )∗ − ∆t∆yMt · (M−1D)y · (P n+1,(k+1)# − P n+1,(k)# )
]
, (101)
W n+1,(k+1)∗ =
(
Mt1 −MtV
)−1 · [Mt0 ·W n+1,(k+ 12 )∗ − ∆t∆zMt · (M−1D)z · (P n+1,(k+1)# − P n+1,(k)# )
]
, (102)
where M is the maximum degree of the time-polynomials and k is the Picard iteration number. Note that the
Picard process allows to gain one order of accuracy in time per Picard iteration when applied to an ODE,
see [98, 106, 107]. Fu =
{
F̂ui, j,k
}
, Fv =
{
F̂vi, j,k
}
, Fw =
{
F̂wi, j,k
}
are the advective terms computed according
to (85)-(87), without taking into account the diffusive flux. We furthermore set
Fun+1,(0) = Fun, Fvn+1,(0) = Fvn, Fwn+1,(0) = Fwn, (103)
and P n+1,(k) is the k-th iterate for the discrete pressure, for which we use the trivial initial guess
P n+1,(0)# = 0. (104)
Thanks to the Picard procedure the desired properties of the presented spectral space-time DG method are
re-established, so that the final algorithm (100)-(98) is arbitrary high-order accurate both in space and time.
Finally, it is important to stress that the proposed iterative solution of the non-trivial system of equations
(100)-(98) is feasible in practice, thanks to the fact that the coefficient matrix H that enters into the discrete
Poisson equation (i.e. the incompressibility condition) and the discrete diffusion equation is well condi-
tioned and can be solved in a very efficient way via modern matrix-free Krylov subspace methods, even
without the use of any preconditioner. Finally, note that when the degree of the time-polynomials M is set
to be zero, then
Mt1 ≡ 1, Mt0 ≡ 1, MtV ≡ 0,
and the method collapses to the previous spectral staggered semi-implicit DG scheme with a classical first
order backward Euler discretization in time. Moreover, if at the same time the spatial and the temporal
polynomial approximation degrees are chosen to be zero (M = N = 0), then the following equalities arise
from (20)
M ≡ 1, Rv ≡ 1, Lv ≡ 1, Rp = 1, Lp ≡ 1,
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and the method collapses to a classical staggered semi-implicit finite-difference finite-volume method for
the incompressible Navier-Stokes equations, where the pressure field is defined at the barycenters of the
main grid and the velocity components are defined at the middle points of the cell interfaces, i.e. the
classical family of efficient semi-implicit methods on staggered grids of Casulli et al. [32, 15, 35, 27, 31,
26, 68, 62, 28, 38, 36, 30, 34] is obtained.
3.4. Numerical validation
In this section the capabilities of our new spectral space-time DG method are tested against several
numerical benchmark problems in two and three space dimensions for which either an analytical or other
numerical reference solutions exist. In particular, three different numerical convergence tables are produced,
with the aim of assuring that the presented method is really arbitrary high-order accurate in both space and
time. Note that achieving high order time accuracy for the incompressible Navier-Stokes equations is far
from being straightforward.
3.4.1. Oscillatory viscous flow between two flat plates
In this test, the fluid flow between two parallel flat plates is driven by a time harmonic pressure gradient.
According to [97, 96, 103], by neglecting the nonlinear convective terms, the resulting axial velocity profile
is only a function of time and the distance from the plates. The flow furthermore depends only on one single
dimensionless parameter, known as the Womersley number αW = R
√
ω/ν, see [139], where R is the half
distance between the two plates, ω is the frequency of the oscillations and ν is the kinematic viscosity. In
particular the fluid velocity and pressure are given by
u (x, y) =
A
iω
1 − cosh
(
αW
√
i y/R
)
cosh
(
αW
√
i
)  ,
∂p
∂x
=
p(xR) − p(xL)
L
= −A eiωt,
where i =
√−1 is the imaginary unit, L = xR − xL is the total length of the duct and the amplitude
has been chosen equal to A = 1. The exact solution has been chosen as initial condition at t = 0, then
pressure conditions are imposed on the left and right boundaries, while no-slip boundary conditions have
been imposed at the upper and lower walls. The other parameters of this test problem were chosen as L = 1,
R = 0.5 and ω = 1. Figs. 11 and 12 show the numerical results obtained for ν = 2 · 10−2 with our spectral
staggered space-time DG scheme using only one single P11 space-time element (M=N=11), completing the
entire simulation within the time interval t ∈ [0, 2.2] in one single time step. The results are compared with
the exact analytical solution at different intermediate output times. In particular, for this test problem, two
periods of oscillation are resolved within a single time-step, and the complete velocity profile is resolved
within a single spatial cell. From the obtained results one can conclude that the proposed staggered spectral
space-time DG scheme is indeed very accurate in both space and time, since it is able to resolve all flow
features within one single space-time element.
Furthermore, Table 1 contains the results of a numerical convergence study that we have performed with
this smooth unsteady two-dimensional flow problem, for which an exact solution is available. The order of
accuracy has been verified up to order 7 in space and time by evaluating the L2 and L∞ errors
L2 =
√∫
Ω
(uh − u)2, and L∞ = max
Ω
|uh − u| ,
at different discretization numbers for the polynomial degrees N = M = 1, . . . , 6. From the obtained results
we conclude that the designed order of accuracy of the scheme has been reached in both space and time. For
the polynomial degree N = M = 1, only sub-optimal convergence rates have been verified experimentally,
and will be subject of future research.
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3.4.2. 2D Taylor-Green vortex
The two dimensional Taylor-Green vortex problem is widely used for testing the accuracy of numerical
schemes, because it offers another smooth unsteady analytical solution of the incompressible Navier-Stokes
equations with periodic boundary conditions. The exact solution of this problem is given by
u(x, y, t) = sin(x) cos(y)e−2νt, v(x, y, t) = − cos(x) sin(y)e−2νt,
p(x, y, t) =
1
4
(cos(2x) + cos(2y)) e−4νt.
The computational domain is Ω = [0, L]2 with periodic boundary conditions. The initial sinusoidal velocity
field is smoothed in time by the viscous dissipative forces. The convergence study for this test is summa-
rized in Table 2. The accuracy of our staggered spectral space-time DG scheme is verified for polynomial
degrees N = M = 1, . . . , 8. Figure 13 shows the numerical solution obtained by setting L = 2pi for the
staggered spectral space-time DG-P5 scheme, using a very coarse mesh composed of only 32 spatial ele-
ments. Furthermore, we repeat this test with L = 4pi using a staggered spectral space-time DG-P12 scheme
using only 22 spatial elements. Moreover, Figure 14 shows the behavior of the error L2 as a function of the
polynomial degree (N = M) for a fixed mesh: the exponential decay of the error, i.e. the spectral conver-
gence obtained with our scheme by increasing the polynomial approximation degree in space and time, is
explicitly verified. The results confirm the designed accuracy in space and time and show how the presented
numerical method works properly even when using very high order approximation polynomials and very
coarse meshes. Also in this two dimensional test, for the polynomial degree N = M = 1 a non-optimal
convergence has been experimetally verified.
3.4.3. 3D Arnold-Beltrami-Childress flow
In order to test the accuracy of our staggered spectral space-time DG scheme also against an unsteady
three dimensional benchmark problem, the Arnold-Beltrami-Childress (ABC) flow, proposed by Arnold [6]
and Childress in [40], is considered. For this smooth unsteady test problem, the exact solution reads
u(x, y, z, t) =
[
sin(z) + cos(y)
]
e−νt,
v(x, y, z, t) = [sin(x) + cos(z)] e−νt, (105)
w(x, y, z, t) =
[
sin(y) + sin(x)
]
e−νt.
The computational domain is the cube Ω = [0, 2pi]3, with periodic boundary conditions everywhere. Given
the initial condition (105) at time t = 0, the corresponding analytical solution decays exponentially in time
according to the chosen kinematic viscosity. Also for this three dimensional time-dependent test problem,
the designed high order of accuracy of our staggered spectral space-time DG scheme has been confirmed up
to order 9 by a numerical convergence study that is summarized in Table 3. Similar to the two dimensional
Taylor-Green vortex, in the 3D ABC flow the advective terms, the pressure forces and the incompressibility
condition are highly coupled. The numerical solution for ν = 0.1 at time t = 10 is depicted in Figure 15.
4. Conclusion
In this paper the new family of staggered spectral semi-implicit DG methods, recently proposed by
Dumbser and Casulli in [59] for the shallow water equations on staggered Cartesian grids, has been extended
to the incompressible Navier-Stokes equations in two and three space dimensions and to arbitrary high order
of accuracy in time, adopting a novel staggered spectral space-time DG formalism. A similar formulation
has been recently presented in [125, 126, 127] for unstructured staggered meshes, but there the chosen
staggered grid was slightly different, and the use of unstructured meshes did not allow to produce a spectral
DG scheme based on simple tensor products of one-dimensional operators. Of course, unstructured meshes
as those used in [125, 126, 127] allow to fit very complicate geometries and complex physical boundaries,
however, by choosing staggered Cartesian grids, some interesting advantages follow, in particular:
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1. Cartesian grids allow the use of tensor-products of the basis and test functions; this means that the
weak formulation of the governing equations can be written as a very handy combination of one
dimensional integrals over the canonical reference element ξ ∈ [0, 1];
2. this fact significantly minimizes the computational costs and difficulties for evaluating integrals, be-
cause the defined matrices are the same for all the elements in the Cartesian framework;
3. by using basis functions that are built from the Lagrange interpolation polynomials passing through
the Gauss-Legendre quadrature points, the basis functions are orthogonal and thus the resulting mass
matrices are diagonal; this fact reduces significantly the computational cost for a mass-matrix multi-
plication;
4. in our staggered Cartesian framework, each velocity component is defined on a different staggered
dual control volume; consequently, the computation of convective and viscous terms on the main grid
by interpolating from the dual grids to the main grid and vice versa is simpler and more natural than
a discretization of these terms on the dual grids;
5. the resulting numerical method achieves a spectral convergence property, i.e. the computational error
decreases exponentially when increasing the degree of the approximation polynomials in space and
time.
The key-role of the proposed mesh-staggering, combined with the adopted semi-implicit or space-time DG
time discretization, is to optimize the sparsity pattern of the resulting pressure system. Furthermore, the
pressure system is symmetric and only block five-diagonal for the 2D case, or only block seven-diagonal
for the 3D case. In addition, we have presented a new way of evaluating the viscous terms in the DG
framework, computing the velocity gradient (i.e. the stress tensor) on the staggered dual control volumes,
which can be interpreted as the use of a Bassi-Rebay-type lifting operator that accounts for the jumps of
the solution in the discrete gradients, but on the dual grid. This allows to compute the viscous terms via
an implicit discretization with essentially the same coefficient matrix that is already used in the discrete
pressure system, with an additional diagonal term that further enforces the stability of the system. The
resulting algorithm is shown to be arbitrary higher order accurate in space and time, robust, stable, and
very efficient compared to other classical higher order DG methods for the incompressible Navier-Stokes
equations on collocated grids, which either lead to a larger computational stencil or to a larger linear system
with more unknowns. These features have been verified against a large set of test cases in two and three
space dimensions. The designed space-time accuracy of our method has been verified up to 9-th order
through a series of numerical convergence tests in two and three space dimensions.
For the simulation of turbulent flows, very high spatial and temporal resolution is needed for giving
a correct and complete description of the flow physics. With the aim of improving the efficiency of our
algorithm further, future work will concern the extension of the present high order staggered DG schemes
to space-time adaptive meshes, following the ideas outlined in [142, 65, 61, 144, 143]. By introducing
adaptive mesh refinement (AMR) for staggered grids, simulations of turbulent flows should become feasi-
ble. Moreover, it is a well known fact that discontinuous Galerkin schemes suffer of spurious oscillations
when attempting to resolve shocks, because of Gibbs phenomenon. A novel a posteriori approach of shock
capturing for DG schemes, without losing the classical subcell resolution properties of the DG method, has
been recently proposed for collocated grids in [66, 144, 143]. The extension of this a posteriori subcell
limiter techniques to semi-implicit DG schemes on staggered meshes belongs to future investigations. The
possibility of extending the present semi-implicit staggered DG schemes to the context of the compress-
ible Navier-Stokes equations, following the ideas of [92, 110, 91, 105, 60], is also another topic of future
research.
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Figure 1: Mesh-staggering for the two dimensional case (left) and for the three-dimensional case (right).
Figure 2: Top: Comparison of the reference solution of Blasius with the numerical results at t = 5 for different axial positions x = 0.25
and x = 0.50 obtained with a staggered semi-implicit spectral DG-P7 scheme on a very coarse grid of 18 × 6 elements. Bottom:
numerical solution for the horizontal velocity field computed at time t = 5; the high-order elements of the main grid are depicted with
solid lines; the vertical cuts at x = 0.25 and x = 0.50 with dash-dotted lines.
31
Figure 3: The numerical solution obtained for the two dimensional lid-driven cavity problem compared with the numerical results of
[75] at different Reynolds numbers, respectively, from the top to the bottom: Re=100, Re=400, Re=1000 using 5x5 elements, and
Re=3200 using 15x15 elements obtained with a staggered semi-implicit spectral DG-P6 method.
32
Figure 4: The numerical solution obtained for the three dimensional lid-driven cavity problem compared with the numerical results of
[1, 95] at different Reynolds numbers, respectively, from the top to the center: Re=100 and Re=400 using 5 × 5 × 5 elements. The
results have been obtained with a staggered semi-implicit spectral DG-P6 and DG-P8 method. The streamlines are colored with the w
velocity magnitude. The numerical solution for the case Re = 400 has been interpolated along the three orthogonal planes x − y, x − z
and y − z at the bottom: streamlines and the u velocity are depicted.
33
Figure 5: The numerical solution obtained for the two-dimensional backward facing step problem at different Reynolds numbers,
respectively, from the top to the bottom: Re=100, Re=200, Re=300, Re=400, Re=500, Re=600, and Re=800 obtained with the
staggered semi-implicit spectral DG-P6 method. Recirculations are highlighted by the sign of the axial velocity u.
34
Figure 6: Position of the reattachment point obtained with the staggered semi-implicit spectral DG-P6 method for the two dimensional
backward facing step problem compared with the two dimensional numerical results of [67] and the experimental measurements of
[99] at different Reynolds numbers, in the range Re ∈ (0, 800).
35
Figure 7: Numerical solution for the three dimensional backward facing step problem at time t = 25.0 computed with the staggered
semi-implicit spectral DG-P3 method for Re = 100. The iso-surfaces of the velocity magnitude (top), the iso-surfaces of the w velocity
component (center) and the streamtraces of the fluid flow (bottom) are plotted for the first half of the spatial domain z > 0.
36
Figure 8: Numerical solution for the three dimensional backward facing step problem at time t = 25.0 computed with the staggered
semi-implicit spectral DG-P3 method for Re = 1000. The iso-surfaces of the velocity magnitude (top), the iso-surfaces of the w
velocity component (center) and the streamtraces of the fluid flow (bottom) are plotted for the first half of the spatial domain z > 0.
The main recirculation axes are highlighted in the figure at the bottom.
37
Figure 9: Time evolution of the kinetic energy dissipation rate (t) obtained with staggered semi-implicit spectral DG-PN schemes at
different Reynolds numbers 100 < Re < 1600. The DNS reference solutions of Brachet et al. [16] are plotted as continuous lines.
38
Figure 10: Numerical solution for the three dimensional Taylor-Green vortex flow at Re = 800 computed with the staggered semi-
implicit spectral DG-P6 method using 503 elements. The isosurfaces of the velocity (left), the isosurfaces of the pressure (center) and
the isosurfaces of the vorticity colored by the helicity field (right) are plotted at times t = 0.4, 2.0, 6.0 and 10.0 from the top to the
bottom, respectively.
39
Figure 11: The numerical solution interpolated along 100 equidistant spatial points obtained for the unsteady Womersley problem
compared with the exact solution [139, 103] at different times for ν = 2 · 10−2: t = 1.8, 1.6, 2.0, 1.4, 2.2, respectively, from the bottom
to the top. A staggered spectral space-time DG-P11 method has been run using only one single space-time element.
40
Figure 12: The numerical solution obtained for the two-dimensional oscillatory flow between two flat plates with the staggered spectral
space-time DG-P11 scheme. The computational domain in space and time Ω = ∆x × ∆y × ∆t = 1.0 × 1.0 × 2.2 has been discretized
by using only one single space time element, and the plotted numerical solution for the velocity field has been interpolated along 40
time slices with t ∈ [0, 2.2], respectively, from top left to bottom right.
41
Figure 13: Numerical solution of the u velocity component for the two dimensional Taylor-Green vortex problem computed with the
staggered spectral space-time DG-P5 method using 32 elements with L = 2pi (top) and the staggered spectral space-time DG-P12
scheme using 22 elements with L = 4pi (bottom).
42
Figure 14: Numerical L2 error L2 of the u velocity component for the two dimensional Taylor-Green vortex problem computed with
staggered spectral space-time DG-PN schemes as a function of the polynomial degree N = M on a fixed grid of 122 elements.
43
Figure 15: Numerical solution for the three dimensional Arnold-Beltrami-Childress (ABC) flow at time t = 1.0 computed with the
staggered spectral space-time DG-P5 scheme using only 73 elements in space. The periodic solution has been replicated along the
three dimensional cube of edge Lc = 4pi for giving a better view of the field variables. At the top of the figure the velocity is plotted on
the left and the pressure is depicted on the right; at the bottom the 3D stream-traces together with the pressure isosurfaces are plotted.
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2D Womersley problem — Spectral-DG-PN
Nel L2 L∞ OL2 OL∞ Nel L2 L∞ OL2 OL∞
N = M = 1 (tend = 0.5) N = M = 2
402 1.6288E-03 3.1562E-03 — — 202 1.1014E-04 4.7994E-04 — —
502 1.3100E-03 2.5073E-03 0.98 1.03 252 5.5799E-05 2.5608E-04 3.05 2.82
602 1.0947E-03 2.0868E-03 0.98 1.00 302 3.1934E-05 1.5173E-04 3.06 2.87
702 9.3992E-04 1.7923E-03 0.99 0.99 352 1.9913E-05 9.6986E-05 3.06 2.90
N = M = 3 N = M = 4
162 2.0842E-05 7.7657E-05 — — 152 2.9044E-06 1.6983E-05 — —
202 8.9568E-06 3.1298E-05 3.78 4.07 202 7.3904E-07 4.9121E-06 4.76 4.31
242 4.4439E-06 1.6255E-05 3.84 3.60 252 2.3730E-07 1.7422E-06 5.09 4.65
282 2.4474E-06 9.0529E-06 3.87 3.80 302 9.2319E-08 7.2933E-07 5.18 4.78
N = M = 5 N = M = 6 (tend = 2.2)
82 4.1408E-06 2.1569E-05 — — 92 1.7483E-07 1.0630E-06 — —
122 7.1268E-07 4.5893E-06 4.34 3.82 102 8.4841E-08 5.1637E-07 6.86 6.85
162 1.7093E-07 1.2088E-06 4.96 4.64 112 4.3911E-08 2.6415E-07 6.91 7.03
202 5.0328E-08 3.6841E-07 5.48 5.32 122 2.3925E-08 1.4122E-07 6.98 7.20
Table 1: Numerical convergence table for the two dimensional oscillatory flow between two flat plates computed with staggered
spectral space-time DG schemes for N = M = 1, . . . , 6.
2D Taylor-Green vortex problem L = 2pi — Staggered spectral space-time DG-PN
Nel L2 L∞ OL2 OL∞ Nel L2 L∞ OL2 OL∞
N = M = 1 N = M = 2
202 6.8094E-02 2.0375E-02 — — 102 2.9023E-03 1.3592E-03 — —
252 5.2703E-02 1.5419E-02 1.15 1.25 152 6.6991E-04 3.2999E-04 3.62 3.49
302 4.2541E-02 1.2114E-02 1.17 1.32 202 2.1652E-04 9.4734E-05 3.93 4.34
352 3.5663E-02 1.0062E-02 1.14 1.20 252 9.2092E-05 5.0350E-05 3.83 2.83
N = M = 3 N = M = 4
162 1.3626E-04 7.8999E-05 — — 162 1.0519E-06 6.1297E-07 — —
202 6.5874E-05 3.7886E-05 3.26 3.29 202 2.7970E-07 1.6271E-07 5.94 5.94
242 3.6213E-05 2.0085E-05 3.28 3.48 242 9.1334E-08 5.3150E-08 6.14 6.14
282 2.1887E-05 1.1756E-05 3.27 3.47 282 3.4806E-08 2.0411E-08 6.26 6.21
N = M = 5 N = M = 6
122 2.9725E-07 2.1057E-07 — — 122 3.9994E-09 2.4762E-09 — —
152 8.4575E-08 6.3046E-08 5.63 5.40 152 9.2671E-10 5.6882E-10 6.55 6.59
182 2.9174E-08 2.2565E-08 5.84 5.64 182 2.6783E-10 1.7230E-10 6.81 6.55
212 1.1910E-08 9.4502E-09 5.81 5.65 212 8.9312E-11 6.0292E-11 7.12 6.81
N = M = 7 N = M = 8
62 1.0586E-08 6.3735E-09 — — 42 3.4616E-08 2.4849E-08 — —
92 4.8791E-10 2.6452E-10 7.59 7.85 62 1.5605E-09 7.1039E-10 7.64 8.77
122 7.2738E-11 3.8053E-11 6.62 6.74 82 6.1523E-11 3.3955E-11 11.24 10.57
152 1.2830E-11 7.5665E-12 7.78 7.24 102 5.7787E-12 4.9803E-12 10.60 8.60
Table 2: Numerical convergence table computed for the two dimensional Taylor-Green vortex problem using staggered spectral space-
time DG schemes with N = M = 1, . . . , 8.
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3D ABC flow problem — Staggered spectral space-time DG-PN
Nel L2 L∞ OL2 OL∞ Nel L2 L∞ OL2 OL∞
N = M = 1 N = M = 2
122 8.6905E-02 1.0949E-02 — — 122 6.9061E-03 1.7183E-03 — —
162 4.8615E-02 6.6433E-03 2.02 1.74 152 3.3559E-03 8.2081E-04 3.23 3.31
202 3.2626E-02 4.7890E-03 1.79 1.47 182 1.7856E-03 4.2641E-04 3.46 3.59
242 2.3886E-02 3.6992E-03 1.71 1.42 212 1.0316E-03 2.4384E-04 3.56 3.63
N = M = 3 N = M = 4
42 1.2102E-02 2.3277E-03 — — 42 1.2102E-02 2.3277E-03 — —
62 2.1258E-03 4.9684E-04 4.29 3.81 62 2.1258E-03 4.9684E-04 4.29 3.81
82 6.4822E-04 1.6790E-04 4.13 3.77 82 6.4822E-04 1.6790E-04 4.13 3.77
102 2.6346E-04 7.5594E-05 4.03 3.58 102 2.6346E-04 7.5594E-05 4.03 3.58
N = M = 5 N = M = 6
22 4.6766E-03 9.2223E-04 — — 22 2.4587E-04 8.9231E-05 — —
42 6.6120E-05 1.9076E-05 6.14 5.60 42 4.2976E-06 1.2496E-06 5.84 6.16
62 5.7711E-06 2.1200E-06 6.01 5.42 62 3.6205E-07 1.0417E-07 6.10 6.13
82 1.1153E-06 5.0069E-07 5.71 5.02 82 5.6088E-08 1.6526E-08 6.48 6.40
N = M = 7 N = M = 8
22 5.4083E-05 1.4183E-05 — — 12 1.5955E-03 5.0110E-04 — —
32 2.1818E-06 7.6077E-07 7.92 7.22 22 2.1017E-06 1.0666E-06 9.57 8.88
42 2.1037E-07 6.2486E-08 8.13 8.69 32 9.7717E-08 3.5484E-08 7.57 8.39
52 3.5196E-08 1.3221E-08 8.01 6.96 42 1.0666E-08 3.4279E-09 7.70 8.12
Table 3: Numerical convergence table for the three dimensional Arnold-Beltrami-Childress (ABC) flow problem computed with
staggered spectral space-time DG schemes for N = M = 1, . . . , 8.
space Collocated grid Vertex-based staggered grid Edge-based staggered grid
dimensions (A–grid) (B–grid) (C–grid)
1D 5 3 3
2D 9 9 5
3D 13 27 7
Table 4: Total stencil-size for the resulting pressure systems for semi-implicit DG schemes using different grid types for different
numbers of space dimensions. In all cases it is assumed that the discrete momentum equation is substituted into the discrete continuity
equation, in order to yield one single equation system for the scalar pressure.
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