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Abstract—Deep reinforcement learning (DRL) is becoming a 
prevalent and powerful methodology to address the artificial 
intelligent problems. Owing to its tremendous potentials in 
self-learning and self-improvement, DRL is broadly serviced in 
many research fields. This article conducted a comprehensive 
comparison of multiple DRL approaches on the freeway deci-
sion-making problem for autonomous vehicles. These techniques 
include the common deep Q learning (DQL), double DQL 
(DDQL), dueling DQL, and prioritized replay DQL. First, the 
reinforcement learning (RL) framework is introduced. As an 
extension, the implementations of the above mentioned DRL 
methods are established mathematically. Then, the freeway driv-
ing scenario for the automated vehicles is constructed, wherein the 
decision-making problem is transferred as a control optimization 
problem. Finally, a series of simulation experiments are achieved 
to evaluate the control performance of these DRL-enabled deci-
sion-making strategies. A comparative analysis is realized to 
connect the autonomous driving results with the learning char-
acteristics of these DRL techniques. 
 
Index Terms—Decision-making, deep reinforcement learning, 
autonomous vehicles, DQL, double DQL, dueling DQL, PR-DQL  
NOMENCLATURE 
HSM Hierarchical State Machine 
CTP Critical Turning Point 
POMDP Partially Observable Markov Decision Process 
DRL Deep Reinforcement Learning  
DL Deep Learning 
RL Reinforcement Learning 
DQL deep Q learning 
PPO Proximal Policy Optimization 
A3C Asynchronous Advantage Actor-Critic 
IDM Intelligent Driver Model 
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MOBIL Minimizing Overall Braking Induced by Lane Change 
DDQL double DQL 
MDP Markov decision process 
I.  INTRODUCTION 
Autonomous driving becomes a hotspot recently for its 
tremendous potential to improve driving safety and efficiency 
[1]. With the development of artificial intelligence and 
communication science, great advances have been made on the 
four crucial components of an autonomous driving system. The 
four components are respectively perception, decision-making, 
planning, and control [2].  
The Decision-making module is the brain of the autonomous 
driving system [3]. It has to generate suitable motion behaviors 
for specific missions in a dynamic and uncertain environment. 
Many researches have been done to enhance the ability of the 
decision-making module for autonomous driving. For example, 
Do, Q. H. et al. proposed a grid map to category the driving 
environment. To select suitable behavior for each category, the 
authors constructed a dx/dv graph based on real-world data [4]. 
In Ref. [5], Hierarchical State Machine (HSM) is utilized to 
solve the behavior decision-making problem for lane-changing 
in a predefined environment. Then, Shu, K. et al. proposed a 
hierarchical decision-making strategy for the left-turn at 
intersections. The high-level layer is for paths generation based 
on Critical Turning Point (CTP). In the low-level layer, the left 
planning problem is turned into a Partially Observable Markov 
Decision Process (POMDP) problem using the CTP concept [6]. 
Furthermore, the authors in [7] employed Mixed Observable 
Markov Decision Process to model the decision making for 
lane-changing, which considered the measurement and motion 
uncertainties.  
Deep Reinforcement Learning (DRL) is regarded as a 
promising method for decision-making of autonomous driving. 
DRL combines the superior feature extraction ability of Deep 
Learning (DL) and the decision ability of Reinforcement 
Learning (RL) in sequential problems. For example, 
Mirchevska B et al. presented a DQL based approach for 
behavior decision-making for lane-changing in a simulated 
highway [8]. To guarantee safety, formal safety verification 
was defined. Ref. [9] proposed a hierarchical RL-based control 
architecture, which can generate safe and smooth trajectories 
without depending on large quantities of labeled driving data. 
Then, F. Ye et al. proposed  Proximal Policy Optimization 
(PPO) based DRL for mandatory lane-changing, which can 
take appropriate actions at a rate of 95% in dense traffic [10]. In 
ref. [11], X. Feng et al. built a lane-changing strategy by DRL, 
including DQL and Asynchronous Advantage Actor-Critic  
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Fig. 1. Decision-making control framework based on four DQL algorithms for autonomous vehicles on freeway. 
 
(A3C), and this strategy has a great generalized ability. To 
improve its performance, a new way to combine DRL agents is 
proposed. Until now, there is no comprehensive literature to 
compare the performance of different DRL methods on the 
freeway decision-making problem to our best knowledge. 
In this paper, a comprehensive comparison of multiple DRL 
approaches on the freeway decision-making problem for 
autonomous vehicles is constructed, including DQL, DDQL, 
dueling DQL, and prioritized replay DQL, as depicted in Fig. 1. 
First, the RL framework and the DQL methods mentioned 
above are introduced. Then, the decision-making problem for 
the automated vehicles in the freeway driving scenario is 
constructed, wherein the surrounding vehicles follow the 
Intelligent Driver Model (IDM) and the Minimizing Overall 
Braking Induced by Lane Change (MOBIL) model. Finally, 
simulation experiments are achieved to disucss and analyze the 
control performance of these compared DRL-enabled 
decision-making strategies. 
The potential contributions of this paper are outlined as 
follows: 1) a meticulous and comprehensive comparison is 
conducted for epidemic DRL techniques in decision-making 
problems on the freeway; 2) a theoretical and mathematic 
analysis is executed to build the DQL, DDQL, dueling DQL, 
and prioritized replay DQL algorithms; 3) a compositive 
discussion and evaluation are depicted to elaborate the merits 
and demerits of disparate DRL-based decision-making policies. 
This work wants to be a guidance and layout to apply the DRL 
approaches into the freeway decision-making problems for 
autonomous vehicles. 
The construction of the following paper is depicted as fol-
lows: multiple DQL methods are introduced in Section 2. Sec-
tion 3 constructs the decision-making problem on the freeway. 
Experiment results are compared and analyzed in Section 4. 
Section 5 concludes the paper. 
II. INTRODUCTION OF MULTIPLE DQL METHODS 
This section introduces various DRL methods. Firstly, the 
Markov decision process and the interaction between agent and 
environment in RL are explained. Then, Common DQL is 
introduced, which combines a neural network and a Q-learning 
algorithm. Finally, three improved versions of DQL are intro-
duced separately, which are Double DQL, Dueling DQL, and 
Prioritized Replay DQL. 
A. Preliminaries of RL 
Solving the RL problem can be understood as how to max-
imize the cumulative reward of the agent in the process of 
interaction with the environment [12-15]. When the environ-
ment is completely observable, individuals can construct a 
Markov decision process (MDP) to describe the whole rein-
forcement learning problem. Sometimes the environment is not 
completely observable, so individuals can construct an ap-
proximate fully observable environment description based on 
their historical observation data. So it can be said that almost all 
RL problems can be transformed into MDPs [16-18]. 
In the highway decision-making problem, the agent is the 
ego vehicle, while the environment is the surrounding vehicles 
(including driving conditions). Markov property means that 
every state in the process has Markov property, that is, the state 
variable at the next moment is only related to the current state 
and has nothing to do with the state at the previous time [19]. 
MDPs are based on Markov property and consider the feedback 
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of state transition and the choice of individual behavior. MDP 
can represent RL problems as tuples (S, A, P, R, γ), where S and 
A are state sets and action sets. P is the core of RL, which 
represents the state transition model based on behavior, while R 
represents the reward model based on state and behavior. Be-
cause the future reward is not as important as the present reward, 
γ is introduced as the discount rate to show the importance of 
future reward. 
The cumulative return R reflects the sum of future rewards, 
and can be calculated as follows: 
0
K
t
t
t
R r
=
=                                      (1)  
where t is the discrete-time steps to make control decisions in 
an episode, and rt indicates the relevant reward. K is the 
time-step of the end of the environment, which could be ∞.  
Value functions could be used to learn policies. These func-
tions can calculate the expectation of R under a given strategy. 
Two value functions are defined based on the state s and 
state-action pair (s, a) as: 
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where π is the policy, V is the state value function, and Q is the 
state-action value function. The state-action function can also 
be written in another recursive form: 
 
'
( , ) [ max ( ', ')]t
a
Q s a E r Q s a  = +          (4)  
where s  ´and a  ´are the state and action at the next time step. 
Finally, select the action that could get the highest expected 
return value as the optimal control policy by using the 
state-action value function. 
 
( ) arg max ( , )
a
s Q s a =                        (5)  
B. Common DQL 
DQL combines Q-learning with deep learning and uses a 
neural network to estimate Q value. In the common Q-learning, 
the recursive form of the state-action function is shown below: 
 
( , ) ( , ) [ max ( ', ') ( , )]
a
Q s a Q s a r Q s a Q s a 

 + + − (6)  
where α is named as the learning rate.  
When dealing with multiple state and action variables, the 
Common Q-learning needs much time to calculate the mutable 
Q table. DQL solves this problem well and uses a neural net-
work to express the Q table as Q (s, a; θ), in which θ is the 
parameters of the neural network. The primary purpose of the 
DQL method is to train these parameters accurately. 
Q-learning uses ε−greedy policy to generate actions. The 
final strategy to generate behavior and the strategy for evalua-
tion can be different, which is called the Off-Policy method. 
DQL is also an Off-Policy algorithm, but the difference is that 
the Q-learning has only one neural network to calculate target 
and predicted value in Q-learning, while DQL has two net-
works, prediction network, and the target network. The target 
network has the same structure as the prediction network, but 
the prediction network is updated every iteration, while the 
target network would copy the parameters from the prediction 
network every specified number of time steps. 
In order to reflect the difference between the approximate Q 
table and the actual Q table in DQL, the loss function is intro-
duced as follows: 
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The θ and θ  ´represent the parameters of the prediction network 
and target network, respectively. 
The neural network uses a gradient descent method to update 
iteratively in DQL, and the gradient formula is as follows: 
 
( ) [( ( , ; )) ( , ; )]iL E y Q s a Q s a    = −         (9) 
In addition, DQL also uses the experience replay method 
[20]. Due to the strong correlation between samples, it is inef-
ficient to learn directly from continuous samples. The method 
of experience replay is used to randomize the samples so as to 
break the correlations and improve the learning efficiency. The 
Common DQL algorithm is presented in Table I, and the func-
tion Φ denotes that a fixed representation length of histories is 
used as the input of the neural network. 
TABLE I 
IMPLEMENTATION CODE OF COMMON DQL ALGORITHM  
Common DQL Algorithm 
1.   Initialize replay memory D to capacity N 
2.   Initialize action-value function Q with random weights 
3.   For episode = 1, 2, …, M do  
4.       Initialize state s1 and preprocessed sequenced Φ1 
5.       For t = 1, 2, …, T do 
6.           With probability ε select a random action at  
              otherwise select at = maxa Q (Φ(st), a; θ) 
7.           Execute action at in emulator and observe reward rt and  
image xt+1 
8.           Set st+1 = st, at, xt+1 and preprocess Φt+1 = Φ(st+1) 
9.           Store transition (Φt, at, rt, Φt+1) in D 
10.         Sample random minibatch of transitions (Φj, aj, rj, Φj+1)  
from D 
11.         Set yj = rj for terminal Φj+1 
              otherwise set yj= rj + γ maxa Q´(Φj+1, a ;´ θ)  
12.         Perform a gradient descent step on (yj -Q(Φj, aj; θ))2  
according to equation 9 
13.     end for 
14. end for 
C. Double DQL 
Common Q-learning and DQL use max operator to evaluate 
the value function and select the action. This way of overop-
timistic selection leads to an overestimation of value [21]. In 
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order to prevent this, we can use two different value functions 
to decouple the selection from the evaluation. So in Double 
DQL (DDQL), the max operation is decomposed into action 
selection and action evaluation.  
DQL itself has two neural networks, prediction network, and 
target network, so we do not need to introduce other networks 
in DDQL. In addition to the calculation method of the target yt, 
the algorithm flow of the Double DQL algorithm and Common 
DQL algorithm is exactly the same. yt in Double DQL is ex-
pressed as follows： 
 
( ',arg max ( ', '; ), ')Double DQLt t
a
y r Q s Q s a  

= +      (10) 
Therefore, we can evaluate the greedy strategy according to 
the prediction network, and use the target network to estimate 
its value. This Double DQL algorithm can effectively reduce 
the overestimation of values. The realization procedure of 
Double DQL is displayed in Table II. 
TABLE II 
IMPLEMENTATION CODE OF DOUBLE DQL ALGORITHM  
Double DQL Algorithm 
1.   Input: target network replacement frequence N  ´ 
2.   Initialize replay memory D to capacity N 
3.   Initialize action-value function Q with random weights 
4.   For episode = 1, 2, …, M do  
5.       Initialize state s1 and preprocessed sequenced Φ1 
6.       For t = 1, 2, …, T do 
7.           With probability ε select a random action at  
              otherwise select at = maxa Q (Φ(st), a; θ) 
8.           Execute action at in emulator and observe reward rt  
and image xt+1 
9.           Set st+1 = st, at, xt+1 and preprocess Φt+1 = Φ(st+1) 
10.         Store transition (Φt, at, rt, Φt+1) in D 
11.         Sample random minibatch of transitions (Φj, aj, rj, Φj+1)  
from D 
12.         Set yj = rj for terminal Φj+1, 
              otherwise set yj= rj + γQ(Φj+1, argmaxa Q´(Φj+1, a ;´θ); θ )´  
13.         Perform a gradient descent step on (yj -Q(Φj, aj; θ))2  
according to equation 9 
14.         Replace target parameters θ by θ  ´every N  ´steps 
15.     end for 
16. end for 
D. Dueling DQL 
In some RL cases, there may be a certain state that no matter 
what action is taken, the state at the next moment will not be 
greatly affected. For example, when there is no car in front of 
the agent on the highway, the selection of action will not affect 
the driving state. Therefore, the state-action function is de-
composed into state-value function V(s) and the advantage 
function A(s, a) in Dueling DQL, which can better describe the 
process of reinforcement learning. The expression is as follows: 
 
( , )= ( , )+ ( )Q s a A s a V s                        (11)  
Unlike the Common DQL, a stream of two fully connected 
layers is used in Dueling DQL instead of following the con-
volutional layers with a sequence of fully connected layers. 
This structure of the network makes it possible to estimate the 
value and advantage functions separately. In the end, the single 
output of the Q function is generated by combining the two 
streams. The calculation of the state-action function with two 
parameters in the network is defined as follows: 
 
1 2 1 2( , ; , , ) ( ; , ) ( , ; , )Q s a V s A s a
        = +    (12)  
where θ is the parameters of the convolutional layers, while β1 
and β2 are the parameters of the two streams of fully-connected 
layers. 
But (12) is unidentifiable, which means that we cannot re-
cover V and A uniquely by given Q. In order to solve the 
problem of identifiability, we can force the advantage function 
estimator to have zero superiority in the selected actions [22]. 
So (12) can be rewritten as follows: 
1 2 1
2 2
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−
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By (13) and (14), we can obtain the following equation: 
 
*
1 2 1( , ; , , ) ( ; , )Q s a V s
     =               (15)  
Therefore, the rewritten equation (13) is identifiable. 
Meanwhile, because the architecture of the Dueling DQL has 
the same input-output interface as the Common DQL, it is easy 
to train the Dueling DQL through the learning algorithm with Q 
networks. The pseudo-code of Dueling DQL is shown in Table 
III, wherein the advantage network could estimate the worth of 
each chosen control action. This feature could improve the 
property of the obtained control policy.  
TABLE III 
IMPLEMENTATION CODE OF DUELING DQL ALGORITHM  
Dueling DQL Algorithm 
1.   Initialize replay memory D to capacity N 
2.   Initialize action-value function Q with random weights 
3.   For episode = 1, 2, …, M do  
4.       Initialize state s1 and preprocessed sequenced Φ1 
5.       For t = 1, 2, …, T do 
6.           With probability ε select a random action at  
      otherwise select at = maxa Q (Φ(st), a; θ) 
7.           Execute action at in emulator and observe reward rt  
and image xt+1 
8.           Set st+1 = st, at, xt+1 and preprocess Φt+1 = Φ(st+1) 
9.           Store transition (Φt, at, rt, Φt+1) in D 
10.         Sample random minibatch of transitions (Φj, aj, rj, Φj+1)  
from D 
11.         Calculate two streams of evaluated deep networks including  
V (Φ(st); θ, β1) and A(Φ(st), a; θ, β2) and combine them as  
Q(Φ(st), a; θ, β1, β2) using equation (13) 
12.         Set yj = rj for terminal Φj+1 
              otherwise set yj= rj + γ maxa Q´(Φj+1, a ;´ θ)  
13.        Perform a gradient descent step on (yj -Q(Φj, aj; θ))2  
according to equation 9 
14.    end for 
15. end for   
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E. Prioritized Replay DQL 
In Common DQL, the sampling of learning is uniform and 
random, but the learning efficiency could be low in some RL 
cases. So temporal-difference (TD) error δ is introduced in 
Prioritized Replay DQL. TD error reflects the difference be-
tween the value in the current state and next-step estimate and 
could be used to measure approximately the amount that the 
agent can learn from a transition in its current state [23]. TD 
error δ is calculated as follows: 
 
'
| max ( ', ') ( , ) |
a
r Q s a Q s a = + −          (16)  
Then the sample priority is sorted by the value of δ. The 
higher the priority, the higher the probability of the sample 
being extracted to learning. The probability of sampling tran-
sition i is defined as: 
 
( ) i
ik
p
P i
p


=

                                (17)  
where pi > 0 is the priority of transition i. The exponent ψ de-
termines how much prioritization is used. In proportional pri-
oritization, the expression of pi is as follows： 
 
| |i ip  = +                                    (18) 
where ε is a small positive constant. ε is added in the equation 
(18) to prevent situations that the probability of sampling tran-
sition is zero when the TD error is zero. 
TABLE IV 
IMPLEMENTATION CODE OF PRIORITIZED REPLAY DQL ALGORITHM  
Prioritized Replay DQL Algorithm 
1.   Input: minibatch k, step-size η, replay period Κ and size N,  
exponents ψ and λ, budget T.   
2.   Initialize replay memory H, ∆ = 0, p1 = 1 
3.   Observe S0 and choose A0 ∼ πθ(S0) 
4.   For t = 1,2, …, T do  
5.       Observe St, Rt, γt 
6.       Store transition (St-1, At-1, Rt, γt, St) in H  
with maximal priority pt = maxi<t pi 
7.       if t ≡ 0 mod K then 
8.           For j = 1,2, …, k do 
9.               Sample transition j ∼ P(j) = pjψ /Σi piψ 
10.             Compute importance-sampling weight  
                  ωj = (N · P(j)) 
-λ/ maxi ωi 
11.             Compute TD-error δj according to equation 16 
12.             Update transition priority pj ← |δj | 
13.             Accumulate weight-change  
                  ∆ ← ∆ + ωj · δj · ∇θQ(Sj-1, Aj-1) 
14.         end for 
15.     Update weights θ ← θ + η · ∆, reset ∆ = 0 
16.     end if 
17. Choose action At ∼ πθ(St) 
18. end for 
The stochastic prioritization solves the loss of diversity that 
may occur when extracting according to the priority, but it also 
introduces bias. The bias can be corrected by using im-
portance-sampling (IS) weights： 
 
i
1 1
( )
( )N P i
 =                               (19) 
where N is the size of memory and is the exponent. If λ=1, the 
non-uniform probabilities can be fully compensated by using 
ωiδi instead of δi. Finally, the prioritized replay DQL algorithm 
is obtained, which can improve the learning speed by opti-
mizing the random sampling process. The implemented code of 
Prioritized Replay DQL is described in Table IV. 
III. DECISION-MAKING PROBLEM ON FREEWAY 
In this section, the decision-making problem on the freeway 
is constructed. First, the freeway driving scenario is constructed, 
and the training goal is given. Then, the high-level controller 
for surroundings vehicles based on IDM and MOBIL and the 
low-level controller for all vehicles are introduced to generate 
motion command. Furthermore, a kinematic bicycle model is 
utilized to capture vehicle motion. 
A. Freeway Driving Scenario 
The decision-making module significantly affects the driving 
performance of the autonomous vehicle [24]. In this module, 
the autonomous vehicle needs to select appropriate driving 
behaviors and generate safe and efficient trajectories to follow. 
 
Fig. 2.  The freeway driving scenario. 
This work chooses a section of the freeway as the driving 
scenario. On the freeway, common driving behaviors mainly 
include car-following, lane-changing, and overtaking. The 
driving scenario is depicted in Fig. 2, wherein the white car is 
the ego vehicle, and the blue cars represent the surrounding 
vehicles. In this scenario, the numbers of lanes and the sur-
rounding vehicles are respectively K and N.  
The goal of the ego vehicle is to drive at a speed as high as 
possible without crushing with other vehicles. Besides, the ego 
vehicle is encouraged to drive on the rightmost lane when not 
overtaking. Through training, the ego vehicle needs to learn a 
decision-making strategy, which can reach the driving goal. 
In each episode, the original velocity of the ego vehicle and 
the surrounding vehicles are randomly chosen from [23, 25] 
m/s and from [20, 23] m/s. The maximum speed is 40m/s, and 
the length and width of all vehicles are 5m and 2m. The dura-
tion of one episode is 100s, but it will immediately terminate 
when a collision happens. 
B. High-level Controller of Surrounding Vehicles 
In this paper, the expected speed and target lane of the ego 
car during each time-step are generated by DRL, while the 
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motions of the surrounding vehicles are controlled by IDM and 
MOBIL [25] [26]. IDM is to generate longitude acceleration for 
car-following without collision, and MOBIL is to give the 
lane-changing command by evaluating the feasibility and value 
of the lane-changing intention. The default configuration of the 
IDM and MOBIL is given in Table V. 
IDM is usually utilized to control longitude acceleration for 
an adaptive cruise controller of autonomous vehicles. Accord-
ing to the relative speed ∆v and the relative distance ∆d to the 
front car, the longitude acceleration of the vehicle a is gener-
ated as: 
 
2
max[1 ( ) ( ) ]
ex
ex
dv
a a
v d
= − −

                  (20) 
where v is the longitude speed of the vehicle at this moment. 
amax is the maximum acceleration, and δ is the constant accel-
eration parameter. vex is the expected speed derived by amax and 
dex. dex, the expected distance between the vehicle and its front 
vehicle, is calculated as: 
 
0
max2
ex
v v
d d Tv
a b

= + +
                    (21) 
where d0 and T are the minimum relative distance and the time 
interval, which are predefined to ensure safety. b is the decel-
eration rate to improve driving comfort. 
MOBIL determines to change lane when the target lane sat-
isfies both the safety and incentive conditions. The two condi-
tions are respectively as: 
 
af
n safea b −                                 (22) 
 
[( ) ( )]af be af be af bee e n n o o tha a p a a a a a− + − + −  (23) 
where abee, abeo, aben are the accelerations of the vehicle, its 
follower at the initial lane, its follower at the target lane before 
lane changing. aafe, aafo, aafn are the accelerations of the vehicle, 
its follower at the initial lane, its follower at the target lane after 
lane changing. bsafe is the deceleration limit and ath is the ac-
celeration threshold. p is named as the politeness coefficient to 
meet a trade-off between the vehicle and its followers. 
TABLE V 
THE DEFAULT CONFIGURATION OF THE IDM AND MOBIL 
Symbol Meaning Values 
amax Maximum acceleration 6 m/s2 
δ Acceleration argument 4 
d0 Minimum relative distance 10 m 
T Safe time gap 1.5 s 
b Comfortable deceleration rate 5 m/s2 
bsafe Safe deceleration limit 2 m/s2 
p Politeness factor 0.001 
ath Acceleration threshold 0.2 m/s2 
To avoid crash the vehicle that is changing lane, the follower 
at the target lane may have to decelerate. The safety condition 
means that the deceleration should not exceed the deceleration 
limit to ensure safety. The incentive condition requires that the 
integrated benefit of the vehicle and its followers’ acceleration 
is bigger than the threshold. 
C. Low-level Controller of Vehicles 
With the input including reference speed and target lane, the 
low-level controller translates them into the vehicle accelera-
tion and the steering angle. The vehicle acceleration a is con-
trolled by a proportional controller and calculated as: 
 
( )p exa K v v= −                              (24) 
where Kp is the acceleration control gain, vex is the expected 
speed. The controller of steering angle δ is a proportion-
al-derivative controller: 
 
, ,ex lat p lat latv K d= −                            (25) 
                                  
,
arcsin( )
ex lat
ex L
v
v
 = +                       (26) 
                                     
, ( )p exK   = −                              (27) 
                                    
1
arcsin( )
2
rl
v
 =                               (28) 
where Kp,lat and Kp,θ are the position and heading control gains, 
vex,lat is the expected lateral speed, dlat is the lateral distance 
between the vehicle and the center-line of the target lane, θL is 
the target lane heading, θex is the expected heading, and θ is the 
current heading. 
D. Kinematics of Vehicles 
A Kinematic Bicycle Model [27] is utilized in this work for 
capturing vehicle motion. In the proposed bicycle model, the 
right and left wheels of the car are combined into a single wheel 
to describe the vehicle motion, as illustrated in Fig. 3. Besides, 
this model assumes that only the front wheel can steer, and the 
wheels have no sliding. 
 
Fig. 3.  The kinematic bicycle model. 
Two inputs of the model are the steering angle of the front 
wheel δ and the acceleration a. The motion trajectories of the 
center of the gravity can be achieved with the input as: 
 
cos( )cx v  = +                                 (29) 
sin( )cy v  = +                                 (30) 
a v=                                          (31) 
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Fig. 4. Normalized reward trajectories in four DRL methods: DQL, Double DQL, Dueling DQL and PR-DQL. 
 
Fig. 5. Average speed curves of the ego vehicle in the four compared DQL algorithms. 
 
sin
r f
v
l l

 =
+
                                      (32) 
1 tantan ( )
( )
r
r f
l
l l

 −=
+
                              (33) 
where (xc, yc) is the position of the center of gravity, θ is the 
heading of the bicycle, β is the slip angle at the center of grav-
ity, lr is the distance between the center of the front wheel and 
the center of gravity, lf is the distance between the center of the 
rear wheel and the center of gravity. The realization of four 
DQL-based decision-making problem is conducted in Python 
[28] with the highway environment. 
IV. EXPERIMENTS AND DISCUSSION 
In this section, the simulation results of four DRL methods 
are discussed and analyzed. First, the learning process of these 
approaches is compared, including the rewards and state 
variables. Then, the convergent procedure of DRL algorithms 
is elaborated. The merits of variations in the DQL technique are 
given. Finally, an evaluation experiment is conducted to apply 
these trained decision-making strategies for a similar test. 
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Fig. 7. Error of Q-table in four compared DRL methods to indicate the convergence rate. 
A. Learning Process of DRL Methods 
For convenience, the approaches introduced in Section II are 
called DQL, Double DQL, Dueling DQL, and PR-DQL in the 
following content. The Double DQL algorithm is proposed to 
avoid the overestimation of the value function. Dueling DQL is 
constructed to underline the advantage of control action choice. 
PR-DQL is utilized to improve learning efficiency by 
increasing the priority of some sample experiences. In these 
four methods, the parameters set are the same. The total epoch 
is 2000, and the duration of the driving scenario is 100 (which 
means the maximum value of the reward is 100). The discount 
factor γ and learning rate α are 0.8 and 0.2. The lane number is 3, 
and the number of surrounding vehicles is 15. The reward 
function is the combination of vehicle speeds and collision 
conditions. 
This subsection explains the learning process of these four 
algorithms in the freeway decision-making problem. Fig. 4 
shows the different types of normalized reward trajectories, 
including the raw points, original lines, smooth lines, and linear 
fits. The reward would increase along with episode number. It 
indicates the ego vehicle becomes more familiar with the 
driving environments via a trial-and-error procedure. In the 
cases of smooth lines and linear fits, it is obvious that Dueling 
DQL has the best performance. Its reward is always higher than 
the other three methods. Double DQL and PR-DQL have nearly 
the same effect, which is better than DQL. 
The vehicle speed and traveling distance are selected as the 
state variables in this work. The average speed in these four 
control cases is depicted in Fig. 5. Since the higher vehicle 
speed would lead to greater reward, the velocity curves are able 
to reflect the merits of decision-making policy. Due to the 
advantage function in Dueling DQL, this algorithm also has the 
best control performance. In the other three cases, PR-DQL has 
a better speed trajectory. Double DQL is the same as DQL. 
 
Fig. 6. Traveling distances of the ego vehicle are compared for estimation of 
control performance.  
Furthermore, the traveling distances of the ego vehicle are 
displayed in Fig. 6. The boxplot figures are used to describe 
2000 (episode number is 2000) sample data in each algorithm. 
It can be discerned that the Dueling DQL has the biggest trav-
eling distance. Moreover, the median of Dueling DQL is also 
the largest. In this comparison, PR-DQL is better than double 
DQL and DQL. Thus, it can be observed that the deci-
sion-making strategy from Dueling DQL has the best learning 
efficiency in this freeway problem. 
B. Convergent Procedure of DRL Algorithms 
This subsection compares the convergence rate of the above 
four DRL techniques. As described in Section II, the main 
difference between RL and DRL is applying a neural network 
to approximate the Q-table. In DQL and PR-DQL, there is only  
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Fig. 9. Normalized values of reward in the testing experiments in four DQL algorithms. 
one neural network, but in the other two methods, there are two 
networks. To express the convergence rate of different DRL 
algorithms, the mean discrepancy of Q-table and cumulative 
rewards are often compared. 
 
Fig. 8. Accumulated rewards in DQL, Double DQL, Dueling DQL, and 
PR-DQL. 
Fig. 7 describes the four shapes of error of Q-table in these 
four control cases. The principal impact of the value is the 
training of neural networks. From the figures of linear fits and 
functional fit, the PR-DQL has the fastest convergence rate. 
This is attributed to the chosen rule of sample experiences in 
PR-DQL. In DQL, there is only one network, and thus DQL is 
better than Double DQL and Dueling DQL. Furthermore, the 
convergent procedure of Dueling DQL is slowest. Hence, alt-
hough the performance of Dueling DQL is best, it consumes the 
most training time. For different studying problems, the dif-
ferent DRL should be selected (e.g., if the problem does not 
care about the time, Dueling DQL can be chosen). 
Moreover, the accumulated rewards in (1) of different algo-
rithms are given in Fig. 8. It is the sum of the current reward and 
discounted future rewards. Since the reward is influenced by 
the control actions, these curves could be utilized to evaluate 
the decision-making policies. It can be noticed that the values in 
Dueling DQL are larger than those in the other three methods. 
Double DQL is almost the same as the PR-DQL. The uptrend of 
cumulative reward shows the ego vehicle would be familiar 
with the driving environments. These results also imply that the 
Dueling DQL algorithm is more compatible with the deci-
sion-making problem on the freeway. 
C. Testing Experiments for Trained Policies 
In this subsection, the trained four decision-making policies 
are verified in a similar driving scenario. The testing number of 
episodes is 10. The number of lanes and surrounding vehicles is 
still 3 and 15. However, the speed and position of these vehicles 
are always random, and thus the trained strategies need to adapt 
to this driving situation. According to the values of reward, it 
can be noticed that the collision happens or not. Thus, we could 
recognize these decision-making policies can handle the un-
certainties or not. 
First, the normalized reward in each testing episode is de-
picted in Fig. 9. Many characteristics can be discerned from this 
figure. PR-DQL has the maximum value of the reward (re-
ward=1). DQL has the minimum value (reward=0.449), and the 
rewards in this case are unstable. Double DQL and Dueling 
DQL are very steady, but Dueling DQL is better than the for-
mer. Furthermore, the values of reward in Dueling DQL are 
nearly the same and very high, which implies that the DRL 
algorithm is suitable for the decision-making problem on the 
freeway. In most cases, three variations of DQL are better than 
the common DQL, which means these changes are necessary. 
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Fig. 10. Control action trajectories from four compared approaches (DQL, Double DQL, Dueling DQL and PR-DQL) in the testing environment. 
  
To indicate the decision-making policies from different 
methods are not exactly the same. The control actions chosen 
from four individual episodes are compared in Fig. 10. The 
episode index in these four techniques in Fig. 9 is 6, 2, 3, and 10, 
respectively, which indicates the best performance in each 
method. The control actions are labeled as 5 indexes. They 
represent the commands of changing left lane, idling speed, 
changing right lane, running slower, and running faster, re-
spectively. These control actions are different, which means the 
relevant decision-making policies are different. It leads the 
differences in control performance and convergence rate. From 
the above discussion, the Dueling DQL has the best effects in 
the freeway decision-making problem. However, it has the 
longest training time. Finally, the suggestion for selecting the 
DQL algorithm for a similar decision-making problem is: if 
your studied problem has excellent complexity, the PR-DQL is 
recommended, otherwise, the Dueling DQL is suggested. 
V. CONCLUSION 
Four DQL algorithms are compared in the decision-making 
problem for autonomous vehicles on the freeway. The realiza-
tion workflows of these four methods are first given. Then, the 
driving scenario and a bi-level control framework are con-
structed to regulate the behaviors of the ego vehicle and its 
surrounding vehicles. Simulation results discussed the learning 
process, convergence rate, and testing experiments of these 
four approaches. The choices for DQL algorithms in similar 
problems depend on the complexity of the research problem. In 
conclusion, Dueling DQL and PR-DQL are recommended. 
Future work includes two aspects. One is applying the deci-
sion-making policies in the visualization software. Another is 
using real-world driving data to assess the property of the de-
rived decision-making strategies. 
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