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RODIER TYPE THEOREM FOR GENERALIZED PRINCIPAL SERIES
CAIHUA LUO
Abstract. Given a regular supercuspidal representation ρ of the Levi subgroup M of a standard
parabolic subgroup P = MN in a connected reductive group G defined over a non-archimedean
local field F , we serve you a Rodier type structure theorem which provides us a geometrical
parametrization of the set JH(IndG
P
(ρ)) of Jordan–Ho¨lder constituents of the Harish-Chandra
parabolic induction representation IndG
P
(ρ), vastly generalizing Rodier structure theorem for P =
B = TU Borel subgroup of a connected split reductive group about 40 years ago. Our novel
contribution is to overcome the essential difficulty that the relative Weyl group WM = NG(M)/M
is not a coxeter group in general, as opposed to the well-known fact that the Weyl group WT =
NG(T )/T is a coxeter group. Indeed, such a beautiful structure theorem also holds for finite
central covering groups.
1. introduction
Following Harish-Chandra’s “philosophy of cusp forms” which culminates in the Langlands classi-
fication theorems under parabolic induction both locally and globally, a longstanding local problem
is to understand the decomposition structures of parabolic inductions, especially those inducing from
supercuspidal representations which are the so-called generalized principal series. Among those par-
abolic inductions, there are two extreme cases, namely unitary parabolic inductions and regular
generalized principal series of which many mathematicians have devoted their efforts to describe the
corresponding internal structures. To be more precise,
● Tempered parabolic induction: Knapp–Stein R-group theory and its explicit structures (Bruhat,
Harish-Chandra, Knapp–Stein, Jacquet, Casselman, Howe, Silberger, Winarsky, Keys, Shahidi,
Goldberg etc).
● Principal series : a. Muller’s irreducibility criterion for principal series [Mul]; b. Rodier’s
structure theorem for regular principal series [Rod81].
So one might ask the following natural questions:
Q1 ∶ What is the irreducibility criterion for generalized principal series in terms of Muller?
Q2 ∶ What is the story of Rodier structure theorem for regular generalized principal series?
The first question in principal should be doable after Muller’s work, but we have not seen any liter-
ature and will write down the details separately (cf. [Luo18a]). As for the second question, without
the far-reaching Langlands–Shahidi theory built up by Shahidi in the early 1990s (cf. [Sha90]),
it seems that one cannot push Rodier’s theorem further to regular generalized principal series if
following Rodier’s paper completely, especially the argument of Proposition 3. On the other hand,
for general parabolic subgroup P = MN ⊃ B = TU in G, it is well-known that the relative Weyl
group WM = NG(M)/M is not a coxeter group, as opposed to the Weyl group WT = NG(T )/T .
To overcome those difficulties, we do some general observations which enable us to deal with gen-
eralized principal series in the way of dealing with principal series of split group. To be precise,
let X(M)F be the group of F -rational characters of M , we set a⋆M ∶= X(M)F ⊗Z R. We denote
by ΦM the set of reduced relative roots of M in G, by ∆M the set of relative simple roots de-
termined by N . Let Φ0M be the set of those relative roots which contribute reflections in WM .
Denote by W 1M ∶= {w ∈ WM ∶ w.(Φ
0
M)
+ > 0} and by W 0M the “small” relative Weyl group, i.e.
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W 0M ∶= ⟨wα ∶ α ∈ Φ0M ⟩ . Define IndGP (ρ) to be the generalized principal series inducing from the par-
abolic subgroup P = MN to G with ρ a supercuspidal representation of M . If ρ is regular, i.e.
Wρ ∶= {w ∈ WM ∶ w.ρ = ρ} = {1}, we say that IndGP (ρ) is a regular generalized principal series.
Concerning the fact that WM is not a coxeter group in general, we (re)discover two key observations
as follows:
(i) (see Lemma 3.2)
WM =W 0M ⋊W
1
M .
(ii) (see Lemma 3.3)) For w ∈W 0M and w1 ∈W
1
M , we have,
IndGP (ρw) ≃ IndGP (ρww1).
Very recently, we learned that the first observation is an old result of Lusztig and has since been
applied creatively in [Lus76, Lemma 5.2], [HL80, Corollary 2.3], [Mor93] and [BH99]. Another
observation concerns the uniformity of the location of the unique pole of co-rank one Plancherel
measures, please see Theorem 4.1 for details (cf. [Sil80] for the uniqueness claim). For regular
supercuspidal representation ρ of M , we denote by S the set of those positive relative coroots α∨
with α ∈ Φ0M such that the co-rank one Plancherel measure µα(⋅) has a pole at ρ. Denote by 0a∗M
the relative “small” root space
0
a
⋆
M ∶= SpanR{α ∶ α ∈ Φ0M},
and by C+M the relative positive dominant Weyl chamber in
0
a
∗
M determined by P .
In view of those structures, Rodier’s argument in [Rod81] applies seamlessly to generalized prin-
cipal series which says that
Theorem 1.1. (Rodier Type Structure Theorem i.e. Theorem 3.4) The constituents piΓ of the
regular generalized principal series IndGP (ρ) are parameterized by the connected components Γ of
0
a
⋆
M − ⋃
α∨∈S
Ker(α∨)
satisfying the following property:
the Jacquet module rP (piΓ) of piΓ with respect to P is equal to
⊕
wC+
M
⊂Γ
ρw.
As an essential input for the determination of the square-integrable/tempered constituents of
IndGP (ρ), we need the following key claim:
Theorem 1.2. (cf. Theorem 4.1) Keep the notions as before. The set S is linearly independent.
Denote by ωρ the real unramified character of M , i.e. ωρ ∈ a∗M , such that the central character of
ω−1ρ ρ is unitary. Let
+
a
⋆
M (resp. +a¯⋆M) be the set of such χ ∈ a⋆M of the form
χ = ∑
α∈∆M
xαα,
with all the coefficients xα > 0 (resp. xα ≥ 0). Denote by a∗+M (resp.a¯∗+M ) the (resp. closure of)
dominant Weyl chamber in a∗M determined by ∆M . Without loss of generality, we assume that
ωρ ∈ a¯∗+M and write Γ+ = ⋂
α∨∈S
(α∨)−1(R+). As applications of those theorems, we first prove a
sufficient and necessary condition for the existence of square-integrable/tempered constituents as
follows:
Proposition 1.3. (cf. Proposition 5.2) Keep the notions as before. JH(IndGP (ρ)) contains at most
one square-integrable constituent. Moreover the representation piΓ is square-integrable if and only if
0
a
∗
M = a
∗
M = SpanR{α ∶ α∨ ∈ S} and Γ = Γ+.
Proposition 1.4. (cf. Proposition 5.3) Keep the notions as before. JH(IndGP (ρ)) contains at most
one tempered constituent. Moreover the representation piΓ is tempered if and only if ωρ restricting
to the subgroup ⋂
α∨∈S
Ker(α∨) of M is unitary and Γ = Γ+.
Along the way, we also provide a simple proof of Casselman–Shahidi’s main theorem [CS98,
Theorem 1] which says that
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Theorem 1.5. (cf. Theorem 6.2) For the standard representation IndGP (ρ) with ρ a generic su-
percuspidal representation of the Levi subgroup M of a standard parabolic subgroup P = MN in a
connected quasi-split reductive group G, we have that
the unique generic subquotient of IndGP (ρ) is a subrepresentation.
At last, we would like to mention that Tadic´ has worked out Rodier type structure theorem for
quasi-split groups GSp2n, Sp2n and SO2n+1 for which he does not have to overcome any difficulties
as mentioned above (cf. [Tad98]).
In the end, we give the outline of the paper. In Section 2, some necessary notions of represen-
tation theory are introduced. In Section 3, we will first state and prove the Rodier type structure
theorem for regular generalized principal series which roughly speaking is a parametrization of the
associated Jordan–Ho¨lder set JH(IndGP (ρ)). In Section 4, we prove the linear independence prop-
erty of the set S. Section 5 is about the parametrization/characterization of the constituents of
discreteness/temperedness of generalized principal series, while the determination of the generic
constituents will be discussed in Section 6. The last section is to see how Aubert duality behaves
under our setting.
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I would like to thank Professor Marko Tadic´ for patiently answering my questions, and thank Max
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2. preliminaries
2.1. Weyl group. Let G be a connected reductive group defined over a non-archimedean local field
F of characteristic 0. For our purpose, it is no harm to assume that the center ZG of G is compact.
Denote by ∣ − ∣F the absolute value, by w the uniformizer and by q the cardinality of the residue
field of F . Fix a Borel subgroup B = TU of G with T a minimal Levi subgroup and U a maximal
unipotent subgroup of G, and let P =MN be a standard parabolic subgroup of G with M the Levi
subgroup and N the unipotent radical.
Let X(M)F be the group of F -rational characters of M , and set
aM =Hom(X(M)F ,R), a⋆M,C = a⋆M ⊗R C,
where
a
⋆
M =X(M)F ⊗Z R
denotes the dual of aM . Recall that the Harish-Chandra homomorphism HP ∶M Ð→ aM is defined
by
q⟨χ,HP (m)⟩ = ∣χ(m)∣F
for all χ ∈X(M)F .
Next, let Φ be the root system of G with respect to T , and Φ+ (resp. ∆) be the set of positive
(resp. simple) roots determined by U . For α ∈ Φ, we denote by α∨ the associated coroot, and by wα
the associated reflection in the Weyl group W of T in G with
W =WT ∶= NG(T )/T = ⟨wα ∶ α ∈ Φ⟩ .
The walls in a⋆T are the hyperplanesKer α
∨. TheWeyl chambers in a⋆T are the connected components
of the set
a
⋆
T − ⋃
α∈Φ+
Ker α∨
on which the Weyl group W acts simply transitively (cf. [Spr10]). We denote by C+ the dominant
Weyl chamber determined by B. Denote by wG0 the longest Weyl element in W , and similarly by
wM0 the longest Weyl element in the Weyl group W
M of a Levi subgroup M .
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2.2. Relative Weyl group. Likewise, we denote by ΦM (resp. Φ
+
M ) the set of reduced relative
(resp. positive) roots of M in G, by ∆M the set of relative simple roots determined by N and by
WM ∶= NG(M)/M the relative Weyl group ofM in G. In general, a relative reflection ωα ∶= wMα0 wM0
with respect to a relative root α does not preserve our Levi subgroup M . Denote by Φ0M (resp.(Φ0M)+) the set of those relative (resp. positive) roots which contribute reflections in WM . It is easy
to see that WM preserves ΦM , and further Φ
0
M as well, as ωw.α = wωαw
−1. Note that WM in general
is larger than the one generated by those relative reflections, for example,
M ≃ GL1 ×GL3 ⊂ SO8,
whereWM ≃ Z/2Z, while there are no relative reflections preservingM . For other parabolic subgroup
P ′ =MN ′, we denote ΦM(P ′) to be the set of reduced relative roots determined byN ′. In particular,
if P ′ = P , then ΦM(P ) = Φ+M .
For our purpose, we define the “small” relative Weyl group W 0M ⊂ WM to be the one generated
by those relative reflections, i.e.
W 0M ∶= ⟨wα ∶ α ∈ Φ0M⟩ .
It is easy to see that, as wωαw
−1 = ωw.α for α ∈ Φ0M and w ∈WM ,
W 0M ✁WM .
The relative walls in the “small” character vector spaces
0
a
⋆
M ∶= SpanR{α ∶ α ∈ Φ0M}
are those hyperplanes Ker α∨ which contribute reflections in WM . The relative Weyl chambers are
the connected components of the set
0
a
⋆
M − ⋃
α∈(Φ0
M
)+
Ker α∨
on which the “small” relative Weyl group W 0M acts. An observation is that
W 0M acts simply transitively on the set of relative Weyl chambers,
which follows from the fact that Φ0M is a root system, may not be irreducible. Denote by ∆
0
M the
relative simple roots of Φ0M . Note that Φ
0
M is quite different with ΦM in general, as well as ∆
0
M and
∆M , for example,
M ≃ GL2 ×GL4 ⊂ SO12,
where ∆M = {e1 − e2, e2} ⊂ ΦM = { ± e1 ± e2,±e1,±e2}, while ∆0M = {e1, e2} ⊂ Φ0m = { ± e1,±e2}.
We denote by C+M the relative dominant Weyl chamber in
0
a
⋆
M determined by P . Recall that the
canonical pairing
⟨−,−⟩ ∶ a⋆M × aM Ð→ Z
suggests that each α ∈ ΦM will enjoy a one parameter subgroup Hα∨(F ×) ofM satisfying: for x ∈ F ×
and β ∈ a⋆M ,
βα(x) ∶= β(Hα∨(x)) = x⟨β,α∨⟩.
2.3. Parabolic induction and Jacquet module. For P =MN a parabolic subgroup of G and an
admissible representation (σ,Vσ) (resp. (pi,Vpi)) of M (resp. G), we have the following normalized
parabolic induction of P to G which is a representation of G
IndGP (σ) ∶= {smooth f ∶ G→ Vσ ∣ f(nmg) = δP (m)1/2σ(m)f(g),∀n ∈ N,m ∈M and g ∈ G}
with δP stands for the modulus character of P , i.e., denote by n the Lie algebra of N ,
δP (nm) = ∣det Adn(m)∣F ,
and the normalized Jacquet module rP (pi) with respect to P which is a representation of M
piN ∶= Vpi/ ⟨pi(n)e − e ∶ n ∈ N,e ∈ Vpi⟩ .
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2.4. Co-rank one reducibility. For α ∈ ΦM , let Mα ⊃ M be the co-rank one Levi subgroup
determined by α, co-rank one reducibility means the reducibility of those IndMαP∩Mα(σ) for α ∈ ΦM .
Notice that IndMαP∩Mα(σ) is always irreducible if α ∉ Φ0M (cf. [Sil80]), so we will only talk about the
co-rank one reducibility associated to those α ∈ Φ0M in the paper.
2.5. Whittaker model. For this purpose, we shall assume that G is quasi-split. For each root
α ∈ Φ, there exists a non-trivial homomorphism Xα of F into G such that, for t ∈ T and x ∈ F ,
tXα(x)t−1 =Xα(α(t)x).
We say a character θ of U is generic if the restriction of θ to Xα(F ) is non-trivial for each simple
root α ∈ ∆. Then the Whittaker function space Wθ of G with respect to θ is the space of smooth
complex functions f on G satisfying, for u ∈ U and g ∈ G,
f(ug) = θ(u)f(g),
i.e. Wθ = IndGU(θ). We say an irreducible admissible representation pi of G is θ-generic if
pi
G−equiv.ÐÐÐÐÐÐ→
non−trivial
Wθ.
2.6. Square-integrability/Temperedness. In what follows, we recall Casselman’s square-integrability
and temperedness criterion. For our purpose, we only state it under the condition that the inducing
datum ρ is supercuspidal, i.e. pi ∈ JH(IndGP (ρ)) with ρ supercuspidal representation of M , here
JH(−) means the set of Jordan–Ho¨lder constituents.
Let +a⋆M (resp. +a¯⋆M) be the set of such χ ∈ a⋆M of the form
χ = ∑
α∈∆M
xαα,
with all the coefficients xα > 0 (resp. xα ≥ 0). Denote by a∗+M (resp.a¯∗+M ) the (resp. closure of)
dominant Weyl chamber in a∗M determined by ∆M . For an admissible representation (τ, Vτ ) of M ,
we define the set Exp(τ) of exponents of τ as follows:
Exp(τ) = {χ ∈ a⋆M,C ∶ Vτ [χ] ≠ 0},
where ZM is the center of M and
Vτ [χ] = {e ∈ V ∶ ∃d ∈ N,∀t ∈ ZM , (τ(t) − χ(t))de = 0}.
Keep the notation as above, pi ∈ JH(I(ν, σ)) is square-integrable (resp. tempered) if and only if for
each standard parabolic subgroup Q = LV associated to P =MN , i.e. L and M are conjugate,
Re(Exp(piV )) ⊂ +a⋆M (resp. +a¯⋆M).
3. rodier type structure theorem of generalized principal series
Recall that an irreducible supercuspidal representation τ of M is called regular in G if the only
element w ∈ WM such that τw ≃ τ is the identity element. A parabolic induction IndGP=MN (ρ) is
called a generalized principal series if the inducing data ρ is a supercuspidal representation of the
Levi subgroup M of P . Furthermore, if our inducing data is a regular supercuspidal representation,
we call the associated induced representation a regular generalized principal series. In this section,
we will first recall Rodier’s structure theorem of the constituents of regular principal series of split
groups (see [Rod81, Theorem, Pg.418]), then extend it to regular generalized principal series of
arbitrary connected reductive group and its finite central covering group.
Recall that in [Rod81], for a regular character χ of the torus T of the Borel subgroup B = TU
of a connected split reductive group G, let S be the set of coroots α∨ such that χα = ∣ ⋅ ∣, and
−S ∶= {−α∨ ∶ α ∈ S}. Then
Theorem 3.1 (Rodier structure theorem). (see [Rod81, Theorem, Pg. 418])
The constituents piΓ of the regular principal series Ind
G
B(χ) are parameterized by the connected
components Γ of
a
⋆
T − ⋃
α∨∈S
Ker(α∨)
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satisfying the following property:
the Jacquet module rB(piΓ) of piΓ with respect to B is equal to
⊕
wC+⊂Γ
χw.
Before turning to our Rodier type structure theorem for regular generalized principal series of
arbitrary connected reductive groups, we first investigate the main ideas behind Rodier structure
theorem which has not been pointed out explicitly in [Rod81]. Once those ideas are streamlined
clearly, it would be readily to see how simple yet beautiful our Rodier type structure theorem is.
For regular principal series IndGB(χ), we have that, as representations of T ,
rB(IndGB(χ)) = rB(Ind
G
B(χ
w)) = ⊕
w′∈WT
χw
′
,
for any w ∈WT . Applying Frobenius reciprocity, we know that IndGB(χ
w) has a unique irreducible
subrepresentation, and
HomG(IndGB(χ
w), IndGB(χ
w′)) ≃ C
for any w, w′ ∈WT .
As the Jacquet module functor is exact (cf. [BZ77, Cas95, Wal03]), so for any pi ∈ JH(IndGB(χ))
and any w ∈ WT , we know that pi is of multiplicity at most one in IndGB(χ
w) and is uniquely
determined by its Jacquet module rB(pi) with respect to B. Moreover, for any χw ∈ rB(pi),
IndGB(χ
w) ≃ IndGB(χ
w′) if and only if χw
′
∈ rB(pi).
Therefore, the determination of the set JH(IndGB(χ)) of the constituents of Ind
G
B(χ) is equivalent to
determining the orbits O of the set {χw ∶ w ∈WT } under the equivalent relation ∼: for w, w′ ∈WT ,
χw ∼ χw
′
if and only if A(w,w′) is an isomorphism,
where A(w,w′) is the unique, up to scalar, non-zero G-equivalent homomorphism in
HomG(IndGB(χ
w), IndGB(χ
w
′
)) ≃ C.
For simplicity, we will abbreviate those intertwining operators A(w,w′) as A in what follows.
The next step is to give a characterization of those pairs (w,w′) ⊂WT satisfying
IndGB(χ
w) ≃ IndGB(χ
w′).
Let us first take a look at the simple basic case, i.e. the pairs (w,w′) with w′ = wwα for some simple
root α. That is to say
wC+ and w′C+ share the same wall Ker(w.α∨).
For such a pair, via the induction by stage property of parabolic inductions and the uniqueness
property of the intertwining operators A, we have also the induction by stage property of A, i.e. the
following diagram commutes:
IndGB(χ
w) A // IndGB(χ
wwα)
IndGPα ○ Ind
Mα
B∩Mα
(χw)
Ind(A)
// IndGPα ○ Ind
Mα
B∩Mα
(χwwα),
where Pα =MαNα is the co-rank one parabolic subgroup associated to the simple root α (cf. [Sil79]).
Whence
IndGB(χ
w) ≃ IndGB(χ
wwα)
if and only if
IndMαB∩Mα(χ
w) ≃ IndMαB∩Mα(χ
wwα)
if and only if
(⋆) (χw)α = χw.α ≠ ∣ ⋅ ∣±1.
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Moreover, if (⋆) does not hold, i.e. χw.α = ∣ ⋅ ∣±1, which is to say that IndMαB∩Mα(χ
w) is reducible,
then the Jacquet modules of Ker(A) and Im(A) with respect to B are as follows:
(⋆⋆) rB(Ker(A)) = rB ○ IndGPα(Ker(A)) = ⊕
w′′∈WT ∶ w′′−1.α>0
χww
′′
and
rB(Im(A)) = rB ○ IndGPα(Im(A)) = ⊕
w′′∈WT ∶ w′′−1.α>0
χwwαw
′′
,
which follow from Bernstein–Zelevinsky geometrical lemma (see [BZ77, Cas95, Wal03]). Notice that
any coroot β′∨ corresponding to a positive root β′ satisfies the following relations:
⟨w′′.β, w′′.β′∨⟩ = ⟨β, β′∨⟩ > 0 for any β ∈ C+ and any w′′ ∈WT .
In particular,
⟨β, α∨⟩ > 0 and ⟨β, w′′−1.α∨⟩ = ⟨w′′.β, α∨⟩ > 0 for any β ∈ C+ and any w′′ ∈WT s.t. w′′−1.α > 0.
Thus we obtain a geometrical characterization of the double coset
Pα/G/B = {w′′ ∈WT ∶ w′′−1.α > 0} = {w′′ ∈WT ∶ w′′C+ and C+ are on the same side of Ker(α∨)}.
Applying the same argument as above after conjugating C+, α and w′′ by w, we know that the
Jacquet module rB(Ker(A)) of Ker(A) in (⋆⋆) is equal to
rB(Ker(A)) =⊕
w′′
χw
′′
,
where w′′ runs over those Weyl elements in WT such that
wC+ and w′′C+ are on the same side of Ker(w.α∨).
Analogously,
(SB) rB(Im(A)) =⊕
w′′
χw
′′
,
where w′′ runs over those Weyl elements in WT such that
w′C+ and w′′C+ are on the same side of Ker(w.α∨).
At last, we would like to emphasize that the condition (⋆) is equivalent to saying that
the co-rank one parabolic induction associated to w.α is irreducible.
Such a condition is the right language we need in our statement of Rodier type structure theorem
later on.
Now we turn to the discussion of the general case, i.e. the pairs (w,w′) with w′ = wwα1⋯wαs
for some simple roots α1,⋯, αs. We require that such a decomposition is minimal in the sense that
it gives rise to a minimal gallery between wC+ and w′C+ (see [Cas95, Section 1.2]), i.e. w−1w′ =
wα1⋯wαs is a reduced decomposition. Thus we have (see [Spr10, Lemma 8.3.2])
(RD) R(w−1w′) ∶= {α ∈ Φ+ ∶ (w−1w′).α < 0} = {αs, wαs .αs−1, ⋯, (wαs⋯wα2).α1}.
The key observation for the general case is to show that
(KO) A(w,w′) = A(wwα1⋯wαs−1 ,w′) ○ ⋯ ○A(wwα1 ,wwα1wα2) ○A(w,wwα1),
where A(w1,w2) is the unique, up to scalar, nonzero intertwining operator in
HomG(IndGB(χw1), IndGB(χw2)) ≃ C,
for any w1, w2 ∈WT .
Before moving to the proof of the claim (KO), we first discuss its implication to our previous
question, i.e. when is A(w,w′) an isomorphism?
Given (KO), it is easy to see that A(w,w′) is an isomorphism if and only if
{w.α∨1 ,wwα1 .α∨2 ,⋯,wwα1⋯wαs−1 .α∨s}⋂(S⋃−S) = ∅.
Thus Rodier structure theorem, i.e. Theorem 3.1 holds.
In what follows, we finish the proof of our claim (KO). To show the equality (KO) is to show
that the composition map on the right hand side is nonzero, i.e. the Jacquet module of its image is
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nonzero. Notice that the Jacquet module of its image on the right hand side of (KO) with respect
to B is equal to
Jim ∶= rB(Im(A(w,wwα1)))⋂ rB(Im(A(wwα1 ,wwα1wα2)))⋂⋯⋂ rB(Im(A(wwα1⋯wαs−1 ,w′))),
which follows from the simple fact that Jacquet module is invariant under isomorphism. Then it
reduces to show that Jim ≠ 0. Recall that (SB) says:
rB(Im(A(w,wwα1))) =
{w′′ ∈WT ∶ wwα1C+ and w′′C+ are on the same side of Ker(w.α∨1)},
rB(Im(A(wwα1 ,wwα1wα2))) =
{w′′ ∈WT ∶ wwα1wα2C+ and w′′C+ are on the same side of Ker(wwα1 .α∨2)},
...
rB(Im(A(wwα1 . . . wαs−1 ,w′))) =
{w′′ ∈WT ∶ w′C+ and w′′C+ are on the same side of Ker(wwα1 . . . wαs−1 .α∨s )}.
From the expression of R(w−1w′) in (RD), it is readily to check that
χw
′
∈ Jim,
whence the claim (KO) holds.
At last, we would like to see what explicit form of the set Jim is for its own sake. As
Jim⋃Jer = {w′′ ∈WT ∶ χw′′} and Jim⋂Jer = ∅
where Jer ∶=
rB(Ker(A(w,wwα1)))⋃ rB(Ker(A(wwα1 ,wwα1wα2)))⋃⋯⋃ rB(Ker(A(wwα1⋯wαs−1 ,w′))),
it is equivalent to determine the set Jer
(KO)
= rB(Ker(A(w,w′))). From the geometrical description
of rB(Ker(A)) in (SB), we obtain that
Jer = rB(Ker(A(w,w′))) = ⊕
w′′∈Y
χw
′′
where Y is the set of w′′ ∈ WT for which there exists a coroot α∨ ∈ S such that the chambers wC+
and w′′C+ are on the same side of the wallKer(α∨), and the chambers wC+ and w′C+ are separated
by the wall. Moreover,
Jim = rB(Im(A(w,w′))) = ⊕
w′′∈WT−Y
χw
′′
.
Now we turn to the discussion of extending Rodier structure theorem, i.e. Theorem 3.1 to regular
generalized principal series for arbitrary connected reductive group and its finite central covering
group. Recall that the key ideas in the proof of Rodier structure theorem for regular principal series
analyzed as above are as follows:
(i) The double coset B/G/B =WT = ⟨wα ∶ α ∈∆⟩ is a coxeter group.
(ii) For a reduced decomposition of w−1w′ = wα1wα2⋯wαs−1wαs , we have
A(w,w′) = A(wwα1⋯wαs−1 ,w′) ○ ⋯ ○A(wwα1 ,wwα1wα2) ○A(w,wwα1).
For general standard parabolic group P =MN of G and supercuspidal representation ρ of M , even
though Bernstein–Zelevinsky geometrical lemma says that only elements in the relative Weyl group
WM ∶= NG(M)/M appear in rP ○ IndGP (ρ) instead of the whole double coset P /G/P , WM is NOT a
coxeter group in general. To overcome such a difficulty, we discover two novel observations in what
follows.
The first observation is about the structure of the relative Weyl group WM . Recall that Φ
0
M
(resp. (Φ0M)+) is the set of those relative (resp. positive) roots which contribute reflections in WM
and W 0M is the “small” relative Weyl group W
0
M ∶= ⟨wα ∶ α ∈ Φ0M ⟩. Notice that ww.α = wwαw−1 for
any w ∈ WM and α ∈ ΦM , we know that WM preserves Φ0M , whence W
0
M ✁WM and Φ
0
M is a root
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system. From the previous analysis of regular principal series, it is readily to see that all previous
arguments works perfectly for the “small” relative Weyl group W 0M which is a coxeter group.
Analogous to the definition of Knapp–Stein R-group, we define
W 1M ∶= {w ∈WM ∶ w.(Φ0M )+ > 0}.
It is easy to see that W 1M is a subgroup of WM , and W
1
M ∩W
0
M = {1}. Then it is natural to guess
that WM =W 0MW
1
M which is stated as the following lemma.
Lemma 3.2. Keep the notation as above. Then we have
WM =W 0M ⋊W
1
M .
Proof. It suffices to show
WM =W 0M .W
1
M .
Recall that Φ0M is a root system with the set of simple roots denoted by ∆
0
M , and WM preserves
Φ0M . Therefore for w ∈WM , we may consider the action of w on ∆
0
M . If
w.∆0M > 0, i.e. w.Φ
0
M > 0,
then by definition, we have w ∈W 1M . Otherwise, there exists some α ∈∆
0
M such that
w.α < 0.
By the decomposition structure of w as reflections as in [MW95], we know that
w = wαw′ with l(w) > l(w′),
where l(−) is the length function. It is easy to see that w′ ∈WM . So the Lemma follows by induction
on the length of w. 
The second observation is about the structure of those “mysterious” intertwining operators
A(w,ww1) with w ∈W 0M and w1 ∈W 1M .
As pointed out previously, we define S to be the set of those relative positive coroots α∨ such
that the co-rank one parabolic induction IndMαP∩Mα(ρ) associated to α ∈ Φ0M is reducible. Notice that
WM ≠W 0M in general, thus the following key Lemma is needed to claim a similar result as Theorem
3.1 for regular generalized principal series.
Lemma 3.3. Keep the notions as above. For any w ∈W 0M and any w1 ∈W
1
M , we have that
A(w,ww1) ∶ IndGP (ρw) Ð→ IndGP (ρww1) is an isomorphism.
Proof. it reduces to show
IndGP (ρ) ≃ IndGP (ρw1),
which follows from the associativity property of intertwining operators (please refer to [Wal03,
IV.3.(4)] for the notions). To be precise, up to non-zero scalar, the non-trivial intertwining operator
A ∶ IndGP (ρ) Ð→ IndGP (ρw1)
is equal to
JP ∣w−1
1
Pw1
(ρw1) ○ λ(w1) ∶ IndGP (ρ) Ð→ IndGw−1
1
Pw1
(ρw1) Ð→ IndGP (ρw1).
By [Wal03, IV.3.(4)], we have
JP ∣w−1
1
Pw1
(ρw1)Jw−1
1
Pw1 ∣P (ρ) =∏ jα(ρ)JP ∣P (ρ),
where α runs over ΦM(P )⋂ΦM(w−11 Pw1)with w−11 Pw1 the opposite parabolic subgroup ofw−11 Pw1.
Notice that
w1.C
+
M = C
+
M ,
so we have
ΦM(P )⋂ΦM(w−11 Pw1)⋂(S⋃−S) = ∅.
Thus, in view of [Sil80, Corollary 1.8],
∏ jα(ρ)JP ∣P (ρ) =∏ jα(ρ) ≠ 0, ∞.
Whence A is an isomorphism. 
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Combining the previous analysis and our key Lemma 3.3, we could now claim our Rodier type
structure theorem for the general case as follows:
Theorem 3.4. (Rodier Type Structure Theorem) Keep the notation as previous. The constituents
piΓ of the regular generalized principal series Ind
G
P (ρ) are parameterized by the connected components
Γ of
0
a
⋆
M − ⋃
α∨∈S
Ker(α∨)
satisfying the following property:
the Jacquet module rP (piΓ) of piΓ with respect to P is equal to
⊕
wC+
M
⊂Γ
ρw.
A direct corollary of Rodier type structure theorm, i.e. Theorem 3.4 is the well-known Harish-
Chandra–Silberger’s irreducibility criterion for regular generalized principal series IndGP (ρ) as fol-
lows:
Theorem 3.5. (see [Sil79, Theorem 5.4.3.7]) If ρ is a regular supercuspidal representation of the
Levi subgroup M of P =MN in G, then the following are equivalent
(i) IndGP (ρ) is irreducible.
(ii) S is an empty set, i.e. no co-rank one reducibility.
Well, to sum up, we would like to emphasis that the previous argument works in a broad sense if
the following two analogous ingredients exist in general
(i) Bernstein–Zelevinsky geometrical lemma (cf. [BZ77, Cas95]).
(ii) Harish-Chandra Plancherel formula theory, especially intertwining operator theory (cf. [Wal03]).
A direct example is that the finite central covering group G̃ of G enjoys those properties listed as
above (cf. [BJ13, Luo17]). Thus we know that
Theorem 3.6. Rodier type structure theorem, i.e. Theorem 3.4 and Theorem 3.5 hold for finite
central covering group G̃.
Another direct corollary of the above structure theorems, i.e. Theorem 3.4 and Theorem 3.6, is
as follows:
Corollary 3.7. Keep the notions as before. If all co-rank one reducibility conditions lie in a Levi
subgroup L of a parabolic subgroup Q = LV in G, then we have
IndGQ(σ) is always irreducible for any σ ∈ JH(IndLL∩P (ρ)).
Indeed, such a natural universal irreducibility structure is a special case of a general phenomenon
[Luo18b, Theorem 2.1].
4. linearly independence of co-rank one reducibility conditions
Recall that P = MN is a standard parabolic subgroup of G, ρ is a regular supercuspidal repre-
sentation of M , ΦM (resp. Φ
∨
M ) is the set of relative reduced roots (resp. coroots) determined by
P and S is the set of those positive relative coroots in Φ∨M such that the associated co-rank one
inductions are reducible. Denote by ρ0 the unitary part of ρ, and by ωρ the real unramified part of
the central character of ρ, i.e. ωρ ∈ a∗M .
As an essential input for the determination of square-integrable/tempered constituents in JH(IndGP (ρ)),
we need to prove the following claim (cf. [Rod81, Proposition 3] for principal series of split groups)
which says that
Theorem 4.1. Keep the notions as before. The set S is linearly independent.
Before turning to the general proof, we first serve you some observations which play a key role in
what follows.
The first observation is about Wρ0 ∶= {w ∈WM ∶ w.ρ0 = ρ0}:
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Let WS be the subgroup of WM ∶= NG(M)/M generated by S, i.e.
WS ∶= ⟨wα ∶ α∨ ∈ S⟩ .
Denote by ΦS the sub-coroot system of ΦM generated by S, i.e.
ΦS ∶= {w.α∨ ∶ α∨ ∈ S,w ∈WS}.
It is easy to see that WS is the Weyl group of ΦS . Notice that for any α
∨ ∈ S, we have
wα.ρ0 = ρ0,
whence ρ0 is fixed by WS , i.e.
WS ⊂Wρ0 .
The second observation is about the uniformity of the unique pole of the co-rank one Plancherel
measure µα(s, ρ0) (please refer to [Wal03, Sil80] for the notion).
It is well-known that a non-tempered co-rank one induction IndMα
P∩Mα
(ρ) associated to α∨ ∈ ΦM
is reducible if and only if the co-rank one Plancherel measure µα(s, ρ0) has a pole at ρ, i.e. (wρ)α ∶=
ωρ ○Hα∨ = ∣ ⋅ ∣±s0 for a unique s0 > 0 (cf. [Sil80]). Such an s0 is uniquely determined by α and ρ0.
Notice that
IndMαP∩Mα(ρ0) ≃ IndMwαP∩Mwα (ρw0 )
for any w ∈ WM , we have µα(s, ρ0) = µw.α(s, ρw0 ) for any α∨ ∈ ΦM . In particular, for w ∈ WS , i.e.
w.ρo = ρ0, we know that
µα(s, ρ0) = µw.α(s, ρ0),
which is to say that
(UF ) Such an s0 is an invariant under a WS-orbit in ΦS .
In view of those two observations, in order to prove Theorem 4.1, it suffices to show that
(CC) there exists a coroot β∨ ∈ ΦS such that (ωρ)β = ∣ ⋅ ∣0 = 1
if the set S is not linearly independent under the assumption that the root system ΦS is irreducible
(cf. [Rod81, Proposition 3]). Note that for irreducible root system ΦS , an easy calculation shows
that WS-orbits are determined uniquely by the lengths of roots, which is at most of two, i.e.
Types An,Dn and En: Single WS-orbit; Types Bn,Cn,G2 and F4: Two WS-orbits.
Denote by S+ the set of those coroot α∨ in S⋃−S such that (ωρ)α = ∣ ⋅ ∣s0 with s0 > 0. Notice that if
there are two coroots α∨1 and α
∨
2 ∈ S
+ of same length such that ⟨α1, α∨2 ⟩ > 0, then wα2 .α∨1 = α∨1 −α∨2 ∈
ΦS , which in turn says that (ωρ)β = 1. Via (CC), we get a contradiction with the regular condition
of ρ. Thus
(OB) ⟨α,β∨⟩ ≤ 0 for any α∨ ≠ β∨ ∈ S+ of same length.
Now we could begin our proof of the claim that S+ is linearly independent case-by-case in terms of
irreducible root types of ΦS as follows:
Proof. Types An,Dn and En: In such a case, ΦS has a single WS-orbit. Then (UF ) says that there
exists s0 > 0 such that for any α∨ ∈ ΦS , IndMαP∩Mα(ρ) is reducible if and only if (ωρ)α = ∣ ⋅ ∣±s0 . In
view of (CC), we know that ωρ is a regular vector w.r.t our root system ΦS . Thus S+ = {α∨ ∈
ΦS ∶ ⟨ωρ, α∨⟩ = s0 is minimal positive}. For such S+, it is well-known that S+ is a base of the root
system ΦS (for example see [McG12, Proposition 19.7]). Whence our claim holds via (CC).
Types Bn,Cn,G2 and F4: In this case, ΦS has two WS-orbits given by the length of roots. Set
those two poles of our co-rank one Plancherel measure to be at s0 > 0 and t0 > 0. Because of (UF ),
we denote S+s0 to be the subset of S
+ consisting of those coroots α∨ ∈ S+ such that (ωρ)α = ∣ ⋅ ∣s0 ,
and denote S+t0 to be the subset of S
+ consisting of those coroots β∨ ∈ S+ such that (ωρ)β = ∣ ⋅ ∣t0 .
Applying the same argument as in the simply-laced case, i.e. Types An,Dn and En, we know that
S+s0 and S
+
t0
are linearly independent respectively, we also know that S+ is linearly independent if
s0 = t0. So it is reduced to deal with the case s0 ≠ t0.
For types Bn and Cn, without loss of generality, we assume that elements in S
+
s0
are of length
2. Observe that for any two different elements β∨1 and β
∨
2 in S
+
t0
, we have ⟨ωρ, β∨1 − β∨2 ⟩ = 0 and
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c(β∨1 − β∨2 ) ∈ ΦS for some c = 1 or 12 , which gives a contradiction with (CC). So S+t0 contains at
most one element. Thus #S+s0 ≥ n−1. After conjugating by a Weyl element in WS , an easy analysis
shows that #S+s0 = n − 1 and
S+s0 = {e1 − e2, e2 − e3,⋯, en−1 − en}.
Whence our claim holds.
For Type G2, we set
ΦS = ±{α,β,α + β,2α + β,3α + β,3α + 2β},
and set ⟨ωρ, α⟩ = a0 > 0 and ⟨ωρ, β⟩ = b0 > 0.
It is easy to check that #S+s0 =#S
+
t0
= 1. Thus our claim holds.
For Type F4, we set all the roots of ΦS to be:
24 roots by αi ∶= ( ± 1,±1,0,0), permuting coordinate positions;
8 roots by βj ∶= ( ± 1,0,0,0), permuting coordinate positions; and
16 roots by γk ∶= (±1
2
,±
1
2
,±
1
2
,±
1
2
) .
It is easy to see that there are at most one βj in S
+. Otherwise ⟨ωρ, β1 − β2⟩ = 0 contradicts (CC).
We set S+s0 to be the subset of those coroots in S
+ which are of length 2. Consider the subroot
system formed by roots of length 1, we know that it is of type D4, thus S
+
t0
could only be a subset
of
{1
2
(1,1,1,1), 1
2
(1,−1,−1,1), 1
2
(1,−1,1,−1), (−1,0,0,0)},
after conjugating by a Weyl element. Observe that applying subtraction on any two roots in
{1
2
(1,1,1,1), 1
2
(1,−1,−1,1), 1
2
(1,−1,1,−1)}
produces a root in ΦS , then (CC) says that there are at most one
β∨ ∈ {1
2
(1,1,1,1), 1
2
(1,−1,−1,1), 1
2
(1,−1,1,−1)}
which belongs to S+t0 . Thus #S
+
t0
≤ 2. On the other hand, consider the subroot system formed by
roots of length 2, we know that it is also of type D4, thus S
+
s0
could only be a subset of
{(1,−1,0,0), (0,1,−1,0), (0,0,1,−1), (0,0,1,1)}
after conjugating by a Weyl element. Observe that
(0,0,1,−1) − (0,0,1,1) = 2(0,0,0,−1) and (1,−1,0,0) − (0,0,1,±1) ∈ ΦS ,
thus (CC) says that #S+s0 ≤ 2 and it is a subset of
{(1,−1,0,0), (0,1,−1,0)}
after conjugating by a Weyl element. But the dimension of ΦS is 4, whence S
+ = S+s0 ⋃S+t0 is linearly
independent. 
Remark 1. From the above arguments, Theorem 4.1 holds also for finite central covering groups once
a covering group version of Silberger’s main theorem in [Sil80] is established.
Let ι be the rank of the center of the Levi subgroup M of P =MN in G, then
Corollary 4.2. Keep the notions as before. The length of the regular generalized principal series
IndGP (ρ) is equal to 2#S which is at most 2ι.
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5. square-integrability
In this section, we would like to investigate the discreteness/temperedness property of the sub-
quotients of the regular generalized principal series IndGP (ρ). For simplicity, we may assume that
the real unramified part ωρ of the central character of ρ lies in a¯
∗+
M , and we define S to be the
set of those relative positive coroots α∨ such that the co-rank one parabolic induction IndMαP∩Mα(ρ)
associated to α ∈ Φ0M is reducible. Among the connected components which index the constituents
in JH(IndGP (ρ)) (see Theorem 3.4), there exists a distinguished one
Γ+ = ⋂
α∨∈S
(α∨)−1(R+)
which plays a key role in what follows.
To start, let us first state a necessary condition concerning Casselman’s square-integrability cri-
terion as follows:
Lemma 5.1. For generalized principal series IndGP (ρ) with ρ regular supercuspidal representation
of the Levi subgroup M of P = MN in G, let S be the set of relative positive coroots such that
the associated co-rank one parabolic inductions are reducible. Then there exists square-integrable
pi ∈ JH(IndGP (ρ)) only if
a
∗
M =
0
a
∗
M = SpanR{α ∶ α∨ ∈ S}.
Proof. This follows from Corollary 3.7 and the fact that a full induced representation is not square-
integrable. One may also refer to a theorem of Silberger (cf. [Sil81, Theorem 3.9.1]). 
Given Lemma 5.1, we could now reinterpret Casselman’s criterion under our setting which says
that
Proposition 5.2. Keep the notions as before. JH(IndGP (ρ)) contains at most one square-integrable
constituent. Moreover the representation piΓ is square-integrable if and only if
0
a
∗
M = a
∗
M = SpanR{α ∶ α∨ ∈ S} and ∣ωwρ (Hα∨(w))∣ < 1
for any root α ∈ C¯+M and any w ∈WM such that wC
+
M ⊂ Γ, or equivalently,
∣ωρ(Hα∨(w))∣ < 1, ∀α ∈ ΦM ∩ Γ¯.
That is to say Γ = Γ+.
Proof. The argument of the uniqueness claim is as follows:
Otherwise, if piΓ1 and piΓ2 are square-integrable, then there exists a wall Ker β
∨, with β∨ ∈ S,
separates Γ1 and Γ2. Hence Γ¯1 ∪ Γ¯2 contains ⋂
β∨≠α∨∈S
Ker α∨ by Theorem 4.1, which in turn says
that there exits 0 ≠ w ∈ a⋆M such that {w,w−1} ⊂ Γ¯1 ∪ Γ¯2. Contradiction.
The only if part follows from Lemma 5.1 and the definition of ωρ ∈ a¯∗+M .
The if part follows from a direct check, one may also refer to a general theorem (cf. [Hei04,
Corollary 8.7]). 
In view of Corollary 3.7, almost the same reinterpretation works for Casselman’s temperedness
criterion (please refer to [Rod81, Proposition 6] for details).
Proposition 5.3. Keep the notions as before. JH(IndGP (ρ)) contains at most one tempered con-
stituent. The representation piΓ is tempered if and only if ωρ restricting to the subgroup ⋂
α∨∈S
Ker(α∨)
of M is unitary and Γ = Γ+.
Proof. The same type argument as above works (cf. [Rod81, Proposition 6]). 
Remark 2. All the above claims also hold for finite central covering groups.
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6. genericity
Note that there exists at most one generic constituent guaranteed by Rodier’s hereditary theorem
(see [Rod, Theorem 4]) which has nothing to do the linearly independence property of co-rank one
reducibility conditions. In this section, assume that G is a connected quasi-split reductive group,
and ρ is a regular supercuspidal representation of the Levi subgroup M of a standard parabolic
subgroup P =MN in G, we would like to give a characterization of the unique generic constituent of
the regular generalized principal series IndGP (ρ). Given such a characterization, we serve you an easy
and intuitive proof of Casselman–Shahidi’s main theorem (i.e. [CS98, Theorem 1]) on their standard
module conjecture/generalized injectivity conjecture for regular generalized principal series.
Recall that B = TU is a fixed Borel subgroup of G with U a maximal unipotent subgroup of G,
θ is a generic character of U and Wθ ∶= IndGU(θ) is the Whittaker function space. As in [Sha90,
Section 3], we assume that the generic character θ of U and the longest Weyl element wG0 in W
are compatible. Denote by θM the generic character θ of U restricting to N which is compatible
with the longest Weyl element wM0 in W
M . In what follows, we always assume that the irreducible
admissible representation ρ of M is regular, θM -generic and supercuspidal. For simplicity, we
may also assume that the real unramified part ωρ of the central character of ρ lies in a¯
∗+
M the closure
of a∗+M .
Indeed, through a clear understanding of the proof of our Rodier type structure theorem, i.e.
Theorem 3.4, it is readily to see that the problem of sorting out the generic constituent is reduced
to determine the genericity of the constituents of those co-rank one inductions IndMαP∩Mα(ρw), where
the pairs (α,w) are those, α ∈ ∆0M and w ∈W 0M , satisfying the following conditions
(i) w.α is a relative positive root, i.e. w.α ∈ (Φ0M)+.
(ii) The co-rank one induction IndMαP∩Mα(ρw) is reducible.
The above conditions are equivalent to saying that w.α∨ ∈ S.
Let A(w,wwα) be the unique, up to scalar, non-zero intertwining map in
HomG(IndGP (ρw), IndGP (ρwwα)) ≃ C
which has the induction by stage property, i.e. the following diagram commutes:
IndGP (ρw) A(w,wwα) // IndGP (ρwwα)
IndGPα ○ Ind
Mα
P∩Mα
(ρw) Ind(A)// IndGPα ○ IndMαP∩Mα(ρwwα),
where Pα = MαNα is the co-rank one parabolic subgroup associated to the relative simple root
α ∈∆0M (cf. [Sil79]). Notice that Ind
Mα
P∩Mα
(ρw) is a standard module by the definition of ρ and the
choice of the pair (α,w), the Langlands–Shahidi theory says that (cf. [Sha90])
Ker(A(w,wwα)) is θ-generic.
Recall that (SB) in the previous section says that the Jacquet module rP (Ker(A(w,wwα))) of
Ker(A(w,wwα)) is equal to
rP (Ker(A(w,wwα))) =⊕
w′′
ρw
′′
,
where w′′ runs over those relative Weyl elements in WM such that
wC+M and w
′′C+M are on the same side of Ker(w.α∨).
This is equivalent to saying that
⟨w′′.β,w.α∨⟩ > 0,
as
⟨wβ,w.α∨⟩ = ⟨β,α∨⟩ > 0
for any β ∈ C+M . Then our Rodier type structure theorem, i.e. Theorem 3.4 implies that
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Theorem 6.1. Keep the notions as previous. Set
Γ+ ∶= ⋂
α∨∈S
(α∨)−1(R+).
Then we have
piΓ+ is the unique generic constituent in JH(IndGP (ρ)),
here piΓ+ stands for the corresponding constituent given by Γ+ in Theorem 3.4.
Now we could serve you a simple intuitive proof of Casselman–Shahidi’s main theorem [CS98,
Theorem 1] which is a corollary of the above Theorem 6.1 as follows.
Recall that the regular generalized principal series IndGP (ρ) has a unique irreducible subrepresen-
tation pi+. Moveover, pi+ is uniquely determined by the fact that its Jacquet module with respect to
P contains ρ, i.e.
ρ ∈ rP (pi+).
As the co-rank one reducibility set S consists of relative positive coroots, then for any α∨ ∈ S and
β ∈ C+M , we have
⟨β,α∨⟩ > 0.
On the other hand, by convention, the real unramified part ωρ of the central character of ρ lies in
a¯
∗+
M . Thus
ρ ∈ rP (piΓ+),
whence pi+ = piΓ+ is the generic constituent in JH(IndGP (ρ)), especially Casselman–Shahidi’s main
theorem (cf. [CS98, Theorem 1]) holds as follows:
Theorem 6.2. (see [CS98, Theorem 1]) For the standard representation IndGP (ρ) with ρ a generic
supercuspidal representation of the Levi subgroup M of a standard parabolic subgroup P =MN in a
connected quasi-split reductive group G, we have that
the unique generic subquotient of IndGP (ρ) is a subrepresentation.
7. aubert duality
Motivated by Bernstein’s unitarity conjecture on Aubert duality, and Hiraga’s conjecture on the
description of Aubert duality in terms of Arthur parameters (cf. [Hir04]), we would like to investigate
how Aubert duality acts on JH(IndGP (ρ)) with ρ a regular supercuspidal representation of the Levi
subgroup M of P =MN in G. Please refer to [Aub95] for its definitions and properties.
Note that the Aubert duality D commutes with parabolic induction, thus for a relative simple
root α in Φ0M ,
D(Ker(A(w,wwα))) = Im(A(w,wwα))
provided that the unique, up to scalar, intertwining map A(w,wwα) is not an isomorphism in
HomG(IndGP (ρw), IndGP (ρwwα) ≃ C.
Therefore
D(piΓ) = pi−Γ,
where piΓ is the constituent in JH(IndGP (ρ)) corresponding to the component Γ in
0
a
⋆
M − ⋃
α∨∈S
Ker(α∨)
given by Theorem 3.4. Thus
Corollary 7.1. Under Aubert duality, there is no fixed point within the constituents of regular
generalized principal series.
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