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Abstract
It is shown that in any polygonal art gallery of n sides it is possible to place bn/3c point guards whose range
of vision is 180◦ so that every interior point of the gallery can be seen by at least one of them. The guards can be
stationed at any point of the art gallery. This settles an open problem posed by J. Urrutia. Ó 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction
In a typical art gallery problem, an art gallery is represented by a simple closed polygonal domain
(shortly, polygon) P and we must allocate points representing guards in P under various conditions so
that any point of P be visible by one of the guards [7].
1.1. Motivation
In 1975, Chvátal proved the following theorem [2]: if P is a polygon of n sides, then there are bn/3c
guards placed at vertices of P such that every point of P is visible from at least one of them, and this
number is the best possible. A ∈ P is “visible” from B if AB ⊂ P . In 1987, Fisk gave an elegant proof
of this theorem [5].
Urrutia posed the following question: what is the minimum number f (n) of guards needed to monitor
any art gallery of n sides if the guards are to be stationed at fixed points and their range of vision is 180◦.
That is, the guards can be anywhere in the polygon P and every point of P is visible to at least one guard.
In 1992, Bunting and Larman [6] showed that f (n)6 ⌊ 49(n+ 14)⌋. Then Csizmadia and Tóth [3] proved
that f (n)6
⌈ 2
5 (n− 3)
⌉
for n > 3.
This article settles the problem by showing that f (n)6
⌊
n
3
⌋
, which is the best possible upper bound.
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1.2. Formalization of the main result
A 180◦-guard is defined as a point A ∈ P and a half-plane HA where A lies on the boundary of HA
(in short, A ∈ ∂HA). Throughout this paper, the term guard refers to 180◦-guard. Note that the term
pi -floodlight is also used in the literature of illumination problems with the same content (see [1,8,11,13],
for floodlight illumination problems).
A point B ∈ P is monitored by a guard A, if AB ⊂ P ∩HA. The art gallery P is monitored if any
B ∈ P is monitored by at least one of the guards.
Using this terminology, we can formulate our main theorem as follows.
Theorem 1. Any art gallery with n sides can be monitored by at most bn/3c 180◦-guards.
Our proof is constructive, in terms that we specify the actual location of the guards. It is straightforward
to transform our proof to an O(n2) algorithm, though it is possible that algorithms with smaller
complexity exist even if based on our techniques.
In this paper, we do not make any restriction on the location of the guards. Guards may be placed
anywhere in P : at vertices, sides or in the interior of the art gallery. Even two guards are allowed to
be placed at the same point (with complementer half-planes, of course). Variants of this problem were
considered in [4] where 180◦-guards are placed exclusively at vertices of P , at most one at a vertex. It is
still an open problem how many vertex 180◦-guards are required to monitor any art gallery. It is known
that n vertex guards are enough [4], and Santos showed that ⌈ 35n⌉− 1 guards are sometimes necessary
[13].
We did not aim at maximizing the number of guards located at vertices. This could be a topic for
further investigations. As a smallest example, there is a pentagon that cannot be monitored by
⌊ 5
3
⌋ = 1
vertex 180◦-guard, but one guard at the boundary of the pentagon suffice (Fig. 1(a)).
Our theorem does not decide if bn/3c 180◦-guards located exclusively on the boundary of the art
gallery are sufficient or not. We conjecture that there is a positive answer to this question. But our
method does place guards at interior points (see Section 5 for an example); when it reaches explicit
guard placement, there is no memory of where the boundary of the original art gallery is.
Finally, we note that the notion of α-guard can be introduced for any angle α ∈ (0◦,360◦] (see
α-floodlight as well) [13]. For any α < 180◦, at least 23n + O(1) α-guards are needed to be able to
monitor any art gallery with n sides [12].
1.3. Basic tools
Before the proof of the main theorem, we discuss the basic tools we use. The notion of triangulation and
dual graph will be fundamental in every part of our proof. See also [10] for a comprehensive overview.
Let T be a set of triangles in the plane. We say that T is the triangulation of P , if P =⋃T , the vertices
of the triangles are vertices of P , and the interiors of any two different elements of T are disjoint. It is
known and easy to show that every simple polygon has a triangulation. (Note that the triangulation is not
unique.)
We define the graph G(T ) on a triangulation T . The nodes of the graph correspond to the elements
of T , two nodes being adjacent iff the corresponding triangles have a common side. (G(T ) is also known
as the dual graph of the triangulation [10].)
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Observe that G(T ) is always a tree. Every node of G(T ) has degree 1, 2 or 3. A polygon of n sides
corresponds to a graph G(T ) with n− 2 nodes.
In our terminology, polygons have vertices and sides, while graphs have nodes and edges. If there is no
danger of confusion, we will make no distinction between a node of G(T ) and the corresponding triangle
of T .
Definition. A polygonal path c is a cut of P if the two endpoints of c are in ∂P and int(c)⊂ int(P ).
A cut c decomposes P into two simple closed polygonal domains P1 and P2, where P = P1 ∪ P2,
c= P1 ∩ P2. Let n1 and n2 denote the number of sides of P1 and P2, respectively.
A cut c is called a diagonal cut if c is a diagonal of P , i.e., a line segment connecting two non-adjacent
vertices of P and contained in P [10].
Every diagonal cut corresponds to an edge of G(T ), i.e., the graph G(T1) and G(T2) of triangulations
of P1 and P2 can be obtained by deleting an edge of G(T ).
The induction steps of our proof is heavily rely upon dissection of an art gallery into two galleries along
cuts. The cuts, we apply, are composed of one or two line segments, and are not restricted to diagonal
cuts. In the proofs, we prefer using diagonal cuts, but in lack of appropriate diagonal cut we use freely the
plausible cut that fit for our purposes. The reason why we cannot control the location of guards relative
to the original art gallery P is the method of consecutive dissections itself rather than the complexity of
the cuts we use.
The structure of this article is as follows. Section 2 contains the proof of the main theorem. A crucial
step of the argument, the proof of Lemma 1, is postponed to Section 3, and the proof of an important
tool, Lemma 2, with fundamental technical details are left to Section 4. The last section is devoted to
the analysis of an example, a polygon of 23 sides. The kind reader is encouraged to consult the example
while reading the proof.
2. Proof of main theorem
Without loss of generality, we may assume that the vertices of P are in general position.
We apply induction on n. It is easy to check [3] that the theorem holds for n = 3,4 and 5. We prove
the theorem for a polygon P of n > 5 sides, assuming that it holds for every polygon with fewer than n
sides.
In what follows, we either decompose P into two polygons P1 and P2, and apply the induction
hypothesis, or give the location of the guards explicitly.
Definition. A cut is called good cut, if it satisfies the following condition:⌊
n1
3
⌋
+
⌊
n2
3
⌋
6
⌊
n
3
⌋
.
Once we have found a good cut in P , the proof can be completed by applying the induction hypotheses
for both P1 and P2. Through the Proposition 5 of this section, we either show that any art gallery P on
n sides contains a good cut, or we can specify the location of at most bn/3c guards who monitor P . In
both cases, the main theorem holds for P .
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In the propositions of this section, we will always apply diagonal cuts to dissect P . Observe that
diagonal cuts has the property that the total number of sides of the two components P1 and P2 is
n1 + n2 = n+ 2.
Let T be a fixed triangulation of P , and let G(T ) be the corresponding graph.
Proposition 1. For n= 3k, any diagonal is a good cut.
Proof. For any diagonal, the number of sides of P1 and P2 is either n1 = 3k1+ 1 and n2 = 3k2+ 1 (k1+
k2 = k), or n1 = 3k1 + 2 and n2 = 3k2 (k1 + k2 = k). In both cases, bn1/3c + bn2/3c = bn/3c. 2
Proposition 2. For n= 3k + 1, there is a good diagonal cut.
Proof. If there is a diagonal cut where the number of sides of P1 and P2 is n1 = 3k1 + 2 and
n2 = 3k2 + 1 (k1 + k2 = k), then we are done.
Suppose to the contrary that n1 = 3k1 and n2 = 3k2 (k1 + k2 = k + 1) for every diagonal cut.
Consequently, deleting any edge of G(T ), the resulting two connected components have 3k1 − 2 and
3k2 − 2 nodes, respectively.
If there is a node v ∈G(T ) of degree 2, then one of the edges incident to v violates this condition.
Therefore every edge of G(T ) has degree 1 or 3. That implies that there is a node v ∈G(T ) adjacent
to two leaves. The diagonal corresponding to the third edge of v is a good diagonal cut with n1 = 5 and
n2 = n− 3. (G(T ) has at least four nodes, as n > 5.) Contradiction. 2
Proposition 3. For n= 3k + 2, a cut is a good cut if the number of sides of P1 and P2 is n1 = 3k1 + 2
and n2 = 3k2 + 2 (k1 + k2 = k), respectively.
From now on, we suppose that n= 3k+2 and every diagonal decomposes P into polygons of n1 = 3k1
and n2 = 3k2 + 1 sides (k1 + k2 = k+ 1).
Consequently, G(T ) has 3k nodes, and deleting any edge of G(T ), it falls into two subtrees of 3k1− 2
and 3k2 − 1 nodes (k = k1 + k2 + 1).
This assumption means that there is no good diagonal cut. Fig. 1(b) depicts a octagon with no good
diagonal cut; however this octagon does have a good cut (dashed line in Fig. 1(b)). The same octagon
serves as an example for a polygon containing no one-segment good cut.
(a) (b)
Fig. 1.
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Proposition 4. G(T ) has exactly k + 1 leaves.
Proof. Introduce the following notation on subtrees of G(T ). Let e be any edge of G(T ). Deleting e, we
get two subtrees, say Ge1 and Ge2.
It is sufficient to establish the following statement which immediately implies Proposition 4.
• If Ge1 has 3k1 − 1 or 3k1 − 2 nodes, then G(T ) has k1 leaves in Ge1.
This implies Proposition 4: let Ge2 be a leaf, and apply the statement to Ge1 on 3k − 1 nodes.
The proof of the statement is done by induction. Let a be the node of Ge1 incident to e. We distinguish
two cases.
Case 1. Ge1 has 3k1 − 1 nodes. If a has degree two, then let f be the second edge adjacent to a. There
are 3k1 − 2 nodes in Gf1 . The induction hypothesis implies that Gf1 (and thus Ge1) contains k1 leaves of
G(T ). If a has degree three, then consider the two other edges f and g. Gf1 and G
g
1 have 3k′1 − 1 and
3k′′1 − 1 nodes, respectively, where k′1 + k′′1 = k1; the induction hypothesis completes the proof.
Case 2. Ge1 has 3k1 − 2 nodes. If a has degree two, then let f be the second edge adjacent to a. There
are 3k1 − 3 nodes in Gf1 , so the diagonal cut corresponding to f is a good diagonal cut. If a has degree
three, then consider the two other edges f and g. Gf1 and G
g
1 will have 3k′1 − 1 and 3k′′1 − 1 nodes,
respectively, where k′1 + k′′1 = k1. By induction, G(T ) has k′1 + k′′1 = k1 leaves in Ge1. 2
In any triangulation of P , every triangle corresponding to a leaf has one common angle with P . So
P has at least k + 1 convex angles. However, if we assume that there is no good cut, we can establish a
much stronger assertion.
Lemma 1. If P has n= 2k + 2 sides and contains no good cut, then P has at most k reflex angles.
For the proof of Lemma 1, see Section 3. Lemma 1 allows to conclude the proof of the main theorem.
Proposition 5. If P has at most k reflex angles, then there are k guards who monitor P .
Proof. Observe that, if a polygon has at most one reflex angle, then it can be monitored by one guard.
If P has at least two reflex angles, cut P along the bisector of one of its reflex angles. We get two
components, P1 and P2, and the total number of reflex angles is at most k− 1.
As long as any component has at least two reflex angles, cut it into two pieces along the bisector of
one of its reflex angles. In each step, the total number of reflex angles decreases by one and the number
of components increases by one.
Finally, we get at most k components, each of which has at most one reflex angles. 2
This completes the proof of the main theorem.
It is expedient to highlight the parts of the proof where guard location was explicitly given, which
might be unclear from the structural propositions. Guard placement is carried out in Proposition 5 and
at the very beginning of the proof for triangles, quadrilaterals and pentagons. In both cases, guards may
be placed at sides of dissected components, i.e., also at interior points of the original art gallery. The
following two sections discuss only decomposition methods except for Lemma 3 where one vertex guard
is placed besides decomposition.
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3. Proof of Lemma 1
We formulate two lemmas that add up to the proof of Lemma 1.
Lemma 2. If P has n= 2k + 2 sides then one of the following two conditions is satisfied:
(a) P has a good cut,
(b) for every ABC ∈ T corresponding to a leaf in G(T ) (where AC is a diagonal of P) either
6 A< 180◦ or 6 C < 180◦ in P .
The proof of Lemma 2 is postponed to Section 4.
To every leaf of G(T ) we associate two convex angles of P applying Lemma 2. For a leaf ABC ∈ T ,
6 B and 6 A, or 6 B and 6 C are convex angles of P . One convex angle 6 B = 6 ABC is the common angle
of P and the triangle ABC, the other is located at another vertex of ABC.
Note that it may occur that we associate an angle, say 6 BCD, to both ABC ∈ T and CDE ∈ T
(Fig. 2). This case is treated in the following lemma.
Lemma 3. If a convex angle of P is associated to two leaves, then bn/3c guards can monitor P .
Proof. Let 6 C = 6 BCD be the convex angle associated to two leaves of G(T ).
One guard at C can monitor all the triangles adjacent to C. These triangles form a chain inG(T ). (See
Fig. 2 for an illustration.)
Deleting the nodes of this chain, G(T ) decomposes into m smaller trees (m ∈N). Let us denote these
trees by L1,L2, . . . ,Lm along the chain. Each Li has 3ki + 2 or 3ki + 1 nodes.
Here we prove two short arithmetic propositions that allow to conclude the proof of Lemma 3.
Proposition 6. There is at least one node of degree two in the chain.
Proof. Suppose that none of the nodes in the chain has degree 2. Clearly, the two extremal node of a
chain has degree 1. If every Li has 3ki + 2 nodes, then there is altogether 2+m+∑mi=1 3ki + 2= 3`+ 2
nodes. But G(T ) has 3k + 2 nodes.
Fig. 2.
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Consider the smallest index i ∈ N for which Li has 3ki + 1 nodes. Let e be the edge that follows the
node adjacent to Li in the chain. e corresponds to a good cut, since deleting e, G(T ) decomposes to
subtrees of 3`1 and 3(k − `1) nodes, respectively. 2
Proposition 7. There is at least one node of degree two in the chain between any pair of subtrees Li , Lj
with 3ki + 1 and 3kj + 1 nodes.
Proof. The same argument applies as in proof of Proposition 6. 2
Corollary 1. If there are m′ subtrees Li of 3ki + 1 nodes, then there are at least m′ + 1 nodes of degree
2 in the chain.
The proof of Lemma 3 can now be completed as follows. By induction, ki + 1 guards can monitor any
Li with 3ki + 2 or 3ki + 1 nodes. Altogether we need 1+∑m1 (ki + 1) guards to monitor P , while the
total number of nodes is at least (2+m+ (m′ + 1)) in the chain plus ∑m1 (3ki + 2)−m′ in the Li’s. That
makes 3+∑m1 (3ki + 3). 2
Assuming that P does not have a good cut, Lemma 3 states that we have associated distinct convex
angles to each of the k+ 1 leaves. P has at least 2k + 2 convex vertices. This proves Lemma 1.
4. Proof of Lemma 2
We distinguish two cases discussed separately in two subsections.
Definition. Consider a triangulation T ′ of P . We call a leaf of G(T ′) a short leaf, if it is adjacent to a
node of degree 3. A long leaf is a leaf of G(T ′) adjacent to a node of degree 2.
Remark. Note that the node adjacent to a long leaf is also adjacent to a node of degree 3, otherwise
one could find three consecutive nodes whose corresponding triangles could form a pentagon, i.e., one
component of a good diagonal cut.
4.1. Short leaves
Let the triangle ABC correspond to a short leaf in G(T ), where AC is a diagonal of P . Suppose that
6 A> 180◦ and 6 C > 180◦ in P , and P does not have a good cut. LetACD be the triangle corresponding
to the node adjacent to the leaf ABC.
AD and CD decompose P into polygons Pa,ABCD, and Pc , where AD is a side of Pa and CD is a
side of Pc (see Fig. 3).
Claim 1. Pa and Pc have 3la + 1 and 3lc + 1 sides, respectively (i.e., they have 3la and 3lc common
sides with P , where n= 3la + 3lc + 2).
Proof. If Pa has 3la + 2 sides, then AD is a good diagonal cut according to Proposition 3. If Pa has 3la
sides, then Pa ∪ABCD has 3la + 2 sides, i.e., CD is a good diagonal cut. 2
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Fig. 3.
Claim 2. ABCD is a non-convex quadrilateral.
Proof. If BD is a diagonal of ABCD, then Pa ∪ ABD has 3la + 2 sides, so BD is a good diagonal
cut. 2
Thus, ABCD has a reflex angle at A or at C. We may suppose without loss of generality that it is at C.
Let T ′ be a triangulation of P , where ABC is a short leaf and the number of sides of Pa is minimal
(i.e., la minimal).
Denote the vertices of Pa next to A and D by A0 and D0, respectively. The ray
−−→
BA reaches the
boundary of P (shortly ∂P ) at A′, the ray
−−→
CD reaches ∂P at D′, and the ray
−−→
BC reaches ∂P at C ′.
These points are all interior points of sides of P , since the vertices of P are in general position.
The following useful definition describes a minimum search on the vertices of P visible from a
vertex X. It can also be interpreted as finding the first element of a partial local sequence of X defined
in [9].
Definition. Let X,Y and Z be non-collinear points in the plane such that X is a vertex of P,Y ∈ ∂P ,
and the line segment XY is contained in P .
Then let W = r(X,Y,Z) be the first vertex of P visible from X that is hit if we spin the ray −−→XY
around X. The orientation of the rotation be the same as the orientation of the triangle XYW .
When we say that we rotate
−−→
XY towards Z, we determine r(X,Y,Z). (Observe that such a vertex
always exists, because the neighboring vertices of X in P are visible form X.)
Claim 3. A′ and D′ are points of the same side of P .
Proof. Rotate
−−→
CA towards D′. If the ray hits D, then A′ and D′ are points of the same side of P , so the
claim holds.
If the ray hits A0, then 6 A= 6 BAA0 < 180◦ and condition (b) of Lemma 2 holds.
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Fig. 4. Fig. 5.
Assume that the ray hits a vertex O (see Fig. 4). AO and CO are diagonals of P . There exists a
triangulation of P where ACO is a triangle and ABC is a short leaf.
Either ABCO is a convex quadrilateral, contradicting Claim 2, or the reflex angle of ABCO is 6 BCO
and the corresponding P ′a is smaller than Pa , contradicting the minimality of Pa . 2
Claim 4. 6 CDD0 > 180◦ in P .
Proof. If 6 CDD0 < 180◦, then A′ must be on DD0 (so C ′, too) according to Claim 3. Now CC ′ is a
good cut with two component of 3lc + 2 and 3lc + 2 sides respectively (see Fig. 5).
6 CDD0 6= 180◦, because the vertices are in general position. (But anyway, 6 CDD0 = 180◦ implies
D′ =D0 and CD would be a good cut with 3k1 + 1,3k2 + 2 sides.) 2
So far we have concluded that A′ and D′ are points of the same side of P , 6 CDD0 is reflex angle, and
D0 is outside of CAA′D′.
Claim 5. 6 CDD0 < 180◦ in P .
Proof. Suppose that 6 CDD0 > 180◦ in P . Let D′0 be the point where the ray
−−→
D0D reaches ∂P .
If the line segments CC ′ and D0D′0 intersect inside CAA′D′ at Q, then CQ∪QD is a good cut with
Pc ∪CQD and Pa ∪ABQD of 3la + 2 and 3lc + 2 sides, respectively (Fig. 6).
If CC ′ and D0D′0 do not intersect inside CAA′D′, then D′0 is on the line segment C ′D′ (Fig. 7). In this
case, one of DD′0, CC ′ and AA′ is a good cut.
To see this, count the number of edges in the component containing D0. (Note that the total number
of sides increases by two at each cut.) Suppose that D0 is in a component of h sides at the cut DD′0. At
the cut CC ′, the number of sides of the component containing D0 is h+ 3lc + 1. Then at the cut AA′,
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Fig. 6. Fig. 7.
the component of D0 has one more sides (i.e., BA′). Either h,h+ 3lc + 1 or h+ 3lc + 2 is of the form
3k1 + 2. 2
Contradiction, Claim 4 and Claim 5 cannot hold for the same 6 CDD0. This completes the proof of
Lemma 2.
Corollary 2. Suppose that a leaf t of G(T ) corresponds to a triangle ABC and there is a triangulation
T ′ where ABC is a short leaf. Lemma 2 holds for the leaf ABC even if it is a long leaf in our fixed
triangulation T .
4.2. Long leaves
Let ABC be a leaf of G(T ) which is not a short leaf in any triangulation of P so that AC is a diagonal
of P . Assume that 6 A> 180◦ and 6 C > 180◦ in P , and P does not have a good cut.
Claim 6. In any triangulation T ′ with ABC ∈ T ′, the node adjacent to the node ABC corresponds to
the same triangle.
Proof. Suppose that the node adjacent to the node ABC ∈ T corresponds to two different triangles ACD
andACE in two different triangulations. Since ABC is not a short leaf in any triangulation, D,A,B,C,E
(or E,A,B,C,D) are consecutive vertices along ∂P .
Either DE is a diagonal of P , and then DE is a good diagonal cut since DABCE is a pentagon; or
there is a vertex of P in the quadrilateral DACE. Let O be the closest 1 vertex to the line AC inDACE.
Now AO and CO are diagonals, and there exists a triangulation T ′ where ABC is a short leaf adjacent
to ACO . 2
Let ACD be the unique triangle adjacent to ABC. −−→CA and −−→CD reach ∂P at A′ and D′, respectively
(Fig. 8).
1 Minimizing the point-line distance.
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Fig. 8. Fig. 9.
Claim 7. A′ and D′ are points of the same side of P .
Proof. Rotate
−−→
CA′ towards D′. If the ray hits vertex D, then A′ and D′ are points of the same side of P ,
so the claim holds.
If the ray hits A0, then 6 BAA0 < 180◦ and condition (b) of Lemma 2 holds.
Suppose that the ray hits a vertex O 6=D. Then ACO ⊂ P , there is a triangulation of P where ACO
is a triangle and ABC is a short leaf. Contradiction. 2
Claim 8. P has a convex angle at A, C or D.
Proof. Suppose that P has reflex angles at A,C and D (Fig. 8).
−−→
BC and
−−→
BA reach ∂P at C ′ and B ′,
respectively. According to Claim 7, C ′ and B ′ are on the same side as A′ and D′.
A short counting argument shows that one of DD′, CC ′ or AB ′ is a good cut. Count the number of
edges in the component containing D0. Suppose that D0 is in a component of h sides at the cut DD′. At
the cut CC ′, the number of sides of the component containing D0 is h+1; at the cut AB ′, the component
of D0 has one more sides (i.e., BB ′). One of h,h+ 1 or h+ 2 is of the form 3k1 + 2. 2
Definition. Two sides of P , XY and ZW , are equivalent with respect to vertex V , if the number of
vertices of P met when passing from the midpoint of XY to the midpoint of ZW along ∂P on the arc
not containing V is a multiple of three.
Claim 9. P cannot have a convex angle at D and reflex angles at A and C at the same time.
Proof. Suppose that P has a convex angle at D and reflex angles at A and C. Claim 7 implies that B ′
and D′ are on the side DD0 (see Fig. 9). Let A′0 be the point where
−−→
A0A reaches ∂P . According to
132 Cs.D. Tóth / Computational Geometry 17 (2000) 121–134
Claim 7, A′0 may be on CD or DA′. It cannot be on DA′, otherwise the cut AA′0 were a good cut with a
pentagonal component ABCDA′0. We can deduce that at least an interval of the side AA0 is visible from
vertex D, this fact is used in the next paragraphs.
Label the vertices of P fromAwith numbers A= 0,A0 = 1, and so on 2,3,4, . . . . Rotate
−−→
DA towards
A0. The ray cannot hit A0, since DA0 would be a good diagonal cut (as A0ABCD is a pentagon). It hits
a vertex q ∈N.−−−−−→
(q − 1)q and −−−−−→(q + 1)q reach ∂P on either CD or A0A. Both rays reach ∂P on sides equivalent to
AA0 with respect to D. q is a multiple of 3, otherwise
−−−−−→
(q − 1)q or −−−−−→(q + 1)q is a good cut. If q ≡ 1 mod
3, then the polygon 12 . . . q(
−−−−−→
(q + 1)q ∩ A0A) or CBA12 . . . q(
−−−−−→
(q + 1)q ∩ CD) has 2k′ + 2 sides. If
q ≡ 2 mod 3, then the polygon 12 . . . q(−−−−−→(q − 1)q ∩ A0A) or CBA12 . . . q(
−−−−−→
(q − 1)q ∩ CD) has 3k′ + 2
sides. Observe that for a modulo 3 counting, we do not have to know exactly where
−−−−−→
(q − 1)q or −−−−−→(q + 1)q
reaches ∂P , it is enough to know that these sides are equivalent with respect to D and check one
possibility.
Continue rotating
−−→
Dq towards (q + 1). Now again the ray hits q ′, where −−−−−−→(q ′ − 1)q ′ and −−−−−−→(q ′ + 1)q ′
reach ∂P on sides equivalent to AA0 with respect to D. This implies that q ′ is a multiple of 3.
Repeating this procedure, the ray spinning around D must hit D0 (Fig. 9). We have just proved that
the label of D0 is a multiple of three. Together with D,C,B and A,P would have 3kˆ + 1 vertices.
Contradiction, because P has 3k + 2 vertices. 2
5. An example
In this section we demonstrate how the proof of the main theorem is applied to a real art gallery. It
facilitates the comprehension of the rather technical structural propositions, and also gives an example
where our method places guards at an interior point of the art gallery.
The polygon P in Fig. 10 has 23 = 3 · 7+ 2 sides. One possible triangulation T of P is drawn with
dotted lines. The corresponding graph G(T ) is represented in Fig. 11.
Fig. 11 also shows how G(T ) can be partitioned to three subtrees G1, G2 and G3 on 3k1, 3k2 and 3k3
nodes, respectively. The corresponding polygons are P1 = ABCDQRSTUVX, P2 = DEFGQ and
P3 =GHIJKLMNOPQ.
In P1, there is a good diagonal cut BR that dissects P1 into pentagon P4 = BCDQR and octagon
P5 =ABRSTUVX. P5 does not have any good diagonal cut. It has four reflex angles, so Proposition 5
cannot be applied to place guards in P5. We consider the short leaf ABX. (Note that the triangulation
of P5 is not inherited from P , since BR is a side of P5.) Section 4.1 applies to the short leaf ABX, but
Claim 5 does not hold for 6 AXV . Therefore Claim 5 shows a good (non-diagonal) cut in P5. Thus P5 is
decomposed into two pentagons.
In P3, there is a good diagonal cut IM that dissects P3 into pentagon P6 = IJKLM and octagon
P7 =GHIMNOPQ. P7 does not have any good diagonal cut. It has four reflex angles, so Proposition 5
cannot be applied to P7. Consider the long leaf NOP . It is not a short leaf in any triangulations of P7.
Section 4.2 applies to the long leaf NOP , but Claim 9 does not hold for 6 OPQ. Therefore Claim 9
shows a good (non-diagonal) cut in P7. Thus P7 is decomposed into two pentagons.
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Fig. 10.
Fig. 11.
The decomposition of P into pentagons is drawn with dash-dotted lines. Each pentagon can easily be
monitored by one guard. One possible allocation of guards (along sides of the pentagons) is marked by
asterisks in Fig. 10.
Observe that pentagon GHIYQ can only be monitored with a guard in the interior of P .
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