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Abstract
We study the QCD phase diagram on the temperature T and quark chemical potential µ plane, modeling
the strong interactions with the linear sigma model coupled to quarks. The phase transition line is found
from the effective potential at finite T and µ taking into account the plasma screening effects. We find the
location of the critical end point (CEP) to be (µCEP/Tc, T
CEP/Tc) ∼ (1.2, 0.8), where Tc is the (pseudo)critical
temperature for the crossover phase transition at vanishing µ. This location lies within the region found
by lattice inspired calculations. The results show that in the linear sigma model, the CEP’s location in the
phase diagram is expectedly determined solely through chiral symmetry breaking. The same is likely to be
true for all other models which do not exhibit confinement, provided the proper treatment of the plasma
infrared properties for the description of chiral symmetry restoration is implemented. Similarly, we also
expect these corrections to be substantially relevant in the QCD phase diagram.
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The different phases in which matter, made up
of quarks and gluons, arranges itself depends, as
for any other substance, on the temperature and
density, or equivalently, on the temperature and
chemical potentials. Under the assumptions of beta
decay equilibrium and charge neutrality, the repre-
sentation of the QCD phase diagram is two dimen-
sional. This is customary plotted with the light-
quark chemical potential µ as the horizontal vari-
able and the temperature T as the vertical one. µ
is related to the baryon chemical potential µB by
µB = 3µ.
Most of our knowledge of the phase diagram is re-
stricted to the µ = 0 axis. The phase diagram is, by
and large, unknown. For physical quark masses and
µ = 0, lattice calculations have shown [1] that the
change from the low temperature phase, where the
degrees of freedom are hadrons, to the high temper-
ature phase described by quarks and gluons, is an
analytic crossover. The phase transition has a dual
nature: on the one hand the color-singlet hadrons
break up leading to deconfined quarks and gluons;
this is dubbed as the deconfinement phase transi-
tion. On the other hand, the dynamically generated
component of quark masses within hadrons van-
ishes; this is referred to as chiral symmetry restora-
tion.
Lattice calculations have provided values for the
crossover (pseudo)critical temperature Tc for µ = 0
and 2+1 quark flavors using different types of im-
proved rooted staggered fermions [2]. The MILC
collaboration [3] obtained Tc = 169(12)(4) MeV.
The RBC-Bielefeld collaboration [4] reported Tc =
192(7)(4) MeV. The Wuppertal-Budapest collabo-
ration [5] has consistently obtained smaller values,
the latest being Tc = 147(2)(3) MeV. The HotQCD
collaboration has computed Tc = 154(9) MeV [6]
and more recently Tc = 155(1)(8) MeV [7]. The
differences could perhaps be attributed to different
lattice spacings.
The picture presented by lattice QCD for T ≥ 0,
µ = 0 cannot be easily extended to the case µ 6= 0,
the reason being that standard Monte Carlo simu-
lations can only be applied to the case where ei-
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ther µ = 0 or is purely imaginary. Simulations
with µ 6= 0 are hindered by the sign problem, see,
for, example, [8], though some mathematical ex-
tensions of lattice techniques [9] can probe this
region. Schwinger-Dyson equation techniques can
also be employed to explore all region of the phase
space [10].
On the other hand a number of different model
approaches indicate that the transition along the µ
axis, at T = 0, is strongly first order [11]. Since
the first order line originating at T = 0 cannot
end at the µ = 0 axis which corresponds to the
starting point of the cross-over line, it must ter-
minate somewhere in the middle of the phase dia-
gram. This point is generally referred to as the crit-
ical end point (CEP). The location and observation
of the CEP continue to be at the center of efforts
to understand the properties of strongly interacting
matter under extreme conditions. The mathemat-
ical extensions of lattice techniques place the CEP
in the region (µCEP/Tc, T
CEP/Tc) ∼ (1.0− 1.4, 0.9−
0.95) [12].
In the first of Refs. [10], it is argued that the the-
oretical location of the CEP depends on the size of
the confining length scale used to describe strongly
interacting matter at finite density/temperature.
This argument is supported by the observation
that the models which do not account for this
scale [13, 14, 15, 16] produce either a CEP closer
to the µ axis (µCEP/Tc and T
CEP/Tc larger and
smaller, respectively) or a lower Tc [17] than the
lattice based approaches or the ones which consider
a finite confining length scale. Given the dual na-
ture of the QCD phase transition, it is interesting
to explore whether there are other features in mod-
els which have access only to the chiral symmetry
restoration facet of QCD that, when properly ac-
counted for, produce the CEP’s location more in
line with lattice inspired results.
An important clue is provided by the behavior of
the critical temperature as a function of an applied
magnetic field. Lattice calculations have found that
this temperature decreases when the field strength
increases [18, 19, 20]. It has been recently shown
that this phenomenon, dubbed inverse magnetic
catalysis, is not due exclusively to confinement but
instead that chiral symmetry restoration plays an
important role. This result is born out of the de-
crease of the coupling constant with increasing field
strength and is obtained within effective models
that do not have confinement such as the Abelian
Higgs model or the linear sigma model with quarks.
The novel feature implemented in these calculations
is the handling of the screening properties of the
plasma, which effectively makes the treatment go
beyond the mean field approximation [21, 22]. The
importance of accounting for screening in plasmas
where massless bosons appear has been pointed out
since the pioneering work in Ref. [23] and imple-
mented in the context of the Standard Model to
study the electroweak phase transition [24]. Screen-
ing is also important to obtain a decrease of the
coupling constant with the magnetic field strength
in QCD in the Hard Thermal Loop approxima-
tion [25].
In this work we explore the consequences of the
proper handling of the plasma screening properties
in the description of the effective QCD phase dia-
gram within the linear sigma model with quarks.
We argue that it is the adequate description of the
plasma screening properties for the chiral symme-
try breaking within the model which determines
the CEP’s location. Since the linear sigma model
does not exhibit confinement, one could think that
the present calculation refers to finding the location
of the CEP associated to chiral symmetry restora-
tion. However, although at present there are no
theoretical calculations, stemming from first princi-
ples, that prove the coincidence of chiral symmetry
restoration and deconfinement transitions, there is
nevertheless evidence that this may be the case, at
least for not too high values of the chemical po-
tential. The evidence is provided by lattice stud-
ies for µ = 0 and T 6= 0. Their computation
of the Polyakov loop and the light quark conden-
sate susceptibilities indicates that the transition re-
gions coincide. Calculations based on solutions of
Schwinger-Dyson equations are in agreement with
this statement as well [26]. Therefore, even though
strictly speaking our approach can only access chi-
ral symmetry restoration, we emphasize that both
transitions can also take place around the same re-
gion in the (µ, T ) plane and therefore that, to have
access to the critical values for either transition, it
may be enough to only look at one of the transition
aspects. We find that for certain values of the model
parameters, obtained from physical constraints, the
CEP’s location agrees with lattice inspired calcula-
tions.
We start from the linear sigma model coupled to
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quarks. It is given by the Lagrangian density
L =
1
2
(∂µσ)
2 +
1
2
(∂µ~π)
2 +
a2
2
(σ2 + ~π2)
−
λ
4
(σ2 + ~π2)2 + iψ¯γµ∂µψ
− gψ¯(σ + iγ5~τ · ~π)ψ, (1)
where ψ is an SU(2) isospin doublet, ~π =
(π1, π2, π3) is an isospin triplet and σ is an isospin
singlet. The neutral pion is taken as the third
component of the pion isovector, π0 = π3 and the
charged pions as π± = (π1 ∓ iπ2)/2. The squared
mass parameter a2 and the self-coupling λ and g
are taken to be positive.
To allow for the spontaneous breaking of symme-
try, we let the σ field develop a vacuum expectation
value v
σ → σ + v, (2)
which can later be taken as the order parameter of
the theory. After this shift, the Lagrangian density
can be rewritten as
L = −
1
2
σ∂µ∂
µσ −
1
2
(
3λv2 − a2
)
σ2
−
1
2
~π∂µ∂
µ~π −
1
2
(
λv2 − a2
)
~π2 +
a2
2
v2
−
λ
4
v4 + iψ¯γµ∂µψ − gvψ¯ψ + L
b
I + L
f
I ,(3)
where LbI and L
f
I are given by
LbI = −
λ
4
[
(σ2 + (π0)2)2
+ 4π+π−(σ2 + (π0)2 + π+π−)
]
,
LfI = −gψ¯(σ + iγ5~τ · ~π)ψ, (4)
and describe the interactions among the fields σ, ~π
and ψ, after symmetry breaking. From Eq. (3) we
see that the σ, the three pions and the quarks have
masses
m2σ = 3λv
2 − a2,
m2π = λv
2 − a2,
mf = gv, (5)
respectively.
The one-loop effective potential for the linear
sigma model with quarks including the plasma
screening properties encoded in the ring diagrams
contribution has been calculated in detail for zero
chemical potential in previous works [32, 33]. It is
given by
V (eff) = −
a2
2
v2 +
λ
4
v4
+
∑
i=σ,~π
{
m4i
64π2
[
ln
(
(4πT )2
2a2
)
− 2γE + 1
]
−
π2T 4
90
+
m2iT
2
24
−
T
12π
(m2i +Π)
3/2
}
− Nc
∑
f=u,d
{
m4f
16π2
[
ln
(
(πT )2
2a2
)
− 2γE + 1] −
m2fT
2
12
+
7π2T 4
180
}
, (6)
where Π = λT
2
2 +
NfNcg
2T 2
6 is the self-energy for any
of the bosons. The analysis in Refs. [32, 33] shows
that the inclusion of the ring diagrams renders the
effective potential stable.
When the chemical potential is non-vanishing,
the calculation of the effective potential is more
complicated. Though the boson contribution re-
mains the same, the fermion contribution has to be
modified due to the chemical potential. The mod-
ification enters the calculation in two ways: indi-
rectly into the boson self-energy and directly from
its contribution to the effective potential. We com-
pute explicitly the latter below.
To one-loop order the fermion contribution to the
effective potential in the imaginary time formalism
of thermal field theory is given by [32]
Vf = −
2
β
∫
d3k
(2π)3
[
βω + ln
(
1 + e−β(ω−µ)
)
+ ln
(
1 + e−β(ω+µ)
)]
, (7)
where β = T−1 and ω = (~k2 + m2f )
1/2, and the
sum over the fermion Matsubara frequencies has
been performed. The first term in Eq. (7) cor-
responds to the vacuum contribution whereas the
second and third ones are the matter contributions.
Note that the matter contribution is made out of
separate quark and antiquark pieces due to the fi-
nite chemical potential. The vacuum contribution
is well-known [32] and can be expressed, after mass
renormalization as a function of the renormaliza-
tion scale µ˜. For the evaluation of the medium’s
contribution in Eq. (7) we will adapt the technique
from Ref. [23] to the present case.
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The main idea of this method is to produce
a second-order differential equation in y2, where
y = mf/T , valid at high temperature with mf as
the smallest of all scales, for the finite temperature
part of the potential, which we will denote by V˜f ,
given in Eq. (7) with appropriate boundary condi-
tions at y = 0, where the integrals can be analyt-
ically evaluated. The expression for the effective
potential is obtained by integrating this differential
equation and using the given boundary conditions.
The second-order differential equation satisfied by
V˜f is
d2V˜f
dy4
=
1
8π2β4
[
ln
(
y2
(4π)2
)
− ψ0
(
1
2
+
iz
2π
)
− ψ0
(
1
2
−
iz
2π
)]
, (8)
where ψ0(x) is the digamma function. The bound-
ary conditions are
V˜f |y2=0 =
2
π2β4
[
Li4(−e
z) + Li4(−e
−z)
]
dV˜f
dy2
|y2=0 =
−1
2π2β4
[
Li2(−e
z) + Li2(−e
−z)
]
,
(9)
where Lin(x) is the polylogarithm function of order
n.
The boundary conditions Eqs. (9) fix the two in-
tegration constants needed to determine V˜f (y, z).
The solution of Eq. (8) that satisfies the boundary
conditions Eqs. (9) is given by
V˜f = −
1
16π2β4
{
−y4 ln
(
y4
(4π)2
)
+ y4
[
3
2
+ ψ0
(
1
2
+
iz
2π
)
+ ψ0
(
1
2
−
iz
2π
)]
+ 8y2
[
Li2(−e
z) + Li2(−e
−z)
]
− 32
[
Li4(−e
z) + Li4(−e
−z)
]}
. (10)
Combining the vacuum contribution after mass
renormalization with the finite temperature part
and recalling that y = mf/T and z = µ/T we fi-
nally have
V˜f = −
1
16π2
{
m4f
[
ln
(
(4πT )2
2µ˜2
)
+ ψ0
(
1
2
+
iµ
2πT
)
+ ψ0
(
1
2
−
iµ
2πT
)]
+ 8m2T 2
[
Li2(−e
µ/T ) + Li2(−e
−µ/T )
]
− 32T 4
[
Li4(−e
µ/T ) + Li4(−e
−µ/T )
]}
.
(11)
It can also be shown that the boson self-energy
Π computed for a finite chemical potential and in
the limit where the masses are small compared to
T , is given by
Π =
λT 2
2
−
NfNcg
2T 2
π2
×
[
Li2(−e
µ/T ) + Li2(−e
−µ/T )
]
(12)
where Nf = 2 and Nc = 3 are the number of light
flavors and colors, respectively.
Choosing the renormalization scale as µ˜ =
e−1/2a, the effective potential up to the ring dia-
grams contribution for a finite chemical potential
and in the limit where the masses are small com-
pared to T , is then given by
V (eff) = −
a2
2
v2 +
λ
4
v4
+
∑
i=σ,~π
{
m4i
64π2
[
ln
(
(4πT )2
2a2
)
− 2γE + 1
]
−
π2T 4
90
+
m2iT
2
24
−
T
12π
(m2i +Π)
3/2
}
−
Nc
16π2
∑
f=u,d
{
m4f
[
ln
(
(4πT )2
2a2
)
+ 1
+ ψ0
(
1
2
+
iµ
2πT
)
+ ψ0
(
1
2
−
iµ
2πT
)]
+ 8 m2fT
2
[
Li2(−e
µ/T ) + Li2(−e
−µ/T )
]
− 32 T 4
[
Li4(−e
µ/T ) + Li4(−e
−µ/T )
]}
.
(13)
In the limit when µ → 0, Eq. (13) becomes
Eq. (6). In the same limit, Eq. (12) reduces to the
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Figure 1: Effective QCD phase diagram computed for λ =
0.2 and g = 0.71 obtained by considering mvac
σ
= 300 MeV.
For small values of µ the phase transition is second order.
The order of the transition changes to first order for larger
values of µ. The CEP is located at (µCEP/Tc, TCEP/Tc) ∼
(1.2, 0.8).
well known expression for the self-energy at high
temperature [22].
Note that the self-energy provides the screening
to render the effective potential in Eq. (13) sta-
ble. Should this self-energy be absent, the term
(m2i + Π)
3/2 would instead be (m2i )
3/2, which be-
comes imaginary when for certain values of v, m2i
becomes negative [see Eqs. (5)]. This term is ob-
tained from considering the resummation of the ring
diagrams and therefore Eq. (13) represents the ef-
fective potential computed beyond the mean field
approximation that accounts for the leading screen-
ing effects at high temperature.
In order to find the values of the parameters λ, g
and a appropriate for the description of the phase
transition, we note that when considering the ther-
mal effects the boson masses are modified since they
acquire a thermal component. For µ = 0 they be-
come
m2σ(T ) = 3λv
2 − a2 +
λT 2
2
+
NfNcg
2T 2
6
m2π(T ) = λv
2 − a2 +
λT 2
2
+
NfNcg
2T 2
6
.
(14)
At the phase transition, the curvature of the effec-
tive potential vanishes for v = 0. Since the bo-
son thermal masses are proportional to this curva-
ture, these also vanish at v = 0. From any of the
Eqs. (14), we obtain a relation between the model
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Figure 2: Effective QCD phase diagram computed for λ =
0.86 and g = 1.1 obtained by considering mvac
σ
= 400 MeV.
For small values of µ the phase transition is second order.
The order of the transition changes to first order for larger
values of µ. The CEP is located at (µCEP/Tc, TCEP/Tc) ∼
(1.2, 0.8).
parameters at Tc given by
a = Tc
√
λ
2
+
NfNcg2
6
. (15)
Furthermore, we can fix the value of a by noting
from Eqs. (5) that the vacuum boson masses satisfy
a =
√
m2σ − 3m
2
π
2
. (16)
Since in our scheme we consider two-flavor mass-
less quarks in the chiral limit, we take Tc ≃ 170
MeV [27] which is slightly larger than Tc obtained
in Nf = 2 + 1 lattice simulations. Also, in or-
der to allow for a crossover phase transition for
µ = 0 (which in our description corresponds to a
second order transition) with g, λ ∼ 1 we need that
g2 > λ. To justify the perturbative expansion we
need to look for coupling constant values not too
large. Furthermore since the effective potential is
written as an expansion in powers of a/T we need
that this ratio is not too much larger than 1 (there
are numerical factors in Eq.(13) that make it possi-
ble to consider values for a/Tc slightly larger than
1). From Eqs. (15) and (16) the coupling constants
are proportional to mσ which, from the above con-
ditions, restricts the analysis to considering not too
large values of mσ. Since the purpose of this work
is not to pursue a precise determination of the cou-
plings but instead to call attention to the fact that
the proper treatment of screening effects allows the
5
linear sigma model to provide solutions for the CEP,
we consider small values for mσ. The Particle Data
Group quotes 400 MeV ≤ mσ ≤ 550 MeV [28].
There are also analyses that place mσ close to the
two-pion threshold [29]. Given that σ is anyhow
a broad resonance, in order to satisfy the above
requirements let us first take for definitiveness two
valuesmσ = 300 and 400 MeV, namely, close to the
two-pion threshold. Therefore, the allowed values
for the couplings λ and g are restricted by√
λ
2
+
NfNcg2
6
= 0.77 , 1.28. (17)
Equation (17) provides a relation between λ and
g. A possible solution consistent with the above
requirements is given by λ = 0.2, g = 0.71 formσ =
300 MeV and by λ = 0.86, g = 1.1 for mσ = 400
MeV.
Figures 1 and 2 show the phase diagram ob-
tained for the sets of allowed values λ and g for
mσ = 300, 400 MeV. Note that for small µ the
phase transition is second order. In this case the
(pseudo)critical temperature is determined from
setting the second derivative of the effective po-
tential in Eq. (13) to zero at v = 0. When µ in-
creases, the phase transition becomes first order.
The critical temperature is now computed by look-
ing for the temperature where a secondary min-
imum for v 6= 0 is degenerate with a minimum
at v = 0. In both of these cases, from the de-
tailed analysis, we locate the position of the CEP
as (µCEP/Tc, T
CEP/Tc) ∼ (1.2, 0.8), which is in the
same range as the CEP found from lattice inspired
analyses [9]. Note also that the phase transition
curve is essentially flat close to the T axis which
goes also in line with the results of Ref. [31].
Figure 3 shows the location of the CEP for mσ =
470 MeV (which is at the upper edge for the val-
ues allowed in our approach) when varying λ and
g according to Eq. (15) with the condition g > λ.
We observe that a small difference between λ and
g favors a CEP’s location away from the vertical
axis and that when the difference between the cou-
plings increases, the CEP moves toward the T -axis.
We can understand this behavior by noticing that
since g controls the strength of the fermion’s contri-
bution to the effective potential and that the first
order nature of the transition is governed by these
particles, when λ and g are similar, the first order
phase transition starts for larger values of µ. When
this difference increases, the fermion contribution
to the effective potential is important to start with
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Figure 3: CEP’s location for mσ = 470 MeV for different
values of λ and g, with the condition g > λ and consistent
with Eq. (15).
and thus the first order transitions start for smaller
values of µ. Also note that although the CEP’s
location shows a large dispersion, we still find solu-
tions consistent with the location obtained for the
other two explored values of mσ.
We thus see that the allowed values for the cou-
plings are not uniquely determined. In order to dis-
criminate between different sets of couplings and
further constrain their values, one could resort to
study another observable such as the pressure. As
shown by lattice QCD [34], this quantity is a mono-
tonically increasing function of temperature. We
have performed preliminary studies that show that
there are sets, among the explored ones, that sat-
isfy this behavior for the pressure. A more detailed
analysis focusing on this observable is on its way
and will be reported elsewhere. Nevertheless, we
point out that in order to have access to a more
precise determination of the couplings, the model
needs first to be refined to either include higher
powers of a/T in the analysis or to allow a descrip-
tion for the case with a/T > 1.
In conclusion, we have shown that it is possible to
obtain values for the couplings that allow to locate
the CEP in the region found by mathematical ex-
tensions of lattice analyses. Since the linear sigma
model does not have confinement we attribute this
location to the adequate description of the plasma
screening properties for the chiral symmetry break-
ing at finite temperature and density. These prop-
erties are included into the calculation of the effec-
tive potential through the boson’s self-energy and in
the determination of the allowed range for the cou-
6
pling constants through the observation that the
thermal boson masses vanish at the phase transi-
tion for µ = 0. These observations determine a re-
lation between the model parameters which is put
in quantitative terms by taking physical values for
Tc from lattice calculations and for a from the vac-
uum boson masses. We believe this description will
play an important role in determining the location
of the CEP also in QCD.
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