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1 引言
随着标记数据和GPU的发展，卷积神经网络缺少
训练数据和计算能力较低的问题已经不复存在，卷积神
经网络在人脸识别方面的研究得到学者的广泛关注，特
别是可以提取高级图像特征的卷积神经网络已经成功
地应用于许多计算机视觉任务中，例如人脸验证、图像
分类和对象检测。2013年，Sun等人提出了深卷积级联
网络[1]，北京旷视科技设计了一个初始化大型面部地标
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摘 要：为解决在复杂环境下，如姿势不同、光照条件以及遮挡等因素导致传统人脸特征点检测算法的精度大幅度
下降的问题，在特征点检测理论知识以及研究现状的基础上，针对传统卷积神经网络模型在处理人脸特征点检测问
题时的不足之处，提出基于小滤波器的深卷积神经网络。算法引入小滤波器思想和以拓展“网络深度”优先的深层
卷积神经网络模型，针对人脸特征点检测重新设计训练，提高了算法的有效性与适用性。通过将算法应用于ALFW
和AFW人脸数据集上预测 5点人脸特征点问题，并与其他多个经典算法进行对比分析，结果表明：基于小滤波器的
深卷积神经网络在预测人脸5点特征点问题上有更好的准确性和鲁棒性。
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Abstract：To solve the problem in a complex environment, such as different positions, light conditions, and barrier fac-
tors which lead to a big drop in precision by using traditional facial feature point detection algorithms, the research on the
basis of theoretical knowledge is made, and the deep convolution neural network based on small filter is put forward. The
algorithm introduces the small filter thought and depth-first network into deep convolution neural network model, rede-
signs the training in view of the facial feature points detection, and improves the effectiveness and applicability of the algo-
rithm. By applying the algorithm in ALFW and AFW face datasets to predict five points of facial feature, and compared
with several other classical algorithms analysis results, it shows that the deep convolution neural network based on the
small filter in the prediction of facial feature points at five issues has better accuracy and robustness.
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由粗到精的四级级联卷积神经网络[2]。相较于传统的卷
积神经网络它很好地解决了传统的卷积网络在训练广
泛面部标志定位任务中的问题。
2015年，香港大学Zhu等人设计了一个基于粗略到
精细形状搜索的新颖的面部对齐级联回归框架[3]。不同
于以初始形状开始并以级联方式细化形状的常规级联
回归方法，该框架一开始在包含不同形状的空间上进行
粗略搜索，并且采用粗略解来约束随后的形状搜索，其
独特的逐级渐进和自适应搜索，防止由于较差的初始化
导致最终解在局部最优中被捕获，这极大改善了级联线
性回归在应对大姿态变化时的鲁棒性。
2015年，中山大学数据科学与计算机学院赖剑煌教
授等人提出了一种基于深卷积神经网络（Convolution
Neural Network，CNN）的面部对齐的级联回归框架 [4]。
在大多数现有的级联回归方法中，形状索引的特征通过
手工制作的视觉描述符获得，或者从浅层模型中获得。
此设置对于脸部对齐任务可能不是最佳的。为了解决
这个问题，Lai等人提出了端到端CNN架构来学习高度
辨别形状索引的特征。通过将图像编码为相同大小的
图像的高级特征图，然后从这些高级描述符中提取深度
特征，学习高度辨别形状索引的特征，从而形成一种新
颖的“形状索引池”方法。对多个数据集进行的广泛评
估实验表明，所提出的深度框架对现有技术方法有着显
著的改进。但是将网络直接应用于人脸对齐效果不是
特别理想，原因如下：
（1）虽然在计算机视觉中使用现有CNN架构（例如
AlexNet[5]、GoogleNet[6]）进行调整便能够很好地适应当
前的计算机视觉任务[7-8]，但是这样的策略几乎不适用于
人脸对齐问题。因为现成的大型网络通常被训练用于
图像分类，而人脸对齐是结构预测问题。
（2）从头开始构建一个新的卷积神经网络预测人脸
对齐问题，应该考虑到过拟合的问题，因此每个阶段的
网络结构都需要根据本阶段的任务进行仔细设计。
针对以上提出的问题，根据文献[9]提出的在卷积
层中使用小滤波器的思想和GoogleNet网络[6]提出的用
更多的卷积、更深的层次可以得到更好的结构的思想，
本文提出了一种基于小滤波器的深卷积神经网络
（Deep Convolution Neural Network with Small Filter，
DCNNSF），并用该网络解决人脸 5点特征点（眼睛、鼻
子、嘴巴）预测问题。通过添加更多的卷积层稳定地增
加网络的深度，并且在所有层中使用非常小（3×3）的卷
积滤波器，有效减小参数，避免了过拟合的问题，更好地
解决了人脸特征点检测问题。
2 网络描述
基于小滤波器的深卷积神经网络是通过结合最近
成功的网络，采用非常深的架构[6]、低维度表示和多重损
失函数 [10]等许多技巧构建的。小滤波器和非常深的网
络架构可以减少参数数量并增强网络的非线性。低维
度表示符合面部图像通常位于低维度歧管上的假设，而
低维度约束可以降低网络的复杂性。
2.1 网络深度的提升
从GoogleNet网络中可知，增加卷积神经网络模型
的深度或宽度是得到高质量模型最保险的做法，但是这
种设计方法一般会遇到如下问题：
（1）使用更多的参数是得到大尺寸网络模型的前
提，但是参数越多，网络越容易过拟合；
（2）网络的计算量与网络模型的复杂度成正比，随
着网络模型复杂度的增加，网络的计算量随之增大。
考虑到使用相同数量的参数时，深度网络模型比宽
度网络模型有更高的准确性和鲁棒性[11]。此外，由于普
通计算机处理由宽度网络模型提取的高维特征相对较
困难，而深层网络模型的每一层中特征的维度都相对比
较低，这使得深层模型的存储器消耗是可负担的。因
此，本文最终决定通过增加卷积神经网络的深度以提升
深度卷积网络性能。
2.2 小型卷积滤波器
采用增加卷积神经网络的深度方法后，新的卷积神
经网络模型要解决的主要问题是如何有效地减少网络
的参数，避免过拟合，同时减少网络的计算量。本文使
用多个小型卷积滤波器（卷积层）近似大型卷积滤波器。
虽然大尺寸的卷积核可以带来更大的感受野，但也
意味着更多的参数，比如 5×5卷积核参数是 3×3卷积核
的（5×5+1）/（3×3+1）=2.6倍。如图 1所示，网络可以用
两个连续的 3×3卷积层（stride步长为 1）组成的小网络
代替单个的 5×5卷积层，而三个连续的 3×3叠加卷积层
就能拥有 7×7卷积层的感受野，这样在保持感受野范围
的同时又减少了参数量。
使用三个连续的3×3叠加卷积层替代7×7卷积层的
优势体现在：
（1）网络的决策功能分辨性更高。新的网络结合了
三个非线性卷积层，而不是一个单一的卷积层。
（2）有效减少参数的数量。假设三个 3×3卷积层堆
叠的输入和输出都有 C个通道，三个卷积层需要的参数
为 3 ×∙(32 ×C2)=27C2位；同样情况下，单个 7×7卷积层
则需要 72 ×C2 = 49C2位参数。
图1 3×3卷积层替代5×5卷积层
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2.3 基于小滤波器的深卷积神经网络具体架构
在保证图片清晰度的情况下，将图片缩减为 128×
128×3大小的彩色图像，以达到缩减图片大小的目的。
本文提出的DCNNSF网络包括 11个卷积层、5个池层和
3个全连接层，其详细结构如图 2所示。网络中所有卷
积层的大小都为 3×3的，并且所有池化层都采用最大池
化。DCNNSF在全局神经网络中使用 3个全连接层，虽
然这样增加了模型的参数，但是使得模型表达能力和非
线性表达能力更强，卷积神经网络更加有效与鲁棒。
其中DCNNSF网络参数配置如表1所示。
网络的 I（Data）层为网络输入层，该层为整个网络
输入一张128×128的三通道彩色图片。
网络的 Conv1_1层为第一个卷积层（Convolution
Layer），该层由 32个特征图谱（Feature Map）构成。特
征图中的每个单元与输入层的一个 3×3的相邻区域相
连，卷积的输入区域大小是 3×3，因此特征图是由 32个
大小为3×3的卷积核从输入图片中卷积得到，每个特征图
谱内参数共享。其输出32个大小为128×128的特征图。
网络的Conv1_2层为第二个相连 3×3卷积层，该层
输入信息为Conv1_1层中输出的 32个大小为 128×128
特征图信息，其输出64个大小为128×128的特征图。
网络的Conv1_3层为第三个相连 3×3卷积层，该层
输入信息为Conv1_2层中输出的 64个大小为 128×128
特征图信息。它的作用是与Conv1_1层、Conv1_2层叠
加，从而替代大型 7×7卷积层，减少参数，并达到相同的
卷积效果。该层最终将 96个大小为 128×128的特征图
输出到下一层中。
网络的 Pool1层为第一个池化层（Pooling Layer），
该层对输入的特征图进行压缩，首先可以使特征图变
小，有效简化网络计算复杂度；其次对特征进行压缩，以
便于提取主要特征。Pool1接收输入为Conv1_3层64个
大小为 128×128的特征图信息，使用最大池化（Max
Pooling），池化领域 2×2最大领域，由于步长为 2，所输出
的特征图为 128/2 = 64个，数据规模为原来的 1/4，最终
输出96个大小为128×128的特征图。
其他卷积层与池化层的具体操作同 Conv1_1、
Conv1_2、Conv1_3、Pool1层类似，每个大型的卷积层之
间初始参数以 32、64、96、128、160的方式递增，除了第
一个大型的卷积层，其他大型卷积层中的 3×3小卷积层
之间的参数都以倍增的形式增加。因此Pool5层最终输
出320个4×4的特征图。
Conv6_1、Conv6_2 与 Conv7 层都为全连接层。
Conv6_1层接收来自 Pool5输出的特征图信息，将其转
化为一维向量，用来表示整个面部点，并将结果输出到
Conv6_2层中，使模型表达能力和非线性表达能力得到
增强，最终通过Conv7层输出一维向量（如式（1）所示），
其中 x、y代表10个人脸坐标信息。
LALL ={ }x1 ,y1 ,x2 ,y2 ,⋯,x5 ,y5 （1）
3 实验
3.1 模型训练与评估指标
实验使用的大型面部属性数据集CelebA[12]拥有 20
多万张名人图像，每张图片均有 5个手动地标位置，40
个二进制属性。为了增强训练样本，进一步增加样本数
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图2 DCNNSF的网络结构图示
层名称
I（Data）
Conv1_1
Conv1_2
Conv1_3
Pool1
Conv2_1
Conv2_2
Pool2
Conv3_1
Conv3_2
Pool3
Conv4_1
Conv4_2
Pool4
Conv5_1
Conv5_2
Pool5
Conv6
Conv6_1
Conv7
类型
Input
Convolution
Convolution
Convolution
Max pooling
Convolution
Convolution
Max pooling
Convolution
Convolution
Max pooling
Convolution
Convolution
Max pooling
Convolution
Convolution
Max pooling
Fully connection
Fully connection
Fully connection
核大小/步长
3×3/1
3×3/1
3×3/1
2×2/2
3×3/1
3×3/1
2×2/2
3×3/1
3×3/1
2×2/2
3×3/1
3×3/1
2×2/2
3×3/1
3×3/1
2×2/2
深度
1
1
1
0
1
1
0
1
1
0
1
1
0
1
1
0
1
1
1
输出维度
128×128×32
128×128×64
128×128×96
64×64×96
64×64×64
64×64×128
32×32×128
32×32×96
32×32×192
16×16×192
16×16×128
16×16×256
8×8×256
8×8×160
8×8×320
4×4×320
320
256
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表1 DCNNSF网络参数配置
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量，作者在实验时通过小的改动（包括平移、面内旋转）
保存成新的图片。
评估指标：人脸特征点算法检测性能用每个面部点
的平均检测误差和累积误差曲线（Cumulative Error
Distribution，CED）进行测量。它们能清晰直观地表示
算法的准确性和可靠性。
平均检测误差是预测的特征点坐标位置与通过眼
间距离归一化的人脸特征点坐标实际位置之间的平均
距离：
error = 1N∑i = 1
N
1
M∑j = 1
M ||Pi,j - gi,j 2
|| li - ri 2 （2）
其中，i、j 分别表示第 i 张图片和 j 个人脸特征点；N
表示输入图片数量；M 是人脸特征点总数；Pi,j是预测
的人脸特征点坐标；gi,j 是真实特征点坐标；li 和 ri 是
左右眼瞳孔中心的位置。平均误差由估计的坐标与面
部特征点坐标真实值之间的距离来测量，大于 10%的平
均误差报告为失败。
3.2 测试数据集
AFLW（Labeled Face Parts in the Wild 2011）数据库
包含大量多姿态、多视角的大规模人脸，总共有 25 993
张已手工标注的人脸图片，每张图片标有 21个地标。
在ALFW数据库中，59%的图片为女性，剩下的为男性，
并且拥有少部分的灰色图片。标注 5点的ALFW数据
集部分图示如图3所示。
AFW（Annotated Faces in the Wild 2012）数据库
包含 205个具有高度杂乱的背景和大面积尺寸和姿态
的图像。每个图像都标有 6个地标和相应面的边界
框。包含复杂背景的AFW数据集图示如图4所示。
3.3 实验环境与参数设置
实验采用的参数设置如表 2所示，实验的预测样本
共 160 000张图片，设置 batch_size为 100时一次处理完
所有样本需要 1 600次迭代，因此 test_interval必须大于
等于 1 600（实验设置为 2 000）。同理，实验有 40 000张
测试样本，batch_size为 100，则 test_iter值必须大于等于
400（实验设置为 500）。实验中设置学习率将随着迭代
次数的增加慢慢地减少，学习率最初设定为 0.01，当验
证集精度停止改善时，gamma值设置为 10，stepsize设置
为 100 000，因此，迭代次数达到 100 000次的时候，学习
率减少10倍。
4 实验结果与分析
因为AFLW数据库收集的是具有挑战性的姿势变
化和遮挡的图片，DCNNSF方法与级联CNN方法选取
相同的 10 000个训练面进行实验更能体现效果的差别。
实验表明，虽然DCNNSF和级联CNN[1]都是在CNN的
基础上建立的，但是DCNNSF与联级CNN相比效果相
近甚至部分位置有更好的检测精度，并且DCNNSF明显
降低了计算成本。从图5可以看出，DCNNSF方法在两个
地标中表现更好，两个地标中表现相近时，DCNNSF整
体精度相对优于级联CNN。
为了进一步证明DCNNSF算法在人脸 5点特征点
预测上的有效性和鲁棒性，实验将DCNNSF算法分别
与经典算法在ALFW和AFW数据集上的预测效果进行
对比。这些经典算法包括树结构部分模型（TSPM）[13]、
显式形状回归（ESR）[14]、级联变形模型（CDM）[15]、商业
软件Luxand face SDK[16]、使用公开的实现和参数设置
的鲁棒级联姿态回归（RCPR）[17]、监督下降法（SDM）[18]。
在ALFW数据集上各算法的人脸 5点特征点预测平均
误差值如表3、图6、图7所示。
表 4、图 8、图 9是各算法在图像数据集AFW中预测
图3 标注5点的ALFW数据集部分图示
图4 包含复杂背景的AFW数据集图示
参数
test_interval
test_iter
batch_size1
batch_size2
base_lr
lr_policy
gamma
stepsize
display
max_iter
momentum
weight_decay
snapshot
solver_mode
描述
训练一遍迭代数
测试一遍迭代数
单次处理训练样本数
单次处理测试样本数
基础学习率
学习率变化规律
学习率变化指数
学习率变化频率
屏幕显示间隔
最大迭代次数
动量
权重衰减
保存模型间隔
Mode选择
值
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500
100
100
0.01
step
0.1
100 000
100
400 000
0.9
0.000 5
5 000
GPU
表2 实验参数设置
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5点特征点的平均误差值。由图表可知DCNNSF算法
相较于其他经典算法的优势。
实验结果表明，在具有多姿态、多视角、不同光照以
及高度杂乱背景的情况下，相较于大部分传统的经典算
法，本文提出的DCNNSF算法预测效果有明显优势，并
且在计算量减少的基础上DCNNSF算法在 5点预测上
效果与级联CNN相近甚至更好。
图 10和图 11显示了DCNNSF算法在ALFW数据
集和AFW数据集上检测的几个示例。实验选用的是具
有较大面部姿态变化，照明和严重闭塞的面部的实例对
模型进行检测。
从实例图片中不难看出，在面对抬头、低头、侧脸等
姿势变化，极度光照导致的人脸背光，以及戴墨镜或者
被衣物遮挡等情况下，DCNNSF模型依然是有效和鲁
棒的。
5 结束语
本文首先讲述了传统卷积神经网络在处理人脸对
齐特征点定位问题时的不足，针对这些问题提出了一种
新的基于小滤波器的深卷积神经网络（DCNNSF），并用
该网络解决人脸 5点特征点预测问题。通过添加更多
的卷积层稳定地增加网络深度的同时有效减少参数，避
免了过拟合的问题，使模型达到更高精度和鲁棒性。
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