Introduction {#s1}
============

The decreasing cost of genome sequencing has led to the sequencing of many species, including closely related species. With these available genomes, it becomes possible to study the speciation process in more detail. Due to the processes of recombination and coalescence, the complete genomes of two related species contain a large number of partly independent histories, with different regions having different migration histories and times to common ancestry. These histories, if inferred, can inform us about key parameters of the species divergence process. Particularly informative is the distribution of the length of genomic fragments having identical histories, since this depends directly on the time interval over which recombination could have acted and therefore on the distribution of coalescent times. Demographic parameters shape this distribution, so inference of it is informative about demographic history. However the difficulty of modelling coalescence with recombination means that most previous approaches have been unable to exploit this information, with one recent notable exception being inference of population size history from a single diploid genome [@pgen.1003125-Li1].

Previous isolation with migration (IM) models have been designed to deal with relatively short sequences from several individuals of each species, since this was typical of data sets available until recently. Adding more individuals to a data set is often not as powerful as adding loci, since most coalescence events occur recently in the history of the samples and there are only few ancestors present at deep coalescence times. For the constant population size coalescent, the total branch length in the ancestry of a sample set grows logarithmically with the number of samples, but linearly in the number of loci, and most statistical methods for exploring the evolution of closely related species therefore employ multiple loci with small sample sizes [@pgen.1003125-Burgess1]--[@pgen.1003125-Zhu1]. These methods, however, typically assume loci are sufficiently short and widely separated that recombination is negligible within them and occurs freely between them. One notable exception is the MIMAR model, which does allow recombination within loci but still assumes free recombination between loci, see Becquet and Przeworski (2007) [@pgen.1003125-Becquet1].

Using coalescent theory it is reasonably straightforward to compute the coalescence density under many demographic scenarios, including scenarios with and without gene flow. This follows from the Markov property of the process when viewed backwards in time. When recombination is absent, we can often derive simple maximum likelihood algorithms for inferring parameters. When recombination *is* present, however, the likelihood computations quickly become computationally infeasible since the process is not Markovian across loci [@pgen.1003125-Wiuf1]. Reasonable approximations can be made, however, by *assuming* the Markov property across loci [@pgen.1003125-McVean1]--[@pgen.1003125-Chen1]. In order to fully model complete recombining genomes we have developed a class of models that we term "coalescent hidden Markov models" or CoalHMMs. These models are based on the sequential Markov coalescence approach [@pgen.1003125-McVean1], [@pgen.1003125-Marjoram1] which models the coalescent process as a Markov process along a genome alignment. The coalescence states, however, are hidden and can only be inferred by comparing the sequences.

CoalHMMs permit recombination between any neighbouring pair of nucleotides, and represent the correlation between sites as a Markov model along the alignment [@pgen.1003125-Li1], [@pgen.1003125-Hobolth1]--[@pgen.1003125-Paul1]. In Hobolth et al. (2007) [@pgen.1003125-Hobolth1] and Dutheil et al. (2009) [@pgen.1003125-Dutheil1] we analysed alignments of three genomes (human, chimpanzee and gorilla) using a Markov model with four states, in which one state corresponds to a genealogy consistent with the species phylogeny, and with the two most closely related species coalescing recently, and the other states correspond to the three possible genealogies with a deep initial coalescence (further back in time than the deepest speciation). The same model was used to analyse the human, chimpanzee and orang-utan in Hobolth et al. (2011) [@pgen.1003125-Hobolth2]. In Mailund et al. (2011) [@pgen.1003125-Mailund1], on the other hand, the model had a variable number of states corresponding to different coalescence times in an alignment of two orang-utan genomes. In all models, speciation was modelled as a simple isolation model, with panmictic mating before the speciation event and no gene flow following speciation.

In this paper we extend the coalescent hidden Markov model of Mailund et al. (2011) [@pgen.1003125-Mailund1] to an IM model, where we allow limited gene flow after an initial population split, followed by a period with no gene flow (see [Figure 1](#pgen-1003125-g001){ref-type="fig"}). We derive the transition probabilities for the Markov model from finite state continuous time Markov chains parameterized by the split times and the rates of coalescence, recombination and migration. With this approach we exactly compute the transition probabilities between divergence times for pairs of nucleotides according to the coalescent process with recombination, and by assuming a Markov dependency along the alignment we obtain an approximation to the process that is computationally efficient for scanning whole genome data. We apply the approach to data from three pairs of recently diverged great ape species: the two orang-utan species, the eastern and western gorilla species, and chimpanzees and bonobos. We also apply it to the more ancient divergence between humans and the *Pan* genus (chimpanzees and bonobos).

![Isolation-with-migration model.\
Our isolation-with-migration model considers two separated populations (sub-species or species) derived from a shared ancestral population in the recent past. The model assumes that the ancestral population split into two populations in the past, at time , and that these two populations exchanged genes with migration rate until a later time, , where gene flow stopped. The coalescence process in this model is parameterized with a coalescence rate (inverse of the effective population size), , and a recombination rate, . The model is translated into a finite-state hidden Markov model by discretizing time into time intervals with break points .](pgen.1003125.g001){#pgen-1003125-g001}

Results {#s2}
=======

Key aspects of the isolation-with-migration coalescent hidden Markov model {#s2a}
--------------------------------------------------------------------------

When considering only pairs of genomes, the likelihood of a model will depend only on the divergence time at each locus [@pgen.1003125-Li1], [@pgen.1003125-Wang1], [@pgen.1003125-Mailund1]. By computing the joint coalescence time density for pairs of nucleotides we can compute a density for the coalescent time of the right nucleotide of a pair, conditional on when the left nucleotide coalesces. By assuming the Markov property along an alignment we can then efficiently compute the coalescence density for each nucleotide along a pairwise genome alignment.

In Mailund et al. (2011) [@pgen.1003125-Mailund1] we used this observation to compute the joint coalescence density of pairs of nucleotides in a simple isolation model from a continuous time Markov chain (CTMC). In this paper, we take the same approach, but we now compute the joint coalescence density of pairs of nucleotides in a scenario which includes a period of restricted migration. In this setting, the state space of the CTMC explodes in the number of states. Constructing the CTMC manually thus becomes tedious and error prone, and instead we have implemented an algorithm for constructing the rate matrix (see [Methods](#s4){ref-type="sec"}).

Once the joint coalescence densities are computed however, we can construct a hidden Markov model from following the approach of our previous work. We discretize time in a number of intervals (see [Figure 1](#pgen-1003125-g001){ref-type="fig"}) to get a finite state space for the hidden Markov model. In all analyses we used 20 intervals, 10 in the migration period and 10 in the ancestral population; see [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"} for results for different numbers of time intervals. From the joint coalescence densities we can compute the probability of the left nucleotide of a pair coalescing in one time interval and the right nucleotide in another, and from this obtain the transition probability matrix of the hidden Markov model. We compute the mean coalescence time in each time interval to get the emission probabilities of the hidden Markov model, assuming that coalescence occurred at that time point. Once we have computed the transition and emission probability matrices for the hidden Markov model, we can use well known hidden Markov model algorithms to compute the likelihood of a genome alignment.

The parameters of the hidden Markov model are the same as those used for the CTMC for computing the coalescence densities. The IM model introduced in this paper is parameterized by *i)* the coalescence rate of lineages, *ii)* the recombination rate between pairs of nucleotides, and *iii)* the rate of migration between populations. We scale all these rates by number of substitutions, such that the coalescence densities are measured in the expected number of substitutions, which simplify the likelihood computations.

We then assume three different time periods (see [Figure 1](#pgen-1003125-g001){ref-type="fig"}). The period from the present until time allows coalescence and recombination events within populations, but no migration events between them. From time to time , migration events are allowed as well coalescence and recombination events, and further back in time than we assume a panmictic mating, where again coalescence and recombination events are allowed.

We assume that both the recombination rate and coalescence rate are constant across lineages and over time. We also assume that the migration rate is symmetric between the two populations. The mathematical framework used to construct the model does allow us to vary all rate parameters both in time and along the sequence, and allows the migration rate to be asymmetric between populations, but due to identifiability issues (see [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"}, Sections 4 and 5, and [@pgen.1003125-Zhu1]) we restrict ourselves to symmetric parameters.

Performance of the model {#s2b}
------------------------

The coalescent HMM employs two important approximations. It assumes that the coalescent process is Markov along the sequences and that coalescent events occur at discrete time points rather than continuously in time. The Markov assumption is very difficult to relax because it enables us to reduce the problem of inference across the genome to that of the history of two adjacent nucleotides. The assumption of discrete coalescent times can be investigated by varying the number of intervals. Therefore, we have used extensive simulation studies to validate that the model can recover true parameters simulated under the coalescent with recombination process, both under ideal circumstances and under circumstances where different aspects of the model are mis-specified (see [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"}). Simulations are carried out under the more complex coalescent with recombination and migration model, whereas inference uses the assumptions of Markov property and discrete coalescence times.

For all simulations we used a coalescence rate of -- corresponding to an effective population size assuming a substitution rate of substitutions per bp per year and 20 years per generation -- and a recombination rate of -- corresponding to 0.8 cM/Mb with the assumed mutation rate and generation time. To explore different scenarios we simulated 10 independent data sets for each combination of parameters ( and thousand years ago with the assumed mutation rate), (1 and 2 million years ago), and (). All simulation results are based on 10 Mbp of data (but see [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"}, Section 3.3 for accuracy as a function of data size). We present a broad range of analysis of the simulations in the supplement and will here only focus on a couple of key aspects.

[Figure 2](#pgen-1003125-g002){ref-type="fig"} shows the parameter estimation accuracy for the six different scenarios simulated. As shown, the parameters are generally well recovered except for the recombination rate that is consistently under-estimated.

![Estimation accuracy.\
The box-plot shows the distribution of parameter estimates for six different simulation scenarios. In all scenarios the coalescence rate and the recombination rate parameters are kept fixed, while the end of gene flow, , the initial population split, , and the migration rate, , varies between scenarios. For each simulation scenario, 10 independent data sets were generated and analyzed. The dashed horizontal lines indicate the simulated values for the five parameters. The recombination rate is consistently under-estimated while the remaining parameters are well recovered.](pgen.1003125.g002){#pgen-1003125-g002}

The CoalHMM assumes that both the mutation rate and the recombination rate are constant in the region analysed, which in general will not be true. We explored the sensitivity to variation in rates through simulations. [Figure 3](#pgen-1003125-g003){ref-type="fig"} shows the effect of varying the mutation rate in segments along the alignment, in blocks of length geometrically distributed with mean either 500 or 2000 bp, and varying the mutation rate by a factor uniformly distributed in either range 0.75--1.25 or 0.5--1.5. The main effect of varying mutation rate appears to be a decrease in the estimated coalescence rate and an increase in the estimated migration rate. The decrease in coalescence rate is explained by a greater variance in estimated coalescence times when mutation rate variation is added to the variation in actual coalescence times. The model misinterpretes stretches of the genome with small divergence as recent coalescence times causes the increase in migration rate estimates.

![The effect of mutation rate variation.\
The figure shows the effect on parameter estimation when the mutation rate is varied along the genome alignment. We split the alignment into segments geometrically distributed with mean length 500 bp and 2 kbp, and the mutation rate is then scaled by a random value chosen uniformly in the range 0.75 to 1.25 or 0.5 to 1.5. The dashed lines show the simulated values. The largest effect on varying the mutation rate is seen in the top-most parameters, the coalescence rate and the mutation rate. Varying the mutation rate increases the variance in coalescence times scaled with mutation rate, which is interpreted by the model as a decreased coalescence rate, while segments with low mutation rates are seen as more recent coalescence rates which the model interprets as evidence for migration. Consequently, variation in mutation rate decreases our estimates of the coalescence rate and increases our estimates of migration rates.](pgen.1003125.g003){#pgen-1003125-g003}

[Figure 4](#pgen-1003125-g004){ref-type="fig"} shows estimation results when the recombination rate along the alignment is taken from the DeCODE recombination map [@pgen.1003125-Kong1]. Introducing variation in the recombination rate does not appear to bias the parameters, but the variance in estimates generally increases.

![The effect of recombination rate variation.\
The figure shows the effect on parameter estimation when the recombination rate is varied along the genome alignment. To simulate variation in the recombination rate, we sampled random 10 Mbp segments of the human genome, extracted the DeCODE recombination map for these segments, and scaled the recombination rate in the simulations according to the variation in this map. The dashed lines show the simulated values of the parameters. For most parameters, the effect of varying the recombination rate is seen as an increased variance in the estimates, while they do not appear to be biased. The exception is the recombination rate that becomes even more underestimated than for a constant recombination rate.](pgen.1003125.g004){#pgen-1003125-g004}

The model assumes that we have one haploid genome from each species. From sequencing data, however, we generally only obtain diploid genomes, and inferring the phase to split this into haploid genomes is not immediately possible with only one genome sequenced. If the species are sufficiently diverged, however, most polymorphism in the species will be local to one of the species, and which variant is considered for a heterozygotic site will not matter for the divergence to the other species. However, when species are so closely related that shared polymorphisms are common, we expect that assuming phased chromosome will make us believe that more recombination has occurred and therefore bias the inferred upwards. To test this we simulated two genomes per species and compared parameter estimates on haploid genomes and mosaic genomes constructed by taking a random allele at all positions where the two sequences in a species differed. As shown in [Figure 5](#pgen-1003125-g005){ref-type="fig"} and in the supplement, species have to have diverged very recently (within the last 250,000 years) for this effect to be detectable.

![The effect of using a random genotype phase.\
We simulated the situation where the genotype phase is unknown by simulating two genomes and selecting a random allele for all heterozygotic sites. The plot shows the effect on parameter estimates of not knowing the phase.](pgen.1003125.g005){#pgen-1003125-g005}

Analysis of closely related great ape species {#s2c}
---------------------------------------------

Recently-sequenced primate genomes allow us to apply the model on three different closely related species pairs: (a) bonobos and chimpanzees (Prüfer et al. (2012) [@pgen.1003125-Prfer1]), (b) eastern and western gorillas (Scally et al. (2012) [@pgen.1003125-Scally1]), and (c) Sumatran and Bornean orang-utans (Locke et al. (2011) [@pgen.1003125-Locke1]). We analysed these species pairs in 10 Mbp intervals using both the IM model from the present study and the isolation model (I model) from Mailund et al. (2011) [@pgen.1003125-Mailund1], in order to test whether a period of limited gene flow explains the data better than a clean split. Estimates for each 10 Mbp segment can be seen in Dataset S1.

[Figure 6](#pgen-1003125-g006){ref-type="fig"} shows the divergence times estimated under the I model (a single divergence time) and the IM model (two divergence times). In each case the I model estimates a time intermediate to the two divergence times of the IM model. The median migration rates per coalescence () are for bonobo and chimpanzee, for eastern and western gorilla and for Sumatran and Bornean orang-utan. Thus, the short migration epoch for bonobo and chimpanzee appears virtually panmictic while the epoch for the gorillas has very limited migration.

![Split times estimates for the three great ape genera.\
The box plot shows the estimated split times using either the isolation model or the isolation-with-migration model for the three great ape comparisons. The box plots on the left shows the split time estimate in the isolation model while the box plots on the right shows both the initial population divergence and the end of gene flow. The variation in estimates is from each 10 Mbp segment of the genome.](pgen.1003125.g006){#pgen-1003125-g006}

[Figure 7](#pgen-1003125-g007){ref-type="fig"} shows the divergence times for each chromosome and [Figure 8](#pgen-1003125-g008){ref-type="fig"} shows a comparison of the I and IM models for each chromosome in the three species pairs (for details of the model checking approach see [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"}, Section 8). As expected from the short time interval of gene flow and the large amount of gene flow estimated, the IM model does not provide a better fit to the data than the I model for the *Pan* comparison. For gorillas and orang-utans, however, the IM model is preferred, with the strongest support for the IM model in gorillas. We conclude that the *Pan* split is consistent with allopatry, whereas both the orang-utans and gorillas split non-allopatrically, and the split between gorillas much more recent than that between orang-utans.

![Chromosome wise split time estimates.\
The box plots show the estimates of the initial split time and the end of gene flow in the isolation-with-migration model for each 10 Mbp segment for each chromosome.](pgen.1003125.g007){#pgen-1003125-g007}

![Model comparison between the isolation and the isolation-with-migration model.\
The box plots show the Akaike Information Criteria (AIC) for the isolation model against the isolation-with-migration model. For each 10 Mbp genomic segment we have plotted the AIC for the model including migration minus the model without. The model with the smallest AIC should be preferred, so values below zero prefers the isolation model while values above zero prefers the migration model.](pgen.1003125.g008){#pgen-1003125-g008}

Human and chimpanzee speciation {#s2d}
-------------------------------

Among the great ape speciation events, the human and chimpanzee speciation has received the most attention. We applied our new model to this speciation event using both the chimpanzee and bonobo genomes compared to the human genome, see [Figure 9](#pgen-1003125-g009){ref-type="fig"} and [Figure 10](#pgen-1003125-g010){ref-type="fig"}. Estimating parameters using the isolation model, we see a recent speciation with a large ancestral population size (i.e. small coalescence rate), while estimating parameters using the isolation with migration model we find a relatively large interval with gene flow and a smaller ancestral effective population size, although still large compared to most extant great apes. Comparing the two models using the AIC approach, we find that the isolation with migration model is preferred, suggesting that the *H*omo/*P*an split was not allopatric (see [Figure 11](#pgen-1003125-g011){ref-type="fig"}).

![Parameter estimates for the human/chimpanzee split with the isolation model.\
The histograms show the distribution of parameter estimates for the human/bonobo speciation (blue) and the human/chimpanzee speciation (red) using the isolation model.](pgen.1003125.g009){#pgen-1003125-g009}

![Parameter estimates for the human/chimpanzee split with the isolation-with-migration model.\
The histograms show the distribution of parameter estimates for the human/bonobo speciation (blue) and the human/chimpanzee speciation (red) using the isolation-with-migration model.](pgen.1003125.g010){#pgen-1003125-g010}

![Model comparison for the human/chimpanzee and the human/bonobo split.\
The histograms show the distribution of AIC differences for the isolation and isolation-with-migration model for the human/chimpanzee comparison and the human/bonobo comparison. Negative values indicate a preference for the isolation model while positive values indicate a preference for the isolation-with-migration model. The overall result points toward a preference for a prolonged speciation for the Homo/Pan split.](pgen.1003125.g011){#pgen-1003125-g011}

Discussion {#s3}
==========

A new isolation with migration model {#s3a}
------------------------------------

Our study shows that detailed information on the divergence process can be gathered from just two related haploid genomes through joint inference of the length of segments with the same history and their times to coalescence. A period of time with limited migration is detectable as a period in which coalescences occur at a much lower frequency than in a panmictic population, because they are limited by the rate of migration events. Simulations under the full coalescence with recombination process show that the Markov assumption does not significantly bias the estimation of parameters, except for the recombination rate which is consistently underestimated, typically by 20--30%. The cause of this underestimation is the tendency of the real coalescent with recombination process to return to the same ancestor which implies that the average effect of recombination events is smaller than assumed by the Markov model (for an extended discussion, see Dutheil *et al.* (2009) [@pgen.1003125-Dutheil1] and Mailund *et al.* (2011) [@pgen.1003125-Mailund1], [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"} Section 1.4.3\]).

Estimation of time and migration parameters is robust to typical violations of model assumptions such as mutation rate and recombination rate variation. A practical concern is that the model assumes haploid phased genomes whereas most genome sequences are a random mix of two haplotypes. Using a random phase should have no effect if the genomes are sufficiently diverged that they do not share any polymorphism; in this case the patterns of coalescence time will be the same for either phase at any position along the genome. If the genomes have shared polymorphism, then the phase will affect the estimated coalescence time, and with a high degree of shared polymorphism we expect that a random phase will cause the HMM to jump between states too often.

To investigate the consequences of this, we simulated diploid genomes and constructed haploid genomes by choosing a random phase, and then estimated parameters from this data (see [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"}, Section 7). We found that split times were very slightly overestimated when a random phase was used, while the recombination rate was underestimated by a somewhat greater extent and the coalescence rate could be overestimated by a factor of up to 50%. As expected however, the biases introduced by using a random phase quickly disappear when the genome divergence increases.

Scaling times and effective population sizes {#s3b}
--------------------------------------------

The demographic parameters inferred by our model are expressed in units of sequence divergence (substitutions per base pair). To translate these into units measured in years and effective population sizes measured in individuals requires both a genomic substitution rate and a generation time. A substitution rate has typically been estimated from fossil dates, with values around per base pair per year as typical for great apes.

Recent measurements of *de novo* mutations in modern humans, however, combined with studies of the generation time in humans and African apes, have revealed a mutation rate of around [@pgen.1003125-Scally2]--[@pgen.1003125-Kong2]. This rate is significantly lower than estimates based on fossil calibration. However there are constraints on how far back this can be extrapolated, given fossil evidence for earlier evolutionary events (for example the divergence of orang-utan from other apes seems incompatible with dates older than 15--20 Mya) [@pgen.1003125-Scally1]. It may also be that the per-generation rate differs in other apes. For these reasons, in [Figure 12](#pgen-1003125-g012){ref-type="fig"} we show how the estimated timescales for the speciation processes investigated depend on the mutation rate assumed. For comparison with previous analyses, we show similar plots annotated with mutation rates and time estimates in other studies in [Text S2](#pgen.1003125.s004){ref-type="supplementary-material"}, Section 3.

![Split times scaled in years.\
The figure shows the inferred split times when scaled with a mutation rate, , ranging from to . The solid lines show mean estimates while the dashed lines the 95% confidence interval (SEM). The Homo/Pan slit is annotated with key fossils, the chimpanzee/bonobo split with the formation of the Congo River, and the orang-utan split with glacial period where sea level was low and migration between orang-utans possible.](pgen.1003125.g012){#pgen-1003125-g012}

Speciation processes within the non-human great apes {#s3c}
----------------------------------------------------

Our application of the model to three closely related great ape species pairs revealed different speciation processes between chimpanzees and bonobos on one hand and the gorilla and orang-utan species on the other.

We estimate that the two gorilla species have experienced a long period of time with a very small amount of gene flow. Evidence for recent gene flow between these species was also found by Thalmann et al. (2007) [@pgen.1003125-Thalmann1] and by Scally *et al.* (2012) [@pgen.1003125-Scally1]. Thalmann *et al.* (2007) [@pgen.1003125-Thalmann1], using a mutation rate just below , estimated an initial population divergence 0.9 Mya to 1.6 Mya, with continued gene flow ceasing 80 kya to 200 kya. Under the same scaling we estimate a much more recent population split, later than 0.5 Mya, with gene flow continuing until quite recently. Scally et al. (2012) [@pgen.1003125-Scally1] also presented evidence for recent gene flow, but using a model that assumed initial divergence followed by gene flow continuing to the present day, and with found a much more recent divergence time corresponding to 300 kya with their scaling (see [Text S2](#pgen.1003125.s004){ref-type="supplementary-material"}, [Figure 8](#pgen-1003125-g008){ref-type="fig"}).

For the two orang-utan species we also find evidence for an extended period of limited gene flow but with a more ancient cessation of gene flow than is observed for the Gorillas. This is in agreement with the DaDi analysis presented by Locke et al. (2011) [@pgen.1003125-Locke1] which also posits a gradual divergence process. Other studies estimated much more ancient divergence times; for example Steiper (2006) [@pgen.1003125-Steiper1] estimated a divergence time between 3 and 5 Mya and Becquet and Przeworski (2007) [@pgen.1003125-Becquet1] a divergence around 1.4 Mya (although with a wide confidence interval that overlaps other estimates) using also (see [Text S2](#pgen.1003125.s004){ref-type="supplementary-material"}, [Figure 9](#pgen-1003125-g009){ref-type="fig"}). Our inference falls within these extremes, with the scaling we estimate initial divergence almost 600 kya and had an moderate level of gene flow over a period of 300 thousand years.

Finally, for the chimpanzees and bonobos we find no evidence against an allopatric separation. This is in agreement with Won and Hey (2005) [@pgen.1003125-Won1] and Hey (2010) [@pgen.1003125-Hey2], who also used an IM model to study the separation between these two species. Indeed, the chimpanzee-bonobo speciation process has previously been suggested as an example of allopatric speciation in which the Congo River acted as a barrier to gene flow [@pgen.1003125-MyersThompson1], since the present-day ranges of bonobos and chimpanzees are separated by that river. Fluvial drainage patterns in Central Africa may well have changed substantially in response to geological and climatological events over the last 20 million years, and could have triggered speciation. However the formation of the Congo River itself may have occurred substantially more than 2 million years ago [@pgen.1003125-Stankiewicz1], in which case it would predate most estimated divergence times for chimpanzee and bonobo, including those presented here. Prüfer er al. (2012) [@pgen.1003125-Prfer1] used an isolation model and patterns of incomplete lineage sorting between the two *Pan* species and humans, and estimated the split time to be about 990 kya. Using the same scaling factor (mutation rate per year) we find a split time estimate of around 800 kya. Our estimate is consistent with previous estimates based on IM models from Won and Hey (2005) [@pgen.1003125-Won1] and Hey (2010) [@pgen.1003125-Hey2], which also inferred no migration between bonobos and common chimpanzees. It is also close to the estimate of Becquet and Przeworski (2007) [@pgen.1003125-Becquet1]. This study detected a weak signal of gene flow between eastern chimpanzees and bonobos, but the whole-genome analysis of Prüfer *et al.* (2012) [@pgen.1003125-Prfer1] does not indicate gene flow between bonobos and any of the common chimpanzee sub-species. (see [Text S2](#pgen.1003125.s004){ref-type="supplementary-material"}, [Figure 7](#pgen-1003125-g007){ref-type="fig"}).

Thus, most estimates for the bonobo-chimpanzee separation are largely consistent with our results and there is little evidence against allopatry. If we use recent estimates of present-day human mutation rate of about instead of , the above time estimates should be multiplied by 2 (see [Figure 12](#pgen-1003125-g012){ref-type="fig"}), putting the bonobo-chimpanzee separation around 1.5 Mya, closer to but still likely postdating the formation of the Congo River.

Speciation of humans and chimpanzees {#s3d}
------------------------------------

The human-chimpanzee speciation has been the focus of considerable attention in previous studies, most of which have assumed a simple (allopatric) speciation model. However, as shown in [Figure 11](#pgen-1003125-g011){ref-type="fig"}, we find evidence favouring a non-allopatric model, in which the initial divergence was followed by gene flow for an extended period.

Considering the evidence reported here and previously for gene flow between species within the great ape genera [@pgen.1003125-Scally1], [@pgen.1003125-Locke1] and between modern humans and archaic humans [@pgen.1003125-Green1]--[@pgen.1003125-Sankararaman1], it appears that non-allopatric speciation is not uncommon within the great apes, and it is plausible that a similar scenario may have applied to the split between humans and our closest relatives. Patterson *et al.* (2006) [@pgen.1003125-Patterson1] proposed a complex scenario involving an initial split, followed by isolation, then an admixture event and finally an isolation between the species. Several subsequent analyses concluded that an allopatric speciation could not be rejected but did not conclusively rule out more complex scenarios [@pgen.1003125-Yang1], [@pgen.1003125-Zhu1], [@pgen.1003125-Scally1], [@pgen.1003125-Wakeley1]--[@pgen.1003125-Yamamichi1]. Our method does not explicitly model admixture so we cannot directly test the hypothesis presented by Patterson *et al.* In particular the model does not distinguish between gene flow occurring as a period of limited ongoing exchange between diverging populations or in the form of one or more admixture/hybridisation events. This is a key question to explore in future extensions.

Future perspectives {#s3e}
-------------------

The exploitation of whole genome data in a demographic inference model is made computationally efficient by the Markov assumption underlying CoalHMMs, and should increase the statistical power for parameter estimation and for comparing different demographic scenarios. However the construction of complex demographic models with CoalHMMs is complicated by the mathematics involved in specifying transition probabilities between local genealogies.

The model we have presented in this paper is an initial attempt at building a speciation model using a CoalHMM, but the underlying framework, using a continuous time Markov chain to model transitions between genealogies, generalises straightforwardly to other demographic scenarios (see [@pgen.1003125-Mailund2] for initial work in this direction). By varying the coalescence rate in different time intervals, the model captures variation in the effective population size in the past in essentially the same way as the pairwise sequential Markov coalescence (PSMC) model of Li and Durbin [@pgen.1003125-Li1]. Varying the migration rate in a similar manner, rather than assuming a constant rate of migration during an extended speciation event, could provide information about the timing of admixture events and could also model scenarios such as a gradual speciation or the complex speciation between humans and chimpanzees suggested by Patterson et al. (2006) [@pgen.1003125-Patterson1]. Adding further populations and genomes is also feasible but is limited by the state space of the continuous time Markov chain.

Using a hidden Markov model also enables us, via posterior decoding, to investigate variation in coalescent times, recombination and gene exchange along the genome. See [Text S1](#pgen.1003125.s003){ref-type="supplementary-material"}, Section 10 and [Text S2](#pgen.1003125.s004){ref-type="supplementary-material"}, Section 1, for initial results using posterior decoding to estimate the time to the most recent common ancestor and to detect signals of selection. Such variation is expected to be an important aspect of speciation [@pgen.1003125-Nachman1], and is seen in studies of hybridisation between closely related species [@pgen.1003125-Nadeau1], [@pgen.1003125-Janouek1]. The ability to explore it in genome-wide comparisons between populations at various stages of divergence will be important in understanding the range of evolutionary processes involved in speciation.

Methods {#s4}
=======

Constructing the hidden Markov model {#s4a}
------------------------------------

The crux of constructing a coalescent hidden Markov model is deriving transition and emission probability matrices from the coalescence process parameters of interest. For computing the transition probabilities we take the approach from Mailund et al. (2011) [@pgen.1003125-Mailund1] and construct continuous time Markov chains (CTMCs) that explicitly track the ancestry of pairs of neighboring nucleotides. From these we can compute the the transition probabilities exactly. For emission probabilities we compute the coalescence de§nsities in the models from similar CTMCs from which we compute the mean coalescence time in each time interval. Based on the mean coalescent time, we then compute the distribution of alignment columns and use these for the emission probabilities.

### Constructing the CTMCs {#s4a1}

The coalescence process with recombination can be formulated as a CTMC running back in time from a present day sample of genomes back until all nucleotides have found their most recent common ancestor (MRCA) [@pgen.1003125-Hein1]. In an isolation with migration model, the states corresponds to a number of lineages carrying ancestral material, distributed across the two populations, and the events that can occur are *i)* coalescence, *ii)* recombination, and *iii)* migration, each with different rates.

When constructing our coalescent hidden Markov model, we consider the case for genome segments only two nucleotides long. In this case, we get a system of a relatively small number of states where we can explicitly construct the rate matrix and compute transition probabilities exactly. The process is very similar to the isolation model in Mailund et al. (2011) [@pgen.1003125-Mailund1] and was also used by Simonsen and Churchill (1997) [@pgen.1003125-Simonsen1] and Slatkin and Pollack (2006) [@pgen.1003125-Slatkin1]. Although manageable, constructing the state space and rate matrix manually is still tedious and error prone, so we instead construct a generative model from which we can enumerate the complete state space of all states and transitions, and from this easily construct the rate matrix.

In this model, we represent lineages at a single nucleotide as sets. The sets and denote sequences 1 and 2 before they have found their MRCA, while denote their MRCA. We then model two neighboring nucleotides as pairs of such states, so e.g. denote a lineage where the left nucleotide has found its MRCA and is linked on the right to a nucleotide from the first sequence that has not found its MRCA with sequence 2, and denotes a lineage where sequence two on the right nucleotide has not found its MRCA with sequence 1 and is not linked with ancestral material on the left.

To assign lineages to species, we pair them again, and let denote that lineage is in species 1 and let denote that lineage is in species 2. A state in the CTMC corresponds to a set of such lineages assigned to species.

We define the following transitions of states:

1.  Coalescence: if

2.  Recombination:

3.  Migration: if .

where denotes the set of other lineages in the state. [Figure 13](#pgen-1003125-g013){ref-type="fig"} illustrates this state space notation with an example ancestral recombination graph.

![Ancestral recombination graph and state space.\
On the left is shown an ancestral recombination graph for two genomes with two nucleotides. Lineages, in the notation we use for constructing the CTMCs, are shown in red. On the right is shown the corresponding list of transitions int he CTMC with the type of transitions on the arrows: recombination (R), migration (M) and coalescence (C). The transition from the two separate populations to the ancestral population is a special transition -- the projection matrix in the CTMC -- shown in red.](pgen.1003125.g013){#pgen-1003125-g013}

As the initial state of the system, we use the state where sequence 1 is in species 1, sequence 2 is in species 2, and both sequences have their left and right nucleotides linked, , and we then compute a graph of all states reachable from this state through the transitions above, labeling each edge with the kind of transformation (coalescence, recombination or migration). From this state space we construct a rate matrix by first assigning a number to each state, and then setting rates in the matrix in entries corresponding to edges in the graph.

When constructing the rate matrix from the state space, we set migration rates to zero for the time period where we do not allow gene flow, from to , and for the ancestral population we only consider the first population and do not allow migrations to the second. When moving to that CTMC we then first project all lineages into the first population. To reflect that the effective population size can be different in the different populations, we allow different coalescence rates in the different populations, and a different coalescence rate in the ancestral population than in the two present day populations. In the following, we let denote the rate matrix for the time interval to , denote the rate matrix for the time interval to , and denote the rate matrix for the time interval above .

### Computing the transition probability matrix {#s4a2}

Let denote the probability that the left nucleotides finds their MRCA in time interval and that the right nucleotides find their MRCA in time interval . Our goal now is to compute these probabilities, and from these obtain the transition probabilities for the hidden Markov model. We do this by summing over all paths of states in the CTMC where the left nucleotide coalesces in interval and where the right nucleotide coalesces in interval .

First, we compute CTMC transition probability matrices for individual time intervals. Let denote such a matrix, i.e. let denote the probability of moving from state at the beginning of interval to state at the end of interval . When the same CTMC is used in interval and this is obtained from CTMC theory as where is the rate matrix for the CTMC. When we use a different CTMC in interval and , i.e. when or , the probability matrix is complicated by having different sets of states in interval and . To deal with this, we define an injection matrix, , that injects the smaller state space of the first CTMC, where no gene flow is possible, into the larger state space where it is, and a projection matrix, , that projects the separate populations in the second CTMC into the third CTMC with panmictic mating.

LetandUsing these injection and projection matrices, the transition probability matrices for individual intervals are computed asfor the interval between the present and the time where gene flow is allowed,for , the intervals where the ancestral species/populations are separated but where gene flow is allowed,for , the final interval with gene flow, andfor , the time intervals with panmictic mating (using for the final interval).

Second, we compute the CTMC transition probability matrices across several intervals. These can be computed by simple matrix multiplication, since the probability of being in state at time and being in state at time isso we define for asNow, let denote the two-nucleotide state of the CTMC at time and let denote the initial state, where we assume that the initial state is always and that this has index 0 and . In all analyses, we have assumed that the initial state is the state where the nucleotides have not found their MRCA, and where the left and right nucleotides in the two sequences are linked. Let denote all CTMC states where neither left nor right nucleotides have found their MRCA, let denote the states where the left but not the right nucleotides have found their MRCA, let denote the states where the right but not the left nucleotides have found their MRCA, and finally let denote the states where both left and right nucleotides have found their MRCA.

If we obtain the joint probability from if we get and symmetrically, if we get

To reduce the computation time for calculating the sums, we use a dynamic programming algorithm.

Given the joint probabilities of having the left nucleotide coalesce in time interval and the right in interval , the transition probability matrix for the hidden Markov model is computed simply as the conditional probability where .

### Computing the emission probability matrix {#s4a3}

For computing the emission probabilities, we use the same approach as in our previous work [@pgen.1003125-Hobolth1]--[@pgen.1003125-Mailund1] and compute the probability of each alignment column conditional on a coalescence time at the mean of a time interval. Conditional on the divergence of the two sequences, the alignment column probabilities can be computed using common phylogenetic methods, and in this model we use the simple Jukes-Cantor model.

For computing the mean coalescence time in each time interval, we can use the truncated exponential density as in our previous models for the intervals further back in time than , but for the time intervals between and then coalescence time density is complicated by having to deal with both migration and coalescence events [@pgen.1003125-Hobolth3]. Below, we show how we can compute the mean coalescence time in each interval between and .

To deal with this, we set up a CTMC similar to those for the transition probabilities, but considering only a single nucleotide per genome. In the following, will denote states for this CTMC where the nucleotides from the two genomes have not coalesced, and will denote states where the nucleotides have found their MRCA.

From a CTMC we can compute the mean time until an absorbing state (i.e. coalescence) using standard CTMC theory (see e.g. Tavaré (1979) [@pgen.1003125-Tavare1]), but in our application we need to condition on coalescing within the given time interval, i.e. we want to compute the end-conditioned expectationwhere is the conditional coalescence densityWe assume implicitly, as for the transition probabilities, that the state at time 0 is known, i.e. with probability 1, sothus, we need to compute

The probability is just the probability of coalescing in interval , which we computed as as part of the transition probability matrix.

Let denote the probability of going from state to state in time , computed as , where is the rate matrix for the CTMC. For the coalescence density we then have and so

For the integral, we now use a change of variable, , set and get using that the CTMC is time homogeneous and that the conditional density integrates to one, so and we get where the last equality follows fromand is the probability of coalescing in interval .

The density, is computed by summing over all state transitions from to at time where the density is given byWe then use an eigen-value decomposition of the rate matrix . Let and denote the eigen-vectors and eigen-values, respectively, of , and let denote the matrix of eigen-vectors. We then haveand so

Now, letand note that does not depend on either , or . Let denote the integralWe then havewhich is a function of and , and we denote it and get wherePutting it all together, we get

For computational efficiency, we first compute all , which are independent of the time interval. This can be done efficiently using dynamic programming. We then use equally spaced time break points, so is the same for all intervals, and then only need to compute for all once, and not for each time interval.

Parameter estimation {#s4b}
--------------------

The model was implemented in Python, and we used the numerical optimization functionality from the scipy optimize module, function fmin to find the maximum likelihood parameters and HMMLib [@pgen.1003125-Sand1] to compute the likelihood for the hidden Markov model. The implementation is available as Dataset S2.

Simulation setup {#s4c}
----------------

For our simulation experiments, we simulated ancestral recombination graphs from the coalescent with recombination process using the CoaSim tool [@pgen.1003125-Mailund3]. From this we extracted local (tree) genealogies and simulated sequences over these using the Bio++ suite [@pgen.1003125-Dutheil2] with the Jukes-Cantor JC69 substitution model.

Genome alignments {#s4d}
-----------------

Genome sequence alignments between eastern and western gorillas and between Bornean and Sumatran orang-utans were generated as follows. Illumina paired-end reads for Mukisi, an eastern lowland gorilla (*Gorilla beringei graueri*) [@pgen.1003125-Scally1] were aligned using BWA [@pgen.1003125-Li2] to the gorilla reference assembly (UCSC identifier gorGor3.1), which represents the genome sequence of a western lowland individual (*Gorilla gorilla gorilla*). Similarly, Illumina reads from kb5404, a Bornean orang-utan (*Pongo pygmaeus*) [@pgen.1003125-Locke1] were mapped using Stampy version 1.0.13 [@pgen.1003125-Lunter1] to the (orang-utan reference assembly (ponAbe2), which represents the Sumatran species (*Pongo abelii*).

In both cases mapped reads were merged using Picard (<http://picard.sourceforge.net>), and duplicate reads were removed and pileup information generated using Samtools [@pgen.1003125-Li3]. Consensus sequences were called at every position on each reference based on the majority vote of aligned bases, with positions having no aligned reads represented by 'N'. This produced two consensus genome sequences, each the same length as the corresponding reference, one representing eastern lowland gorilla and the other Bornean orang-utan. These sequences were used in subsequent analyses.

Genome alignments for the analysis of the chimpanzee-bonobo, human-chimpanzee and human-bonobo splits were produced as described in Prüfer *et al.* [@pgen.1003125-Prfer1]. Briefly, pairwise lastz [@pgen.1003125-Harris1] alignments were generated from bonobo (scaffolds, i7) to human, chimpanzee (panTro2) to human and orang-utan (ponAbe2) to human. These alignments were processed using the programs of the UCSC genome browser pipeline [@pgen.1003125-Kent1], [@pgen.1003125-Dreszer1] and joined on the human reference using the multiz package [@pgen.1003125-Blanchette1]. Bonobo and chimpanzee bases with a base quality lower than 30 were masked in the resulting multiple genome alignment.
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