We consider the subgroup of an arbitrary Coxeter group generated by the reflections which commute with a given reflection. We determine completely for which case this subgroup is finitely generated. This result provides new uniform examples of non-finitely generated subgroups in finitely generated groups.
Introduction
Let (W, S) be an arbitrary Coxeter system, i.e. W is a Coxeter group and S is the set of Coxeter generators. We call an element w ∈ W a reflection in W if and only if w is conjugate to some element of S. When realizing W canonically as a reflection group on a real vector space V (the geometric representation space) equipped with (not necessarily nondegenerate) symmetric bilinear form, this definition is equivalent to that w is a reflection in the space V geometrically. A subgroup of W generated by some reflections is called a reflection subgroup. Thus reflection subgroups are one of the most important subgroups of Coxeter groups, both group-theoretically and geometrically. For example, a theorem of Vinay V. Deodhar [4] or Matthew Dyer [5, Theorem 3.3] proves that any reflection subgroup of a Coxeter group is also a Coxeter group.
In this paper, we treat the following reflection subgroup W ⊥t of an arbitrary Coxeter group W . This is generated by the reflections, other than a given reflection t ∈ W , which commutes with t (or equivalently, whose −1-eigenvector is perpendicular to that of t). The aim of this paper is to determine which subgroups W ⊥t are finitely generated (Theorems 4.13 and 4.14). Indeed, we consider the case t ∈ S only, since a general case can be easily reduced to this special case. On the other hand, although the most interesting case would be the one that W is finitely generated (for which our result is summarized as Corollary 4.15), we decide to treat an arbitrary W , since the argument does not become too long and complicated.
One of the most significant phenomena in group theory is the existence of non-finitely generated subgroups in finitely generated groups. Corollary 4.15 says that even such a naturally and uniformly introduced reflection subgroup W ⊥t of a finitely generated Coxeter group W is frequently non-finitely generated. We hope that our result enriches the list of interesting examples of the significant phenomena. (Note that some other uniform examples are also provided in a recent paper [7] of Swiatoslaw R. Gal; see [7, Proposition 2 
.1 and Remark 2.2].)
This paper is organized as follows. Section 2 is a preliminary for graphs, groupoids and Coxeter groups. Our argument here is based on the preceding results by Brigitte Brink [2] and by the author [11] , which describe the structure of W ⊥t as a Coxeter group combinatorially (note that there have been many other results describing the structure; see e.g. [8, 1, 3] ). Section 3 summarizes these preceding results and gives some further remarks. Finally, Section 4 gives our main results (Theorems 4.13 and 4.14), together with some corollaries (Corollaries 4.15-4.19) which are obtained by restricting the main theorems to some subclasses of Coxeter groups. Acknowledgement. The author would like to express his deep gratitude to Professor Itaru Terada and to Professor Kazuhiko Koike for their precious advice and encouragement. Moreover, the author was supported by JSPS Research Fellowship throughout this research.
Preliminaries
In this paper, we abbreviate the notation {x} for a set with a single element to x, unless some ambiguity occurs.
Graphs
All graphs appearing in this paper are unoriented and simple, i.e. having no loops and no multiple edges. So any path in a graph G is denoted, as usual, by a sequence of its vertices. In particular, the path of length 0 with starting point x is denoted by (x). Let V (G) denote the vertex set of a graph G, which is not assumed to be finite. A cycle in G signifies a closed path (x 0 , x 1 , . . . , x n−1 , x n ) with no repetitions of vertices except x 0 = x n and no shortcutting edges (x i , x j ) in G such that i − j ≡ 0, ±1 (mod n). For x ∈ V (G), let G ∼x be the connected component of G containing x. For I ⊆ V (G), let G| I denote the restriction of G with vertex set I.
since G is connected) is contained in all G| I λ by Corollary 2.3 (note that y, z ∈ I ⊆ I λ ), so in G| I as well. This means that G| I is also connected. Hence the claim holds.
Groupoids
A groupoid is a small category whose morphisms are all invertible; namely a family of sets G = {G x,y } x,y∈V (G) with some index set (or vertex set) V (G) endowed with (1) multiplications G x,y ×G y,z → G x,z satisfying the associativity law, (2) an identity element 1 = 1 x in each G x,x , and (3) an inverse g −1 ∈ G y,x for every g ∈ G x,y . Each G x,x is a group, called a vertex group of G and denoted by G x . A homomorphism between groupoids is a covariant functor between them regarded as categories. Notions such as isomorphisms and subgroupoids are defined as usual.
The fundamental groupoid of a graph G, denoted by π 1 (G; * , * ) in this paper, is a groupoid with vertex set V (G). The edges of G, endowed with orientation from a vertex x to another y, define elements of π 1 (G; x, y) = π 1 (G; * , * ) x,y ; and π 1 (G; * , * ) is freely generated by these elements. So a path (x 0 , x 1 , . . . , x n ) in G represents an element of π 1 (G; x 0 , x n ). The same edge or path endowed with two opposite orientations give inverse elements to each other. Each element of π 1 (G; * , * ) is represented by a unique nonbacktracking path. A vertex group π 1 (G; x) = π 1 (G; x, x) is the fundamental group of G at x, which is a free group. This coincides with the usual fundamental group of G when regarded as a 1-cell complex. Note that, if H is a subgraph of G, then π 1 (H; * , * ) is naturally a subgroupoid of π 1 (G; * , * ).
Lemma 2.5. Let G be a connected graph and I ⊆ V (G).
If
I is a pre-cycle core of G, then π 1 (G| I ; x, y) = π 1 (G; x, y) for any x, y ∈ I.
Conversely, if
x ∈ I and π 1 (G| I ; x) = π 1 (G; x), then the connected component (G| I ) ∼x contains all cycles in G.
Proof. Claim 1 follows from Corollary 2.3, since each element of π 1 (G; x, y) is represented by a non-backtracking path between x and y. For Claim 2, we may assume that G| I is connected. Then for any cycle C in G, since G is connected, there is a non-backtracking closed path P in G starting from x and containing C. Now P ∈ π 1 (G| I ; x) by the hypothesis, so it follows that C ⊆ G| I . Hence the claim holds.
Coxeter groups
In this paper, let W denote a Coxeter group, S a specified (possibly infinite) generating set of W (so (W, S) is a Coxeter system), and m s,t = m(s, t) the (possibly infinite) order of the product st of two generators s, t ∈ S in W . Thus m s,t = m t,s and m s,s = 1 for any s, t ∈ S, and W admits the following group presentation W = S | (st) ms,t = 1 if s, t ∈ S and m s,t < ∞ .
We refer to the book [9] for basics of Coxeter groups, unless otherwise noticed.
Let Γ denote the Coxeter graph of W , which is a graph with vertex set S and in which two vertices s, t ∈ S are joined by an edge with label m s,t if and only if 3 ≤ m s,t ≤ ∞ (this label is usually omitted when m s,t = 3). For w ∈ W , let ℓ(w) be the smallest integer r such that w = s 1 s 2 · · · s r for some s i ∈ S (the length of w). The map ℓ : W → {0, 1, 2, . . . } is called the length function of W . Definition 2.6. For an expression w = s 1 s 2 · · · s r of w ∈ W with r = ℓ(w), define supp(w) = {s 1 , s 2 , . . . , s r } ⊆ S, the support of w.
It is well known that the support of w ∈ W is independent of the choice of the expression. This yields immediately the following property:
On the other hand, since no proper subset of S generates W , the following property holds: Proposition 2.8. A Coxeter group W is finitely generated if and only if the generating set S is finite.
Proof. The 'if' part is trivial. For the "only if" part, suppose that W has a finite generating set X. Then the set I = w∈X supp(w) is also finite and generates W , so I = S, therefore |S| < ∞ as desired.
For I ⊆ S, let W I denote the subgroup of W generated by I, called a (standard ) parabolic subgroup. It is fundamental that (W I , I) is a Coxeter system with Coxeter graph Γ I = Γ| I and length function ℓ I = ℓ| W I , and subgroup W I , with I the vertex set of a connected component of Γ, is called an irreducible component of W ; and W is called irreducible if Γ is connected. Now W is the (restricted) direct product of the irreducible components.
Let V denote the geometric representation space (over R) endowed with basis Π = {α s | s ∈ S} and symmetric bilinear form , determined by
denote the root system, the set of positive roots and the set of negative roots, respectively. Each element of Φ (a root) is a unit vector with respect to , , and Φ = Φ
For a subset I ⊆ S, let V I denote the subspace of V spanned by the set Π I = {α s | s ∈ I}, and put Φ I = Φ ∩ V I . It is well known that
the root system of (W I , I) (see e.g. [6, Lemma 4] ).
For a root γ = w · α s ∈ Φ, let s γ denote the reflection wsw −1 ∈ W along the root γ, acting on V by s γ · v = v − 2 γ, v γ for v ∈ V . Then w ∈ W is a reflection (along some root) if and only if w is conjugate to an element of S. Moreover, it is known that w ∈ W is a reflection in this sense if and only if w is geometrically a reflection in the vector space V . A subgroup of W generated by some reflections is called a reflection subgroup.
The following lemma will be used later. 
The following subgraph of a Coxeter graph plays an important role later. At last of this subsection, we prepare one more notation. 
Note on centralizers of reflections
In a paper [2] , Brigitte Brink showed that the centralizer Z W I (x) of a generator x ∈ I in an arbitrary parabolic subgroup W I admits the following decomposition
(where the notations follow the author's paper [11] , which enhances the result in [2] in more general setting, with slight modification). The main object of the present paper is the subgroup W ⊥x I , which is generated by the reflections along the roots in the following set
Let Π ) is a Coxeter system by a theorem of Vinay V. Deodhar [4] or Matthew Dyer [5, Theorem 3.3] . In [11] , the precise structure of W and Y I is the groupoid with vertex set I defined by
(note that Y I is indeed a groupoid; see [2] or [11] ).
Theorem 3.1. There is a unique groupoid isomorphism π I :
y,z for y, z ∈ I with m y,z = 2k + 1 odd and ℓ(π (which is denoted in [11] by r x (w, w y,z )) with w ∈ Y I x and (y, z) ∈ E I x , where
∼x , t ∈ I s and m s,t is even} (see Definition 2.10 for notation) and p 
x and we put 
Here we give some graphical explanation for the relation 1 ∼ I . We regard a relation (ξ; c) 1 ∼ I (ζ; cq) as moves in I of two particles from the vertices ξ o and ξ † to the vertices ζ o and ζ † , respectively, where the particle at ξ o (which we refer to as the mover of ξ) moves to ζ o along the path q in Γ odd I . (We refer to the other particle as the support of ξ.) So the path q is the trace of the mover under this move. Now the moves are classified into two types depicted in Figures 2 and 3 ; we call the first one a sliding; and the second one a switching (at a vertex z). Note that all the moves are invertible. On the other hand, the trace q of the mover under some consecutive moves in I from ξ to ζ is a path in Γ is a cycle P = (y 0 , y 1 , . . . , y n−1 , y n = y 0 ) with n ≥ 4, and put ξ i,j = (y i , y j ) and m i,j = m y i ,y j . In this example, suppose that n = 2N + 1 is odd (so N ≥ 2) and m 0,k is even for some 2 ≤ k ≤ n − 2. Then by definition of the moves, if some nonempty non-backtracking sequence of consecutive moves in I from ξ k,0 to ξ k,0 exists, then the shortest one is (up to orientation) the following:
Figure 1: The eleven subgraphs Γ J
• : mover † : support
Figure 2: A sliding move In this case, observe that the above sequence visits all ξ i,j with i−j ≡ 0, ±1 (mod n); so such ξ i,j must be an element of E I x , namely m i,j < ∞. We also have m i,j = 2 for these i, j, since otherwise ξ i,j ∈ E Figure 4 for the latter case).
We close the section by the following two remarks. 4 Characterization of finitely generated W ⊥x S In this section, we detect completely when the reflection subgroup W ⊥x = W ⊥x S introduced in Section 3 is finitely generated (Theorems 4.13 and 4.14). This result suggests that a finitely generated Coxeter group may possess a non-finitely generated reflection subgroup frequently.
Preliminary steps
First we give some remarks. Let x ∈ I ⊆ S. Since (W Proof. Note that α ξ o ,ξ † = λα ξ o + µα ξ † for some λ ≥ 0 and µ > 0. Moreover, the non-backtracking closed path P can be decomposed as P = QCQ −1 , where Q = (y 0 , y 1 , . . . , y ℓ ) for some ℓ ≥ 0 (so Q −1 = (y ℓ , . . . , y 1 , y 0 )) and C = (z 0 , z 1 , . . . , z r−1 , z 0 ) is a cyclically non-backtracking closed path of positive length such that z 1 = y ℓ−1 = z r−1 if ℓ ≥ 1. Now for k ∈ Z 0, we have
y 0 , and QC k Q −1 is a non-backtracking closed path of positive length with vertex set V (P ). Thus, since supp(π I (s, t)) = {s, t} (see Definition 2.6 for notation) for any edge (s, t) of Γ odd I , the combination of Lemma 2.7 and Theorem 3.1 implies that
by the hypothesis and Lemma 2.9, while we have is finitely generated, then we have either Γ J is of type A n−1 with n = |J|, or |J| = 4 and Γ J is as in Figure 4 .
Proof. Since J ⊆ I odd ∼x , we may assume that x ∈ J (see Remark 3.7). Then W ⊥x J is also finitely generated, so by Lemma 4.1 (applied to J instead of I), no element ξ ∈ E J x satisfies the condition (4.1). Since E J x = ∅ by the hypothesis, the claim follows immediately from Examples 3.4 and 3.5.
The next proposition is a key observation in our argument. between ξ o and J, so ξ † ∈ V (P ). If ξ † is adjacent to V (P ) ∪ J in Γ I , then the claim follows from Lemma 4.2 (consider the non-backtracking closed path starting from ξ o and passing the path P , the cycle Γ odd J and the path P in this order). So suppose that ξ † is not adjacent to V (P ) ∪ J. Let Q = (y 0 , y 1 , . . . , y r ) be one of the shortest paths in Γ odd I between y r = ξ † and some vertex y 0 ∈ J (so r ≥ 2 by the above assumption). Then by the above assumption, there is ζ ∈ E Figure 4 . Moreover, if three J, J ′ , J ′′ ∈ P are distinct, then Γ J∪J ′ is not of type A n−1 (so is as in Figure 4 ), since otherwise we have m s,t = 2 for some s ∈ J {ξ o , ξ † } and t ∈ J ′ {ξ o , ξ † } and so the cycle Γ 2. Γ K is of type A n−1 with n ≥ 4, and we have s, t ∈ K whenever s, t ∈ O and m s,t is even.
The set K satisfies the following:
4 ≤ |K| ≤ ∞, and there are two y 1 , y 2 ∈ K such that m y 1 ,y 2 = 2, m y 1 ,s = m y 2 ,s = 3 for any s ∈ K {y 1 , y 2 } and m s,t = ∞ for any distinct s, t ∈ K {y 1 , y 2 }, and {s, t} = {y 1 , y 2 } whenever s, t ∈ O and m s,t is even.
Proof. First, we prove the "only if" part. Suppose that E O x = ∅. Then the argument before this proposition implies that K is as in one of Conditions 2 and 3 (the latter condition is satisfied whenever |P| ≥ 3). Moreover, if s, t ∈ O and m s,t is even, then Proposition 4.4 (applied to (s, t) ∈ E O x ) implies that any cycle in Γ odd O contains both s and t, proving that s, t ∈ K. Hence the claim holds (note that in the case of Condition 3, we have {s, t} = {y 1 , y 2 } whenever s, t ∈ K and m s,t is even).
Secondly, we prove the 'if' part. This is trivial in Case 1 (now R x O = ∅). In Cases 2 and 3, we may assume that x ∈ K. Then we have E 
In Case 3, for each i ∈ {1, 2}, it follows from the shape of Γ
is generated by the cycles starting from y i which is the union of two paths Γ and definition of the moves, it is deduced inductively that any sliding involved in this sequence before the first switching is of the form (y, z ξ, † ) → (y ′ , z ξ, † ) with y, y ′ ∈ J ξ,o ; the first switching is the one (z ξ,o , z ξ, † ) (z ξ, † , z ξ,o ) at the vertex y ξ ; any sliding between the first and the second switchings is of the form (y, z ξ,o ) → (y ′ , z ξ,o ) with y, y ′ ∈ J ξ, † ; and the second switching is the one (z ξ, † , z ξ,o ) (z ξ,o , z ξ, † ) at the vertex y ξ . The claim is deduced by iterating this argument.
Owing to this lemma, we have the following: , and m y,s is even or ∞ for any y ∈ O and s ∈ E. 
Suppose that
Corollary 4.10. In the notations, we have
Proof. For each s ∈ E, there is some ξ s ∈ E 
Main theorems
Now we are in a position to give our main theorems. Let x ∈ S and O = S 4 ≤ |K| ≤ ∞, and there are two y 1 , y 2 ∈ K such that m y 1 ,y 2 = 2, m y 1 ,s = m y 2 ,s = 3 for any s ∈ K {y 1 , y 2 } and m s,t = ∞ for any distinct s, t ∈ K {y 1 , y 2 }, and we have {y, z} = {y 1 , y 2 } whenever y, z ∈ O and m y,z is even.
2.
The set E is finite.
3. We have m y,s ∈ {2, ∞} for any y ∈ O and s ∈ E.
4. For any s ∈ E, the graph Γ Proof. Since |S| < ∞, Condition 2 in Theorem 4.13 and Conditions 1-4 in Theorem 4.14 are automatically satisfied. Thus the claim follows immediately from Theorems 4.13 and 4.14.
In particular, the reflection subgroup W ⊥x is finitely generated whenever W is an affine Coxeter group. This is also deduced by a general theorem of Dyer [5, Theorem 5 .1], which shows that any reflection subgroup of an affine Coxeter group is finitely generated.
A Coxeter group W is called 2-spherical if m s,t < ∞ for any s, t ∈ S. 2. Γ is of type A n−1 with 4 ≤ n = |S| < ∞;
Γ odd O
is acyclic and |S| < ∞.
Proof. Note that S = O ∪E by definition of E, since W is 2-spherical. Owing to Theorems 4.13 and 4.14, the 'if' part is easily verified (see Corollary 4.15 for Case 3). For the "only if" part, first we consider the case that Γ odd O is acyclic. Our aim here is to show that |S| < ∞ (see Condition 3), by using the four properties in Theorem 4.14. Since S = O ∪ E as above, owing to Property 2 (in Theorem 4.14), it suffices to show that |O| < ∞. Now Property 1 says that m x,y are odd for all but finitely many y ∈ O (since W is 2-spherical). So if |O| = ∞, then x possesses infinitely many neighbors in Γ odd O ; while m y,z is even for any two distinct neighbors y, z of x in Γ odd O . This contradicts Property 1, so the claim follows in this case.
Secondly, we consider the case that Γ odd O contains a cycle (covered by Theorem 4.13). Now Property 3 (in Theorem 4.13) implies that m y,s = 2 for any y ∈ O and s ∈ E = S O; so we have E = ∅ and O = S since W is irreducible and O = ∅. Moreover, Property 1c cannot hold now; while Property 1a yields Condition 1 here. Finally, if Property 1b holds, then we have K = O and so Condition 2 is satisfied. Indeed, if K = O, then O K contains a vertex y adjacent to some z ∈ K in Γ odd O . Now taking z ′ ∈ K z, the choice of K implies that m z,z ′ is not odd, while m z,z ′ is not even by Property 1b, contradicting that m z,z ′ < ∞. Hence the claim follows.
A Coxeter group W is called even if m s,t is even or ∞ for any distinct s, t ∈ S.
Corollary 4.17. Suppose that W is even. Then W ⊥x is finitely generated if and only if there exist only finitely many s ∈ S with m x,s < ∞.
Proof. Note that Γ odd S has no edge (so O = {x}) since W is even. Now in Theorem 4.14, Conditions 1, 3 and 4 are automatically satisfied; so W ⊥x is finitely generated if and only if |E| < ∞. Thus the claim follows, since now E = {s ∈ S x | m x,s < ∞}.
A Coxeter group W is called skew-angled if m s,t = 2 for any s, t ∈ S. Proof. We use Theorem 4.13. The 'if' part follows immediately from the theorem (note that E = ∅ now), so we show the "only if" part. Since W is skew-angled, Properties 1b and 1c (in Theorem 4.13) cannot hold, so Property 1a holds. Moreover, Property 3 now implies that m y,s = ∞ for any y ∈ O and s ∈ E; so E = ∅ by definition of E, therefore m y,s = ∞ for any y ∈ O and s ∈ S O. Hence the claim follows.
Finally, we consider the following condition for W ; any subset I ⊆ S with at least three elements generates an infinite group. (This is equivalent to the property that a certain complex, called the Davis-Vinberg complex associated to (W, S), has dimension at most two.) Proof. By the same argument as Corollary 4.18, it suffices to prove the "only if" part by using Theorem 4.13. First, the hypothesis implies that there do not exist three elements z 1 , z 2 , z 3 ∈ O such that m z 1 ,z 2 = m z 2 ,z 3 = 3 and m z 1 ,z 3 = 2 (i.e. these generate a finite Coxeter group of type A 3 ; see [9] for the classification of finite Coxeter groups). This shows that Properties 1b and 1c (in Theorem 4.13) cannot hold. Moreover, if s ∈ E, then Property 4 implies that Γ odd O 2 (s) contains a cycle (note that K = ∅); in particular, the set O 2 (s) contains two distinct vertices y, z with m y,z odd. However, now the set I = {s, y, z} contradicts the hypothesis; so we have E = ∅. Hence the claim follows in the same way as Corollary 4.18.
