Abstract-An increasingly important issue in the area of uncertain systems is the estimation of the Robust Domain of Attraction (RDA). Though this topic is of great interest, most of attention has been paid to the RDA for uncertain polynomial systems. This paper considers the RDA for rational polynomial systems and non-polynomial systems, both with parametric uncertainties, which are constrained in a semialgebraic set. The main underlying idea is to reformulate the original system to an uncertain rational polynomial system by using the truncated Taylor expansion and the parameterizable remainder of nonpolynomial functions. A novel way to compute the largest estimate of the RDA is proposed by using a given rational Lyapunov function and the squared matrix representation technique (SMR). Lastly, the benefits of this approach are presented by a numerical example.
I. INTRODUCTION
It is well known that estimating the RDA of an equilibrium point is an interesting yet challenging problem for uncertain systems. In fact, the RDA is usually a complicated set, this makes it difficult to express through an analytic representation, even for the uncertainty-free case [1] . In order to compute the exact domain of attraction, some elegant methods are proposed, e.g., the Zubov equation method and the maximal Lyapunov function method [2] . However, it is not easy to find the solution of the Zubov equation and the maximal Lyapunov function in most cases. Fortunately, an under-estimation method has been proven to be effective by using the sublevel set of Lyapunov functions [1] . Over the last decade, thanks to the rapid developments of the Sum of Squares (SOS) technique and semialgebraic geometry [3] - [5] , increasingly efficient methods have been proposed based on semidefinite programming and Linear Matrix Inequalities (LMI) [6] - [10] .
An overwhelming majority of existing works is concerned with polynomial systems, whereas recently there has been two new trends in this area. The first trend is geared toward studying the RDA of uncertain systems with parametric uncertainty, which is stimulated by practical needs, e.g., circuit design with changing parameters influenced by temperature, or the stabilization of mechanical system with timevarying loads [11] - [13] . In [11] , the RDA is computed for polynomial systems with bounded parametric uncertainties by using polynomial Lyapunov functions and a branch-andbound type procedure. In addition, the Lyapunov function method allows the largest estimate of the RDA for polynomial systems to be computed by an SOS decomposition [14] , [15] . The second trend exhibits an increasing demand for developments targeting non-polynomial systems and rational systems, such demands are particularly high due to numerous practical application areas, e.g., for non-polynomial systems in robotic arm modeling [16] , airplanes in longitudinal flight [17] , for rational systems in enzyme-catalyzed interaction [18] , and metabolic networking organization [19] . With regard to non-polynomial systems, researchers are interested in polynomial approximation methods, such as replacing the nonlinear terms with new variables and recasting the state space to an expanded one [17] or covering the non-polynomial functions by a convex hull of a group of polynomials [20] . In [21] , the authors provide an approach using Chebychev points with a chosen quadratic Lyapunov function for the uncertainty-free case. Related to this work is the method of [22] , where a rational Lyapunov function is used to estimate the RDA of uncertain polynomial systems. However, estimating the RDA for non-polynomial systems and for rational polynomial systems with parametric uncertainties has never been considered, to the best knowledge of the authors.
Motivated by the above, this work extends the result of [22] , [23] to the case of uncertain rational polynomial and non-polynomial systems, and contributes in the following three aspects:
• For the first time, the RDA is computed for both an uncertain model of rational polynomial functions and for a class of nonlinear functions with truncated Taylor expansion, under the effect of parametric uncertainty, which is constrained in a semialgebraic set.
• By introducing a new class of parameter-dependent SOS and employing the SMR technique, we formulate a quasi-convex optimization problem to compute the largest estimate of the RDA via expanding the sublevel set of a rational Lyapunov function.
• A necessary and sufficient condition is provided for the tightness of the computed lower bound of the RDA. This tightness can be established by a method which first verifies whether a power vector is in a null space and then verifies the vanishing of the derivative of the selected Lyapunov function.
II. PRELIMINARIES
Notations: N n , R n : natural and real number sets with dimension n; R + : positive real number set; 0 n : origin of R n ; R n 0 : R n \{0 n }; A i,j : element in the i-th row and in the j-th column of matrix A; A T : transpose of A; A > 0 (A ≥ 0): symmetric positive definite (semidefinite) matrix A; A ⊗ B:
Kronecker product of matrices A and B; A • B: elementwise product (Hadamard Product) of matrices A and B of the same dimension, i.e., (A•B) i,j = A i,j ·B i,j ; A⊘B: elementwise division of matrices A and B of the same dimension, i.e., (A⊘B) i,j = A i,j /B i,j ; ker(A): null space of linear map A; deg x (f ): degree of polynomial function f (x) in x; ∇f : gradient of f (x), i.e., ∇f = ( ∂f ∂x1 , . . . , ∂f ∂xn )
T ; lcm(v): the least common multiple of all the entries of vector v ∈ R n ; diag(v): a square diagonal matrix with the elements of vector v ∈ R n on the main diagonal; ( * ) T AB in a form of SMR: B T AB. Let P be the set of polynomials and P n×m be the set of matrix polynomials with dimension n × m. A polynomial p(x) ∈ P is nonnegative if p(x) ≥ 0 for all x ∈ R n . An effective way of checking whether p(x) is nonnegative consists of checking whether p(x) can be expressed as an SOS, i.e., p(
2 for some p 1 , . . . , p l ∈ P. We denote the set of SOS polynomials as P SOS . If p(x) ∈ P SOS becomes 0 only for x = 0 n and p(x) is without monomials of degree 0 and 1, we call p(x) local SOS, which is denoted by P SOS 0
.
A. Model Formulation
In this paper, we consider the following model:
where D ⊆ R n is the domain, x ∈ R n denotes the state vector, x(0) = x init ∈ R n is the initial state, θ ∈ R n θ denotes the uncertain parameter vector, f (x(t), θ) ∈ R n , are vector rational polynomial functions which can be expressed as (3) in which ⊘ denotes the element-wise division, f num (x(t), θ), f den (x(t), θ), g numi (x(t), θ), g deni (x(t), θ) ∈ P n are vector polynomial functions, ζ 1 (x ai (t)), . . . , ζ r (x ai (t)) denote nonpolynomial functions and a 1 , . . . , a r ∈ {1, . . . , n} are the indexes, satisfying r < n. The uncertain parameter θ is in a semialgebraic set
where a(θ) : R n θ → R na and b(θ) : R n θ → R n b are polynomial functions. For the brevity of the presentation, the dependence of functions on time t, state x(t) and parameter θ will be omitted whenever reasonable.
In this paper, we are interested in estimating the RDA of an equilibrium point. First, we introduce the definition of the RDA of the origin [11] , [13] , i.e.,
where χ(t; x init , θ) denotes the solution of system (1) at time t, starting from initial state x init and using parameter θ.
In addition, we assume that ζ i , i = 1, . . . , r, are k times differentiable at the origin and k + 1 times differentiable within the open interval (0, x ai ), then ζ i could be rewritten by a Taylor expansion evaluated at the origin as follows:
where ξ i ∈ R is a bounded parameter, k denotes the truncation degree and η i (x ai ) is the k-th order Taylor polynomial:
Remark 1: We exploit the parameters ξ i to overapproximate the Taylor remainder
T is in the orthotope
and τ i , τ i ∈ R, i = 1, . . . , r, are selected as the tightest bounds fulfilling
for all ι ∈ I, where I is a set chosen in the sublevel set of a Lyapunov function V xa i which will be introduced in the next subsection.
Remark 2:
The model (1) is quite general. It includes a sum of products between a group of parameter-dependent rational functions and a group of non-polynomial functions ζ i , which are expressed by Taylor expansion with a parameterized remainder in Lagrange form. Previous models considered for computing the domain of attraction [8] , [11] , [13] , [16] , [17] are thus special cases of the model considered in this work.
Example 1: Consider a deliberately simple 2-dimensional system described by     ẋ
We can write this model in the form of (1) by choosing
Let us select the truncation degree k = 5. By using the Taylor expansion of ζ i , one has
where the ranges of ζ 1 and ζ 2 can be obtained according to the selected Lyapunov function and its sublevel set, which will be shown in Example 2.
The more general case with non-polynomial parameterdependent functions ζ i (x, θ) is discussed in Section III.
B. Problem Formulation
In this paper, we aim to compute the sublevel set of a rational Lyapunov function to under-approximate R. Specifically, let v(x) be a rational function:
where v num ∈ P and v den ∈ P fulfill
and D is defined in (1) . The sublevel set of v(x) is
where c ∈ R. The function v(x) is a Lyapunov function of system (1) for the origin iḟ
We can now formulate our main problem: compute the largest under-estimate of the RDA using the sublevel set of a rational Lyapunov function v(x), i.e., solving
where θ and Θ are introduced in (1) and (4), and ξ i and Ξ are introduced in (5) and (7).
III. UNDER-APPROXIMATING THE RDA In this section, we will first give an estimation of the RDA by using a selected rational Lyapunov function. Then, the problem of the largest estimate of the RDA is converted from a non-convex problem to a quasi-convex optimization problem. Based on this, a necessary and sufficient condition is proposed for establishing the tightness of this estimate.
A. Estimation with Pre-defined Shape
First, the system (1) can be rewritten in a compact parameter-dependent rational polynomial form as follows:
and h den ∈ P n which can be obtained from f , g i and the Taylor expansion of ζ i with a selected truncation degree k. Considering (4) and (7), a new constraint set forθ can be defined as follows:
T ∈ R nã and τ i , τ i are chosen according to (8) . The following example is provided for illustration.
Example 2: Continued from Example 1, (10) can be equivalently expressed as
T and b(θ) = θ and v den = 1. The bounds τ i and τ i in (8) can be selected as
otherwise,
The largest under-estimate of the RDA is shown in Fig. 1 . In order to check the nonnegativity over a semialgebraic set, real Positivstellensatz (P-satz) is verified to be a powerful tool [24] . The following result provides a stronger version of the P-satz:
. . , f l are polynomials of even degree such that the set
is compact and there are no common zeros for the highest degree forms in R n 0 . Then, there exists a polynomial p satifying
The above lemma points out that the cone generated by f i includes any strictly positive polynomial p(x) ∈ F over a semialgebraic set, which paves the way to estimate the RDA via SOS programming. Based on the above result, a new class of parameter-dependent polynomials is defined and the positivity of a parameter-dependent polynomial on a compact set can be established by exploiting the local SOS cone.
Definition 1 (Locally parameter-dependent SOS: a m and b 1 , . . . , b l depending both on x andθ, define
Let B be compact. Condition ∀x ∈ B : p(x,θ) > 0 can be established if the following condition holds:
Proof : Considering (19) with s 0 ∈ P SOS L , this result can be obtained from Lemma 1 by expanding the dimension of state space from n to n + nθ and setting
Remark 3: By exploiting the local parameter-dependent SOS cone, we obtain a sufficient condition for establishing the positivity of a parameter-dependent polynomial on a compact set provided by condition (21) . This condition is also necessary if the degree of auxiliary local parameterdependent SOS polynomials s i is unlimited and if there is a polynomial b in set B such that b −1 [0, ∞) is compact. For details, please refer to [25] for the case of SOS cones.
The following result answers the question of whether a sublevel set of a rational function is an estimate of the RDA.
Theorem 1: For a selected truncation degree k, consider a positive scalar c ∈ R + and a rational function v(x) : R n → R fulfilling (11)- (12), provided that there exist a polynomial q(x,θ) : R n+nθ → R and polynomial vectors s(x,θ) :
where
and
functions v num and v den are introduced by (11) , functions h num and h den are introduced by (16) , operation ∇(·) gives the gradient of a function, operation lcm gives the least common multiple of all entries of a vector, operation • is the element-wise product, operation ⊘ is the element-wise division and η is a vector polynomial function
where 1 n is the ones vector with the dimension n and all the elements being 1. Then, v(x) is a common Lyapunov function for the origin, and V(c) ⊆ R. Proof : Our main effort in this proof is to establish that the rational function v(x) is a common Lyapunov function of system (16) based on (23) . Then, it yields V(c) ⊆ R [1] .
Suppose that (23) holds, since
and s i (x,θ) ∈ P SOS L , for i = 1, . . . , nã. From Lemma 2, one has that ∀x ∈ V(c)/{0 n }, ∀θ ∈ Θ : w(x,θ) > 0.
Based on this, together with (25) and (26), it yields
In addition, from (11) and (16), one has that there exists a ξ ∈ Ξ (thus aθ ∈Θ) such thaṫ
Meanwhile, due to the fact that
and through comparing (28) with (29), one has that from (28) ∀θ ∈Θ : 0 < −v(x,θ).
Therefore, v(x) is a Lyapunov function for the origin and V(c) ⊆ R, thus completing this proof. Remark 4: For this theorem, it is worth noting that
• The conservatism of this approach stems from the bounded degrees of the auxiliary functions q, s and r (see Remark 3). Another source of conservatism is that, for system (1), the rational Lyapunov function is usually not the maximal Lyapunov function by which the exact DA can be obtained. In other words, the rational Lyapunov function can only be used to approximate the maximal Lyapunov function, making this method an under-estimation of the exact RDA.
• This method can also be extended to a more general case with multi-variable parameter-dependent nonpolynomial functions ζ i (x, θ) in system (1) by using the method of multi-variable truncated Taylor expansion. However, this extension may result in a large number of parameters ξ i for expressing the Taylor remainder, which is computationally demanding.
B. Selection of the Lyapunov function
In this subsection, a simple strategy for choosing an initial Lyapunov function will be presented. In particular, let us introduce the Jacobian matrix
and a symmetric matrix P such that
Observe that condition (31) is equivalent to the condition that there exists a quadratic Lyapunov function for the linearized system, which can be established by using the existing SOS matrix techniques. One way to construct the rational Lyapunov function is
fulfilling (12) where
is the quadratic Lyapunov function for the origin, with P satisfying (31). v a is an auxiliary polynomial function which can be simply chosen as (x T x) · (x T P x). In fact, v a can be selected as any polynomial such that (11)- (12) hold and
More details for choosing the initial rational Lyapunov function can be found in [26] . It is useful to mention that the search for an optimal rational Lyapunov function to enlarge the RDA may provide a less conservative result, but it is out of the scope of this paper due to limited space. The readers may refer to [5] , [23] for the case of polynomial Lyapunov functions.
C. Square Matrix Representation (SMR)-based QuasiConvex Optimization
Notice that the condition of Theorem 1 is not easy to establish because it turns out to be a non-convex problem for finding a local parameter-dependent SOS s(x,θ) and a positive scalar c at the same time. In addition, another challenge is that there is no existing method for local parameter-dependent SOS programming. In order to solve these issues, a new class of SMR is proposed for the set of local parameter-dependent SOS, i.e., p(x,θ) ∈ P
SOS L
, and an approach is provided to convert this non-convex problem to a quasi-convex optimization problem.
In the following, we will first recall the SMR method and then introduce the class of SMR for the set P SOS L . Considering a polynomial p 1 (x) ∈ P of degree deg x (p 1 ), define d p1 x as the smallest integer not less than
⌉. We can express p 1 (x) in SMR as:
where ( * ) T AB is short for B T AB introduced in Section II, P 1 is denoted by the SMR matrix of p 1 (x), n is the number of variables, φ p (n, d 
in which δ is a vector of free parameters. An example of SMR is provided below.
T . Then, p 1 (x) can be expressed using (35) with
Now, let us consider a local parameter-dependent polynomial p 2 (x,θ) ∈ P SOS L with degree deg x on x and with degree degθ onθ, andθ ∈ R nθ . Thus, p 2 (x,θ) can be expressed in the SMR form as
l2 is a power vector containing all the monomials of degree less or equal to d p2 x except degrees 1 and 0. L 2 (δ) is a parameterization of the affine space
in which α is a vector of free parameters, l 3 = l 2 · l 1 . Let us introduce
Based on these expressions, we further define
These expressions of SMR lead to a result for estimating the largest RDA as follows:
Lemma 3: For a selected truncation degree k, consider a rational function v(x) : R n → R satisfying (11)- (12) . Suppose that there exist Q, S, R and α defined in (39)- (40) such that
Then, µ k is a lower bound of µ * , i.e., µ k ≤ µ * .
Proof : Suppose that condition (41) holds. By premultiplying and post-multiplying the first inequality of (41) by
, respectively, one has that ψ(x,θ) > 0 and Ψ(c, Q, S, R)+L(α) is the SMR matrix of ψ(x,θ) > 0 based on the first equation of (40). In addition, considering the fact that φ l (n, d x ) = 0 holds when x = 0, one has that ψ(x,θ) ∈ P SOS L for all x ∈ R n 0 and for allθ ∈ R nθ , based on Definition 1. In the same way, one obtains that q(x,θ) ∈ P SOS L and
for all x ∈ R n ,θ ∈ R nθ , and for all i = 1, . . . , nã. Then, condition (23) holds. Therefore, V(c) is an estimate of the RDA with the truncation degree k. Taking into account the definition of µ * in (15) , it implies that µ k is a lower bound of µ * which ends this proof.
Let us observe that optimization (41) is a problem of bilinear matrix inequalities owing to the product of Q and c. One possible way to solve this problem is to use a bisection algorithm on c, where an LMI feasibility test is solved for every fixed value of c [11] . However, this method may lead to a great number of LMI feasibility tests, which is computationally demanding.
For this reason, we propose an approach of quasi-convex optimization: A generalized eigenvalue problem (GEVP) is constructed in order to solve (41). First, let us introduce the following transformation based on which the GEVP can be properly formulated.
Lemma 4: Define the polynomials
and let U 2 be the SMR matrix of u 2 with the power vector
), V be the SMR matrix ofṽ with the power vector φ l (n, dṽ x ). Then, U 2 can be expressed by
Proof : By exploiting the Kronecker product and its mixedproduct property:
we can express the product of q andṽ in the SMR form by a common power vector. Specifically,
by which we conclude this proof. Theorem 2: For a selected truncation degree k, consider a positive scalar λ ∈ R + and a rational function v(x) : R n → R satisfying (11)- (12) . µ k in (41) can be computed by
whereẽ is the solution of the following GEVP e = inf e, Q, R, S, α e s.t.
Proof : From the last inequality of (49), one has
which is the SMR matrix of the polynomial eu 2 (x,θ) + u 1 (x,θ); It can be expressed as
(51) Notice that for all e ∈ (−1/λ, 0], the function −e/(1 + λe) is monotonically decreasing and its corresponding mapping range is the interval [0, +∞). It directly follows that the lower bound ofγ can be calculated by (48).
Next, let us prove U 2 (Q) is positive definite which makes (49) a GEVP. Considering the dimension of matrices U 2 , Q and V , one obtains a shrunk SMR matrix after the power vector transformation in (46). Moreover, any monomial of the power vector φ l (n, d
)), which directly implies that matrix H has full rank. From Lemma 4, one has U 2 > 0 if Q > 0 and V > 0, which completes this proof.
Note that the last constraint in (49) is called the linearfractional LMI. For more details on the formulation of the GEVP, please refer to [6] .
D. Tightness Investigation
The last theorem gives a useful strategy for computing a guaranteed lower bound of µ k for a specific truncation degree k. Naturally one may ask: Is this lower bound tight? The following theorem is proposed to answer this question.
Theorem 3: LetQ,R,S andᾱ be the optimal values of Q, R, S and α in the optimization (49), and definē
Then, a necessary and sufficient condition for µ k = µ * is that there exists a (x,θ) ∈ T where
Proof : (Sufficiency) Let us recall that the largest estimate of the RDA can be obtained by V(c) where
Let the optimum of (53) bex andθ. From (25) , it follows that
In addition, let us observe that
Sinceã(θ) ≥ 0 and b(θ) = 0, it follows that
= 0,
Then, taking into account thatv(x,θ) = 0,ã(θ) ≥ 0 and b(θ) = 0, one has v(x) = µ k . It further implies that µ * ≤ v(x) = µ k , while µ k is a lower bound of µ * , i.e., µ k ≤ µ * . Thus, one has µ * = µ k . The above result gives a necessary and sufficient condition for verifying the tightness of the lower bound of µ * . This result is demonstrated by the following example.
IV. AN ILLUSTRATIVE EXAMPLE
Computation is carried out using MATLAB R2014a on a standard laptop with a 2.3GHz Intel Core i7-4712MQ processor and an 8GB DDR3 RAM.
Consider a 2-dimensional non-polynomial system 
The lower bound µ k can be obtained by solving the GEVP in (49). The result of computation is shown in Tab. I, subject to different truncation degrees k. We compare this approach with the method of polynomial Lyapunov functions and choose a quadratic Lyapunov function v 2 (x) = x The result shows that, by contrast, both the unitary sublevel set V(1) and the estimate of the RDA are much smaller than the proposed approach using v 1 (x) (see Fig. 2 ). Then, we would like to check whether the tightness of the lower bound is established. By using the condition (52) from Theorem 3, one obtains that the tightness is established with µ k = µ * at pointx = (−2.309, −2.863) T andθ = (0.416, 0.737, 0.174, 2.146)
T , wherex ∈ T .
V. CONCLUSION AND FUTURE WORK
For uncertain rational polynomial systems and nonpolynomial systems, a novel approach is proposed to compute the largest estimate of the RDA. A criterion based on SOS conditions is proposed for establishing whether a sublevel set of a rational function is in the RDA. Then, by introducing a new class of SMR for the set of local parameter-dependent SOS and a transformation of a power vector, the lower bound of the largest estimate of the RDA can be calculated via a quasi-convex optimization consisting of a generalized eigenvalue problem for a selected rational Lyapunov function. Lastly, the tightness of the obtained lower bound can be established by a necessary and sufficient condition, which consists of checking the value of the derivative of Lyapunov function and checking whether a power vector is in a linear null space.
Future effort will be devoted to designing a less conservative convex approach to further enlarge the lower bound of µ * by using variable rational Lyapunov functions (see [22] for polynomial systems). Moreover, we are interested in developing this approach by combining it with other robust verification methods, such as reachability analysis methods and contraction theory methods [28] , [29] .
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