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In this paper, we obtain a bidimensional shallow water model with polynomial dependence
on depth. With this aim, we introduce a small non-dimensional parameter ε and we study
three-dimensional Euler equations in a domain depending on ε (in such a way that, when
ε becomes small, the domain has small depth). Then, we use asymptotic analysis to study
what happens when ε approaches to zero. Asymptotic analysis allows us to obtain a new
bidimensional shallow water model that not only computes the average velocity (as the
classical model does) but also provides the horizontal velocity at different depths. This
represents a signiﬁcant improvement over the classical model. We must also remark that
we obtain the model without making assumptions about velocity or pressure behavior
(only the usual ansatz in asymptotic analysis). Finally, we present some numerical results
showing that the new model is able to approximate the non-constant in depth solutions to
Euler equations, whereas the classical model can only obtain the average velocity.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In this work we obtain a new bidimensional shallow water model with explicit polynomial dependence on depth us-
ing asymptotic analysis. We follow here the steps of our previous works [8,9] (where we study the unidimensional case)
and [10] (where we study the bidimensional case with only linear dependence on depth).
The paper is structured as follows. In Section 1 we present the initial three-dimensional problem. Then, a reference
domain is introduced in Section 2 and asymptotic analysis is applied to the problem written in the new domain (Section 3).
In Section 4 we build a ﬁrst order approximation of the solution. The new shallow water model in terms of the average
velocity is proposed in Section 5 (Theorem 2). Finally, some numerical examples are presented in Section 6 in order to show
that our model always achieves better results if we approximate exact solutions to Euler equations with dependence on z.
The domain we consider must have small depth compared with its other dimensions because we pretend to obtain
a shallow water model; it can be for example a river, a lake or a region of the sea. We represent it by Ωε set (see Fig. 1)
deﬁned by
Ωε = {(xε, yε, zε) ∈R3 ∣∣ (xε, yε) ∈ D, zε ∈ (Hε(xε, yε), sε(tε, xε, yε))}, (1)
where xε and yε are the horizontal coordinates, zε is the vertical coordinate, D is the projection on the XY plane of Ωε ,
zε = Hε(xε, yε) is the equation of the bottom of the river or the sea (supposed known), zε = sε(tε, xε, yε) is the equation
of the free surface (unknown). We can also deﬁne hε(tε, xε, yε) = sε(tε, xε, yε) − Hε(xε, yε) (water depth).
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Let us introduce the small non-dimensional parameter ε. In order to make explicit that Hε , hε and sε are small
when compared with the domain diameter, we shall suppose that Hε(xε, yε) = εH(x, y), sε(tε, xε, yε) = εs(t, x, y) and
hε(tε, xε, yε) = εh(t, x, y) (where x = xε , y = yε and t = tε are independent of ε). Then Hε , hε and sε are of order ε, so
they are small when ε is small. We can interpret ε as a small parameter of the same order than the quotient between the
characteristic depth and the diameter of the domain.
The ﬂow is supposed to obey the three-dimensional Euler equations in Ωε . The external forces acting on the ﬂuid are
just those due to gravity and the Coriolis acceleration, that is (both the domain and the functions and variables involved in
this problem depend on ε, we indicate this dependence with superscript ε):
∂ uε
∂tε
+ (uε · ∇ε)uε = − 1
ρ0
∇εpε + Fε (2)
where uε = (uε, vε,wε) = (uε(tε, xε, yε, zε), vε(tε, xε, yε, zε),wε(tε, xε, yε, zε)) is the velocity vector, pε = pε(tε, xε, yε, zε)





∂zε ), ρ0 denotes the density of the ﬂuid and
Fε is the volume force per unit mass. Let us
suppose that:
Fε = −gk − 2 φ × uε
where g is the gravity acceleration (assumed constant) and −2 φ× uε is the Coriolis acceleration (where the angular velocity
of rotation of the Earth is φ = φ(sinϕεk + cosϕε j) with φ = 7.29× 10−5 rad/s; ı , j and k denote the unit vectors pointing
East, North and vertically upward (respectively); ϕε is the North latitude, that we consider either constant or depending
on yε).
The ﬂuid is supposed to be incompressible, so it veriﬁes
∇ε · uε = 0. (3)
We must now impose the boundary conditions. We shall suppose that the pressure is the atmospheric at the surface





(where the atmospheric pressure at the surface, pεs = pεs (tε, xε, yε), is supposed to be known and independent of ε, that is,
pεs (t
ε, xε, yε) = ps(t, x, y)). The ﬂuid satisﬁes the non-penetration condition at the bottom so
uε · nε = 0 at zε = Hε(xε, yε) (5)
where nε denotes the outer unit normal to the domain boundary.
We also suppose that the incoming and outcoming ﬂows are known at each instant. Other kind of boundary conditions
may be easily considered.
We shall see bellow that it is necessary another equation to apply the asymptotic method to Euler equations. This is the
reason why we introduce the vorticity:
γ ε = ∇ε × uε (6)
that satisﬁes next equation (see [12]):
∂ γ ε
∂tε
+ (uε · ∇ε) γ ε − ( γ ε · ∇ε)uε = ∇ε × Fε. (7)






uε dzε + ∂εy
sε∫
Hε
vε dzε = 0. (8)
Finally, initial conditions must be imposed too.
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When doing asymptotic analysis with ﬂuids, most of the authors use a dimensionless version of the equations (see, for
example, [6] and [15]), or they do not consider a free surface (see, for example, [2]). We shall work instead in a reference
domain, independent of the parameter ε, as done in [3–5,13] and related works when studying solids.
Let Ω = D × (0,1) be the reference domain, related to Ωε by the following change of variable:
tε = t, xε = x, yε = y, zε = ε[H(x, y) + zh(t, x, y)]. (9)
Using this change of variable, we can associate to each function F ε deﬁned on [0, T ]×Ωε , another function F (ε) deﬁned
on [0, T ] × Ω: F (ε)(t, x, y, z) = F ε(tε, xε, yε, zε). Their partial derivatives are related by
∂ F ε
∂tε








= Dt F (ε), ∂ F
ε
∂xε




























































If now we deﬁne
u(ε)(t, x, y, z) = uε(tε, xε, yε, zε), v(ε)(t, x, y, z) = vε(tε, xε, yε, zε),
w(ε)(t, x, y, z) = wε(tε, xε, yε, zε), p(ε)(t, x, y, z) = pε(tε, xε, yε, zε),
γi(ε)(t, x, y, z) = γ εi
(
tε, xε, yε, zε
)
(i = 1,2,3) (11)
then we can write problem (2)–(8) in the reference domain Ω where dependence on ε appears explicitly:
• Euler equations:
Dtu(ε) + u(ε)Dxu(ε) + v(ε)Dyu(ε) + w(ε)1
ε




(sinϕ)v(ε) − (cosϕ)w(ε)), (12)
Dt v(ε) + u(ε)Dxv(ε) + v(ε)Dyv(ε) + w(ε)1
ε
Dzv(ε) = − 1
ρ0
Dyp(ε) − 2φ(sinϕ)u(ε), (13)
Dtw(ε) + u(ε)Dxw(ε) + v(ε)Dyw(ε) + w(ε)1
ε




Dzp(ε) − g + 2φ(cosϕ)u(ε), (14)
• incompressibility condition
Dxu(ε) + Dyv(ε) + 1
ε
Dzw(ε) = 0, (15)
• boundary conditions
p(ε) = ps at z = 1, (16)




at z = 0, (17)
• vorticity equations
Dtγ1(ε) + u(ε)Dxγ1(ε) + v(ε)Dyγ1(ε) + w(ε)1
ε













Dtγ2(ε) + u(ε)Dxγ2(ε) + v(ε)Dyγ2(ε) + w(ε)1
ε
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ε
Dzγ3(ε) − γ1(ε)Dxw(ε) − γ2(ε)Dyw(ε) − γ3(ε)1
ε
Dzw(ε)
= −2φ[(sinϕ)Dxu(ε) + Dy((sinϕ)v(ε) − (cosϕ)w(ε))], (20)
• vorticity components written in terms of the velocity components





Dzu(ε) − Dxw(ε), (22)
γ3(ε) = Dxv(ε) − Dyu(ε), (23)












dz = 0. (24)
We must also apply the change of variable to the initial conditions.
3. Asymptotic analysis
In order to apply the formal asymptotic method, we develop now the solution to problem (12)–(24) in powers of ε, that
is,
u(ε) = u0 + εu1 + ε2u2 + · · · , v(ε) = v0 + εv1 + ε2v2 + · · · ,
w(ε) = w0 + εw1 + ε2w2 + ε3w3 + · · · , p(ε) = p0 + εp1 + ε2p2 + · · · ,
γi(ε) = γ 0i + εγ 1i + ε2γ 2i + · · · (i = 1,2,3). (25)
We substitute now this expansion into Eqs. (12)–(24). If, for example, we make this substitution in (12), we get
Dtu
0 + εDtu1 + ε2Dtu2 + · · · +
(
u0 + εu1 + ε2u2 + · · ·)[Dxu0 + εDxu1 + ε2Dxu2 + · · ·]
+ (v0 + εv1 + ε2v2 + · · ·)[Dyu0 + εDyu1 + ε2Dyu2 + · · ·]










0 + εDxp1 + ε2Dxp2 + · · ·
)+ 2φ[(sinϕ)(v0 + εv1 + ε2v2 + · · ·)
− (cosϕ)(w0 + εw1 + ε2w2 + ε3w3 + · · ·)].




0 + u0Dxu0 + v0Dyu0 + w0Dzu1 + w1Dzu0 + 1
ρ0
Dxp








− 2φ((sinϕ)v1 − (cosϕ)w1)]+ ε2[Dtu2 + u0Dxu2 + u1Dxu1 + u2Dxu0 + v0Dyu2 + v1Dyu1 + v2Dyu0
+ w0Dzu3 + w1Dzu2 + w2Dzu1 + w3Dzu0 + 1
ρ0
Dxp
2 − 2φ((sinϕ)v2 − (cosϕ)w2)]+ O (ε3)= 0. (26)
Similar expressions are obtained from Eqs. (13)–(24) (analogous calculations are done in detail in [9–11]).
In this way we arrive at a series of equations that will allow us to determine each term of the expansion. Since u0,
v0, w0, p0, u1, v1, w1, etc. are independent of ε, once the terms that multiply the same power of ε are grouped, in the
previous equations we have polynomials in ε equated to zero, so theirs coeﬃcients should be zero too. We obtain the
following equations that will permit us determine u0, v0, w0, p0, u1, v1, w1, etc.:
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2φ(cosϕ)u0 − g)(z − 1), (33)
























































1 + u0Dxu1 + u1 ∂u
0
∂x
+ v0Dyu1 + v1 ∂u
0
∂ y







2φ(cosϕ)u0 − g)− 2φ((sinϕ)v1 − (cosϕ)w1)= 0, (39)
Dt v
1 + u0Dxv1 + u1 ∂v
0
∂x
+ v0Dyv1 + v1 ∂v
0
∂ y









2φ(cosϕ)u0 − g)+ 2φ(sinϕ)u1 = 0, (40)
Dxu
1 + Dyv1 + Dzw2 = 0, (41)




= 0 at z = 0, (42)
. . . .
4. First order approximation
Let us consider the following approximation of velocities, pressure and vorticity in the reference domain:
u˜(ε) = u0 + εu1, v˜(ε) = v0 + εv1, w˜(ε) = w0 + εw1 + ε2w2,
p˜(ε) = p0 + εp1, γ˜i(ε) = γ 0i (i = 1,2).


















= − 1 ∂ps − 2φ(sinϕ)u0,
∂t ∂x ∂ y ρ0 ∂ y









and then w1 is determined by (34) and p1 by (33).
From (37) we deduce that
u1(t, x, y, z) = u1(t, x, y,0) + h(t, x, y)
z∫
0
γ 02 (t, x, y, r)dr,
v1(t, x, y, z) = v1(t, x, y,0) − h(t, x, y)
z∫
0
γ 01 (t, x, y, r)dr.
To obtain u1 and v1 from these expressions we must explicitly ﬁnd out how γ 01 and γ
0
2 depend on z, but we just know
that they are solution to the following equations obtained from (35)–(36) and (38):
Dtγ
0



































z jγ 0, ji
)
(i = 1,2). (45)
Remark 1. Weierstrass Approximation Theorem guarantees that γ 01 (z) and γ
0
2 (z), deﬁned on [0,1], can be approximated
by polynomials in z if they are continuous, so (45) can be considered approximately true. Moreover, from (29), (34)
and (43)–(44) we deduce that, if initial and boundary conditions imposed on γ 01 and γ
0
2 are polynomial in z, then γ
0
1
and γ 02 are polynomial in z too.
We can rewrite (43)–(44) using expressions (34) and (45). Identifying the factors of the same power of z and using (32),






































− γ 0, j1
∂u0
∂x
− γ 0, j2
∂v0
∂x




































− γ 0, j1
∂u0
∂ y
− γ 0, j2
∂v0
∂ y
= −2φ(sinϕ)γ 0, j1 ( j = 1,2, . . . ,k). (49)
Now, when we integrate (37) respect to z, we get:



















where u10(t, x, y) = u1(t, x, y,0), v10(t, x, y) = v1(t, x, y,0) are determined by (39)–(40); replacing u1, v1, p1 and w1 (ac-














































− γ 0, j1
∂u0
∂ y
− γ 0, j2
∂v0
∂ y
+ 2φ(sinϕ)γ 0, j1
)]
= 0,j=0













































− γ 0, j2
∂v0
∂x
− γ 0, j1
∂u0
∂x
− 2φ(sinϕ)γ 0, j2
)]
= 0.
The terms multiplied by z are zero by (46) and (48), and the coeﬃcients of z j ( j = 2, . . . ,k) are zero by (47) and (49). So























































Remark 2. Eqs. (51)–(52) allow us to determine u10 and v
1
0 independently of γ
0
i (i = 1,2). Besides, it happens that the





































Now w2 can be calculated from (41), where u1 and v1 are replaced using (50) and we group the terms together accord-





































































If we use (28) and (33) we obtain the following approximation of the pressure in the reference domain:
p˜(ε) = ps + ερ0h
(
2φ(cosϕ)u0 − g)(z − 1). (56)
Similarly, from (27), (34) and (55), we have







































































w˜(ε) = ε ∂H
∂x
u˜(ε) + ε ∂H
∂ y
v˜(ε) − εhz(Dxu˜(ε) + Dy v˜(ε))+ O (ε2). (58)
The change of variable is undone and we obtain the following approximation to the solution in the initial domain:
u˜ε
(
tε, xε, yε, zε
)= u˜(ε)(t, x, y, z) = u0(t, x, y) + εu1(t, x, y, z),
v˜ε
(
tε, xε, yε, zε
)= v˜(ε)(t, x, y, z) = v0(t, x, y) + εv1(t, x, y, z),
w˜ε
(
tε, xε, yε, zε
)= w˜(ε)(t, x, y, z) = εw1(t, x, y, z) + ε2w2(t, x, y, z),
p˜ε
(
tε, xε, yε, zε
)= p˜(ε)(t, x, y, z) = p0(t, x, y) + εp1(t, x, y, z),
γ˜ ε
(
tε, xε, yε, zε
)= γ˜i(ε)(t, x, y, z) = γ 0(t, x, y) (i = 1,2). (59)i i








)= vˇ(ε)(t, x, y) = v0(t, x, y) + εv10(t, x, y). (60)
From (56), and using the change of variable, we obtain the following approximation to the pressure in Ωε:
p˜ε = ps + ρ0
(
sε − zε)(g − 2φ(cosϕε)u0,ε) (61)
(where u0,ε(tε, xε, yε) = u0(t, x, y)), or as a function of uˇε instead of u0,ε:
p˜ε = ps + ρ0
(
sε − zε)(g − 2φ(cosϕε)uˇε)+ O (ε2). (62)
Undoing the change of variable in (57), we deduce that the vertical component of the velocity is approximated by
















(zε − Hε) j+1


















( j + 1)( j + 2)


















(zε − Hε) j+2












(where γ 0, j,εi (t
ε, xε, yε) = γ 0, ji (t, x, y) (i = 1,2; j = 0,1,2, . . . ,k)).
Remark 3. If we use (58), we would arrive at:










































































= O (ε2). (67)
From Eqs. (46)–(49), making the change of variable and substituting uˇε for u0,ε = u0(t, x, y) (and, in the same way,








































− γ 0, j,ε1
∂ uˇε
∂xε
− γ 0, j,ε2
∂ vˇε
∂xε

























+ O (ε), (70)∂ y












− γ 0, j,ε1
∂ uˇε
∂ yε
− γ 0, j,ε2
∂ vˇε
∂ yε
= −2φ(sinϕε)γ 0, j,ε1 + O (ε) ( j = 1,2, . . . ,k). (71)
Finally, the approximations of the horizontal velocities, u˜ε and v˜ε , can be written in terms of uˇε and vˇε:




(zε − Hε) j+1









(zε − Hε) j+1





The following theorem summarizes the results achieved before:
Theorem 1. Let us suppose that there exists asymptotic expansion (25) and that γ 01 and γ
0










= O (ε2), (74)
∂ uˇε
∂tε























































































− γ 0, j,ε1
∂ uˇε
∂xε
− γ 0, j,ε2
∂ vˇε
∂xε






































− γ 0, j,ε1
∂ uˇε
∂ yε
− γ 0, j,ε2
∂ vˇε
∂ yε
= −2φ(sinϕε)γ 0, j,ε1 + O (ε) ( j = 1,2, . . . ,k), (80)
p˜ε = ps + ρ0
(
sε − zε)(g − 2φ(cosϕε)uˇε)+ O (ε2), (81)




(zε − Hε) j+1









(zε − Hε) j+1





and w˜ε is given by (63).
5. Proposed model as a function of the average velocity
It is possible to write model (74)–(83) as a function of the average velocity in the vertical instead of the velocity at the
bottom. To achieve it we use that




























we write uˇε and vˇε as function of u¯ε and v¯ε , and then we substitute in Eqs. (74)–(83). After some calculations we obtain:
Theorem 2. Let us suppose that there exists asymptotic expansion (25) and that γ 01 and γ
0
2 satisfy (45). Then approximated solu-









= O (ε2), (86)
∂ u¯ε
∂tε
+ u¯ε ∂ u¯
ε
∂xε

























+ O (ε2), (87)
∂ v¯ε
∂tε
+ u¯ε ∂ v¯
ε
∂xε







































































− γ 0, j,ε1
∂ u¯ε
∂xε
− γ 0, j,ε2
∂ v¯ε
∂xε






































− γ 0, j,ε1
∂ u¯ε
∂ yε
− γ 0, j,ε2
∂ v¯ε
∂ yε
= −2φ(sinϕε)γ 0, j,ε1 + O (ε) ( j = 1,2, . . . ,k), (92)
p˜ε = ps + ρ0
(
sε − zε)[g − 2φ(cosϕε)u¯ε]+ O (ε2), (93)








(zε − Hε) j+1
( j + 1)(hε) j −
hε
( j + 1)( j + 2)
)]
, (94)









( j + 1)( j + 2) −
(zε − Hε) j+1
( j + 1)(hε) j
)]
(95)
and w˜ε is given by (63) where uˇε = u˜ε|zε=Hε and vˇε = v˜ε|zε=Hε .
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the terms of order O (ε) in (89)–(92) (although in these equations we neglect the terms of order O (ε), given that γ 0, j,ε1
and γ 0, j,ε2 ( j = 0,1, . . . ,k) are multiplied by terms of order at least ε in (94)–(95), ﬁnally the error committed is of or-
der ε2). We obtain then the following shallow water model, expressed in terms of the depth averaged velocity (written in
vectorial form). Formally, the order of accuracy of the model is O (ε2) (we have dropped the ˜ for the sake of clarity):
∂hε
∂tε
+ ∇ε · (hε ¯uε)= 0,
∂ ¯uε
∂tε
+ ∇ε ¯uε · ¯uε + g∇εhε = − 1
ρ0
∇εpεs − g∇εHε + 2φFεC ,
∂ γ j,ε
∂tε
+ ∇ε γ j,ε · ¯uε − (∇ε ¯uε)T · γ j,ε = 2φF j,εV ( j = 0,1, . . . ,k),








(zε − Hε) j+1
( j + 1)(hε) j −
hε
( j + 1)( j + 2)
)]
,









( j + 1)( j + 2) −
(zε − Hε) j+1
( j + 1)(hε) j
)]
,
ˇuε = uε∣∣zε=Hε ,
















(zε − Hε) j+1


















( j + 1)( j + 2)


















(zε − Hε) j+2












pε = pεs + ρ0
(
sε − zε)[g − 2φ(cosϕε)u¯ε] (97)
where we denote by uε = (uε, vε), ¯uε = (u¯ε, v¯ε), ˇuε = (uˇε, vˇε), γ j,ε = (γ 0, j,ε1 , γ 0, j,ε2 ), ∇ε = ( ∂∂xε , ∂∂ yε ),
FεC =
(





∂ yε − v¯ε ∂H
ε
∂ yε )







(sinϕε)γ 0,0,ε2 + ∂∂ yε [(cosϕε)u¯ε]




; F j,εV =
(
sinϕε




Dropping ˜ in (96) we have the expression for γ ε1 and γ ε2 .
Remark 5. Observe that ∇ε w · u is equal to (u · ∇ε) w .
6. Numerical comparison with analytical solutions
In this section we shall use analytical solutions to Euler equations in order to compare numerically the classical shallow
water model without viscosity (see for example [1, p. 3] or [14, p. 456]):
∂hε
∂tε
+ ∇ε · (hε uε)= 0,
∂ uε
∂tε
+ ∇ε uε · uε + g∇εhε = − 1
ρ0
∇εpεs − g∇εHε + 2φFεC ,
wε = uε · ∇εHε + (Hε − zε)(∇ε · uε),
pε = pεs + ρ0
(
sε − zε)g (98)
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Error bounds for example (99).
Model Error bound for h Error bound for u Error bound for v
CM
0
4.7e − 1 3.1e − 1
NM-0 4.4e − 1 7.1e − 2
NM-1 1.2e − 1 3.8e − 2
NM-2 2.7e − 2 2.2e − 16
NM-3 7.8e − 3 2.2e − 16
NM-4 1.8e − 15 2.2e − 16
where FεC = (sinϕε)(vε,−uε), we shall refer to it as CM, with the new model proposed in (97), referred to as NM. We
shall use MacCormack scheme (see for example [7]) to make this comparison. This scheme is very easy to implement and
robust. It is a scheme of order 2 (in space and time) and it is consistent and stable if the CFL condition is veriﬁed. The
MacCormack scheme allows us to make the numerical comparison without making special adaptations to take into account
the differences between the two models.
Remark 6. We can obtain (98) from (97) if we neglect the two ﬁrst components of the vorticity (when they are zero, the
horizontal velocity is independent of zε and, consequently, coincides with the average horizontal velocity) and the terms
multiplied by cosϕε (as it is usually done in dynamic oceanography, and clearly necessary from the third equation of (97)
once we have neglected the two ﬁrst components of the vorticity). Therefore we deduce that (97) and (98) are equivalent if
and only if γ ε1 = γ ε2 = 0, that is, in case there is not vertical vorticity.
Let us introduce now an analytical solution to Euler equations that we shall use to compare models CM and NM. The









i, w = 0, H = 0, h = C,
p = ps − ρ0(z − h)g, ps = P0 − ρ0gh (99)
with Ai, B j,C, P0 ∈ R, i = 0, . . . ,N1, j = 0, . . . ,N2. If we suppose φ = 0, then (99) is an exact solution to Euler equations
and solution to (97) choosing kmax(N1,N2)−1, but it is not solution to (98) (because the solution to (98) cannot depend
on z).
We shall try to estimate (99) for the following values:
N1 = 5, A0 = 5, A1 = −2, A2 = 1.5, A3 = −0.5, A4 = 1, A5 = −0.25,
N2 = 3, B0 = 1, B1 = −0.5, B2 = 0.25, B3 = −0.3,
C = 1, ps = 91542.64, ρ0 = 998.2, g = 9.8.
For this computation we use model CM that will provide the average horizontal velocity and model NM approximating γi
(i = 1,2) by polynomials of degree 0, 1, 2, 3 or 4. We solve in domain [0,10]× [0,2] with steps 
x = 
y = 0.1, in temporal
interval [0,10] with 
t = 0.01, and we obtain the error bounds (in inﬁnity-norm) shown in Table 1 (NM-k means new
model with vorticity approximation of order k). The depth is computed exactly by both models. We observe that the worst
approximations to u and v are provided by model CM that just computes the average velocity. If model NM is used, we
appreciate that, even in the simpler case in which vorticity is approximated by a constant, the errors we get are smaller.
When vorticity is approximated by polynomials of greater degree the estimation of the velocity is improved. In case vorticity
is estimated by polynomials of degree four, model NM reaches the exact solution (only errors due to numerical precision
are present).
As last example, let us consider now the following solution to Euler equations with non-polynomial horizontal velocity:
u = (A + Bx+ C y)eDz, v = − B
C





y2 + Bxy + AB
C
x+ Ay + E, h = F (B/Cx+ y) + G,
p = ps + ρ0(s − z)g, ∂xps = P0 − ρ0gs (100)
with A, B,C, D, E, F ,G, P0 ∈ R, C = 0 and φ = 0. Again, model CM just computes the average velocity, while model NM
is able to obtain an approximated solution as accurate as we wish, choosing the appropriate degree for the polynomial
estimation of the vorticity. We can observe it in Table 2 for the following values of the constants:
A = −0.1, B = 0, C = 0.5, D = 0.1, E = 0.01, F = 0, G = 1 (101)
(u and H do not depend on x, v = 0 and h is constant).
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Error bounds for example (100) with data (101).





NM-0 8.8e − 4
NM-1 2.2e − 5
NM-2 2.2e − 7
NM-3 2.7e − 9
NM-4 1.9e − 11
NM-5 1.6e − 13
NM-6 1.3e − 15
Table 3
Error bounds for example (100) with data (102).
Model Error bound for h Error bound for u Error bound for v Error bound for u¯ Error bound for v¯
CM
4.4e − 5
1.7e − 1 6.8e − 3
6.1e − 5 6.8e − 5
NM-0 6.7e − 2 2.7e − 3
NM-1 1.9e − 2 7.8e − 4
NM-2 4.0e − 3 1.9e − 4
NM-3 6.5e − 4 1.1e − 4
NM-4 2.6e − 4 9.4e − 5
NM-5 1.7e − 4 9.6e − 5
Table 4
Execution times (in seconds) of examples of Tables 1, 2 and 3.
Example Table 1 Example Table 2 Example Table 3
CM 109.047 663.813 667.782
NM-0 217.234 722.625 727.765
NM-1 231.375 746.296 749.438
NM-2 237.172 768.297 774.188
NM-3 259.813 806.844 802.860
NM-4 275.375 821.109 832.406
NM-5 – 850.536 862.344
NM-6 – 887.760 –
In case we make this other choice for the values of the constants:
A = −0.1, B = 0.02, C = 0.5, D = −1, E = 0.01, F = −0.25, G = 1 (102)
the results achieved are not as good as in the precedent example due to the fact that the error bounds when calculating u
and v cannot be better than the error committed computing the averaged velocities, as shown in Table 3.
It is clear from Tables 1–3 that the accuracy of model (97) increases with the order of the approximation of the vorticity,
but the necessary calculations also do. We show in Table 4 the time (in seconds) required to solve models CM and NM-k
for the three examples of Tables 1–3. We have used for these computations a personal computer with an Intel Core Duo
T2300/1.66 GHz processor (1 Gb RAM).
We can see in Table 4 that increasing the order of the approximation of the vorticity increases only slightly the execution
time but improves signiﬁcantly the accuracy. Let us remark that small computation time for CM in example of Table 1 is
due to the fact that h, u¯ and v¯ are constants for these example.
7. Conclusions
We have used asymptotic analysis to obtain shallow water model (97) without making a priori assumptions, just the
usual “ansatz” (25) and the polynomial approximation of the vorticity (45). The main novelty of model (97), when it is
compared with other shallow water models, is that the horizontal velocity depends on depth if any of the two ﬁrst com-
ponents of vorticity is not zero. This fact allows this model to approximate not only the average velocity (as the classical
model do) but also the velocity proﬁle in z (the variable in depth direction).
We have made some numerical comparisons between the new model (97) and the classical model and we have observed
(see Tables 1–3) that only the new model approximates the exact solutions when γ1 or γ2 are not zero. The classical model
approximates the average velocity, so it cannot capture the velocity proﬁle in z. The accuracy of the new model increases
with the degree of the polynomial used to approximate the vorticity and we can reproduce the exact velocity proﬁle in z
if the degree of the polynomial approximation is high enough. Execution times (see Table 4) also increase with the degree
of the polynomial approximation of the vorticity, but the new model is not much more expensive than the classical model
and we believe that the improvement in performance makes the extra effort worthwhile.
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