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Abstract Let X be a finite alphabet containing more than one letter. A dense lan-
guage over X is a language containing a disjunctive language. A language L is an
n-dense language if for any distinct n words w1,w2, . . . ,wn ∈ X+, there exist two
words u, v ∈ X∗ such that uw1v,uw2v, . . . uwnv ∈ L. In this paper we classify dense
languages into strict n-dense languages and study some of their algebraic properties.
We show that for each n ≥ 0, the n-dense language exists. For an n-dense language L,
n = 1, the languageL∩Q is a dense language, whereQ is the set of all primitive words
overX. Moreover, for a given n ≥ 1, the language L is such that L∩Q ∈ Dn(X), then
L ∈ Dm(X) for somem, n ≤ m ≤ 2n+ 1. Characterizations on 0-dense languages and
n-dense languages are obtained. It is true that for any dense language L, there exist
w1 = w2 ∈ X+ such that uw1v,uw2v ∈ L for some u, v ∈ X∗. We show that every
n-dense language, n ≥ 0, can be split into disjoint union of infinitely many n-dense
languages.
Keywords Primitive words · Dense languages · n-dense languages · Strict n-dense
languages
1 Introduction and definitions
Let X be a finite alphabet with more than one letter and let X∗ be the free monoid
generated by X. Every element of X∗ is a word and let X+ = X∗\{1}, where 1 is
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the empty word. Every subset of X∗ is a language. The cardinality of a language A is
denoted by |A|.
A word f ∈ X+ is a primitive word if f is not a power of any other word. It is known
that every word x ∈ X+ is a power of a primitive word and the expression is unique.
Let Q be the set of all primitive words over X. For u = f i, f ∈ Q, i ≥ 1, let √u = f ,
and call f the primitive root of u. For a language L ⊆ X+, let λ(L) = {√u | u ∈ L}
[13]. Clearly, λ(L) ⊆ Q for every language L ⊆ X+. We define the length of w ∈ X∗,
denoted by lg(w), to be the number of letters in w. For any finite language A ⊆ X∗,
we let Lg(A) = max{lg(x) | x ∈ A}.
For a word u ∈ X+, if u = vw for some v,w ∈ X∗, then v is called a prefix of u,
denoted by v ≤p u, and w is called a suffix of u, denoted by w ≤s u. Similarly, by
v <p u, we mean that v ≤p u but v = u, and call v a proper prefix of u. By w <s u,
we mean that w ≤s u but w = u, and call w a proper suffix of u. For two given words
v and u, by v ≤d u we mean that the v is both a prefix and suffix of the word u. A
nonempty language L ⊂ X+ is a code if x1x2 · · · xn = y1y2 · · · ym, xi, yj ∈ L imply
that m = n and xi = yi, i = 1, 2, . . . ,n. A code L is a prefix code (suffix code) if
L∩LX+ = ∅ (L∩X+L = ∅). A code L is called a bifix code if L is both a prefix code
and a suffix code.
A language L over X is called a disjunctive language if for every x, y ∈ X∗, x = y,
there exist u, v ∈ X∗ such that uxv ∈ L and uyv /∈ L or vice versa. A language L is
said to be a discrete language if any distinct words x, y ∈ L, lg(x) = lg(y). A language
L ⊆ X+ is called a dense language if for every w ∈ X+, X∗wX∗ ∩ L = ∅. In this
paper we investigate several properties about dense languages. It is known that a dis-
crete dense language must be disjunctive [5]. In fact, every dense language contains
a disjunctive language [5]. Some other theories related to dense languages refer to
references [2,7–9,11,12].
Now we provide some new concepts about dense languages. Recall that a language
L which satisfies the condition X∗wX∗ ∩ L = ∅ for all w ∈ X+ is a dense language.
That is for a dense langauge L, it is true that to each given single word w ∈ X+, there
exist u, v ∈ X∗ such that uxv ∈ L. In this paper, we like to generalize the above classi-
cal concept of dense languages andmake some classifications of new dense languages.
We now give the formal definition of our new family of classified dense languages.
Let L ⊆ X∗ and let n ≥ 1. We call a language L an n-dense language if for any dis-
tinctnwordsw1,w2, . . . ,wn ∈ X+, there existu, v ∈ X∗ such thatuw1v,uw2v, . . . ,uwnv
∈ L. We note that with this definition, 1-dense language is exactly the classical dense
language. It is immediate that every n-dense language is an (n − 1)-dense language
for all n ≥ 2.
If L is a language such that for any k ≥ 1 and for any w1,w2, . . . ,wk ∈ X+, there
exist u, v ∈ X∗ such that uw1v,uw2v, . . . ,uwkv ∈ L, then we call such a language L a
0-dense language. Thus a 0-dense language is an n-dense language for all n ≥ 1. We
will show that for any n ≥ 2, there exists an n-dense language which is not an (n + 1)-
dense language. We will call such a particular language a strict n-dense language. For
X = {a,b}, the so call Balanced language H = {w ∈ X∗ | wa = wb} is an example of
1-dense language but not a 2-dense language, where wa stands for the number of the
letter a occurring in the word w.
We define the new families of languages related to the n-dense property. Let D(X)
be the family of all dense language over X.
D0(X) = {L ∈ D(X) | L is a 0-dense language};
D1(X) = {L ∈ D(X) | L is a strict 1-dense language}.
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For n ≥ 2,
Dn(X) = {L ∈ D(X) | L is a strict n-dense language}.
We have the following disjoint decomposition:
D(X) = D0(X) ∪ D1(X) ∪ D2(X) ∪ · · · .
It is know that for any u ∈ X+, a,b ∈ X, a = b, one of ua,ubmust be primitive [4].
In Sect. 2,wefirst provide a stronger version about this known result.Wealso show that
Dn(X) = ∅ for all n ≥ 0 andwe investigate some elementary properties of each family
Dn(X). For any nonempty set L ⊆ X∗, we define Ln,r = {w ∈ L | lg(w) ≡ r (mod n)}
where 0 ≤ r < n. Some results are presented in the final part of Sect. 2 about the
properties of Ln,r when the given language L is dense.
We study the relations between a dense language L and its sublanguage L ∩ Q in
Sect. 3. Let L ⊆ X∗ be a language and let L ∩ Q ∈ Dm(X) for some m ≥ 1. Then we
can find the range of the index n such that L ∈ Dn(X). Otherwise, if L ∈ Dn(X) for
some n ≥ 2, then L ∩ Q is dense and we also can find the range of the index m such
that L ∩ Q ∈ Dm(X). Let L ∈ Dn(X) and L ∩ Q ∈ Dm(X). Then we provide some
relations between the positive integers n andm. Furthermore, some of these relations
are even optimal relations.
In the final section, the Sect. 4, we want to discuss how to split a given n-dense lan-
guage into a disjoint union of infinitely many n-dense languages. It is known that any
dense language which split into finitely many languages, then one of these languages
must be dense. However, the disjunctive languages also have similar properties [5].
And in this section, we show that in some particular divisions, we can split a dense
language into a disjoint union of two (three, finitely many or even infinitely many)
dense languages. Furthermore, since the disjunctive language and the strict n-dense
language both are dense languages. we also show that the disjunctive language and
the strict n-dense language both have similar separated properties.
2 Elementary properties of n-dense languages
It is easy to see that the languages X∗ and Q both are 0-dense languages. It is true
that 0-dense languages exist. A 0-dense language is by definition an n-dense language
for every n ≥ 1, one has that n-dense languages exist.
Remarks
(1) Every n-dense language is an m-dense language for all 0 < m < n.
(2) If a language L is not n-dense, then L is not an m-dense language for all m >
n > 0.
(3) A language which contains an n-dense language is also an n-dense language.
Lemma 2.1 [3] If uv = vu,u = 1, v = 1, then u and v are powers of a common word.
Proposition 2.2 Let u, v be two distinct words such that lg(u) = lg(v). Then for any
w ∈ X+, lg(w) ≥ lg(u), one of wu,wv must be primitive.
Proof Suppose to the contrary thatwu = f i andwv = gj for some f , g ∈ Q and i, j ≥ 2.
For lg(w) ≥ lg(u) = lg(v), one has that f ≤p w and g ≤p w. This implies that there
exist s, t ≥ 1, f1, g1 ∈ X∗, f2, g2 ∈ X+, f1f2 = f , g1g2 = g such that
w = f sf1 = gtg1, u = f2f i−s−1, v = g2g j−t−1.
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Since lg(u) = lg(v), we have lg(wu) = lg(wv). If f = g, then i = j. This implies that
u = v, a contradiction. Hence f = g. Without loss of generality, assume that f <p g
and i > j ≥ 2, then there exist s1 ≥ 1, f3, f4 ∈ X+, f3f4 = f such that g = f s1 f3 and
f4f s−s1−1f1 = gt−1g1.
If s− s1 − 1 ≥ 1, then f4f3 <p g = f s1 f3. One has that f4f3 = f3f4 and by Lemma 2.1,
we have f = f3f4 /∈ Q, a contradiction. Thus s − s1 − 1 = 0. Hence we have g = f s−1f1
and f4f1 = gt−1g1. If f3 ≤p f1, then f4f3 ≤p f4f1 = gt−1g1, contradicts to the fact that
g = f s−1f1. This implies that f1 <p f3 and then follows that lg(gt−1g1) = lg(f4f1) <
lg(f3f4) = lg(f ) < lg(g). One has that
t − 1 = 0, g1 = f4f1 ∈ X+, w = gg1, v = g2gj−2, f4 ≤p g1 <p f <p g.
Since lg(w) ≥ lg(v), we have j = 2 or j = 3.
From above two paragraphs, we organize the following formulas:
wu = f i and wv = gj, i > j ≥ 2, j = 2 or j = 3, (I)
f = f1f2 = f3f4, g = g1g2, f1 ∈ X∗, f2, f3, f4, g1, g2 ∈ X+, (II)
w = f sf1 = gg1, u = f2f i−s−1, v = g2gj−2, (III)
g = f s−1f3, f4f1 = g1, (IV)
f4 ≤p g1 <p f <p g, (V)
f1 <p f3. (VI)
Now we discuss the following two cases, j = 2 and j = 3.
(1) j = 2. Then by formula (III), we have w = f sf1 = gg1, u = f2f i−s−1, v = g2.
Since w = g1g2g1 = f1(f2f s−1)f1, g1vg1 = f1(f2f s−1)f1. For lg(g1) > lg(f1),
lg(u) = lg(v) and u = f2f i−s−1, one has that s− 1 ≥ i− s− 1, that is 2s− i ≥ 0.
Hence we have f4f1 · v · f4f1 = f1 · u · (f 2s−i)f1. This implies that 2s− i = 1 and
f4f1 · v · f4f1 = f1 · u · ff1. It follows that lg(f3) = lg(f4) since f = f3f4. Thus by
formula (V), f3 = f4 and f = f 24 /∈ Q, a contradiction.
(2) j = 3. Then by formula (III), we have w = f sf1 = gg1, u = f2f i−s−1, v = g2g.
Since lg(w) ≥ lg(u), we have s ≥ i − s − 1, that is i ≤ 2s + 1. For v = g2g =
g2f s−1f3, u = f2f i−s−1, lg(v) = lg(u), one has that i − s − 1 ≥ s − 1, that is
i ≥ 2s. This implies that i = 2s or i = 2s + 1.
(2-1) i = 2s + 1. Then w = f sf1 = gg1, u = f2f s, v = g2g. This implies that f2 · f sf1 ·
g2 = f2 ·gg1 ·g2 and then follows that uf1g2 = f2g1v. For lg(g1) = lg(f1)+lg(f4),
one has that lg(g2) = lg(f2) + lg(f4). Hence lg(g) = lg(g1g2) = lg(f ) + 2lg(f4).
Since lg(u) ≤ lg(w), we have lg(f2) ≤ lg(f1). Thus by formula (VI), lg(f2) ≤
lg(f1) < lg(f3). By formula (II), we can see that lg(f4) < lg(f2) ≤ lg(f1) <
lg(f3). This implies that lg(f4) < 12 lg(f ) and lg(g) = lg(f )+2lg(f4) < 2lg(f ). For
g = f s−1f3, we have s = 2 and i = 5. Thus by formula (I), wu = f 5, wv = g3.
One has that 5lg(f ) = 3lg(g) = 3lg(f ) + 6lg(f4), that is lg(f ) = 3lg(f4). Since
lg(f ) = 3lg(f4) and f = f3f4, we have lg(f3) = 2lg(f4). This implies that f4 <p f3
from formula (V). For f1 <p f3 (formula (VI)) and lg(f4) < lg(f1), one has
that f4 <p f1 and then follows that f 24 <p f4f1 = g1 <p f = f3f4. That is f3 = f 24
and f /∈ Q, a contradiction.
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(2-2) i = 2s. Then w = f sf1 = gg1, u = f2f s−1, v = g2g. For f1 · u · f1g2 = g1v and
lg(u) = lg(v), one has that lg(g2) = lg(f4) − lg(f1). Hence we have lg(g) =
2lg(f4) and lg(u) = lg(v) = lg(g2g) = 3lg(f4) − lg(f1) < 3lg(f ). For u = f2f s−1,
then s − 1 ≤ 2. Clearly, s = 1 is impossible (see formula (IV)). This implies
that s = 2 or s = 3.
(2-2-1) s = 2. Thenwu = f 4 andwv = g3. This implies that 4lg(f3)+4lg(f4) = 3lg(g) =
6lg(f4). That is 2lg(f3) = lg(f4). Thus by formula (V), we have f4 <p f = f3f4.
It is immediate that f4 = f 23 and f /∈ Q, a contradiction.
(2-2-2) s = 3. Thenwu = f 6 andwv = g3. This implies that lg(g) = 2lg(f ), contradicts
to the fact that lg(g) = 2lg(f4).
Finally, by above cases, one of wu,wv must be primitive and we are done.
In general, Proposition 2.2 may not hold when lg(w) < lg(u). The following is an
example:
Example Let X = {a,b} and let u = abaab, v = baaba, w = a. Then lg(u) = lg(v).
But wu = (aab)2, wv = (aba)2 /∈ Q.
From the above proposition, the following known result is immediate.
Corollary 2.3 [4] Let u ∈ X+ and let a,b ∈ X, a = b. Then one of ua,ub must be
primitive.
Recall that the alphabet X has at least two letters, the following proposition is
immediate.
Proposition 2.4 Let u, v be two distinct words such that lg(u) = lg(v) ≤ 2. Then for
any w ∈ X+, one of wu,wv must be primitive.
Lemma 2.5 [10] Let uv = f i, u, v ∈ X+, f ∈ Q, i ≥ 1. Then vu = gi for some g ∈ Q.
For a given language L ⊆ X∗ and i ≥ 1, we define L(i) to be the language L(i) =
{wi | w ∈ L} (see [9]).
Proposition 2.6 Let L ⊆ X∗ and i ≥ 2. The language L(i) is not n-dense for any n ≥ 2.
Proof Since every n-dense language, n > 2, is a 2-dense language, we only need to
show that L(i) is not a 2-dense language. Now suppose to the contrary that L(i) is a
2-dense language. Then with the two distinct letters a and b, there exist u, v ∈ X∗ such
that uav,ubv ∈ L(i). This implies that uav,ubv are both not primitive words. Thus
by Lemma 2.5, both vua, vub are also not primitive words. This then contradicts to
Corollary 2.3. Thus the language L(i) is not a 2-dense language.
Remarks The language Q(i), i ≥ 2, is not an n-dense langauge for all n ≥ 2.
From Proposition 2.6, the following two corollaries are immediate.
Corollary 2.7 Let L ⊆ X+ \ Q. Then L is not an n-dense langauge for all n ≥ 2.
Corollary 2.8 For n ≥ 2 or n = 0, an n-dense language L contains a primitive word
and hence contains infinitely many primitive words.
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Proposition 2.9 Every discrete language over X can never be an n-dense language for
all n ≥ 2.
Proof Immediate from the definition of n-dense language for all n ≥ 2.
Lemma 2.10 [3] Let f , g ∈ Q, f = g. Then fmgn ∈ Q for all m ≥ 2,n ≥ 2.
Lemma 2.11 [6]Let f , g ∈ Q, f = g and n ≥ 1. If fgn /∈ Q, then fgn+k ∈ Q for all k ≥ 2.
Lemma 2.12 Let L ⊆ X∗ be a 2-dense language. Then L ∩ Q is a dense language.
Proof Let x ∈ X+. We want to show that (L ∩ Q) ∩ X∗xX∗ = ∅. Let a,b ∈ X, a = b
and assume that b ≤s x. In this case a ≤s x. Consider the two words ax and ax3. Since
L is 2-dense, there exist u, v ∈ X∗ such that uaxv,uax3v ∈ L. Now consider the words
(vua)x and (vua)x3. Since a ≤s x, we have √vua = √x. If vua /∈ Q, then by Lemma
2.10, (vua)x3 ∈ Q. By Lemma 2.5, we have uax3v ∈ Q. This implies that uax3v ∈ L∩Q.
Now if on the other hand vua ∈ Q, then by Lemma 2.11, one has that (vua)x ∈ Q or
(vua)x3 ∈ Q. Thus by Lemma 2.5 again, we have uaxv ∈ Q or uax3v ∈ Q. This implies
that uaxv ∈ L∩Q or uax3v ∈ L∩Q. In either case, the condition (L∩Q)∩X∗xX∗ = ∅
holds, that is L ∩ Q is a dense language and we are done.
The following is in fact a stronger version of Corollary 2.8.
Proposition 2.13 Let L ⊆ X∗ be an n-dense language for some n ≥ 2 or n = 0. Then
L ∩ Q is a dense language.
Proof Since every n-dense language, n ≥ 2 or n = 0 is a 2-dense language the result
follows immediately from Lemma 2.12.
In general, an 1-dense language, the classical dense language, may not have the
property of Proposition 2.13. The following is an example:
Example Let L = X∗ \ Q. Then L is an 1-dense language but L ∩ Q = ∅ and it is not
dense.
From Proposition 2.13, the following corollary is immediate.
Corollary 2.14 Let L ⊆ (X+ \ Q) ∪ I, where I is a non-dense subset of Q. Then L is
not an n-dense language for all n ≥ 2.
Next, we study some properties of the so called strict n-dense languages. We need
to assure the existence of each strict n-dense language first.
Recall that D(X) is the family of all dense languages over X and other notations
like Dn(X), n ≥ 0 are defined in Section 1. We also recall that for any nonempty
language L ⊆ X∗, Ln,r is the set Ln,r = {w ∈ L | lg(w) ≡ r (mod n)}, where 0 ≤ r < n.
Proposition 2.15 For any n ≥ 0, Dn(X) = ∅.
Proof Clearly, D0(X) = ∅, since Q ∈ D0(X). Consider the language L = Q \ Qn+1,0,
where n ≥ 1. We want to show that L ∈ Dn(X). Since Q \ Qn+1,0 = Qn+1,1 ∪
Qn+1,2 ∪ · · · ∪ Qn+1,n, we see that lg(x) ≡ 0 (mod n + 1) for all x ∈ Q \ Qn+1,0.
Our aim is to show that L is an n-dense language but not an (n + 1)-dense language.
Let a,b ∈ X, a = b. First we show that L is not (n + 1)-dense by considering the
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n + 1 words, a, a2, . . . , an+1. If L is (n + 1)-dense, then there exist u, v ∈ X∗ such
that uav,ua2v, . . . ,uan+1v ∈ Q \ Qn+1,0. That is lg(uaiv) ≡ 0 (mod n + 1) for all
1 ≤ i ≤ n+1. But this is impossible. Hence the languageL = Q\Qn+1,0 is not (n+1)-
dense. Next we show that the language L is indeed an n-dense language. For this, let
w1,w2, . . . ,wn ∈ X+ be any nwords and letm = max{lg(w1), lg(w2), . . . , lg(wn)}. Then
it is immediate that w1abk,w2abk, . . . ,wnabk ∈ Q for any k ≥ m since every factor
would need to be in b∗. Since the set {w1abk,w2abk, . . . ,wnabk} has only n words, it is
true that for someh ≥ m,w1abh,w2abh, . . . ,wnabh ∈ Q and lg(wiabh) ≡ 0 (mod n+1)
for all 1 ≤ i ≤ n. This implies thatw1abh,w2abh, . . . ,wnabh ∈ Q\Qn+1,0 andQ\Qn+1,0
is an n-dense language. It is clear now that L = Q \Qn+1,0 ∈ Dn(X) and we are done.
Let us see a few cases.
n = 1. L = Q\Qn+1,0 = Q\Q2,0 = Q2,1 = Qodd ∈ D1(X).
n = 2. L = Q\Qn+1,0 = Q\Q3,0 = Q3,1 ∪ Q3,2 ∈ D2(X).
n = 3. L = Q\Qn+1,0 = Q\Q4,0 = Q4,1 ∪ Q4,2 ∪ Q4,3 ∈ D3(X).
n = 4. L = Q\Qn+1,0 = Q\Q5,0 = Q5,1 ∪ Q5,2 ∪ Q5,3 ∪ Q5,4 ∈ D4(X).
By using a similar proof as in Proposition 2.15 we can show the following proposi-
tion.
Proposition 2.16 Let L be a language and Q ⊆ L. Then L \ Ln+1,0 ∈ Dn(X) for all
n ≥ 1.
Proposition 2.17 Let L ∈ D(X). Then the following statements are true:
(1) Let n ≥ 1 and let L ∈ Dn(X). For anyA ⊆ L, if L\A is dense, thenL\A ∈ Dm(X)
for some 1 ≤ m ≤ n.
(2) Let L ∈ D0(X). If A ⊆ L and L\A is dense, then L\A ∈ Dm(X) for somem ≥ 0.
(3) Let n ≥ 1 and L ∈ Dn(X). If L ⊆ L′, then L′ ∈ Dm(X) for some m ≥ n or m = 0.
(4) Let L ∈ D0(X). If L ⊆ L′, then L′ ∈ D0(X).
Proof Follows directly from the definition of strict n-dense language.
Proposition 2.18 Let L ∈ Dn(X) and A ∈ Dm(X), where n > m ≥ 1. Then the
language L \ A is a dense language.
Proof Since A ∈ Dm(X), A is not an (m + 1)-dense language. This implies that there
exist z1, z2, . . . , zm+1 ∈ X+ such that for any u, v ∈ X∗, uziv /∈ A for some 1 ≤ i ≤
m+ 1. For L ∈ Dn(X), L is n-dense. One has that L is (m+ 1)-dense, since n ≥ m+ 1.
Thus for anyw∈X+, there exist u′, v′∈X∗ such that u′wz1v′,u′wz2v′, . . . ,u′wzm+1v′∈L.
This implies that there exists 1 ≤ j ≤ m+1 such thatu′wzjv′ /∈ A, that isu′wzjv′ ∈ L\A.
This shows that the L \ A is a dense language and we are done.
Since a 0-dense language is n-dense for all n ≥ 1, the following corollary is
immediate.
Corollary 2.19 Let L ∈ D0(X) and A ∈ Dm(X) for some m ≥ 1. Then L \A is a dense
language.
The following lemma is a known result and we provide a simple proof.
Lemma 2.20 Let L ⊆ X∗ be a dense language and L = A ∪ B, A ∩ B = ∅. Then A or
B is a dense language.
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Proof If A is not dense, then A ∩ X∗zX∗ = ∅ for some z ∈ X+. Let w ∈ X+. Since L
is dense, there exist u, v ∈ X∗ such that uzwv ∈ L = A ∪ B. For A ∩ X∗zX∗ = ∅, one
has that uzwv /∈ A, that is, uz · w · v ∈ B. This implies that B is dense and the proof is
complete.
Proposition 2.21 For a fixed n ≥ 0 and L ∈ Dn(X), it is true that for any non-dense
language A ⊂ L, L \ A ∈ Dn(X).
Proof
1◦ n ≥ 1. Since L is dense and A ⊂ L, A non-dense, by Lemma 2.20, we have that
L\A is dense. Thus by Proposition 2.17(1),L\A ∈ Dm(X), for somem, 1 ≤ m ≤ n.
Since L = (L \ A) ∪ A, L ∈ Dn(X), L \ A ∈ Dm(X) (in here see L \ A as A in
Proposition 2.18), and A is not dense, by Proposition 2.18, we have n = m and
L \ A ∈ Dn(X).
2◦ n = 0. SinceL is 0-dense by assumption,L is dense.Now from the fact thatA ⊂ L, A
non-dense, by Lemma 2.20 again, L \ A is dense. Thus there exists an m ≥ 0 such
that L \ A ∈ Dm(X). By similar argument as in 1◦, we can show that m = 0 and
L \ A ∈ D0(X).
Proposition 2.21 may not be true when the language A ⊂ L is a dense language.
The following is an example:
Example Let L = X∗ and let A = (X∗)2,0. Then L ∈ D0(X) and A is dense. But
L \ A = (X∗)2,1 /∈ D0(X). In fact, L \ A ∈ D1(X).
Proposition 2.22 For any n ≥ 0, |Dn(X)| = ∞.
Proof It follows directly from the above proposition.
The following corollary is immediate.
Corollary 2.23 Let L be an n-dense language for some n ≥ 0 and let A be a non-dense
language. Then L \ A is an n-dense language.
Proposition 2.24 Let n ≥ 2 or n = 0. Then for any language L ⊂ X∗, the language
Lk,r can never be n-dense, for all k ≥ 2, 0 ≤ r < k.
Proof Clearly, this proposition holds true when Lk,r = ∅. Let Lk,r = ∅ and w ∈ Lk,r.
Then lg(w) ≡ r (mod k) . Consider the two words, a, a2, where a ∈ X. It is easy to
see that for any u, v ∈ X∗, we have uav /∈ Lk,r or ua2v /∈ Lk,r. One has that Lk,r is not
2-dense. Hence Lk,r is not n-dense for all n ≥ 2. Furthermore, Lk,r is also not 0-dense.
From the above proposition, we can make a remark here that the particular lan-
guages (X+)k,r and Qk,r both are strict 1-dense languages, where k ≥ 2, 0 ≤ r < k.
Lemma 2.25 Let L ∈ Dn(X) for some n ≥ 1. Then Ln,r ∈ D1(X) for all 0 ≤ r < n.
Proof If n = 1, then r = 0 and L1,0 = L ∈ D1(X). Let n ≥ 2. From the results in
Proposition 2.24, we only need to show that Ln,r is a dense language. Now if Ln,r
is not dense, then by Proposition 2.21, we have L \ Ln,r ∈ Dn(X). Since L \ Ln,r =
Ln,0 ∪ Ln,1 ∪ · · · ∪ Ln,r−1 ∪ Ln,r+1 ∪ · · · ∪ Ln,n−1, one has that for any u, v ∈ X∗,
{uav,ua2v, . . . ,uanv} ⊆ L\Ln,r where a ∈ X. This contradicts to the fact thatL\Ln,r ∈
Dn(X). Hence we have Ln,r is dense and by Proposition 2.24, Ln,r ∈ D1(X).
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Since a 0-dense language is n-dense for all n ≥ 1 and an n-dense language is
m-dense for all 1 ≤ m ≤ n, by Lemma 2.25 the following proposition is immediate.
Proposition 2.26 Let L ⊆ X∗ be a dense language. Then the following statements
are true:
(1) If L ∈ Dn(X) for some n ≥ 1, then Lm,r ∈ D1(X) for all 1 ≤ m ≤ n, 0 ≤ r < m.
(2) If L ∈ D0(X), then Ln,r ∈ D1(X) for any n ≥ 1, 0 ≤ r < n.
In general, if L ∈ Dn(X) for some n ≥ 1, then Lk,r may not be a strict 1-dense
language when k > n. The following is an example:
Example Let L = Q \ Qn+1,0. Then by Proposition 2.16, we have L ∈ Dn(X). But
Ln+1,0 = ∅ is not a strict 1-dense language.
Proposition 2.27 LetL ⊆ X∗ be ann-dense language for somen ≥ 0 and letA1,A2, . . . ,
Ah, B1,B2, . . . , Bk be nonempty subsets of X∗ for some h,k ≥ 1. Then A1A2 · · ·Ah ·
L · B1B2 · · ·Bk is an n-dense language.
1◦ n ≥ 1. In this case L is n-dense. Let w1,w2, . . . ,wn ∈ X+. Since L is n-dense,
there exist u, v ∈ X∗ such that uw1v,uw2v, . . . ,uwnv ∈ L. Let xi ∈ Ai, yj ∈ Bj,
where 1 ≤ i ≤ h, 1 ≤ j ≤ k. Then x1x2 · · · xh ·uw1v · y1y2 · · · yk, x1x2 · · · xh ·uw2v ·
y1y2 · · · yk, . . . , x1x2 · · · xh ·uwnv · y1y2 · · · yk ∈ A1A2 · · ·Ah ·L ·B1B2 · · ·Bk. This
implies that A1A2 · · ·Ah · L · B1B2 · · ·Bk is an n-dense language.
2◦ n = 0. In this case,L is n-dense for all n ≥ 1. Thus by case 1◦, we haveA1A2 · · ·Ah ·
L · B1B2 · · ·Bk is n-dense for all n ≥ 1. That is A1A2 · · ·Ah · L · B1B2 · · ·Bk ∈
D0(X).
The following corollary a direct consequence of Proposition 2.27.
Corollary 2.28 For any n-dense languageL ⊆ X∗, n ≥ 0, the languageLm is an n-dense
for all m ≥ 2.
In general, Lm may not be strict n-dense when L is a strict n-dense language, see
the following example:
Example Let X = {a,b} and L = {a,b} ∪ (X∗)2,0. Then L ∈ D1(X) and L2 = X∗ /∈
D1(X).
Recall that a strict 1-dense language L is 1-dense but not 2-dense. That is there
exist w1,w2 ∈ X+ such that {uw1v, uw2v} ⊆ L for all u, v ∈ X∗. Next we investigate
a particular language with similar property of strict 1-dense language.
Proposition 2.29 A language L which has the property that for any w1 = w2 ∈ X+,
there are no two words u, v ∈ X∗ such that both uw1v,uw2v are in L, then L is finite
and |L| ≤ 2n + 1 where |X| = n ≥ 2. Furthermore, L is not dense.
Proof Let |X| = n. If |L| ≥ 2n+2, then there exist distinctwordsw1,w2, . . . ,wn+1 ∈ L
with lg(wi) ≥ 2 for all 1 ≤ i ≤ n + 1. Since |X| = n and |{w1,w2, . . . ,wn+1}| = n + 1,
there exist a ∈ X, 1 ≤ i < j ≤ n + 1 such that a <s wi and a <s wj, say wi = w′ia, wj =
w′ja for somew′i,w
′
j ∈ X+. This implies thatw′i = w′j andw′ia, w′ja ∈ L, a contradiction.
Hence |L| ≤ 2n + 1 is finite. It is immediate that L is not dense.
The following corollary is immediate.
Corollary 2.30 Let L be an infinite language. Then there exist w1 = w2 ∈ X+ and
u, v ∈ X∗ such that uw1v,uw2v ∈ L.
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3 Relations between a strict n-dense language L and its subset L ∩ Q
In this section, we want to investigate relations between L and L ∩ Q, where L ∈
Dn(X), n ≥ 0. Recall that an n-dense language L for some n ≥ 0, n = 1 it is true that
L ∩ Q is dense. The following proposition is immediate.
Proposition 3.1 LetL ⊆ X∗ be a dense language. If L∩Q is not dense, thenL ∈ D1(X).
We remark here that Q(i) ∈ D1(X) for all i ≥ 2. The following is a characterization
of n-dense languages.
Proposition 3.2 Let L ⊆ X∗ and n ≥ 1. Then the following statements are equivalent:
(1) L is n-dense.
(2) For any w1,w2, . . . ,wn ∈ X∗, there exist u, v ∈ X∗ such that uw1v,uw2v, . . . ,
uwnv ∈ L.
(3) Let A ⊆ X∗ be an n-dense language and for any w1,w2, . . . ,wn ∈ A, there exist
u, v ∈ X∗ such that uw1v,uw2v, . . . ,uwnv ∈ L.
(4) Let x, y ∈ X∗. Then for any w1,w2, . . . ,wn ∈ X+, x ≤p wi, y ≤s wi, 1 ≤ i ≤ n,
there exist u, v ∈ X∗ such that uw1v,uw2v, . . . ,uwnv ∈ L.
(5) For any w1,w2, . . . ,wn ∈ Q and a ≤d wi, 1 ≤ i ≤ n, a ∈ X, there exist u, v ∈ X∗
such that uw1v,uw2v, . . . ,uwnv ∈ L.
Proof The implications that (2) ⇒ (3) and (2) ⇒ (1) ⇒ (4) ⇒ (5) are immediate.
(5) ⇒ (2) Let w1,w2, . . . ,wn ∈ X∗ and a,b ∈ X, a = b. Then there exists k ≥ 1
such that akbw1bak, akbw2bak, . . . , akbwnbak ∈ Q. Thus by condition (5), there exist
u, v ∈ X∗ such that (uakb)w1(bakv), (uakb)w2(bakv), . . . , (uakb)wn(bakv) ∈ L. This
implies that L is n-dense and condition (2) holds.
(3) ⇒ (2) Let w1,w2, . . . ,wn ∈ X∗. Then for condition (1) is equivalent to condi-
tion (2) and A is n-dense, there exist u, v ∈ X∗ such that uw1v,uw2v, . . . ,uwnv ∈
A. Thus by assumption, there exist u′, v′ ∈ X∗ such that u′uw1vv′,u′uw2vv′, . . . ,
u′uwnvv′ ∈ L. Hence the implication (3) ⇒ (2) holds true.
We now turn to discuss density property betweenL andL∩QwhenL∩Q is dense.
Before we start our work, we need the following lemmas first.
The proof of following lemma is immediate.
Lemma 3.3 Let a = b ∈ X and let w1,w2 ∈ X+, w1 = w2, a ≤d w1, a ≤d w2. Then
for any i1, i2 ≥ lg(w1w2), the language {w1bi1 ,w2bi2} is a prefix code.
Lemma 3.4 [1] Let x, w ∈ X+, i > 0. Then the following statements are true:
(1) If x <p wix, then x = wjw1 for some w1 ≤p w, j ≥ 0.
(2) If x <s xwi, then x = w2wj for some w2 ≤s w, j ≥ 0.
Lemma 3.5 Let a = b ∈ X, n ≥ 2, w1,w2, . . . ,wn ∈ X+ with wi = wj for all i = j and
let k = lg(w1w2 · · ·wn), a ≤d wi, 1 ≤ i ≤ n. Then for any u ∈ X∗, i1, i2, . . . , in ≥ k,
the language {uw1bi1 ,uw2bi2 , . . . , uwnbin} has at most one non-primitive word, that is,
|{uw1bi1 ,uw2bi2 , . . . ,uwnbin} \ Q| ≤ 1.
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Proof Suppose to the contrary that the language {uw1bi1 ,uw2bi2 , . . . , uwnbin} has
more than one non-primitive word. Without loss of generality, we may assume that
uw1bi1 = f s and uw2bi2 = gt for some f , g ∈ Q, s, t ≥ 2. For a ≤d w1 and i1 ≥ k =
lg(w1w2 · · ·wn), one has that w1bi1 ≤s f and there exist u1 ∈ X+, u2 ∈ X∗, u1 = f s−1
such that u = u1u2 = f s−1u2 and u2w1bi1 = f . This implies that gt = u1u2w2bi2 =
(u2w1bi1)s−1u2w2bi2 . If u2 = 1, then gt = (w1bi1)s−1(w2bi2). Since a ≤d w1, a ≤d w2
and i1, i2 both are sufficient large, it is easy to see that g = (w1bi1)l1 = (w1bi1)l2w2bi2
for some l1 > l2 ≥ 0, that is, w2bi2 = (w1bi1)l1−l2 , which by Lemma 3.3 is a contra-
diction. Hence we have u2 ∈ X+. Now for gt = (u2w1bi1)s−1u2w2bi2 , one has that
w2bi2 ≤s g and we proceed the proof by discussing the following cases:




This implies that r < s − 1 and u2w2bi2 <p (u2w1bi1)s−1−ru2w2bi2 , that is,
w2bi2 ≤p w1bi1 or w1bi1 ≤p w2bi2 , contradicting to the result in Lemma 3.3.
(2) Let g = (bi1u2w1)rbi1u2w2bi2 for some r ≥ 0. Then gt−1 = (u2w1bi1)s−2−ru2w1
and a <s g. This implies that a <s bi2 , a contradiction.
(3) Let g = (w1bi1u2)rw2bi2 for some r ≥ 0.
(3-1) If r ≥ 1, then u2w1bi1 = w1bi1u2. Thus by Lemma 2.1, f = u2w1bi1 /∈ Q, a
contradiction.
(3-2) If r = 0, then g = w2bi2 and gt−1 = (u2w1bi1)s−1u2 = (u2w1bi1)s−2u2w1 ·
(bi1u2). This implies that a ≤p g and a ≤p u2. For bi1u2 <s gt−1 = (w2bi2)t−1
and a ≤p u2, one has that u2 = (w2bi2)l = gl for some l ≥ 1. Thus w2bi2 =
g ≤p gt−1−l = w1bi1(u2w1bi1)s−2u2, contradicts to the fact that {w1bi1 ,w2bi2}
is a prefix code.
(4) Let g = bi4(u2w1bi1)ru2w2bi2 for some r ≥ 0, i3, i4 ≥ 1, i3 + i4 = i1. Then
we have u2 <p bi4u2. Thus by Lemma 3.4, it follows that u2 ∈ b+. Since
bi4(u2w1bi1)ru2w2bi2 <p (u2w1bi1)s−1u2w2bi2 , we have bi4u2 <p u2w1bi1 and
by a ≤p w1, u2 ∈ b+, one has that a = b, a contradiction. Similarly, the case
g = w12(bi1u2w1)rbi1u2w2bi2 for some r ≥ 0, w11,w12 ∈ X+, w11w12 = w1 is
also a contradiction.
(5) Let g = u22(w1bi1u2)rw2bi2 for some r ≥ 0, u11, u12 ∈ X+, u21u22 = u2. Then
gt−1 = (u2w1bi1)s−1−ru21, where s − 1 − r ≥ 1. If r ≥ 1, then u21u22w1bi1 =
u22w1bi1u21. Thus by Lemma 2.1, f /∈ Q, a contradiction. Hence we have
r = 0, that is g = u22w2bi2 and gt−1 = (u2w1bi1)s−1u21. For (u22w2bi2)t−1 =
(u2w1bi1)s−1u21, it is immediate that u21 /∈ (u22w2bi2)+. Now we discuss the
following subcases:
(5-1) If (u22w2bi2)h<s u21≤s bi2(u22w2bi2)h for someh ≥ 0, thenu21 = bl1(u22w2bi2)h
where l1 ≥ 1. For u22 <p g <p (u2w1bi1)s−1u21, we have u22 <p bl1u22 and
then it follows that u22 = bl2 for some l2 ≥ 1. This implies that bl1+l2w1bi1 ≤p
(bl2w2bi2)t−1 when h = 0 and bl1+l2w2bi2 ≤p (bl2w2bi2)t−1 when h ≥ 1. In
either case, we have a = b, a contradiction.
(5-2) If bi2(u22w2bi2)h <s u21 <s w2bi2(u22w2bi2)h for some h ≥ 0, then there
exist w21,w22 ∈ X+, w21w22 = w2 such that u21 = w22bi2(u22w2bi2)h and
(u22w2bi2)t−2−hu22w21 = (u2w1bi1)s−1. This implies that w21 <s bi1 . It contra-
dicts to the fact that a ≤p w21.
184 Z.-Z. Li et al.
(5-3) If w2bi2(u22w2bi2)h ≤s u21 <s u22w2bi2(u22w2bi2)h for some h ≥ 0, then there
exist u′ ∈ X+, u′′ ∈ X∗, u′u′′ = u22 such that u21 = u′′w2bi2(u22w2bi2)h.
For (u22w2bi2)t−1 = (u2w1bi1)s−1u21 = u21u22w1bi1(u2w1bi1)s−2u21, one has
that u′u′′w2bi2 = u′′w2bi2u′. Thus by Lemma 2.1 again, g = u′u′′w2bi2 /∈ Q, a
contradiction.
Finally, by accomplishing the above discussions, our proof is completed.
Proposition 3.6 Let L ⊆ X∗ be n-dense, n ≥ 1. Then for any distinct words w1,w2,
. . . ,wn ∈ X+, there exist u, v ∈ X∗ such that {uw1v,uw2v, . . . ,uwnv} ⊆ L and
|{uw1v,uw2v, . . . ,uwnv} \ Q| ≤ 1.
Proof Let w1,w2, . . . ,wn ∈ X+ and let a ∈ X. By Proposition 3.2, we may assume
that a ≤d wi for all 1 ≤ i ≤ n. Since L is n-dense, there exist u, v ∈ X∗ such that
uw1bkv,uw2bkv, . . . ,uwnbkv ∈ L where k = lg(w1w2 · · ·wn), b ∈ X, b = a. By
Lemma 3.5, we have |{vuw1bk, vuw2bk, . . . , vuwnbk} \ Q| ≤ 1. Hence by Lemma 2.5,
|{uw1bkv,uw2bkv, . . . ,uwnbkv} \ Q| ≤ 1 and we are done.
Proposition 3.7 Let L ⊆ X+ be such that L ∩ Q ∈ Dn(X) for some n ≥ 1. Then
L ∈ Dm(X) for some m, n ≤ m ≤ 2n + 1.
Proof Since L∩Q is not (n+ 1)-dense by the given condition, there exist w1,w2, . . . ,
wn+1 ∈ X+ such that for any u′, v′ ∈ X∗, u′wiv′ /∈ L ∩ Q for some i, 1 ≤ i ≤
n + 1. If L is (2n + 2)-dense, then by Proposition 3.6, there exist u, v ∈ X∗ such
that uw1v,uw2v, . . . ,uwnv, uw1av,uw2av, . . . ,uwnav ∈ L and |{uw1v,uw2v, . . . ,uwnv,
uw1av,uw2av, . . . ,uwnav} \ Q| ≤ 1. This implies that uw1v,uw2v, . . . ,uwnv ∈ L ∩ Q
or uw1av,uw2av, . . . ,uwnav ∈ L ∩ Q. In either case, we will have a contradiction. It
follows that L is not a (2n + 2)-dense language, that is L is not 0-dense.
Since L ∩ Q is n-dense, by Proposition 2.17, we have L ∈ Dm(X) for some m ≥ n
or m = 0. This implies that the case m ≥ n holds since L is not 0-dense. For L is not
(2n+ 2)-dense, we have m ≤ 2n+ 1. That is L ∈ Dm(X) for some m, n ≤ m ≤ 2n+ 1.
We now give the following characterization of 0-dense languages.
Proposition 3.8 Let L ⊆ X+ be a language. Then the following statements are equiva-
lent:
(1) L ∈ D0(X).
(2) L ∩ Q ∈ D0(X).
(3) L \ Ln+1,r ∈ Dn(X) for all n ≥ 1, 0 ≤ r < n + 1.
Proof (2) ⇒ (1) Trivial.
(1) ⇒ (2) Since L is 0-dense, by Proposition 2.13, we have the language L ∩ Q is
dense. This implies that L ∩ Q ∈ Dn(X) for some n ≥ 0. If n ≥ 1, then by Proposition
3.7, L ∈ Dm(X) for some m, n ≤ m ≤ 2n + 1. One has that L is not (2n + 2)-dense.
It follows that L is not 0-dense, a contradiction. Hence n = 0 must be true and
L ∩ Q ∈ D0(X).
(3) ⇒ (1) For any n ≥ 1, 0 ≤ r < n. Since L \Ln+1,r ⊆ L and L \Ln+1,r is n-dense,
one has that L is n-dense, that is L ∈ D0(X).
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(1) ⇒ (3)Let n ≥ 1, 0 ≤ r < n. Then forL is 0-dense, we haveL is n ·(n+1)-dense.
This implies that for any w1,w2, . . . ,wn ∈ X+, there exist u, v ∈ X∗, a ∈ X such that
uw1av,uw2av, . . . ,uwnav ∈ L,
uw1a2v,uw2a2v, . . . ,uwna2v ∈ L,
uw1a3v,uw2a3v, . . . ,uwna3v ∈ L,
...
uw1an+1v,uw2an+1v, . . . ,uwnan+1v ∈ L.
One has that there exists 1 ≤ k ≤ n + 1 such that lg(uwiakv) ≡ r (mod n + 1) for
all 1 ≤ i ≤ n. This implies that uw1akv,uw2akv, . . . ,uwnakv ∈ L \ Ln+1,r. It is clear
now that L \ Ln+1,r is an n-dense language. That L \ Ln+1,r not (n + 1)-dense is easy
to see and L \ Ln+1,r ∈ Dn(X), we are done.
We remark here that the equivalent relation (1) ⇔ (3) in Proposition 3.8 is a
stronger version of Proposition 2.16. Now by using a similar method for the proof of
Proposition 3.8, we can show that following proposition is true.
Proposition 3.9 Let L ⊆ X∗ be n-dense for some n ≥ 1 and let m ≥ 1, m(m + 1) ≤ n.
Then L \ Lm+1,r ∈ Dm(X) for all 0 ≤ r < m + 1.
Before proving the next proposition, we need to define the following known nota-
tion. For any real number r, the greatest number [r] is the largest integer that is less
than or equal to r. ( For instance, [4] = 4, [3.2] = 3, [−2.8] = −3.)
Proposition 3.10 Let L ∈ Dn(X) for some n ≥ 2. Then L ∩ Q ∈ Dm(X) for some m,
[n2 ] ≤ m ≤ n.
Proof Since L is n-dense with n ≥ 2, by Proposition 2.13, L∩Q is dense, This implies
that L∩Q ∈ Dm(X) for somem ≥ 0. Clearly,m = 0 andm ≤ n. Let [n2 ] = k for some
k ≥ 1. Then 2k ≤ n ≤ 2k + 1. If m ≤ k − 1, then by Proposition 3.7, L ∈ Dt(X) for
some t, t ≤ 2(k − 1) + 1 = 2k − 1 < n, a contradiction. Hence m ≥ k = [n2 ] and we
are done.
In general, Proposition 3.10 may not hold true when n = 1. The following is an
example:
Example 1. Let L = Q(2) ∈ D1(X). Then L ∩ Q = ∅ which is not dense.
Proposition 3.7 states that the condition L ∩ Q ∈ Dn(X) implies that L ∈ Dm(X),
n ≤ m ≤ 2n + 1. In fact the condition n ≤ m ≤ 2n + 1 in Proposition 3.7 is optimal.
In the final part of this section we will provide two examples to show this fact.
Example Let L = Q \ Qn+1,0. Then by Proposition 2.16, we have L ∈ Dn(X) and
L ∩ Q = L ∈ Dn(X).
Example We construct an example of language L such that L ∩ Q ∈ Dn(X) and
L ∈ D2n+1(X). To this end let L = X∗ \ Qn+1,0. It is easy to see that L ∩ Q =
Q \ Qn+1,0 and L ∩ Q ∈ Dn(X). Now we want to show that L ∈ D2n+1(X). If
L is (2n + 2)-dense, then there exist u, v ∈ X∗ such that uav,ubv,uaav,ubav, . . . ,
uaanv,ubanv ∈ L, where a = b ∈ X. This implies that there exists 0 ≤ i ≤ n such that
lg(ubaiv) ≡ 0 (mod n + 1). Clearly, we have uaaiv ∈ Q or ubaiv ∈ Q. This implies
that uaaiv ∈ Qn+1,0 or ubaiv ∈ Qn+1,0, that is uaaiv /∈ L or ubaiv /∈ L, a contradiction.
Hence L is not a (2n + 2)-dense.
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Next, we show that L is (2n + 1)-dense. Let w1,w2, . . . ,w2n+1 ∈ X+. Since X+ =
(X+)n+1,0 ∪ (X+)n+1,1 ∪ · · · ∪ (X+)n+1,n, we have w1,w2, . . . ,w2n+1 ∈ (X+)n+1,0 ∪
(X+)n+1,1 ∪ · · · ∪ (X+)n+1,n. Let A = {w1,w2, . . . ,w2n+1}. Then we discuss the follow-
ing cases:
1◦ If there exists 0 ≤ r < n such thatA∩ (X+)n+1,r = ∅, then lg(wi) ≡ r (mod n+1)
for all 1 ≤ i ≤ 2n + 1. Let s = n + 1 − r. Then lg(wias) ≡ 0 (mod n + 1) for all
1 ≤ i ≤ 2n + 1. This implies that w1as,w2as, . . . ,w2n+1as ∈ L.
2◦ IfA∩ (X+)n+1,i = ∅ for all 0 ≤ i ≤ n, then for |A| = 2n+1, there exists 0 ≤ p ≤ n
such that |A ∩ (X+)n+1,p| = 1, say {wj} = A ∩ (X+)n+1,p where 1 ≤ j ≤ 2n + 1.
This implies that lg(wj) ≡ p (mod n+ 1) and lg(wi) ≡ p (mod n+ 1) for all i = j.
Let q = n + 1− p. Then lg(wjaq) ≡ 0 (mod n + 1) and lg(wiaq) ≡ 0 (mod n + 1)
for all i = j. Hence we have lg(wjaq(wjaq)) ≡ 0 (mod n+1) and lg(wiaq(wjaq)) ≡
0 (mod n+1) for all i = j. One has thatwjaq(wjaq) ∈ L sincewjaq(wjaq) /∈ Q and
wiaq(wjaq) ∈ L for all i = j since lg(wiaq(wjaq)) ≡ 0 (mod n + 1), respectively.
That is, w1aq(wjaq),w2aq(wjaq), . . . ,wjaq(wjaq), . . . ,w2n+1aq(wjaq) ∈ L.
By 1◦ and 2◦,L is a (2n+1)-dense language. ForL is not a (2n+2)-dense language,
L ∈ D2n+1(X) and we are done.
4 Decomposition of a dense languages into disjoint union of infinitely many
dense languages
In this section, let the alphabet be X = {a,b} and we want to investigate the decom-
positions of general dense languages first, that decomposition of n-dense languages
will be dealt at the end of this section.
Our aim will be that every n-dense language can be split intom parts for anym ≥ 2
such that all parts are all n-dense languages. Furthermore, we will show that every
n-dense language can be decomposed into a disjoint union of infinitely many n-dense
languages.
Before we start our works, we need to consider a known total order ≤ defined on
X∗ and it is called the length-lexicographic order. Our total order is defined as follows:
For two words of different lengths u and v, u ≤ v if lg(u) < lg(v). For the two words
with same length u and v, our order is the lexicographic order. The order so defined
can be found in [9]. Thus X∗ with the order can be demonstrated as
X∗ = {1, a,b, aa, ab,ba,bb, aaa, aab, aba, abb,baa,bab,bba,bbb, . . .}
and
1 < a < b < aa < ab < ba < bb < aaa < aab < aba < abb · · · .
In this section, for convenience, we always assume that X∗ = {x1, x2, x3, x4,
x5, . . .}, where
x1 = 1, x2 = a, x3 = b, x4 = aa, x5 = ab, . . . .
Let us recall the following known result from [5].
Lemma 4.1 [5] Let S ⊆ X∗. Then the following are equivalent:
(1) S contains a disjunctive language.
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(2) S ∩ X∗wX∗ = ∅ for all w ∈ X∗.
(3) |S ∩ X∗wX∗| = ∞ for all w ∈ X∗.
Proposition 4.2 Let L ⊆ X∗ be a dense language. Then there exist L1,L2 ⊆ L, L1 ∪
L2 = L, L1 ∩ L2 = ∅ such that L1 and L2 are both dense languages.
Proof Let X∗ = {xi | i ≥ 1}. For L is dense, by Lemma 4.1, |L ∩ X∗xiX∗| = ∞ for
all xi ∈ X∗. From this one has that for each xi there exist u′i,u′′i , v′i, v′′i ∈ X∗ such that















2) < · · · < lg(u′kxkv′k)
< lg(u′′kxkv
′′
k) < · · · .
Let L1 = {u′′i xiv′′i | i ≥ 1} and L2 = L \ L1. Clearly, both L1 and L2 are dense lan-
guages, since {u′ixiv′1 | i ≥ 1} ⊆ L2. It is easy to see that L1 ∩ L2 = ∅ and our proof is
completed.
The following proposition is immediate.
Proposition 4.3 Let L ⊆ X∗ be a dense language and let k ∈ N. Then there exist
L1,L2, . . . ,Lk ⊆ L, L1 ∪L2 ∪· · ·∪Lk = L, Li ∩Lj = ∅, i = j such that L1,L2, . . . ,Lk
are all dense languages.
Proposition 4.4 Every dense language can be split into disjoint union of infinitelymany
dense languages.
Proof Let X∗ = {xi | i ≥ 1}. For L is dense, by Lemma 4.1, |L ∩ X∗xiX∗| = ∞ for
all xi ∈ X∗. One has that there exist ui1,ui2, . . . ,uii, vi1, vi2, . . . , vii ∈ X∗ such that
ui1xivi1,ui2xivi2, . . . ,uiixivii ∈ L for all i ≥ 1. Since |L ∩ X∗xiX∗| = ∞ for all xi ∈ X∗,
without loss of generality, we may assume that
lg(u11x1v11) < lg(u21x2v21) < lg(u22x2v22) < lg(u31x3v31) < lg(u32x3v32)
< lg(u33x3v33) < · · · .
Let Li = { ujixjvji | j ≥ i } and L1 = L \ (∪i≥2Li). It is immediate that L = ∪i≥1Li and
Li ∩ Lj = ∅ for all i = j. Clearly, L1 is dense, since {ui1xivi1 | i ≥ 1} ⊆ L1. Let n ≥ 2
and w ∈ X∗. Since X∗ = {xi | i ≥ 1}, we may assume that w = xm for some m ≥ 1.
If m ≥ n, then we have umnxmvmn ∈ Ln, that is Ln ∩ X∗wX∗ = ∅. If m < n, then
we can consider the words wan, where a ∈ X. One has that there exists t ≥ n such
that wan = xt. For t ≥ n, we have utnxtvtn ∈ Ln. This implies that utnwanvtn ∈ Ln, i.e.
Ln ∩ X∗wX∗ = ∅. Since the number n is chosen arbitrarily, we have Ln is dense for
all n ≥ 1. The proof is completed.
It is known that every dense language contains a disjunctive language, for exam-
ple, see Lemma 4.1. And in the following we discuss decompositions of disjunctive
languages.
Lemma 4.5 Let L ⊆ X∗ be a disjunctive language. Then for any x, y ∈ X∗, x = y,
there exist infinitely many ordered pairs {(ui, vi) | ui, vi ∈ X+, i ≥ 1} such that one of
the following statements is true:
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(1) uixvi ∈ L and uiyvi /∈ L for all i ≥ 1.
(2) uixvi /∈ L and uiyvi ∈ L for all i ≥ 1.
Proof Let x = y ∈ X∗. Then for L is disjunctive, there exist u1, v1 ∈ X∗ such that
u1xv1 ∈ L and u1yv1 /∈ L (or vice versa). Since u1xv1 = u1yv1, there exist u2, v2 ∈
X+, u1 <s u2, v1 <p v2 such that u2xv2 ∈ L and u2yv2 /∈ L (or vice versa). Continuing
this process, there exist infinitely many words uj, vj ∈ X∗, uj <s uj+1, vj <p vj+1 for
all j ≥ 1 such that ujxvj ∈ L and ujyvj /∈ L (or vice versa). It is immediate that either
condition (1) or condition (2) holds.
Proposition 4.6 Let L ⊆ X∗ be a disjunctive langauge. Then there exist L1,L2 ⊆
L, L1 ∪ L2 = L, L1 ∩ L2 = ∅ such that L1 and L2 are both disjunctive languages.
Proof Recall thatX∗ = {x1, x2, . . . , xn, . . .}. ThenX∗×X∗ = {(xi, xj) | i, j ≥ 1}. Let the
subset I = {(xi, xj) | j > i ≥ 1} ⊆ X∗×X∗. That is I = {(x1, x2), (x1, x3), (x2, x3), (x1, x4),
(x2, x4), (x3, x4), . . .}. Since x1 = x2, by Lemma 4.5, there exist infinitely many ordered
pairs {(ui(1, 2), vi(1, 2)) | ui(1, 2),ui(1, 2) ∈ X+, i ≥ 1} such that either ui(1, 2)x1
vi(1, 2) ∈ L and ui(1, 2)x2vi(1, 2) /∈ L for all i ≥ 1 (or vice versa). This implies
that there exist uα(1, 2),uβ(1, 2), vα(1, 2), vβ(1, 2) ∈ X+ with lg(uα(1, 2)x2vα(1, 2)) <
lg(uβ(1, 2)x1vβ(1, 2)) such that
uα(1, 2)x1vα(1, 2),uβ(1, 2)x1vβ(1, 2) ∈ L
and
uα(1, 2)x2vα(1, 2),uβ(1, 2)x2vβ(1, 2) /∈ L. (or vice versa)
For x1 = x3, by a similar procedure, there exist uα(1, 3),uβ(1, 3), vα(1, 3),
vβ(1, 3) ∈ X+ with lg(uβ(1, 2)x2vβ(1, 2)) < lg(uα(1, 3)x1vα(1, 3)) and lg(uα(1, 3)x3
vα(1, 3)) < lg(uβ(1, 3)x1vβ(1, 3)) such that
uα(1, 3)x1vα(1, 3),uβ(1, 3)x1vβ(1, 3) ∈ L
and
uα(1, 3)x3vα(1, 3),uβ(1, 3)x3vβ(1, 3) /∈ L. (or vice versa)
Continuing this process, for any xn = xm, n < m, there exist uα(n,m),uβ(n,m),
vα(n,m), vβ(n,m) ∈ X+ with lg(uα(n,m)xmvα(n,m)) < lg(uβ(n,m)xnvβ(n,m)) and
k < lg(uα(n,m)xnvα(n,m)) where k = lg(uβ(n − 1,m)xmvβ(n − 1,m)) when n ≥ 2 or
k = lg(uβ(m − 2,m − 1)xm−1vβ(m − 2,m − 1)) when n = 1 such that
uα(n,m)xnvα(n,m),uβ(n,m)xnvβ(n,m) ∈ L
and
uα(n,m)xmvα(n,m),uβ(n,m)xmvβ(n,m) /∈ L.(or vice versa)
Let wα(n,m) = uα(n,m)xnvα(n,m) if uα(n,m)xnvα(n,m) ∈ L or wα(n,m) =
uα(n,m)xmvα(n,m) if uα(n,m)xmvα(n,m) ∈ L, respectively. Similarly, we also let
wβ(n,m) = uβ(n,m)xnvβ(n,m) if uβ(n,m)xnvβ(n,m) ∈ L or wβ(n,m) = uβ(n,m)xm
vβ(n,m) if uβ(n,m)xmvβ(n,m) ∈ L, respectively. Then we have {wα(n,m) | m >
n ≥ 1} ∩ {wβ(n,m) | m > n ≥ 1} = ∅ and {wα(n,m) | m > n ≥ 1} ∪ {wβ(n,m) |
m > n ≥ 1} ⊆ L.
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Let L1 = {wα(n,m) | m > n ≥ 1} and L2 = L \ L1. Then {wβ(n,m) | m > n ≥ 1} ⊆
L2. Next we show that bothL1 andL2 are disjunctive languages. Let x, y ∈ X∗, x = y,
say x = xn, y = xm, n < m. Then wα(n,m) ∈ L1. This implies that
uα(n,m)xnvα(n,m) ∈ L and uα(n,m)xmvα(n,m) /∈ L when wα(n,m)
= uα(n,m)xnvα(n,m)
or
uα(n,m)xmvα(n,m) ∈ L and uα(n,m)xnvα(n,m) /∈ L when wα(n,m)
= uα(n,m)xmvα(n,m).
That is L1 is a disjunctive language. Similarly, L2 is also a disjunctive language.
The following proposition is immediate.
Proposition 4.7 Let L ⊆ X∗ be a disjunctive language. Then for any k ≥ 1, there exist
L1,L2, . . . ,Lk ⊆ L, L1 ∪L2 ∪· · ·∪Lk = L, Li ∩Lj = ∅, i = j such that L1,L2, . . . ,Lk
are all disjunctive languages.
Lemma 4.8 [5]Let L be a discrete language for which X∗wX∗ ∩L = ∅ for all w ∈ X+.
Then L is disjunctive.
Proposition 4.9 Every disjunctive language can be split into disjoint union of infinitely
many disjunctive languages.
Proof Let L ⊆ X∗ be a disjunctive language. By using the same definition of L1 and
L2 in the proof of Proposition 4.6, we can see that L1 is discrete and both L1, L2 are
disjunctive languages. ForL1 is dense, by Proposition 4.4,L1 can be split into a disjoint
union of infinitely many dense languages. Since a subset of a discrete language is also
discrete, by Lemma 4.8, we haveL1 can be split into a disjoint union of infinitely many
disjunctive languages. This implies that L = L1 ∪ L2 can be split into a disjoint union
of infinitely many disjunctive languages.
Next, we investigate the decomposition of n-dense languages. The following lemma
is immediate.
Lemma 4.10 Let L ⊆ X∗ be an n-dense language for some n ≥ 1. Then for any
w1,w2, . . . ,wn ∈ X∗, there are infinitely many pairs of words ui, vi ∈ X+, i ∈ N such
that uiw1vi,uiw2vi, . . . ,uiwnvi ∈ L.
Proposition 4.11 Let L ⊆ X∗ be an n-dense language for some n ≥ 1. Then there exist
L1,L2 ⊆ L, L1∪L2 = L, L1∩L2 = ∅ such that L1 and L2 are both n-dense languages.
Proof Clearly, the case n = 1 holds from Proposition 4.2. Let n = 2. Then for
X∗ × X∗ = {(xi, xj) | i, j ≥ 1}. We can assume that the subset I = {(xi, xj) | j > i ≥
1} ⊆ X∗ ×X∗. That is I = {(x1, x2), (x1, x3), (x2, x3), (x1, x4), (x2, x4), (x3, x4), . . .}. Since
x1 = x2, by Lemma 4.10, there exist infinitely many ordered pairs {(ui(1, 2), vi(1, 2)) |
ui(1, 2),ui(1, 2) ∈ X+, i ≥ 1} such that ui(1, 2)x1vi(1, 2) and ui(1, 2)x2vi(1, 2) ∈ L for
all i ≥ 1. Since the language {ui(1, 2)x1vi(1, 2),ui(1, 2)x2vi(1, 2) | i ≥ 1} has infinitely
many words, there exist α,β ≥ 1 such that
uα(1, 2)x1vα(1, 2),uα(1, 2)x2vα(1, 2),uβ(1, 2)x1vβ(1, 2),uβ(1, 2)x2vβ(1, 2) ∈ L
with lg(uα(1, 2)x2vα(1, 2)) < lg(uβ(1, 2)x1vβ(1, 2)).
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For x1 = x3, by a similar procedure, there exist uα(1, 3),uβ(1, 3), vα(1, 3), vβ(1, 3) ∈
X+ with lg(uβ(1, 2)x2vβ(1, 2)) < lg(uα(1, 3)x1vα(1, 3)) and lg(uα(1, 3)x3vα(1, 3)) <
lg(uβ(1, 3)x1vβ(1, 3)) such that
uα(1, 3)x1vα(1, 3),uα(1, 3)x3vα(1, 3),uβ(1, 3)x1vβ(1, 3),uβ(1, 3)x3vβ(1, 3) ∈ L.
Continuing this process, for any xn = xm, n < m, there exist uα(n,m),uβ(n,m),
vα(n,m), vβ(n,m) ∈ X+ with lg(uα(n,m)xmvα(n,m)) < lg(uβ(n,m)xnvβ(n,m)) and
k < lg(uα(n,m)xnvα(n,m)) where k = lg(uβ(n − 1,m)xmvβ(n − 1,m)) when n ≥ 2 or
k = lg(uβ(m − 2,m − 1)xm−1vβ(m − 2,m − 1)) when n = 1 such that
uα(n,m)xnvα(n,m), uα(n,m)xmvα(n,m), uβ(n,m)xnvβ(n,m),
uβ(n,m)xmvβ(n,m) ∈ L.
Let L1 = {uα(n,m)xnvα(n,m), uα(n,m)xmvα(n,m) | m > n ≥ 1} and L2 = L \ L1.
Then {uβ(n,m)xnvβ(n,m), uβ(n,m)xmvβ(n,m) | m > n ≥ 1} ⊆ L2. Next we show that
bothL1 andL2 are 2-dense languages.Let x, y ∈ X∗, x = y, say x = xn, y = xm, n < m.
Then by the definition of L1 and L2, uα(n,m)xnvα(n,m), uα(n,m)xmvα(n,m) ∈ L1
and uβ(n,m)xnvβ(n,m),uβ(n,m)xmvβ(n,m) ∈ L2, respectively. This implies that L1
and L2 both are 2-dense and we complete the case n = 2.
Finally, by using a similar method, the cases n ≥ 3 also hold true.
From Proposition 4.11, the following proposition is immediate.
Proposition 4.12 Let L ⊆ X∗ be an n-dense language for some n ≥ 1 and let k ∈ N.
Then there exist L1,L2, . . . ,Lk ⊆ L, L1 ∪ L2 ∪ · · · ∪ Lk = L, Li ∩ Lj = ∅, i = j such
that L1,L2, . . . ,Lk are all n-dense languages.
Proposition 4.13 Let n ≥ 1. Then every n-dense language can be split into disjoint
union of infinitely many n-dense languages.
Proof FromProposition 4.4, clearly case n = 1 holds true. LetLbe a 2-dense language
and let I = {(xi, xj) | j > i ≥ 1} = {(x1, x2), (x1, x3), (x2, x3), (x1, x4), (x2, x4), (x3, x4), . . .},
where X∗ = {x1, x2, . . . , xn, . . .}. For convenience, we may define the set
I = {w1,w2,w3, . . .}, wherew1 = (x1, x2),w2 = (x1, x3),w3 = (x2, x3),w4 = (x1, x4), . . ..
Since w1 = (x1, x2), by Lemma 4.10, there exist u1(1, 2), v1(1, 2) ∈ X+ such that
u1(1, 2)x1v1(1, 2), u1(1, 2)x2v1(1, 2) ∈ L. For w2 = (x1, x3), by Lemma 4.10 again, one
has that there exist u1(1, 3), v1(1, 3), u2(1, 3), v2(1, 3) ∈ X+ such that
u1(1, 3)x1v1(1, 3),u1(1, 3)x3v1(1, 3),u2(1, 3)x1v2(1, 3),u2(1, 3)x3v2(1, 3) ∈ L,
where lg(u1(1, 2)x2v1(1, 2)) < lg(u1(1, 3)x1v1(1, 3)) and lg(u1(1, 3)x3v1(1, 3)) < lg
(u2(1, 3)x1v2(1, 3)).
Continuing this process, for any xn = xm, n < m, say (xn, xm) = wh, h ≥ 3 and
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and
lg(uj(n,m)xmvj(n,m)) < lg(uj+1(n,m)xnvj+1(n,m),
where j = 1, 2, . . . ,h − 1.
Let Lk = {uk(n,m)xnvk(n,m), uk(n,m)xmvk(n,m) | (xn, xm) = wt ∈ I, t ≥
k} for all k ≥ 2 and let L1 = L \ ∪k≥2Lk. Then {u1(n,m)xnv1(n,m), u1(n,m)
xmv1(n,m) | (xn, xm) ∈ I} ⊆ L1 and Li ∩ Lj = ∅ for all i = j. Next we want to
show that each Li is 2-dense for all i ≥ 1. Clearly, it is immediate that L1 is 2-dense
since {u1(n,m)xnv1(n,m), u1(n,m)xmv1(n,m) | (xn, xm) ∈ I} ⊆ L1. Let j be a fixed
number. For any x = y ∈ X+, say x = xp, y = xq, n < m and (xp, xq) = wk ∈ I. Now
we discuss the following cases:
(1) If k ≥ j, then for Lj = {uj(n,m)xnvj(n,m), uj(n,m)xmvj(n,m) | (xn, xm) =
wt ∈ I, t ≥ j}, one has that uj(p,q)xpvj(p,q), uj(p,q)xqvj(p,q) ∈ Lj. That is
uj(p,q)xvj(p,q), uj(p,q)yvj(p,q) ∈ Lj.
(2) If k < j, then there exist h ≥ 1, a ∈ X such that ahx = xp1 , ahy = xq1
and (xp1 , xq1) = wk1 , where p1 < q1 and k1 > j. Thus by case (1), we have
uj(p1,q1)xp1vj(p1,q1), uj(p1,q1)xq1vj(p1,q1) ∈ Lj. That is uj(p1,q1)ah
xvj(p1,q1), uj(p1,q1)ahyvj(p1,q1) ∈ Lj.
By cases (1) and (2), it follows that Lj is a 2-dense language. Since the positive
integer j is chosen arbitrarily, we have Li is 2-dense for all i ≥ 1. That is the language
L = ∪i≥1Li can be split into disjoint union of infinitely many 2-dense languages. This
completes the case n = 2.
Finally, let n ≥ 3 and we may consider the set In be the set of all n-tuples over
X∗ = {x1, x2, . . . , xn, . . .}. Thus by using a similar method, the cases n ≥ 3 also hold
true and we are done.
Proposition 4.14 Let L ∈ Dn(X) for some n ≥ 1 and let k ∈ N. Then there exist
L1,L2, . . . ,Lk ⊆ L, L1 ∪L2 ∪· · ·∪Lk = L, Li ∩Lj = ∅, i = j such that L1,L2, . . . ,Lk
are all strict n-dense languages.
Proof Since L is n-dense, by Proposition 4.12, there exist L1,L2, . . . ,Lk ⊆ L, L1 ∪
L2∪· · ·∪Lk = L, Li∩Lj = ∅, i = j such thatL1,L2, . . . ,Lk are all n-dense languages.
For L ∈ Dn(X), we have L is not (n + 1)-dense. This implies that L1,L2, . . . ,Lk are
all not (n+ 1)-dense. That is L1,L2, . . . ,Lk are all strict n-dense languages and we are
done.
Proposition 4.15 Let n ≥ 1. Then every strict n-dense language can be split into disjoint
union of infinitely many strict n-dense languages.
Proof Immediate.
In the next proposition, we want to show that every 0-dense language can be split
into disjoint union of infinitely many 0-dense languages. Before we start our work, we
need to define the following notations:
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Let X∗ = {x1, x2, x3, . . . , xn, . . .}. Then the following sets In are defined as
I1 = {x1, x2, x3, x4, x5, x6, . . .}
= {w11,w12,w13, . . .}, where w11 = x1, w12 = x2, w13 = x3, . . .
I2 = {(x1, x2), (x1, x3), (x2, x3), (x1, x4), (x2, x4), (x3, x4), . . .}
= {w21,w22,w23, . . .}, where w21 = (x1, x2), w22 = (x1, x3), w23 = (x2, x3), . . .
I3 = {(x1, x2, x3), (x1, x2, x4), (x1, x3, x4), (x2, x3, x4), (x1, x2, x5), (x1, x3, x5), . . .}
= {w31,w32,w33, . . .}, where w31 = (x1, x2, x3), w32 = (x1, x2, x4),
w33 = (x1, x3, x4), . . .
I4 = {(x1, x2, x3, x4), (x1, x2, x3, x5), (x1, x2, x4, x5), (x1, x3, x4, x5), (x2, x3, x4, x5),
(x1, x2, x3, x6), . . .}
= {w41,w42,w43, . . .}, where w41 = (x1, x2, x3, x4), w42 = (x1, x2, x3, x5),
w43 = (x1, x2, x4, x5), . . .
...
In = {(x1, x2, . . . , xn−1, xn), (x1, x2, . . . , xn−1, xn+1), . . .}
= {wn1,wn2, . . .}, where wn1 = (x1, x2, . . . , xn−1, xn),
wn2 = (x1, x2, . . . , xn−1, xn+1), . . .
...
From above definitions of In, we have the following table:
I1 : w11 w12 w13 w14 w15 · · ·
I2 : w21 w22 w23 w24 w25 · · ·
I3 : w31 w32 w33 w34 w35 · · ·
I4 : w41 w42 w43 w44 w45 · · ·
I5 : w51 w52 w53 w54 w55 · · ·
...
Now we consider the sequence w11, w12, w21, w13, w22, w31, w14, w23, w32,
w41, . . . and define the set S = {w11, w12, w21, w13, w22, w31, w14, w23, w32,
w41, . . .} = {s1, s2, s3, s4, s5, . . .}, where s1 = w11, s2 = w12, s3 = w21, . . ..
Proposition 4.16 Every 0-dense language can be split into disjoint union of infinitely
many 0-dense languages.
Proof Let L ∈ D0(X). Then L is n-dense for all n ≥ 1.
For s1 = w11 = x1 andL is 1-dense, there exist u11, v11 ∈ X∗ such that u11x1v11 ∈ L.
Let S11 = {u11x1v11}.
For s2 = w12 = x2 andL is 1-dense, then byLemma 4.10, there exist u21,u22, v21, v22
∈ X∗ such thatu21x2v21,u22x2v22 ∈ L. with lg(u11x1v11) < lg(u21x2v21) < lg(u22x2v22).
Let S21 = {u21x2v21}, S22 = {u22x2v22}.
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For s3 = w21 = (x1, x2) and L is 2-dense, then by Lemma 4.10, there exist
u31,u32,u33, v31, v32, v33 ∈ X∗ such that
u31x1v31,u31x2v31 ∈ L with lg(u22x2v22) < lg(u31x1v31);
u32x1v32,u32x2v32 ∈ L with lg(u31x2v31) < lg(u32x1v32);
u33x1v33,u33x2v33 ∈ L with lg(u32x2v32) < lg(u33x1v33).
Let S31={u31x1v31,u31x2v31}, S32={u32x1v32,u32x2v32}, S33={u33x1v33,u33x2v33}.
...




S41 S42 S43 S44
...
Sn1 Sn2 Sn3 Sn4 · · · Snn
...
and sij ⊆ L for all i ≥ j ≥ 1.
For anym ≥ 2, let Lm = ∪n≥mSnm. We also define the language L1 = L \∪m≥2Lm.
Then ∪n≥1Sn1 ⊆ L1. Since Snm are all finite languages for all n,m ∈ N, n ≥ m and
Lg(S11) < Lg(S21) < Lg(S22) < Lg(S31) < Lg(S32) < Lg(S33) < · · · ,
one has that Li ∩ Lj = ∅ for all i = j. Now we want to show that Lm is 0-dense for
all m ≥ 1. Let n ≥ 1 be given and let w1,w2, . . . ,wn ∈ X+. Without loss of generality,
we may assume that w1 < w2 < w3 < · · · < wn, where the order < is defined in the
beginning of this section. Then there exist a ∈ X, h ≥ 1 such that ahw1 = xn1, ahw2 =
xn2, . . . , ahwn = xnn and (xn1, xn2, . . . , xnn) = sk ∈ In for somek ≥ m. This implies that
Skm ⊆ Lm and then follows Skm = {ukmxn1vkm, ukmxn2vkm, . . . , ukmxnnvkm} ⊆ Lm.
One has that (ukmah)w1vkm, (ukmah)w2vkm, . . . , (ukmah)wnvkm ∈ Lm, that is Lm is
an n-dense language. Since the positive integer n is chosen arbitrarily, Lm is 0-dense
for all m ≥ 1 and we are done.
Proposition 4.17 Let L ∈ D0(X) and k ∈ N. Then there exist L1,L2, . . . ,Lk ⊆ L, L1∪
L2 ∪· · ·∪Lk = L, Li ∩Lj = ∅, i = j such that L1,L2, . . . ,Lk are all 0-dense languages.
Proof Clearly, k = 1 is immediate. Let k ≥ 2 and letLm ⊆ L, m ≥ 1 by using the same
definition in the proof of Proposition 4.16. Then we have Lm are all 0-dense for all
m ≥ 1. Since a language which contains a 0-dense language is also a 0-dense language,
the language∪n≥kLn is a 0-dense language. HenceL = L1∪L2∪· · ·∪Lk−1∪(∪n≥kLn)
and we are done.
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