Abstract. Some distributional properties of the generalized type 1 logistic distribution are given. Based on these distributional property a characterization of this distribution is presented.
Introduction
We say that an absolutely continuous random variable (rv) has a generalized type I logistic distribution (GLD 1 (α)) if its cumulative distribution function (cdf ) F (x) is as follows:
F (x) = 1 (1 + e −x ) α − ∞ < x < ∞, α > 0.
(1)
The corresponding probability density function (pdf ) is given by
(1 + e −x ) α+1 .
The generalized logistic distribution is also called exponentiation logistic distribution. If α = 1,then generalized logistic distribution is the standard logistic distribution (SLD).The standard logistic distribution is similar in shape to normal distribution. It is symmetric around zero and bell shaped. The pdf of GLD 1 (α) is an increasing function for x < ln α and it is a decreasing function for x > ln α. It is unimodal with mode at ln α. It is log-concave
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for all values of α. and X − ln α behaves like a type I extreme value( maximum) distribution. The Generalized logistic distribution can be either left or right skewed (when parameter α is less than 1 or greater than 1 respectively) or symmetric (α = 1). GLD 1 (α) has has been used in growth models and modelling of data. In this paper we will present some distributional property of GLD 1 (α) and a characterization of it based on conditional expectation of X.
Main Results
The hazard rate of GLD 1 (α) can be bathtub type or an increasing function depending on α.The reversed hazard rate (RHR)
is monotonically decreasing from ∞ to 0 as x increases from −∞ to ∞. The following is the graph of (τ (x)/α). Suppose Y is distributed as a power function distribution with f (y) = αy α−1 , 0 < y < 1, α > 0, then X = ln Y 1−Y is distributed as type I generalized logistic distribution. Let ϕ(t) be the characteristic function of GLD 1 (α), then
We can easily calculate the mean, variance and other moments from ϕ(t)
if α is an integer. 
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where Ψ(x) and Ψ (x) are the digamma and the polygamma function respectively. The mean is an increasing function of α. The mean increases to ∞ and the variance decreases to Ψ (1)(= π 2 6 ) as α −→ ∞.The percentile points, x p = − ln(p −1/α − 1) and the median, M = − ln(2 1/α − 1). Table 1 gives the mean , median and quartile points of GLD 1 (1). Table 1 .
From the table we see that mean is less (greater) than median for α < 1(α > 1). For α = 1, mean and median coincide. The mean is always less the the mode for all α = 1. The graph of y = V ar(X) is given in Figure 2 . 
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Let X 1 , X 2 , ..., X n be n independent and identically distributed random variables. Suppose X 1,n ≤ ... ≤ X n,n be the corresponding order statistics. Ahsanullah et al. (2013) gave some distributional properties and characterizations of logistic distribution (GD). They gave the following the characteristic function, φ k,n (t) (Result 1 of X r,n , 1 ≤ k ≤ n when X's are SLD.
Here we give in Theorem 1 a generalization of the above result for GLD 1.
where
Theorem 1. If X's are from GDL 1 (α) with cdf as given in (3) and Ψ k,n (t) be the characteristic function of X k.n ,then.
Proof. The pdf f k,n (x) of a kth order statistics from cdf F (x) and pdf f (x) is (see Ahsanullah et al., 2013) 
Substituting the pdf of GLD 1 (α) from (3), we obtain
. It is known (see Ahsanullah and Kirmani, 2000, page 10 ) that if for a continuous random variable with cdf F (x), the inverse function F −1 satisfies the condition 
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then F belongs to the domain of attraction of the type 1 (extreme) value distribution. For GLD 1 (α),
Thus GLD 1 (α) belongs to the domain of attraction of the type I extreme(maximum) distribution;
as n → ∞.
The following theorem give a characterization of GLD 1 (α).
Theorem 2. Suppose X is an absolutely continuous (with respect to Lebesgue measure) random variable with cdf F (x) and pdf f (x). We assume that E(X) exists. Then X has the GLD 1 (α) distribution if and only if
and
To proof the Theorem, we need the following lemma.
Lemma 1. Suppose X is an absolutely continuous (with respect to Lebesgue measure) random variable with cdf F (x) and pdf f (x). We assume that E(X) exists. Then if
dx .
Proof. We have
On simplification, we obtain from (5). Ahsanullah, Afrika Statistika, Vol. 8, 2013, pages 491-497 . On Generalized Type 1 Logistic Distribution.
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On differentiating both sides of (6) with respect to x, we have
On integrating, we obtain from (7),
where the constant C is determined by using the boundary condition F (−∞) = 0, and
Proof of Theorem 2.
Suppose that
where 
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Thus
On integrating, we obtain from (9) f (x) = ce
x−e x 1+e x dx = c e −x
Using the condition
f (x)dx = 1, we obtain f (x) = αe −x
