Abstract. The Lyman and Balmer series in hydrogen-like DyS5+, dong with radiative electron capture (REC) into bare DyM6+, have been observed. The x-ray specva were measured in coincidence with oneelectron capture in a beam of 292 MeV amur' Dfs+ stored in the ESR storage ring and interacting with an hlemal argon gas rargeL nte 8ec line profile was studied in detail and was found to be in gwd agreement with theory, thus suggesting additional possibilities for spe~lroscopy.
Introduction
X-ray spectroscopy of few-electron heavy ions can be used to infer the radiative corrections to the binding energies of electrons in the strong field of a heavy nucleus (see, for instance, Kugel and Mumick 1977 or Brodsky and Mohr 1978) . As opposed to many-electron atoms, the complication of electron correlation and shielding is avoided in one-electron ions. The quality of such measurements is largely dependent on how the few-electron ions are generated. A number of inherent problems have been encountered in precision experiments in the past, among these being the simultaneous population of spectator-electron states and the Doppler corrections associated with moving sources (Richard et al 1984 , Beyer er a1 1985 . It should be possible (Deslattes et ai 1984) , using an ion storage ring employing ion cooling, to overcome the two main problems mentioned. In such an experiment (Beyer et al 1987) bare ions would be stored, cooled and decelerated, and the hydrogen-like states populated by single electron capture. The feasibility of such a scheme was previously demonstrated at the UNILAC at GSI in a singlepass experiment (Beyer et al 1991) . Ultimately, the experiment has to achieve high spectral resolution which, because of the associated low detection efficiency, requires the f u U capabilities of the accelerator facility.
In the present publication we report on x-ray measurements performed at the internal gas target of the new 'Experimentierspeichemng' (ESR) at GSI. The experiment was conducted parasitically to the measurement of the bound-state beta decay of 163Dy66' ( J u g et nl 1992) as one of the first experiments after commissioning of the ESR. As the design goals 0953475/93/091557+11$0730 @ 1993 IOP Publishing Ltd of the ESR are not yet fully reached, intensities are still too low to afford the use of Bragg crystal-diffraction spectrometry. Instead, an inbinsic germanium Ge(i) detector was used. One advantage of such a detector is the large spectral region that can be monitored simultaneously. At a typical ion velocity of about 65% of the speed of light the Doppler effect is very large and correcting for it requires a precise knowledge of the observation angle. In the present work it was possible to partly avoid addressing the problem directly even without varying the ion-beam energy . For this purpose we used, as an input, the theoretically calculated energy difference between the Lymaniv lines and the K-REC line. This energy is independent of the K-shell binding energy. A careful analysis of the REC line profile enabled us to determine this interval with a precision of a few times resulting in an accuracy approaching the same level for the Is binding energy of Dy6? In addition, experimental cross sections have been obtained, knowledge of which is essential for the further development of the experimental programme.
Experimental details
The experimental arrangement, which is schematically illustrated in figure 1, is similar to that used in two earlier experiments Finlayson et al 1992) conducted with neon and gold projectiles. Fully stripped Dy66+ ions at a specific energy of 292 MeV amu-' were accumulated in the ESR with peak electrical currents approaching 1 mA. It was possible to maintain an internal argon gas jet with a thickness of 6 x 10" c d . The main experiment (Jung eta1 1992), however, used the gas target only for short periods of typically 10 min for ionizing any hydrogen-like holmium projectiles produced during stacking. Between these periods with the gas on were longer periods of about 30 min length during which holmium was bred from the dysprosium nuclei via the process of beta decay. 
D l P '
de t e e to? Figure 1 . Schematic view of the experimenL The Ge(i) x-ray detector w% placed at two different positions to measure x-rays under observation angles of approximately 132 and 48O relative to the ion-beam direction, Ions which captured an electron in the argon gas jet were registered in the particle detector.
The collimation of the gas jet was checked by moving the ion-beam orbit in the horizontal plane while noting the detection rate of hydrogen-like dysprosium ions io a position-sensitive multi-wire proportional counter (MWPC) (Klepper er a1 1992) located downstream of the target after the next ESR bending magnet. During the accumulation of spectra, x-rays emitted from the target region were measured in delayed coincidence with hydrogen-like ions in this particle detector. The Ge(i) detector could be mounted in front of two different ports of the vacuum chamber which were equipped with beryllium xray windows. The corresponding observation angles were 132.OZrt0.15" and 47.82&0.15" as measured by mechanical alignment. The Ge(i) detector, with an active area of 500 mmz and a thickness of 10 mm, had a FwHM energy resolution of 0.60 keV at x-ray energies near 120 kV. The x-ray detector and the electronics were carefully calibrated with radioisotopes of 57C0, '33Ba, la2Ta and "'Am.
Procedures were adopted similar to those used in establishing secondary gamma-ray standards with solid-state detectors (Helmer et al 1975) . Special care was taken in the modelling of the gamma-ray line profiles in order to determine a precise energy scale. It was possible to monitor the calibration continuously during the experiment by locating a very weak source of "'Am near the detector. We observed runto-run drifts of the order of 10 eV. The sum, however, of a large number of spectra turned out to be shifted only insignificantly. CAMAC electronics were used to record our data in list mode format. A timing signal derived from the Ge(i) detector was used to start a time-toamplitude converter which was stopped by an anode signal from the MWPC. The combined timing resolution of x-ray plus particle detector was w 15 ns. Offline analysis allowed the accumulation of data into separate spectra of coincident and non-coincident events. 
Results and discussion
Measured x-ray spectra are shown in figures 2 and 3 where the very small background of random coincidences is already subtracted. Prominent features include the Lyman lines corresponding to nl -+ 1s transitions with n = 2, 3 and 4, and, in the case of the 132" observation, the radiative electron capture (REc) lines. In the forward direction, the latter are Doppler shifted to high energies out of the useful energy range of our detector. The insets show the Lyman-cu doublet in more detail. In the spectrum taken at 132" the components are not as well resolved as they are at 48". However, in the 132" direction an order of magnitude more counts were collected due to a longer acquisition time. The intensity ratio in the n = 2 doublet is opposite to that found in the normal Ka spectrum of singly ionized dysprosium. Hence there must be a strong 2s component. The Balmer series is only visible in the blue-shifted spechum of figure 3. At both observation angles we observe very clean hydrogen-like spectra on an extremely low background, as was demonstrated in the two previous experiments conducted with both lower beam current and lower gas thickness. What background there remains may still be associated with dysprosium x-rays. For quasi-free-electron bremsstrahlung (Yamadera er nl 198 1, Jackson 1967) one can expect a cross section falling off inversely with the photon energy giving rise to a background level of * 1% under the sUong lines. This is funher suppressed by more than five orders of magnitude through the coincidence with the electron capture process. For the 2s state, the intensity ratio of its M1 compared with its 2E1 decay increases approximately with Z4 (Drake 1988). At a nuclear charge of Z = 66 the 2s state, having a lifetime of 2.2 x s, predominantly decays via its M1 branch. However, for about onefiftb of the time it still decays by the two-photon 2E1 emission. This might explain the smaU continuum background seen in figure 3 below the Lyman-a energy. The first few lines out of the Balmer series can also be identified in the same spectrum. However, the spectral resolution and statistical precision does not allow a quantitative analysis of their fine-structure components.
Radiative electron capture
At present high collision energy radiative electron capture (REC) is an important capture mechanism (Schnopper etal 1972 , Spindler 1979 . In this process a radiative transition of an initial target electron into a final projectile state occurs. the initial electron wavefunction in momentum space. per represents the projection of the electron momentum onto the direction of the collision velocity. The integration is performed over all initial electron momenta p e where the delta function takes care of the energy conservation by the photon emission (Kleber and Jakubassa 1975, Mokler et al 1991) . The factor 2(U + 1) is the number of electrons per subshell. Equation (1) may be written as (cf Kleber and Jakubassa 1975) where J ( p , ) denotes the Compton profile of the target atom which is the probability for finding the momentum component per. For auf/as2 we used the formulae given by Stobbe (1930) . The Compton profiles 9 ( p , , ) were computed using spherically averaged wavefunctions an[(pe). For this purpose, Clementi and Roetti (1974) double-zeta functions were generated using Fourier-transformed Slater-type basis functions. Our calculated
Compton profiles are in excellent agreement with the experiment of Eisenberger and Reed (1972) and also with the calculations of Biggs et nl (1975) . For the asymptotic behaviour at large momenta we obtain a perfect coincidence with the calculation of Westgate et ai (1991) . The calculated double-differential cross sections for radiative capture into the dysprosium K shell are plotted in figure 4 where the individual contributions from the argon-target subshells are given in addition to the summed cross section. In figure 4 the abscissa is the x-ray energy in the emitter frame of reference minus the absolute value of the projectile binding energy, Ep. To evaluate the x-ray energies according to equation (1) we used tabulated values for the target binding energies, Et, found in the literature (Bearden and Burr 1967, Cauchois and Senemaud 1978) . For radiative capture into the L, M and higher shells the calculations are identical apart from the different projectile binding energies and free-electron capture cross sections. Of course, the Compton profiles are symmetric in per and also in the x-ray energy, Ex, due to its linear dependence on pei. The skewness of the summed REC line observable in figure 4 is attributable to two effects. First, the contributions from the different target orbitals are located at different positions according to their binding energies. Second, the individual contributions exhibit a skewness due to the decrease of the REC cross section with photon energy. The latter effect cannot be avoided even in a one-electron target. The result is a noticeable centroid shift to lower x-ray energies relative to, the position (Tr -ylEtl) predicted if the profile were symmetric. Even for loosely bound 3p electrons the shift amounts to -190 eV in the emiaer frame of reference, indicating that the effect cannot be neglected even in lighter targets such as hydrogen. The summed theoretical cross section was transformed into the laboratory frame and subsequently convoluted with a (normalized) 'experimental' monochromatic detection line profile in order to be able to compare the calculations with the measurements. In order to obtain a realistic profile a Monte Carlo simulation ) was performed to simulate the fast-beam x-ray source while taking into account the geometry and the measured ion-beam parameters. A Gauss function was taken to approximate the Ge(i) response function with a measured m of 0.60 keV.
The resulting simulated detection line profile was found to be consistent with the shape observed in the Lyman lines. 
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The convoluted theoretical curve was used as a fit function, the absolute energy position and the absolute height being the only two free parameters. From their fitted values the corresponding projectile binding energy, E,, and the experimental cross section were extracted. In figure 5 the REC spechum is displayed logarithmically, where the measurement is represented by the data points and the continuous curve shows the least-squares fit with the theoretical profiles. A remarkably good correspondence between experiment and theory is obtained. The skewness of the REC profile mentioned before is a critical point if one wishes to deduce inner-shell binding energies from the centroid of measured REC profiles.
Mokler et a1 (1991) recently proposed REC as a tool for spectroscopy, neglecting such a centroid shift. Furthermore, they claimed that any centroid shift would not influence the REC energy extrapolated to zero collision energy. A strong argument against this is that the negative slope of the REC cross section persists down to zero energy. In the early work of Kienle et a1 (1973) , considerable shifts to lower energies compared with theoretical estimates had already been reported, presumably with the underlying assumption of a constant capture cross section over the line profile. In addition, one may question the validity of the impulse approximation (Jakubassa-Amundsen 1987) and speculate about systematic shifrs caused by screening and off-shell effects (Gorriz et a1 1983, Briggs and Dettmann 1974) . Such phenomena would be most important at low collision velocities. However, in the present experiment, where the collision velocity is much higher than the Bohr velocity (Zorc) of the target K electrons, the theoretical treatment should be adequate. Based on the theoretical energies given by Johnson and Soff (1985) , ow experimental REC profile lies (in the laboratory frame) only about 120 eV lower than the theoretical estimate. This is well within the experimental uncertainty in the Doppler correction due to uncertainties in projectile velocity and in observation angle.
Energies
We extracted the x-ray energies of the Lymaniv transitions by applying the Gauss fits represented by the continuous curves in the insets of figures 2 and 3. The lower-energy component of the doublet labelled 21 -+ Is arises from the unresolved sum of two transitions, 2s1/z --f I s l /~ and 2pl/z + 1sl/2. From the high relative intensity observed in this peak we can assume a dominant 2s component. This is also consistent with the REC capture mechanism favouring the E = 0 states. We can extract the 2slp + 1sljz bansition energy with only a small correction for the presence of the 2p1p + Isl/z component.
In this procedure, we made use of an independently available estimate of the 2s Lamb shift amounting to 15.1 eV (Johnson and Soff 1985) ; it was also assumed that the 2~3 1 2 and ,,2plp states.were populated in the statistical 2:l ratio and that the observed lineshapes can be approximated by Gauss functions. The correction can be calculated from the observed Lyman-(YlLymanaz intensity ratio which amounts to 0.63 f 0.07 and 0.52 f 0.03 in the forward and backward directions, respectively. In a field-free-environment all components should have the same angular dependence and thus constant intensity ratios, which seems to be roughly fulfilled within the statistical precision. The intensity ratio stated above (for 132") implies a 2 1 1 2 /2p1/2 ratio of 2.85 =k 0.22 leading to a correction of only (-3.9 & 0.2) eV to the observed peak energy to yield the 2slp + lsl/z transition energy. We point out that the size of this correction is only weakly dependent on the assumptions made concerning the relative level populations. Doppler corrections are needed to obtain experimental transition energies in the emitter frame of reference, i.e. the measured laboratory x-ray energies are multiplied by the factor ~ DCS, e) = Y(I -pcose). However, the largest error in D(P, e) is due to the k0.15" angular uncertainty and emerges as 2 x for the backward direction. The Doppler factor (3) can also be determined from the ratio between a known energy interval in the emitter frame and its corresponding measured value in the laboratory frame. If one is interested in the radiative corrections to the Is state this interval should be independent of the Is binding energy. For such an interval one can use the energy difference between the Lyman-doublet and the K-REC line. In this case the Doppler factor is and 1.6 x for the forward direction and as 9 x .15° and at 132.02i0.15' and, dtemotively, by using the REC spec" to where Fx,~n, according to equation (l), is given by the calculated average -ylEtl -y,5'cpg over the K-REC profile, EL denotes the binding energy of one of the L states (we chose the 2s) and AEhb the measured energy difference. Our extracted transition energies are summarized in table 1 where the second and third columns contain the results obtained with the mechanically determined observation angles and the fourth column the results from the 132" observation using the spectroscopically determined observation angle. In the last column the theoretical energies of Johnson and Soff (1985) are given. The errors quoted in table 1 reflect the superior quality of the data obtained at 132" due to higher statistical precision and lower sensitivity to angular uncertainties. The results also show a further improvement when the mechanical angular measurement is avoided. For this latter case the error contributions are listed in table 2. The main contributions arise from the statistical uncertainty and from the detector calibration.
The results depend on the precise calculation of the REC profile as already discussed in the previous section. Therefore, we add a 20 eV error contribution (in quadrature) for residual model uncertainties. Such a small error seems to be justified because other theoretical treatments, as for instance the strong potential Born approximation (Gomz et al 1983), will increase the size of the cross section by nearly a factor of four, but will only slightly alter the lineshape, implying insignificant centroid shifts. Our experimental results, obtained in three different ways, are all consistent within their quoted error bars. The energies derived from the 48" measurement are somewhat higher and the results from the 132" measurements somewhat lower than the more precise result using the REc line, with the scatter of the data being typically only 0.3 to 0.5 combined standard deviations. This seems to indicate that our observation angles are well within their estimated uncertainty. Indeed, the spectroscopically determined observation angle emerges as 132.19~0.06" and is in very good agreement with the quoted mechanical value of 132.02f0.15". As can be seen in table 1, our experiment is also in good agreement with the theory of Johnson and Soff (1985) , both in absolute terms and with regard to the 2s1/2-2ps,z splitting. The latter differs only by 10 eV. Our error bars of f38 eV are still too large for a stringent test of Qm calculations since the radiative corrections to the 1s state in hydrogen-like dysprosium amount to only -97 eV.
The present experiment has demonstrated that clean spectra of hydrogen-like ions can be observed at the internal gas target of the ESR. The observed background level is very low. Allowing for further intensity improvements in the future, along with the anticipated deceleration capabilities of the storage ring, we expect considerable progess in the precision of this kind of experiment. Variation of the beam energy during an experiment (as already planned) will lead to a significant improvement in the accuracy of the Doppler correction. It will also help to remove possible small ambiguities in the theoretical model of the REC profile. Finally, we also plan to use a lighter target gas like helium. This will also narrow the REC lines.
Cross sections
Our results for the x-ray production cross sections per target atom are compiled in table 3. In the first part, the total cross sections are given for radiative capture into the K and L shells, and the integrated cross section for capture into the M and higher shells. In the second part the cross sections for the emission of the observed Lyman lines are given.
For the determination of the absolute cross sections the x-ray detection efficiency, the ionbeam intensity, the efficiency of the particle detector and, most critically, the thickness of the argon gas jet are needed. Taking into account the systematic errors of all these quantities, we can estimate a total (systematic) uncertainty of about 50%. In table 3 the measured REC cross sections are compared with theoretical estimates obtained by using Stobbe's theory (1930) for the capture of a free electron and multiplying them with the number of target electrons. Such an approximation is valid (Bnggs and DettmaM 1974) when the beam velocity (108 atomic units) is large compared with the nuclear charge of the target, which is nearly fulfilled in the present case. Calculations of radiative muon capture reported by Soff and Rafelski (1989) are in agreement with Stobbe's formulae if one replaces the reduced mass of the muon by the corresponding value of the electron. We used their computer program to estimate the integrated cross section for capture into shells with principal quantum numbers n 2 3 summing the cross sections up to n = 20. For capture into the K shell good agreement is obtained between experiment and theory. For the L and M plus higher shells the differences are near 50% which is difficult to explain because our relative cross sections should be accurate to -10%. The characteristic lines arise from both radiative and non-radiative capture into excited states and the subsequent cascade eansitions. In the Lyman-o! lines the whole LREC intensity has to show up together with the cascade fraction from higher shells. Assuming an average cascade factor of 60% (Beyer et a1 1987) for n 2 3 and using the experimental cross sections one expects a Lyman-a cross section of 1.3 x cm2 as induced by radiative capture. This compares with the measured cross section of 1.8 x IO-" cm2 which is expected to contain additional contributions from non-radiative capture. In the last row of table 3 the total experimental one-electron capture cross section is compared with the sum of the measured radiative-capture cross sections. The difference of 5 x IO-" may be attributed to the non-radiative capture. Using eikonal theory the K -+ K cross section, comprising the largest contribution in the non-radiative capture, has been estimated (Eichler 1985 . Stohlker 1992) to be 4 x cm'. This fits nicely with the experimental findings.
In summary, our cross sections represent a consistent set of data which, apart from the few mentioned deviations in their relative magnitude, agree well with the theoretical estimates.
