Abstract-A code-matched interleaver design for turbo codes in which a particular interleaver is constructed to match the code weight distribution is proposed. The design method is based on the code distance spectrum. The low weight paths in the code trellis which give large contributions to the error probability in the signal-to-noise ratio region of interest for practical communication systems are eliminated so that they do not appear in the overall code trellis after interleaving. The proposed interleaver improves the code error performance at moderate to high signal-to-noise ratio and considerably increases the asymptotic slope of the error probability curves.
I. INTRODUCTION

I
NTERLEAVING is a process of rearranging the ordering of a symbol sequence. It has been widely used in conjuction with error control coding for channels that exhibit bursty error characteristics and in concatenated codes, particularly in the turbo codes proposed in [1] and [2] . The interleaver in turbo codes is used to permute the input bits such that the constituent encoders are operating on the same set of input bits, but in different order. The basic role of the interleaver is to construct a long random code. The interleaver provides "scrambled" information data to the second constituent encoder and decorrelates the inputs to the two decoders, so that an iterative suboptimum decoding algorithm based on "uncorrelated" information exchange between the two constituent decoders can be applied. Moreover, the interleaving process changes the weight distribution of turbo codes.
There are a number of interleavers that have been used in combination with turbo codes. A block interleaver formats the input data in a matrix of rows and columns such that the interleaver size is . The input data are written along the rows of the matrix and then read out along the columns [3] . The "simile" interleaver proposed in [4] is a type of block interleaver which terminates both constituent encoders in the same state. The pseudorandom interleaver is a variation of the block interleaver in which the data is written sequentially and read out in a pseudorandom order [5] . The -random interleaver proposed in [6] is an improved version of the pseudo-random interleaver. The -random interleaver can "spread" low weight input patterns to generate higher weight codewords, hence can achieve better performance compared to pseudorandom interleavers. In a convolutional interleaver, the data is multiplexed into and out of a fixed number of shift registers [7] - [9] . An example of a convolutional interleaver is described in [9] . A class of algebraic interleavers that permute a sequence of bits with nearly the same statistical distribution as a randomly chosen interleaver is presented in [10] . A prime interleaver is proposed in [11] . The proposed interleaver is based on block interleaving and can make turbo code generate codewords with a good Hamming weight.
It is known that the asymptotic turbo code error performance is dominated by the code free distance. Due to the relatively small free distance of turbo codes, the bit error probability curve is almost flat in this region. This is often referred to as the "error floor" [12] . The bit error rate upper bounds presented in [13] can be used in estimating the "error floor." Following the performance analysis of turbo codes [12] , [14] , [15] , the effect of the interleaver on the code distance spectrum is attracting a lot of interest. An interleaver can be designed to break low weight input sequence patterns, which produce low weight parity-check sequences at the output of one of the constituent encoders, so that the input sequences to the other constituent encoder will generate high weight parity-check sequences.
Recently, some work has been done in the interleaver design based on weight distribution of turbo codes. In [16] , turbo code design is combined with interleaver design. Code design is used to improve performance at low signal-to-noise ratios (SNRs) and interleaver design is used to improve the code performance at high SNRs. In [17] , the interleaver is designed in such a way that at least one encoder output has a relatively high weight whenever the other encoder has a low weight output. The input information sequences with weights 2, 3, and 4 are considered in the interleaver design. The proposed design method is only suitable for short interleaver sizes since its complexity increases rapidly as the interleaver size grows. In [18] , a large number of interleavers are constructed and then the best interleaver within them is selected to avoid the worst input sequences combination. A gain of 0.1-0.2 dB relative to a pseudorandom interleaver is observed at a bit error rate (BER) below 10 . An interleaver design based on the minimization of a function related to the output bit error probability was proposed in [19] and about 0.4-dB gain is achieved relative to a random interleaver at a BER 10 . All these interleavers only show an improved coding gain at low BER (e.g., ). It is pointed out in [16] that at low SNR, the interleaver size is the main factor that affects the code performance. However, at medium to high SNR, the error performance is determined by the first several spectral lines, so both interleaver size and interleaver structure are important. Hence, it is possible to design interleavers which can reduce the effect of low weight distance spectral lines on the error performance and effectively improve performance at medium to high SNR and reduce the "error floor."
In this paper, we present a code matched interleaver design method which is based on the analysis of the code performance and distance spectrum. In this approach, the distance spectrum of a particular turbo code is calculated first and then the influence of different spectral lines on the BER performance is estimated. Next, various spectral lines are weighted according to their contributions to the performance. Finally, a number of most significant spectral lines which have large contribution to the performance are eliminated resulting in a higher coding gain for a constant interleaver size. The code matched interleaver offers a superior performance at a SNR range corresponding to the BER below 10 .
The remainder of the paper is organized as follows. In Section II, an effective method to calculate the distance spectrum of turbo codes is described. The distance spectrum of turbo codes with a uniform interleaver [14] is calculated and the analysis of the BER performance is given. Section III presents the interleaver design criteria based on the BER performance analysis and code distance spectrum. Section IV describes an effective method to construct a code matched interleaver. The design rules can be used for any turbo code and interleaver size. Section V presents the simulation results and the analysis of the proposed interleaver, and the conclusions are given in Section VI.
II. CODE PERFORMANCE ANALYSIS
A rate turbo code with memory , where is the information sequence length and is the encoded sequence length, which consists of two convolutional codes with an interleaver length , can be represented by an equivalent block code, if the trellis termination is used to drive the constituent encoders to the all zero state. It is possible to drive both constituent encoders to terminate in the all state by the dual tail-biting proposed in [20] - [22] . However, the trellis termination does not affect the interleaver design. The bit error probability of an equivalent block code decoded by a maximum-likelihood algorithm over an additive white Gaussian noise (AWGN) channel can be upper-bounded by a union bound [16] ( 1) where is the code rate, is the signal-to-noise ratio per information bit, is the minimum Hamming distance, is the error coefficient which is equal to the average number of bit errors caused by the transition between the all-zero codeword and codewords of weight ( ). The function is defined as
The set of all pairs of ( ) represents the turbo code distance spectrum. It determines the contribution of the codewords with the same weight to the bit error probability.
in (1) can be calculated by the fast algorithm described below. The uniform interleaver proposed in [14] is used in the calculation.
The encoding process of convolutional codes can be represented by a trellis diagram. Let us denote by the total number of states in the code trellis. We define the state input-redundancy weight enumerating function (SIRWEF) of the equivalent block code of the turbo code with interleaver length as (2) where is the number of paths in the trellis entering state at time with information weight and parity-check weight , and are dummy variables. Assuming that the encoding process starts at state 0 at time 0 and terminates at state 0 at time , then the input-redundancy weight enumerating function (IRWEF) of the equivalent block code is [14] ( 3) where denotes the number of codewords generated by an input information sequence of Hamming weight whose parity-check bits have Hamming weight .
Let us denote the SIRWEF of two constituent convolutional codes by and , respectively. For a rate code, the SIRWEF of the first constituent code can be represented as (4) where and are the information weight and the parity-check weight, respectively. , is the number of paths with information weight and parity-check weight entering state at time . For each time , can be calculated recursively as follows: (5) where and are the states in the trellis, is the time instant, is the input symbol that causes the state transition from to at time , and can be obtained as (6) where is the information weight of the paths entering state at time , is the parity-check weight of those paths at time , is the weight of the input information symbol that causes the state transition and is the weight of the parity-check symbol of the codeword generated by the state transition . For a turbo code with an interleaver of size , the SIRWEF can be computed recursively from (5) . The derivation of the SIRWEF for the second constituent code is the same as the derivation of . The IRWEF of turbo codes in (3) can be obtained from the SIRWEF of the two constituent codes as The error coefficient of the turbo code can be computed then as (8) From the code distance spectrum, we can obtain the contribution of each spectral line to the BER performance. The contribution of a spectral line with distance to the overall BER, denoted by , can be written as (9) where . Its relative contribution to the total BER can be represented as (10) Then the contribution of the spectral line in an SNR range is obtained as can be further normalized as (12) where is called the relative contribution integral. The relative contribution integral accurately represents the relative contribution of each spectral line in a SNR range. It will be used as the criterion to determine the contribution of each spectral line in a SNR region. Fig. 1 shows the relative contribution of low weight spectral lines to the total BER performance for a rate 1/3, 4 state turbo code with generator matrix and an interleaver size of 64, 256, 512 and 1024 bits. The relative contribution integral for this code in the SNR range of 0-2 dB and 2-8 dB, interleaver size of 1024 bits is shown in Table I .
From Table I , it is clear that at low SNR (0-2 dB), a large number of medium weight spectral lines determine the code performance. The influence of low weight spectral lines can be ignored. No individual spectral line is significant to the performance. However, at a medium to high SNR range (2-8 dB), a few low weight spectral lines determine the code performance. For the interleaver design, it is important to identify the input sequences which generate the codewords corresponding to these significant spectral lines. Table II lists all these input sequences. In Table II , the input weight is the weight of the input sequences and the parity-check weight is the weight of the corresponding parity-check sequences of one constituent code. For example, if a weight-4 input sequence generates a weight-2 parity-check sequence at the first encoder and a weight-6 parity-check sequence at the second encoder, it will generate a codeword with a total Hamming weight of 12 ( ); if a weight-4 input sequence generates weight-4 parity-check sequences in both encoders, it will generate a codeword with total Hamming weight of 12 as well ( ). As shown in Table I , the strongest contributions in performance at medium to high SNR (2-8 dB) come from codewords with weights 10, 7, and 12. From Table II , these codewords are generated by the input patterns with weight 2, 3, 4, 6, and 8. The contribution from codewords with weight 9 is the next strongest, but much weaker. They are generated by weight-3 and weight-5 input patterns. Codewords with weight-8 can only come from input weight-4 patterns, and the contribution is even smaller. Obviously, the code performance can be improved by eliminating the codewords that have considerable error contributions to the performance. This can be done by disallowing the input patterns that generate these codewords. An interleaver design method based on this approach is presented in the next section.
III. CODE MATCHED INTERLEAVER DESIGN
From the previous code performance analysis, the design criteria of a code matched interleaver can be formulated as follows.
1) Eliminate low-weight codewords with significant contributions to the error performance. 2) Reduce the number of other low-weight codewords which could not be eliminated. The elimination of a specific codeword can be done by breaking up the input pattern that generates that codeword.
Let be a binary sequence at the input of the interleaver with length , where , . The interleaver permutes the binary sequence to a binary sequence , where , . The output sequence has all the elements of but in a different order. There is a one-to-one correspondence between each element of and . Let us define a set as . The interleaver can then be defined by a one-to-one index mapping function : , . We define a mapping condition set, denoted by , as a set of all conditions that need to be satisfied simultaneously in the interleaving process.
The mapping condition set can be constructed from the proposed code matched interleaver design criteria. In order to get an insight into the construction of the mapping condition set , let us consider an example of the turbo code with two identical half rate constituent codes with generator matrix , where is the feedback polynomial. Assume that the first encoder receives the input sequence and generates the output pair ( ), while the second encoder ). and are the parity-check sequences generated by the first and the second encoders, respectively. The length of the input sequences is equal to the interleaver size . Let us denote by the input weight of and , by the weight of and by the weight of . The overall weight of the generated codeword is given by (13) A weight-2 input sequence that generates a finite weight codeword can be represented by a polynomial where , and is the minimum distance between two "1"s in the weight-2 input pattern that generates the finite weight codeword and is the time delay,
. The input to the second encoder, can be represented in the polynomial form as where and is the time delay, . Let us denote by the minimum weight of the parity-check sequence generated by an weight-2 input pattern. Then the parity-check weight of the weight-2 input patterns is given by (14) where and . The overall weight of the generated codeword can be calculated from (13) and (14) as: (15) Let us denote by and the positions of "1"s in the weight-2 input sequence, where , by the positions Fig. 2 . A weight-2 input sequence is mapped to a sequence with the same pattern.
of "1"s in the interleaved input sequence, where . If an interleaver mapping function meets the following condition and (16) this interleaver will map the input sequence to another weight-2 input sequence that generates a finite weight parity-check sequence, as illustrated in Fig. 2 . Both encoders generate finite weight parity-check sequences which is detrimental to the overall code error performance. The resulting codeword will have a finite weight given by (15) . In order to avoid this type of mapping, the mapping condition set should satisfy the following conditions: whenever (17) However, only those input patterns that generate low weight codewords with large contributions to the performance need to be eliminated in the interleaver design. Let us denote by the maximum weight of the codewords generated by the weight-input patterns that should be eliminated by interleaving. The value of for a specific code can be determined by the relative contribution integral of Section II. For the weight-2 input patterns, we only focus on the patterns that generate codewords with weight no larger than . From (15), we have (18) which is equivalent to (19) In the case of the weight-3 input patterns that generate low weight codewords, the mapping from one weight-3 input pattern to another weight-3 input pattern that generate low weight codewords is not easy to make. Nevertheless, a similar method described above can be used to break those patterns. Another method that can be used to break these patterns is the -random constraint. The -random constraint is defined as follows [6] .
Each randomly selected integer is compared to the previously selected integers. If the absolute value of the difference between the current selected integer and any of the previous selected integers is smaller than , then the current selected integer is rejected. An interleaver with the -random constraint can either break a short weight-3 input pattern with lengths up to or expand it to a longer one with lengths more than . These longer input patterns will produce higher weight codewords [23] . This holds for other higher weight input patterns that generate codewords consisting of a single error event, where an single error event is defined as a path in the trellis that diverges from the all-zero state and then remerges with the all-zero state within a finite number of branches. In general, for all input patterns that generate a single error event, an -random interleaver can either break the input patterns with length up to or expand these input patterns into longer error patterns with lengths more than for any constituent code, where is the weight of the input patterns. Now we will focus on the higher weight input patterns that generate compound error events. A compound error event is defined as a concatenation of two or more single error events.
Let us consider weight-4 input sequences that generate compound error events consisting of two single error events, which are generated by two weight-2 input patterns. The weight-4 input sequences can be represented by a polynomial where , and and are time delays with . The input to the second encoder, , can be represented in the polynomial form as where , and and are time delays with . The overall weight of the generated codeword can be calculated from (13) and (14) as (20) Let us denote by , , and the position of "1"s in the weight-4 input sequence, where and and this interleaver will map the input sequence to another weight-4 sequence that includes two weight-2 input patterns, which generate finite weight parity-check sequences, as shown in Fig. 3 . Both encoders generate finite weight parity-check sequences. The resulting codeword will have a finite weight given by (20) .
In order to avoid this type of mapping, the following condition should be added to and whenever and or and whenever and (21) As in the case of weight-2 input patterns, only those weight-4 input patterns that generate low weight codewords, which have large contributions to the error performance, need to be eliminated. Therefore, only the weight-4 input patterns that generate codewords with weight no larger than are considered. From (20) , we have which is equivalent to (22) The effect of input patterns with weight on code error performance is small and they can be typically broken by the -random constraint [23] . Therefore, these input patterns are not important and do not need to be considered in the interleaver design, provided the conditions of breaking weight-2, weight-3, and weight-4 input patterns are satisfied.
From the above discussion, we can conclude that the proposed interleaver mapping condition set can be constructed by combining conditions (17), (19) , (21), (22) where is a design parameter which is an integer. The value of is selected to enable one to break the weight-input patterns that generate a single error event with a weight smaller than or equal to . The three conditions in should be satisfied simultaneously.
To illustrate how condition set is applied in a particular interleaver design, let us design a code matched interleaver for the 4 state turbo code described in Section II. From Table I , the codewords that should be eliminated are those with weights 7, 9, 10, 11, 12, 13, 14, 16, 18, and 20. From Table II , the codewords with weights 7, 9, 11 and 13 are generated by input patterns with weights 3, 5, 7, and 9. The codewords with weights 10, 12, 14, 16, 18 and 20 are generated by input patterns with weights 2, 4, 6, 8, 10 and 12. As mentioned before, in the interleaver design we consider the input patterns with weight no larger than 4, so and . For this particular code, the weight-2 input pattern that generates the minimum weight parity-check sequence is It generates the parity-check sequence Therefore , . The interleaver mapping condition set for this code is 1) whenever and ;
2) and whenever and and ; or and whenever and and ; 3) (For this particular code, 12 is the minimum value of for breaking the weight-3 and weight-4 input patterns that generate a single error event with weight smaller than or equal to 20).
IV. A METHOD TO CONSTRUCT A CODE MATCHED INTERLEAVER
In this section we present an efficient algorithm for interleaver design. The flowchart of the algorithm is shown in Fig. 4 .
Let us denote by the interleaver size and by the th interleaver output, where and . is the iteration number and is set to 1 initially. is the maximum number of iterations. Select . The algorithm is described as follows.
1) The first interleaver output is a random integer selected from the set .
2)
, where and is an integer randomly selected from the set [ ]. 3) Check if satisfies the mapping condition set . If yes, save the selected integer as an interleaver output. Increase by 1 and go to Step 2). If not, reject and increase its value by 1.
4) If repeat
Step 2) and 3) until a that satisfies is obtained; if assume and go to Step 5). 5) Check if satisfies the mapping condition set . If yes, save the selected integer as an interleaver output. Increase by 1 and go to Step 2). If not, reject and increase its value by 1. 6) If repeat
Step 5) until a that satisfies is obtained; if , reject and go to Step 7). 7) Move the first saved interleaver output to the position of the current interleaver output . Pick up any of the remaining unused integers from set and place it in the position of the first interleaver output. Check whether both the first and the current interleaver outputs, and , respectively, satisfy the mapping condition set . If they do, save and as the corresponding interleaver outputs and increase by 1. Repeat Step 7). If they do not satisfy , swap and . Then swap and and check whether they both satisfy . If they do, save them as the corresponding interleaver outputs and increase by 1. Repeat Step 7). If they do not satisfy , swap and . Continue to swap and , where until we get the condition set satisfied. Then increase by 1 and repeat Step 7). If cannot be satisfied by this operation, move to Step 8). 9) The process is repeated until all interleaver outputs are obtained. As an example, let us construct a code matched interleaver with size . To simplify the description, the mapping condition set is chosen as , is set to one. In the design process described above, Step 1) to Step 6) are straightforward. In this example, after Step 6), 13 interleaver outputs are obtained and two integers from set are left unselected. The obtained interleaver outputs are:
The two unselected integers are 9 and 11. As the 13th interleaver output is 10, neither of them can be selected as 14th interleaver output, since they do not satisfy the mapping condition set ( and ). Therefore Step 7) is performed as follows.
Step 7) Select 9 and put it in the first position and the first interleaver output 15 in the 14th position. Both 9 and 15 satisfy . Thus we obtain the following 14 interleaver outputs
There is still one integer left unselected, which is 11. Repeat
Step 7) to find a suitable interleaver output to be swapped with this integer. Again, start from and place 9 to the 15th position and 11 to the first position. As 9 does not satisfy , swap 9 and 11. Then place 11 to the second position and 4 to the 15th position. Now both of them satisfy and the final interleaver outputs are By using the above procedure an interleaver can be designed for any turbo code.
V. PERFORMANCE OF TURBO CODES WITH CODE MATCHED INTERLEAVERS
Code matched interleavers are designed for a number of turbo codes following the described method. The performance is compared to random and -random interleavers [6] for interleaver sizes of 1024 and 4096 bits. For interleaver sizes of 1024 and 4096 bits, the minimum interleaver distance is chosen to be 22 and 42, respectively, for the -random interleaver. For the code matched interleavers, was set to 17 for the 4 and the 16 state codes and to 20 for the 8 state code for the interleaver size of 1024 bits, while for the interleaver size of 4096 bits, was 35. The code performance is determined by simulations. Both the bit error rate and the frame error rate (FER) were calculated. In the simulations, two identical systematic convolutional codes are employed as constituent codes and only the first encoder is forced to terminate at the all zero state. The number of iterations in the decoder is selected to be 8 for an interleaver size of and 18 for . The maximum a posteriori probability (MAP) [24] algorithm is used in the decoder, assuming an additive white Guassian noise (AWGN) channel.
Figs. 5 and 6 show the BER and the FER of the rate 1/3, 4-state turbo code with the generator matrix and the interleaver sizes of 1024 and 4096, respectively. The union bound calculated from (1) for bits is also shown in Fig. 5 . As Fig. 5 indicates, a 0.5-dB gain is obtained at a BER 10 for and 0.2 dB for relative to a random interleaver; larger gains are obtained at the BER below 10 for and , respectively. In Fig. 6 , a more significant gain is obtained relative to the FER performance. A 0.4-dB gain can be observed at FER 10 for and 0.5 dB for relative to a random interleaver. Fig. 6 shows that, for the FER performance, the code matched interleaver gain increases by increasing the interleaver size. The reason for this phenomenon is that for large interleaver sizes, the code performance is determined by the first several spectral lines. For a very large interleaver, the first several spectral lines are determined solely by weight-2 input sequences. With increasing interleaver size, the relative contribution of low weight spectral lines increases. As these spectral lines are easily eliminated by the interleaver design, the performance of code matched interleavers increases with the interleaver size relative to the random and random interleavers. 
VI. CONCLUSIONS
A code matched interleaver design method for turbo codes is presented. The design is based on the performance analysis of turbo codes and manipulation of their weight distribution by interleaver mapping functions. The spectral lines, which have large contributions to the bit error probability in the range of 10 -10 , are eliminated by the interleaver and the number of other low weight codewords are reduced. As a result, the bit error rate and frame error rate performance of turbo codes are improved, and the "error floor" is reduced considerably. 
