Abstract. For a Fuchsian group of first kind Γ we look at non-zero linear subspace W of M m (Γ), m ≥ 2, which satisfies certain properties and prove the existence of plane models for R Γ of degree dim M m (Γ) + g(Γ) − 1. We discuss finding primitive elements which are linear combinations of generators in algebraic function fields generated by quotients of forms in W . We apply this to the subgroup Γ 0 (N ) and describe two procedures of finding models for X 0 (N ) and X 1 (N ) using the bases of spaces of cuspidal forms of different weight.
Introduction
Let H be the complex upper half-plane with the SL 2 (R)-invariant measure defined by dxdy/y 2 , where the coordinates on H are written as z = x + √ −1y, y > 0. Let Γ be a Fuchsian group of the first kind, a discrete subgroup of SL 2 (R) such that the volume of the quotient Γ \ H is finite. Examples of such groups are the modular group SL 2 (Z) and its congruence subgroups Γ 0 (N), Γ 1 (N), and Γ(N).
The quotient Γ\H can be compactified by adding a finite number of points in R ∪ {∞} called cusps of Γ and we obtain a compact Riemann surface which will be denoted by R Γ . As it is an algebraic curve, we are interested in finding its plane realizations. Various aspects of modular curves has been studied in [1] , [2] , [3] , [4] , [9] , [11] , [14] and [15] . We continue the approach presented in [10] , [12] , and [5] , and start by introducing the notation and briefly repeat some results from [12] . In the present paper our approach is based on the theory of primitive elements in the finite field extension (see [17] ).
Assume that Γ has at least one cusp. Let g(Γ) be the genus of R Γ . For m ≥ 2 let M m (Γ) (resp. S m (Γ)) be the space of (resp. cuspidal) modular forms of weight m for Γ.
Assume dim M m (Γ) ≥ 3. Let f, g, h be three linearly independent modular forms in M m (Γ). On the compliment of a set of Γ-orbits of common zeros of f, g, h in R Γ , we define a map a z → (f (z) : g(z) : h(z)),
is the degree of the map (1-1) and we assume that the supports of divisors of modular forms f, g and h are disjoint, then by ( [12] , Corollary 1-5) we have (1) (2) d(f, g, h) · deg C(f, g, h) = dim M m (Γ) + g(Γ) − 1.
If f, g, h ∈ S m (Γ), then dim M m (Γ) is replaced by dim S m (Γ) in the previous formula. The objective of this paper is to give a generic way to construct plane models of R Γ by looking at appropriate linear subsets of modular forms. In practice, it is hard to check if the subspace has the necessary conditions, but in most cases, S m (Γ) does and the computational fact of the matter is that we often know bases of this spaces.
Let W ⊂ M m (Γ) be a non-zero linear subspace. Then, we say that W generates the field of rational functions C(R Γ ) if dim W ≥ 2, and there exists a basis f 0 , . . . , f s−1 of W , such that the holomorphic map R Γ −→ P s−1 given by a z → (f 0 (z) : · · · : f s−1 (z)) is birational. Clearly, this notion does not depend on the choice of the basis used. It is also obvious that this is equivalent with the fact that C(R Γ ) is generated over C with the quotients f i /f 0 , 1 ≤ i ≤ s − 1. We need one more definition. We say that W ⊂ S m (Γ) (resp., W ⊂ S m (Γ)) separates the points on R Γ if for each a ∈ R Γ there exists f ∈ W , f = 0, such that c ′ f (a) = 0 (resp., c f (a) = 0). The geometric meaning of this assumption is that the complete linear system attached to the divisor of above holomorphic map into P s−1 has no base points (see the proof of Lemma 2-3). Now, we are ready to state the main result of Section 2 (see Theorem 2-7).
Theorem 1-3. Assume that m ≥ 2 is an integer. Let W ⊂ M m (Γ), dim W ≥ 3, be a subspace which generates the field of rational functions C(R Γ ), and separates the points of R Γ . For example, if dim S m (Γ) ≥ max (g(Γ) + 2, 3), then we can take W = S m (Γ). Let f, g ∈ W be linearly independent. Then there exists a non-empty Zariski open set U ⊂ W such that for any h ∈ U we have the following: a) f, g, and h are linearly independent; b) R Γ is birationally equivalent to C(f, g, h); c) C(f, g, h) has degree equal to dim
In Section 3 we prove the following corollary (see Corollary 3-1): 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18 , 25} (so that the genus g(Γ 0 (N)) ≥ 1). Assume that m ≥ 2 (if N = 11) and m ≥ 6 (if N = 11) is an integer. Let f, g ∈ S m (Γ 0 (N)) be linearly independent with integral q-expansions. Then, there exists infinitely many h ∈ S m (Γ 0 (N)) with integral q-expansion such that we have the following:
has degree equal to dim S m (Γ 0 (N)) + g(Γ 0 (N)) − 1 (this number can be easily explicitly computed using ( [12] , Lemma 2-2 (v)) and ( [7] , Theorem 4.2.11) ); if N = 11, then the minimal possible degree achieved (for m = 6) is 4, and if N = 11, then the minimal possible degree achieved (for m = 2) is
where ν 3 is the number of elliptic elements of order three on X 0 (N), ν 3 = 0 if 9|N, and
The rest of the paper is based on the practical use of Theorem 1-3. The main claim of the theorem is the existence of a set U ⊂ W whose elements we then use to create plane models for R Γ . In the proof of the theorem we see that this set is bijective to a compliment of set of zeros of a polynomial -resultant of the characteristic polynomial of field extension of a subfield of C(R Γ ) generated by the function g/f . The compliment of zeros are precisely the generating vectors of the primitive elements of the extension. Section 4 studies the trial method for primitive elements, see [17] , applied to our situation.
In Section 5 we review some known facts about the connection of primitive elements and resultants of minimal polynomials of the generators of the field extension in the case when there are two generators.
Section 6 presents a more computable approach without the use of resultants. It is an application of a method from [17] . Some applications are in Section 8.
The main result is Algorithm 4-5 where we start with a basis {f 0 , f 1 , f 2 , f 3 } of a 4-dimensional linear subspace W ⊂ M m (Γ), m ≥ 2 which generates the field of rational functions C(R Γ ) and separates the points on R Γ and the result is a bound B such that for all c > B, C(f 0 , f 1 , f 2 + cf 3 ) is birational to R Γ .
generates the field of rational functions C(R Γ ) and separates the points on R Γ Output: B such that for all c > B element f 2 /f 0 + cf 3 /f 0 is a primitive element of
Step 1: find minimal polynomials P 2 (t, x) and
Step 2: find resultant R of P 3 (t, x) and
Step 3: choose λ different than zeros of a m (t), b n (t) and R(t), where a m (t) (resp. b n (t)) is the leading coefficient of P 2 (x) (resp. P 3 (x)) as a polynomial with coefficients in C[t]
Step 4: using λ from Step 3, compute L(P 2 (λ, x)) and L(P 3 (λ, x))
Step 5: compute
where n is degree of P 3 in x
In Section 7 we look at the example mentioned in [12] and [5] and apply the results of previous sections.
A generic construction of birational maps
In this section, we let t m = dim S m (Γ). The goal of this section is to construct various models of the curve R Γ , where Γ is any Fuchsian group of the first kind. We start by recalling some results of [10] .
Lemma 2-1. Let m ≥ 2 be an integer such that t m ≥ g(Γ) + 2. Then, the field of rational functions C(R Γ ) is generated over C by the rational functions
Proof. This is ( [10] , Corollary 3-7) for m ≥ 3. For the case m = 2 the proof would be similar, considering ([12] , Lemma 2-2).
Lemma 2-2. Let ξ ∈ X or let ξ be a cusp for Γ. Let m ≥ 2 be an integer such that
Proof. This is ( [10] , Lemma 2-10) for m ≥ 3. The case m = 2 is similar, using( [12] , Lemma 2-2).
Lemma 2-3. Assume that m ≥ 2 is an integer. Let W ⊂ S m (Γ) be a subspace which separates the points of R Γ . Select a basis f 0 , . . . , f s−1 for W . Then, for each ξ ∈ X or a cusp ξ for Γ, there exists i such that c
Proof. Let f ∈ W , f = 0, be an arbitrary form. Consider the linear space
Then, it contains a linear subspace W 1 consisting of all quotients g/f , g ∈ W . This is so, since, for g = 0, by ([12] , Lemma 2-2 (vi)), we obtain
Assume that the claim of the lemma is not true, then for all i we have c
Lemma 2-4. Assume that m ≥ 2 is an integer. Let W ⊂ S m (Γ) be a subspace which separates the points of R Γ . Select a basis f 0 , . . . , f s−1 for W . Then, for each ξ ∈ X or a cusp ξ for Γ, there exists i such that c f i (a ξ ) = 0.
Proof. In view of the definition of attached integral divisor, see ([10] , Lemma 2-2 (vii)), this has the same proof as the previous lemma.
Lemma 2-5. Assume that m ≥ 2 is an integer. Let W ⊂ M m (Γ), dim W ≥ 3, be a subspace which generates the field of rational functions C(R Γ ) and separates the points of R Γ . Let f, g ∈ W be linearly independent. Then, there exists a non-empty Zariski open set U ⊂ W such that for h ∈ U we have the following: a) f, g, and h are linearly independent; b) the field of rational functions C(R Γ ) is generated over C by g/f and h/f ;
Proof. We consider the case W ⊂ S m (Γ). The other case is analogous.
We select a basis f 0 , . . . , f s−1 of W such that f = f 0 and g = f 1 . By the assumption on W , the field of rational functions C(R Γ ) is generated over C by all f i /f 0 , 1 ≤ i ≤ s. We let
Since L has transcendence degree 1, f 2 /f 0 , . . . , f s−1 /f 0 are all algebraic over K. Thus, the field L is a finite algebraic extension of K. It is also obviously separable. Hence, by a variant of a proof of Primitive Element Theorem there exists λ 2 , . . . , λ s−1 ∈ C such that
Now, we explain the systematic way to get them all. For (λ 2 , . . . , λ s−1 ) ∈ C s−2 , we consider the characteristic polynomial
where T x : L → L, is an K-endomorphism given by T x (y) = xy, and Id L is identity on L. The resultant R with respect to the variable X of the polynomial P (X, λ 2 , . . . , λ s−1 ) and its derivative
Indeed, the characteristic polynomial P (X, λ 2 , . . . , λ s−1 ) has no multiple roots in the algebraic closure of L. It also has the same roots as the minimal polynomial of (λ 2 f 2 + · · · + λ s−1 f s−1 )/f 0 . Thus, they are equal. Since the degree of the characteristic polynomial is equal to [L : K], this element must be primitive. The first part of the proof assures that the resultant is not identically zero so that these considerations make sense.
Hence, primitive elements for the extension K ⊂ L are constructed from the set of all
which belong to the Zariski open set defined by
It does not affect the thing if we enlarge h to be
where λ 0 , λ 1 are arbitrary complex numbers. This means that h can be selected from the Zariski open subset of W given by (2-6), where we consider the resultant R as a polynomial of all variables λ 0 , . . . , λ s−1 but which does not depend on the first two variables. Now, we prove the last part of the lemma. By the second assumption on W and Lemma 2-4, for each a ∈ supp(c f 0 ) there exists i a ∈ {1, . . . , s − 1} such that a ∈ supp(c f ia ). Then, the rational functions f i /f ia are defined at a since we have the following (see [12] , Lemma 2-2 (vi))
where the rightmost difference consists of effective divisors, so that the point a does not belong to the divisors of poles because of a ∈ supp(c f ia ). Now, we can form the following product of non-zero linear forms in (λ 0 , . . . ,
Zariski open subset of W , defined by making this product not equal to zero, neither of a ∈ supp(c f 0 ) belong to the divisor of zeros div 0 (
where the rightmost expression is a difference of two effective divisors, we get
Combining this with (2-6), we complete the proof of the lemma.
, be a subspace which generates the field of rational functions C(R Γ ), and separates the points of
, then we can take W = S m (Γ). Let f, g ∈ W be linearly independent. Then there exists a non-empty Zariski open set U ⊂ W such that for any h ∈ U we have the following: a) f, g, and h are linearly independent;
Proof. First of all, Lemmas 2-1 and 2-2 assure that W = S m (Γ) generates the field of rational functions C(R Γ ), and separates the points of
For general subspace W , we select the set U ⊂ W given by Lemma 2-5. The claims a) and b) follow directly from claims a) and b) of Lemma 2-5. Since the map determined by f, g, and h is a birational equivalence, we have d(f, g, h) = 1. By Lemma 2-5 c), we have
Existence of Integral models
In this section we use the following notation: ν ∞ (Γ 0 (N)) is the number of inequivalent cusps, ν 2 (Γ 0 (N)) (resp. ν 3 (Γ 0 (N))) is the number of inequivalent elliptic points of order 2 (resp. 3) of the congruence subgroup Γ 0 (N). The goal of this section is to prove the following corollary to Theorem 2-7:
Corollary 3-1. Assume that N ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25} (so that the genus g(Γ 0 (N)) ≥ 1). Assume that m ≥ 4 (if N = 11) and m ≥ 6 (if N = 11) is an even integer. Let f, g ∈ S m (Γ 0 (N)) be linearly independent with integral q-expansions. Then, there exists infinitely many h ∈ S m (Γ 0 (N)) with integral q-expansion such that we have the following:
(this number can be easily explicitly computed using ( [12] , Lemma 2-2 (v)) and ( [7] , Theorem 4.2.11) ); if N = 11, then the minimal possible degree achieved (for m = 6) is 4, and if N = 11, then the minimal possible degree achieved (for m = 4) is
Proof. First, by Eichler-Shimura theory ( [13] , Theorem 3.5.2), for each even integer m ≥ 2 the space of cusp forms S m (Γ) has a basis as a complex vector space consisting of forms which have integral q-expansions. So, if we have f and g with integral coefficients in their qexpansions, then we can select infinitely many h which also have integral coefficients in their q-expansions. This is because Z l and a complement of finite subset of it are Zariski dense in C l , for any l ≥ 1. As a consequence, since the polynomial equation of C(f, g, h), after inserting the q-expansions for f , g, and h, produces a homogeneous system with integral coefficients which has the coefficients of the polynomial as a unique solution up to a scalar, the coefficients can be taken to be integral as well. At the end, to apply Theorem 2-7, so that above discussion is valid, we need to assure that dim
By ( [7] , Theorem 4.2.7), we have
unless N is prime number in which case ν ∞ (Γ 0 (N)) = 2. Next, unless ν 2 (Γ 0 (N)) = ν 3 (Γ 0 (N)) = 0, above formula shows that for m = 4 we have
since we assume that g(Γ 0 (N) ≥ 1. Similarly we have if ν 2 (Γ 0 (N)) = ν 3 (Γ 0 (N)) = 0 but N is not prime. It remains to consider the case N is prime and In this case, we use ( [7] , Theorem 4.2.5) to check that we indeed have ν 2 (Γ 0 (11)) = ν 3 (Γ 0 (11)) = 0 and g(Γ 0 (N)) = 1. This gives us dim S 4 (Γ 0 (11)) = 2 and dim S 6 (Γ 0 (11)) = 4. In this case is dim S 6 (Γ 0 (11)) + g(Γ 0 (11)) − 1 = 4.
Apart from this case, we can use m = 4, which gives us the formula
Now, we apply ( [7] , Theorem 4.2.5) to complete the proof of the corollary.
Trial method for Primitive Elements
Let W ⊂ M m (Γ), m ≥ 2, be a non-zero subspace that generates the field of rational functions C(R Γ ) and separates the points of R Γ . Let dim W = s ≥ 3 and f 0 , . . . , f s−1 a basis of W such that f = f 0 and g = f 1 . Theorem 1-3 guarantees that in W we can find infinitely many forms h such that C(f, g, h) is a model for R Γ , but its proof does not provide a computable manner of determining at least one such h.
As in the proof of Lemma 2-5 we denote
and then L = K(f 2 /f 0 , . . . , f s−1 /f 0 ). We are interested in finding a primitive element of L over K which is a linear combination of generators f 2 /f 0 , . . . , f s−1 /f 0 and we will employ the trial method which consists of checking weather some linear combination of generators is a primitive element for L/K. We will not discuss the effectiveness of this algorithm in general but just say that in all examples we ran, each time the first generating vector, the one consisting of 1's, always generated the primitive element.
In the proof of Lemma 2-5 we have seen that the coefficients of this linear combination must be from a Zariski open set, complement of V (R) for some polynomial R. Since Z s−3 is Zariski dense in C s−3 we know that we can find a Z-linear combination which is primitive for L.
Let a 2 , . . . , a s−1 ∈ C and let h = a 2 f 2 /f 0 + · · · + a s−1 f s−1 /f 0 ∈ L. Let P (X 0 , X 1 , X 2 ) be the irreducible equation of C(f, g, a 2 f 2 + · · · + a s−1 f s−1 ). Then P (1, X 1 /X 0 , X 2 /X 0 ) is the minimal polynomial of h over K. This irreducible equation can be found using q-expansions of forms, since P (f, g, h) is also a modular form of certain weight for Γ and is equal to zero. The degree of this polynomial is known from the formula (1-2) and we need to solve a homogeneous linear system to find the coefficients of P .
In this setting, formula (1-2) also provides a nice and computable characterization of primitive elements.
Proof. By ( [12] , Corollary 1-5), if (4-4) holds, the degree of the map is 1 considering that W separates the points of R Γ .
It is a known fact that if [L : K] = N and S ⊂ Z is a finite set with |S| ≥ N, then there is a primitive element in the set
In our case, we do not know the degree of the field extension L/K, so we proceed in the following way.
Consider a subset of Z s−2 of elements bounded by some M ∈ N, say the subset of elements in Z s−2 where the greatest component does not exceed M. For all the elements in this set we check, using Lemma 4-3, if the element generated with this linear combination is primitive. If we have found a primitive element, we are done. If not, we increase the value of M, and repeat the search by checking newly added elements.
Algorithm 4-5. Input:
generates the field of rational functions C(R Γ ) and separates the points on R Γ Output:
for all a = (a 2 , . . . , a s−1 ) with |a i | ≤ M:
return a 2 f 2 /f 0 + · · · + a s−1 f s−1 /f 0 and P a else M = M + 1 and repeat the procedure 4.1. Applications. For every Γ which has at least one cusp and m ≥ 2, if the dimension dim S m (Γ) is greater then max (g(Γ) + 2, 3), we can apply the trial method and produce a model for R Γ .
We tried this method on subgroups Γ 0 (N) and Γ 1 (N). We looked at the following cases:
• dim S 4 (Γ 0 (N)) = 4, which holds for N = 14, 15, 17, 19
• dim S 4 (Γ 0 (N)) = 5, which holds for N = 18, 23, 25
• dim S 4 (Γ 0 (N)) = 6, which holds for N = 20, 21, 27
• dim S 4 (Γ 1 (N)) = 5, which holds for N = 9, 10.
In all these cases, the generating vector consisting of 1's gives us the primitive element.
In Table 5 we present defining polynomials of curves C(f 0 , f 1 , i≥2 f i ), where {f i } is a basis for S 4 (Γ 0 (N)). Computations were made using Sage.
Primitive Elements via Resultants
This section is preliminary in its nature. The results are well-known but some of them are hard to find convenient reference. In this section we consider a finite algebraic field extension K ⊂ L. We assume that L is generated over K by two elements α and β. We are interested in the field of characteristic zero, but we work in a greater generality. We assume that K is infinite and K ⊂ L is separable. By the general theory ([16], 6.10) since K is infinite, there exists a primitive element of the field extension K ⊂ L of the form α + cβ for some c ∈ K. We just need to take c ∈ K different than all
where α 1 = α, . . . , α m , and β 1 = β, . . . , β n be all conjugates of α and β in some algebraic closure of K containing L. Let us recall simple argument ([16], 6.10). Let f and g be normalized irreducible polynomials of α and β over K, respectively. We write them in the form:
Select c as above and let γ = α + cβ. Then β is a common root of f (γ − cT ) and g(T) which are the polynomials with coefficients in K(γ). Since β is separable, all roots of g are simple, and because of our assumption β is only common root. So, computing greatest common divisor, we conclude that X − β has coefficients in K(γ). Hence β ∈ K(γ). So, α = γ − cβ ∈ K(γ). The claim follows. In this classical argument α is not necessarily separable but we would like to explain how to compute such c referring to the irreducible polynomials f and g without assuming that we know all roots. For this we need the assumption that α is separable.
We form a polynomial which depends on a parameter c ∈ K
Clearly, the coefficients of h belong to K. In fact, its coefficients are polynomials in c and coefficients of f and g
The resultant R of h and its derivative ∂h/∂X is a discriminant of h up to constants which does not depend on h. R is a polynomial in c and coefficients of f and g. It has the following explicit form:
where the first mn − 1 rows are for h, and last mn rows are for ∂h/∂X.
Lemma 5-4. For fixed α and β, R is a polynomial in c with coefficients in K which is not identically zero. For c ∈ K such that R(c) = 0, we have that α + cβ is a primitive element of L over K i.e., L = K(α + cβ).
Proof. Since α is separable over K, α 0 , . . . , α m are mutually different. The same is true for conjugates of β. By our assumption K is infinite, so we can select c ∈ K such that all α i c + β j , 1 ≤ i ≤ m, 1 ≤ j ≤ n are mutually different. Then h(X, c) has simple roots. So, R(c) = 0. The reader can easily adapt above considerations to prove remaining claim of the lemma.
We warn the reader that a classical argument requires for c that ∂h(X, c) ∂X
But we require that all roots α i + cβ j of h(X, c) are simple. This makes α i + cβ j primitive for K ⊂ K(α i , β j ) for all i and j. This possibly removes some of c for which is α + cβ primitive but it is more convenient for what we need.
In the next lemma we compute h in terms of coefficients of f and g.
Lemma 5-5. Given not necessarily irreducible polynomials f and g (see (5-1) ), we define h(X, c) by (5-2). Then, h(X, c) is equal to ) h 1 (X, c) . ) h 1 (X, c) .
where there are n rows of a's and m remaining rows, and
Proof. We can write
So, if Y is a variable independent of X, then above formula shows that h is a (−1) mn times the resultant with respect to a variable Y of f (Y ) and and a polynomial
Estimates for Primitive Elements
In this section we consider the case we need in this paper. The arguments here are motivated by the case of number fields considered in [17] but the results are bit more involved since we deal with more complicated fields.
We use notation and assumptions of previous Section 5. In addition, we assume that K = k(T ) a field of rational functions in one variable T . We start with the following standard result:
Lemma 6-1. Consider a finite separable algebraic field extension K ⊂ L. We assume that L is generated over K by two elements α and β. Let f and g be irreducible polynomials of α and β over K, respectively. We write them in the form:
Assume that λ ∈ k is selected such that f (X, λ) and g(X, λ) have degrees m and n, respectively, and g(X, λ) has simple roots in some algebraic closure of k. Then, if we write α 1 , . . . , α m (resp., β 1 , . . . , β n ) for all roots of f (X, λ) (resp., g(X, λ)) in some algebraic closure of k, then for c ∈ k different than all
is the algebraic closure of
Then, clearly α = α 1 , . . . , α m , β = β 1 , . . . , β n are integral over k[T ] λ . Hence, they belong to k[T ] λ . Let Λ be the reduction homomorphism
Applying Λ to (6-2), we may assume that
By the results recalled in Section 5, we obtain that α + cβ is primitive for the extension K ⊂ L.
Then, we have c(
The question is how to bound
in other words, we need bounds for differences of zeros of an univariate polynomial.
If f (X) = a n X n + a n−1
then we denote by L(f ) its length,
We can bound the absolute value of roots of the polynomial using its length. We can also use other measures of the polynomial such as its height H(f ) = max i∈{0,1,...,n}
Lemma 6-4. All roots of the polynomial f (X) = a n X n + a n−1
(X − α i ) , a n = 0 with complex coefficients lie in the circle
Proof. The bound is based on Rouché theorem. If R > 0 is selected such that
then all roots of f belong to |z| < R. We may select
Lemma 6-5. Let f (X) = a n X n + a n−1 X n−1 + · · · + a 0 = a n n i=1 (X − α i ), a n = 0 be a integer square-free polynomial. Then we have:
Proof. The first bound follows from Lemma 6-4 and because f has integer coefficients we can remove the denominator |a n | from the bound in Lemma 6-4.
The second bound for the distance of two roots can be found in [6] .
Lemma 6-8. Assume that k = C and K ⊂ L generated by two elements α and β with irreducible polynomials f and g and λ ∈ k such that we meet the conditions of Lemma 6-1. We assume that f and g have integral coefficients. If c ∈ k satisfies
Proof. From Lemma 6-1 we know that c must be different than all
where α i 's are roots of polynomial f (X, λ) and β j 's are roots of polynomial g(X, λ) as in Lemma 6-1. We bound the difference of roots of polynomials f (X, λ) and g(X, λ) using bounds from Lemma 6-4 and Lemma 6-5.
6.1. Choosing λ. The third condition will be satisfied if and only if g(X, λ) and ∂ ∂X g(X, λ) do not have a non-constant factor which is equivalent with the claim that the resultant (with respect to the variable X) R(λ) of polynomials g(X, λ) and ∂ ∂X g(X, λ) is not zero. This resultant R is a polynomial in T and g(X, λ) will have simple roots if and only if λ is not a root of R. This removes the finite number of elements in k which we can consider for λ.
If λ ∈ k is chosen such that |λ| is different than all roots of a m , b n and R, then λ will meet the requirements of Lemma 6-1.
Lemma 6-9. Let f (X, T ) and g(X, T ) be as defined in Lemma 6-1. Then every λ ∈ k such that:
where c i , d l , r k are the leading coefficients of a m , b n and R, will satisfy the conditions of Lemma 6-1.
Proof. This follows from Lemma 6-4.
Algorithm 6-11.
Input: {f 0 , f 1 , f 2 , f 3 }-basis of a 4-dimensional linear subspace W ⊂ M m (Γ), m ≥ 2 which generates the field of rational functions C(R Γ ) and separates the points on R Γ Output: B such that for all c > B element f 2 /f 0 + cf 3 /f 0 is a primitive element of
Step 1: find minimal polynomials P 2 (t, x) and P 3 (t, x) of f 2 /f 0 and f 3 /f 0 over C(f 1 /f 0 )
Step 3: choose λ different than zeros of a m (t), b n (t) and R(t), where a m (t) (b n (t)) is the leading coefficient of P 2 (x) (P 3 (x)) as a polynomial with coefficients in C[t]
First example
Consider the modular curve X 0 (N) and the subspace W ⊂ M 12 (Γ 0 (N)) generated by four modular forms ∆, E 
We apply Algorithm 6-11 to this example. The minimal polynomial of ∆(Nz)/∆(z) over C(j) is the minimal polynomial of the image curve of the map (7-1) and we can find this polynomial.
Fo example, for N = 5 the polynomial is:
The minimal polynomial of E . To choose λ to use in Lemma 6-1, we consider the bound from Lemma 6-9 which is
This bound is very high so we look at the zeros of R which are 0, 1728 and −186624000/8281 and choose λ = 1. Now we apply Lemma 6-8 and get the bound B,
which is of no use. Using the trial method in the case N = 5 and also for N up to 12, already (1, 1) generates the primitive element. The curve C(∆, E 
Other examples
Let us look at some examples where dim S m (Γ) = 4 and g(Γ) ≤ 2. If we observe the subgroup Γ 0 (N), this is true for the values N given in Table 1 and for the subgroup Γ 1 (N) in Table 3 . We can also look at the cases when dim M m (Γ) = 4 and g(Γ) ≤ 2, and this cases can occur for Γ 0 (N) for the values in Table 2 and for Γ 1 (N) for the values of N given by Table 4 . The minimal polynomial of f 2 /f 0 over C(f 1 /f 0 ) is The resultant is a polynomial in t of degree 152. In this case, any lambda different than 0 and 140 satisfies the conditions of Lemma 6-8, and we get various results.
For λ = 0.1 we get |c| > 8.69639227849958 × 10 −74 .
Thus, for every c that satisfies this bound, we have a birational equivalence of X 0 (14) and
We have calculated other examples. In all cases from Tables 1-4 , it is possible to choose λ so that the bound for c is less than 10 −5 . In Tables 7 and 8 we present some equations of curves C(f 0 , f 1 , f 2 + f 3 ) which are models for X 0 (N) (resp. X 1 (N)), where f 0 , ..., f 3 are the basis of the space of cusp forms (we used c = 1). Tables   Table 5 
9.

