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Abstract
A novel framework for intelligent structural control is proposed using reinforcement learning. In this
approach, a deep neural network learns how to improve structural responses using feedback control.
The effectiveness of the framework is demonstrated in a case study for a moment frame subjected
to earthquake excitations. The performance of the learning method was improved by proposing a
state selector function that prevented the neural network from forgetting key states. Results show
the controller significantly improved structural responses not only to earthquake records on which
it was trained but also to earthquake records new to the controller. The controller also has stable
performance under environmental uncertainties. This capability distinguishes the proposed approach
and makes it more appropriate for the situations in which it is likely that the controller will be exposed
to unpredictable external excitations and high degrees of uncertainties.
Keywords: reinforcement learning, structural control, seismic control, aerospace control, neural
networks, deep learning, intelligent control, smart structures, structural dynamics, earthquake
1. Introduction
Seismic control of a structure is a challenging task because of the stochastic nature of earthquakes
and their broad frequency content. An advanced solution is the utilization of structural control systems.
These systems mitigate vibrations by reducing transmitted forces from the ground to the structure,
damping the vibrations, or applying force to the structure in the opposite direction of the earthquake
load. Generally, these systems are categorized into passive, active, semi-active, and hybrid systems.
Smart structures can sense their environment and generate the control forces upon that. The main
part of the control system in such structures is the control algorithm which determines the behavior of
the controller during the external excitations. Some of the recent advances in the control algorithms
are summarized by Gutierrez et al. [1].
Classical and optimal control algorithms utilize various methods such as proportional–integral–
derivative (PID), linear–quadratic regulator (LQR), linear-quadratic Gaussian (LQG), and fuzzy logic
or a combination of them. These systems have been widely utilized in small and large scale systems
[2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Model predictive control (MPC) algorithms use a model to estimate
the future evolution of a dynamic process to optimize the control signals to minimize or maximize an
objective function [12, 13, 14, 15, 16].
Robust control explicitly deals with uncertainties [17]. In many real control problems, the controller
algorithm must deal with a complex system with a high degree of uncertainty. In traditional control
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algorithms, the performance of the algorithm is very depended on the accuracy of the considered model
of the system which is not available in many real control problems [18, 19, 20].
Intelligent control (IC) is a newer generation of control algorithms utilizing “soft computing” to
integrate computational process, reasoning, and decision making along with levels of precisions or
uncertainties in the available data, measurements, and the design parameters. Therefore, IC is more
realistic for problems with high degrees of uncertainties. The goal of IC is to develop an autonomous
system that can operate in an unstructured and uncertain environment independently and without
human action [21, 22]. IC uses various artificial intelligence computing approaches like neural net-
works, Bayesian probability, fuzzy logic [23], machine learning, evolutionary computation, and genetic
algorithm [24], as well as the combination of these methods which creates hybrid systems such as
neuro-fuzzy [25] or genetic-fuzzy [26]controllers.
Neural controllers are one type of the intelligent controllers [27, 28, 29, 30]. In these studies, Back
Propagation(BP) algorithm is typically utilized for offline training. The trained neural network is
then tested on new, untrained data. Other approaches such as counter propagation networks (CPN)
have also been used [31] but required retraining for new events. Alternatively, reinforcement learning
(RL), a type of machine learning method, is effectively utilized in different control problems such as
traffic signal optimization [32], market-based production control [33], and ship unloader control [34].
It is thus increasingly deployed. Recently, Khalatbarisoltani et al. utilized RL for online tuning an
active tuned mass damper (ATMD) which incorporated a fuzzy gain-scheduling controller[35]. Control
commands were generated by Proportional Derivative (PD) controller in which gains were tuned by a
fuzzy controller, and a Q-table correlates the states to the changes in the fuzzy rule base. The purpose
of using the RL algorithm was to improve the fuzzy rule base, using prior experiences.
1.1. Intelligent framework
As a development in the area of intelligent control, this research proposes an intelligent framework
that creates an intelligent control system as a trained deep neural network through an automatic
process. The method utilized in developing the framework is RL, which has solved some challenging
real-world problems [36, 3, 37, 38, 39, 40, 41].
The main advantage of the proposed approach is that it focuses on teaching the controller How to
develop a control policy, rather than how to reduce the responses. This fundamental difference brings
more generalization capabilities to the controller. In addition, this approach benefits a model-free
method in RL, so the controller doesn’t need to know the specific dynamics to develop its control
policy which is a significant advantage over model-based methods as the dynamics of the system is not
always easy to determine [42].
1.2. Contributions
A novel framework for intelligent control of smart structures is introduced in which a deep neural
network would be trained to develop optimum control policy through taking actions and observation
cycles. An advanced RL method, called mini-batch learning, is improved based on the characteristics
of a structural control problem and the effectiveness of the improved method is demonstrated. The
trained controller is shown to result in high levels of generalization and stable performance.
2. System model
2.1. System
In this study, the effectiveness of the developed framework is examined through seismic control of
a moment frame as a case study. In the developed approach, the controller doesn’t need to know the
system’s dynamics. Therefore, the developed framework is model-free and could also be utilized for
seismic control of multi degree of freedom systems.
2
The moment frame is modeled as a single degree of freedom (SDOF) system. The mass is 2000 kg,
the stiffness is 7.9× 106 N/m, and the damping is 250× 103 N.s/m. As result, the natural frequency
ω, and the period T of the system are 62.84 Hz and 0.1 s respectively.
The Equation of the motion for the system under earthquake excitations and the control forces is:
mü + cu̇ + ku = −mẍg + f (1)
in which m, c, k are the mass, damping, and the stiffness matrices, ẍg is the ground acceleration as
external excitation, and f is the control force. u, u̇, and ü are displacement, velocity, and acceleration
vectors.
By defining the state vector x:
x = {u, u̇}T (2)
The state-space representation of the system would be:
ẋ = Ax+ Ff +Gẍg (3)
ym = Cmx (4)
Considering v = {ẍg, f}, Equation 3 can be written:






























Reinforcement learning (RL) is an area of machine learning concerned with how software agents
ought to take actions in an environment to maximize some notion of cumulative reward [43]. These
methods are appropriate for the problems in which the agent can affect the environment. In RL, the
environment is typically formulated as a Markov Decision Process (MDP) [44].
An MDP is defined by {S, A, Pass’, Rass’, γ} where S, is the set of states, A is a set of actions,
Pass’is the probability of getting into state s′ by taking action a in state s, Rass’ is the corresponding
reward, and γ ∈ [0, 1] is a discount factor which adjusts the participation ratio of the future reward in
determining the current reward. In the MDPs, the states shall be defined so the current state includes
all the required information for decision making about the next actions, which means that “the future
is independent of the past given the present”.
Based on this definition, a state St is Markov if and only if:
P [St+1 | St] = P [St+1 | S1,S2,...,St] (6)
The dynamics in MDPs are represented by a transition probability matrix, which correlates state s
to a successor, s′:
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Pss′ = P[St+1 = s′ | St = s] (7)
In model-based reinforcement learning methods, such as dynamic programming, the agent knows
the dynamics of the MDP. In the model-free methods like Q-learning, the agent doesn’t know how the
environment works so it learns only by taking action and observing the consequences.
Considering the possibility of taking actions in each state, the policy function, π, represents the
probability of taking an action a in state s,
π(a/s) = P[At=a| St=s] (8)
In this paper, an advanced Q-learning method is utilized to train an artificial agent[45]. Using
this method, the artificial agent, the intelligent controller, comprising a multi-layer neural network
called Q-net, will directly learn by interacting with the environment by applying the control forces
and observing the response. From the obtained responses, the learning algorithm assigns the states
to the corresponding obtained rewards and correlate them to the action vector including the control
forces. The algorithm then improves its control policy to maximize the sum of future rewards. To
map a structural control problem into a Q-learning problem, the components of an MDP, including
the states, actions, and the reward, are defined in this section.
3.1. States
A proper definition of the state is an important task in RL problems. In order to build an MDP,
we have defined the state vector St is as follow:
{ut, ut−1, ut−2, vt, at, üg,t} ε St (9)
where:
ut : displacement at the time t
vt : velocity at the time t
at : acceleration at the time t
üg,t: ground acceleration at the time t
3.2. Actions
In structural control problems, the actions are the control forces. In our case study, the control
forces are limited to a realistic and applicable range with an absolute maximum magnitude of 4000N .
The force range is then divided into 40 load-steps to form 40 possible actions in each state. As result,
the action-value is a number in the range of [1, 20] if negative, or [21, 40] if positive in direction.
3.3. Reward Function
The reward function plays a critical role in RL problems as it evaluates the behavior of the agent
regarding the problem’s goals. In this regard, a multi-objective reward function is defined by adding
four partial rewards, where targets one objective.
A. Displacement response













in which vt is the velocity of the frame at the time tand vmax is the maximum velocity response.
C. Acceleration response




in which at is the acceleration of the frame at the time t and amax is the maximum acceleration
response.
D. Actuator force
The actuator uses electricity to generate force and subsequently producing larger actuation forces
requires more power. Therefore, the goal of forth reward function is to reduce the required energy by
applying a penalty value equal to 0.005 to the actuator force in each time-step as follow:
R4,t = ft × Pa
in which:
ft = Applied actuation force in the time t(N)
Pa = Penalty value for unit actuator force (= 0.005)
The overall reward value R, in the time t would be built by combining the four rewards functions:
Rt = R1,t +R2,t +R3,t +R4,t
3.4. Learning rule
In the Q-learning method, the maximum expected return Q∗, for action a, in the state s, is defined:




rt + γrt+1 + γ
2rt+1 + . . .+ γ
n−1rn | st = s, at = a, π
]
(10)
As it is shown, following the policy π, the maximum return Q∗ for the given state s and action a, is
the sum of reward r, discounted by the factor of γ in each time-step t until the end of the simulation.
An important representation of the optimum action-value function widely utilized in RL problems
is called Bellman equation:




Q∗(s′, a′) | s, a
]
(11)
According to the Bellman equation, if the optimum action-values is known for all the actions in the
next state s′, then the optimum action-value for each action in current state s, is the sum of the
immediate reward r and the maximum of the action-value of the next time-step. As a result, the
optimum action-values are determined through an iterative process of estimating the optimum values,
determining errors and calculating the new values as follow:
Qi+1(s, a) = r + γmax
a
Q(s′, a′) (12)
Using this equation when i→∞, the Q values will converge Q∗.
In this research, a deep neural network called Q-net estimates the optimum action-values, and
generalization also happens during the learning phase as the neural networks are very good in general-
ization. Having the optimum action-values, the optimum policy π∗ takes the action with the maximum
action-value in each state.
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3.5. Mini-batch learning
In practice, the learning process using Q-net is a challenging task as it can be subjected to insta-
bilities and divergences [46]. Some causes of such instabilities are related to the correlations present
in the sequence of observation, updating the Q-values, and taking action so that a small update of Q-
values may significantly change the policy, data distribution, and the correlations between the current
action-values and the target-values. Volodymyr Mnih et al. [47] addressed these issues by introducing
a variant of Q-learning called Mini-batch learning, which includes two main improvements:
1. They introduced a biologically inspired experience replay that randomizes over the data and
improved the method by breaking the correlations in the training states sequence.
2. They utilized an iterative update method in which the algorithm adjusts the action-values towards
target-values periodically but not always. This method breaks the correlation between inputs
and outputs of the Q-net during the learning process and prevents related instabilities.
Achieving these goals, they utilized a separate neural network to estimate the optimum action-values,
as target-values for training the Q-net, during the learning process. The secondary net is a clone of
the Q-net, which updates periodically. They showed the single-agent trained by the developed revision
of the Q-learning has better performance.
Initially this research utilized mini-batch learning method for training Q-net, which resulted in
controller performance issues. In the next section, such issues are addressed and the method is improved
by developing additional functions.
4. Intelligent framework
The body of the developed framework includes three main components shown in Figure 1:
1. Simulink model: Which includes the state-space model of the system and represents the envi-
ronment.
2. Learning module: Receives the feed-backs from the environment and updates the Q-net.
3. Visualization module: Graphically simulates the system under the external excitation and the
control forces and also shows some useful data during training and testing phases.
The Q-net comprises a deep neural network which consists of an input layer with 6 neurons, two hidden
layers with 20 neurons, and an output layer with 41 neurons. The sigmoid function is the activation
function and the net was trained using backpropagation methods.
.
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Figure 1: Schematic representation of the intelligent framework
4.1. Earthquake excitations
To train the controller, the Landers earthquake record is considered. The acceleration record is
obtained from the NGA strong motion database [48]. Figure 2 shows this event and all relevant data.












































0.73 141.02 113.78 0.56 0.08 12.92
Figure 2: Landers earthquake record, obtained from Pacific Earthquake Engineering Research (PEER) Center[48]
4.2. Learning by mini-batch learning method
Initially, the controller was trained using the mini-batch method[47]. After recording enough states
into the experience reply, the target Q-values was determined by the learning module and the Q-net
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was trained 100 times using the randomly selected mini-learning batch of the data. The stabilizer net
was then updated every 50 training episodes. The learning parameters are shown in Table 1.
In the beginning, the controller module had no idea about controlling the moment frame under the
earthquake excitation and the controlled responses of the frame were worse than uncontrolled. Based
on Section 3, the learning algorithm was improved. As it is shown in Figure 3, the average reward is
improved from about 2.41 to a maximum of 2.78.
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Figure 3: Average reward in learning phase
The algorithm stopped the training after 2200 episodes as no further learning was occurring. The
controller was trained to reduce the responses of the frame to the Landers earthquake as shown in
Figure 4.
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Figure 4: Controlled and uncontrolled responses comparison for Landers earthquake used in training. The controller is
trained using the original learning algorithm.
The results show responses are improved by the controller. With respect to reducing the peak
responses, the controller showed low performance in reducing peak displacement and velocity responses
with the values of 7.1%, 8.7%, respectively, but was better in reducing the peak acceleration responses
by 26.7%. Results are in Table 2,
Two main issues were seen indicating the characteristics of the structural control problem were not
well considered in the learning method. First, the performance of the controller in reducing the peak
responses was not as good as reducing the average responses of the frame. However, reducing the
peak responses is an important objective is structural control problems. Second, a residual shifting
from the origin was seen in displacement responses, which is not acceptable in practice. It indicates
the optimum action-values in the states with very low reward values are not determined properly and,
control forces are thus applied to the frame where no significant external excitations exist.
4.3. Improved mini-batch learning
Addressing these issues with the mini-batch learning method, the performance of the method is
improved by developing a batch optimizer module. This module determines the key states among the
experienced states and randomly adds some of them to the training batch, which itself is a collection
of the randomly selected states. The key states in this structural control are defined: (1) states with a
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very low immediate reward value; and (2) states with a low-performance value. The first case includes
states which are related to the maximum responses in which the return of the actions are high so it
worth trying different actions in such states. The second case includes the states in which differences of
the uncontrolled and controlled responses is higher than other states; which occurs in the states where
the amplitude of the oscillation is low. The pseudo-code of the module is presented in Algorithm 1.
Algorithm 1 Add key states to the mini learning batch. .
Require: LearningBatch,Controlled Reponses,Uncontrolled Responses
Ensure: LearningBatchKeyStatesAdded
1: function AddKeyStates(LearningBatch,CR,UCR)
2: SortedBatch← SORT (LearningBatch,Rewards)
3: TargetSt1← RANDOMSELECT (SortedBatch, 10, 100) . randomly selects 10 state among the first
100 states with minimum reward
4: Performance← UCR− CR
5: CurrentLearningBatch← ADD(LearningBatch, Performance)
6: SortedBatch← SORT (LearningBatch, Performance)
7: TargetSt2← RANDOMSELECT (SortedBatch, 10, 100) . randomly selects 10 state among the first
100 states with minimum performance
8: BatchAddedKeyStates← ADD(LearningBatch, TargetSt1)
9: BatchAddedKeyStates← ADD(LearningBatch, TargetSt2)
10: return BatchAddedKeyStates
11: end function
The improved method is then examined to train the net. As it is shown in Figure 5, the stop-function
allowed the training episodes to reach 11000 because of the incremental progress of the performance.
The average reward is increased from about 2.61 to a value of 2.90 which indicates better performance
of the learning algorithm.
To show the effectiveness of the improved learning algorithm, the uncontrolled and controller re-
sponses under both methods are compared in Figure 6. The results indicate the improved method
upgraded the performance of the controller in reducing peak responses, as well as average responses.
In addition, the issue about the shifting from the origin, which was seen in initial results, is solved.
As summarized in Table 2, the improved algorithm significantly upgraded the performance of
the controller in reducing the peak displacement response from 7.1% to 46%. For t velocity, the
performance improved from to 8.7% to 41%, and for acceleration, performance improved from 26.7%
to 37.8%. Similar upgrades in performance of the method are also seen in terms of reducing average
RMS responses.























Figure 5: Improvement of the average rewards during the learning process using the improved method.
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(a) Landers - displacement












(b) Landers - velocity












(c) Landers - acceleration




method Uncontrolled Controlled Improvement
Original
method
Peak Dis. 4.39 4.06 7.1%
Peak Vel. 0.91 0.83 8.7%
Peak Acc. 22.97 16.84 26.7 %
RMS Dis. 0.0081 0.0068 15.5 %
RMS Vel. 0.118 0.097 17.7 %
RMS Acc. 3.378 2.816 16.6 %
Improved
method
Peak Dis. 4.39 2.36 46.1 %
Peak Vel. 0.91 0.54 41.0 %
Peak Acc. 22.97 14.28 37.8 %
RMS Dis. 0.0081 0.0017 78.8%
RMS Vel. 0.118 0.0319 72.9%
RMS Acc. 3.378 1.180 65.0
Table 2: Comparing the controlled and uncontrolled responses to Landers earthquake excitations when the controller
was learnt using original and improved methods (Dis. = Displacement (cm), Vel. = Velocity (m/s), Acc. = Acceleration
(m/s2)).
4.4. Testing the controller
To study the performance of the intelligent controller, the trained controller was tested under
four new scaled earthquake records obtained from the NGA strong motion database [48](see Figure
7). The controlled and uncontrolled responses are compared in the Figure 8. The controller has
effectively improved the frame responses in all cases. As is summarized in the Table 3, in reducing
the displacement responses, the maximum performance is 52.5% under the Northridge earthquake and
the minimum observed performance is a 40.9% reduction for the Kobe earthquake. The performance
of the controller in reducing velocity responses varies between 41.4% to 56.3%. Acceleration responses
are improved between 37.3% to 50.1%.
The average performance of the controller in terms of improving displacement responses under four
new earthquakes is 47.1% which is comparable to the 46 % obtained for the Landers earthquake, the
earthquake for which it was trained. The average performance for reducing velocity and accelerations
are 49.2% and 43.4%, respectively, which are even higher than obtained for the Landers earthquake,
which are 41.0 % and 37.8 %. In addition, the average RMS of displacement, velocity, and acceleration
responses are significantly improved by 57.6 %, 67.9 %, and 46.6 %, respectively (Table 3).
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(a) El Centro, 1940- USA























(b) Northridge, 1971- USA























(c) Kobe, 1995- Japan













































1- Bam 0.78 128.55 33.95 0.64 0.20 8.24
2- El Centro 0.57 75.76 28.36 0.48 0.32 9.16
3- Kobe 0.56 38.83 15.68 0.56 0.36 4.16
4- Northridge 0.59 64.57 22.16 0.58 0.40 10.40
Figure 7: Four earthquake acceleration records which were considered to test the performance of the controller
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(a) El Centro - displacement












(b) El Centro - velocity












(c) El Centro - acceleration














(d) Northridge - displacement












(e) Northridge - velocity












(f) Northridge - acceleration














(g) Kobe - displacement












(h) Kobe - velocity












(i) Kobe - acceleration














(j) Bam - displacement












(k) Bam - velocity












(l) Bam - acceleration
Figure 8: Uncontrolled and controlled responses of the frame to the test earthquake excitations which are new to the
intelligent controller .
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Earthquakes Uncontrolled Controlled Improvement
El
Centro
Dis. 5.35 2.56 52.1 %
Vel. 0.98 0.43 56.3 %
Acc. 19.46 9.71 50.1 %
RMS Dis. 0.0045 0.0010 77.9 %
RMS Vel. 0.1178 0.0368 713 %
RMS Acc. 2.0802 0.7190 65.4 %
Northridge
Dis. 4.77 2.27 52.5 %
Vel. 0.95 0.45 52.9 %
Acc. 18.28 11.46 37.3 %
RMS Dis. 0.0067 0.0030 55.6 %
RMS Vel. 0.1721 0.0399 76.8 %
RMS Acc. 2.3172 1.4011 39.5 %
Kobe
Dis. 5.91 3.49 40.9 %
Vel. 1.15 0.68 41.4 %
Acc. 24.24 13.30 45.1 %
RMS Dis. 0.0080 0.0049 38.3 %
RMS Vel. 0.1498 0.0560 62.6 %
RMS Acc. 2.8114 2.0754 26.1 %
Bam
Dis. 4.92 2.80 43.1 %
Vel. 0.95 0.50 46.5 %
Acc. 20.44 11.99 41.3 %
RMS Dis. 0.0083 0.0044 46.4 %
RMS Ve. 0.1304 0.0559 57.1 %
RMS Acc. 3.1137 1.9390 37.7 %
Average
response
Dis. 5.24 2.78 47.1 %
Vel. 1.01 0.52 49.2 %
Acc. 20.61 11.62 43.4 %
RMS Dis. 0.0030 0.0071 57.6 %
RMS Vels. 0.0441 0.1376 67.9 %
RMS Acc. 1.4629 2.7403 46.6 %
Table 3: Responses to the earthquake excitations (Dis. = Displacement (cm), Vel. = Velocity (m/s), Acc. = Acceleration
(m/s2)).
5. Environmental uncertainties
Stable performance under uncertainties is an important advantage. To show the effectiveness of the
controller under such uncertainties, the stiffness matrix was multiplied to an uncertainty factor which
varies between 5 % and 40 %, and the resultant system is then subjected to the El Centro earthquake.
Note that the active control systems are not sensitive to the uncertainties in the damping matrix [49].
As presented in Table 4, the obtained performance varies between 37.2% to 60.3% with an average
value of 51.8%, which is very close to the value of 52.1%, obtained without considering uncertainties








-5 % 0.0535 0.02559 52.1
+5 % 0.0537 0.02291 57.3
-10 % 0.0521 0.02699 48.2
+10 % 0.0493 0.01970 60.0
-15 % 0.0518 0.03016 41.8
+15 % 0.0411 0.01932 53.1
-20 % 0.0558 0.03507 37.2
+20 % 0.0401 0.01778 55.6
-30 % 0.0649 0.03682 43.2
+30 % 0.0429 0.01766 58.8
-40 % 0.0728 0.03350 54.0
ƒ
Average 51.8
Table 4: Performance of the controller in reducing displacement responses under environmental uncertainties (Dis. =
Displacement (m))
6. Conclusion
This paper studied a novel brain learning-based and model-free control approach for smart struc-
tures. In this approach, a deep neural network learns how to mitigate the vibrations of a dynamic
system subjected to the earthquake excitations. The issues with the current RL method in such prob-
lem are addressed and the method is improved. As a case study, the framework was examined for
seismic control of a moment frame, subjected to four new earthquake excitations. Moreover, the per-
formance of the controller in the existence of environmental uncertainties was studied. Considering the
obtained results and discussions in the previous sections, the following conclusions have been drawn:
1. The developed framework is able to train a deep neural network to significantly improve the
responses of a dynamic system to the earthquake excitations.
2. Considering the obtained results during train and test phases, it is concluded that the controller
is capable to retain its performance under the earthquake excitations for which it is not trained.
3. The controller showed a stable performance under environmental uncertainties which implies the
applicability of the proposed approach in real situations.
4. Learning the controller by the original mini-batch learning method resulted in poor performance
in reducing the peak displacement and velocity responses. In addition, shifting from origin was
observed in the displacement responses of the frame.
5. The proposed improved mini-batch learning method solves the addressed issues with the original
method and significantly improved the performance of the controller. The improved method is
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