We prove that if a linear code over GF(p), p a prime, meets the Griesmer bound, then if p e divides the minimum weight, p e divides all word weights. We present some illustrative applications of this result.
Introduction
The familiar Griesmer bound says that for an n; k; d] code C over GF(q), n k?1 X i=0 dd=q i e:
The brackets of \ n; k; d]" signal that C is linear, and n is the length, k the dimension, and d the minimum weight of C. The bound was proved by J. H. Griesmer in 1960 for q = 2 and generalized by G. Solomon and J. H. Sti er in 1965. Over the years, much e ort has gone into constructing codes meeting the bound or showing, for selected parameter values, that they do not exist. This e ort is part of the more comprehensive program of nding optimal linear codes over GF(q), those having the smallest n for given k and d. The recent paper 10] of R. Hill provides a thorough survey of this research and a sizeable bibliography. We shall abbreviate the right side of the bound by g q (k; d) and call a code meeting the bound a Griesmer code.
A divisor of a linear code is an integer dividing the weights of all its words, and a code is called divisible if it has a divisor larger than 1 14] . Optimal codes are often divisible, and the purpose of this paper is to prove and apply the following theorem.
Theorem 1 Let C be an n; k; d] code over GF(p), p a prime, meeting the Griesmer bound. If p e jd, then p e is a divisor of C.
Codes of Type BV
There is evidence more substantial than just scattered weight distributions that certain Griesmer codes are divisible. Following Section 2 of 10], we shall outline the construction of codes of type BV (labeled this way in honor of B. I. Belov) meeting the Griesmer bound. These codes are plentiful enough to show that for given k and q, Griesmer codes exist for large enough d (Corollary 2.14 of 10]).
Searching for an n; k; d] Griesmer code over GF(q), write d = sq k?1 ?
where s = dd=q k?1 e and 0 a i q ? 1. Let V be a k-dimensional vector space over GF(q). The set P(V ) of 1-dimensional subspaces of V is the point set of the projective space associated with V . The subsets P(U), for U a subspace of V , are construed as the projective subspaces of P(V ). If dimU =`, then jP(U)j = (q`? 1)=(q ? 1), which we shall abbreviate by the Gaussian coe cient h`1i . Any nonzero vector is said to represent the 1-dimensional subspace it spans.
Let S be a multiset of members of V such that every member of P(V ) is represented by s members of S. Suppose that we can select subspaces of V in such a way that there are a i subspaces of dimension i and that no point in the corresponding projective subspaces appears more than s times. Remove from S vectors representing the points of these projective subspaces, one for each appearance, to create the set S 0 . Then
Now create the code C of length n by ordering the members of S 0 in some way and assigning to each linear functional of V the word c( ) whose components are the Consequently, if 6 = 0, the weight w(c( )) is w(c( )) = sq k?1 ?
X q dimU?1 ;
the summation over the selected subspaces U for which (U) 6 = 0. The rst term is the number of v in S for which (v) 6 = 0.
As shown in 10], C is indeed an n; k; d] Griesmer code over GF(q). What we wish to draw from the construction is this: Proposition 2 Let C be an n; k; d] code of type BV over GF(q). Suppose that q e jd.
Then q e is a divisor of C.
Proof. If q e jd, then e i ? 1 if a i 6 = 0. Thus q e jq dimU?1 for any of the selected subspaces, U, and so q e jw(c( )) for 6 = 0.
2 Theorem 1 does not seem to generalize to the extent this proposition suggests. For example, the famous hexacode, a 6; 3; 4] code over GF (4) , is a Griesmer code divisible by 2, but not 4. (There is, in fact, a generalization of Theorem 1 for GF(4): if 4 e jd, d the minimum weight of a Griesmer code over GF(4), then 2 e divides the code. But examples indicate that something stronger should be true.)
Preliminaries
For a code C, let A i (C) be the number of words of weight i in C, and B i (C) the number of words of weight i in the dual of C. We shall refer to a linear code of length n and dimension k as an n; k] code when the minimum weight does not need indicating, and we shall just write A i and B i when the code is clear. We shall invoke the MacWilliams identities in the following form, for an n; k] code over GF(q) (equation ( Since n(C) = n ? B 1 (C)=(q ? 1) for a code of length n over GF(q), m = 1 in the identities implies:
Lemma 3 Let C be an n; k] code over GF(q). Then
The next proposition has several uses.
Proposition 4 Let C be an n; k] code over GF(q) with n(C) = n. Let In particular, t = 0 shows that a Griesmer code has a basis of minimum weight words.
Consider now divisible codes. If is a divisor of a code and is relatively prime to the alphabet size, the code is equivalent to a -fold replicated code (one obtained by repeating each digit of a shorter code times), possibly with some additional 0 coordinates 14, Theorem 1]. Thus the more interesting situation is that of linear codes over GF(q), q a power of the prime p, having divisors that are powers of p. The exponent e of the highest power p e that is a divisor of such a code is called the exponent of the code.
A 
Proof of Theorem 1
Let C be an n; k; d] Griesmer code over GF(p), p a prime, for which p e jd, e 1. We need to show that p e is a divisor of C, and we shall use induction on k and e. Let We need the expansion formula for T(x + y) that is presented in Proposition 2.2 of 15], along with the p-power divisibilities of the coe cients from Theorem 3.2 of that paper. For the divisibility of the individual terms, we have p e+1?m j (A t+1 P) by assumption. B t+1 P just involves C 0 , which is divisible by p e , so p e+1?m j (B t+1 P). In We also have this result on the divisibility of residuals.
Lemma 13 Let C be a linear code over GF(q) that is divisible by . Then for any a 2 C, res(C; a) is divisible by =gcd( ; q). Proof. Take a 6 = 0 and b = 2 hai. All the terms on the left of the equation in Lemma 9 are divisible by , so that jqn(ha;bi). Since w(res(b; a)) = n(ha; bi) ? w(a) and jw(a), we have =gcd( ; q)jw(res(b; a)).
2
The rst example is the computation of the weight distribution of a hypothetical 149,5,99] Griesmer code over GF (3) . In the compilation of optimal ternary codes of Table 2 
