Abstract. We present the design of a compiler for a functional logic programming language and discuss the compiler's implementation. The source program is abstracted by a constructor based graph rewriting system obtained from a functional logic program after syntax desugaring, lambda lifting and similar transformations provided by a compiler's front-end. This system is non-deterministic and requires a specialized normalization strategy. The target program consists of 3 procedures that execute graph replacements originating from either rewrite or pull-tab steps. These procedures are deterministic and easy to encode in an ordinary programming language. We describe the generation of the 3 procedures, discuss the correctness of our approach, highlight some key elements of an implementation, and benchmark the performance of a proof-of-concept. Our compilation scheme is elegant and simple enough to be presented in one page.
Introduction
Our goal is the efficient execution of functional logic computations for the implementation of programming languages such as Curry [25] and T OY [16] . A functional logic language offers functional application, as found in Haskell, ML and Scheme, and logic (also called free or unbound) variables, as found in Prolog. The logic variables introduce non-determinism. Functional logic languages also offer a second, more functionoriented, form of non-determinism, "non-deterministic functions". A non-deterministic function (some people prefer to call it "operation") is a function-like symbol that when applied to some argument returns one among several results. Logic variables and nondeterministic functions, although apparently very different, are equivalent [7, 33] in the sense that one is easily replaceable by the other without changing a program's meaning. Current functional logic languages provide syntax for both forms of non-determinism for the convenience of the programmer. Non-determinism is frequently and conveniently used in programming when the information to make "the right choice" is missing or incomplete. For example, consider a program for solving the n-queens puzzle. The program places one queen after another on the board, but the information for appropriately choosing rows and columns of a placement is incomplete. Thus, rows and columns are non-deterministically chosen and each choice is constrained to ensure the solution of the puzzle. In many situations, constraining a value that solves a problem is much simpler than computing that value [5] -even when the information for computing that value is available.
While non-determinism in a functional setting is very expressive and convenient for the programmer [5] , its implementation, particularly in combination with laziness and sharing, is difficult. This paper presents a relatively simple, complete and compact solution to this problem.
The Basic Scheme
In this section we formalize the programs to which our design is applicable and the compilation scheme, which we call the basic scheme, for these programs. We assume some familiarity with the concepts of functional logic programming [9, 21, 22, 24, 26] and graph rewriting [17, 18, 36 ] as a formal model of functional logic computations.
Symbols and Expressions
A program is a pair (Σ ∪ X , R) in which Σ = C ⊎ D is a signature partitioned into constructors and operations (or functions), X is a denumerable set of (bound) variables, and R is a set of rewrite rules with the characteristics discussed below. Without further mention, we assume that the signature is many sorted and that any expression, to be defined shortly, over the signature is well typed. Each rule's left-hand side is a pattern, i.e., an operation symbol applied to zero or more expressions consisting of constructor symbols and/or variables only. Each operation in D is inductively sequential [1] , i.e., its rewrite rules are organized in a hierarchical structure called a definitional tree whose definition is given in the next section.
Non-determinism is abstracted by a binary, infix, polymorphic operation, denoted "?" and called the choice operator, and defined by the rules:
We will never apply the choice's rules in a computation for reasons that will be presented shortly. Each occurrence of the choice symbol is tagged with an identifier [6] which is not a part of the source program. This identifier is used during pull-tab steps which are executed by our compilation scheme and will be defined shortly. The identifier of a choice is denoted as a subscript of the choice symbol. We make the convention that every time a node n labeled by the choice symbol is created either for a top-level expression or by a rewrite, the choice identifier of n is fresh.
A term graph, also called an expression, is defined in the customary way [17, Def. 2], but we extend the decorations of some nodes with a choice identifier [6, Def. 1] . An expression e is a value iff every node of e is labeled by a constructor symbol. Values are normal forms, but there are normal forms that are not values, e.g., 1/0 and head []. In a constructor-based system, such expressions are regarded as failures or exceptions rather than results of computations. The following definition is motivated by our decision of not applying the rules of "?".
Definition 1 (Non-deterministic value).
We call an expression e a non-deterministic value iff either e is a value or e = u ? v for some non-deterministic values u and v.
We may say "deterministic value" to emphasize that some non-deterministic value is a value.
Definitional Trees
A definitional tree is a structure derived from the rewrite rules defining an operation in a program. Our presentation is identical to [1] except for a slightly updated terminology. In particular, the expressions of the definition are graphs [17] . A simple algorithm for constructing definitional trees from the rules defining an operation is in [4] . We use standard notations, in particular, if t and u are expressions and p is a node of t, then t| p is the subexpression of t rooted at p [17, Def. 5] 
, where n is the arity of c i and
, where π is a pattern and l → r is a rewrite rule such that l = π modulo a renaming of variables and nodes. T = exempt(π), where π is a pattern. Exempt nodes are present in a tree of an incompletely defined operation only. Patterns do not need explicit representation in a definitional tree. However, we will keep them around when their presence simplifies the presentation of our ideas.
Programs
The programs that we intend to compile are abstracted by a well-studied class of systems, the limited overlapping, inductively sequential, graphs rewriting systems (LOIS). A general treatment of graph rewriting suitable for our purposes is in [17] . LOIS systems are discussed in [4] . In particular, in LOIS systems, there is a single operation whose rules' left-hand sides overlap. This is the choice operation defined in (1) . Source programs are coded in a functional logic language such as Curry or T OY. After desugaring, lambda lifting, firstification, deconditionalization, etc., we obtain LOIS systems.
A LOIS system can be seen as a set of definitional trees. In the next section, we show how to compile these trees into an executable program.
LOIS systems are an ideal core language for functional logic programs. LOIS systems are general enough to perform any functional logic computation [3] and powerful enough to compute by simple rewriting [7] without wasting steps [2] . Also for every LOIS system containing free (unbound) variables there is an equivalent system that replaces the free variables with non-deterministic operations [7, 33] . Hence, as in other similar approaches [15] , we exclude free variables from our core language. Section 5 will address this point in practice.
Computations
A computation (or derivation) of an expression e is a finite or infinite sequence e = e 0 Ξ → e 1 Ξ → . . . such that e i Ξ → e i+1 is a step. A step is a pair of expressions t Ξ → u, such that u is obtained from t by either of two transformations, a rewrite [17] , denoted "→", or a pull-tab [6] , denoted "Ξ". The initial expression of a computation is called the top-level expression and each element is called a state of the computation.
In a Curry or T OY program, some computations of an expression are "substantially different", i.e., they differ in more than the order of the steps. The outcomes of these computations may include distinct values, exceptions, and/or non-termination. These differences originate from non-deterministic choices, in particular from the application of the choice's rules defined in (1).
Pull-tabbing keeps all the outcomes of an expression in a single structure, the state of the computation. Informally, an application of a symbol s to a choice x ? i y is rewritten to (s x) ? i (s y) without committing to either alternative. Pull-tabbing has the useful property that computations of subexpression are automatically shared between alternatives and still evaluated lazily. Any deterministic value of the computation can be "extracted" from the state of the computation. This is in contrast with other approaches to non-deterministic steps, which either select only one alternative, e.g., backtracking, or manage multiple computations, e.g., cloning.
Strategy
An evaluation strategy determines the steps of a computation. Interesting rewriting strategies are well understood for several practical classes of functional logic programs [4] . Strategies for non-deterministic computations are typically non-deterministic as well. While this simplifies the formulation of a difficult problem, it leaves to the implementation the burden of selecting which step to execute when the strategy computes many non-deterministic steps. There are cases [28, 34] in which this selection sacrifices the strategy's operational completeness. A major contribution of our work is a deterministic strategy for non-deterministic computations.
Strategies for computations that include pull-tab steps are scarce and their properties are only partially known. In particular, we are not aware of any result concerning the theoretical performance of any such strategy. Braßel [11] considers a language with let and case expressions which serves the same purpose as our LOIS programs. He proves the soundness and completeness of computations within this language with respect to a natural semantics based on small steps over heaps and configurations. Our results are comparable.
Compilation
We describe the compilation of functional logic programs abstractly. The input of the compilation is a LOIS system S, and called the source program. We construct the definitional tree of every operation of S's signature except the choice operation, since its rules are not applied. We compile both the signature and the set of these trees of S into 3 target procedures denoted N (Normalize), H (Head-normalize) and A (Adjust). At the conceptual level, these procedures are the target program, the executable code resulting from the compilation of S.
To present the target program, we introduce the notion of trace of a node. This notion allows us to keep track of a subexpression in a graph after the graph undergoes a sequence of replacements. A.1 . . . procedures H and A. If N(e) derives e to a non-deterministic value v, then some further processing is necessary to obtain the deterministic values represented by v. Procedure A extracts the deterministic values, if any, produced by a call to N. This is obtained by pulling choices higher in an expression until they either reach the root or are just below choices only. In rules labeled A.1, any expression that applies a constructor symbol to a choice results in a new choice of two expressions, one for each alternative of the original choice (all the rules except the last one). This transformation brings choices at the top of an expression and obtains alternatives that are choice free. In the rule labeled A.2 (the last one), the argument has no choice to pull up, and no action is performed.
Definition 5 (Trace

Definition 6 (Target procedures).
Procedure H executes rewrite and pulltab steps. A redex of either kind of steps is always operation-rooted. Each operation f of the source program contributes a handful of rules defining H. We call them H f -rules. The pattern (in the target program) of all these rules is rooted by f . Consequently, the order in which the operations of the source program are translated is irrelevant. However, the order among the H f -rules is relevant. More specific rules are generated first and hence have higher priority. All the H f -rules are generated by an abstract procedure, compile, that traverses a definitional tree, T , of f in post-order. Upon visiting a node of T , compile generates some rules depending on the node's kind, i.e., branch, rule or exempt. Since there can be several branch and rule nodes in a definitional tree of operation f , there can be several distinct rules of the same type among the H f -rules. The last rule, labeled H.4, handles situations in which H is applied to an expression which is already constructor-rooted. This application will occur only to nodes that are reachable along multiple distinct paths. = a 1 , a 2 , . . . , a n , for n > 0, (of highest priority) is applicable to Y (e), i.e., Y (e) = σ(l) for some match σ, then ∆(Y (e)) = (Y (e), B), where
Definition 7 (Target computation). Let S be a LOIS
B = ∆(σ(a 1 )), ∆(σ(a 2 )), . . . , ∆(σ(a n )). Otherwise ∆(Y (e)) = Y (e). If ∆(Y (e)) is finite,
then a left-to-right traversal of its rewrite and pull-tab steps is called the simulated computation of e and denoted ω(Y (e)).
A computation in the target program is a possibly infinite, finitely branching, ordered tree in which a branch is an application of a target procedure that has a matching rule, whereas a leaf is an application that has no matching rule or either a rewrite or a pulltab step in the source program. Under appropriate conditions, a left-to-right traversal of the computation of N(e), where e is an expression of the source program, visits the sequence of steps of a computation of e in the source program.
Optimization
A rewrite step computed by function H is applied to an operation-rooted redex, say t. If this step is t → s and s is again operation-rooted, then the basic scheme will again apply function H to s in an attempt to derive s to a constructor-rooted expression. This property suggests an optimization which is nearly always very effective. Instead of executing a single step at t, execute an entire derivation starting with t and ending with a non-operation-rooted expression. The implementation whose benchmarks are presented later includes this optimization.
Pull-tabbing
The basic scheme implements computations that execute rewrite and pull-tab steps, but never reduce a choice. The idea behind pull-tabbing was originally presented in [15] and further refined in [11] . A detailed description of pull-tabbing and a proof of its correctness in the framework of graph rewriting are in [6] . Below we give an informal account of the intended use of pull-tabbing within the context of our work. During the computation of an expression e, choices are pulled toward the root of the state of the computation. A choice with several predecessors is pulled up toward the root along several paths, and hence the choice is cloned. Each clone of the choice has the same identifier as the original. A choice is never pulled above another choice. The result is a non-deterministic value (see Def. 1).
The deterministic values of e are found by traversing the choices at the top of a state of the computation of e. If the left alternative of a choice identified by some i is traversed, then the left alternative of any other choice identified by i must be traversed as well, and likewise for the right alternative. A traversal violating this condition combines together subexpressions originating from mutually exclusive alternatives of the same choice. Nodes and paths on such traversals are called inconsistent and must be discarded, since the values that they produce may be unsound. Fig. 2 demonstrates pull-tabbing.
An example
Let t = (not x, not x) where x = True ? False. We evaluate t with the basic scheme. The source program defines only the Boolean negation, not. The H not -rules are shown below:
Informally, the first rule replaces not True with False. The second rule is similar. Both rules execute a rewrite. The third rule replaces not(x ? i y) with (not x) ? i (not y). This rule executes a pull-tab which "distributes" the application of not to the choice's alternatives for further evaluation. The fourth rule is fired only when the argument of not is operation-rooted. The argument must be headnormalized in order to head-normalize g. A compact representation of the evaluation of t by the target program is shown in Fig. 2 . Each snapshots depicts a state of the computation with applications of target procedures to some of its nodes. The third snapshot shows the necessity of tracing. First, procedure H is applied a node, say n, labeled by not. Then, procedure N is applied to the trace of n, i.e., the result of the previous application of H.
In the last graph of Fig. 2 , the applications of A do not result in any replacement. As discussed at the beginning of this section, the values of e are found by traversing the choices at the top of the state of the computation. In this example, all the choices have the same identifier and thus are intended as the same choice. There are four traversals, but two of them are discarded because they combine mutually exclusive alternatives of choices with the same identifier. The discarded traversals yield (True,False) and (False,True) that are not values of t. Thus, the computed values of t are (True,True) and (False,False).
Correctness
We compile a source program S into a target program T . The intent is to use T for the computations of S. The advantage is that T defines both which redex to reduce and when to reduce it, while S does neither. Informally speaking, T is S with both a strategy and explicit pull-tab steps. The latter is quite convenient because neither do we have to irrevocably choose one alternative of a choice over the other alternative nor do we have to manage multiple computations. Obviously, we expect T to produce the same results that would be produced by S. While at the conceptual level this is true, the statement of correctness is not so direct because T is deterministic whereas S is not. In particular, the single computation of N(e) in T , for some e in S, simulates all the computations of e in S and consequently if e has both terminating and non-terminating computations, the computation of N(e) is non-terminating. In the statements of this section, the equality of graphs is implicitly modulo a renaming of nodes, a standard practice in graph rewriting [17, Def. 15] , since every node introduced by a replacement is "fresh", see also [6, Princ. 1]. The word "simulation" stems from some similarity of our work with transformations of rewrite systems for compilation purposes [20, 31] .
Lemma 1 (Simulation). Let S be a LOIS program, T the program obtained from S according to the basic scheme, e an expression of S, and Y a procedure of T . If ∆(Y (e))
is finite, then ω(Y (e)) is a pull-tabbing derivation of e in S, i.e., e = t 0 Ξ → t 1 Ξ → . . . t n , for some n 0.
Informally speaking, Lemma 1 shows that a computation in the target program can be seen as a pull-tabbing computation in the source program. This is instrumental for the correctness of the basic scheme. A consistent computation [6, Def. 4 ] is a derivation that for each choice identifier consistently selects either the left or the right alternative of any choice with that identifier.
Proposition 1 (Correctness).
Let S be a LOIS program, e an expression of S, T the target program obtained from S by the basic scheme, N the Normalize procedure of T , and ω(N(e)) = t 0 Ξ → t 1 Ξ → . . . Modulo a renaming of nodes: (1) if t k is an element of ω(N(e)), for some k 0, and t k * → v is a consistent computation in S, for some value v of S, then e * → v in S; and (2) if e * → v in S, for some value v of S, and t k is an element of ω(N(e)), for some k 0, then t k * → v, for some consistent computation in S.
Given an expression e of the source program, we evaluate N(e) in the target program. From any state t of this computation of e, through consistent computations, we find all and only the values of e in S. Point (1) ensures the soundness of the basic scheme-the target program does not derive any value of e that is not derivable in the source program. Point (2) ensures a weak form of completeness-from any state of a computation in target program it is possible to derive any value of e. The latter is a weak result since, e.g., any hypothetical target program that rewrites e to itself ad infinitum satisfies the same completeness claim.
We believe that the basic scheme satisfies a stronger completeness result. If e is an expression of a source program S, and T is the target program obtained from S with the basic scheme, then every step of the simulated computation of e is needed modulo two appropriate conditions discussed below.
The first condition concerns the fact that pull-tab computations may create subexpressions that are inconsistent in the sense defined earlier. The basic scheme as presented in Fig. 1 ignores this possibility when computing a step. Our implementation passes a fingerprint [8, 14] to the target procedures N and A and therefore avoids computing steps on subexpressions that are known to be inconsistent.
The second condition concerns the fact-well-know from [2] -that a step computed using definitional trees in LOIS systems is needed modulo a non-deterministic choice. This condition is perfectly natural when non-determinism is used to abstract lack of information for making "the right choice".
The basic scheme of Fig. 1 suffers from the "left bias". For example, the first rule, N.1, attempts to normalize the left alternative of a choice first. If this computation does not terminate, the right alternative will never be considered. Several other rules exhibit the same behavior. The left bias can be avoided by interleaving the evaluation, e.g., one or a few steps at the time, of the left and the right alternative of a choice.
Implementation
We implemented the basic scheme in a prototype codenamed ViaLOIS consisting of a translator from source programs to target programs and a small run-time environment. The translator takes as input FlatCurry [27] , a representation of Curry programs generated by a module of the PAKCS [28] distribution of Curry, and produces as output the 3 target procedures encoded in OCaml [35] . The run-time environment provides both support for the execution of the 3 target procedures and a few extensions of the basic scheme described below. Our implementation is available at http://web.cecs.pdx.edu/˜amp4/vialois.
Representation and replacement
An expression of the source program is represented by an OCaml mutable record containing a symbol and the sequence of its arguments. This record abstracts a graph's node, in particular its labeling and successor functions. Symbols come in a handful of variants the most important of which are constructor, operation and choice. Choice symbols carry an argument, the choice identifier.
Beside the 3 target procedures, the run-time environment provides some functionality for the manipulation of the records representing expressions: accessor functions, printing functions, and most noticeably a procedure for subexpression replacement. Replacements, which originate only from rewrite and pull-tab steps, are "in-place", i.e., through assignments to records representing expressions. This design eliminates the need for pointer redirection [17, Def. 8] , which is an expensive operation, but requires that all records have the same structure and that an indirection node [32, Sec. 8.1] be used for the replacement of a collapsing rule.
Extensions
To make the basic scheme practical, the implementation provides the following extensions.
Built-in Types:
Built-in types, such as the integers, are allowed in source programs. A value of a built-in type is represented by a record whose "symbol" carries a literal, such as an integer. A built-in operation f , such as "+" on the integers, is simply the operation's H f -rules hand-coded in OCaml. Adding new built-in types and built-in operations is straightforward.
Variables: Curry allows free variables in source programs' operations' rules. Our formalization excluded these variables. Our implementation represents free variables by a generator, a zero-arity function symbol of some type t, which lazily derives to any value of t according to [7] . Variables of large built-in types, such as the integers, are impractical and therefore are not allowed, although [12] shows that variables of type integer can be narrowed if the integers are algebraically defined.
Higher Order: To allow higher-order functions, we introduce two symbols, partial and apply, that are not in the source program. Partial acts as a constructor and apply is a function that manipulates the representation of expressions to handle partial application. This is a standard technique [37] to "firstify" higher-order programs.
Explicit Failure: Earlier we discussed expressions, such as head [], that cannot be reduced to values (constructor normal forms) because they originate from incompletely defined operations. We represent expressions of this kind with a distinguished symbol called "fail". In our compiler, the procedure compile generates H-rules that rewrite to fail upon visiting exempt nodes. Furthermore, the rules of H and A are extended to rewrite an expression t to fail when an inductive position matches fail. For example, the rules in (3) are extended with
Limitations
The translator of ViaLOIS does not yet support all FlatCurry constructs and some features provided by more mature implementations. However, the supported subset is large enough to encode any Curry program into an equivalent program that can be translated by ViaLOIS. Cyclic expressions are not supported, but recursive values can be converted to nullary functions that build the appropriate infinite value lazily. Modular compilation, functional patterns and set functions are not supported as well, but in our framework, except for the latter, these features entail only modest code extensions that do not affect architecture or the core of our implementation. Hence, their introduction should affect the performance only marginally. Fig. 3 and 4 respectively compare the size in lines of code and the performance on a few benchmarks of several Curry systems. We believe that the small footprints of our compiler and runtime are due only in small part to our implementation's limitations. The implementation of the basic scheme is subjectively very simple, being a straightforward encoding of the rules of Fig. 1 , and competitively efficient. -PAKCS is a mature implementation that compiles to Prolog and hence handles nondeterminism using backtracking. -KICS2 is a recent implementation that compiles to Haskell and uses pull-tabbing for non-determinism. -MCC is a compiler and virtual machine written in C and based on backtracking.
Performance
The benchmarks are:
ChoiceIDs, a non-deterministic benchmark testing the performance of programs with a large number of independent choices. The program non-deterministically generates every integer in a large set looking for a specific value. PermSort [29] , a non-deterministic benchmark testing the performance of nondeterministic search. The program sorts a list of 13 Ints using a permutation sort. Sharing, a non-deterministic benchmark testing for sharing of results between nondeterministic branches. The program performs a permutation sort over a list of 5 numbers computed by a small version of the Tree benchmark. Tree, a deterministic benchmark testing the performance of data structures and recursion. The program inserts 200,000 pseudo-random numbers into a binary search tree and then counts the number of elements in the tree. 
Related work and concluding remarks
The implementation of lazy, functional logic languages is a long-standing and active area of research whose difficulties originate from the combination of laziness, nondeterminism and sharing.
The 90's saw various implementations, e.g., PAKCS [28] , and implementation approaches [23] in which Prolog is the target language. This target environment provides built-in logic variables, hence sharing, and non-determinism through backtracking. The challenge of these approaches is the implementation in Prolog of lazy functional computations.
The following decade saw the emergence of virtual machines, e.g., [10, 30, 34] , with a focus on operational completeness and/or multithreading. In more recent implementations [11, 13, 19] , Haskell is the target language. This target environment provides lazy functional computations and to some extent sharing. The challenge of these approaches is the implementation of non-determinism in Haskell.
Our approach relies less on the peculiarities of the target environment than most previous approaches. In fact, in addition to the implementation described in Section 5, we have easily prototyped a different implementation in an object-oriented language in which the nodes of an expression are objects and the target procedures are methods dynamically dispatched on the type of these objects.
The basic scheme is conceptually simple, based on localized graph replacements, and easy to control. Concurrency is a major impulse behind our research and localization of updates, joined with a high degree of control and an independence of any particular run-time environment, makes the basic scheme a good starting point for parallel implementations.
