rotation invariant features are introduced. They are the magnitudes of a set of orthogonal complex moments of the image known as Zernike moments. Scale and translation invariance are obtained by first normalizing the image with respect to these parameters using its regular geometrical moments. A systematic reconstruction-based method for deciding the highest order of Zernike moments required in a classification problem is developed. The "quality" of the reconstructed image is examined through its comparison to the original one. More moments are included until the reconstructed image from them is close enough to the original picture. The orthogonality property of the Zernike moments which simplifies the process of image reconstruction makes the suggested feature selection approach practical. Furthermore, features of each order can also be weighted according to their contribution (their image representation ability) to the reconstruction process. The method is tested using clean and noisy images from a 26-class character data set and a 4-class lake data set. The superiority of Zernike moment features over regular moments and moment invariants is experimentally verified.
I. INTRODUCTION
An important problem in pattern analysis is the automatic recognition of an object in a scene regardless of its position, size, and orientation. They arise in a variety of situations such as inspection and packaging of manufactured parts [ 141, classification of chromosomes [3] , target identification [2] , [15] , and scene analysis [5] . The current approaches to invariant two-dimensional shape recognition include extraction of global image information using regular moments [ 151, boundary-based analysis via Fourier descriptors [ 121, [ 141, [ 151, [ 181, or autoregressive models [9] , image representation by circular harmonic expansion [6] , and syntactic approaches [3] . A fundamental element of all these schemes is definition of a set of features for image representation and data reduction. Normally additional transformations are needed to achieve the desired invariant properties for the selected features. After invariant features are computed, they are input to a designed classification rule to decide a labeling for the underlying image. The utilization of good features is not the only decisive factor in the success of these methods. An additional parameter to be decided upon is the number of such features to be used. However, the majority of the existing techniques use an ad hoc procedure for arriving at such a decision. The aim of this work is to develop new features along with a systematic method for selection of the required number of features needed.
Moments and functions of moments have been utilized as pattern features in a number of applications [I] , 121, [7] , [15] . Such features capture global information about the image and do not require closed boundaries as boundary-based methods such as Fourier descriptors do. Regular moments have by far been the most popular type of moments. They are defined as where mpq is the ( p + q)th order moment of the continuous image function f (x, y ) . For digital images the integrals are replaced by summations and mpq becomes Hu [7] introduced seven nonlinear functions defined on regular moments which are translation, scale, and rotation invariant. These 0162-8828/90/0500-0489$01 .OO 0 1990 IEEE seven so called moment invariants were used in a number of pattern recognition problems [2] , [ 131.
The definition of regular moments has the form of projection of f (x, y ) function onto the monomial x p y 4 . Unfortunately, the basis set x p y q is not orthogonal. Consequently, the recovery of image from these moments is quite difficult and computationally expensive. Moreover, it implies that the information content of mpq's have a certain degree of redundancy. Teague [I61 has suggested the orthogonal moments based on the theory of orthogonal polynomials to overcome the problems associated with the regular moments. Zernike moments used in this study are a class of such orthogonal moments. The reason for selecting them from among the other orthogonal moments is that they possess a useful rotation invariance property. Rotating the image does not change the magnitudes of its Zernike moments. Hence, they could be used as rotation invariant features for image representation. These features could easily be constructed to an arbitrary high order. Another main property of Zernike moments is the ease of image reconstruction from them. The orthogonality property enables one to separate out the individual contribution of each order moment (its information content) to the reconstruction process. Simple addition of these individual contributions generates the reconstructed image. Taking advantage of this characteristic, a method for selection of the required number of features (maximum order of moments) is developed. This technique evaluates the image representation ability of features of each order moments through comparison of the reconstructed image by them with the original one. The maximum order required is the one for which the reconstructed image is close to the original one. Furthermore, one can weight the features according to their relative contribution to the reconstruction process.
The defined features on the Zernike moments are only rotation invariant. To obtain scale and translation invariance, the image is first subjected to a normalization process using its regular moments. The rotation invariant Zernike features are then extracted from the scale and translation normalized image.
Teh and Chin [17] examined noise sensitivity and information redundancy of Zernike moments along with five other moments. They concluded that higher order moments are more sensitive to noise. It was also shown that orthogonal moments including Zernike moments are better than other types of moments in terms of information redundancy and image representation.
The organization of this correspondence is as follows. Section I1 defines the Zernike moments and their properties. In Section 111, the image reconstruction from its Zernike moments is shown. Section IV discusses the rotation invariant features obtained from Zernike moments. Section V describes the synthesis based feature selection method. Section VI contains the scale and translation normalization approach and examines the performance of the proposed features and the accompanying feature selection method through experimental studies involving a 26-class English character data set and a 4-class lake data set. Performance comparisons to moment invariants and regular moments are also presented in this section. Section VI1 gives the conclusion of our study. (6) with m having similar constraints as in (3) . Note that as nmax approaches infinityf(x, y ) will approachf(x, y).
ZERNIKE MOMENTS
Since it is easier to work with real-valued functions, one can Indeed, C,, and S , , expressions could be used in place of (4) to compute A,, as well.
This reconstruction process is illustrated in Fig. 1 for two 64 X 64 binary images of letters E and F. The reconstructed binary images are generated by using (7) followed by mapping to [0, 2551 range, histogram equalization [SI, and binarization using threshold of 128. It is evident that lower order moments capture gross shape information and high frequency details are filled in by higher order moments. In this example moments of order 2 through 12 are used.
The reason for omitting orders 0 and 1 is due to the nature of preprocessing done on the original images which will be discussed later.
I v . ROTATION INVARIANT FEATURES DERIVED FROM ZERNIKE MOMENTS
Consider a rotation of the image through angle a. If the rotated image is denoted by f r , the relationship between the original and rotated images in the same polar coordinates is The Zernike moment expression can be mapped from the xy-plane into the polar coordinates by changing the variables in double integral form of (4). This can be seen from [8] where a (x, y ) / a ( p , e ) denotes the Jacobian of the transformation and is the determinant of the matrix
Lap aeJ
For this case where x = p cos 0 and y = p sin 0, the Jacobian
The Zernike moment of the rotated image in the same coordinate is . exp ( -jmOl) p dp del exp ( -j m a ) (13) 
Equation (13) This rotation invariancy property is illustrated by an experiment. Fig. 2 shows a 64 x 64 binary image of character A and five rotated versions of it, with rotation angles of 30°, 60°, 150", 180", and 300", respectively. Table I1 is the list of the magnitudes of their Zernike moments for orders 2 and 3, their respective sample mean p , sample standard deviation U , and u / p % , which indicates the percentage of spread of the 1 A,, 1 values from their corresponding means. It is observed that rotation invariancy is very well achieved. For example, u / p % is 0.30% and 0.90% for 1 A,, I and 1 A33 1, respectively. These are to be compared to the exact invariances of 0 % . The reason for not obtaining exact invariances is the discrete form of the image function rather than being a continuous one.
V . FEATURE SELECTION VIA RECONSTRUCTION
Having shown that the magnitudes of Zernike moments can be taken as rotation invariant features, a main question to be answered is; how big should n be? In other words, up to what order moments are needed for a good classification of a given database. In fact, a major shortcoming of many previously developed feature sets for image representation is the lack of a systematic method for automatic selection of this number.
A good set of features is one that can characterize and represent the image well. The difference between an image and its reconstructed version from a finite set of its moments is a good measure it can be concluded that enough information is extracted and no additional order of moments needs to be computed, i.e., n* = i.
The above procedure not only specifies the highest order needed for a prototype, but also provides a means for treating features of each order differently. It is apparent that different order moments capture different characteristics of the image. One can isolate the contribution of ith order moments to the reconstruction process and use its relative strength to weight the corresponding features. The contribution of ith order moments to the reconstruction process can be measured by computing how much closer& is to f compared to fi ~, . Hamming distance is again employed to carry out this task.
The contribution of the ith order moments denoted by C ( i ), is computed as of the image representation ability of the considered set of moments. The ease of image reconstruction from Zernike moments makes it practical to base the feature selection process on such a measure. The idea is that n*, the maximum needed order, is one which can generate a reconstructed image which is similar to the original in the sense of a defined threshold. In the following discussion, we will concentrate on binary images. However, extension to ray level images is straightforward.
Let f denote the binary image reconstructed by using moments If C( i ) is negative, w , is set to zero. Note that the w,'s sum up to 1 .O. Fig. 3 and Table 111 show the synthesized images and the corresponding C ( i ) and w, values for character "A" when E = 300 pixels. Again note that the zeroth order and first order moments are not used due to the preprocessing explained later. The weight for the second order moment is set to zero since there is no previous image (i.e., f i ) for comparison. Also, note that the unit circle part of a 64 x 64 image which consists of 3096 pixels is the basis for comparison and Hamming distance calculation. If more than one prototype exists for a class, each one may give rise to a different n* and w,. In that case, the highest n* and the average of w, are used. The same procedure can be used in the case of gray level images. The only needed modification is changing the difference measure from the Hamming distance to either a correlation type measure or mean squared error.
Up to now, the discussion has centered on how to select the right order of moments and feature weights for a single class from its given training samples. In a multiclass problem, the highest order moment to be extracted from an unknown image is nn*laX where is the maximum value among all the classes to be considered.
VI. EXPERIMENTAL STUDY In this section, the classification power of the proposed Zernike moment features and the accompanying feature selection method is experimentally tested and the results are reported. Furthermore, the performance of these features is compared to those of moment invariants and regular moments. Noise sensitivity of Zernike features is also examined.
A . The Utilized Data Sets
Two different data sets of shapes are generated. The first data set consists of 26 upper case English characters from "A" to "Z". Twelve different 64 x 64 binary images from each character (for a total of 314 images) are considered. Four slightly different silhouettes of each character are generated and three scaled, rotated, Fig. 4 . The twelve scaled, translated, and rotated images of letter A in the character data set. Note the slight intraclass variations in shape.
and translated versions of each silhouette are considered to make up the twelve images per class. Fig. 4 shows the twelve generated images of character "A". Note the within class differences of shapes and their scale, orientation, and translation. In Fig. 5 four (unrotated) out of twelve images of each of the other characters are shown. The second data set consists of four classes of shapes which are the aerial views of lakes Erie, Huron, Michigan, and Superior. Again twelve differently oriented 64 X 64 binary images of each lake are generated. Fig. 6 shows these images. Note that no within class shape difference is considered for this data set.
As discussed before, the proposed Zernike features are only rotation invariant. But, the considered images have scale and translation differences as well. Therefore, prior to extraction of Zernike features, these images should be normalized with respect to scaling and translation. A regular moment-based approach is taken toward this stage which is discussed in the next section.
B. Scale and Translation Normalization
To achieve scale and translation uniformity, the regular moments (i.e., mpq) of each image are utilized. Translation invariancy is achieved by transforming the image into a new one whose first order moments, mol and mlO, are both equal to zero. This is done by transforming the originalf (x, y ) image into another one which isf (x + X, y + j ), where X and j are the centroid location of the original image computed from In other words, the origin is moved to the centroid before moment calculation. Scale invariancy is accomplished by enlarging or reducing each shape such that its zeroth order moment moo is set equal to a predetermined value p. Note that in the case of binary images moo is the total number of shape pixels in the image. L e t f ( x / a , y / a ) represent a scaled version of the image functionf(x, y). Then, the regular moment mPq o f f ( x . p) and mLq, the regular moment of with (X, y ) being the centroid o f f ( x , y ) and a = Jp/moo, with 0 a predetermined value. Wherever ( x / a + X, y / a + j ) does not correspond to a grid location, the function value associated with it is interpolated from the values of the four nearest grid locations around it. Fig. 7 shows the effect of this normalization stage on images of character "A" using 0 = 800. with the label of the nearest neighbor of X among all the training samples. The distance between X and a training sample is measured using Euclidean distance. This is a mapping from m-dimensional feature space onto a one-dimensional Euclidean space. However, to prevent the domination of a subgroup of features, one has to normalize the features. The normalization consists of subtracting sample mean and dividing by standard deviation of the corresponding class. 
In a c class problem let t : ' ) = [ t i : ) , t i : ) , . . . , t;:,)] and

D. Error Estimation Schemes
To estimate the error rate associated with the selected features, the available samples must be divided into two sets, one for training (design) and one for testing. Three different partitioning schemes are considered. The first method is known as "leave-oneout." This means that out of N samples from c classes per database, N -l of them are used to train the classifier and the remaining one to test it. This process is repeated N times, each time leaving a different sample out. Therefore, all of samples are ultimately used for testing. The ratio of the number of misclassifications to the total number of tested samples yields an upper bound of the classification error for the considered set [4] . Since the number of samples in the lake data set is rather small, it is only tested with this scheme. But, for the character data set two additional partitionings are considered.
In a leave-one-out scheme the classifier is trained on rotated images. To test the rotation invariance power of the features, a second partitioning method is considered. In this scheme called "trained on unrotated," the classifier is trained on the four unrotated images per character and tested using the remaining rotated images. This translates into 104 training and 208 test samples.
In the above two cases the classifier sees all four silhouettes of each character during the training phase. The third partitioning scheme is designed to test the sensitivity of the method to slight variations in shape. The classifier is trained on three images of only one of the four silhouettes per character and is tested using the remaining nine images from the other three silhouettes. This means 7 8 training and 234 test samples are considered. This method is refered to as "train on one silhouette."
E. Classijication Results
To decide on n*, eight images per class are used. In the case of character data set, two images from each of the four silhouettes per character are used. The selected threshold is E = 300 pixels. The rationale for selection of this number is that it represents around 10% difference between the original and the reconstructed image which is a good degree of closeness. The relation between E and n* is shown later in this section. Tables IV apd V list the obtained n* along with the Hamming distance of H ( fn., f ) for each of the eight considered images in the two data sets. A slight modification to the algorithm was allowed which limits the maximum order to 12. Therefore, for some of the eight images of three characters, B , P , and R which do not satisfy the closeness criterion for n 5 12, n* = 12 is selected and no higher order is considered. Based on these results, it is concluded that for the character data set, one needs to extract up to twelfth order Zernike moments corresponding to 47 features. For the lake data set, up to eighth order moments corresponding to 23 features are sufficient. The features are not weighted. The effect of weighting is investigated later.
The classification accuracy rates obtained for the character data set using 47 features and the three described error estimation schemes are listed in the first row of Table VI. In the same table classification results using orders lower than 12 are also presented. Table VI1 provides a relationship between E and the selected order.
For the lake data set only leave-one-out method along with the minimum-mean-distance classifier is considered. A perfect classification accuracy is obtained.
F. Effect of Feature Weighting
In the next set of experiments, the utilized features are weighted according to the scheme described earlier. The resulting recognition accuracies are very close to those obtained using the unweighted features. In each case either no improvement is observed or at most the error is decreased by one sample. This is expected since for the considered data sets, the unweighted results are very accurate to start with, leaving very little room for improvement. However, it can be argued that the absence of any performance degradation validates the proposed feature weighting scheme.
G. Effect of Missing Phase Information
The considered features are the magnitudes of complex Zernike moments. The phase information is dropped to obtain rotation invariance. The effect of deletion of phase information on classification is investigated through a set of experiments involving four unrotated images of each character. These are the images shown in the first column of Fig. 4 and images presented in Fig. 5 . The first two images per character are used for training and the remaining two for testing. The nearest neighbor classifier is utilized. Two sets of experiments are carried out. In the first set, both magnitudes and phases are used as features while in the second set only magnitudes are considered. Perfect recognition accuracies are obtained for both cases when the maximum allowable order is 7 I n* I 12. When n* = 6, magnitudes and phases give perfect accuracy while magnitudes only yield a 98% rate (one error in 52 tests). Thus it can be inferred that the influence of loss of phase information in classification is rather insignificant especially when high order moments are included.
H. Performance Comparisons
In this section, the performance of Zernike features is compared to those of moment invariants and regular moments. In the case of moment invariants six features are utilized since generating a bigger number of them is not a trivial task. These features are log,, 16; 1, i = 1 , 2, . . . , 6 where the 6i's are defined in [ 7 ] . Note that in this case there is no need to normalize the images since the di's are not onty invariant to rotation but also to scale and translation. The same classifiers and error estimation schemes are utilized and the results are listed in the third row of Table VIII. We also ex- perimented with such features extracted from translation and scaled normalized images and got very similar classification results. Unlike moment invariants, regular moments mpq could be constructed for any positive p and q . However, as noted earlier, they are not rotation invariant. To experiment with them, the images need to be corrected for rotation as well. This is done by the method of principal axis described in [ 151. After translation and scale normalization, the principal axis of the image is found and it is rotated such that this axis lines up with the horizontal axis. However, there are problems associated with this technique. If the image is n-fold symmetric, there will be multiple possible sets of principal axes.
In the case of a character data set, such a problem happened for some of the symmetric characters like " C " . In addition, the presence of even a moderate amount of noise significantly affects the accuracy of rotation correction.
To do a fair comparison, 47 regular moments are extracted from translation, scale, and rotation normalized images. The p q orders are the same as mn orders of the considered Zernike moments. The same classifiers and error estimation schemes are utilized and the results are presented in the second row of Table VIII .
The entries of Table VI11 clearly verify the assertion regarding superiority of Zernike moment features over moment invariants and regular moments. The same relative strength is preserved if less than twelfth orders are considered.
I. Performance on Noisy Images
In this section, the noise tolerance and sensitivity of the Zernike features are studied experimentally. Eight noisy images with dif- ferent orientations are generated for each character by randomly selecting some of the 4096 pixels of a normalized noise-free binary image and reversing their values from 0 to 1 or vice versa. The random pixel selection is done according to a uniform distribution between 1 and 4096. Different sets with different noise levels are generated. The signal-to-noise ratio (SNR) of the generated sets are 30 dB, 25 dB, and 17 dB. Fig. 9 shows one of the eight noisy images of characters "A" and "B" for different SNR's. Although the square images are shown, only the unit circle portion of them are used in the experiments. Using the noise-free normalized images as training samples, and the noisy images as test samples, the performance of the features are tested in three sets of experiments. All twelve clean translation and scale normalized images, only the four unrotated images, and only the three from one silhouette image are used for training in the first, second, and third sets of experiments, respectively. The results are tabulated in Tables IX, X , and XI. In [17] it is shown that higher order moments are more sensitive to noise. Our experiments verify this point since including them in many cases degrades the accuracy. Overall, the performance is rather good when SNR is 25 dB or higher.
VII. CONCLUSION
In this correspondence, a new set of features defined on the Zernike moments which are a mapping of an image function onto a set of orthogonal basis functions over the unit circle has been developed. These features are the magnitudes of complex Zernike moments and are proven to be rotation invariant. The orthogonality property of Zernike moments makes the image reconstruction from its moments computationally simple. Moreover, it enables one to evaluate the image representation ability of each order moment as well as its contribution to the reconstruction process. Based on this property a systematic method for selection of the required number of features in a classification problem is developed. The selected number for the highest order moment is the one which yields a reconstructed image which is close to the original one. The discrimination power of the proposed Zernike moment features and the developed feature selection method are tested by a series of experiments on two different data sets using a nearest-neighbor as well as a minimum-mean-distance classifier. The considered images have differences in scale, translation, and rotation. They are first normalized with respect to scale and translation using regular moment based techniques. The obtained classification accuracy for a 26-class character data set is 99%, while a perfect recognition rate is reported for 4-class lake data set. Thus one can conclude that the proposed features and the accompanying feature selection method are quite effective for the image classification problem. In 
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