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A Simple Numeric Set-Theoretical Method of the Logic Differential Calculus 
Предложен новый метод логического дифференциального исчисления на основании числового теоретико-множественного 
подхода к определению разных типов логических производных произвольного порядка от булевой функции. Алгоритм имеет 
относительно меньшую вычислительную сложность при меньшем количестве операций, необходимых для решения задачи, 
что подтверждено примерами определения разных логических производных произвольных порядков от функций, заимство-
ванных авторами из известных публикаций в порядке сравнения с предложенным методом. 
A new method of the logic differential calculus, based on the numeric set-theoretical approach for the definition of the different logic 
derivatives types of the arbitrary order for Boolean function is proposed. The given algorithm has relatively less computational com-
plexity due to the lower amount of the operations required for solving the given problem. This is proved in the given examples bor-
rowed from the well-known publications, in order to compare them with the proposed numeric set-theoretic method to obtain the differ-
ent types of logic derivatives of arbitrary order. 
Запропоновано новий метод логічного диференційного числення на основі числового теоретико-множинного підходу до ви-
значення різних типів логічних похідних довільного порядку від бульової функції. Алгоритм має відносно меншу обчислюва-
льну складність за меншої кількості операцій, необхідних для розв'язання задачі, що підтверджено прикладами визначення за-
пропонованим методом різних логічних похідних довільних порядків від функцій, запозичених авторами з відомих публікацій 
з метою порівняння з пропонованим методом. 
 
Introduction. The modern methods of the logic design of digital devices and systems more often in-
clude the elements of the logic differential calculus [1–21]. This is related to qualitatively new possibili-
ties of informational technologies and, consequently, to solving new problems of design and analysis of 
dynamic systems. In the survey [5, 7] the main directions, modern achievements and tendencies of the 
research in various branches of science and engineering is represented and fully analysed. Among them 
there are recearch on sensitivity of the combination network to changes of separate variables or their 
groups of the logic function that describes [9], testing the logic schema aimed at determining its faulti-
ness at its arbitrary point [10–12], functional decomposition [1, 11, 13], minimization in the class of 
Reed-Muller’s forms of different polarity [14], identification of symmetry [15, 16], and different optimi-
zation of problems of logic synthesis of digital devices and systems [12, 17, 18], etc. 
The main obstacle to wide application of the logic derivatives in different aspects of research is the 
complexity of the practical realization of their determination (calculation) in case of high orders and 
large number of variables [9]. Traditional symbolic transformations or visual methods based on Kar-
naugh maps [2–4] and patterns of Boolean functions [20] do not satisfy the requirements of the modern 
practice. Determination of the logic derivatives from the axioms and theorems of Boolean algebra and 
simplification of obtained analytical expressions is quite difficult and tedious. The application of matrix 
device based in particular on FFT-like algorithms enabled  us to automate the process of the logic differ-
ential calculus [3, 5, 8, 21]. However, as mentioned in [5, 7], the realization of the matrix transforma-
tions in the case of many variables is difficult, and in addition, cumbersome, since the calculation of 
Kronecker product, which is used for this, even in case of a simple derivative with respect to one vari-
able for a function of n variables the dimension of the matrix must be 2 2n n . These shortcomings be-
come particularly noticeable when calculating the logic derivatives of high orders. 
We represent a new method of the logic differential calculus based on the numeric set-theoretical ap-
proach for definition of different logic derivatives types of the arbitrary order for Boolean function. The 
proposed method is compared with the known analytical, visual and matrix methods, relatively simpler 
as to its practical realization manually as well as with the assistance of computer without any previous 
transformations of Boolean function given in set-theoretical format. The presented algorithm has rela-
tively less computational complexity due to lower amount of the operations required. 
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The paper is organized as follows. Section 1 introduces the main theoretical part of the well-known 
definition of the different types of logic derivatives. Section 2 presents the proposed numeric set-
theoretical (ST) method. This section discusses the theoretical basis of the method (p. 2.1), obtaining the 
simple SТ-derivative (p. 2.2), obtaining the multiple SТ-derivative (p. 2.3), obtaining the vectorial ST-
derivative of the k-th order (p. 2.4). This section also describes the algorithm of the method and exam-
ples to illustrate the definition of the different logic derivatives types of the various orders. 
1. The basic theoretical part 
In the basis of calculation of logic derivative there is the notion of change of a Boolean function 
1 2( , ,..., )nf x x x  with respect to one of its independent variables {0,1}ix   and this change (0  1 and 
1  0) is equal to log. 1. If such a modification does not change the value of the function {0,1}f  , the 
logic derivative is equal to zero, i.e. 0if x   , otherwise 1if x   . 
Let us consider the well-known definition of the main types of logic derivatives [1–5, 7, 12, 19]. 
The logic derivative for a function 1 2( , ,..., )nf x x x  with respect to a variable ix , the so-called simple 
derivation of the 1-st order if x  , one can determine by the operation of mod-2-sum: 
 
1 1( ,..., ,..., ) ( ,..., ,..., )i n i n
i
f f x x x f x x x
x
   , (1) 
where 1( ,..., ,..., )i nf x x x  is a given function and 1( ,..., ,..., )i nf x x x  is a function obtained by replacement 
of all ix  for ix  and all ix  for ix . For example, let 1 2 3( , , )f x x x  be a given function. Then 1 2 3( , , )f x x x  is 
the function 1 2 3( , , )f x x x  mapping 3-tuple values 1 2 3, ,     of their variables 1 2 3, ,x x x  into 3-tuple val-
ues 1 2 3, ,    , {0,1}i  . For example, the logic derivative (1) for 1 2 3 1 2 1 3( , , )f x x x x x x x   with re-
spect to 1x  is obtained in the following way: 
 1 2 3 1 2 3 1 2 1 3 1 2 1 3
1
( , , ) ( , , ) ( ) ( )f f x x x f x x x x x x x x x x x
x
         
 1 2 3 1 2 3 1 2 3 1 2 3 2 3 2 3 2 3x x x x x x x x x x x x x x x x x x        .  
A similar result can be obtained if we rewrite (1) by taking into account equality 1ix   and 0ix   for 
a function 1( ,..., ,..., )i nf x x x :   1 1 1 1 1 1( ,..., ,1, ,..., ) ( ,..., ,0, ,..., )i i n i i n
i
f f x x x x f x x x x
x    
   . 
We illustrate this in the example discussed above using the equality 1 1x   and 1 0x  : 
  1 2 1 3 2 3 2 3 2 3
1
(1 0 ) (0 1 )x x x x x x x x x x
x
        . 
The multiple logic difference (k-fold derivative) for a function f with respect to some subset of k vari-
ables 
1 2
, ,...,
ki i i
x x x  is given by the expression  
 
1 2 1 1 2 1
1
k k k k
k k
i i i i i i i i
f f
x x x x x x x x 
              
. (2) 
The multiple derivative of k orders (2) is calculated by (1) of k times fixing in turn variables 
1 2
, ,...,
ki i i
x x x  in arbitrary order:  
1 2 1 2k k
k
i i i i i i
f
x x x x x x
                        
. 
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For example,      2 1 2 3 1 2 3 2 3 3
1 2 2 1 2
x x x x x x x x x
x x x x x
            
. 
The vectorial derivative of the k-th order 
1 2
( , ,..., )
k
k
i i i
f
x x x

  for a function 1 2( , ,..., )nf x x x  with respect 
to some k variables 
1 2
, ,...,
k
x x x    determines the conditions in which the function f changes its value 
with simultaneous change of values of these k variables. The vectorial derivative of the k-th order for the 
function f with respect to variables 
1 2
, ,...,
k
x x x    is equal to the mod-2-sum of all variables of the 1-th, 
2-nd,…., k-th orders of multiple derivatives with respect to the fixed variables 
1 2
, ,...,
k
x x x   : 
 
1 2 1 2
2 2
, ; , , ;
, ,
...( , ,..., )
k k
k k
i i j i j i j s
i i i i i j i j s i i ii j i s j s
f f f f f
x x x x x x x x x x x x   
                    , (3) 
where i, j, s, ... = 1 2, ,..., ki i i . 
Thus, if there is a need to find out in which conditions the value, for example, of a function 
1 2 3( , , )f x x x  will change in the case of simultaneous change of values of all its variables, then it is neces-
sary to calculate the derivative of the 3-rd order of the type: 
 
3 2 2 2 3
1 2 3 1 2 3 1 2 1 3 2 3 1 2 3( , , )
f f f f f f f f
x x x x x x x x x x x x x x x
                          , 
where after calculations of all derivatives of the 1-st order 
1
f
x

 , 2
f
x

 , 3
f
x

  and multiple derivatives of the 
2-nd order 
2
1 2 2 1
f f
x x x x
         
, 
2
1 3 3 1
f f
x x x x
         
, 
2
2 3 3 2
f f
x x x x
         
 the required derivative of the 3-rd 
order one can calculate through multiple derivative, for example, 
2
1 2
f
x x

  , thus: 
3
1 2 3
f
x x x
   
2
3 1 2
f
x x x
      
. 
From the considered above the properties of logic derivatives that are quite obvious to prove follow 
out. In particular, since by definition (1) the values of logic derivatives of a function f of n variables with 
respect to ix  and ix  are the same, it is obvious that the resulting function is independent of the variable 
ix  and is a function of ( 1)n   variables. On the other hand, if 0if x    the function f is independent of 
the variable ix , i.e., ix  is an inessential variable. In contrast, if the same function f does not depend on a 
variable ix , then 0if x   . Apparently, 1if x    if 1 1( ,..., ,..., ) ( ,..., ,..., )i n i nf x x x f x x x  and, there-
fore, ix  is an essential variable of the function f. In contrast to the classical concept of a derivative, the logic 
derivative does not distinguish the direction of change of the function 0 → 1 or 1 → 0, i.e. 
i i
f f
x x
   . In ad-
dition, the order of differentiation (2) with respect to different variables does not affect the result: 
2 2
i j j i
f f
x x x x
     . The logic derivative of the 2-nd order with respect to the same variable 
2 0i if x x    . 
It should be mentioned that the analytic definition of the logic derivatives of k orders for different types even 
for functions of several variables, as it is not difficult to find out from the mentioned above, requires consider-
able effort and time. Moreover, the complexity of such calculation increases rapidly with increasing of n. 
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2. Numeric set-theoretical method 
2.1. Theoretical basis of the method 
In general, any logic function f of n variables, i.e., : {0,1}f X  , 1 2{ , ,..., }nX x x x , {0,1}ix  , can 
be given in the set-theoretical form (STF) of some set 1Y  of numeric (binary or decimal) conjuncterms 
(conjunctive terms) 1 21 2, ,..., prr r p    of arbitrary ranks 1 2, ,..., {1,2,..., }pr r r n , 1 2np  , i.e. in the so-called 
set-theoretical form (STF) 1 21 11 2{ , ,..., }prr r pY     , where i-th conjuncterm of the ir -rank 1 2( )iri n i     , 
{0,1, }j   ; the superscript 1 1{...}Y   indicates that the analytical equivalent of STF 1Y  is a sum-of-
product (SOP) form of the function f [23, 24]. 
A particular case of STF 1Y  is the canonical STF 1 11 2{ , ,..., }pY m m m  of the function 1 2( , ,..., )nf x x x , 
where 1 2, ,..., pm m m  ( 1 2( )i n im     , {0,1}j  ), are binary minterms (i.e. conjuncterms of n-rank), 
whose values correspond to the values of the n-tuple 1 2, ,..., n    , in which the value function 1f  . 
For example, when a function 1 2 3( , , )f x x x  is given by a canonical STF 1 1{(000), (010), (110)}Y  , in 
this case 1f   for the 3-tuples 0,0,0  , 0,1,0  , 1,1,0   and for the rest of the 3-tuples 0,0,1  , 0,1,1  , 
1,0,0  , 1,0,1  , 1,1,1   the value 0f  . 
Let us consider the function given by a set of conjuncterms of different ranks, such as 1 2 3( , , )f x x x  
having STF 1 1{(011), ( 0 )}Y    , where (011) are binary minterms (conjuncterms of 3-rank), and ( 0 )   
are ternary conjuncterms of 1-rank formed by four adjacent minterms (000), (001), (100), (101), i.e. 
( 0 ) {(000), (001), (100), (101)}   . In this case 1f   for the n-tuples 0,0,0  , 0,0,1  , 0,1,1  , 1,0,0  , 
1,0,1   and 0f   for the n-tuples 0,1,0  , 1,1,0  , 1,1,1  . Here, the dash (–) in the i-th position of ter-
nary conjuncterms symbolizes the missing variable in its analytic expression ix , i.e. 2( 0 ) x   , where 
1x  and 3x  are absent. Thus, the analytical equivalent of the STF 1 1{(011), ( 0 )}Y     is the SOP 
1 2 3 2f x x x x  . 
The content of the proposed numeric set-theoretical method of logic differential calculus is based on the 
fact that in the simplest case, the logic derivative of the 1-st order with respect to the variable ix  (1) for arbi-
trary binary minterm 1( )i n    or 1( )i n   , {0,1}i  , of the function 1( ,..., ,..., )i nf x x x  can 
be considered as conjuncterm of the ( 1)n  -rank 1( )i n    in which variable ix  is absent: 
    1 1 1 1 1( ) ( ) ( )i n i n i n i n i n
i ix x
                     . (5) 
For example, due to logic differentiation of a minterm 1 2 3x x x  or 1 2 3x x x  with respect to 1x  of a func-
tion 1 2 3( , , )f x x x  we have 1 2 3 1 1 2 3 1 1 2 3 1 2 3 1 1 2 3 2 3( ) ( ) ( )x x x x x x x x x x x x x x x x x x x x          , and in 
the numeric set-theoretical form for (000) or (100) have 1 1(000) (100) ( 00)x x       . 
On this basis, one could argue that the logic derivative of a conjuncterm of the ( 1)n  -rank with re-
spect to the missing variable is equal to zero, and in the numeric set-theoretical format is the empty set 
(). For example, a logic derivative of a conjuncterm of the ( 1)n  -rank 2 3x x  of a function 1 2 3( , , )f x x x  
with respect to 1x  will be 2 3 1 2 3 2 3( ) 0x x x x x x x     , and in the set-theoretical form 1( 00) x    . 
Respectively, if a function f is given in set-theoretical format by p binary minterms, i.e. a canonical 
STF 1Y , due to logic differentiation with respect to the variable 1x  in set-theoretical format we obtain a 
set of p ternary conjuncterms of the ( 1)n  -rank.  
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Set-theoretical procedure of obtaining of logic derivatives of different types of the k-th order 
( 1,2,...,k n ) (see Section 1) for a function 1 2( , ,..., )nf x x x  that is given by a canonical STF 1Y  will be 
called set-theoretical logic differentiation (ST-differentiation). The result of ST-differentiation of a logic 
derivative of the k-th order will be called the multiple ST-derivative of the k-th order. If 1k  , i.e., a 
simple ST-derivative, which is denoted as iY x  , where the superscript  represents the logic opera-
tion by mod-2-sum, as the established set contains conjuncterms considered in the so-called polynomial 
set-theoretic form (PSTF) Y   [23, 24]. For example, PSTF {( 00), ( 10)} ( 0)Y         corresponds 
to 1 2 3 2 3 2 3 3( , , )f x x x x x x x x   . 
The procedure for ST-differentiation is convenient to implement by "overlaying" n-position mask of 
literals on binary minterms of a canonical STF 1Y  of a function f [22]. In the case of ST-differentiation 
with respect to one variable ix  (the operator 
ix  ), such a mask will be designated as a conjunction of 
literals 1 1 1{ }i i nl l l l     , {0,1}jl  , where in the i-th position literal is replaced by the character dash 
(–). Thus, the ST-differentiation procedure, in particular, for the binary minterm 1( )i n    of a 
function 1( ,..., ,..., )i nf x x x  with respect to the variable ix  has the following form  
 1 11 1 1 1 1{( )} { } {( )}
ix
i n i i n i nY l l l l
  
              , 
where the desired simple ST-derivative 1( )i i nY x       corresponds to the derivative of the 1-st 
order ),...,,,...,(' 11 niiii xxxxfxf  .  
Respectively, when determining the ST-derivative of the k-th order, the mask of literals will have the 
dash (–) in k positions that belong to k variables, for which the derivative is sought. 
2.2. Obtaining of the simple SТ-derivative 
As described in Section 2.1 in order to obtain a simple ST-derivative for a function 1( ,..., ,..., )i nf x x x  
with respect to the variable ix  (operator 
ix  ), it is sufficient to put on binary minterms 1 2, ,..., pm m m  of 
canonical STF 1 11 2{ , ,..., }pY m m m  the mask 1 1 1{ }i i nl l l l     . As a result, in the polynomial format 
there is produced a set of ternary conjuncterms of the ( 1)n  -rank 1 1 11 2, ,...,n n np      with the dash (–) in 
the i-th position, i.e. PSTF 1 1 11 2{ , ,..., }n n npY         . The resulting PSTF Y   can be simplified to a form 
1 1 1
1 2 *{ , ,..., }n n np     , *p p , by eliminating identical pairs of elements according to the rule 
 
1 1
1 1
1 1 1 1
,            if { , } , ,  if 
n n
i jn n
i j n n n n
i j i j
 
  
   
          
. 
The procedure for obtaining the simple ST-derivative iY x   for the function f, that is given by a 
canonical STF 1Y , is the following: 
 1 1 1 1 1 1 1 11 2 1 1 1 1 2 1 2 *{ , ,..., } { } { , ,..., } { , ,..., }
ix
n n n n n n
p i i n p pY m m m l l l l
         
                
 1 21 2{ , ,..., }srr r s    , (6) 
where 1 21 2{ , ,..., }srr r s    is the set of conjuncterms of the different ( 1 2, ,..., sr r r ) ranks formed by minimiza-
tion procedure, i.e. that is the desired simple ST-derivative iY x   for the function f. 
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It should be noted that the superscript in the resulting set of (6) is dropped. This shows that the mini-
mization procedure can be performed either in polynomial (PSTF Y  ) or in disjunctive format (STF 1Y ) 
as the elements of the set 1 1 11 2 *{ , ,..., }n n np      are mutually orthogonal conjuncterms.  
In the examples below the minimization procedure will be implemented in the STF 1Y . 
Example 1. Calculate a simple logic derivative for the function 1 2 3 1 2 3 1 2 3f x x x x x x x x x    with re-
spect to variable 2x  by numeric set-theoretical method (this f is borrowed from [20], p. 128). 
Solution. The given function f has canonical STF 1 1{(000), (010), (110)}Y  . Applying the mask 1 3{ }l l  
on its minterms we get: 21 1 1 3{(000), (010), (110)} { } {(0 0), (0 0), (1 0)} {(1 0)}
x
Y l l
           . 
Answer. The simple ST-derivative 2 (1 0)Y x     corresponds to the derivative 2 1 3f x x x    [20]. 
If the function f is given in the SOP or STF 1Y , its conjuncterms should be mutually orthogonalized [21–
23] or turned into the canonical form. We illustrate this in the example described in Section 2, the definition 
of simple ST-derivative for 1 2 3 1 2 1 3( , , )f x x x x x x x   with respect to the variable 1x . Since this function has 
orthogonal conjuncterms having written its STF 1 1{(11 ), (0 1)}Y     according to (6), we obtain 
 11 1 2 3{(11 ), (0 1)} { } {( 1 ), ( 1)}
x
Y l l
            , 
that corresponds to the analytical expression 1 2 3/f x x x    . 
The same result will be obtained for the canonical STF 1Y  of this function f: 
 11 1 2 3{(001), (011), (110), (111)} { } {( 01), ( 11), ( 10), ( 11)} {( 1), ( 1 )}
x
Y l l
               . 
Example 2. Calculate all simple logic derivatives for the function 1 2 3 4f x x x x   by numeric set-
theoretical method (this f is borrowed from [25], p. 46). 
Solution. The given function f has PSTF {(11 ), ( 11)}Y       , on the basis of which the required 
derivatives are obtained in the following way: 
1
2 3 4{ } ( 1 )
x
Y l l l
        , i.e. 1 2f x x   ; 
2
1 3 4{ } (1 )
x
Y l l l
      , i.e. 2 1f x x   ; 
3
1 2 4{ } ( 1)
x
Y l l l
       , i.e. 3 4f x x   ; 
4
1 2 3{ } ( 1 )
x
Y l l l
        , i.e. 4 3f x x   . 
Answer. The simple logic derivatives obtained by numeric set-theoretical method corresponds to [25]. 
2.3. Obtaining of multiple SТ-derivative  
In set-theoretic form the multiple logic derivative of the k-th order (2) for a function 1 2( , ,..., )nf x x x  will 
be called the multiple ST-derivative of the k-th order. Based on the above consideration, the obtaining of the 
multiple ST-derivative can be interpreted as the procedure of conjuncterms of the ( )n k -rank ( k n ) for-
mation in PSTF Y  . To confirm this we will consider the definition of the 2-nd order multiple derivative for 
the function 1( ,..., ,..., ,..., )i j nf x x x x  with respect to the variables ix  and jx . In view of the formulas (1) and 
(2) we have: 
  2 1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )i j n i j n
i j j i j
f f f x x x x f x x x x
x x x x x
            
, 
and, applying the rule (4) and taking into account the expressions 1i ix x   and 1j jx x  , we obtain 
    1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )i j n i j n
j j
f x x x x f x x x x
x x
     
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   1 1 1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., ) ( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )i j n i j n i j n i j nf x x x x f x x x x f x x x x f x x x x      
1 1 1 1 1 1 1 1 1 1 1'( ,..., ,..., , ,..., ) '( ,..., , ,..., , ,..., ) "( ,..., , ,..., , ,..., )i j j n i j j n i i j j nf x x x x x f x x x x x f x x x x x x          . 
Thus, the 2-nd order multiple derivative with respect to the variables ix  and jx  is: 
  2 1 1 1 1 1 1( ,..., ,..., ,..., ) "( ,..., , ,..., , ,..., )i j n i i j j n
i j
f x x x x f x x x x x x
x x    
   . (7) 
For example, the 2-nd order multiple ST-derivative (2) of the function 1 2 3 1 2 3( , , )f x x x x x x  (see the 
example of Section 1) is defined as:      2 11 2 3 1 2 3 2 3 3
1 2 2 1 2
{( 0)}x x x x x x x x x
x x x x x
               
.  
Therefore, in order to obtain the 2-nd order multiple ST-derivative with respect to ix  and jx , i.e. 
2
i jY x x
   , it is necessary to apply a mask of literals with symbols (–) in i-th and j-th positions to bi-
nary minterms 1 2, ,..., pm m m  of canonical STF 1Y  of function f, i.e. 1 1 1 1 1{ }i i j j nl l l l l l         . Thus, 
this procedure (the operator 
2
i jx x   ) is similar to the procedure for obtaining of the simple ST-derivative (6): 
 
2
21 1 2 2 2
1 2 1 1 1 1 1 1 2{ , ,..., } { } { , ,..., }
ix x n n n
p i i j j n pY m m m l l l l l l
      
              , (8) 
where 2 2 21 2 *, ,...,n n np      are the ternary conjuncterms of the ( 2)n  -rank of the formed PSTF Y  ; 
2 2 2
1 2 *, ,...,n n np      are the ternary conjuncterms of ( 2)n  -rank obtained after removal procedure of the 
identical pairs; 1 21 2{ , ,..., }srr r s    is a set of conjuncterms of different ( 1 2, ,..., sr r r ) ranks formed by minimi-
zation procedure in polynomial (PSTF Y  ) or disjunctive (STF 1Y ) format, which is a multiple ST-
derivative of the 2-nd order 2 i jY x x    for the function f.  
Respectively, in order to obtain a multiple ST-derivative of the k-th order 
1 2 k
k
i i iY x x x
     for the 
function f, given by canonical STF 1Y , we need to overlay on its binary minterms the mask of literals 
which has k the dash (–) for those positions that, according to the n-tuple 1 2, ,..., n    , {0,1}i  , be-
long to the variables with respect to which the derivative is searched. 
We should note that in contrast to known methods to obtain a multiple ST-derivative of the k-th order 
by the proposed set-theoretical method, we do not need to perform step-by-step identification of appro-
priate derivatives of the first order (2). 
An algorithm of obtaining a multiple ST-derivative of the k-th order ( {1,2,..., }k n ) for function 
1 2( , ,..., )nf x x x  by numeric set-theoretical method is realized in the following way: 
 on binary minterms of canonical STF 1Y  of the given function f overlay a mask of literals with 
symbols (–) in k positions that belong to k variables with respect to which the function f is differentiated; 
 in the formed the PSTF Y   the pairs of identical ternary conjuncterms of the ( )n k -rank are removed; 
 the minimization procedure is executed on simplified of the set PSTF Y   (or STF 1Y ) and as a re-
sult of which the multiple ST-derivative for given function f is obtained. 
The presented below examples illustrate the proposed numeric set-theoretical method of obtaining 
multiple logic derivatives of arbitrary orders. 
Example 3. Calculate the multiple logic derivative for 1 2 3 4 5 1 2 4 2 3 5( , , , , ) ( )f x x x x x x x x x x x     
2 3 4 5x x x x  with respect to the variables 4x  and 5x  by numeric set-theoretical method (this f is borrowed 
from [21, see exercise 4.13, р. 87], where it be calculated using the XBOOLE algorithm).  
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Solution. The given function f has SТF 1 1{(11 ),(1 0 ),( 10 1),( 0010)}Y         and its canonical 
STF is 1 {(00010), (01001), (01011), (10000), (10001),(10010), (10100), (10101), (11001), (11010), (11110),Y   
1(11111)} . Hence the desired derivative we obtain (8) as:  
 
2
4 51
1 2 3{ } {(000 ), (010 ), (010 ), (100 ), (100 ), (100 ), (101 ), (101 ),
x x
Y l l l
                      
 (110 ), (110 ), (111 ), (111 )}        . 
After removal in the PSTF Y   the pairs of identical elements we obtain a 2-nd order multiple ST-
derivative: 2 4 5 {(000 ), (100 )} ( 00 )Y x x             . 
Answer. 2 4 5 2 3f x x x x     corresponds to [21].  
Example 4. Calculate the multiple logic derivative for ( , , , , )f a b c d e ac abd bde be     with re-
spect to the variables b and c by numeric set-theoretical method (this f is borrowed from [4] p. 307). 
Solution. The given function f has SТF 1 1{(1 0 ), (11 1 ), ( 1 11), ( 0 0)}Y            , conjuncterms 
that are not mutually orthogonal. By transforming it into a canonical STF 1 {(00000),(00010),Y   
(00100),(00110),(01011), (01111), (10000), (10001), (10010), (10011), (10100), (10110), (11000), (11001),
1(11010), (11011), (11110), (11111)} , we obtain the desired derivative (8) as:  
2
1
1 4 5{ } {(0 00), (0 10), (0 00), (0 10), (0 11), (0 11), (1 00), (1 01),
b c
Y l l l
                      
(1 10), (1 11), (1 00), (1 10), (1 00), (1 01), (1 10), (1 11), (1 10), (1 11)}                    . 
After removal the pairs of identical elements from this set we obtain a 2-nd order multiple ST-
derivative:  2 1{(1 00), (1 11)} {(1 00), (1 11)}Y b c              . 
Answer. 2 f b c ade ade      corresponds to [4]. 
2.4. Obtaining the k-th order vectorial SТ-derivative 
The analogical approach is used for numeric set-theoretical obtaining of a vectorial logic derivative of 
the k-th order (3), vectorial ST-derivative of k-th order for function 1 2( , ,..., )nf x x x  with respect to some 
k variables, {1,2,..., }k n . As by definition (3) from the example of obtaining of vectorial logic deriva-
tive of the 2-order for function 1( ,..., ,..., ,..., )i j nf x x x x  with respect to the variables ix  and jx , and tak-
ing into account (4) and (6) as well as properties of the mod-2-sum operation we have: 
  2 2 1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )( , ) i j n i j ni j i j i j
f f f f f x x x x f x x x x
x x x x x x
              
  1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )i j n i j nf x x x x f x x x x    
   1 1 1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., ) ( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )i j n i j n i j n i j nf x x x x f x x x x f x x x x f x x x x    . 
Hence, after removal of identical pairs of formed functions we get: 
 
2
1 1( ,..., ,..., ,..., ) ( ,..., ,..., ,..., )( , ) i j n i j ni j
f f x x x x f x x x x
x x
   . (9) 
Is easier compared to (3) calculate the vectorial logic derivative by formula (9). For example, a vecto-
rial derivative for minterm 1 2 3x x x  with respect to 1x  and 2x  by the formula (3) is obtained this way: 
        2 21 2 3 1 2 3 1 2 3 1 2 3 2 3 1 3 3
1 2 1 2 1 2( , )
x x x x x x x x x x x x x x x x x
x x x x x x
               
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 2 1 3 1 2 1 2 3 1 2 3 1 2 3( 1) ( )x x x x x x x x x x x x x x       , 
and by the formula (9):  2 1 2 3 1 2 3 1 2 3
1 2( , )
x x x x x x x x x
x x
   . 
As in the previous cases, the obtained result of the vectorial logic differentiation, if needed, can be 
rewritten in the SOP f, with replacing the symbol  by the symbol . In the above example we will have 
 2 1 2 3 1 2 3 1 2 3
1 2( , )
x x x x x x x x x
x x
   . 
Respectively, the vectorial logic derivative of the n-th order for the function 1 2( , ,..., )nf x x x  with re-
spect to all variables 1 2, ,..., nx x x  is: 
 1 2 1 2
1 2
( , ,..., ) ( , ,..., )( , ,..., )
n
n n
n
f f x x x f x x x
x x x
   . (10) 
From the expression (9) it follows out that for obtaining the vectorial ST-derivative with respect to ix  
and jx  (the operator 
2 ( , )i jx x  ), i.e. 2 ( )i jY x x  , it is necessary to apply two masks of literals: 
1{ }i j nl l l l         , using which the given minterms 1 2, ,..., pm m m  are rewritten, and 1{ }i j nl l l l          by 
which the positions of binary minterms the corresponding variable ( ix  and jx ) are inverted with respect 
to which the derivative is sought. Due to that, (for the sake of clarity, the masks are shown in the column 
1
1
i j n
i j n
l l l l
l l l l
                  
), we obtain the PSTF 1 2* * *
1 2
, ,..., ,
, ,...,
p
p
m m m
Y
m m m

       
, where * 1( )q i j nm       is the 
q-th minterm formed by application of the mask 1{ }i j nl l l l          on the q-th minterm 
1( )q i j nm       of the canonical STF 1 11 2{ , ,..., }pY m m m  of the function f , i.e.: 
 
2
1 2 *
( , ) 1 1 21 1
1 2 * * *
1 1 2
, ,..., ,
{ , ,..., } { , ,..., }, ,...,
i j
p
x x i j n p
p
i j n p
l l l l m m m
Y m m m m m m
l l l l m m m
 

  
                                
 
 1 21 2{ , ,..., }srr r s    , (11) 
where 
1 2 *
{ , ,..., }
p
m m m     is the set of minterms obtained after removal of identical pairs of elements; 
1 2
1 2{ , ,..., }srr r s    is the vectorial ST-derivative 2 ( , )i jY x x   formed by minimization procedure; *s p .  
As one can see, the definition of the k-th order vectorial ST-derivative differs from the considered al-
gorithm for determining multiple ST-derivative of the k-th order (see Section 2.4) only in the way that 
on the given minterms of the function f are overlay two masks with noninverted and inverted literals, 
where the last ones mask exactly those variables with respect to which the derivative is sought. 
Example 5. To calculate the 2-nd order vectorial logic derivative for the function 1 2 3( , , )f x x x   
1 2 1 3x x x x   with respect to 1x  and 2x  by numeric set-theoretical method (this f is borrowed from [19] 
example 2.5, p. 65). 
Solution. The given function f has STF 1 1{(11 ), (1 0)}Y     and its canonical STF 
1 1{100,110,111}Y  . By the formula (10) we have: 
 
2
1 2( , ) 1 2 31 1 1
1 2 3
100,110,111,{(100), (110), (111)} {(000), (001), (010), (100), (110), (111)}010,000,001
x x l l l
Y
l l l
                
. 
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After minimization of the obtained canonical STF 1Y  the searched the 2-order vectorial ST-derivative 
2 1
1 2( , ) {( 0),(00 ),(11 )}Y x x      .  
Answer. 2 1 2 3 1 2 1 2( , )f x x x x x x x      that corresponds to [19].  
Example 6. To calculate the 1-st order derivative 1f x   and the 2-nd order derivatives 2 1 2f x x    
and 2 1 2( , )f x x   for the function 1 2 1 3 2 3f x x x x x x    by numeric set-theoretical method (this f is bor-
rowed from [26], example 6.2.1, p. 125). 
Solution. The given function f has STF 1 1{(11 ), (1 1), ( 11)}Y      and its canonical STF is 
1 1{(011), (101), (110), (111)}Y  .  
The simple ST-derivative can be obtained as  
 11 1 2 3{(011), (101), (110), (111)} { } {( 11), ( 01), ( 10), ( 11)} {( 01), ( 10)}
x
Y l l
              . 
Therefore, 11 {( 01), ( 10)} {( 01), ( 10)}Y x         . 
Thus, the multiple ST-derivative can be obtained as 
1 21 1 1
3{(011),(101),(110),(111)} { } {( 1),( 1),( 0),( 1)} {( 0),( 1)} {( )}
x x
Y l
                 . 
Therefore, 2 11 2 {( )}Y x x        1 . 
The vectorial SТ-derivative is 
 
2
1 2( , ) 1 2 31 1
1 2 3
011,101,110,111,{(011), (101), (110), (111)} 101,011,000,001
x x l l l
Y
l l l
               
. 
Therefore, 2 11 2( , ) {(000), (001), (110), (111)} {(00 ), (11 )}Y x x       . 
Answer. 1 2 3 2 3 2 3f x x x x x x x      ; 2 1 2 1f x x    ; 2 1 2 1 2 1 2 1 1 22( , ) ~f x x x x x x x x x x        
that corresponds to [26]. 
Example 7. To calculate the 2-nd order vectorial derivative for ( , , , , )f a b c d e ac abd bde be     
with respect to the variables a and e by numeric set-theoretical method (this f is borrowed from [4], p. 309). 
Solution. The given function f has STF 1 1{(1 0 ), (11 1 ), ( 1 11), ( 0 0)}Y             and its canonical 
STF is 1 {(00000),(00010),(00100),(00110),(01011),(01111),(10000),(10001),(10010),(10011),(10100),Y   
 1(10110), (11000), (11001), (11010), (11011), (11110), (11111)} . 
 
2 ( , ) 1 2 3 4 51
1 2 3 4 5
a e l l l l l
Y
l l l l l
        
00000,00010,00100,00110,01011,01111,10000,10001,10010,10011,
                        10100,10110,11000,11001,11010,11011,11110,11111,
10001,10011,10101,10111,11010,11110,00001,00000,00011,00010,
                       00101,00111,01001,01000,01011,01010,01111,01110
        
 
 {(00001), (00011), (00100), (00101), (00110), (00111), (01000), (01001), (01010), (01110),  
 1(10000), (10010), (10100), (10101), (10110), (10111), (11000), (11001), (11011), (11111)} . 
After minimization of the obtained canonical STF 1Y  of the given function f [20] the searched vecto-
rial ST-derivative is 2 1( , ) {( 01 ), (00 1), ( 100 ), (10 0), (01 10), (11 11)}Y a e             . 
Answer. 2 ( , )f a e bc abe bcd abe abde abde         that corresponds to [4]. 
Example 8. To calculate the 3-th order vectorial logic derivative for the function 1 2 3( , , )f x x x  that is 
given by canonical STF is 1 1{(100), (110), (111)}Y  , with respect to the variables 1x , 2x  and 3x  by nu-
meric set-theoretical method (this f is borrowed from [19], p. 66).  
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Solution. According to formula (11) we have:  
 
3
1 2 3( , , ) 1 2 31 1
1 2 3
100,110,111,{(100), (110), (111)} 011,001,000
x x x l l l
Y
l l l
                
 
 1{(000), (001), (011), (100), (110), (111)} . 
After minimization of the obtained set, the vectorial ST-derivative for the given function is 
3 1
1 2 3( , , ) {( 00), (0 1), (11 )}Y x x x      .  
Answer. 3 1 2 3 2 3 1 3 1 2( , , )f x x x x x x x x x      that corresponds to [19].  
3. On the effectiveness of the proposed method 
The basis of the effective assessment of the proposed numerical set-theoretic method for determining 
logiс derivatives of arbitrary orders compared to known methods is the number of procedural steps nec-
essary to achieve the goal. 
As one can see in Sections 2.2–2.4, the algorithm of the proposed method envisages only two proce-
dural steps (the minimization of the obtained result can be considered as the third one, which does not 
matter), and regardless of n and k, namely: 1) overlaying a mask for binary literals of the ( )n k - rank on 
binary minterms of the given function f; 2) removing the pairs of identical ternary conjuncterms of the 
-rank in the set PSTF Y  . 
When calculating the k-th order vectorial ST-derivative (see Section 2.4) instead of the mask of the 
( )n k - rank we can apply simultaneously two masks of the n-rank, one of which has k inverted literals. 
However, this does not affect the number of procedural steps. 
The main drawback of the known methods of the logic derivatives calculation [2–8, 11–13, 17, 21, 
25] is that they are based on an analytical approach [1, 19, 26], where the number of procedural steps 
heavily depends on the n and k. An example that reflects analytical calculation of the logic derivatives 
using a computer is the software package XBOOLE [21]. We illustrate this drawback on a simple exam-
ple of calculation of the 1-st order logic derivative ( 1k  ). 
As stated in [4, p. 305], for differentiation of a function f with respect to one variable we must first assign 
this variable values 1 and 0 consequently and execute the appropriate substitution in the formula of the func-
tion f. As a result, then perform the mod-2-sum operation on the obtained subfunctions, that do not depend on 
this variable, as well as rather complicated further conversions. So, if 1k  , we must perform three proce-
dural steps. For 1k   the assignment procedure will consist of more than three steps, which accordingly 
complicates further transformations. For example, if 2k  , we need consequently assign four values 00, 01 
10, 11 to the variables whose 2-nd order mixed derivative is calculated and, respectively, we need 2k  for k 
values. Using the proposed method for arbitrary k and n it is enough to overlay on the given binary minterms 
only the mask of literals of the ( )n k -rank that simplifies the further conversions. 
Thus, the computational complexity of determining the different types of the k-th order logic deriva-
tives by the proposed algorithm is relatively lower. 
Conclusions 
The described new numeric set-theoretical method for determination of the different logical deriva-
tives types of the arbitrary orders differs by simplicity of realization if compared to the known methods. 
In particular, the definition of multiple ST-derivative of the k-th order does not require to perform step-
by-step identification of appropriate derivatives of the 1-st order and previous assignment procedure. 
The proposed algorithm has relatively less computational complexity due to lower amount of the opera-
tions required for solving the given problem. This is proved in the given examples borrowed from well-
known publications, in order to compare them with the proposed numeric set-theoretic method to obtain 
the different logic derivatives types of the arbitrary order. 
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