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Several existence and uniqueness results are obtained for third order problems 
of the form ZI,,, = f(n), 21(O) and u( KJ) specific&d, plus one additional condition 
at x = 0. Using these results, we solve a nontrivial class of Riemann problems 
for a single conservation law, in the class of rarefraction waves plus discon- 
tinuities which are limits of fourth-order viscous profiles. For a nonconvex 
flux function, the solution so obtained differs, in many cases, from the classically 
“admissible” solution. 
I. INTRODUCTION 
In this paper we present existence and uniqueness results for boundary value 
problems for third order ordinary differential equations of the form 
u 5x5 =fW, u(0) = 0, u(m) = zlr , (l-1) 
with one additional boundary condition at x = 0, which for simplicity we shall 
take to be linear. In (l.l), U, f are smooth real scalar valued functions, and U, 
is specified, subject to f(u,) = 0. 
Much of the motivation for this work arises from a study of possible forms of 
regularization for hyperbolic conservation laws, 
Zlt + g(u>z = 0, -co<x<co,t>O;u(x,O)given. (1.2) 
Weak solutions of (1.2) are not unique; the physically “correct” solution 
may be defined to be the limit, as E + O+, of the solutions of 
lit + g(u)= = EU,, . (1.3) 
For scalar valued u, this is equivalent to the Oleinik entropy condition [13]; 
a discontinuity between two states u- (or the left) and U+ (on the right) is ad- 
missible in the solution of (1.2) if and only if 
(u+ - U-)k(Z~) - du+) - s(u - f.J+)l > 0 
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(1.4) 
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for all u between U- and 21; , where s, the propagation speed: is given by 
s(u+ - u-) = g(u+) - g(uJ. (1.5) 
Another interpretation of (1.3) is that the admissible discontinuities in the 
solution of (1.2) must correspond to “viscous profites,” i.e., solutions of 
% = -f(u), u(-03) =u-, u(+co) = U+ (14 
in whichf(g) is identified as the negative of the expression in brackets in (1.4). 
The esistence of such viscous profiles, for different forms of regularization 
of (1.2), has received considerable attention, e.g. [I, 2,4, 141. It is known that 
different choices of regularization term can cause different weak solutions of 
(1.2) to be obtained [3, 5, 161. Furthermore, the selection of a regularization 
term is an essential step in the construction of difference schemes for problems 
of the form (1.2) [ls]. I n g eneral, the order of accuracy of a difference scheme is 
iimited to one less than the order of regularization, so that schemes based on 
(1.3) are only first order accurate [6, 81 and of very limited practical value. 
Higher order accuracy can in principle be obtained for difference schemes 
based on 
an example of such a second order scheme is described in [12]. One question 
is then whether the solutions of such schemes converge to the correct weak 
solution of (1.2) assuming that they do converge. This can be expected if the 
admissible discontinuities are limits of viscous profiles, solutions of 
Kmz = f(U), u(-co) =u-, u(fcc) = u+ . (1.8) 
Two existence theorems for (1.8) are known; one applies to systems, but 
requires very weak discontinuities [7]. The other is as follows [lo]: 
THEOREM 0. Szlppose that f is Lipschitz coztinuous, ad that there exist two 
numbers k_ , k, , k- < u- < U+ < k, , such that 
f (4 < 0, u- < u < u+ ; f(K) =f&+) = 0; f@> > 0, 
0.9) 
k- ,( u < u- , u+ < u < k, 
and 
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then there exists a solution of (1.8), with values k- < U(X) < k, . A completely 
analogous result holds for the case u, < u- . 
The hypotheses of Theorem 0 are somewhat stronger than the entropy 
condition (1.4); we can, however, expect the limits of (1.3) and (1.7) to coincide 
in many cases, for example when g (and hence f) is a convex function of u [9]. 
Proving existence for (1.1) is easier than for (1.8); therefore somewhat more 
general results have been obtained. In view of the above discussion, however, 
we shall be especially interested in solutions of (1.1) which can be extended to 
solutions of (1.8) by symmetry with f an even function of u, and u an odd 
function of X. 
A brief outline of our discussion follows: in Section 2, we prove existence 
theorems for (1. l), with various forms of the additional boundary condition at 
x = 0. The technique employed is basically a variation of that developed in [lo]. 
In section 3, we obtain the existence of two classes of solutions of (1.8) which 
do not satisfy the entropy condition (1.4). These solutions are obtained by 
solving (1.1) subject to u,,(O) = 0 and extending u as an odd function of x. 
One class of solutions corresponds to a sufficiently small violation of (1.4) in 
the middle of the interval (u- , u+). Such solutions might be expected, on the 
grounds that (1.8) being of higher order than (1.6) might smooth out small 
variations in f, so that sufficiently small violations of (1.4) might not be detected. 
It is clear from our analysis that there are many other forms of nonconvex f 
for which such solutions exist. 
The other class of unphysical solutions corresponds to violation of (1.4) near 
the endpoints of the interval (24~ , u+). These solutions are isolated, occurring 
only for special values of u- , u+ . However, the existence of such solutions 
represents a serious danger to numerical methods, because under very general 
conditions such unphysical discontinuities are numerically stable, and even 
attracting [6, 111. In view of these results, it appears extremely unlikely that 
difference schemes based on (1.7) can be devised which always converge to the 
correct weak solution of (1.2). However, for practical purposes, this may not be 
necessary. 
In section 4 we consider the symmetric Riemann problem for (1.7) for a 
special class of nonconvex g. Conditions are found in which the symmetric 
Riemann problem can be solved uniquely, in the class of rarefraction waves 
plus discontinuities corresponding to solutions of (1.8). The isolated, un- 
physical solutions of (1.8) play an essential role in this process. It is clear a priori 
that for nonconvex g, the limits of the solutions of (1.3) and (1.7) cannot coincide 
in general. Contact discontinuities, for which g’(u+) and g’(u-) are equal to s, 
may satisfy (1.4) and thus be permitted in the limit of solutions of (1.3). For 
such discontinuities, however, f(u) does not change sign; thus (1.8) cannot have 
a solution, and such discontinuities will not appear in the limits of solutions 
of (1.7). 
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II. EXKTENCE OF SEMIORBITS 
In this section we obtain existence theorems for the problem (1 .I) with an 
additional boundary condition at x = 0. Multiplying 
Gm =fW (2-l) 
by ~1, and integrating by parts, we obtain 
u,(b) zl,,(b) = u,(a) u,,(a) + jab &. dx + jU;yf@:) da (2.2) 
which will be used repeatedly below, as an a priori estimate for solutions of (2.1). 
~EiMMA 1. If f is Lipschit continuous mzd has distinct zeros, then bozmded 
senzioFbits of (2.1) convmge. 
Proof. Let u satisfy (2.1) and be bounded for 0 < x < co. Clearly the first 
three derivatives of u are also bounded, so that from (2.2) we have 
s cc1 u;, dx < c. 0 
If zl fails to converge, it attains an infinite sequence of local maxima and 
minima. We may choose a subsequence of local maxima converging to I+ , 
and a subsequence of local minima converging to U- , with U+ > u- . We must 
have f (a,) = f(u-) = 0; o th erwise, (2.3) will be contradicted by the contribu- 
tions to J-u:+ from the immediate neighborhood of the local extrema. But if f 
has distinct zeros, each oscillation between u- and ~1, results in a contribution to 
jz& which is bounded away from zero, since 1 U, / is bounded. Thus (2.3) 
could not hold, and the lemma is proved. 
In the following, we assume that f is Lipschitz continuous, and satisfies 
f(u) < 0, ZL < u, ; f (u,.) = 0; f (27) > 0, u > 24,. . (2.4) 
THEOREM 1. In addition to (2.4), suppose that 
.r 
0 
-_f(v)dv = -03, and 
s 
omf(v) dzl = CC; (2.5) 
then for any p thepe exists a solution of (1.1) with u,(O) = p. 
THEOREM 2. In addition to (2.4), suppose that there exist cl , cp such that 
I.f(zl)l 2 Cl > 0 for I u - u, I 2 4 > 0; (2.6) 
then for unly q, there exists a solution of (1.1) with u,.(O) = q. 
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THEOREM 3. Suppose that (2.4) and (2.5) hold; then for any (Y > 0, /3, there 
exists a solutiolz of (1.1) .with 
u,(O) = %xiO) + B- (2.7) 
Proof of Theorem 1. For sufficiently large values of u,,(O), say u,,(O) > q+ , 
the solution of (2.1) with initial data u(O) = 0, u,(O) = p, u,,(O) > 4+ will 
increase indefinitely, in view of (2.4). Similarly, for u,,(O) < q- , the solution 
of the initial value problem will decrease indefinitely. Let I denote the internal 
[n- , CJ+]. Let k+(k-) be such that 
s k+ f(e) dv = I P I (I q+ I + I q- I), o hf (u) dv = - I P I (I q+ I + I Q- 1); 
such values exist because of (2.5). Let S+(S-) be the set of values of q E I such 
that the solution of (2.1) with 
u(0) = 0, %@> = P! %m = q cw 
achieves the value u = k, (u = kJ. The sets S* are nonempty and disjoint. 
Setting a = 0, u(b) = k* in (2.2), if follows from the choice of /zh that the right 
side of (2.2) is positive; thus u,(b) # 0 and the sets S+ are both open, by the 
implicit function theorem. Thus S+ u S- is not all of 1, and there exists 4 E I 
such that the solution of (2.1) (2.8) is bounded between k- and k, , Using 
Lemma 1, this semiorbit satisfies u( co) = u,. , and thus the proof is complete. 
Proof of Theoyenz 2. The proof of Theorem 2 is very similar to that of 
Theorem 1. The stronger requirement (2.6) in place of (2.5) is used to show 
that for fixed 2 and sufficiently large 1 p 1, the solution of (2.1) (2.8) increases 
or decreases indefinitely. 
Proof of Theorem 3. Let k, , k- be determined by 
(2.9) 
let q+(q-) be such that the solution of (2.1) with initial data obtained from (2.7), 
u(0) = 0, and u,,(O) = q+(q-), achieves the value u = k+(k-). It follows from 
(2.2), (2.7), (2.9) that semiorbits achieving the values u = k* do so with u, f 0. 
The proof proceeds as for Theorem 1. 
In the special case that the specified value of ~~(0) or zl,(O) is 0, the require- 
ments off can be weakened. For u,. > 0, (2.5) or (2.6) may be replaced by the 
existence of x > 0 such that 
jo” c ) ?f u du > 0, (2.10) 
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and the solution satisfies 
0 < U(X) < k, < 2, x > 0, 
.*k+ 
where Jo f(v) dv = 0. (2.11) 
Similar results apply for 2(, < 0. 
In the special case that f is a nowhere decreasing function, the solutions 
obtained in Theorems l-3 are unique. In particular, we have the following 
which will be used in the proof of Theorem 7 below: 
COROLLARY. Let f be nondecreasing in [0, k,], with k, given by (2.11 j. Th.en 
there exists a unique p such that the solution of u,,, = f (u), u(0) = u,,(O) = 0, 
u,(O) = p remains zuitlain the interval [0, k,]. 
III. ORBITS CORRESPONDING TO UNPHYSICAL DISCONTINUITJES 
In this section we obtain two examples of solutions of (1.8) which correspond 
to unphysical discontinuities in weak solutions of (1.2). In both cases we solve 
half-line problems, the solutions of which can be extended by symmetry. 
Our first result is the following: 
THEOREM 4. Suppose f is Lipschitx continuous, and satisfies 
f(u) > 0, 0 < 11 < u(J ; f (24) -=I 0, 240 < u < 24, ; f(u) > 0, 
f@o) =f (%) = 0 
(3.1) 
11 > u, ; 
and that there exists k, > u,. such that 
I 
k+ 
f @) dv = O- WI 0 
Suppose in addition that 
then there exists a solution of (1.1) with ~~~(0) = 0, with values 0 < u(x) < k+ 
for all x > 0. 
We note that J’i’ f (v) dv < 0 is a necessary condition for the existence of such 
an orbit, using (2.2) with a = 0, b = oo; this is implied by (3.3). 
Proof. We proceed as with Theorems l-3, with k, obtained from (3.2) and 
k- = 0. Clearly there exists a p, > 0 such that the initial value problem for 
264 M. S. MOCK 
(2.1) with u(0) = 0, ~~(0) = p, , u,,(O) = 0 has a solution achieving the value 
u = h, . We choose p- equal to 0. 
It suffices to show that for some p E (p- , p,), the semiorbit obtained from 
(2.1) with u(0) = 0, u,(O) = p, u,,(O) = 0 actually achieves the value u = 0 
for some positive X, i.e., that S- is not empty. To do this, it suffices to show that 
for somep, the semiorbit achieves a local maximum, say at x = 3, with u(f) < u.~ . 
A subsequent local minimum, at x = x with 0 < U(Y) < ~(3) is impossible: if 
U(X) < u,, , (2.2) with a = 6, b = g is contradicted; if z+, < u(g) < u(g), (2.2) 
with n = X, b = d is contradicted. 
Our choice for p is 
with this choice, it is readily seen that the solution of (2.1) with u(0) = 0, 
U,(O) = p, u,,(O) = 0 satisfies 
where x0 is determined by u(xJ = u0 . 
Forx>xo,u>uo,let5=l/u~, which we regard as a function of U; f 
satisfies 
5, = -$%c 3 5” (j-y &4 IfWl du - $), 0 
using (2.1) and the definition of 5. From 5, > -(p’/~,,)[~, f(u,) > 1/2p, we 
have readily 
EW 3 & ($gZ. 
Thus 
(3.7) 
clearly EJ cannot exist in the interval [u,, , V u ] if the integral of the right side of 
(3.8) from u = u,, to u = u,~ exceeds 2p2, which is implied by (3.3), after a partial 
integration and use of (3.4). This completes the proof. 
LEMMA 2. The solutions of (1.1) whose existence is obtained in Theorems l-4 
oscillate idenjnitely, i.e., they axe not monotone in any interval (L, a). 
Proof. This follows immediately from the assumed properties of f near 
u = u, . In particular, if the solution were monotone for x > L, then 
%.?44 = - mf(zl(y)) gv s x 
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would be violated. This property will be used in the proof of Theorem 7 below. 
We next discuss a class of solutions of (1 .l) which, in contrast to those 
described above, are isolated and monotone. An explicit example is H(X) = tanh X, 
24, = 1, f(u) = -2(1 - ?.S)(l - 34. 
THEOREM 5. Let f (u) have a local maximum at u = a?, zc > 0; suppose that 
(c.f. Fig. 1 below witlz f = -g) 
I ‘%I (f(u) -f(uo)) du = 0 0 (3‘9) 
for some u. > ii, with f (0) <f (uo), f’(u) 2 0, 0 < u < 27, and f’(u) < 0, 
ii < 24 < 240. Then for some u,,, E (c, uo), thue exists a monotone (increasing) 
solutioz of 
U zjc2 = f(u) - f (z&J, u(0) = 0, u,,(O) = 0, u(a) = u,, . (3.10) 
Furthermore, all nonnegative valued solutions of (3.10) arc monotone &creasing in E. 
THEOREM 6. Suppose in addition that f “(u) < 0 andf “(u) 3 0 for Al < u < uo; 
then the value of u, such that a solution of (3.10) exists, and the solution of (3.10) 
for this value of u, , are unique. 
Proof of Theorem 5. To show that a monotone solution exists, let 4 = u,aY 
regarded as a function of u. By straightforward differentiation, C# satisfies 
4” = 2(f (u) -f(u&-“” (3.11) 
where primes denote differentiation with respect to u. For “co E (9 uo), we 
consider the initial value problem (in the negative u direction) 
4”(u) = 2(f (u) - f (w)W1’“(u), C(w) = C’(w) = 0; (3.12) 
l#(u) - (-f’(w))2’3(u - w)” as u -+ w-. (3.13) 
It suffices to show the existence of 20 such that d(u) > 0 for all 0 < u < w, 
and $‘(O) = 0 (since $’ = 2u,,); then u satisfying (3.10) is recovered from 4 via 
x(u) = j-I c+-““(v) dv, 
0 
and u, = w. 
For w = ii, the right side of (3.12) is negative for essentially all u E (0, S), 
and the solution of (3.12), (3.13) cannot even be extended to u = 0. As w is 
increased, the solution of (3.12), (3.13) will eventually reach u = 0. For this 
value of w, C’(O) > 0, since we have d(u) > 0 for u = Of and u"(O+j < 0. 
from (3.12) and the hypothesis f(0) < f(uo). 
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We claim that for w = u,, , 4’(O) < 0, so that by the intermediate value 
theorem, our required value of w exists (since 4’(O) is clearly continuously 
dependent on w). Suppose not; let z& be the value of u E (0, il) such thatf(u@ = 
f(u,,); then there exists u, E (0, ui) such that $‘(u,,) = 0, and 4 is decreasing in 
(Ua 7 uo>. 
Then 
= -2 j-” (f(v) -f(u,,)) @1’2 dv - 2 j-:” (f(v) -f(u,,)) +-l’z dv 
% % 
-=c -‘WX”” [s:.” (f(v) -f(G) dv + j=; (f(v) - f W> dv] 
-=c -W(4>-“” [I” (f(v) -f(d) dv + j-1 (f(v) -f&J> dv] 
=o 
is our desired contradiction, where we have used (3.9) in the last step. 
The absence of nonmonotone solutions of (3.10) follows easily from (2.2), 
by consideration of local extremum points. We omit the details. 
The proof of Theorem 6 requires the following. 
LEMMA 3. Suppose f’(u) < 0, f”(u) < 0, and f”‘(u) > 0 in ii < u < u,, ; 
for $xed w in (ti, u,,), let h be de$ned by 
jqv) = f'(v) -f'(w) 
f(v) -f(w) ' 
U<v<w. 
Then h is a decreasing function of v. 
Proof. By straightforward differentiation, h’ < 0 ifj(v) = f “(v)( f (w) - f(w)) 
-f ‘(v>(f ‘(v) -f’(w)) < 0. 
Sincej(w) = 0, this will be true if 
i’t4 = f”W( f (4 - f(w)) + f “k)( f ‘(w) - f ‘(4) > 0, 
which follows from the hypotheses on f. 
Proof of Theorem 6. Using the notation of the previous proof, it clearly 
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suffices to show that 4’(O) is a strictly decreasing function of ZU. Let B < zu, < 
20, < ug ) and let 7, $ satisfy 
7f = 2(f(u) -f(wl)) q-1’2, 0 < 2.4. < w1; 
rl(“) - (-f’(w1>)2’3 (u - Wl>p, u+w1- ; 
#” = w+4 -f(W2N w2> 0 < u < wg ; 
$w> - (-f’(w2))2’3 (u - w,y, u-+w2-. 
The hard part of the proof, which we defer, is to show that 
(3.14) 
(3.15) 
g@ f w2 - q) > ?(@l and #‘(B+ w2 - w,) < q’(it); (3.16) 
from (3.16) and (3.15), it then follows that #(a) > TJ(ZC) and q(e) < r,‘(a). Let 
w; , wi be determined byf(w;) =f(wd,f(wk) =f(wa). Since ws > w1 , w; < w; . 
For the interval (WI , u), we multiply (3.14) by v’ and integrate, obtaining 
(3.17) 
and a completely analogous relation for Q!J. Since .f’ > 0 in this interval, we have 
#‘(WI) < I’ and #(WI) > I. For w;l < u < ~0; , j #’ / increases while 
1 7,’ 1 decreases, so #‘(w.;) < q’(wi) and #(wi) > I. Finally, for 0 < u < zui ) 
rj” and #” are both negative, but sincef(w,) <f(w,), it is clear that ! $” / < 1 T” j 
and so $’ remains algebraically less than 7’ and Z/J greater than +q down to zd = 0. 
To obtain (3.16), we consider the first variation in w (with w - u fixed) of 
(3.12), (3.13). Let 6 denote the variation of +, satisfying 
8” = -(f(u) -f(w)) p/v + 2$-‘/“(f’(a) -J’(w)), (3.18) 
e(u) - - $(-f’(w))-‘!“f”(w)(u - zu)2 as U+W-. (3.19) 
It suffices to show that 19’(u) < 0 for ii < u < w < u,, . Clearly e(z) > 0 
and e’(u) < 0 for 1 zc - w 1 sufficiently small. Let J be the interval up to w in 
which 0 > 0 and 0’ < 0. For zl E J, Y’(u) < 2+-ii”(f’(zc) - f’(w)), so that 
e(U) < 2 j’m (ZJ - u)$-i’2(v)(f’@) -f’(W)) dv, 
u 
and 
e”(u) 2 2&1’2(U)(f’(U) -f’(W)) - 2(f(u) -f(w)) +-“‘“(u) JGW (w - u) r$--““(?I) 
x (.f’W -f’(w)) dv 
= 2$kll”(u)(f’(u) -f’(W)) - (f(u) -f(w))@“‘“(24) 
(3.20) 
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using (3.12) for @1/Z in the last step. The factors inside the integral in (3.20) 
are all positive, so we may use Lemma 3 to obtain 
B”(u) > 2rp’“(u)(f’(u) -f’(W)) - (f’(U) -f’(W)) $k”‘“(u) juw (v - 24) f(n)dv 
= ~-1’2(w’(~) -f’(w)>, 
so that 8” remains positive and the interval J extends all the way back to u = C. 
This proves (3.16) and thus completes the proof of Theorem 6. 
IV. A SYMMETRIC RIEMANN PROBLEM 
We consider the initial value problem (1,2) with initial data of the special 
form 
24(x, 0) = 24, ) x > 0; u(x, 0) = ---UT ) x < 0, 24, > 0, (4.1) 
and g(u) as shown in Fig. 1, extended as an even function for negative u. 
FIG. 1. Assumed form of g as a function of u. 
The solution of (1.2), (4. l), is a function of x/t, in general discontinuous. The 
existence theorems obtained above plus Theorem 7 below, enable us to solve 
the problem (1.2), (4.1) in the class of rarefraction waves, in which u is con- 
tinuous and determined by 
g’(u) = x/t, (4.2) 
plus discontinuities which are limits of fourth-order viscous profiles, i.e., 
solutions of (1.8). In general, the solution obtained is not the “physical” solution, 
i.e., the limit of the solutions of (1.3); indeed, the “unphysical” monotone 
solutions obtained in Theorems 5, 6 play an essential role. 
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Our quantitative assumptions on g are that it is convex upwards for u > u0 , 
where 
&lo) = g(4J = 0, (4.3) 
and that the value U, for which there exists a monotone solution of (3.10) with 
f = -g, be unique. Because of an arbitrary additive constant in g, (4.3) invoIves 
no loss of generality. The hypotheses of Theorem 6 would of course imply 
uniqueness of u?,, , but these are not explicitly used below. 
Our solution of the Riemann problem (1.2), (4.1) is as follows: 
For 0 < U, < ui, the existence of a viscous profile between -Y,. and u, 
follows from Theorem 2 (or Theorem 0) so that the solution is simply 
u(x, t) = u(x, 0). (4.4) 
For ZL; < u,~ < z&, where u.; is determined by g(aJ = g(z&), (2.10) is not 
satisfied for any z > 0, and thus the above results are not directly applicable. 
However, the solution is still given by (4.4), in view of the following extension 
of Theorem 2. 
THEOREM 7. Suppose thz value of u, E (ii, uo) for whrch there exists a solutiort 
of (3.10) (zuith f = -g) is unique; then for any w E (I.&, &) the exists a non- 
negative valued solution of 
%lx = -g@) + g(w), x > 0; u(0) = u,,(O) = 0, “(Go) = w. (4.5) 
We defer the proof. 
For u& < u, < u,~, , the solution of the Riemann problem is shown in Fig. 2, 
and is given by 
u(x, t) = u, , x > st, 
= u, , 0 < x < st, 
= -34,) -st < x < 0, (4.6) 
= --a,, x < -st, 
where s = (g(u,J - g(z+.))/(unL - z+). The di scontinuity between u,. and u, (or 
-zc,? and -u,,J is a limit of solutions of (1.8), using Theorem 0. 
Finally for u, > u, , we have 
4% t) = UT- , 
g’(u) = x/t, 
4% tj = %n f
u(x, t) = -21, , 
g’(u) = x/t, 
u(x, t) = -?A, ) 
x/t 3 g’(u,>; 
u, d u < u, , or d&J d x/t < g’G4-j; 
0 -=c x/t d g’(%J; 
g’(-urn) < x/t < 0; (4.7) 
-u, < u < --I& , or g’(-ul.) < x,‘t < g’(u.,,); 
x/t < g’(-u,); 
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x- -st 
X 
x = st 
-Ur 
-"Ill 
FIG. 2. u(x, t) for fixed t > 0, for case uk < ur < .um. 
x=g’(-ur It - 
- 
x=g’(uJt 
- “In 
FIG. 3. u(x, t) for fixed t > 0, for case u, > urn. 
the solution consists of one discontinuity and two rarefraction waves, as shown 
in Fig. 3. 
The solutions (4.6), (4.7) are readily observed in numerical experiments, using 
difference schemes based on (1.7) such as those described in [I 1, 121. 
With the additional assumption that g is convex in the interval (z& , us) the 
solution of the Riemann problem (1.2), (4.1) described by (4.4), (4.6), (4.7) is 
unique in this class of admissible discontinuities. This follows from the fact 
that u,, is the only value of u larger than uk which can be directly connected to 
some negative value of u. In particular, u, is the only value of u which can be so 
connected and for which g’(u) > 0. Thus u, must be one endpoint of all 
rarefraction waves. The convexity of g in (& , ua) is used to assure that the 
discontinuities between u, and Us in (4.6) are not broken up. 
It remains to prove Theorem 7. For 0 < w < u& , let P(zu), Q+(w,L)j 
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Q-(w,L.) be three subsets of R, with the following properties: the solution of 
the initial value problem 
%m = g(w) - ‘&4 u(O) = Z&(O) = 0 (4.8) 
with ~~(0) E P(W) satisfies U(CO) = w; the solution of (4.8), ~~(0) E Q+(w, L) 
achieves the value zd = z? at a point L < .r < 2L; the solution of (4.8), u,(O) E 
Q-(~0, L) achieves the value u = 0 at a point L < x < 2L. Orbits are considered 
terminated when they hit u = nor u = 0 ,at x 3 L; thus for sufficiently large L, 
depending on w, P, 0% are disjoint. Let T*(zu, L) (JAhl>L &(w, M). 
Let X be the subset of (0, z&J with the following property: for w E X, P(w) 
is closed and nonempty, and for any 6 > 0, there exists L sufficiently large that 
dist(Q+(zu, ill), P(w)) -=c 6 for all M 3 L. (4.9) 
It follows from the corollary at the end of section 2 that X is not empty, 
containing sufficiently small positive w, with a single point for P(w). We next 
show that X is open. Given w E X, choose L sufficiently large that P(w) and 
T+(w, L) are disjoint. For any 6 > 0, the set 
P = (p / dist(p, P(w)) < S} intersects T+ and T- . 
For positive w’ - w sufficiently small, some of the solutions of 
u,,, = g(w’) - g(u), u(0) = u,,(O) = 0, u,(O) E P (4.10) 
will achieve u = .@ at x > L, and some u = 0 at IV > L; thus P” n T*(zu’, L) are 
not empty. Indeed, those sets are open. To see this, we use Lemma 2; the 
solutions of (4.8) have local extremum points close to zu. For sufficiently small 8 
and w’ - zc, so do the solutions of (4.10). Applying (2.2) to the solutions of 
(4.10) which hit u = Al or u = 0 at x > L, with a equal to the value of TC at such 
an extremum point and b the value of x where the orbit hits u = c (or u = 0), 
it follows that zl,(b) + 0. Thus P n TI(.w’, L) are open by the implicit function 
theorem. Thus P(w’) = P” - T+(w’, L) - T-N’, L) is closed and nonempty. 
The solutions of (4.10) with u,(O) E P(w’) are bounded between 0 and zi, for 
R > L, and so must converge to w’. Thus P(w’) as obtained above is independent 
of the choice of L, and since L can be taken arbitrarily large, it follows that 
zu’ E x. 
Next let (w.,J~=r E X approach a limit w from below. Without loss of generality, 
taking a subsequence if necessary, we assume that (lub P(wn)ir (glb P(w,)> also 
converge. Applying (2.2) with a = 0, b = co, to the solutions of 
u a?Jzz = R(%) - g(u), u(0) = US2!(0) = 0, u,(O) E P&J, (4.1 I) 
it follows that fr .T,, dx is bounded for these solutions independently of n. Then 
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from (2.2) with a any maximum point, b = co, 1 ~~~~,f(z~) dv j is bounded 
independently of n, and so u satisfying (4.11) is bounded from above, inde- 
pendently of n. We also have U(X) > 0, for all x > 0 and all n. If {p,J~=r con- 
verges to p,p, E P(wJ, then the solution of (4.8) with u,(O) = p is clearly 
bounded and thus convergent. The limit of such an orbit need not be w; it 
might be the value of u > u for which g(u) = g(w). However, by hypothesis, 
this happens only for w = u& . We assume w < uh, below. 
The set of p which are limits of p, E P(w,) is closed. Thus to show that 
w E X, and thus that X can be continued up to u:, , it suffices to show that (4.9) 
holds. 
For fixed L, if {~~}t=r converges to 4, qn E Q+(w,~ , L), then 4 E Q*(w, L), so 
the Q*(w,L) are not empty. The T*(w,L) are open sets, by the same argument 
as above. If {?/n}~z:=l is a convergent sequence in T+(w, L), with yn E Q+(w, nL), 
then the limit is in P(zu). A similar statement holds for T- . Thus (4.9) holds, 
and the proof is complete. 
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