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Summary
Since under the UMTS framework, the development of S-UM TS follows that of T -  
UMTS with the ultim ate aim of achieving close integration between S-UMTS and 
T-UM TS air-interface designs, closed-loop transm it power control (TPC) remains 
a physical-layer procedure option for enhancing the performance of S-UMTS. In S- 
UMTS, however, closed-loop TPC  should be modified to take into account large TPC 
command delays due to propagation.
In this thesis, we study strength-based closed-loop TPC  schemes for S-UMTS in 
order to develop TPC  schemes tha t m itigate the effects of T PC  command delays due 
to propagation. The study focuses on link-level analysis of the SW -CDMA based 
air-interface for the S-UMTS.
Firstly, a m athematical model describing the dynamic behaviour of the closed-loop 
TPC has been developed as a stochastic difference equation, where the effects of TPC 
command delays in the presence of random disturbance are modelled as a random 
walk process, with a probability density function (pdf) of the T PC  error process as 
its solution. The pdf is obtained by solving a corresponding Fokker-Planck equation 
whose derivate moments are obtained via statistical linearisation. The results show 
that although it is widely accepted tha t the TPC  error process is lognormally dis­
tributed, the nonlinearity due to the fixed TPC  step-size may flatten the pdf when 
the TPC  delays and step-size are large.
Secondly, predictive TPC  schemes th a t mitigate the effects of delays and adaptive 
techniques tha t improve upon the performance offered by standard algorithms have 
been proposed and evaluated through M onte-Carlo simulations. In particular, a simple 
LMS algorithm has been chosen as an appropriate tracking algorithm for the predictive 
TPC schemes in S-UM TS, and in order to improve upon the performance offered by 
the standard LMS algorithm, a filter-shaped LMS algorithm for predictive TPC  has 
been proposed for S-UMTS. Furthermore, the simulation results have shown that step- 
size adaptation, when complemented with power prediction, significantly improves the 
performance of the closed-loop TPC  schemes even in the presence of TPC  command 
delays.
Finally, numerical results have shown that the accuracy of T PC  has significant influ­
ence on the capacity. For example, a modest improvement in the standard deviation 
of the TPC  error from 1.5 dB to 1.0 dB may yield a capacity improvement from 21 to 
32 users per spotbeam: a relative gain of approximately 50%.
Therefore, closed-loop TPC  remains an im portant radio resource management pro­
cedure for m itigating slow-fading due to shadowing in S-UM TS, power prediction 
m itigates the effects of TPC  command delays, and more accurate TPC  schemes are 
necessary to realise high capacity S-UMTS networks.
K ey  w ords: Power control, S-UMTS, Predictive power control. Mobile Communica­
tions.
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Chapter 1
Introduction.
In recent years there has been a growing demand for m ultimedia services on a global 
scale motivated by three factors: tremendous success of cellular terrestrial mobile tech­
nology in providing personal voice communication service and low-speed data  services 
( for example, SMS), proliferation in the use of the Internet, and the emergence of the 
economic paradigm of the global village. While second generation (2G) mobile cellu­
lar technologies such as GSM and IS-95 could cope with a large variety of services, 
they were inadequate for high-speed multimedia applications [1]. Consequently, a new 
mobile telecommunication technology was required to cope with the high-speed multi- 
media applications. Towards th a t end. International Telecommunications Union (ITU) 
standardised a new technology termed International Mobile Telecommunications 2000 
(IMT-2000), generically called third generation (3G) technology. In response, several 
research and standardisation organisations have contributed towards the definition of 
IMT-2000. A contribution from the European Telecommunications Standards Insti­
tu te (ETSI) is referred to as Universal Mobile Telecommunication System (UMTS), 
and forms one of the family of IMT-2000, 3G standards [2].
The satellite component of the UMTS (S-UMTS) plays a complementary rather than a 
competing role with the terrestrial component (T-UM TS). In this role, S-UMTS offers 
an opportunity for extending 3G services to places where terrestrial systems are not 
economically viable (low density areas), not applicable (maritime and aeronautical), 
and not available (most rural areas in the developing countries) [3],[4], It also offers
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more economic means of delivering broadcast/m ulticast services [5].
The UMTS framework aims to achieve close integration between the satellite and 
terrestrial components; which accordingly, calls for commonality between their a ir- 
interface designs. Consequently, since the T-UM TS has adopted the wideband code 
division multiple access (WCDMA) as its basic access scheme, the S-UM TS has also 
adopted WCDMA as its basic access scheme. The WCDMA has been chosen be­
cause of its advantages over other access schemes such as time division multiple access 
(TDMA) and frequency division multiple access (FDMA) [6]. CDMA systems have 
high bandwidth efficiency because the same frequency can be reused in each cell or sec­
tor. In addition, CDMA systems have the potential of offering high capacity because 
they exhibit no hard capacity lim it but rather degrade gracefully with an increase in 
the number of active users [4], However, in order to realise the high capacity, transm it 
power control (TPC) is indispensable in such CDMA systems [7],[8].
The T PC  is a process of regulating transm itter power to ensure th a t the transm itter 
radiates necessary power commensurate with the quality of service requirement. It is 
used as a radio resource management technique to reduce the effects of MAI, balance 
the received power against the near-far problem and fading, and save precious battery 
power. There are mainly two types of TPC: open-loop and closed-loop TPC schemes. 
The open-loop T PC  scheme uses measurements of the received power on the forward- 
link to adjust the transm itter power on the reverse-link. It is used to set the initial 
access channel transm itter power, and coarsely compensate large abrupt variations of 
the path-loss. The closed-loop TPC  scheme, on the other hand, depends on feedback 
information as it uses measurements a t the gateway station (GWS) to instruct each 
user equipment (UE) to adjust its transm itter power accordingly. The closed-loop 
scheme, therefore, provides fine correction of the signal-level variations [9].
1.1 Previous Work.
Since the potential of using spread spectrum  technique in civil applications was demon­
strated through CDMA, the T PC  has received much interest among researchers. How­
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ever, the question of TPC  in satellite systems predates, and is not limited to the use 
of CDMA in civil applications.
Ince et al. in [10] examined three TPC schemes: constant ground term inal transm it 
power (CTP), constant satellite power (CSP), and adaptive satellite power (ASP) 
through simulation and laboratory experiments for satellite communication systems 
based on FDMA with the aim of m itigating the effects of external factors such as 
rain, clouds, wind, tem perature changes, equipment aging and maintenance. The 
results indicated th a t ASP sharing scheme offered substantial gains in the link-margins 
and link availability. An analytical examination of TPC  schemes for FDMA-based 
satellite communication systems operating in the K a-band was also conducted by 
Lyons in [11]. The results showed th a t power control was an attractive alternative to 
diversity. Similarly, more recently, Hwang et al. in [12] analytically examined power 
control and diversity as countermeasures against fades due to rainfall in a satellite 
system based on CDMA operating within the Ka-band. They demonstrated th a t 
a combination of power control and diversity significantly counteracts the effects of 
fading due to rainfall.
Apparently, these researchers reached the same conclusion; T PC  is necessary for m it­
igating the effects of rainfall, clouds, wind, tem perature changes, equipment aging 
and maintenance. However, their studies were limited to fixed satellite communica­
tion systems where the channel time variations due to m ultipath and shadowing are 
insignificant. Extension of research work on TPC  to mobile satellite systems (MSS), 
where the m ultipath fading and shadowing are significant, has focused on open-loop 
TPC  schemes. The reason is tha t fast closed-loop TPC schemes are considered less 
effective in satellite environment because of long propagation delays.
Vojcic et al. in [13] assessed the performance of CDMA systems operating over LEO 
satellite channels. The results indicated th a t sufficient interleaving and more accurate 
TPC  are necessary for better performance of CDMA systems in satellite environments. 
However, the analysis lacked a more accurate statistical model to characterise the TPC 
error process. In response. Monk et al. in [14] characterised the T PC  error process; 
and consequently investigated the impact of imperfect open-loop T PC  in MSS. They
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established th a t the T PC  error process followed a lognormal distribution, and th a t the 
imperfect TPC  significantly affected the performance of a shadowed user.
Similarly, these investigators came to the same conclusion: T PC  is a necessary ra­
dio resource management procedure for m itigating the effects of fading. However, 
their studies assumed an open-loop T PC  scheme, which depends on high correlation 
between the forward- and reverse-links. However, when the carrier frequencies for 
the forward- and reverse-links are significantly separated, the forward- and reverse- 
links may be loosely correlated, rendering the open-loop T PC  less effective. In such 
cases, closed-loop TPC schemes are necessary. This prompted a number of studies 
on the closed-loop TPC for MSS. Taaghol et al. in [15] evaluated the performance of 
the closed-loop TPC using actual recorded channel fading data  for MSS. The results 
showed th a t the delay due to  propagation was a limiting factor in the performance of 
TPC  schemes. However, this was based on a single speed. Extension of the work for 
different mobile term inal speeds was presented in [16], and dem onstrated th a t the per­
formance of TPC  schemes is sensitive to mobile term inal velocity. This analysis though 
was based on a Rice channel model, implying th a t the local average of the channel 
fades is constant. Nevertheless, the results still demonstrated th a t propagation delay 
remained a lim iting factor in the performance of closed-loop TPC  schemes.
In order to compensate the effects of delays, Mehta [17][18] conducted performance 
analysis through simulation of predictive closed-loop T PC  for TDMA using an all-pole 
predictor based on weighted RLS algorithm. The results indicated th a t predictive TPC 
performed better than conventional T PC  schemes. However, the analysis assumed a 
Rice fading channel, implying th a t the local average of the channel fading is constant. 
Similarly, Choi et al. in [19] evaluated the performance of predictive schemes for m it­
igating weather-induced impairments a t K a-band. In this work, future states of the 
channel were predicted and the m odulation symbol size, code rate, and transm itter 
power were consequently adapted according to predicted channel conditions. The re­
sults indicated tha t the predictive based schemes improved the performance of satellite 
systems tremendously. However, the analysis assumed very slow tim e-varying signals 
with a PSD having a cutoff frequency at 0.1 Hz allowing T PC  rate of one power update
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per second.
More recently, results of research work on closed-loop TPC  for S-UMTS were reported 
in [20] and [21] for SW -CDMA and SAT-CDMA, respectively. Both concurred that 
TPC  in S-UMTS should aim at compensating the slow-fading only as it is impossi­
ble to compensate the fast-fading because of long propagation delays; consequently, 
closed-loop T PC  for S-UMTS is slow (once per frame instead of once per slot). Fur­
thermore, they recognised the need to compensate the effects of propagation delays, 
however, they differed in approach. The SW -CDMA closed-loop approach is based on 
pole-zero placement [22], [23] whereby the last TPC  commands sent from the GWS 
but not yet received at the UE because of the delays are used in deciding the new TPC 
command. They suggest tha t this approach renders the closed-loop T PC  less sensitive 
to propagation delays. However, they assumed th a t the effects of delays are determin­
istic. Since in practice the power control system is subjected to significant external 
random disturbances due to channel fading and MAI plus noise, the effects of delays 
are also random. In addition, they did not evaluate the performance of this approach 
on a typical MSS channel model. On the other hand, the SAT-CDMA closed-loop ap­
proach used predictive methods on a Rice-Lognormal MSS channel; and showed th a t 
predictive methods improve the performance of closed-loop TPC  schemes. However, 
they used tracking algorithms proposed for terrestrial cellular systems [24]. W hether 
these tracking algorithms are appropriate for the satellite environment is still an open 
question.
1.2 Problem  Definition.
Since S-UMTS plans to operate mainly on frequency division duplex (FDD) mode, 
where the frequencies for forward- and reverse-links are greatly separated (%: 190 
MHz) [4], the forward- and reverse-links may not always be highly correlated. In 
addition, since the S-UMTS aims to achieve close integration with the T-UM TS, and 
the T-UM TS uses both the open-loop and closed-loop T PC  schemes, S-UMTS also 
plans to use both the open-loop and closed-loop TPC  schemes [1],[20], [25],[26].
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Pi'om the literature review in section (1.1), the open-loop TPC  scheme in satellite 
systems appears to be a m ature technology [13], [14]; however, the question of applying 
closed-loop TPC  in S-UMTS is still open for the following reasons:
Firstly, the dynamic behaviour of the closed-loop TPC  process in S-UM TS has not 
yet been established; as a result, we lack clear insights into the relationships between 
design param eters and environmental factors on one hand and the performance of the 
T PC  systems on the other.
Secondly, although it has been established tha t predictive methods using RLS algo­
rithm s improve the performance of closed-loop TPC  in TDM A-based MSS, a predic­
tive algorithm appropriate for the S-UM TS is not yet known. In addition, predictive 
TPC  design param eters th a t optimise the performance of the TPC  schemes in S-UMTS 
have not yet been established. An arbitrary selection of predictor design param eters 
can result in a sub-optimum system.
Thirdly, even when an appropriate algorithm for the predictive closed-loop T PC  for 
the S-UM TS is chosen, an interesting follow up question is how else can we improve 
upon the performance offered by the standard algorithms.
Finally, the performance measure for T PC  schemes is normally the standard deviation 
of the T PC  error process. This performance metric indicates the tracking ability of 
the TPC  schemes. However, it lacks the link to typical measures of performance in 
mobile communication systems such as outage probability, bit error rate (HER), and 
system capacity.
In this thesis, therefore, we study closed-loop TPC  schemes for S-UM TS. The overall 
aim is:
to develop closed-loop TP C  schemes that take into account the effects of 
TP C  command delays due to propagation.
Accordingly, the specific objectives of the study are as follows:
(a) to develop an analytical model for the dynamic behaviour of the closed-loop
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TPC  process that captures the effects of TPC command delays and facilitates a 
clear understanding of the relationships among various system parameters;
(b) to investigate the performance of tracking algorithms applied to predictive closed- 
loop TPC  scheme so we can select an appropriate tracking algorithm and con­
sequently optimise for the S-UMTS;
(c) to investigate adaptive techniques tha t exploit either our knowledge on the evo­
lution of the channel slow-fading process or the information contained in the 
received T PC  commands in order to improve upon the performance of the closed- 
loop TPC  schemes based on the standard algorithms; and
(d) to evaluate the link-capacity of the power-controlled S-UMTS in order to inves­
tigate the impact of imperfect TPC  on outage probability and link-capacity so 
as to establish capacity gains th a t can be realised through various TPC schemes.
The study is based on both analytical and computer simulation approaches. The ana­
lytical approach is used to model TPC  schemes through m athem atical and statistical 
methods. This approach facilitates clear insights into relationships among system pa­
rameters. The simulation approach, on the other hand, is used to validate analytical 
models proposed in this thesis and model various TPC schemes when the m athem at­
ics prove to be intractable. Therefore, the combination of these approaches allows 
us to exploit the synergy th a t exists between analytical and computer simulation ap­
proaches.
Furthermore, the study is limited to link-level analysis focusing on physical layer 
functionalities necessary for the understanding of the TPC procedures. In addition, it 
focuses on the link between the UE and GWS via the satellite (reverse-link). Since it 
is difficult to m aintain perfect synchronisation on the reverse-link, the effects of MAI 
are significant.
Since we focus mainly on the tracking ability of the TPC schemes, the primary measure 
of performance is the standard deviation of the closed-loop T PC  error measured 
against TPC  design param eters such as the fixed T PC  step-size and environmental
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factors such as the UE velocity, MSS channel location variability, and TPC  command 
delay. We also use the outage probability as a measure of performance to establish the 
impact of imperfect TPC on capacity. Essentially, the outage probability measures 
the link reliability: a more reliable link has low outage probability.
Finally, the following assumptions are made in this study, unless specifically indicated 
otherwise:
• MAI is modelled as additive white Gaussian noise (AWGN). The rationale behind 
the Gaussian approximation is th a t the overall MAI consists of contributions 
from different interfering users and th a t the MAI from each interférer consists of 
contributions from many different chips; as such, the central lim it theorem can 
be applied.
• Since the MAI is white (independent random process), the closed-loop local 
dynamics are identical for SIR-based and strength-based T PC  algorithms [23]; 
consequently, this study assumes strength (power) based T PC  schemes.
• Since closed-loop TPC  in S-UMTS is slow (once every frame instead of once ev­
ery slot), the T PC  focuses on tracking the slow-fading, consequently, the channel 
is modelled as a lognormal distributed process characterised by a mean {pi, dB) 
and standard deviation (location variability ai, dB). The effects of m ultipath 
fading are assumed to be m itigated through interleaving and channel coding;
• Fixed transmission rate which means th a t a change in the received signal power 
is as a result of the the channel variation and not change in the transmission 
rate.
• TPC  command delays considered in this thesis assume NonGEO satellite con­
stellation. However, results presented in this thesis can be extended to GEO 
constellation provided th a t the T PC  period (Tp) is increased.
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1.3 M ain A chievem ents.
The contribution of this study are as follows:
• Modelling of the effects of the T PC  command delays in the presence of random 
disturbances as a random walk process;
• application of Fokker-Planck equations to determine the pdf of the TPC  error 
process;
•  application of statistical linearization methods to deal with non-linearity due to 
fixed T PC  step-size in determining the derivate moments of the Fokker-Planck 
equation;
• investigation of first- and second-order statistical properties of TPC error pro­
cess, and dem onstrating th a t the shape of the pdf of the T PC  error process is 
affected by the fixed T PC  step-size;
• proposed a new simple predictive TPC scheme based on the standard LMS algo­
rithm  appropriate for the closed-loop predictive TPC  scheme for the S-UMTS;
• optimisation of the closed-loop predictive TPC scheme based on the LMS algo­
rithm  for the S-UMTS;
• a new predictive T PC  scheme based on filter-shaped LMS algorithm that ex­
ploits our knowledge on the evolution of the channel slow-fading process to 
improve upon the performance offered by the predictive T PC  scheme based on 
the standard LMS algorithm;
• investigating adaptive step-size TPC scheme that intelligently exploits the in­
formation contained in the received TPC  commands to significantly improve the 
performance of the TPC  schemes without increasing signalling;
• dem onstrating the complementary roles played by power prediction and step- 
size adaptation in the closed-loop TPC  when the T PC  command delays are 
significant;
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• developing an analytical expression for the outage probability as a function of 
the S-UM TS link param eters such as the number of users per spotbeam  (AT), 
the processing gain (L), the standard deviation of the TPC  error (o-g), Ei/N o, 
and SINR threshold (7r)-
• dem onstrating tha t the standard deviation of TPC  error as has significant im­
pact on outage probability and system capacity: a modest improvement in the 
standard deviation of the TPC  error from 1.5 dB to 1.0 dB for the processing 
gain L  =  128 at an outage probability of 1%, may yield a capacity improvement 
from 21 to 32 users per spotbeam: a relative gain of approximately 50%.
In addition, the results of the study in this thesis have been published as follows:
• H.S.H. Gombachika, B.G. Evans, and R. Tafazolli, “Predictive power control 
for S-UM TS based on Least Mean Square Algorithm,” in the proceedings o f the 
third lE E  International conference on 3 G mobile communication technologies., 
London, UK, pp. 128-132, May 2002.
• H.S.H. Gombachika, S. Nourizadeh, B.G. Evans, and R. Tafazolli, “Analytical 
modelling of transm it power control error process for S-UM TS,” in the proceed­
ings of the 13^  ^ IEEE  international symposium on personal, indoor and mobile 
radio communications, vol. 2, Lisbon, Portugal, pp. 649-653, September 2002.
• H.S.H. Gombachika, B.G. Evans, and R. Tafazolli, “Filter-shaped LMS algorithm- 
based predictive power control,” lE E  Electronics letters, vol. 38, no. 21, pp. 1280- 
1281, October 2002.
• H.S.H. Gombachika, B.G. Evans, and R. Tafazolli, “A comparative study of 
predictive power control schemes for S-UM TS,” in the proceedings of the 5th 
European personal mobile communications conference, Glasgow, UK, pp. 380- 
384, April 2003.
•  H.S.H. Gombachika, B.G. Evans, and R. Tafazolli , “Closed-Loop Transm it 
Power Control for S-UM TS,” IEEE  Transactions on Vehicular Technology, sub­
m itted for publication, July 2003.
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1.4 Thesis Outline.
The rest of the thesis is organised as follows:
In chapter 2, we describe the S-UMTS and its air interface: WCDMA. First, we de­
scribe the S-UM TS by defining the role of satellite in the UMTS framework, the satel­
lite constellations, and the satellite configurations. Then, we describe the WCDMA by 
presenting an overview of multiple access techniques, principles of CDMA, and charac­
teristics of WCDMA highlighting its weaknesses necessitating performance enhancing 
procedures such as power control.
Chapter 3 sets the scene for subsequent development and analysis of power control 
schemes for S-UMTS. Towards th a t end, firstly, it describes a generic digital commu­
nications system paying special attention to the position of power control subsystem 
in relationship to the overall communication system model. Secondly, the chapter 
presents the power control system by discussing the role, classes, and applications 
of TPC; and then describing the conceptual and simulation models for closed-loop 
power control for S-UMTS. In addition, it discusses factors lim iting the performance 
of power control schemes. Finally, it describes the MSS channel by discussing prop­
agation characteristics and consequently presenting the impulse response, statistical, 
and simulation models of the MSS channel.
In chapter 4, we develop an analytical model for the closed-loop T PC  error process 
capturing the eflPects of delays. First, we model the effects of T PC  command delay 
as a random walk process; and we validate the proposed model through simulation. 
Secondly, we highlight the influence of fixed TPC step-size on the statistical properties 
of the TPC  error process. We show that the quantisation process has an influence on 
the shape of the pdf of the TPC  error process. Finally, we show th a t TPC effectively 
reduces the coherence time of the received signal; as a consequence, smaller depth 
interleavers could be used in a power-controlled S-UMTS.
In chapter 5, we investigate predictive TPC  schemes to deal with the effects of delays. 
Firstly, we investigate the performance of different tracking algorithms applied to 
predictive T PC  schemes. In particular, we consider standard recursive least squares
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(RLS) and least mean square (LMS) algorithms. Secondly, we conduct a comparative 
study of these algorithm in order to select a suitable algorithm for the predictive 
closed-loop TPC  for the S-UMTS. Finally, we optimise the performance of the TPC  
schemes so as to establish values of the T PC  design param eters tha t result in optimum 
performance of the closed-loop TPC  for S-UMTS.
In chapter 6, we investigate adaptive techniques tha t exploit either our knowledge on 
the evolution of the MSS channel slow-fading process or the information contained in 
the TPC  commands in order to improve upon the performance of the T PC  schemes 
investigated in chapter (5). Towards th a t end, we propose two closed-loop T PC  
schemes: Firstly, we propose a predictive T PC  scheme based on filter-shaped LMS 
algorithm, which use our knowledge on the way the channel fading-process evolves with 
time in order to improve upon the performance of the predictive T PC  scheme based 
on the standard LMS algorithm. Secondly, we propose an adaptive step-size T PC  
scheme that uses information contained in the received T PC  commands to dynamically 
adjust the TPC  step-size; and show th a t step-size adaptation, when complemented 
with power prediction, significantly improves the performance of the closed-loop TPC  
schemes.
In chapter 7, we evaluate the link-capacity of a power-controlled S-UMTS under 
various link parameters. The motivation is to investigate the impact of imperfect 
power control on outage probability and link-capacity so as to establish capacity gains 
realised from various TPC  schemes considered in chapters (5) and (6). Therefore, 
we develop an analytical expression for outage probability in term s of the S-UMTS 
link param eters such as the number of users per spotbeam (K) ,  the processing gain 
(L), the standard deviation of the T PC  error process (<7^ ), E^/No, and SINR threshold 
(Tt); and consequently dem onstrate th a t has significant impact on capacity.
Finally, chapter 8 concludes the thesis by summarising the main findings of the study, 
discussing implications of the findings on the closed-loop T PC  for S-UMTS, and 
indicating the potential areas for further research.
Chapter 2 
M obile Satellite System  in a 3G 
Environm ent.
2.1 Introduction.
The development of mobile communication systems has been evolutionary and conse­
quently categorised into generations. The first generation (IG ) introduced in 1980s 
was based on analogue technology, and designed to provide voice communication to 
mobile users. Examples of the first generation mobile systems are Nordic Mobile Tele­
phone (NMT) system from the Scandinavian countries, Advanced Mobile Phone Sys­
tem  (AMPS) from North America, and Total Access Communication System (TACS) 
from the United Kingdom.
The second generation (2G) was based on digital technology, and designed for digital 
voice telephony and low da ta  rate digital services to mobile users. Examples of 2G sys­
tems include Global System for Mobile communication (GSM), digital cellular system 
1800 (DCS1800), digital advanced mobile services (D-AM PS), interim  standard-54 
(IS-54), IS-136, cdmaOne IS-95, and Personal Digital Cellular system (PDC).
Despite the tremendous success of the 2G systems such as GSM, the need to support 
m ultim edia services on a global scale led to a new telecommunication paradigm un­
der the generic name of third generation (3G) systems termed International Mobile
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Telecommunications 2000 (IMT-2000) by the International Telecommunications Union 
(ITU). Unlike 2G systems, 3G systems aim a t meeting the following requirements [27]- 
[29):
(a) Minimum data  rates of 144 kb/s  for full coverage and vehicle mobility, and 384 
kb/s  for pedestrian mobility;
(b) 2 M b/s  da ta  rate for limited coverage and mobility;
(c) support of symmetrical and asymmetrical traffic;
(d) high spectrum  efficiency compared to existing systems;
(e) high flexibility to accommodate new services; and
(f) support both circuit- and packet-switched services (IP in latest releases).
A crucial aspect in the development of 3G systems has been the process of standardis­
ation of the system [30]. Towards th a t end, there has been several contributions from 
various regional and global forums. A contribution from Europe through European 
Telecommunications Standards Institu te (ETSI) is called Universal Mobile Telecom­
munication System (UMTS), while contributions from the USA are cdma20GO and 
UWC-136. The work presented in this thesis, however, focuses on UMTS.
UMTS plans to exploit available delivery platforms in order to achieve global coverage. 
In this regard, the platforms available for UMTS are terrestrial, high altitude platform 
systems (HAPS), and satellite environments. The objective in the UMTS framework 
is to achieve close integration among different environments. The work presented in 
this thesis, however, focuses on the satellite component of the UMTS (S-UMTS).
Furthermore, in order to meet the requirements stated earlier on, there is need for an 
enabling technology for the radio access network. In this respect, UMTS plans to use 
wideband CDMA (WCDMA) as its basic radio access scheme.
In this chapter, therefore, we describe the S-UMTS and its air interface: WCDMA. 
First, we describe the S-UM TS by defining the role of satellite in the UMTS frame­
work, the satellite cellular structure, constellations, and configurations. Then, we
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describe the WCDMA by presenting an overview of multiple access techniques, prin­
ciples of CDMA, and characteristics of WCDMA highlighting the weaknesses of basic 
CDMA systems, which necessitate performance enhancing procedures such as power 
control in order to increase efficiency.
2.2 Satellite U M TS.
2.2.1 In trod uction .
Efforts to provide multimedia services have concentrated on densely populated urban 
areas. Extension of such efforts to rural areas has been retarded due to economic 
and demographic reasons. Firstly, rural areas are characterised by low population 
densities; as such, provision of telecommunication services by fixed or mobile terrestrial 
systems has not been economically viable due to low returns on capital investments. 
Secondly, in less developed countries, poor supporting infrastructure has impeded 
progress in providing even basic telecommunication systems. Finally, provision of 
telecommunication services is impossible for maritime and aeronautical users using 
wire-line or mobile terrestrial systems. For these reasons, mobile satellite systems 
have the potential of complementing and supporting terrestrial systems both fixed 
and mobile [3],[31] in providing m ultim edia services on a global scale.
In this section, therefore, we describe the satellite component of the UMTS (S-UMTS). 
First, we discuss the role of the satellite component in the UMTS framework. We then 
describe the satellite system envisaged for mobile telecommunications. Finally, in the 
context of satellite communications, we discuss im portant factors in defining mobile 
satellite systems: satellite cellular structure, constellations, and network configura­
tions.
2.2.2 R ole o f S -U M T S .
The satellite component of UMTS (S-UMTS) differs from terrestrial UMTS (T - 
UMTS) in many ways. Firstly, T-U M TS is interference limited while S-UMTS is
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mainly power and bandwidth limited [32]. The power lim itation stems from satel­
lite constraints such as the heat dissipation on the space-craft, solar-panel power- 
generation capacities, antenna’s gain and size, and the transm it effective isotropic 
radiated power (EIRP) of the mobile phone. The bandwidth lim itation, on the other 
hand, stems from restricted bandwidth allocations on both the satellite-m obile link 
and satellite-fixed earth  station link. Secondly, since satellite systems have very large 
fields of view, they can serve a very wide coverage area. Each base station in the ter­
restrial system, on the other hand, has limited coverage area. Consequently, satellite 
systems have low capacity per unit area while terrestrial systems can provide high 
capacity per unit area. In addition, satellite beams are orders of m agnitude larger 
than macro-cells for T-UM TS; as such, differential delays between users within the 
beam are larger for S-UM TS than for T-UM TS. Finally, Doppler frequencies and the 
rate of change of Doppler effects are larger in S-UM TS, particularly in Low Earth 
O rbiting (LEO) systems, than  in T-UM TS.
In light of the above reasons, S-UM TS is expected to play complementary rather than 
competitive role in UMTS [33] as illustrated in Figure 2.1. In fact, UMTS approach 
is in favour of a full integration between satellite and terrestrial networks [34]. In this 
complementary role, therefore, S-UM TS will extend the range and utility of multi- 
media services to those areas where terrestrial wire-line and wireless services are not 
economically viable such as low traffic density areas, inaccessible such as maritime 
and aeronautical services, or not developed at all such as rural areas in the develop­
ing countries [35],[31]. It is also envisaged th a t S-UM TS is an enabling technology 
allowing users access to seamless mobile services on a global scale. This means th a t 
long distance business travellers will no longer face roaming problems associated with 
current terrestrial mobile services due to incompatible standards (GSM, IS-95, IS- 
136). In addition, S-UM TS provides an im portant mechanism for rapid deployment 
of communication systems in areas where neither terrestrial fixed nor mobile facilities 
exist, or where natural or m an-m ade disaster reduces the effectiveness of terrestrial 
networks. In this respect, S-UM TS can, therefore, be deployed by rescue teams or 
the m ilitary [33],[36]. In less developed countries, S-UM TS also offers an opportunity 
to provide basic telecommunication facilities [35],[4]. Finally, S-UM TS can facilitate
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Figure 2.1: Complementary role of S-UMTS.
dynamic traffic management. In this role, a satellite spot-beam  can act as an um­
brella over terrestrial cellular network cells where it absorbs excess traffic caused by 
unexpected rapid traffic changes [3],[33].
We have so far examined the traditional role of S-UMTS where it extends the geo­
graphical coverage of T-UM TS. However, S-UMTS can also complement the T-UM TS 
in providing services. The philosophy is th a t T -  and S-UMTS must work together in 
providing m ultimedia services; each focusing on services where it has greater advan­
tages. For example, instead of attem pting to offer voice and interactive services where 
it has disadvantages compared to T-UM TS, S-UMTS should focus on provision of 
multicast and broadcasting services. As a consequence, this arrangement maximises 
the synergy between T- and S-UMTS. In addition, it can help S-UM TS break into 
the mass market [5].
2.2.3 M obile S ate llite  S ystem .
The mobile satellite system (MSS) consists of the user equipment (UE), space satellite, 
and fixed earth station (FES) as illustrated in Figure 2.2 [37],[38].
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U ser Equipm ent.
The user equipment (UE) enables subscribers to interface with the satellite system 
and obtain network access. The design and implementation of the UE for S-UMTS 
is driven by two factors. First, in S-UMTS, there is a need for close integration 
between terrestrial and satellite systems. As such, a dual-m ode UE is envisaged to 
maximise the synergy between satellite and cellular standards [39]. Second, for satellite 
systems, the power constraints dictate modification in terms of battery  and antenna 
designs deployed in the UE. For these reasons, S-UMTS offers different types of UE to 
support different communication services in different environment such as land (hand­
held and vehicular), maritime and aeronautical. Table 2.1 summarises the types of 
the UE envisaged for S-UM TS [1].
Table 2.1: Types of user equipment for S-UMTS.
Equipment Type Service Rate 
(kb/s)
Mobility
Portable 144 None
Palm-top 64 Very low
Hand-held up to 32 Low
Vehicular 64-144 High
Aeronautical 144 Very high
M aritime 144 Medium
Space Segm ent.
The space segment comprises of one or more space satellites in suitable orbits. Different 
satellite systems are envisaged for S-UM TS, and we will cover some of the main 
features of satellite systems such as satellite cellular structure, constellations, and 
configurations later in this chapter. Meanwhile, the payload for the satellite depends 
on the amount of intelligence to be implemented on board the satellite [32],[31]. For
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example, S-UMTS plans to provide beam-forming allowing the satellite to configure 
beams in the coverage area, to enlarge spotbeams, and to activate new beams. It 
also allows the system to maximise coverage of hot-spots or those areas where excess 
capacity is required. In addition, the payload may allow dynamic distribution of total 
power among spotbeams; and allow reuse of the available spectrum  in all spotbeams 
within a footprint.
Fixed Earth Station.
Fixed Earth  Stations (FES) also referred to as Gateway stations (GWS) provide in­
terface between the terrestrial networks (fixed and mobile) and satellites, which in 
turn  are connected to the UE. The FESs perform base-station transceivers’ functions 
with the capability of handling more than one satellite. Towards th a t end, FESs are 
responsible for adapting the fixed or mobile terrestrial network control and user traf­
fic to  the satellite air-interface [36]. Typical tasks of the FES include multiplexing, 
modulation, coding, interleaving, and transmission power control. Furthermore, FESs 
are responsible for network functions such as call control handling functionalities; for 
example, inter-cell/in ter-spotbeam  handovers, location management, satellite track­
ing, and other higher layer error detection protocols. FESs may also provide basic 
switching facilities to handle call connections to and from the terrestrial network and 
route the call through the satellite network [34].
2.2 .4  S a te llite  C ellular Structure.
One of the advantages of satellite communication systems is th a t the satellite footprint 
covers a wide area. However, by using multiple spot-beam  antennas on-board the 
space satellite, the footprint of each satellite can be divided into small areas called 
cells; forming a cellular structure similar to terrestrial mobile systems as illustrated 
in Figure 2.3 [4]. For example, each satellite footprint in IRIDIUM networks was 
divided into 48 spot-beam s [40], while it was divided into 16 spot-beam s in Globalstar 
networks [41].
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Figure 2.2; A mobile satellite system.
The use of spot-beam s increases spectrum  efficiency by reusing the frequency bands 
in sufficiently separated cells for the case of TDMA systems or every cell for the case 
of CDMA systems. In addition, spot-beam s reduce the power of the user because 
each spot-beam  focuses the transm itted power into much smaller area than the to tal 
area covered by the satellite, implying th a t a high antenna gain is required within 
the individual spot-beam . However, the use of spot-beam s results in more complex 
payload and large antenna size. Furthermore, multiple spot-beam s in a footprint 
means frequent handovers between cells within the footprint and between footprints 
mainly in NonGEO satellites; resulting in complex handover procedures.
2.2.5 S ate llite  C on stella tions.
In developing satellite systems, one of the key factors for global coverage coupled with 
continuous access to such services is the choice of appropriate satellite constellation. 
The constellation determines the number of satellites and altitude, which in turn
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determines the path loss and round trip  delays [42]. In addition, it determines service 
quality in term s of coverage.
Different options are available dictated mainly by the choice of orbits and consequently 
the number of satellites on each orbit to appropriately provide the required capacity 
and visibility. There are mainly three satellite constellations: Geostationary Earth 
Orbiting (GEO), Medium Earth Orbiting (MEO), and Low E arth  Orbiting (LEO) 
satellites [43]“ [45j.
Geostationary Earth Orbiting Satellites.
GEOs are located on a circular orbit th a t lies on the equatorial plane at an altitude of 
35,786 km. At this altitude, GEOs appear stationary to the user on Earth. They can 
achieve global coverage using only three satellites. However, the coverage excludes the 
polar regions. The large altitudes result in large propagation losses and delays [31],[4]. 
The large propagation losses produce power problems in closing link budgets, and call 
for large transm itted power and very high antenna gains. Meeting these requirements 
calls for large satellites and high power mobile terminals. The large propagation delays.
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on the other hand, place stringent bottlenecks on delay sensitive services and preclude 
use of some system capacity enhancement techniques such as fast closed-loop transm it 
power control and interleaving.
M edium  Earth Orbiting Satellites.
MEOs are implemented mainly using circular orbits at altitudes ranging from 8,000 
km to 12,000 km above the ground. They travel across the sky such th a t the satellite 
period is approximately 4-7 hours. Global coverage requires a constellation of 10 to 
20 satellites distributed in two or three orbits. ICO was an example of a MEO satellite 
system [37],[45].
Low Earth Orbiting Satellites.
LEOs occupy circular orbits located at altitudes ranging from 700 km to 1500 km 
above the ground [45]. A large number of satellites (40-80) distributed in several 
orbits is required for global coverage. The relatively low altitude of LEO satellites 
is associated with small propagation losses and delays. The small propagation losses 
reduce power-margins, implying th a t hand-held user equipment can be used for direct 
communication for mobile users. In addition, the small propagation delays a ttrac t im­
proved performance for voice, da ta  and other real-tim e interactive services. However, 
LEO satellites travel across the sky at a high speed relative to an observer on Earth; 
as such, the satellite is visible above the horizon for periods not exceeding around 20 
minutes. This means th a t satellite air-interface and communication protocols must 
provide for large Doppler frequency shifts [6] and frequent handovers. Iridium [40] and 
Globalstar [41] are examples of LEO satellite constellation.
Ideally, for true personal communications using hand-held UE along with the require­
ment for easy integration with the T-U M TS, LEO constellation has more attractive 
attribu tes as a choice of constellation for S-UM TS because it has the shortest propa­
gation delays [43], [46]. In addition, LEOs and MEOs can be designed to allow almost 
global coverage including regions in high latitudes. However, LEOs are very complex.
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Nevertheless, they provide a benchmark for analysing MSS. On the other hand, the 
GEO constellation is more attractive from the business point of view as it can allow 
lower initial capital investment [20]. Table 2.2 summarises key features of the three 
constellations [42].
Table 2.2: A summary of satellite constellations key features.
Constellation Altitude {h) 
in km
No. of 
Satellites
No. of 
Orbits
Elevation
^m in
Delay
“Anean
Orbit
period
LEO Iridium 780 66 6 8° 20 ms 100 mill
LEO Globalstar 1,414 48 8 10° 32 ms 114 min
MEO ICO 10,355 10 2 10° 166 ms 4-7 hrs
GEO (Regional) 35,786 1-3 1 5° 516 ms 24hrs
GEO (Global ) 35,786 3 1 5° 516 ms 24hrs
2.2.6 Sate llite  C onfigurations.
Another key factor in developing a mobile satellite system is the satellite configuration. 
The configuration of satellites is strongly influenced by the decision as to where the 
intelligence for managing calls is located. Some configurations allow the intelligence to 
be located at the FES while others allow part or all of the intelligence to be on-board 
the satellite as part of the payload [31]. In the literature, three configurations have 
been proposed namely: bent-pipe satellites, cross-connect satellites, and intelligent 
switching networks [34],[44].
In the bent-pipe configuration, the intelligence resides in the FES; and the satel­
lite provides a transparent repeater with a provision of frequency conversion without^ 
switching or other call processing facilities on board as illustrated in Figure 2.4. This 
implies th a t the signal structure can be arbitrary processed on ground, allowing imple­
m entation of novel transmission protocols without physically accessing the satellite. 
However, bent-pipe configuration demands tha t every satellite m ust be in the vicinity
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Figure 2.4: Bent-pipe satellite configuration.
of at least one FES. In LEOs this may not be possible in some cases such as those 
LEOs serving the ocean regions. In this case, some on board processing is inevitable.
As illustrated in Figure 2.5, cross-connect configuration allows satellites to provide 
inter-satellite links with limited switching functionalities, leaving the bulk of all call 
management to be performed at the FESs. The inter-satellite links provide the satellite 
network with some autonomy, and requires fewer FESs. However, the network is much 
more complex resulting from management and control of such a m atrix of links.
As network management and call control techniques advance, it is envisaged th a t fu­
ture satellite networks will provide full on-board call processing. The satellites will not 
only provide switching facilities on-board the satellites but also full call control and 
management functionalities. This arrangement is referred to as intelligent switching 
satellites [34],[40]. This configuration is expected to provide much greater autonomy, 
independent of services provided by ground facilities. However, the configuration en­
tails a very complicated network requiring sophisticated network management and 
supporting facilities, and connectivity.
2 .2 .7  S -U M T S  Sum m ary.
In this section, we have described the satellite component of the UMTS (S-UMTS). 
First, we have discussed the role of the satellite component in the UMTS framework. 
We have then described the satellite system envisaged for mobile telecommunications
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Figure 2.5; Cross-connect satellite configuration.
and its cellular structure. Finally, in the context of satellite communications, we 
have discussed two im portant factors in defining mobile satellite systems: satellite 
constellations and configurations.
Having examined the S-UM TS from the satellite perspective, we need to discuss the 
enabling technology for air-interface. In this regard, S-UMTS has adopted WCDMA 
as its basic multiple access scheme. In the next section, we therefore describe the 
WCDMA scheme.
2.3 W ideband Code D ivision M ultiple Access.
2.3.1 In trod uction .
An im portant and critical task in the development of UMTS involves the selection 
of an appropriate radio multiple access scheme. In this regard, ETSI has adopted 
wideband code division multiple access (WCDMA) as an access scheme for UMTS on 
a paired frequency band for frequency division duplex (FDD) and wideband time divi­
sion multiple access (WTDMA) for operation in the unpaired frequency band for time 
division duplex (TDD) mode [2],[28],[29]. Other standardisation institutions have also 
contributed towards the definition of radio access scheme for UMTS. For instance, the 
Japanese, through Association of Radio Industries and Business (ARIB), have pro­
posed WCDMA for FDD and TDD while the Americans have proposed CDMA-2000
Chapter 2. Mobile Satellite System  in a 3 0  Environment. 26
based on an upgrade of IS-95. Through the 3GPP, a standardisation organisation 
m andated to harmonise the proposals from different stake-holders, a global third gen­
eration (3G) air-interface has been adopted based on the direct sequence WCDMA 
(DS-W CDMA). The work presented in this thesis, therefore, assumes DS-WCDMA 
as a multiple access scheme for S-UMTS. However, the question th a t could be asked 
is why CDMA has been chosen as a preferred radio access scheme.
In this section, therefore, we describe the air-interface for S-UMTS: WCDMA. First, 
we discuss the fundamental principles of multiple access techniques, highlighting their 
suitability as appropriate choices for S-UMTS. Secondly, we present an overview of 
CDMA systems and then extend it to WCDMA system. Finally, we discuss the weak­
ness of CDMA systems.
2.3 .2  M u ltip le  A ccess Techniques.
M ultiple access techniques aim at combining signals from different sources on a com­
mon radio-frequency (rf) transmission medium in such a way tha t different signals 
or channels can be separated at their destinations without m utual interference [47], 
[48],[29]. Particularly in mobile radio systems, the need for multiple access arises from 
the necessity to share the limited resource of radio spectrum amongst many users. Ac­
cordingly, there are three basic multiple access techniques: frequency division multiple 
access (FDMA), tim e division multiple access (TDMA), and code division multiple 
access (CDMA) [7],[49],[50],[29] as illustrated in Figure 2.6.
Generally, a suitable radio access scheme for UMTS should provide the following [51]:
• High efficient use of available resources such as bandwidth and power;
• resistance to hostile propagation conditions such as m ultipath fading and shad­
owing;
• adaptability to highly variable traffic pattern;
• flexibility as to support different applications such as voice, data, video, and TV;
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Figure 2.6: An illustration of radio multiple access
schemes.
• adaptability to different network configuration; and
• compliance with power flux density requirements.
Comparative studies of existing access schemes show that CDMA has an edge over 
FDM A/TDM A [7],[52]. Firstly, the same frequency is reused in each cell or sector in 
CDMA system. Consequently, this increases the bandwidth efficiency; and it elimi­
nates the need for complex frequency management or assignment. In TDM A/FDM A, 
on the other hand, the same frequency is not allowed in every cell; as a result, hand­
over from one frequency to another is necessary as the user moves from one spotbeam 
to another. This calls for complex frequency management.
Secondly, CDMA access scheme is more flexible than both TDMA and FDMA; as a 
result, different and varying data rates can easily be implemented through orthogonal 
variable spreading factor (OVSF) [53] and rate matching [54],[55]. In addition, different 
services can easily be combined in CDMA systems.
Thirdly, CDMA access scheme allows the system to accommodate more traffic than 
code-book limit with a graceful degradation in system performance. In other words, 
CDMA systems have soft-capacity. However, in both TDMA and FDMA, once the 
code-book lim it has been reached, the system cannot allow additional traffic. For
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this reason, CDMA has the potential of offering higher capacity than both TDMA 
and FDMA. However, such performance gain can be realised provided tha t capacity 
enhancement techniques, such as power control and other multiple access interference 
m itigating techniques, are used.
Finally, CDMA requires minimum coordination among users (asynchronous) while 
TDMA requires accurate synchronisation. Maintaining accurate synchronisation in 
TDMA is a challenge for mobile systems. Furthermore, in the presence of larger 
Doppler effects, FDMA requires large guard bands between channels. These guard 
bands, which do not convey any information, reduce bandwidth efficiency [6].
Having established the advantages of CDMA over other access schemes: FDMA and 
TDMA; in the next subsection, we will succinctly describe the fundamental principles 
of CDMA.
2.3.3 C D M A  P rincip les.
Code division multiple access (CDMA) is a multiple access technique whereby each 
user is assigned its own unique code with all users sharing the same frequency band 
and time [8],[50]. A unique code is used to encode the information bearing data  se­
quence. Since the bandwidth of the unique user code is chosen much larger than the 
bandwidth of the inform ation-bearing data  sequence, the encoding process increases 
the bandwidth of the transm itted signal. This process is referred to  as spread spec­
trum  [49], [56].
Basically, the term  spread spectrum  refers to any system th a t satisfies three basic 
conditions. The first condition is th a t the carrier signal occupies a bandwidth much 
larger than 1/Ts, where Ts is the message symbol duration. Secondly, spread spectrum 
refers not just the occupation of a much wider bandwidth, bu t to a signal which in 
addition has pseudo-random  properties. The signals are of course not truly random, 
and they can be reproduced by deterministic means. However, they appear to be 
unpredictable [57],[8]. The third condition for spread spectrum  is th a t reception of 
the signal is accomplished via cross-correlation with a locally generated version of the
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pseudo-random code [8].
Originally, spread spectrum techniques were used in m ilitary systems for anti-jam m ing 
and protecting signal detection or interception by a hostile listener [58]. However, 
currently spread spectrum finds widespread civilian application as a means for ra­
dio channel multiple access and protection against m ultipath fading and co-channel 
interference [7],[8],[50].
There are three prim ary spread spectrum  techniques: frequency hopping (PH), time 
hopping (TH), and direct sequence (DS) [49],[56],[29].
Firstly, frequency hopping spread spectrum  (FH/SS) involves hopping the carrier fre­
quency of the outgoing signal in a prescribed fashion. In this regard, the available 
channel bandwidth is subdivided into a large number of contiguous frequency slots. 
Consequently, in any signalling interval the transm itted signal occupies one or more of 
the available frequency slots. The selection of the frequency slot(s) in each signalling 
interval is made pseudo-randomly according to the output from a PN generator. Ul­
timately, FH/SS increases the occupied bandwidth.
Secondly, time hopping spread spectrum  (TH/SS) involves subdividing a time interval, 
which is much larger than  information symbol duration, into a large number of time 
slots. As a consequence, bursts of information symbols are transm itted in a pseudo- 
randomly selected time slot.
Finally, direct sequence spread spectrum  (DS/SS) involves multiplying the outgoing 
symbol stream  by another symbol sequence with a much smaller symbol duration. 
These smaller symbols are referred to as “chips” . Ultimately, this increases the overall 
signalling rate and not the da ta  symbol rate, which in turn, increases the occupied 
bandwidth.
To illustrate the DS/SS process, let us consider a user i da ta  sequence given by
O O
— j'Ts) 6 { — I, 1} (2.1)
j = —oo
and spreading code for user i given as
O O
^  CijPTci't — jT c]  —1,1}, (2.2)
j = - o o
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where Px{-) is the rectangular pulse shaping function of duration x. The direct se­
quence spread signal for user i is obtained as
S i { t )  = V2Pdi{t)ci{t), (2.3)
where P  is the transm itter power. The spreading process increases the occupied band­
width by a factor L — T s /T c . L  is referred to as processing gain or spreading factor 
(SF). L  can also be described in terms of chip rate and bit rate  Rb as L  = Rc/Rut 
where the chip-rate is determined by the carrier spacing W  and roll-off rate a. For 
the CDMA standard IS-95 [8], W  = 1.25MHz resulting in a chip-rate of 1.2288 Mcps. 
However, in order to accommodate higher da ta  rates, a much wide bandwidth has 
been allocated for UMTS resulting in wideband CDMA (WCDMA). In the following 
subsection, we succinctly describe features of WCDMA in general and the proposal 
for S-UMTS (SW -CDMA) in particular.
2.3 .4  W C D M A .
W ideband code division multiple access (WCDMA) is defined as an access scheme 
whereby the spreading bandwidth of the underlying waveforms in the system exceeds 
the coherence bandwidth of the channel over which the waveforms are transm itted. 
Motivation for WCDMA stems from two factors. First, WCDMA allows an increase in 
information rate, which ensures capacity for high speed multimedia traffic. Secondly, 
WCDMA enhances robustness against m ultipath through m ultipath-diversity using a 
RAKE receiver, which ultim ately results in higher system capacity than narrowband 
CDMA [59].
Development of UMTS aims at achieving close integration between the terrestrial com­
ponent (T-UM TS) and satellite component (S-UMTS). Consequently, this requires 
great commonality between air-interfaces for T-UM TS and S-UM TS [26]. Since T -  
UMTS has adopted WCDMA as its access scheme [60],[61], [2], S-UM TS has similarly 
adopted WCDMA as its access scheme [62],[1],[20]. However, WCDMA for S-UMTS 
has been designed keeping in mind the challenges associated with satellite environment
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such as reduced power margin, significant propagation delays, significant Doppler ef­
fects due to possibility of satellite rapid movement especially in LEO constellation, 
and non-frequency selective channel behaviour (flat fading) [20]. Table 2.3 summarises 
main differences between features of terrestrial cellular, LEO, and GEO communica­
tion links [32].
Table 2.3: Comparison of terrestrial, LEO, and GEO communication links.
Terrestrial LEO GEO Units
Min path  length 0 780 35,786 km
Max path  length 35 3,225 41,679 km
Min path  loss 0 156 190 dB
Max path  loss 129 161 191 dB
Power available at UE -148.6 -196.1 -188.2 dBW
Power available a t BS -173.6 -219.2 -241.5 dBW
Inevitably, some modifications to the WCDMA proposed for T-UM TS are necessary 
for S-UMTS. Towards th a t end, two W CDMA-based radio interfaces have been pro­
posed for S-UMTS, namely, SW -CDMA [20] by European Space Agency (ESA) from 
Europe and Sat-CDM A [21] by Telecommunication Technology Association (TTA) 
from South Korea. In this thesis though, we focus on the SW -CDMA. This subsec­
tion, therefore, describes WCDMA in general, and it highlights features applicable to 
SW-CDMA. Table 2.4 shows the key characteristics of SW -CDM A, compared with 
both terrestrial WCDMA and IS-95 [2|.
Firstly, SW -CDM A has proposed a frame structure whereby each frame is 10 ms long 
for full chip-rate of 3.84 Mcps. However, SW-CDMA also offers an option for half 
chip-rate of 1.92 Mcps, where the frame length is 20 ms. Half-chip rate  is suitable 
in m ulti-operator environment where bandwidth limitations may arise [20]. The work 
presented in this thesis assumes full chip-rate.
In the full-chip rate, therefore, each frame is divided into 15 tim e-slots. On the 
forward-link, each slot carries tim e-m ultiplexed physical da ta  and control channels;
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Table 2.4: The main differences between WCDMA, SW -CDMA, and IS-95.
WCDMA SW -CDMA IS-95
Carrier spacing 5 MHz 5 MHz 1.25 MHz
Chip rate 3.84 Mcps 3.84 Mcps 1.2288 Mcps
Power control rate 1500 Hz lOOHz 800 Hz
Base Station Synchronization Not needed Not Needed Yes through GPS
Frame length 10 ms 10 ms 20 ms
Converter
C hannel
Spreading
Figure 2.7: Forward-link m odulation and spreading ap­
proach for WCDMA.
while on the reverse-link, the physical control and data  channels are transm itted on 
separate frames arranged in phase quadrature. Unlike T-UM TS which provides 2 bits 
per slot for transit power control, S-UMTS frame structure provides 2 bits per frame on 
both forward and reverse-links for transit power control, resulting in a power-control 
rate  of 100 Hz [20].
On the forward-link, quadrature phase shift keying (QPSK) is the basic modula­
tion scheme, whereby each pair of consecutive bits is serial-to-parallel converted and 
mapped into I and Q branches as illustrated in Figure 2.7. The I and Q branches 
are then spread by the same channelization code and subsequently scrambled. The 
channelization codes in forward-link are used to separate connections to different users 
within a spotbeam . In order to support variable b it rates, orthogonal variable spread­
ing factor (OVSF) [53] using W alsh-Hadam ard (W -H) codes of variable length (4-512) 
have been adopted as channelization codes in the forward-link while extended Gold­
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like long scrambling codes are used to separate spotbeams within a footprint. It should 
be noted th a t while channelization codes increase transmission bandwidth, scrambling 
codes do not change the transmission bandwidth. For high bit rates, more physical 
da ta  channels can be allocated via m ulti-code scheme. Table 2.5 summarises user’s 
data  rates th a t can be supported on the forward-link assuming a 1/2 rate coding [29].
Table 2.5: Forward-link data  rates.
Spreading Factor
Channel bit 
rate (kbps)
DPDCH bit 
rate range (kbps)
Maximum user 
da ta  rates (kbps)
512 15 3-6 1-3
256 30 12-24 6-12
128 60 42-51 20-24
64 120 90 45
32 240 210 105
16 480 432 215
8 960 912 456
4 1290 1872 936
4, with 3 parallel codes 5760 5616 2,300
On the reverse-link, binary phase shift keying (BPSK) is the basic modulation scheme, 
whereby the physical da ta  and control channels are m apped into I and Q branches, 
respectively as shown in Figure 2.8. The I and Q branches are then spread using 
different channelization codes, and subsequently combined to form a complex-valued 
signal. The signal is then scrambled using complex codes. Similar to forward-link, 
OVSF based on W alsh-Hadam ard (W -H) codes of variable length (4-256) are used on 
the reverse-link in order to  support variable bit rates. The channelization codes on the 
reverse-link separate physical da ta  and control channels from the same mobile terminal 
while scrambling codes separate mobile terminals within a spotbeam  or footprint. In 
SW -CDMA, two scrambling codes options are available. Normally, extended Gold-
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Figure 2.8: Reverse-link m odulation and spreading ap­
proach for WCDMA.
like long codes are used. However, unlike in the forward-link, short scrambling codes 
of the extended 8(2) type can also be used on the reverse-link when interference 
m itigating and/or cancelling schemes are employed at the CWS. We have to note th a t 
with a spreading factor range of 4 to 256, the reverse-link can support users data  
rates from approximately 7.5 kbps to 480kbps assuming a 1/2 rate  coding. For high 
bit rates, more physical channels can be allocated via multi-code scheme. Table 2.6 
summarises user’s data  rates th a t can be supported on the reverse-link assuming a 
1/2 rate  coding [29].
Another interesting feature of CDMA is th a t is uses its advantage of unity reuse factor 
in supporting diversity. In T-UM TS, m ultipath diversity deploying a RAKE receiver 
is used to m itigate the effect of m ultipath fading. However, in satellite environment, 
the channel is relatively fiat; as such, m ultipath diversity cannot be used. The reason 
is th a t in satellite systems the differential m ultipath delays are much smaller than in 
terrestrial environment [63]. For this reason, satellite diversity has been proposed and 
analysed; and the results show th a t satellite diversity is necessary to m itigate blockage 
probability, to cater for soft and softer hand-off, and to increase system capacity [64]- 
[69]. However, this requires at least two visible satellites as illustrated in Figure 2.9.
Finally, another crucial factor in the definition of SW -CDMA is channel coding. The 
channel coding in UMTS is not limited to forward error detection and correction 
schemes, but also it includes rate m atching and interleaving. In SW -CDMA, con-
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Table 2.6: Reverse-link data  rates.
Spreading Factor
Channel bit rate 
(kbps)
Maximum user 
da ta  rates (kbps)
256 15 7.5
128 30 15
64 60 30
32 120 60
16 240 120
8 480 240
4 960 480
4, with 6 parallel codes 5740 2,300
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Figure 2.9; An illustration of satellite diversity.
volutional codes with standard rate r  =  1/3 or 1/2, constraint A: =  9 , are used 
for da ta  rates up to 32 kbps. For high data  rates, Turbo coding has been envisaged. 
Although dedicated physical control channels (DPCCH) support single data  rate, ded­
icated physical da ta  channels (DPDCH), on the other hand, are flexible to support 
multiple da ta  rates, which can be established either during call-setup or on frame 
by frame basis. The variable da ta  rates call for rate matching schemes. SW-CDMA
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uses bit puncturing and repetition as rate  matching schemes by fitting the encoded 
bit-stream  into the frame structure. In addition, since channel coding methods are 
optimised for statistically independent channel errors, one or more block interleavers 
are used to transform burst errors associated with fading channels into apparently 
independent errors. SW -CDM A performs block channel interleaving over 10 ms and 
20  ms for full and half-chip rate options, respectively.
2.3.5 C onstrain ts o f W C D M A  System s.
The obvious weakness of CDMA systems is th a t their capacity is limited by multiple 
access interference (MAI) [20],[50],[8]. MAI stems from signals of other users, who are 
active in the same frequency band and at the same time. In addition, CDMA systems 
have a reuse factor of one, which means th a t they reuse the frequency in every cell. 
This implies tha t CDMA systems must contend with not only MAI from within the 
cell bu t also from users in neighbouring cells.
Ideally, if the spreading codes are perfectly orthogonal, other users signals are perfectly 
tim e-aligned, and all signals have the same received power, then the despreading 
process can completely remove MAI. In real systems, however, the codes are not 
perfectly orthogonal, and are neither perfectly time-aligned nor all signal have the 
same power. As such, real WCDMA systems are associated with MAI.
Obviously, one of the solution to reduce MAI is the use of transm it power control. 
W ith perfect power control, transm it power of all users in a cell are controlled in such 
a way th a t their signals at the base station are received with the same power. Of 
course, there will still be some MAI, however, each user adds only a small fraction of 
MAI [29].
2.3.6 W C D M A  Sum m ary.
In this section, we have described S-UMTS air-interface enabling technology: WCDMA. 
First, we have discussed the fundam ental principles of multiple access techniques, com­
paring their suitability as appropriate choices for S-UMTS. The discussion has lead
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to the choice of CDMA. Secondly, we have presented an overview of CDMA systems 
and then extended it to WCDMA system. Finally, we have discussed the weakness of 
CDMA systems leading to the necessity of transm it power control.
2.4 Satellites and S-U M T S Summary.
In this chapter, we have described the satellite component of UMTS (S-UMTS) and its 
multiple access scheme: WCDMA. First, we have described the S-UMTS by defining 
the role of satellite in the UMTS framework, the satellite cellular structure, constel­
lations and configurations. Then, we have described the WCDMA by presenting an 
overview of multiple access techniques, principles of CDMA, and characteristics of 
WCDMA, in particular, we have highlighted the weakness of CDMA systems which 
calls for performance enhancing procedures such as power control.
Having concluded th a t power control is indispensable in CDMA systems, it is the 
aim of this thesis to study power control schemes for S-UMTS and to evaluate their 
performance mainly through simulation. But before presenting the power control 
schemes proposed in this thesis, it is necessary to describe the power control system 
model. Therefore, in the next chapter, we present the conceptual and simulation 
models for power control systems adopted in the thesis.
Chapter 3 
Conventional TPC  Conceptual and 
Simulation M odels.
3.1 Introduction.
In the previous chapter, we have described the satellite components of UMTS, high­
lighting its position in the overall UMTS framework. In this context, we have described 
the challenges in defining the S-UMTS which include satellite constellations and con­
figurations. Then we described WCDMA: a radio access scheme of choice for UMTS. 
However, the weakness of CDMA systems is th a t their capacity is interference lim­
ited. This calls for interference m itigating techniques such as multiuser detection and 
transm it power control (TPC) [29]. The work presented in this thesis focuses on TPC  
schemes.
In general, the performance of communication systems can be evaluated through an­
alytical methods, computer simulation, and hardware prototyping [70]-[73]. The ana­
lytical methods use m athem atical notation and equations to describe the system [74], 
and give clear insights into the relationships between the system param eters and per­
formance. However, analytical approach may not be possible where the m athematics 
is intractable. Consequently, the analytical approach is limited to simplified models of 
the system; implying th a t analytical approach is useful in the early stages of system
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design for broadly exploring the design space.
Hardware prototyping involves building a hardware model of the system (test-bed), 
and evaluating the performance based on measurements obtained from the model. 
Although it is an accurate and more credible method, it is costly and time consuming. 
In addition, it is less flexible; as such, it is inappropriate a t the early stage of system 
design when the number of design alternatives is large.
Computer simulation is the technique of designing a model of the actual or theoret­
ical physical system, executing the model on a digital computer, and analysing the 
results [74]. Firstly, it acts as a communication vehicle th a t provides a description of 
the behaviour of the system. Secondly, the simulation approach enables users to gain 
insight and an understanding of the behaviour of the system. Thirdly, it enables devel­
opment of theories th a t account for the behaviour of the system. Finally, it provides 
a means for analysing and evaluating the system and predicting the systems future 
behaviour.
Since S-UMTS and consequently closed-loop TPC  for S-UMTS are at an early stage 
of their development, the use of hardware prototyping is not economically viable; as 
a result, in this thesis the evaluation of TPC  in S-UMTS is going to be conducted 
through analytical and simulation methods.
Our main purpose in this chapter is to set the scene for subsequent development and 
analysis of closed-loop T PC  schemes for S-UMTS. Towards th a t end, the first step 
is to define a conceptual model, represented as a flow of functional blocks [74],[75]. 
Each functional block can, therefore, be realised through an analytical, hardware, or 
simulation algorithm. Therefore, this chapter briefly describes the conventional TPC 
conceptual and simulation models for S-UMTS. First, the chapter describes a generic 
digital communication system, paying special attention to the position of TPC  sub­
system in relationship to the overall communication system model for the S-UMTS. 
Secondly, the chapter presents the T PC  system by discussing the role, classes, and 
application of TPC; and then describing the conceptual and simulation model for 
closed-loop power control for S-UMTS. In addition, it discusses factors limiting the 
performance of T PC  schemes. Finally, the chapter describes the mobile satellite sys-
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Figure 3.1: Generic link-level model for a digital radio communication 
system.
tem  channel by discussing propagation characteristics and consequently presenting the 
impulse response, statistical, and simulation models.
3.2 Generic L ink-Level C onceptual M odel.
A functional block diagram for a generic link-level conceptual model for a digital 
radio communication system is shown in Figure 3.1. At this level of abstraction, the 
link-level model aims at representing the effects of radio channel on individual bits 
transm itted over a single link. In this context therefore, the link-level model is used 
to evaluate the performance of a single link in different environments. In addition, it 
is used to evaluate the impact of physical layer procedures such as TPC , multiuser 
detection, channel coding, and interleaving. In this thesis, the link-level model is used 
to evaluate the effectiveness of TPC  schemes.
In general, a generic link-level conceptual model consists of three main functional 
blocks: transm itter, radio channel, and receiver [73].
The transm itter part includes the following functional components: da ta  source, source 
coding, channel encoding, interleaving, spreading, modulation and power amplifica­
tion. Initially, the message from the da ta  source is converted into a sequence of bits
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in a source encoder. Then, a channel encoder transforms the data  sequence into 
structured sequence having some redundancies to facilitate detection and correction 
of errors a t the receiver, for example, convolutional coding scheme (r =  1 /2  or 1 / 3 , 
=  9) is used for S-UMTS. Since channel coding methods are optimised for statisti­
cally independent channel errors, a block interleaver is used to transform burst errors 
associated with fading channels into apparently independent errors. The interleaved 
bits are then spread using a unique PN sequence at a chip rate  higher than the data  
rate. This facilitates multiple access in CDMA. Since the channel is for continuous 
signal transmission, the digital chip sequences are then transformed into continuous 
waveforms through phase modulation. The modulated signal is then power amplified 
according to TPC  command received from the CWS.
At the receiver, on the other hand, the received signal is PN despread by a synchronised 
locally generated PN sequence using a matched filter or a bank of correlators. Two 
Rake combiners are normally deployed: one for data  detection, while the other is used 
for power or SIR estimation. For da ta  detection, the output from the Rake receiver is 
demodulated and then de-interleaved before being decoded using a Viterbi algorithm 
to recover the message. For power or SIR estimation, the output from the combiner 
is accordingly processed to estimate the received power strength or SIR for power 
control.
Mobile satellite system (MSS) channel is a highly dynamic system characterised by 
rapid amplitude and phase variations of the received signal. Such variations are caused 
by distance-dependent losses, time varying attenuation due to shadowing, and multi- 
path fading. Several models with different degrees of sophistication have been devel­
oped to represent such dynamic channel behaviour [76],[77].
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3.3 Transmit Power Control.
3.3.1 In troduction .
As stated earlier on, using transm it power control (TPC) as a capacity enhancing 
technique in CDMA is indispensable. However the question th a t we have not dealt 
with so far is what is TPC.
The aim of this section is to describe the TPC  system. Towards th a t end, it begins 
by discussing the role of TPC  in mobile telecommunication systems. Then different 
classes of T PC  schemes are discussed. The section then presents a conceptual model 
for closed-loop TPC  system, and finally, the section describes the T PC  simulation 
model developed for the study presented in the thesis.
3.3.2 R ole o f T ransm it Pow er C ontrol.
Basically, T PC  is a process of regulating transm itter power to ensure th a t the trans­
m itter radiates necessary power commensurate with the quality of service (QOS) re­
quirement. Therefore, T PC  plays a crucial role in CDMA systems as a capacity 
maximisation and resources allocation management mechanism.
Firstly, since CDMA systems are interference limited, they a ttem pt to reduce the 
effects of interference by choosing orthogonal spreading sequences. Although main­
taining perfect orthogonality among users is possible on the forward-link, it is ex­
tremely difficult on the reverse-link for the following reasons: First, due to m ultipath 
distortion, delayed versions of the transm itted spread-signal are superimposed at the 
receiver; consequently, even if the transm itted sequences were chosen to be orthogo­
nal, the received signals would not be orthogonal to each other. Second, unlike the 
forward-link, the reverse-link is usually asynchronous; hence, the de-spreading process 
a t the CWS is unable to completely discriminate signals from other users [78]. In both 
cases then, signals from other users will act as interference to the user of interest. This 
kind of interference is referred to as Multiple Access Interference (MAI). MAI limits 
the number of users th a t can simultaneously be supported by the network [8],[50].
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Therefore, since T PC  is used to reduce the effects of MAI, it then saves precious 
capacity.
Secondly, TPC  is also used to balance the received power against the n ea r-/a r problem. 
The near-far problem stems from the fact tha t users experience different propagation 
losses depending on their distances from the base station. As a result, large signals 
received from users close to the base station may mask the small signals from distant 
users. Even though the near-far problem is significant in terrestrial systems, it is 
not th a t significant in satellite environment [20]. Nevertheless, power control is also 
used to balance the received power against fading. If power control is not used, the 
required power is achieved through the use of static link-margins th a t are determined 
for worst-case attenuation. However, when a power control mechanism is used, it can 
detect unacceptable link quality of service and promptly corrects the condition with 
adequate average power increase only when it is required. Essentially, TPC  prevents 
capacity degradation induced by the use of static link-margins.
Thirdly, international agreements on the operation of satellite systems impose limits on 
the power flux density radiated on both reverse- and forward-links in order to protect 
terrestrial fixed-line-of-sight microwave systems which share the same frequency band 
as the satellite system in question [79]. In order to meet this requirement, transm itter 
power must be controlled.
Finally, power control enables the UE to transm it the power necessary for proper 
communication, in return, saving precious power and hence prolonging the UE b a tte ry - 
life.
In conclusion, therefore, it is necessary th a t power transm itted by the UE be regulated. 
In order to play this crucial role in CDMA systems, there have been many proposals 
for implementation of T PC  resulting in different classes of TPC schemes. In the next 
subsection, we discuss different classes of T PC  available for CDMA systems. For a 
comprehensive discussion on classes of T PC  schemes, one can refer to a tutorial paper 
by Novakovic and Dukic in [80].
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Figure 3.2: Classification of TPC techniques.
3.3.3 C lassification  o f Transm it Power C ontrol.
Transm it power control (TPC) schemes of different levels of sophistication and accu­
racy have been proposed for mobile telecommunication systems. The TPC  schemes 
fall into different categories as summarised in Figure 3.2 [80]. Different attributes are 
used to classify TPC  schemes.
Firstly, T PC  schemes can be classified based on information used to implement power 
control action. In this regard, T PC  can be classified as open-Ioop and closed-loop 
T PC  schemes. Open-loop TPC  scheme uses the reciprocity property based on nonzero 
cross-correlation between forward-link and reverse-link. In this technique, measure­
ments of the received power on the forward-link are used to adjust the transm itter 
power on the reverse-link [13],[14],[81].
The open-loop T PC  has two functions: It adjusts the initial access channel transmis­
sion power of the UE, and compensates for large abrupt variations in the path-loss. 
However, for FD D/SW -CDM A, the cross-correlation between the forward- and the 
reverse-links is very small [82],[26]. Consequently, the application of open-loop TPC  
is limited to the raw pre-correction of large fluctuations of the average signal power 
due to the specific user location. Closed-loop TPC, on the other hand, provides fine 
correction of the signal level variations. Its operation depends on the feedback in­
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formation from the gateway station (GWS). The closed-loop T PC  uses estimates of 
the received power measured at the GWS to instruct each mobile terminal to change 
its transm it power accordingly [9]. In MSS environment, instantaneous closed-loop 
TPC is less effective because of long round trip delays [14], [83]. Nevertheless, S- 
UMTS plans to implement both closed-loop and open-loop T PC  schemes. Although, 
open-loop TPC in satellite environments is a m ature .technology, there is need for 
new designs for closed-loop TPC  for S-UMTS. For this reason, we are motivated to 
investigate the closed-loop T PC  so as to design schemes th a t are effective in S-UMTS. 
Consequently, this work is limited to closed-loop TPC  schemes.
Secondly, TPC schemes can be classified based on the approach used to formulate 
the T PC  problem. In this context, we identify two categories: centralised and dis­
tributed TPC schemes. Under centralised TPC  scheme, the power control problem 
is formulated as an optim isation problem for resource allocation within specified con­
straints [78],[84],[85]. To this end, power control algorithms obtain an optimum set 
of power allocation to users th a t meet a certain criteria within prescribed constraints. 
High computational complexity precludes its practical implementation. Nevertheless, 
the interest in centralised methods is not on their practical use, bu t rather on their 
ability to give bounds to the performance of practical TPC schemes. Under distributed 
TPC, on the other hand, the power control problem is formulated as a regulation prob­
lem whose aim is to satisfy various performance requirements such as target received 
power or signal-to-interference plus noise ratio (SINR) [86],[78],[84],[87], [85]. Algo­
rithms under distributed T PC  scheme are iterative and can be implemented on-line. 
For this reason, most of the practical T PC  schemes are distributed. In this thesis, we 
consider distributed TPC -based schemes.
Another method for classifying TPC  techniques is based on type of channel state infor­
mation (CSI) used. In this regard, we have two types of CSI: signal strength [8 8 ], [81] 
and SINR [89], [90],[91],[92] based schemes. The strength-based TPC  scheme involves 
estimating the envelope or power of the received signal, while the SINR-based TPC  
scheme involves estim ating the ratio of the received signal power to interference plus 
noise. The strength-based T PC  scheme is easier to implement, while SINR method
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has a better performance [8 8 ],[93]. However, SINR approach has a potential of insta­
bility due to positive feedback [94],[95]. Since for link-level analysis, interference is 
assumed to be an independent random process (AWGN), the closed-loop dynamics of 
the local-loop are identical for the SIR-based and strength-based T PC  algorithms[22]. 
For this reason, we focus on strength-based TPC  schemes in this thesis.
Power control can also be classified based on TPC  command decision. First, a com­
mand decision requires knowledge of a t least two attributes: target requirement and 
the measured param eter th a t indicates the state of the channel. The target re­
quirement is established by higher layer protocols through the outer-loop power con­
trol [96],[97][98]. The target requirement remains constant for several frames, as such 
in this thesis, we assume it to be constant all the time. Once the target and the re­
ceived power or SINR have been established, the GWS compares the two parameters, 
and it establishes the difference between them  called TPC  error. The TPC error is 
a continuous stochastic process normally assumed to be lognormally distributed [14]. 
Based on this error, the GWS generates a command requesting the UE to either in­
crease or decrease its transm itter power. The aim is to reduce the T PC  error to zero. 
In theory, achieving this requires th a t all information about the error be communi­
cated to the UE [17],[9],[22]. However, this calls for large capacity on the forward-link. 
In practice, the capacity for TPC  in the forward-link is very limited [94],[8 6 ],[99]. For 
instance, earlier commercial CDMA standards such as IS-95 [8 ] provide only a single 
bit per slot for TPC. On the other hand, UMTS proposal provides two bits per slot [2]. 
However, S-UM TS allows one TPC  command per frame instead of one command per 
slot. Nevertheless, it also uses tw o-bits T PC  command [20],[25],[26].
Finally, power control schemes can be classified based on how the power control-law 
is implemented. In this respect, we have fixed and adaptive step-size TPC schemes. 
In fixed step-size T PC  scheme [94], [86],[23], the transm itted power is adjusted ev­
ery frame or slot by a fixed amount, which could be based on a single step-size or 
multistep-size. However, fixed step-size may not provide satisfactory results in dif­
ferent environments. For this reason, an adaptive step-size can be used [100]- [105]. 
In adaptive step-size TPC  scheme, the step-size changes based on the environment.
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Adaptive step-size TPC schemes offer a better performance than fixed step-size TPC 
schemes [99]. However, adaptive step-size TPC  schemes are more complex than fixed 
step-size TPC schemes.
Since this study is limited to link-level analysis, we consider fixed step-size closed-loop 
TPC schemes based on signal strength as our reference model, henceforth referred to 
as a conventional TPC  scheme.
3.3.4 A p plication  o f T P C  in M obile C om m unication  System s.
Transmit power control (TPC) is applied in several mobile communication systems as 
a radio resource management technique for both the terrestrial (GSM, IS-95, UMTS) 
and satellite (Globalstar, Thuraya, S-UMTS) systems.
In GSM, TPC  ensures th a t the mobile station and the base station transm it sufficient 
power to m aintain an acceptable link thereby reducing inter-cell interference and im­
proving spectral efficiency. The TPC  is applied on both the reverse and forward-links, 
and is based on exchange of messages on the received power levels and quality of 
service. Consequently, the power is accordingly updated in steps of 2 dB every 60 
ms [106].
In IS-95, TPC  is implemented on both reverse- and forward-links. TPC on the 
reverse-link equalises the received power, reduces MAI, m itigates the near-far effects, 
and conserves precious battery  power. It is SIR-based, single bit scheme whereby 
the transm itter power is updated by a fixed step-size once every 1.25 ms. On the 
other hand, TPC  on the forward-link equalises system performance over the service 
area, provides load shedding, and conserves precious power. It is based on exchange of 
information on frame error rate; as a consequence, T PC  on the forward link in IS-95 
is slow at a rate of once per 15-20 ms [60].
UMTS implements fast closed-loop TPC  on both the reverse- and forward-links. On 
the reverse link, TPC keeps the received SIR at a given SIR target. The transm it power 
at the UE is updated with a step-size of 1,2 and 3 dB at a frequency of 1500 Hz. Two 
TPC algorithms are implemented on the reverse link of the UMTS: in Algorithm 7, the
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power control step-size is determine from the TPC  command received within the slot, 
whilst Algorithm 2 emulates small step-size in th a t if five successive sam e-polarity 
T PC  commands are received, the transm itter power is adjusted accordingly by 1 dB, 
otherwise the transm itter power is not changed. On the other hand, T PC  on the 
forward-link is determined by the network in th a t the UE generates a T PC  command; 
and the network accordingly adjust the transm itter power of the base station [107].
The design concept of T PC  in satellite systems follows tha t in terrestrial systems. 
However, in order to cope with large propagation delays in satellite links, T PC  schemes 
should be modified. For example; Globalstar [41] proposed T PC  schemes similar to 
the T PC  scheme implemented in IS-95, except th a t in Globalstar, T PC  is updated 
once every 200 ms. Similarly, T PC  in Thuraya follows th a t of GSM whereby the 
transm itter power is updated based on exchange of messages on power levels and 
quality of service [108]. Finally, T PC  in S-UMTS follows the design concept of T PC  
in T-UM TS, however, the algorithms are modified to  take into consideration the effects 
of delays. Consequently, there are two proposals for closed-loop T PC  in S-UMTS for 
SW -CDM A [20] and SAT-CDMA [2 1 ]. Both concur th a t T PC  in S-UM TS should 
aim at compensating the slow-fading only as it is impossible to compensate the fast- 
fading because of long propagation delays; consequently, closed-loop T PC  for S-UMTS 
is slow (once per frame instead of once per slot). Furthermore, they recognise the need 
to compensate the effects of propagation delays, however, they differ in approach. The 
SW -CDM A closed-loop approach is based on pole-zero placement [2 2 ], [23] whereby 
the last TPC  commands sent from the GWS but not yet received at the UE because 
of the delays are used in deciding the new T PC  command. On the other hand, the 
SAT-CDMA closed-loop approach uses predictive m ethods to compensate the effects 
of delays.
3.3.5 C onceptual M odel o f th e  C onventional Transm it Pow er  
Control.
Power control is a resource allocation and management facility. Basically, it involves
(a) extracting relevant information about the state  of the channel under the control
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Figure 3.3: Conventional closed-loop TPC conceptual model.
action from available measurements, (b) command decision making, (c) implementing 
control action through appropriate controller-law. Closed-loop power control strategy 
depends on feedback information from the gateway station (GWS) to effect control 
action at the user equipment (UE). A conceptual model for a conventional TPC scheme 
is shown in Figure 3.3.
At the GWS, there are three functional components involving power control: channel 
estimator, comparator, and command decision generator. Based on samples of the 
received signal, the GWS estimates the received power Pfl(n) which is then used to 
calculate the TPC  error as
s(n) -  Pxar - (3.1)
where Ptut is the target power. Since the objective of the TPC  scheme is to minimise 
the T PC  error, the command decision mechanism generates a command: Cmd(n)  
requesting the UE to adjust its transm itted power. In S-UMTS, two bits are used for 
power control command; and the command bits are transm itted to the UE without 
error-correction coding through the forward-link.
The forward-link, in turn, introduces TPC  command errors assumed to be statistically 
independent and delays (Td) predom inantly due to propagation.
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A t the UE, there are three main functional components: the quantiser scaler, loop- 
filter, and variable gain high power amplifier (HPA). The quantiser scaler attem pts 
to reconstruct the T PC  error e{n] from the delayed received T PC  command bits 
Cmd'{n  — Td), where Td = kTp and k G {0,1 ,2 ,3} , through a scaling factor (A) 
normally called a TPC  step-size. The reconstructed TPC  error process is passed 
through a loop-filter before being used to adjust the gain of the high power amplifier. 
As a consequence, the adjusted transm it power at the UE a t time (n) is given as
Pt {ti) = — 1) T  ACvfid'[n — Td)- (3.2)
The power P^(n) is then transm itted through the reverse-link, which is assumed to 
the under the control action.
The reverse-link is a highly dynamical system characterised by time variations, whose 
characteristics are described through stochastic models presented later in section 3,4. 
Consequently, the signal received at the GWS Pfl(n) is a distorted version of the 
transm itted signal Prin)  expressed as
-Pr(^) — P t(^ )  +  -^(^) T  I{n), (3.3)
where A[n) is a randomly time varying attenuation and /(n )  is the MAI plus noise.
3.3.6 S im ulation  M od el for th e  C onventional Transm it Power  
C ontrol.
The closed-loop T PC  simulation model consists of five functional elements: UE trans­
m itter, reverse-link MSS channel, GWS receiver, forward-link MSS channel, and re­
port generator as shown in Figure 3.4 [70].
Transm itter Sim ulation Component-
The transm itter simulation component a t the UE determines the transm itter power 
Pr{n) based on received power control commands cmd{n) governed by a controller- 
law given by equation (3 .2 ). From the T PC  perspective, therefore, the transm itter 
simulation component is characterised by param eters presented in Table 3.1.
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Figure 3.4: Conventional closed-loop TPC high-level simulation 
model.
Table 3.1: TPC  simulation model transm itter parameters.
Param eter Description Symbol
Input TPC  command CmdR{n)
O utput Transm itter power PT{n) dBW
Design param eter TPC  step-size A dB
R eceiver Sim ulation Com ponent.
The receiver component generates T PC  commands from estimates of the received 
power based on laws given in subsection (3.3.5). As a consequence, from T PC  point 
of view, param eters th a t characterise a typical GWS receiver simulation component 
are summarised in Table 3.2.
Table 3.2: TPC  simulation model GWS Receiver param eters.
Param eter Description Symbol
Input Received power samples PR{n)
O utput T PC  command C'mdj'(ri)
Design param eters Number of samples per Tp N
T PC  period Tp sec
Power target PTar dB
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R ev e rse - a n d  F o rw a rd —L in k  S im u la tio n  C o m p o n e n ts .
Our study focuses on T PC  on the reverse-link. In this context then, the reverse link 
is defined as a dynamic system characterised by random changes in amplitude and 
phase. In addition, it is subjected to noise and MAI. Consequently, the link distorts 
the transm itted signal. Modelling and realisation of such behaviour are discussed in 
section (3.4).
The forward-link, on the other hand, is transparent in th a t it is not affected by fading 
and noise plus MAI. However, the link introduces some delays (Tp) to the power 
control commands accounting for propagation delays. Although in terrestrial systems 
the delays are insignificant, in satellite systems the delays are significant [20],[26].
R e p o r t  G e n e ra to r .
Report generator is the simulation component used to collect data, calculate estimates 
of the desired measure of performance, and tabulate results.
Since a M onte-Carlo simulation is a computer-based tool for statistical sampling ex­
periments, appropriate statistical techniques must be used to design and analyse sim­
ulation experiments [75],[74]. Towards th a t end, our focus in designing and analysing 
simulation experiments was to guard against realisation and transient errors.
Realisation errors stem from the fact th a t a simulation run or replication is only a 
sample function, and any performance index obtained from such sample function rep­
resents a sample estimate. By changing the random -num ber generator “seed” and 
running the model again results in a different sample function [75],[109). Therefore, 
in order to minimise realisation errors for each performance estim ate, we make Nj. 
independent replications, each of length N  and beginning with the same initial condi­
tions. The independence of replications is accomplished by using different simulation 
random generator “seed” for each replication [109].
Transient errors stem from initial conditions. Normally, simulation initial conditions 
are chosen arbitrarily and may differ from steady-state  values implying th a t initial
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system transient introduces a bias into the simulation results. Elimination of this bias 
is essential if the steady-state  results are to be accepted as accurate. Transient errors 
are minimised by discarding initial samples of each replication when calculating 
performance indexes [109],[110, c /chapter 10].
Typically, for each point estim ate of the performance index, we made 200 simulation 
runs in order to reduce realisation errors, each of 61000 samples out of which the first 
1000 samples were discarded to reduce transient error. In other words, — 200, 
N  =  61000, and =  1000.
3.3 .7  S im ulation  M odel Im p lem en tation  and V alidation.
We have so far described the simulation model in terms of functional block diagrams 
and their signal processing algorithms expressed mathematically. Next, we discuss 
computer realisation of the simulation model.
The simulation model can be realised on a computer by using simulation languages 
such as Sim-Link and COSSAP or general purpose languages such as M atlab, C /C + + , 
FORTRAN, Pascal and BASIC. In this study though, the simulation model was re­
alised in C + +  based on an object-oriented programming (OOP) approach. The OOP 
approach was chosen because it enabled us to easily transform the model functional 
blocks into objects [74]. Furthermore, we chose to implement the programs in C + +  
because programs developed in C + +  require less execution tim e and use less computer 
memory. However, the drawback was th a t most of the functions had to be developed 
from first-principles, resulting in long development time.
Having developed the computer simulation model, the model was validated through 
simulation experiments [72],[71].
To validate the model, we observed TPC  signals such as transm it power P ^(7i), channel 
power fading a^{n)  defined in subsection 3.4.3, and received power estim ate Pfl(n) 
as shown in Figure 3.5. The figure shows the random tim e-varying behaviour of the 
channel envelope a{t). In addition, it shows th a t the transm it power P t(^ )  is controlled 
in order to follow the inverse of the channel variations. As a result, the received power
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Figure 3.5: Transm it power control signals.
Pjî(n) fluctuates just about the target PTarg which was set at zero. Since Prarg =  0 
dB, then ^(n) =  PR(n). Different T PC  schemes attem pt to reduce the variations in 
T PC  error. Ideally, the TPC  error should be reduced to  zero. However, practical TPC  
schemes are unable to reduce the TPC  error to zero. In the next subsection, we discuss 
lim iting factors th a t affect the performance of closed-loop T PC  schemes.
3.3 .8  L im itations o f C losed—Loop Transm it Pow er C ontrol.
Different T PC  schemes have been proposed with different levels of sophistication. 
However, the performance of T PC  schemes is limited because of system constraints. 
In this subsection, therefore, we briefly discuss the limiting factors in TPC. A detailed 
coverage of the lim itations is given in [1 1 1 ].
F irst, the performance of T PC  schemes is limited by the TPC  updating rate. The 
power update must be fast so th a t given a certain step-size, the T PC  algorithm can 
track the channel variations due to fading. In IS-95, the rate  is 800 power-updates 
per second. In the T-UM TS proposal [2],[1 1 2 ], the rate has been increased to 1500 
power-updates per second. Consequently, power control in terrestrial systems aims 
at compensating both fast and slow fading. In S-UM TS, on the other hand, the
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Figure 3.6: Illustration of the effects of delays on power 
control signals.
power update rate has been reduced to once every 10 m s  because of long propagation 
delays. Consequently, power control in S-UMTS attem pts to track slow-fading due 
to shadowing and not the fast m ultipath fading. The effects of m ultipath fading are 
m itigated through interleaving and channel coding [25],[26], [20].
Secondly, closed-loop TPC performance is limited by command delay due to both 
processing and propagation. Although the problem is insignificant in terrestrial en­
vironment, in satellite environment the effects of delays due to propagation are sig­
nificant; and earlier research work indicated th a t closed-loop T PC  was ineffective in 
satellite due to the delays [14]. The core problem is tha t measurements at the GWS 
do not reflect results of the most recent power updates a t the UE. Conversely, the 
power updates at the UE are not in response to the most recent power measurements 
at the UE [22]. This results in a delayed response to changes due to internal dynamics 
and external disturbance exhibiting hysteresis effects and overshoots as illustrated in 
Figure 3.6. However, recently slow closed-loop TPC has been suggested for S-UMTS, 
where the aim is to follow slow-fading only [20],[21],[25],[26].
Thirdly, power control is limited by the bandwidth of the feedback loop. In closed- 
loop TPC, information on the T PC  error is fed back to the UE. However, the capacity
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on the forward-link is very limited in th a t it can support only a single bit per power 
control update period for ÎS-95 or 2 bits per power update period for UMTS [25],[2]. 
As a result, limited information about the TPC  error is transm itted to the UE.
Finally, TPC is limited by measurement errors because power measurement is not an 
instantaneous procedure. Essentially, any measurement represents an approximate of 
the real systems. The inaccuracies in measurement affect the power control decision, 
and consequently the overall T PC  performance.
3.3.9 Sum m ary.
Our aim in this section has been to  describe the closed-loop TPC  system. Towards 
th a t end, we have mainly described the motivation for using TPC  in general and in 
S-UM TS environment in particular. Then we have described different categories of 
TPC  based on different attributes and the operation of a fixed step-size closed-loop 
power control. In this regard, we have described the conceptual and simulation models 
for the closed-loop T PC  scheme which will be considered as a reference model in this 
thesis. Finally, we have described the lim itation of the closed-loop T PC  scheme.
3.4 M obile Satellite System  Channel M odel.
3.4.1 In trod uction .
The objective of MSS channel modelling is to understand the propagation phenomena 
which dominate the MSS channel, and derive rules and expressions which describe 
the dependence of the received signal on a number of param eters such as frequency, 
elevation angles, antenna type and directivity, relative velocity between the UE and 
the satellite, and the type of environment surrounding the UE. The knowledge gained 
through MSS channel modelling can be used to design countermeasures against the 
effects of these param eters [113], or weather conditions [114]. In addition, it can 
be used to introduce judicious fade-m argins in the link-budget [42]. Furthermore,
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the time-varying behaviour of the link is used when choosing appropriate schemes 
for S-UMTS physical-layer procedures such as modulation, channel access schemes, 
error detection and correction techniques, interleaving, synchronisation, and power 
control [20 ], [26].
In order to model the MSS channel, we m ust understand propagation characteristics of 
the channel. Accordingly, in the next subsection, we briefly describe the propagation 
characteristics of the MSS Channel.
3.4.2 P rop agation  C haracteristics o f th e  M SS Channel.
Propagation measurements show th a t the received signal via the MSS channel consists 
of three components: coherent direct wave, coherent specular reflected wave, and 
incoherent diffuse component [115] as illustrated in Figure 3.7 [116].
Satellite
Specular
Com ponent
Direct
C om ponent
Diffuse
C om ponent
User 
Equipm ent
/ / / / / / / / / / / / / / / / / / / / / / y /
Figure 3.7: Propagation characteristics of the MSS link.
Coherent D irect Wave.
The coherent direct wave component is received through a line-of-sight (LOS) path 
without reflection, and its propagation is affected by free-space attenuation, Faraday 
rotation, ionospheric scintillation, and shadowing.
Pree-space loss is due to a decrease in electric field strength stemming from the fact 
th a t all radiated energy is not focused to the intended receiving antenna. Hence,
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the received signal, described as a function of distance, follows an inverse-square law 
of optics [49] expressed as Ls — 201og(4W/A), where d is the distance between the 
transm itter and receiver, and A is the wavelength of the carrier. For an MSS system 
operating at 2GHz, typical minimum path-losses associated with different satellite 
constellations are summarised in Table 3.3. The GSM macro-cellular system is in­
cluded for comparison, and represents the maximum path-loss.
Table 3.3: Pree-space loss for different satellite constellation.
Constellation Distance [d) in Km Path Loss {Ls) in dB
GEO 35,786 190
MEG ICO 10,355 179
LEO Globalstar 1,414 162
LEO Iridium 780 156
GSM M acro-cellular 35 129
Faraday rotation is the angular change of linearly polarised wave caused by the iono­
sphere containing free electrons in a relatively static E arth ’s magnetic field. The 
Faraday rotation can be expressed as [115].
9 Qfi r
d = I  B {l)N {l)d l  radians, J Js (3.4)
where B(l)  is the component of the E arth ’s magnetic field along the direct path, N{1) 
is the electron density, and /  is the frequency in Hz.  The integration is along the 
direct path S. Faraday rotation causes polarisation loss, however, it can be m itigated 
by using circular polarised carriers [116].
Ionospheric scintillation is produced by three layers of irregular electron density in 
the ionosphere. The density of electrons in each layer changes with altitude and solar 
cycles. Furthermore, the layers are irregularly ionised. Consequently, the ionospheric 
scintillation and nohomogeneous ionised layers cause scattered and reflected waves 
resulting in fluctuations in the signal amplitude and phase. However, their effects at 
L - and 8 -B ands can be ignored except for regions around the equator [116].
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Shadowing is the attenuation of the direct path caused by roadside trees, buildings, 
hills, and mountains. Shadowing is the most dominant factor determining signal fad­
ing. The intensity of fading depends on the elevation angles, frequency, type of obsta­
cle, path through the obstacle, and direction of travel with respect to satellite [117). 
The focus of this thesis is to compensate the effects of shadowing through transm it 
power control.
Specular Reflected Wave.
The specular reflected wave is produced by signal reflection from ground in the di­
rection of the satellite. The magnitude, phase shift, and polarisation of the specular 
component depends on the roughness of the terrain and the dielectric properties of 
the ground. They also depend of the elevation angle [118]. Nevertheless, the effects of 
the specular component on the received signal can be reduced by the mobile antenna 
directivity [115].
Diffuse Com ponent.
Transmission from the satellite illuminates obstacles in the vicinity of the mobile unit 
resulting in refracted, diffracted, and reflected energy em anating from multiple scat­
ters. Waves from these scatters arrive at the receiving antenna with random ampli­
tudes, phase shifts and polarisation. The waves sum up destructively and construc­
tively in a random manner, resulting in small-scale fast variations of the signal ampli­
tude and phase. The intensity of the diffuse component depends on the distribution 
of the scattering objects around the UE and on the specific environment surrounding 
the UE receiver.
3.4.3 Im pulse R esp on se  M odelling  o f M SS C hannel.
In general, a radio channel can be modelled as a tapped-delay line with taps spaced at 
intervals Ti\ whereby, its complex baseband tim e-variant impulse response is expressed
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as [56],[113],[47]
N
^  hi{t)0{t -  n ) , (3.5)
î=i
where N  is the number of resolvable contributions, r,- denotes a random delay consisting 
of both propagation and m ultipath delays associated with contribution i. The tap  
coefficients hi{t) are complex random processes tha t are completely characterised by 
their distributions and power spectral densities. Therefore, hi{t) can be written as
h(t) =  (3.6)
where a (i)  represents the attenuation introduced by the channel, and ^{t) is the cor­
responding phase shift.
The impulse response described by equation (3.5) models the wideband channel, cap­
turing the frequency-selectivity of the channel. Basically, a channel is frequency- 
selective when the coherence bandwidth of the channel is smaller than  the bandwidth 
of the transm itted  signal, i.e.. Be < W .  On the other hand, if the coherence bandwidth 
of the channel is larger than the bandwidth of the transm itted  signal, the channel is 
frequency non-selective (flat-fading) [56],[47]. Accordingly, for frequency non-selective 
channels, there is only one resolvable contribution, resulting in a narrowband channel 
model. For example, in a cellular environment, the delay profile in urban and sub­
urban areas extends from 1 to 2^s; and for UMTS the chip duration Tc a t 3.84Mcps 
is 0.26)Us. If the time difference of m ultipath components is a t least 0.26/:is, then the 
WCDMA receiver can separate the m ultipath components and can combine them to 
obtain m ultipath diversity [2]. Thus the channel is frequency-selective. However in the 
satellite environment, the m ultipath delay spread is typically less than O.lps [14],[119]; 
which is less than the chip duration Tc = 0.26ps. This implies th a t the WCDMA re­
ceiver cannot resolve the m ultipath components, therefore, the channel model for MSS 
environment is frequency non-selective [82]. As a consequence, the impulse response 
of the narrowband complex tim e-variant MSS channel is given by
hit, r) = ô(t — r).  (3.7)
It has to be mentioned th a t when a gap-filler is used, the MSS channel is frequency- 
selective. A gap-filler, also known as an intermediate module repeater (IMR), is a
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network component tha t is used to significantly increase the coverage in areas where 
due to severe shadowing or blocking, direct reception of satellite signal is impossi­
ble [26].
3.4.4 S ta tistica l M odelling  o f M SS C hannel.
The received signal of a typical MSS comprises of a line of sight (LOS) path and 
a number of scattered, reflected, diffracted, and refracted components. In principle, 
the exact knowledge of the geometrical and electromagnetic properties of the phys­
ical environment [120]- [123] allows a precise description of propagation phenomena 
which enables the derivation of realistic and accurate channel models. However, the 
associated extremely large m athematical requirements preclude its use in modelling 
MSS channels. For this reason, statistical models are used instead to characterise the 
propagation phenomena.
Fundamental Statistical M odels.
Radio propagation characteristics of the MSS channel are affected by (a) short-term  
fast-fading: m{t) = Ui{t)-\-ju2 {t) =  due to  local m ultipath signals (diffuse
component), (b) long-term  slow-fading: S(t)  =  due to shadowing, where
as{t) — exp[ox,U3 (i) +  / i J .  The stochastic processes 'Ui(i), «2(^)5 and Us{t) are assumed 
to be coloured Gaussian processes.
In the short-term  fading scenario, the UE may receive a direct component along with 
N  scattered components from the surrounding objects. In the presence of LOS, it can 
be shown th a t the amplitude of the received signal am{t) follows a Rician distribution 
expressed as [37]
£ /  \fR ic ia n \0 ^ m j  — ^  eXp I , for «m >  0, (3.8)
CT,
where 2(Tq is the diffused component total power, S  is the amplitude of the LOS, and 
Iq {x ) is the zeroth-order modified Bessel function of the first kind given as
1/o(a:) =  —  / exp [æ cos(f)] dv. (3.9)J q
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A fading channel described by a pdf given by equation (3.8) is referred to as a Rician 
fading channel.
The power ratio of the direct component to  the diffuse m ultipath components is re­
ferred to as the Rician factor {K), and it is expressed as [117])[118]
^  (3.10)
The Rician distribution can therefore be rew ritten as [124],[56]
fRician{o^m) = 6Xp ^ — /q ^  OCm ^  0. (3.11)
We , therefore, observe th a t the Rice fading channel can be characterised by two 
parameters: the Rician factor K  and the diffused components to tal power 2œq.
Similarly, the pdf of the phase can be w ritten as [37]
f ( M  = —  ex p (~ A )[l +  ^/ttK  exp (A  cos^ f>m) cos <^^{1 -  er/(\/A cos-(?i^)}],(3 .1 2 )
where the error function er f{x )  is defined by
' f { x )  = f  d t  (3.13)Joer\
When the direct and specular reflected components are obstructed, i.e., (5^  =  0), then 
the diffuse components dominate. As a consequence, the envelope of the received 
signal follows a Rayleigh distribution given as [56]
fRayleighip^m) ^  exp (  "g ! for Am ^  0, (3.14)
^0  \  /
while the phase is uniformly distributed between —tt and tt. Such a channel is referred 
to as a Rayleigh fading channel and is characterised by the diffused components total 
power 2cto.
The stochastic models for fading channels described by equations (3.11) and (3.14) 
are restricted to modelling different aspects of short-term  fast-fading. However, su­
perimposed on the short-term  fading are slow variations S{t), in the local mean of the 
received signal due to shadowing. The shadowing is a manifestation of the absorption
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and scattering of the incident direct wave by roadside trees, buildings and other ob­
structions as it propagates between the satellite and user equipment. The amplitude 
of the slow-fading process A5 (t) follows a log-normal distribution expressed as [124]
fLN{as) =  — ^ e x p (In a s  — Pl Y2al for a s  > 0, (3.15)
where pL and are the mean and the variance of In(S'), respectively. The param eter 
Ul expressed in dB is referred to as location variability [117] or channel spread. It is 
chosen appropriately to reflect the severity of the shadowing, and varies with frequency, 
antenna heights, and environment.
The Rayleigh, Rician and lognormal distributions constitute the fundamental statis­
tical models for developing composite models for MSS channel. Based on these three 
fundamental stochastic models, several models of different sophistication and levels of 
accuracy have been developed for MSS channel. Well known models for MSS chan­
nel are Loo’s Model [125],[126],[114], Rice-lognormal [127],[128],[129], Patzold mod­
els [130]- [135], and Lutz model [136]; and detailed comparative studies are found 
in [115],[76], [137],[119].
In this thesis, however, we adopt the Loo’s model, in particular its modified version 
proposed by Patzold in [133] for the following reasons:
(a) It is a generalised model which can easily be tuned to  represent different satellite 
environments;
(b) it allows the in-phase and quadrature components of the diffuse part to be 
cross-correlated, consequently allowing definition of asymmetrical power spectral 
density (PSD); and
(c) it allows the LOS to experience shadowing and frequency shift due to Doppler 
effects.
Therefore, the composite model for the received signal is obtained from the addition 
of the long-term  and short-term  fading components as
h{t) ~  = a s 4- am{t)e^^"*^^^\ (3.16)
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where is the long-term  component whose amplitude as{t)  is lognormally
distributed, and phase is uniformly distributed between —tt to tt; and 
is the short-term  component whose amplitude is Rayleigh distributed, and phase 
is uniformly distributed between —tt  to t t .  A s stated earlier on, the long­
term  component is affected by Doppler shifts and its PSD is derived from a Gaussian 
function, while the short-term  component has a restricted Jakes Doppler PSD to 
represent the asymmetrical PSD. Consequently, the envelope of the received signal 
\h{t)\ =  a{t) has a pdf expressed as
'+00r
/ m S s ( û : )  =  /  f R i c i a n { a / v ) f L o g { v ) d v ,Jo
{hiv — p Y  4-r°° 1
TT J o  V
a exp 2(t£ 2ctq
a v \7o ( —  ) dv, for A >  0.
(3.17)
Prom equation (3.17), we observe th a t the composite model for the MSS channel is 
characterised by three parameters: Cq, pr ,  and <7^ . ctq represents the contribution from 
the short-term  fading component, pi, represents the static attenuation accounting for 
path  loss due to free-space attenuation, Faraday rotation, and Ionospheric scintillation. 
œl is the location variability representing the severity of shadowing. For example, when 
(Tjr is large, the shadowing is severe, while it is small in lightly shadowed environments.
Although the composite MSS satellite channel model consists of both the short and 
long term  components, since it is impossible to track the short-term  fading component 
in satellite system because of long propagation delay, we consider the long term  fading 
component in this thesis whilst the effects of short-term  components are assumed to 
be m itigated via channel coding and interleaving.
3.4.5 M SS C hannel S im ulation  M odel.
The simulation of the stochastic models for fading process requires generation of band- 
limited (coloured) Gaussian processes. Consequently, simulation model for MSS radio 
channel described in the previous subsection, is realised by employing three coloured
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Gaussian noise processes: two for the m ultipath component % (t), «2CO, and one for 
the slow-fading component '^3 (0 *
A well known m ethod for the design of coloured Gaussian noise process is to shape 
a white Gaussian noise process n (0  by means of a filter th a t has a transfer func­
tion th a t characterises the fading process as illustrated in Figure 3,8 (a). The second 
m ethod uses look-up table technique [138] based on stored channel param eters princi­
ple [119]. Finally, the other method is based on the Rice’s sum of sinusoids [139],[140], 
as illustrated in Figure 3.8 (b). In this case, the coloured Gaussian noise process is 
approximated by a finite sum of weighted and properly designed sinusoids as
N
u{t) =  ^  C n  COS {2'Kfnt +  6n) , (3,18)
n=l
where param eters On, fm  and 9n are called Doppler coefficients, discrete Doppler 
frequencies, and Doppler phases, respectively; and N  denotes the number of sinusoids.
Mt)n (t)
A W G N
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/i(0
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Figure 3,8: Realisation of coloured Gaussian noise processes: (a) Filter- 
shaping method, (b) Rice’s sum of sinusoids method.
Com putational complexities and need for large storage space precludes the use of 
filter-shaping and Look-up table methods; consequently, we use the Rice’s sum of 
sinusoids m ethod in this study. However, the challenge is how to determine the Doppler 
parameters: On, /n , and 9n-
Several methods have been proposed to estimate the relevant values of the Doppler 
param eters [132]. The easiest method is to determine the values for these param eters 
during the set-up of the simulation and allow them  remain unchanged during the
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simulation runs. Simulation models using this approach are referred to as deterministic 
simulation models [130]. An optimal m ethod for deriving the param eters by comparing 
first and second order statistics can be found in [131],[132],[135].
Following the approach proposed in [133] for MSS channel model, the Doppler coef­
ficients are determined as follows:
The m ultipath component m(t)  = is obtained from two coloured Gaussian
processes: ui{t) and U2 {t), as m{t) = ui(t)  + j u 2 (t) with a PSD expressed as
1/1 <  kofdrH ^ { f )  =  < ^fdrnaxy/l-U/fdmax)'^ (3 ,19 )
\  0 j/j — kofdmax')
where fdmax is the maximum Doppler frequency, «Jq is a constant th a t determines 
power in the coloured Gaussian process, and ko is a real param eter in the interval 
(0,1]. If ko ~  1 then a classical Jake’s Doppler PSD is obtained; and if 0 <  Aiq < 1, 
then a restricted Jake’s Doppler PSD is obtained. Consequently, the corresponding 
Doppler coefficients are obtained as:
(a) Discrete Doppler frequency
/ i , n  —  f d m a x  S m
7T / 1n — - for n =  1, 2 , . . .  ,N i  and i =  1,2; (3.20)_2Ni V 2
where == (2 arcsin ^o)] ; and Ni is the number of sinusoids.
(b) Doppler coefficients
C'i.n =  ^ 0 ^ 1 ^  for i = 1, 2; (3.21)
(c) Doppler phases assumed to be uniformly distributed between 0 and 27t.
The slow-fading component S{t) = as{t)e^^^^^\ on the other hand, is obtained from 
one coloured Gaussian processes: U3 {t) as as{t) = exp{aLU3 {t) +  p l )  with a PSD 
expressed as
^ l ( / )  =  -7 ^  exp V27T<7c
J L (3.22)
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where Oc is related to a 3-dB cut-off frequency fc according to fc = <7c \/2 /n 2 , and fc
is smaller than fdmax characterised by a factor kc as fc =  kofdmaxIK. Consequently
the Doppler param eters are obtained as:
(a) Discrete Doppler frequency are obtained by finding zeros of
 ^ -  e r /  f  7 -7 v i n  2 I  =  0 for n  =  1, 2 , . . .  , A 3 ; (3.23)^^'3 \  i^Qjdmax /
where A 3 is the numbers of sinusoids for the Gaussian process -1^ 3(t).
(b) Doppler coefficients
"  V ’^
(c) Doppler phases assumed to be uniformly distributed between 0 and 2?r.
3.4.6 S im ulation  M odel Im plem en tation  and V alidation.
Having obtained expressions for Doppler coefficients for the MSS channel model, a 
computer simulation was implemented using C-|-+ [11 0 ],[75] based on a model shown 
in Figure 3.9 [133], and validated through a series of simulation tests. Typical fading 
signals are shown in Figure 3.10. Since closed-loop TPC  in S-UM TS aims at following 
the slow long-term  components, we limited our simulation tests to the slow long-term  
fading component.
The primary objective of the simulation tests was to validate the MSS channel com­
puter simulation model in terms of first- and second-order statistics of the fading 
process. Statistical properties of interest are the probability density function (pdf) 
and autocorrelation functions (acf) of the fading process.
Figure 3.11 shows the pdf of the MSS channel fading process obtained from the simu­
lation model compared with theoretical results obtained from m athem atical equation 
(3.15), given th a t =  3 .5dH and Pl — 0 .0dH. Heuristically, the simulation and 
theoretical results compare favourably to some tolerable measure of error. Statisti­
cally, a Kolmogorov-Smirnov (K-S) test indicated th a t the simulated result followed
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Figure 3.9: Realisation of MSS channel simulation model.
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Figure 3.10: Typical fading signals.
the theoretical distribution with a K-S test statistic D = 0.0152 and critical value at 
5% significance level jDo.os =  0.1207 [141, pages 788-790], Similarly, Figure 3.12 shows 
the results of simulation and theoretical analysis in term s of autocorrelation function 
of the channel fading process. We observe th a t the simulation and theoretical results 
compare favourably. As a consequence, it is reasonable to conclude that, in terms of 
the pdf and autocorrelation function, the channel simulation model is valid to a good 
engineering approximation.
The other objective of the simulation tests was to investigate the influence of the
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channel behaviour characterised by rate and depth of fades on the statistics of the 
fading process. In this study, the rate of fade was defined in term s of UE velocity 
V, while the depth of fade was characterised by the location variability (<Tc,). A s the 
UE velocity increases, the rate of fade of the channel also increases. On the other 
hand, as the location variability increases, the channel fades become more severe. The 
statistic of interest was the normalised autocorrelation R ( t )  and its corresponding 
power spectral density (PSD) S { f ) .  Autocorrelation indicates the redundancies in the 
channel variations th a t can be exploited in power control, while the PSD shows the 
distribution of frequency components constituting the channel variations. The PSD 
was obtained from the autocorrelation function through Fourier transform expressed 
as /oo dr. (3.25)
•OO
Figures 3.13 and 3.14 show the autocorrelation properties of the channel of the fad­
ing process. The results in Figure 3.13 indicate th a t autocorrelation of the channel 
exponentially decreases with an increase in time difference (r). They also show th a t 
coherence time Tc of the channel increases with the decrease in user equipment veloc­
ity. This supports results presented in [63] th a t showed m athem atically th a t coherence 
time is inversely proportional to UE velocity. The location variability ctl, however, 
has no effect on the normalised autocorrelation as shown in Figure 3.14.
Figures 3.15 and 3.16 show the corresponding power spectral density (PSD) properties 
of the channel fading process. The results indicate th a t signals through the channel 
suffer spread in the PSD. Figure 3.15 shows th a t the spread increases with an increase 
in user equipment velocity, exhibiting Doppler characteristics. However the spread is 
not affected by the location variability as shown in Figure 3.16.
3 .4 .7  C hannel M od ellin g  Sum m ary.
We have seen th a t an MSS channel is a highly dynamic system consisting of long- and 
short-term  fading. Different models have been proposed to statistically describe the 
behaviour of the MSS channel. The choice of an appropriate model for MSS depends
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on the environment and application. In this regard, since closed-loop T PC  in S-UMTS 
is limited to tracking the slow-fading, we have considered the slow-fading only, while 
the effects of m ultipath fading are assumed to be mitigated through interleaving and 
channel coding. For this reason, our channel consists of the slow-fading component 
only which is modelled as a lognormal process characterised by location variability 
((jjr,) and mean (pz).
3.5 Conventional T PC  M odel Summary.
This chapter has briefly described the conventional T PC  conceptual and simulation 
models for S-UMTS. First, the chapter has described a generic digital communications 
system, paying special attention to the position of T PC  subsystem in relationship to 
the overall communication system model for the S-UMTS. Secondly, the chapter has 
presented the power control system by discussing the role, application and classes 
of TPC; and then describing the conceptual and simulation model for closed-loop 
power control for S-UMTS. In addition, it has discussed factors lim iting the perfor­
mance of power control schemes. Importantly, realistic T PC  have limited performance 
influenced by the environment. In particular, in S-UMTS, the performance is signifi­
cantly influenced by propagation delays. Finally, the chapter has described the mobile 
satellite system channel by discussing propagation characteristics and consequently 
presenting the impulse response, statistical, and simulation models. The MSS channel 
is a highly dynamic stochastic system, which affects the propagation of signals.
Having presented the operation of TPC  schemes and the nature of MSS channel, we 
shall next analyse different aspects of closed loop power control. First though we 
model the T PC  error process taking into account the effects of delays.
Chapter 4 
Analytical M odelling of TPC Error 
Process for S—UM TS.
4.1 Introduction.
Under the UMTS framework, the development of S-UMTS follows th a t of T-UM TS, 
with the ultim ate aim of achieving close integration between S-UMTS and T-UM TS. 
Consequently, closed-loop transm it power control (TPC) remains an option for en­
hancing the performance of S-UMTS; and as a physical layer procedure for S-UMTS, 
TPC  should be modified to  take into account features specific to the satellite environ­
m ent such as long propagation delays, which translate into T PC  command delays.
Furthermore, development of closed-loop T PC  schemes for S-UM TS requires clear 
insights into the effects of T PC  command delays on the performance of closed-loop 
T PC  schemes. This can be achieved through analytical models describing the dynamic 
behaviour of the closed-loop T PC  schemes. The analytical models can clearly illustrate 
the trade-off between system param eters and their impact on performance [142]; and 
optimum values, if they exist, of design param eters can be established [143].
Therefore, the purpose of the work presented in this chapter is as follows: (a) to 
analytically model the effects of T PC  command delays in the presence of random 
disturbances; (b) to model the dynamic behaviour of the T PC  error process g(^); and
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(c) to investigate statistical properties of the TPC  error process. Statistical properties 
of interest in this study are the probability density function (pdf) and autocorrelation 
function of the TPC  error process. The pdf of the TPC  error process can be applied 
to the S-UMTS system to derive link capacity [144], while the correlation time of the 
autocorrelation function can be used to determine the depth of interleavers used in 
S-UM TS [9].
The contribution of this work rests on; (a) modelling of the effects of TPC command 
delays in the presence of random disturbances as a random rua/A: process; (b) application 
of Fokker-Planck equations to determine the pdf of T PC  error process; (c) application 
of statistical linearization to deal with non-linearization due to fixed TPC step-size;
(d) lim itations of the linear approximation and its impact of the shape of the resulting 
pdf [145]; and (e) dem onstrating the role of TPC in reducing the correlation time tq.
The remainder of the chapter is organised as follows: First, we formulate the problem 
under investigation, and describe the closed-loop TPC  scheme functional model used 
in this study in sections (4.2) and (4.3), respectively. In section (4.4), we develop the 
analytical model describing the behaviour of the T PC  error process. Then, we describe 
simulation experiments conducted to validate our analytical model in section (4.5). 
Results and discussion of the analytical model are presented in section (4.6). Finally, 
section (4.7) concludes the chapter.
4.2 Problem  D efinition.
In the satellite environment, fast closed-loop power control is considered less effective 
because of long propagation delays [14],[83]. Long propagation delays imply th a t 
the closed-loop power control cannot accurately track channel variations due to fas t- 
fading. As illustrated in Figure 4.1, the core problem is th a t measurements a t the 
gateway station do not reflect results of the most recent power updates at the user 
equipment (see part a). Conversely, the power updates a t the user equipment are 
not in response to the most recent power measurements a t the gateway station (see 
part b). This results in a delayed response to changes due to internal dynamics and
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Figure 4.1: Illustration of power control command 
delay problem, where is the power update time, 
Td is the command delay, and Tm is the measure­
ment time.
external disturbance exhibiting hysteresis effects.
Recently, there has been a growing interest in developing analytical models for the dy­
namic behaviour of closed-loop T PC  schemes. The motivation for such interest stems 
from the need to acquire clear insights into the interactions among system param eters 
and the need to establish optimum values, if they exist, of design parameters.
Chockalingham et al. in [9] developed an analytical model for the dynamics of TPC 
error using a simplified model th a t transformed the standard closed-loop TPC model 
into a log-linear model. Then, they derived the first- and second-order statistics of 
the received power which provided insight into the burst nature of a power-controlled 
CDMA system. The model was developed in the frequency domain, and was limited 
to flat fading. However, Abrado et al. in [144] extended the work of Chockalingham [9] 
to a frequency-selective fast-fading environment. They developed analytical expres­
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sions for the cumulative distribution function and autocorrelation function which in 
turn  were used to evaluate the capacity of the system and linear prediction of future 
fading values. However, the model was based on variable step-size leading to negli­
gible quantisation error. This assumption implies that the command signal channel 
can carry a perfect measure of the power control error. However, closed-loop power 
control in UMTS uses fixed step-size; and the effects of quantisation error are not al­
ways negligible. In addition, the model was developed on an assumption of negligible 
propagation delays. In S-UMTS however, propagation delays are significant.
To deal with the problem of nonlinearities due to the fixed step-size. Song et al. 
in [146],[147] developed a stochastic nonlinear feedback control model for closed-loop 
T PC  scheme using statistical linearization. Conceptually, statistical linearization ap­
proximates solutions to a nonlinear stochastic system by tha t obtained through an 
equivalent linear system with the same statistics in both mean and variance [148]. 
Subsequently, the model was used to evaluate the performance of closed-loop TPC 
in terms of stability and power control error as a function of UE velocity and TPC  
step-size A. However, the model assumed lag-less nonlinearities. In other words, it 
did not consider the effects of delays. Consequently, although the model can be used 
in the terrestrial environment, it is inappropriate for S-UMTS, where the effects of 
command delays are significant.
Gunnarsson et al., in [22] and [23], proposed a dynamic model for the power control 
scheme taking into account the effects of delays using the describing function method. 
Conceptually, in describing function approach the nonlinearity is replaced by a complex 
function approximating the gain and phase-shift of the nonlinearity. Accordingly, the 
hysteresis effects of delays were modelled as a triangular oscillation waveform with 
deterministic amplitude; and consequently, the model was used to design a time delay 
compensator. The model was based on the assumption th a t the power updates were 
stepwise, and th a t there were no external disturbances. However, in practice, the 
power control system is subjected to significant external disturbance due to channel 
fading and MAI plus noise.
Finally, Leibnitz et al. in [142] developed an analytical model for a fixed step-size
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Figure 4.2: Closed-loop transm it power control functional
model.
closed-loop TPC , where the dynamic behaviour of the closed-loop T PC  scheme was 
represented as a Markov state-space model because both the time increments and 
power updates are discrete values. The model was used to dem onstrate the impact 
of system param eters on performance. However, the analysis was based on a AWGN 
channel.
Prom this discussion, we observe th a t the question of analytically modelling the dy­
namic behaviour of T PC  system in the presence of external disturbance in S-UMTS 
environments is still open. Therefore, the purpose of this chapter is to develop the an­
alytical model describing the dynamic behaviour of TPC. However, before we present 
the analysis, we describe the conceptual model used in the analysis.
4.3 T PC  System  M odel.
A block diagram depicting a fixed step-size closed-loop T PC  is shown in Figure 4.2. 
The system consists of a gateway station (GWS) receiver, forward-link, UE transm it­
ter, and reverse-link. We assume th a t the reverse-link is operated under the power 
control action.
At time n, the GWS estimates the received power Pii(n), and then compares Pn(n)
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with the target power Pmrg producing a TPC  error process e(n) before making a hard 
quantised decision. Since the aim of TPC  schemes is to reduce the TPC error, we 
can characterise the dynamic behaviour of TPC  schemes in terms of the TPC error 
process. Based on the decision, the GWS, through the forward-link, sends a command 
Cmd{n)  to the UE to either increase or decrease its transm it power. The forward-link 
introduces some delays (Td) due to propagation. Consequently, the UE uses the delayed 
commands C m d{n—l) to adjust its transm it power Prin)  by a fixed step-size (A), once 
every frame. It then transm its the adjusted power through the reverse-link. In the 
mobile environment, the reverse link is modelled as a time varying system; as a result, 
the received signal a t the base station is a distorted version of the transm itted signal 
PT{n). The variations are caused by fading and multiple access interference (MAI) 
plus thermal noise. Since the objective of TPC in S-UMTS is to follow the large- 
scale fading, we assume th a t the fading is due to shadowing and follows a lognormal 
distribution characterised by a standard deviation (o-jr, dB) and mean (pLdB).  The 
effects of the m ultipath fading component are assumed to be either averaged out during 
power estimation or compensated via coding and interleaving. The MAI plus thermal 
noise is assumed to be additive white Gaussian noise (AWGN) with a double power 
spectral density given as N q/2.
4.4 Analysis.
4.4.1 D ynam ic B ehaviour o f th e  T P C  Error P rocess.
Let us consider a functional block diagram of a fixed step-size closed-loop power
control shown in Figure 4.2. The received power in dBW is given as [112]
PR(n) = Prin)  +  A(n)  +  /(n ) , (4.1)
where A{n)  represents attenuation of power due to channel variations assumed to be 
due to shadowing and thus lognormally distributed. I (n)  is the MAI plus noise power, 
while Prin)  is the transm itted power expressed as
Prin)  =  PTin -  1) — A sgn  [e(n -  /)]. (4.2)
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Since the MAI plus noise in dBW  is not strictly additive, then I{n)  in equation (4.1) 
is expressed as [149];
I{n) = 10 log[pT(?%)«(%) +  î(^)j -  101og[pr(m)o(m)]
i{n)=  10 log 1 + dBW, (4.3)PT(n)a{n)^
where Pt (^), «(n) and i(n) are transm itter power, attenuation, and MAI plus noise, 
respectively, in linear units.
The function e(n) defines the TPC  error at time (n) expressed as
e{n) = Prarg -  -Pji(n), (4.4)
where Prarg is the target received power. The TPC algorithm aims to achieve this 
target. sgn[x] is a nonlinear function describing the internal dynamics of the power 
control algorithm, expressed m athem atically as
> . f + l  a ; > 0sgn{x)  =  < (4.5)
[ - 1  x < 0 .
The term  I in equation (4.2) refers to the overall delay constituting both processing 
and propagation delays; thus Td = ITp, where Tp is the power control period.
Assuming th a t Pxarg does not vary with time, equation (4.4) can be re-w ritten as
8(n) =  £:(n — 1) — A s^n [^(n —/)]
-  [A{n) -  A{n — 1)]
~ [ I (n )  -  I { n - 1 ) ] ,  (4.6)
and as a difference equation:
de{n) =  —A sgn  [6-(n — I)] — D (n), (4.7)
where D{n)  is the total change in the disturbance between two consecutive samples; 
and is expressed as
D{n) ~  [A(n) -  A{n  — 1)] +  [/(n) — J(n  -  1)]. (4.8)
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The difference [A(n) — A{n  — 1)] represents the change in the channel variations. 
I t is assumed to be Gaussian distributed with zero mean and variance given by 
a \  =  2#2|1 — p(r)], where is the variance of the channel process and indicates 
the severity of the channel fade. Channels with deep fades are characterised by large 
values of gl , p (r) is the correlation between two consecutive channel variation sam­
ples. It indicates how fast the channel fades and is related to the user equipment 
mobility [150],[151]. p (r) must be nonzero, otherwise power control cannot be used. 
The difference [/(n) — I{n  — 1)] represents the change in the MAI plus noise power. 
It is assumed to be Gaussian distributed with zero mean and variance given by 2<r|. 
Although successive samples are correlated, we assume that the successive differences 
are independent; thus, samples D{n)  and D{n — 1) are independent [152].
4.4 .2  A n alytica l M odel o f th e  E ffects o f T P C  C om m and D e­
lays.
The relationship described in equation (4.7) expresses the dynamic behaviour of the 
T PC  error process. It shows th a t the change in the T PC  error process at time (n) 
depends on the change in the disturbance D{n)  and the state  of the process Z-steps 
before: e{n — l). The time delay (/) results in hysteresis behaviour in the form of oscil­
lations of the process due to internal dynamics of the power control loop and delayed 
response. One of the challenges in dealing with the stochastic difference equation (4.7) 
is how to  model the hysteresis effects of this delay.
In [23],[22], by using the describing function method, the oscillations were modelled as 
a triangular waveform of period N  = 2 + 41 and deterministic amplitude E  =  iVA/4. 
This model was based on the assumptions th a t the power updates were stepwise, and 
th a t there were no external disturbances. In S-UMTS, similarly, the power updates for 
the fixed step-size closed-loop T PC  are stepwise; however, the power control system 
is subjected to significant external disturbance due to channel fading and MAI plus 
noise. Consequently, there is a need to model the dynamic behaviour of closed-loop 
T PC  taking into account the effects of delays in the presence of external disturbances. 
Towards th a t end, we propose to model the effects of delay as a random walk process
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x{l)  [124]. The motivation is th a t when subjected to external random  disturbances, the 
effects of delay are stepwise with random  amplitude instead of deterministic amplitude.
Basically, a random walk is a stochastic process consisting of a sequence of discrete 
steps of fixed size [153]. Therefore, — /)] in equation (4.7), transforms to
A%(Z) +  As^n[e(n)], where %(Z) is a random walk process expressed as
I
=  (4 9)
and XiS are independent random variables taking values {+1, —1} with equal proba­
bility. The probability th a t %(Z) has a value of z is [124]
P{x(l) = 2 } = ([)  Ji, (4.10)
where i = (z Z)/2; and is an integer. Ultimately, the process A%(Z) is zero mean 
with a variance equal to ZA .^ We can now drop the I in %(Z) without loss of generality. 
Subsequently, the dynamic behaviour of the TPC  error process can be approximated 
by a stochastic difference equation expressed as
de(n) = —A x  — Asigrn[£(n)] — D{n).  (4.11)
The physical interpretation of different term s in equation (4.11) is as follows: The first 
two term s on the right hand side of the equation show how the state  of the T PC  error 
process a t time (n) is transformed through the system, taking into account the effects 
of delay. The delay is characterised as an additional source of error th a t depends on 
step-size (A) and delay (Z). The last term  indicates the contribution of the changes 
in the disturbance.
4.4 .3  Solution  o f th e  N on lin ear S tochastic  D ifference Equa­
tion .
Equation (4.11) is not easy to solve in its present form. However, it can be simplified 
either by quantising the increments and using Markov state methods or by consider­
ing time continuous limits and using the Fokker-Planck technique [152],[8]. Since the
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Markov approach tends to involve considerable memory requirements, and excessive 
amounts of computer time, we use the Fokker-Planck approach in this study. Basi­
cally, the Fokker-Planck (F -P ) technique models the motion of the probability density 
function of fluctuating variables [154]. As such, the Fokker-Planck equation is applied 
in our analysis to describe the evolution of the pdf of the TPC  error process £(n). 
Therefore, after invoking the continuous time limit, equation (4.11) becomes
de{t)
d t — — A% — AsgTz[6(Z)] — jD(t). (4.12)
This can be characterised by its second-order conditional pdf expressed as / (e , f/^Q, Zol %)• 
Assuming th a t Cq =  0 a t time Zq =  0, then the conditional probability density function 
can be determined by solving the Fokker-Planck [F-P] equation [see Appendix A for 
its derivation] given as [155];
d f { e , t / x )  ^  d[Ki(€) f{e , t /x) ]
dt de
+  2 0 ? ---------- ■ (4.13)
where Ki{e)  and K 2 [e) are the first and second derivate moments, respectively, associ­
ated with de{t)/dt.  The nonlinearity s^n[e(f)] in equation (4.12) makes determination 
of the derivate moments difficult. A natural method to tackle nonlinear problems is to 
replace the governing nonlinear function with an equivalent linear function whose dif­
ference should appropriately be minimised. One such approach is statistical lineariza­
tion where the difference between the nonlinear and its linear equivalent is minimised 
in term s of statistical moments [148], [146]. In this work we therefore, resort to linear 
approximation methods, and use statistical linearization.
Application of statistical linearization involves replacing the nonlinear function y{n) — 
As^n[£-(n)] with a linear equivalent y{n) = Peqsi'a), with the objective of minimising 
the m ean-square-error (MSE) of the difference y{n) — y{n). The minimisation is 
performed with respect to p^g. From [148, Appendix A], the optimum Peg for the 
sgn{') function is given as
loA2
"  \ h ^  ( 4 1 4 )
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where ajj is the variance of the disturbance. Thus, following the approach presented 
in [154, page 50]  ^ the derivate moments are given as Ki{e) = —Peq^ -, and K 2 (e) = 
Z A ^  +  2 ( j ^ ( l  —  p ( t ) )  +  2 ( j | .
Under steady state  conditions.
limt^ CXJ
df{e,t/x)
dt =  0 . (4.15)
and the pdf is independent of the time as well as initial conditions. Consequently, 
equation (4.13) becomes [155];
^  [ ^ i(^ ) /(^ /x ) l  “  2 ^  [^^2(fr).f(f:/%j] =  0. 
Upon integrating equation (4.16) once, we obtain
Ki{e)f{elx) -  ~K 4e) f ( e / x )  = G„ 
where Ci is a constant of integration.
If we write
(4.16)
(4.17)
Kï(e)f(e/x) = h(e/x),
then equation (4.17) becomes
whose general solution is given as;
H ^ / x )  =  O2 exp dv,
(4.18)
(4.19)
(4.20)
Hence, the general solution for equation (4.16) is [155, pp 197\]
g l(x )
K2{x ) dx dv.
(4.21)
where C\ and C2 are constants of integration. For the following boundary conditions 
/ (± o o /x )  =  0 and d /(± o o /x ) /d e  =  0, the constant of integration C\ = 0. Therefore
f { e / x )  = exp r  K,{v)  Jo A’2(w) dv (4.22)
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and after a few m anipulations, it becomes
f i ^ / x )  = ^ e x pA  2
where C2 is the normalising factor evaluated as
K 2
K 2 (4.23)
/ exp de. (4.24)
Therefore, we observe from equation (4.23) th a t the steady-state pdf of the TPC  error
process in dB is normal; however, it is conditioned by the effects of delay (%).
Upon removing the condition on % [124], equation (4.23) becomes
I
=  ^ i )P{x  =  ^t}] • (4.25)
i = l
Equation (4.25) characterises the steady-state  pdf of the TPC  error process £:(n) for 
a fixed step-size closed-loop TPC  system.
4.5 Sim ulation Environm ent.
In the previous section we have developed the steady-state pdf f{e)  of the TPC  error 
process e{n) taking into account the effects of power control command delays. In 
particular, we have modelled the effects of delay as a random walk process, and in 
order to obtain the analytical expression for the pdf, we have used the Fokker-Planck 
equation approach whose derivate moments have been obtained through sta tistical- 
linearization approximation.
In order to validate the accuracy of our model and the statistical-linearization approx­
imation [74],[75], a M onte-Carlo computer simulation [110],[109], [156],[70] analysis 
was conducted. Consequently, a computer simulation model was developed based on 
a functional block diagram shown in Figure 4.2, and implemented in C4-+.
For each power control period (Tp), the difference between the estim ated and target 
powers was calculated as an TPC  error e(n), and collected for determ ination of its 
statistical properties under different design and environment param eters. Parameters 
assumed in this study are given in Table 4.1.
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Table 4.1: TPC error process simulation param eters.
Param eter Symbol Values used
Step-size A 0.5dB,1.0dB
Round trip delay Td Tp, 3Tp
Power control period Tp 10 ms
Location variability CTl 3.5dB
Shadowing mean I^L 0 M B
Variance of MAI O.ldB
Carrier frequency Fc 2 CHz.
4.6 R esults and D iscussions.
The objective of our analysis was to develop an analytical model describing the dy­
namic behaviour of the fixed step-size closed-loop T PC  scheme for S-UMTS taking 
into account the effects of propagation delay.
4.6.1 P d f  o f th e  T P C  Error P rocess.
The dynamic behaviour can be described as a stochastic difference equation of the 
TPC  error process e:(n) in which the hysteresis effects are modelled as an additive 
random walk process. The solution of the difference equation is a random  process, 
characterised by its steady-state  probability density function (pdf) or cumulative dis­
tribution function (cdf). The solution can be obtained by solving the corresponding 
Fokker-Planck (F -P ) equation. In order to determine the derivate moments of the 
F -K  equation, linear approximation methods were used.
Figures 4.3 and 4.4 show the steady-state  pdf f{e)  and cdf F{e),  respectively, of 
the TPC  error process e'(n), given th a t the maximum Doppler frequency fdmax is 10 
Hz and the closed-loop T PC  fixed step-size A is 0.5 dB, with the command delay 
Td = €  {10 ms, 30 ms} as a param eter. The plots show th a t the T PC  error process 
for fixed step-size A =  0.5 dB and Doppler frequency Fdmax ~  10 B z  is lognormally
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Figure 4.3: Pdf of the TPC  error process for command 
delays Td G {10 m s, 30 m s}, given th a t F^ax =  10 and 
A =  0.5 dB.
distributed. The plots further show th a t the spread of the pdf depends on the delay I: 
As the delay increases, the spread also increases. The plots also show a close match 
between analytical and simulation results at both delays under study: Td ~  10 m s and 
Td = 30 ms. This supports the proposal th a t the effects of delays can be modelled 
as a random walk process. Consequently, unlike in [23], where the effects of delays 
were compensated through deterministic methods, these results suggest tha t in the 
presence of external disturbance, the effects of delays could be compensated through 
statistical methods. It further implies th a t the effects of nonlinearity in the form of the 
quantisation noise are insignificant for parameters- Fdmax = 10 H z  and A =  0.5 dB.
However, the shape of the pdf of the TPC  error process for a fixed step-size is sensitive 
to system param eters because of the nonlinearities associated with the fixed step-size. 
To illustrate the effects of such nonlinearities on the shape of the pdf of the error 
process, let us consider the diagram shown in Figure 4.5.
First, let us denote i(n) as the reconstruction of the T PC  error process e(n) at the 
UE transm itter; thus, i(n) =  Cm d(n) * A. Since i(n) is not necessarily equal to e(ri), 
then the difference between |ê(n)j and |e(n)| can be considered as an error due to
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Figure 4.5: Illustration of the effects of quantisation of 
the T PC  error process.
quantisation process referred to as quantisation error eq{n) [157].
In order to understand the effects of quantisation error, let us consider three cases:
(a) W hen |e(n)| =  Co, while |ê(n)| =  Aq, then £q = 0. In this case, the reconstructed
Chapter 4. Analytical Modelling o f TP C  Error Process for S-U M TS. 89
TPC error a t the UE i (n)  matches the actual TPC  error process at the GWS 
£(n) resulting in negligible quantisation error. Consequently, the pdf of the TPC 
error process assumes the lognormal shape.
(b) When \e{n)\ = So, while |ë(n)| =  A i, then £g ^  0; and reconstructed TPC error 
a t the UE is larger than the actual T PC  error process, as such the quantisation 
error is not negligible. This case arises when a very large T PC  step-size is used.
(c) When \e{n)\ =  s i ,  while lê (n ) | =  A q, then £q ^  0; similarly, the reconstructed 
TPC  error is larger than the actual T PC  error process. As a consequence, the 
quantisation error is not negligible. This is a case when the T PC  error is small, 
for example, when the UE velocity is small.
Cases (b) and (c) introduce some quantisation errors because of over-compensation [157]. 
Therefore, the effects of the quantisation errors on the shape of the pdf of the TPC 
error process have been investigated in this chapter.
Figure 4.6 shows plots of the analytical and simulation results for Doppler frequency 
fdmax ~  10 Hz and A =  1.0 dB. For large delays {Ta =  30ms), the plots show th a t 
although the analytical result maintains the lognormal distribution, simulation re­
sults appear to have a flatter distribution. This suggests th a t for large delays and 
large step-size the effects of nonlinearity are no longer insignificant, as such, the lin­
ear approximation may not be valid, because the nonlinearity introduces significant 
quantisation noise to the TPC  error process. Since typical quantisation noise process 
is assumed to be uniformly distributed, the T PC  error process appears to be uni­
formly distributed. This result challenges the results of system-level analyses which 
are based on the shape of the pdf of the T PC  error process for large delays and large 
step-size. Similar phenomena are dem onstrated from results of analysis for a fixed 
step-size closed-loop TPC  system operating at a small Doppler frequency as shown in 
Figure 4.7. A t small Doppler frequency, the error process is dom inated by quantisation 
noise which is typically uniform distributed.
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4.6.2 A u tocorrela tion  o f th e  T P C  Error P rocess.
The other objective of our analysis was to investigate the higher-order statistical 
properties of the T PC  error process. Of interest in this study was the normalised 
autocorrelation Reir)  of the T PC  error process. R s{t ) is characterised by correlation 
time (tc) which in turn  indicates the burstness of bit errors in a digital communication 
system.
First, we investigated the influence of TPC  on the autocorrelation function of the 
received signal. Figure 4.8 shows the autocorrelation curves for power controlled and 
uncontrolled channels given th a t Pl  =  0.0 dB, aj, = 3.5 dB, Fdmax = 30.0 Hz, and 
delay =  10 ms. The results show th a t TPC  reduces the correlation time to less 
than the power control period; thus Tc < Tp — 10 ms. This suggests th a t TPC has 
a role in reducing the correlation time of the received signal. Therefore, the results 
imply that a smaller depth interleaver could be used in a power-controlled channel 
since the correlation time with power control spans a shorter time interval (tc < Tp) 
than it does without power control (tc >  Tp).
Then, we investigated the effects of T PC  command delay (T^), Doppler frequency 
{Fdmax) j and power control step-size (A) on the normalised autocorrelation function of
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Figure 4.9: Autocorrelation of the T PC  error process 
with command delay; Td € {10,20,30} m s, as a parame­
ter.
the T PC  error process. Figure 4.9 shows the variation of normalised autocorrelation of 
the T PC  error process with T PC  command delay Td € {10, 20,30} m s as a param eter. 
The results show th a t the correlation time of the error process increases with TPC  
delays. However, for for TPC  command delays considered in this study, the correlation 
time remains below the power control period, thus, Tc <  Tp. This means th a t even 
in the presence of command delays, T PC  still plays a crucial role in reducing the 
correlation time.
Although, the normalised autocorrelation of the TPC power control error is sensitive 
to command delays, the results further show th a t it is not significantly influenced by 
Doppler frequency and T PC  step-size as shown in Figures 4.10 and 4.11, respectively.
Chapter 4. Analytical Modelling o f TPC  Error Process for S-U M TS. 93
N .  ! !
- r -  F d m a x - G O
F d m a x "  ^ 0 0  " Z  '
; ;
............... ........................................ ................ f .................. ;................. .............. i..................i ...................
M  i %  ! i ! I !
% . . J . i . . . i . . . L. . .%  ! 1 .  i
0 0 .001  0 .0 0 2  0 .0 0 3  0 .0 0 4  0 .0 0 5  0 .0 0 6  0 .0 0 7  0 .0 0 8  0 .0 0 9  0.01
T im e lag  ( t )  in s e c o n d s
Figure 4.10; Autocorrelation of the T PC  error pro­
cess with maximum Doppler frequency; fmax € 
{10,60,100} Hz,  as a param eter.
0 .5  dB  
A= 1 .0  dB  
A - 1 .5  dB
0  0 .0 0 1  0 .0 0 2  0 .0 0 3  0 .0 0 4  0 .0 0 5  0 .0 0 6  0 .0 0 7  0 .0 0 8  0 .0 0 9  0 .01
T im e lag  (t) In s e c o n d s
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4.7 Concluding Remarks on A nalytical M odelling  
of T PC  Error Process.
In this chapter, we have developed an analytical model for the dynamic behaviour 
of the error process for a fixed step-size closed-loop T PC  as a stochastic difference 
equation.
First, we have modelled the effects of command delays in the presence of random 
external disturbances as a random walk process with zero mean and variance whose 
value depends on the delay (I) and T PC  step-size (A) as ZA .^ Since the effects of 
delays can be modelled by a stochastic process, we conclude th a t the effects of delays 
can be m itigated via statistical methods. We have also dem onstrated th a t the TPC 
error process can be described m athem atically as a stochastic difference equation whose 
solution is subsequently expressed as a pdf and autocorrelation function. In this regard, 
we have shown th a t the pdf of the T PC  error process is sensitive to system param eters. 
Although it is widely accepted th a t the T PC  error process is lognormally distributed, 
the nonlinearity due to fixed step-size has a significant influence on the shape of the 
pdf. Therefore, this challenges results of system-level performance analyses which 
depend on the shape of the pdf of the T PC  error process. In addition, we have shown 
th a t TPC  reduces the correlation time of the received signal, which means th a t smaller 
depth interleavers could be used in a power-controlled S-UMTS.
Having shown th a t the effects of command delays can be modelled by a stochastic 
process and subsequently concluded th a t their m itigation could be through statistical 
means, an interesting question is which statistical methods are appropriate for power 
control in S-UMTS. In the next chapter, we propose T PC  schemes for S-UMTS whose 
objective is to statistically compensate the effects of delays.
Chapter 5 
Predictive Transmit Power Control 
Schemes.
5.1 Introduction.
In the preceding chapter, we demonstrated th a t the dynamic behaviour of TPC  could 
be described m athem atically as a stochastic difference equation whose solution was 
subsequently expressed in terms of probability density function (pdf). We further 
demonstrated th a t the effect of T PC  command delays could be modelled as a stochastic 
process, implying th a t it could be compensated through statistical means. The central 
question, however, is what statistical m ethods are appropriate for T PC  schemes in S -  
UMTS. A plausible response to this question rests on the use of predictive methods.
The first purpose of this chapter is, therefore, to investigate the performance of 
different tracking algorithms applied to predictive TPC  schemes. In particular, we 
consider standard recursive least squares (RLS) and least mean square (LMS) algo­
rithms [158],[159]. The second purpose is to  conduct a comparative study of these algo­
rithms in order to select an appropriate algorithm for predictive T PC  in S-UMTS [159]. 
Finally, the chapter aims at optimising the performance of these algorithms so as to 
establish values of system param eters th a t result in optimum performance of TPC in 
S-UMTS [158].
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The contribution of this work rests on: (a) demonstrating th a t predictive T PC  schemes 
perform better than the conventional T PC  scheme; (b) demonstrating tha t a simple 
algorithm based on LMS is sufficient for predictive TPC  in S-UMTS where the power 
update rate is reduced to once every frame instead of once every slot; and (c) establish­
ing the optimum values of the LMS algorithm and showing th a t the optimum values 
depend on the MSS channel param eters.
The remainder of the chapter is organised as follows: First, we formulate the problem 
under investigation in section (5.2). Then we describe predictive T PC  schemes based 
on RLS and LMS algorithms in section (5.3) . In section (5.4), we describe simulation 
experiments conducted to evaluate the performance of predictive TPC  schemes in 
the S-UMTS environment. Results and discussion of the simulation experiments are 
presented in section (5.5), and section (5.6) concludes the chapter.
5.2 Problem  D efinition.
In the satellite environment, fast closed-loop T PC  is considered less effective because 
of long propagation delays [14]. Long propagation delays imply th a t the closed-loop 
TPC  cannot track fast-fading accurately.
In order to m itigate the effects of delays on performance of closed-loop TPC , pre­
dictive techniques have been proposed [17],[18], [24]. Essentially, predictive methods 
use current and past channel variation measurements to predict future states of the 
channel. They exploit the presence of non-zero autocorrelation values between consec­
utive samples of the channel process [160]. The unknown dynamics of the channel can 
be modelled either as a low-order polynomial or as an autoregressive (AR) adaptive 
filter [161], [162],[163].
Tanskanen et al. in [164], [165], [166] used the polynomial approach in different predic­
tive TPC  schemes. The philosophy behind their work was th a t a channel fading pro­
cess can be divided into small tim e-segments, and each segment can subsequently be 
modelled as a polynomial. In their work, they modelled the segments using Heinonen- 
Neuvo polynomials [164]. This approach was used in a TPC scheme for a single-user
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system [165] and subsequently extended to a multiuser environment [166]. The results 
demonstrated the potential of predictive methods in improving the performance of 
TPC  schemes although the performance gains in terms of BER, power consumption, 
and power control error variance in multiuser systems, were marginal. The reason for 
marginal gains in performance is th a t the polynomial-based predictive TPC schemes 
are nonadaptive. For this reason, they are less effective in systems where the fading 
process is nonstationary, for example, in the mobile satellite system .
On the other hand, prediction can also be implemented using adaptive filters whose co­
efficients are dynamically adjusted on-line [161],[163]. This approach has been used by 
several authors for implementation of predictive TPC  for both terrestrial and satellite 
systems.
Lau et al  in [90],[91],[167],[168] proposed centralised predictive T PC  schemes whereby 
the TPC  problem was formulated as an eigenstructure [90], [91],[168] or as a linear 
neural network [167], [168] to determine optimum powers for the current TPC period 
which was then used to predict optimum powers for the next T PC  period. The predic­
tion was implemented using adaptive filters based on the RLS algorithm [161],[169]. 
The results showed th a t predictive T PC  schemes perform better than  conventional 
T PC  schemes. However, since the proposed schemes are based on centralised power 
control, they have limited practical applications. Nevertheless, they establish perfor­
mance bounds for practical TPC schemes.
Sim M. L et al. in [99],[24] compared the performance of predictive T PC  schemes with 
conventional and adaptive step-size TPC  schemes for the terrestrial cellular system. 
First, they compared the performance of a tw o-tap fixed-coefficient predictive and con­
ventional TPC scheme [99]; then the work was extended to an adaptive filter-based 
predictor whose coefficients are dynamically adjusted using the RLS algorithm [24]. 
In addition, the performance of an adaptive step-size TPC  scheme based on adap­
tive delta m odulation [157] was analysed [24]. The results suggested th a t predictive 
methods can increase link-capacity by around 20%.
The discussion so far has been limited to application of predictive T PC  schemes in ter­
restrial cellular systems. Extension of the predictive TPC approach to mobile satellite
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systems was conducted by Mehta and colleagues. In [17], M ehta et al. analysed the 
performance of predictive TPC  for a TDMA based mobile satellite system. In their 
work, the predictor was implemented as a weighted-RLS-based adaptive filter; and the 
power control was limited to inner-loop TPC. However, in [97] the work was extended 
to include the outer-loop power control. Both research works produced conservative 
results as they were based on continuous step-size which cannot be realised in prac­
tical closed-loop T PC  schemes because the power control command channel has very 
limited capacity. Consequently, in [18], Mehta included cases of fixed-step size. Gen­
erally, the results suggested th a t predictive methods could improve the performance of 
T PC  schemes. However, the analysis was limited to satellite system with a constant 
LOS resulting in a Rician channel model with a constant Rice-factor. In addition, the 
analysis was limited to channels experiencing very small fading rate characterised by 
very small Doppler frequency (<  0.07 Hz).
More recently, results of research work on closed-loop T PC  for S-UM TS were reported 
in [20] and [21] for SW -CDM A and SAT-CDMA, respectively. Both recognised the 
need to compensate the effects of propagation delays, however, they differed in ap­
proach. The SW -CDMA closed-loop approach is based on pole-zero placement [23], 
[22] whereby the last T PC  commands sent by the GWS but not yet received at the 
UE because of the delays are used in deciding the new TPC  command. They suggest 
th a t this approach render the closed-loop T PC  less sensitive to  propagation delays. 
However, they did not evaluate the performance of this approach on a typical MSS 
channel model. On the other hand, the SAT-CDMA closed-loop approach used predic­
tive methods on a Rice-Lognormal MSS channel; and showed th a t predictive methods 
improve the performance of closed-loop TPC  schemes. However, they used tracking 
algorithms proposed for terrestrial cellular systems [99],[24]. W hether these tracking 
algorithms are appropriate for the satellite environment is still an open question.
Prom this discussion we, therefore, observe th a t predictive techniques can compensate 
the effects of TPC  command delay; and consequently improve the performance of the 
closed-loop T PC  scheme. However, it appears th a t the question of applying predic­
tive methods in S-UM TS is still open. Consequently, we investigate predictive TPC
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Figure 5.1: Predictive transm it power control model.
schemes for S-UMTS in order to  establish an appropriate predictive algorithm for the 
S-UMTS environment.
The following notational conventions will be used in this chapter; We shall use small 
boldface to denote vectors and capital boldface to denote matrices, for example, w  
and R . The symbol I  denotes an identity m atrix of appropriate dimensions, and the 
boldface 0 denotes a zero vector or matrix. The time instant is placed as a subscript for 
vectors and matrices, for example, Wn and Rn, while it is placed between parentheses 
for scalars, for example, x{n).
5.3 Predictive Power Control A lgorithm s.
Predictive closed-loop power control is similar to the conventional T PC  scheme de­
scribed in section (3.3.5), except tha t in the predictive m ethod, future values of the 
received power are predicted at the GWS using past and current estimates of the 
received power, and power control decision is based on the predicted values instead 
of current estimates of the received power as shown in Figure 5.1. Normally d-steps 
ahead p -ta p  adaptive filters are used to predict future values of the received power [24], 
where p  is the order of the filter and d represents the horizon of the predictor. Following 
the assumption in [24], in this study, we assume d =  1.
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Let x{n)  denote a baseband sample value of the received power at time (n). Follow­
ing the Wold decomposition theorem [170],[160] æ(n) can be written as a sum of a 
predictable process Xp{n) and a regular process Xr(n) as
x{n) ~  Xp{n) +  (5.1)
where Xp{n) and a:,.(n) are assumed to be orthogonal [163]. A process is said to be 
regular if it is white and hence unpredictable [160]. The predictable part Xp{n) can be 
considered to be an output of a hypothetical system such tha t the following relationship 
holds:
V
Xp{n) = -  ^2 ,  o>k(n)x{n -  A:), (5.2)
k=X
where ak{n) are param eters of the hypothetical system. We therefore observe from 
equation (5.2) tha t Xp{n) is predictable from a linear combination of past outputs 
x(n — k) for A; 6 {1, 2, ■ ■ • ,p}. In the frequency domain, equation (5.2) can be specified 
using the z-transform  as [170]
From equation (5.3), we observe th a t, in the frequency domain, the hypothetical system 
can be modelled as an all-pole filter of order p, which is also known as an autoregressive 
(AR) model [163],[170].
We can, therefore, conclude th a t the process x(n)  can be predicted from the past p 
samples: x(n — 1), rr(n — 2 ) , . . . ,  x(n — p); and th a t the predictor can be implemented 
using an all-pole finite-impulse-response (FIR) filter as shown in Figure 5.2.
Thus, the predicted value of x(n)  denoted as x(n)  is defined as
p
x(n)  — ^  Wk(n)x(n — A:), (5.4)
k ~ l
where Wk(n) = —% (n) are coefficients of ap -o rder predictor. The predictor coefficient 
values are set in order to minimise a cost function J(w),  which is expressed in term s 
of prediction error ^(n) given as
^(n) =  x ( n ) ~ x ( n )
p
— x(n)  - ' ^ W k ( n ) x ( n  -  k). (5.5)
k = l
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Figure 5.2: Structure of the p-order predictor.
Equations (5.4) and (5.5) can be expressed in more compact m atrix form as
(5.6)
and
f(n )  =  æ(n) - (5.7)
respectively, where w„ =  [u;i(n), W2 ( n ) , . . . ,  iWp(n)] and x ^ -i =  [rc(n -  l ) , æ ( n -  
2) , . . , , a ; (n  — p)] are row vectors. The m atrix operation denotes the transpose 
of a vector x„.
For nonstationary channels, such as mobile communication radio links for both ter­
restrial and satellite, the predictor coefficients are tim e-variant [171]; and their values 
are dynamically determined on-line using recursive algorithms mainly recursive least 
squares (RLS) and least mean square (LMS) [161].
The RLS and LMS algorithms have been studied and their performance compared 
from the digital signal processing perspective [172],[173]. Fundamentally, the RLS 
algorithm is more complex than the LMS algorithm. In addition, the RLS algorithm 
has higher convergence rate  than the LMS algorithm, which is an attractive a ttribu te 
when the fading process abruptly changes. The LMS algorithm, on the other hand, has 
a better tracking property than the RLS algorithm, which is an attractive feature when 
the fading process changes smoothly. However, the difference in tracking performance 
is conditioned on system modelling [172]. For example, when the RLS was formulated
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as a state-space model [174], it was shown that the RLS algorithm had better tracking 
properties than the LMS algorithm [175]. In other words, the performance of these 
algorithms depend on application.
5.3.1 RLS A lgorithm .
In the context of TPC , the RLS algorithm is normally used to  adaptively adjust the co­
efficients of the predictor in order to track the dynamics of the fading channel for both 
cellular [168],[24] and satellite [18],[21] systems. The objective of the RLS algorithm 
is to minimise the sum of the estimation error squares; thus, J{w) = [174].
For further details of the RLS algorithms we refer to Appendix B.
Let us assume th a t R „ is a p x  p correlation m atrix defined as
Rn =  ^  , (5.8)
t=i
and th a t its inverse be P „ , where is a weighting factor and A is a positive factor 
0 <  A <  1 referred to  as a forgetting factor. On condition th a t the correlation m atrix 
(Rn) is positive definite^ the RLS algorithm is described as follows [161]:
First, the algorithm is initialised by setting
Wo =  0
Po =  where ô = small positive constant.
Then, during each power control period from nTp to {n -f l)Tp, for n  =  1 , 2 , 3 , . . . ,  
the tap  weights are updated every Tp/M  seconds, where M  is the number of weights
updated during the period of Tp [24]. In this study, we assume th a t M  = p  [163]. The
rest of the algorithm is given as [161]
km =  1 +  "“' .x  (5 9)^  I ^ m —I - * - 771—l ^ m —1
^(m) =  a;(m) -  w „i_ ix^_i, (5.10)
Wm =  vfm-i  + 'kmCi'rn), (5.11)
Pm =  A-^Pnz-i -  A-^kn;Xn;_iPm-l, (5.12)
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where is the gain vector.
The main motivation for using the RLS algorithm in predictive TPC  schemes has 
been its fast convergence property. The RLS algorithm, however, places an enormous 
computational burden on the T PC  system. The computational complexity of the RLS 
algorithm is of the order O(p^), where p is the order of the predictor. Since S-UMTS 
plans to use slow TPC  at a rate of once per frame instead of once per slot, the fast 
convergence property is no longer a stringent requirement. It is therefore necessary 
to use an algorithm th a t demands less computational complexities and yet achieve 
a comparable performance when compared with the RLS algorithm. In this study, 
therefore, we propose a predictive closed-loop TPC  scheme based on a least-m ean- 
square (LMS) algorithm.
5.3.2 LM S A lgorithm .
Basically, the LMS algorithm is a search algorithm whose objective is to minimise the
mean square error (MSE); thus, J{w) = £'[<^^(n)] [176],[163]. For further details of
the LMS algorithms we refer to Appendix C. Unlike the RLS algorithm, the LMS 
algorithm is simple to implement and has low computational complexity: 0{p)  [177]. 
Furthermore, the LMS algorithm has better tracking properties than the RLS algo­
rithm in a nonstationary environment [172],[175].
The LMS algorithm is described as follows [161]:
First, the algorithm is initialised by setting
Wo =  0. (5.13)
Then during each power control period from nTp to (n+ l)T p , for 72 — 1, 2, 3...., the tap 
weights are updated every Tp/M  seconds, where M  is the number of weights updated 
during the period of Tp. In this study, we assume that M  = p [163]. The rest of the 
algorithm is given as [161]
^(m) =  æ(m) -  w „,_ ix^_ i, (5.14)
Wm -  W^_1 +;LiX,n_i^*(7n), (5.15)
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where p  is an adap tion constant.
5.4 Predictive T PC  Sim ulation Experim ents.
The objective of the link-level simulation analysis was to investigate the performance 
of the predictive T PC  schemes, with the conventional TPC  scheme as a reference. 
Since the aim was to measure the tracking ability of the closed-loop TPC schemes, the 
measure of performance was the standard deviation of TPC  error which was measured 
as a function of three variables as follows: (a) the UE normalised velocity {FdTp) which 
indicates the fading rate; (b) the MSS channel location variability (standard deviation 
of the slow fading process (Tl ) which indicates the depth or severity of the fading 
process; and (c) the closed-loop T PC  step-size. The results were obtained using a 
computer simulation model developed from a conceptual model shown in Figure 5.1.
In order to obtain an unbiased measures of performance, we can either find the average 
of the performance metric over a large number of independent runs for a fixed time in 
the steady state, or from one run over a long time on the assumption th a t the process 
is ergodic [124]. In this study, we adopted the former approach. Consequently, for each 
point estim ate of the performance metric, 200 replications, each of 61000 observations, 
were run in order to reduce realisation bias [75]. For each replication, the first 1000 
observations were discarded to minimise transient errors. Param eters assumed in this 
study are given in Table 5.1.
5.5 R esults and D iscussions.
The objective of this chapter is to  investigate the performance of predictive T PC  
schemes with the conventional T PC  scheme as a reference. Specifically, we first com­
pare the performance of the LMS and RLS algorithms used in predictive TPC  schemes 
in different fading environments in order to choose an appropriate algorithm for S - 
UMTS. Secondly, we investigate the effects of T PC  design param eters on performance
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Table 5.1; Simulation param eters for conventional and predictive TPC  schemes.
Param eter Symbol
Values used
RLS LMS Conventional
Power control period Tp 10 m s 10 m s 10 m s
TPC  Step-size A 1.0 dB l .OdB 1.0 dR
TPC  command delay Td Tp,STp Tp.STp Tp^STp
Channel location variability ctl 5.0 dB 5.0 dB 5.0 dB
Shadowing mean IJ^L 0.0 dB 0.0 dB 0.0 dB
Carrier frequency Fc 2 GHz. 2 GHz. 2 GHz.
Filter order p 10 10
No. of predictor coefficients M 10 10
Predictor horizon d Tp Tp
RLS Forgetting factor A 0.95
LMS adaptation constant 2 X 10-4
Number of samples per Tp N 10 10 10
of T PC  schemes. In this regard, we consider the effects of MSS channel param eters 
characterised by UE velocity and location variability.
5.5.1 Effects o f U ser E quipm ent V elocity.
Figure 5.3 shows the performance of the conventional, LMS, and RLS algorithms 
based closed-loop T PC  schemes as a function of UE normalised velocity (F^Tp), given 
th a t the loop delay Td €  {10 ms, 30 ms}. The results show th a t the performance 
of closed-loop TPC degrades with an increase in UE velocity. The reason for this 
degradation is th a t as the UE velocity increases, the channel fades too fast for the 
closed-loop TPC  to effectively follow the variations. The results also show th a t the 
performance degrades with an increase in loop delay because of an increase in delayed 
response resulting in significant overshoots. The results further show that predictive 
methods, generally, perform better than conventional T PC  schemes. This suggests
Chapter 5. Predictive Transmit Power Control Schemes. 106
o  4
Conventional TPC with delay = 10 ms 
- V ~  LMS TPC with delay = 10 ms 
- 0 -  RLS TPC with delay = 10 ms 
—t— Conventional TPC with delay = 30 ms 
-A -  LMS TPC with delay = 30 ms 
-B -  RLS TPC with delay = 30 ms________
0.01 0.02 0.03 0.04 0.05 0.06 0.07Normalised Velocity (F^T^ 0.090.08 0.1
Figure 5.3: Performance of predictive TPC  schemes as a function 
of UE normalised velocity (FdTp).
th a t predictive m ethods can compensate the effects of delays, however, the gain in 
performance achieved depends on the algorithm used in the prediction. In this regard, 
the results show th a t the LMS algorithm based predictive TPC scheme performs better 
than the RLS based predictive T PC  scheme.
Figure 5.4 shows the performance gain of the LMS and RLS algorithms based closed- 
loop T PC  schemes over the conventional T PC  scheme as a function of UE normalised 
velocity (FdTp), given th a t the loop delay Td € {10m s, 30 ms}. The results show 
th a t the performance gain of predictive T PC  is sensitive to both UE velocity and 
loop delays. W hen the UE velocity is low {FdTp < 0.028), the results show that the 
performance gain is greater for long loop delays (Td = 30 m s) than  for short loop delays 
(Td = 10 m s). On the other hand, when the UE velocity is high (FdTp > 0.028), the 
performance gain is greater for short loop delays than for long loop delays. The reason 
for the increase in performance gain is th a t at high UE velocity, the channel fades 
are faster; as a result, both the conventional and predictive T PC  suffer from slope- 
overload stemming from the fact th a t the T PC  schemes cannot effectively follow the 
channel variations. However, the coherence time of the channel is small which renders 
the predictive TPC  schemes less effective for long loop delays than  for short delays. On
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Figure 5.4: Performance gain of predictive TPC schemes as a 
function of UE normalised velocity (F^Tp)-
the other hand, for low UE velocity, the coherence time of the channel is longer making 
the predictive TPC  effective even for long loop delays. Finally, the results show th a t 
the LMS based scheme offers higher performance gain than the RLS algorithm based 
closed-loop predictive T PC  scheme.
Therefore, LMS algorithm based predictive TPC  scheme performs better than RLS and 
conventional TPC  schemes for UE velocities considered (0 <  F^Tp < 0.1). Since TPC  
is mainly a tracking problem, the results support the conclusions made in [178],[179],[172] 
th a t LMS algorithm has better tracking properties than RLS algorithm.
5.5.2 Effects o f M SS C hannel L ocation  Variability.
Figure 5.5 shows the performance of the conventional, LMS, and RLS algorithms based 
closed-loop TPC  schemes as a function of MSS channel location variability ((7c,), given 
that the loop delay Td € {10 m s, 30 ms}. Firstly, the results show th a t the performance 
of closed-loop T PC  degrades with an increase in az,. The reason for this degradation 
is th a t the dynamic range for the channel variation increases with an increase in (jjr,, 
which consequently cannot adequately be compensated by the fixed step-size closed-
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Figure 5.5: Performance of predictive TPC  schemes as a function 
of channel location variability {(Tl )-
loop TPC. Secondly, the results show that predictive TPC  schemes perform better than 
the conventional T PC  scheme; and tha t the LMS algorithm based scheme performs 
slightly better than  the RLS algorithm based TPC  scheme at all levels of location 
variability.
Figure 5.6 shows the performance gain of the LMS and RLS algorithms based closed- 
loop TPC  schemes over the conventional TPC  scheme as a function of MSS channel 
location variability given th a t the loop delay Td G {10m s, 30 ms}. The results 
show th a t the performance gain is sensitive to both location variability and loop delays. 
Furthermore, the results show th a t the performance gain of predictive TPC  increases 
with an increase in location variability. This suggests th a t predictive TPC  schemes 
are more effective in severe fading environment.
Therefore, the overall result shows th a t the LMS algorithm based predictive TPC  
scheme offers a better performance than the RLS algorithm based predictive TPC  for 
all levels of location variability in S-UMTS. In addition, the predictive T PC  scheme 
is more effective in more severe fading environments than  m oderately fading environ­
ments.
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Figure 5.6: Performance gain of predictive T PC  schemes as a 
function of channel location variability ((Jl ).
5.5.3 E ffects o f C losed—Loop T P C  Step —Size.
The effects of closed-loop TPC  design param eters were also investigated. In this study, 
we considered the effects of the T PC  step-size (A). The results of the investigation 
are shown in Figure 5.7. When the command delay is small {Td = 10m s), the results 
show th a t closed-loop T PC  does not perform well for small and large step-sizes. The 
reason for the poor performance is th a t if the step-size is small, it may not be sufficient 
to compensate for the channel fading. On the other hand, if the step-size is large, it 
may over-comp ensate the channel fading. This suggests the presence of an optimum 
step-size (Aopt), which is the same for both predictive and conventional TPC schemes 
because both use the same controller-law. On the other hand, when the command 
delay is large {Td =  30 m s), the results show th a t there is no optimum value of the 
TPC step-size. The reason is th a t for large TPC  command delays, the performance 
is dominated by the T PC  overshoots due to effects of delays.
Figure 5.8 shows the performance gain of predictive TPC schemes as a function of TPC 
step-size (A). The results show th a t when command delays are short {Td = 10m s), 
the gain in performance is low for small and larger step-sizes. This suggests the
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Figure 5.7: Performance of predictive TPC schemes as a function 
of TPC  step-size (A).
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Figure 5.8: Performance gain of predictive T PC  schemes as a 
function of TPC  step-size (A).
presence of an optimum step-size. On the other hand, when the command delays are 
long (Td =  30 m s), the gain in performance increases with an increase in step-size. 
However, beyond a particular lim it, the gain reaches a point of diminishing return.
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Therefore, the performance of TPC  schemes is affected by the TPC  step-size. In 
addition, the performance can be optimised by selecting optimum value of the step-size 
(Aopt), when the command delays are short (Td = 10 ms) .  On the other hand, the step- 
size is upper bounded (A <  A^p), when the command delays are large (Td =  30 ms).
5.5 .4  C om putational C om p lexities.
In this subsection, the computational complexities of the standard LMS and RLS 
algorithms are studied and compared. The results are presented in Table 5.2. Clearly, 
the results indicate th a t the LMS algorithm has a computational complexity of order 
0 (p ) while the RLS algorithm has a complexity of order O(p^). This means tha t 
the RLS algorithm is more complex than  the LMS, and the complexities increase 
drastically with an increase in the predictor order for RLS algorithm which implies 
th a t RLS algorithm places an enormous computational burden on the TPC schemes.
Table 5.2; Com putational complexities for the standard RLS and LMS algorithms.
Operation
RLS algorithm LMS algorithm
Addition M ultiplication Addition Multiplication
kn 2p^ +  p +  1 2p^ +  4p
Wn V 2p P 2p
^(n) 1 1
x(n) P P P P
Pn 2p2 4p^
T o ta l 4p^ -f 3p -J- 2 6p= +  7p 2p +  1 3p
5.5.5 O ptim isation  o f P red ictive  T P C  Schem es.
The purpose of this subsection is to optimise the TPC schemes used in S-UMTS. 
Since the predictive TPC  scheme based on the LMS algorithm performs better than
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Figure 5.9: Performance of TPC  schemes as a function of TPC  
step-size (A) with Doppler Pi’equency Fdmax G {10,30} H z  as a 
param eter.
both RLS based and conventional T PC  schemes, we subsequently optimise the LMS 
algorithm.
Figures 6.9 and 5.10 show the performance of TPC  schemes as a function of TPC  
step-size given th a t command delay =  10 ms with the UE Doppler frequency 
Fdmax G {10,30} and MSS channel variability G {2.5, 5.0} dB, respectively, as 
parameters. As discussed earlier in this chapter, the results show the presence of an 
optimum T PC  step-size Aopt- However, the results in Figures 5.9 and 5.10 show th a t 
the optimum step-size is sensitive to UE Doppler frequency (UE velocity) and channel 
location variability <T£,, respectively. As a consequence, the results suggest th a t in 
nonstationary satellite environment, the use of variable step-size [24],[88],[100], [101], 
[92], can further improve the performance of TPC schemes. However, unlike in [105] 
where the step-size was adapted based on UE velocity, the results suggest th a t the 
step-size should be adapted considering both UE velocity and MSS channel location 
variability.
The operation of the LMS algorithm requires proper selection of appropriate adapta­
tion constant (fj.) and predictor order (p) [180]. Therefore, we finally investigate the
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Figure 5.10: Performance of TPC  schemes as a function of TPC 
step-size (A) with channel location variability G {2.5,5.0} 
dB as a param eter.
effects of the LMS predictor adaptation constant {p) and order (p) on the performance 
of predictive TPC scheme.
Figure 5.11 shows the performance of predictive TPC as a function of the LMS adap­
tion constant (/i) with Doppler frequency Fdmax G {10,20,30} H z  as a param eter. The 
results show th a t the LMS algorithm does not perform well for small and large adap­
tation constant. The reason for the poor performance is th a t when p  is decreased, the 
speed with which the algorithm approaches the optimal solution decreases resulting 
in large lag-errors; however, the gradient-noise reduces. On the other hand, increas­
ing p  increases the speed with which the algorithm approaches the optimal solution; 
however, the propensity of the algorithm to respond to noise also increases result­
ing in large gradient-errors. Therefore, the results show the presence of an optimum 
value of the predictor adaptation constant {popt 5 x 10“®), which is independent of 
the Doppler frequency. In addition, the results show th a t increasing the adaptation 
constant beyond a certain lim it {p > 10“^) causes instability in the algorithm.
Figure 5.12 shows the performance of predictive TPC as a function of the LMS pre­
dictor order (p) with Doppler frequency Fdmax G {10, 20, 30} H z  as a parameter. Sim-
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Figure 5.11: Performance of predictive closed-loop control
scheme as a function of predictor adaptation constant {p) with 
Doppler frequency Fdmax €  {10, 20,30} H z  as a param eter.
ilarly, the LMS algorithm performs poorly when the predictor order is small and large. 
The reason is th a t an adaptive filter with a small filter-order easily responds to changes 
resulting in large gradient-noise but small lag-errors. On the other hand, an adaptive 
filter with a large filter-order is less sensitive to changes resulting in large lag-errors, 
but small gradient errors. Therefore, the results show the presence of an optimum 
value of the order of the predictor (popt)- However, the popt is sensitive to Doppler 
frequency. This suggests th a t the performance of LMS algorithm based predictive 
TPC  schemes can further be improved by using adaptive-order filter structures; for 
example, lattice adaptive filter structure [161],[163].
Therefore, the performance of closed-loop T PC  schemes can be optimised by selecting 
an appropriate step-size (A), in general; and the prediction order (p) and adaptation 
constant (p) for the predictive T PC  scheme based on LMS algorithm in particular. 
However, the optimum values are very sensitive to the environment, which implies th a t 
param eter adaptive techniques can be used to improve upon the performance offered 
by the standard TPC  algorithms.
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Figure 5.12: Performance of predictive closed-loop control
scheme as a function of predictor order (p) with Doppler fre­
quency Fdmax G {10, 20, 30} H z as a parameter.
5.6 Predictive TPC  Schemes Summary.
In this chapter, we have investigated the performance of different tracking algorithms 
applied to predictive TPC  schemes for S-UMTS. In this regard, we have demonstrated 
tha t predictive T PC  schemes perform better than conventional TPC  schemes. Fur­
thermore, we have demonstrated th a t LMS algorithm based predictive TPC scheme 
performs slightly better than the RLS algorithm based scheme. However, the LMS 
algorithm achieves this performance gain with a relatively modesty computational 
complexity of the order 0(p )  in comparison with computational complexity of the or­
der 0(p^) associated with the RLS algorithm. This leads us to the conclusion th a t in 
S-UMTS, the simple LMS algorithm is an appropriate choice as a tracking algorithm 
in predictive T PC  schemes, unlike in T-UM TS where the RLS algorithm is preferred.
We have also demonstrated th a t the performance of TPC  schemes can be improved by 
selecting optimum step-size Aopt. However, the optimum step-size is sensitive to the 
MSS channel environment characterised by Doppler frequency and channel location 
variability. Similarly, the algorithm of choice for predictive T PC  in S-UMTS: LMS
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algorithm, can be optimised in term s of the adaptation constant p  and predictor order 
p, and the optimum values are sensitive to MSS channel environment.
Having selected the LMS algorithm as an appropriate tracking algorithm for closed- 
loop predictive T PC  schemes, an interesting question is how else can we improve upon 
the performance offered by the TPC  schemes investigated in this chapter. A plausible 
response to this question rests on the use of adaptive techniques. In the next chapter, 
therefore, we dem onstrate th a t by exploiting either the information contained in TPC  
commands or prior knowledge of the channel fading process, we can improve upon the 
performance offered by the standard TPC  schemes.
Chapter 6 
Adaptive Techniques for Power 
Control Schemes.
6.1 Introduction.
In the previous chapter, we investigated the performance of tracking algorithms ap­
plied to predictive T PC  schemes for S-UMTS. Prom the analysis, it was concluded 
th a t a simple LMS algorithm is an appropriate tracking algorithm for closed-loop pre­
dictive TPC  schemes in S-UMTS. An interesting question, however, is how can we 
improve upon the performance of the TPC  schemes analysed in the previous chap­
ter. A plausible answer rests on either our prior knowledge on the way the channel 
slow-fading process evolves with time or the use of information contained in the TPC 
commands.
The purpose of this chapter, therefore, is to investigate adaptive techniques th a t ex­
ploit either our knowledge on the way the channel slow-fading process evolves with 
time or the information contained in the T PC  commands in order to improve upon 
the performance of the TPC  schemes investigated in the previous chapter. Towards 
th a t end, we propose two closed-loop TPC  schemes: Firstly, we propose a predictive 
TPC  scheme based on the filter-shaped LMS algorithm, which uses our knowledge on 
the way the channel fading-process evolves with time in order to improve upon the
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performance of the predictive T PC  scheme based on the standard LMS algorithm. Sec­
ondly, we propose an adaptive step-size T PC  scheme that uses information contained 
in the received TPC commands to dynamically adjust the TPC  step-size; and show 
th a t the step-size adaptation, when complemented with power prediction, significantly 
improves the performance of the closed-loop T PC  schemes.
The contribution of this work rests on the following: (a) dem onstrating th a t exploita­
tion of our knowledge on the evolution of the channel slow-fading process can improve 
upon the performance offered by predictive TPC  schemes based on the standard LMS 
algorithm; (b) dem onstrating th a t a filter-shaped LMS algorithm offers an additional 
degree-of-freedom for enhancing the performance of closed-loop T PC  schemes; (c) 
demonstrating th a t the information contained in the T PC  commands can be used 
more intelligently to significantly improve the performance of the T PC  schemes with­
out increasing signalling; and (b) dem onstrating the complementary roles played by 
power prediction and step-size adaptation in the closed-loop T PC  schemes when TPC 
command delays are significant.
The remainder of the chapter is organised as follows: A predictive TPC  scheme based 
on a filter-shaped LMS algorithm is presented in section (6.2) while section (6.3) 
presents an adaptive step-size T PC  scheme. Finally, section (6.4) concludes the chap­
ter.
6.2 F ilter-Shaped  LMS A lgorithm  B ased Predic­
tive Power Control.
6.2.1 In troduction .
In order to improve the performance of the predictive T PC  schemes based on the 
standard LMS algorithm presented in the previous chapter, it is necessary to improve 
upon the performance offered by the standard LMS algorithm. One plausible approach 
is to use prior knowledge on how the channel fading process varies with time.
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In general, prior knowledge about the way system param eters vary with time depends 
on the application considered. The knowledge may range from specific information 
th a t can be incorporated into the system param eter tracking to almost complete igno­
rance. Accordingly, param eter changes observed for a physical process can be broadly 
classified as follows [170]: (a) Param eter drift characterised by slow continuous and 
smooth changes of the physical process; (b) param eter jumps characterised by infre­
quent abrupt changes of the physical process; (c) mixed-mode variations characterised 
by slow drifts with occasional jumps; and (d) all other changes characterised by very 
fast changes which cannot be tracked.
The MSS channel slow-fading process is characterised by slow continuous and smooth 
changes, and its statistical properties are well established [151],[150],[121]. It has to 
be noted though th a t in practice the MSS channel consists of fas t- and slow-fading 
components. However, since it is impossible to track the fast-fading in S-UMTS, 
we limit our investigation to tracking the slow-fading. Therefore, the purpose of the 
study presented in this subsection is to investigate a predictive TPC  scheme based on 
a modified LMS algorithm th a t uses our knowledge on how the MSS channel slow- 
fading process evolves with time in order to improve the performance of the closed-loop 
predictive T PC  scheme. Consequently, we propose a predictive T PC  scheme based on 
a filter-shaped LMS (FS-LMS) algorithm, and show that the FS-LM S algorithm can 
improve upon the performance offered by the standard LMS algorithm, and th a t it 
offers an additional degree-of-freedom for enhancing the performance of the closed- 
loop T PC  schemes.
6.2.2 P rob lem  D efin ition .
In order to mitigate the effects of excessive delays in satellite networks, predictive 
schemes can be used whereby the dynamics of the channel fading-process are modelled 
as an autoregressive (AR) process. The AR process is then realised as an all-pole 
transversal adaptive filter whose coefficients are dynamically adjusted using recursive 
algorithms. In the previous chapter, we showed that a recursive algorithm based on 
the LMS algorithm is sufficient for the slow closed-loop TPC  for S-UMTS [158].
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However, the LMS algorithm was developed based on an assumption th a t the coeffi­
cients of the adaptive filter evolve with time in a completely unpredictable manner. 
In other words, the evolutionary process is white. On the other hand, for mobile 
satellite system (MSS) channel slow-fading process, the statistical properties are well 
established; and indicate th a t the slow-fading process is band-lim ited, which means 
th a t the evolution process of the coefficients of the adaptive filter representing the 
fading-process is also band-lim ited. This knowledge can be incorporated in the LMS 
algorithm in order to improve upon its performance.
Towards th a t end, Lindbom proposed the concept of using a priori information about 
the nature of the time variation of the fading process in adaptation laws [171] from 
the digital signal processing (DSP) perspective. He applied the concept to the design 
of adaptive channel estim ators for the digital advanced mobile phone system (D - 
AMPS). More recently, the concept was used in the Weiner LMS algorithm [181],[182], 
and applied to  the design of adaptive channel equalisation for D-AM PS 1900 (IS- 
136) [183],[184]. However, application of this concept to the design of predictive TPC  
remains an open issue. We therefore propose a predictive T PC  scheme for S-UMTS 
based on FS-LMS algorithm.
6.2 .3  F ilter -S h a p ed  LM S A lgorithm .
A block diagram depicting the closed-loop predictive T PC  scheme based on the F S - 
LMS algorithm is shown in Figure 6 .1 .
Let x{n)  denote a baseband sample value of the received signal power a t time (n), and 
x{n)  denote the predicted value of x[n) defined as
p
x{n) = ^ ^ W k (n )x { n  -  fc), (6 .1 )
/c=l
where p  is the order of the predictor, and Wk{n) are predictor coefficients. The predictor 
coefficient values are set to minimise a cost function J{w) =  F[{a;(n) — ^(ft)}^], where 
£'[■] denotes statistical expectation.
For nonstationary channels such as the MSS link, values of the predictor coefficients are 
dynamically determined by recursive methods. In the slow closed-loop T PC  schemes.
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Figure 6 .1 : Predictive TPC  based on FS-LMS algorithm.
the LMS algorithm can sufficiently be used to determined the values of the predictor 
coefficients [158].
The standard LMS algorithm was developed on an assumption th a t the coefficients of 
the channel model evolve unpredictably with time. However, for the satellite link, the 
statistical properties of the channel are well established, and show th a t the slow-fading 
process due to shadowing is band-lim ited; consequently the evolution of the fading 
process is modelled as as a first-order filter [151],[150],[121] as
uji(n +  1) ~  o:g'LUi(n) +  77(n). (6.2)
where Wi{n) is the coefficient of the fading process model, and i]{n) is a white 
Gaussian process, as is related to the user-equipment speed, channel correlation- 
distance, and location variability ((Jl). We use this knowledge to modify the LMS 
algorithm used in the predictive TPC  scheme so as to improve the performance offered 
by the predictive scheme. The LMS is therefore modified by including a rational 
shaping-filter to band-lim it the evolution process of the coefficients of the adaptive 
filter. The rational filter has a transfer function Hf{z)  given as
1 (6.3)1 — a z - i  ’
and the corresponding Bode plots are shown in Figures 6.2 and 6.3 with a: : {0 < 
CK <  1} as a param eter, which determines the location of the pole of the rational filter.
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Figure 6.2; Bode plot for the rational shaping-filter: m agnitude against 
frequency with a  €  {0.75,0.85,0.95} as a parameter.
We observe from Figure 6.2 tha t the value of a  determines the 3-dB bandwidth and 
gain of the filter. When a  is large, the gain is also large, but the 3-dB bandwidth 
is small. On the other hand, when a  is small, the gain is also small, but the 3-dB 
bandwidth is large. Similarly, Figure 6.3 shows th a t the phase-lag introduced by the 
filter is sensitive to the location of the pole a.
The resulting FS-LMS algorithm is described as follows: The algorithm is first ini­
tialised by setting Wo =  0, where 0 is a null vector. During each subsequent T PC  
period (7],), the tap  weights are updated as
^(n) =  a:(n) -  w '^„x„,
Wn-t-l =  (Id - a)w n -  a w n -i + (6.4)
where =  [a;(n — 1 ), — • , .T:(n — p +  1 )] is a vector containing past input data, p  is 
an adaption constant. When a  =  0 , we get the standard LMS algorithm.
6.2 .4  R esu lts and D iscussions.
The objective of the link-level simulation analysis was to investigate the performance 
of the closed-loop predictive TPC  scheme based on the FS-LMS algorithm with the
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Figure 6.3: Bode plot for the rational shaping-filter: phase against 
frequency with a  E {0.75,0.85,0.95} as a parameter.
standard LMS algorithm as a reference. Firstly, we investigated the effects of MSS 
channel slow-fading characterised by the UE normalised velocity and the MSS chan­
nel location variability. Then, we investigated the effects of predictive TPC  design 
param eters so as to obtain their optimum values if they exist.
Since the aim was to measure the tracking ability of the closed-loop predictive TPC  
schemes, the measure of performance was the standard deviation of TPC error cr^ , 
measured as a function of three variables as follows: (a) the UE normalised velocity 
{FdTp) which indicates the fading rate; (b) the MSS channel location variability (stan­
dard deviation of the slow-fading process cfl) which indicates the depth or severity of 
the fading process; and (c) the closed-loop T PC  step-size (A). The results were ob­
tained using a computer simulation model developed from a conceptual model shown 
in Figure 6.1.
For each point estimate of the performance metric, 200 replications, each of 61000 
observations, were run in order to reduce the realisation bias [75]. For each replication, 
the first 1000 observations were discarded to minimise transient errors. Param eters 
assumed in this study are given in Table 6.1.
Chapter 6. Adaptive Techniques for Power Control Schemes. 124
Table 6 .1 : Simulation param eters for the predictive TPC  based on FS-LMS algorithm.
Param eter Symbol Values used
TPC  period Tp 10 ms
Filter order P 10
No. of predictor coef. M 10
Predictor horizon d Tp
A daptation constant fJ- 2 X 10-4
Pole location a 0.95
T PC  step-size A 1.0 dB
T PC  command delay Td Tp.) 2Tp
Figure 6.4 shows the performance of the predictive TPC schemes based on the F S - 
LMS and LMS algorithms as a function of UE normalised velocity {FdTp) with T PC  
command delay Td G {10 m s, 20 m s} as a param eter. The results show th a t the 
performance of closed-loop predictive TPC  schemes based on the FS-LMS and LMS 
algorithms degrade with an increase in the UE velocity. As stated in the previous 
chapter, the reason for the degradation is th a t at high UE velocity, the closed-loop 
TPC  schemes are not fast enough to adequately track the rapid channel variations. The 
results, furthermore, show th a t the FS-LM S-based scheme performs better than the 
LMS-based scheme. The reason for the gain is th a t the FS-LMS algorithm takes into 
account the knowledge on the nature of the evolution of the channel model coefficients. 
This knowledge reduces the uncertainty in the system model since the shaping-filter 
reduces the gradient noise resulting in an increase in the accuracy of the channel model 
prediction.
Figure 6.5 shows the performance of the predictive TPC  schemes based on the FS-LMS 
and LMS algorithms as a function of location variability (<tl) with T PC  command 
delay Td G {10 ms, 20 m s} as a param eter. The results show th a t the performance 
of closed-loop predictive TPC  schemes based on the FS-LMS and LMS algorithms 
degrades with an increase in the location variability. In addition, the results show th a t 
the FS-LMS based predictive TPC  scheme performs better than the LMS algorithm -
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Figure 6,4: Performance of predictive TPC based on the FS-LMS and 
LMS algorithms as a function of normalised UE velocity (FdTp).
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Figure 6.5: Performance of predictive TPC  based on the FS-LMS and 
LMS algorithms as a function of location variability (crz,).
based T PC  scheme, and th a t the FS-LMS predictive TPC scheme performs much 
better in more severe fading environments than in less severe fading environments. 
This suggests th a t the FS-LM S based predictive TPC scheme is attractive in the 
severe fading environments.
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Therefore, incorporating the information on how the channel fading process evolves 
with time has the potential of improving upon the performance offered by the predic­
tive T PC  schemes based on the standard LMS algorithm for a range of UE velocity 
(0  <  FdTp < 0 .1 ) and channel location variability > 0 ).
The effects of the predictive T PC  design param eters were also investigated. The 
param eters of interest in this investigation were the closed-loop T PC  step-size (A) 
and the location of the pole of the shaping-filter (a).
Figures 6 .6  and 6.7 show the performance of the predictive T PC  schemes based on 
the FS-LMS and LMS algorithms as a function of the closed-loop TPC step-size 
(A) with Doppler frequency Fdmax 6  {20,40} F z  and channel location variability 
ct£, g {2.5, 5.0} dB  as param eters, respectively. The results show the presence of an 
optimum value of the closed-loop TPC step-size (A^pt), which is sensitive to the UE 
velocity and the channel location variability. These results are similar to those reported 
in the previous chapter. However, the results show that the predictive TPC scheme 
based on the FS-LMS algorithm performs better than the predictive TPC based on 
standard LMS algorithm, when the step-size is small. The reason for this rests on 
the choice of the location of the pole of the shaping-filter (a), as shown in Figure 6 .8 . 
When the rational shaping-filter pole is located close to 1 , the predictive T PC  scheme 
based on the FS-LMS algorithm becomes unstable for large TPC  step-size.
6.2.5 F S -L M S  A lgorith m  B ased  P red ictive  T P C  Schem e Sum ­
mary.
In this subsection, therefore, we have proposed a closed-loop predictive TPC  scheme 
based on the FS-LMS algorithm and compared its performance with the predictive 
T PC  based on the standard LMS algorithm. We have demonstrated th a t the predictive 
T PC  based on FS-LMS algorithm performs better than  the standard LMS algorithm 
scheme. However, the location of the pole of the shaping-filter (a) and the closed-loop 
T PC  step-size (A) should be selected carefully to prevent the predictive T PC  scheme 
becoming unstable. We have to mention th a t these results consider the slow-fading
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Figure 6 .6 : Performance of predictive T PC  based on the FS-LMS and 
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Figure 6.7: Performance of predictive TPC based on the FS-LMS and 
LMS algorithms as a function of TPC  step-size (A) with MSS channel 
location variability as a parameter.
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Figure 6 .8 : Performance of predictive TPC  based on the FS-LMS and 
LMS algorithms as a function of power control step-size (A) with a  as 
a parameter.
only. The effects of fast-fading on the algorithm are not yet known.
6.3 A daptive Step—Size T PC  Schemes.
6.3.1 In troduction .
In the previous chapter, we showed th a t the performance of closed-loop TPC  schemes 
can be optimised by selecting an appropriate step-size (A), and th a t the optimum 
step-size (Aopt) is very sensitive to the UE velocity and channel location variabil­
ity. This means th a t step-size adaptive techniques can be used to improve upon the 
performance offered by conventional T PC  schemes. However, an interesting question 
is what adaptive techniques are appropriate for the closed-loop TPC  for S-UMTS. 
A plausible response rests in the intelligent use of the information contained in the 
received TPC  commands.
The purpose of this subsection, therefore, is to  investigate step-size adaptive tech­
niques th a t intelligently use the information contained in the received T PC  command
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bits to significantly improve upon the T PC  schemes,
6.3.2 P rob lem  D efin ition .
The performance of the closed-loop T PC  scheme is affected by the TPC step-size. 
The core problem stems from the fact th a t a small step-size may not be adequate for 
the closed-loop TPC  scheme to follow the channel fading process resulting in slope- 
overload. On the other hand, a large step-size may over-comp ensate the channel 
fading process resulting in large steady-state  errors. Accordingly, the slope-overload 
and steady-state  errors result in large T PC  errors. A possible solution to the problem 
is to adjust the step-size according to the environment. Towards th a t end, several 
approaches have been reported in the literature.
One approach is to adjust the TPC  step-size according to the UE velocity [105]. 
However, estimation of UE relative velocity is difficult. In addition, it does not take 
into account the influence of the channel location variability.
Another approach is to use information contained in TPC  commands. In a multi­
bits T PC  command system [94],[88 ], the T PC  command contains both magnitude 
and polarity information. The m ulti-b its TPC command system, however, wastes 
signalling bandwidth. In a single-bit command system, on the other hand, the TPC  
command contains polarity information only. However, a pattern  of single-bits holds 
information on both the magnitude and polarity. This information has been used in 
adaptive step-size T PC  schemes for cellular mobile systems [8 8 ],[100],[101], [24], where 
the command delays are insignificant. However, application of this approach in the 
design of adaptive step-size for mobile satellite systems where the command delays are 
significant remains an open question. In this work, therefore, we apply this approach 
to realise an adaptive step-size T PC  scheme for the S-UMTS.
6.3.3 System  M odel.
A block diagram depicting an adaptive step-size closed-loop TPC  is shown in Fig­
ure 6.9. It is similar to the conventional T PC  scheme presented in chapter (3), except
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Figure 6.9; Adaptive step-size TPC  scheme functional model.
th a t in the adaptive step-size TPC  scheme, the step-size is autom atically adjusted 
on-line. The aim is to use the information contained in the received TPC  command 
bits in order to determine the TPC  step-size.
In this scheme, the UE autom atically adjusts its TPC  step-size according to the 
pattern  of the received T PC  commands. Essentially, the algorithm reconstructs the 
T PC  error process ê(n) from the pattern  of the previous bits without changing the 
TPC updating rate. The advantage of the algorithm is th a t it does not require the 
UE to estim ate the Doppler frequency (relative velocity) and the channel location 
variability œl.
6.3 .4  A d ap tive  S te p -S iz e  A lgorithm s.
The simplest algorithm for autom atically adjusting the step-size is based on constant- 
factor adaptive Delta m odulation (CF-ADM ) used in speech coding [157]. The b it-  
pattern  for a single-bit CF-ADM  is presented in Table 6.2. The logical interpretation 
of the b it-pa ttern  is th a t a series of alternate + 1  and —1 means th a t the received 
power a t the GWS is approximately the same as the required target power, while 
consecutive sets of + 1  or —1 mean th a t the received signal a t the GWS is much larger
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or smaller than the target power, respectively. When the received power is close to the 
target (alternate polarity), the step-size is scaled down to reduce the TPC  errors due 
over-compensation (steady-state errors); and when the received signal is much larger 
or smaller than the target, the step-size is scaled up to reduce the TPC  errors due to 
slop e-overload [8 8 ], Accordingly, the adaptive step-size algorithm based on CF-ADM  
is expressed m athem atically as [157],[100],[24]
A(n) = A (n  — 1)K  if Cmd(n) = C m d(n  — 1)
y A{n  — 1) /L  otherwise, 
and Ajnin <  A(n) <  Amax: where L  and K  are design parameters.
Table 6.2: Constant-factor adaptive Delta modulation logical interpretation.
(6.5)
Cmd{n) Cmd{n  — 1 ) State Description Multiplier
-1 + 1 Alternate l /L
+ 1 -1 polarity
-1 -1 Same K
+ 1 + 1 polarity
6.3.5 R esu lts and D iscussion .
The objective of the link-level simulation analysis was to investigate the performance 
of the adaptive step-size T PC  scheme with the conventional T PC  as a reference. In 
particular, we investigated the effects of MSS channel fading characterised by the UE 
normalised velocity and MSS channel location variability. Since the aim was to measure 
the tracking ability of the closed-loop TPC  schemes, the measure of performance was 
the standard deviation of TPC  error <Je, measured as a function of two variables as 
follows: (a) the UE normalised velocity {FdTp) which indicates the fading rate; (b) 
the MSS channel location variability (standard deviation of the slow-fading process 
ctl) which indicates the depth or severity of the fading process. The results were 
obtained using a computer simulation model developed from a conceptual model shown 
in Figure 6.9, and param eters used in the simulation are listed in Table 6.3.
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Table 6.3: Adaptive Step-size TPC  scheme simulation parameters.
Param eter Symbol Values used
Power control period 10  ms
Maximum step-size ^max 4.0 dB
Minimum step-size ^max 0.25 dB
Step size incremental factor K 1.6
Step-size decrement factor L 1 .2
T PC  command delay Td 0 , STp
Figure 6.10 shows the performance of the adaptive step-size and conventional TPC  
schemes as a function of UE normalised velocity {FffTp) given th a t the TPC command 
delay Td G {0 ,30ms} and channel location variability aL ~  5.0 dB. The results 
show th a t the performance of both adaptive step-size and conventional T PC  schemes 
degrades with an increase in the UE velocity. The results also show th a t in the absence 
of T PC  command delays {Td — 0), the adaptive step-size TPC  scheme performs 
significantly better than the conventional T PC  scheme with a performance gain of up 
to 1 dB  as shown in Figure 6.11. This means th a t a variable step-size realised through 
adaptation significantly reduces errors due to  slope-overload and over-compensation. 
However, the performance gain is very sensitive to UE velocity. These results are 
similar to those reported in [100],[101],[24]. In the presence of large TPC  command 
delays {Td — 30 m s), on the other hand, the results show th a t adaptive step-size 
performs worse than conventional TPC  schemes. The reason is th a t for large TPC  
command delays, the performance is dominated by power control overshoots (hysteresis 
effects) instead of the slope-overload and over-compensation. This suggests th a t the 
adaptive step-size T PC  scheme, acting alone, is ineffective when the TPC  command 
delays are significant; for example in S-UMTS.
Figure 6 .1 2  shows the performance of the adaptive step-size and conventional T PC  
schemes as a function of the channel location variability {œl) given th a t the TPC  
command delay Td €  {0, 30ms} and maximum Doppler frequency Fdmax ~  30 H z.  
The results show th a t the performance of the adaptive step-size and conventional TPC
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Figure 6.10: Performance of adaptive step-size TPC  scheme as a func­
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Figure 6.11: Performance gain of adaptive step-size T PC  scheme as a 
function of normalised UE velocity {FaTp),
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schemes degrades with an increase in the location variability. The results also show 
th a t in the absence of TPC  command delays (T^ =  0 ), the adaptive step-size T PC  
scheme significantly outperforms the conventional TPC scheme with a performance 
gain up to 2.5 dB. However, the results show that the performance gain is very sensitive 
to location variability as shown in Figure 6.13: When the location variability is large, 
the performance gain is also large, suggesting th a t the adaptive step-size is more 
effective in more severe fading environments than less fading environments. In the 
presence of large TPC command delays [Td = 30 m s), though, the results show th a t 
the adaptive step-size performs worse than the conventional TPC  scheme. As stated 
earlier on, the reason is th a t for large TPC  command delays, the performance of the 
power control is dominated by the T PC  overshoots (hysteresis effects) instead of the 
slope-overload and over-compensation.
Therefore, both the UE velocity and location variability significantly influence the 
performance of the adaptive step-size and conventional TPC  schemes. In addition, 
the adaptive step-size T PC  scheme has the potential of significantly improving the 
performance of TPC  schemes. However, it is rendered ineffective in the presence of 
T PC  command delays. An interesting question from the S-UMTS perspective is how
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Figure 6.13; Performance gain of adaptive step-size TPC  scheme as a 
function of location variability (crjr,).
can we realise the potential of the adaptive step-size TPC in the presence of TPC 
command delays.
6.3.6 C om bined P red ictive  and A daptive S te p -S iz e  A lgorithm s.
In the previous subsection, we observed th a t the adaptive step-size TPC  scheme has 
the potential to significantly improve the performance of TPC  schemes. However, the 
presence of TPC commands delays render the scheme ineffective. In this section we 
propose a scheme th a t realises the potential of the adaptive step-size TPC scheme 
in the presence of TPC  command delays. Our approach is to compensate the effects 
of delay through prediction. Therefore, we propose a combined power prediction and 
adaptive step-size TPC  scheme hereby referred to as hybrid T PC  scheme. The aim is 
to harness the synergy tha t exists between power prediction and step-size adaptation.
In this study, the adaptive step-size is based on the constant-factor adaptive Delta 
m odulation presented in the previous subsection while the predictive scheme is based 
on the LMS algorithm presented in chapter (5).
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6.3 .7  R esu lts  and D iscussion .
The hybrid TPC  scheme was evaluated through simulation with the objective of inves­
tigating its performance in different channel environments, characterised by the UE 
normalised velocity and channel location variability <7l , comparing it with the con­
ventional, predictive, and adaptive step-size T PC  schemes. Table 6.4 lists param eters 
used in the simulation.
Table 6.4: A hybrid TPC  scheme simulation param eters.
Param eter Symbol Values used
Power control period Tp 10  m s
Maximum TPC  step-size ^max 4.0 dB
Minimum TPC  step-size ^max 0.25 dB
Step size incremental factor K 1.6
Step-size decrement factor L 1 .2
LMS predictor order P 10
No. of predictor coef. M 10
LMS predictor horizon d 10  m s
LMS adaptation constant P 5 X 10"®
TPC  command delay Td Tp
Figure 6.14 shows the performance of the conventional, predictive, adaptive step- 
size, and hybrid T PC  schemes as a function of UE normalised velocity (F^Tp) given 
th a t the T PC  command delay Ta =  10  m s and channel location variability ar, =  
5.0 dB. The results show th a t the adaptive step-size, when combined with power 
prediction, performs much better than adaptive or predictive T PC  schemes acting 
alone with a performance gain of up to 1.2 dB. The reason for such significant gain 
in T PC  performance is th a t since the power prediction m itigates T PC  errors due to 
delays while the step-size adaption m itigates TPC  errors due to the slope-overload 
and over-compensation, the power prediction and step-size adaptation complement 
each other resulting in significant improvement in the TPC  performance. However, the
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Figure 6.14: Performance of the conventional, predictive, adaptive 
step-size, and hybrid T PC  schemes as a function of UE normalised 
velocity (F^Tp).
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Figure 6.15: Performance gain of the predictive, adaptive step-size, and 
hybrid TPC  schemes as a function of UE normalised velocity (FdTp).
performance gain is sensitive to the UE velocity as shown in Figure 6,15, suggesting 
th a t when the step-size adaptation is used, the performance of the closed-loop TPC  
scheme is unsatisfactorily when the UE velocity is either very high or low.
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Figure 6.16: Performance of the conventional, predictive, adaptive 
step-size, and hybrid TPC  schemes as a function of channel location 
variability (<ti,).
Figure 6.16 shows the performance of the conventional, predictive, adaptive step-size, 
and hybrid T PC  schemes as a function of channel location variability (ctl) given th a t 
the T PC  command delay Td — 10 m s and Doppler frequency Fdmax =  30 H z.  The 
results show th a t when the location variability is large (<tx, >  4.0 dB), the hybrid TPC  
scheme performs much better than  adaptive or predictive TPC  schemes acting alone 
with a performance gain of up to 2.5 dB as shown in Figure 6.17. As stated earlier, 
the reason for such gain in performance is due to the complementary role played by 
the step-size adaptation and power prediction.
Therefore, both the UE velocity and the channel location variability significantly influ­
ence the performance of hybrid T PC  scheme. In addition, the combination of step-size 
adaptation and received power prediction yields significant performance gain even in 
the presence of TPC  command delays.
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Figure 6.17: Performance gain of the predictive, adaptive step-size, 
and hybrid TPC  schemes as a function of channel location variability 
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6.3.8 A d aptive S tep -S ize  T P C  Schem e Sum m ary.
In this subsection, we have investigated the adaptive step-size T PC  scheme which use 
the information contained in the received T PC  commands to dynamically adjust its 
TPC step-size. We have shown th a t the adaptive step-size T PC  scheme performs 
better than  the conventional TPC  scheme when the command delays are insignificant. 
Furthermore, we have shown th a t the adaptive step-size T PC  scheme, when combined 
with power prediction, significantly outperforms both the predictive and adaptive step- 
size T PC  schemes acting alone. Since we used a one-step ahead predictor, we have 
limited the delay Td = 10 ms.
6.4 Concluding Remarks on A daptive Techniques 
for T PC  Schemes.
In this chapter, we have investigated adaptive techniques for TPC  schemes for S - 
UMTS with the aim of improving upon the performance of the standard TPC  schemes.
Chapter 6. Adaptive Techniques for Power Control Schemes. 140
Our approach has been to use either our prior knowledge on the way the channel fading 
process evolves with time in a predictive T PC  scheme or the information contained 
in the received TPC  commands in an adaptive step-size TPC  scheme. Towards th a t 
end, firstly, we have proposed a predictive TPC  scheme based on filter-shaped LMS 
algorithm, and shown th a t the predictive TPC  based on the filter-shaped LMS algo­
rithm  performs better than th a t based on the standard LMS algorithm. However, the 
predictive TPC  may become unstable when the location of the pole of the shaping 
filter is close to 1 and the closed-loop T PC  step-size is large.
Secondly, we have shown th a t step-size adaptation has the potential of significantly 
improving the performance of the closed-loop T PC  scheme when the command delays 
are insignificant. In order to realise this potential in the presence of command delays, 
however, the step-size adaptation should be complemented with power prediction, 
thus, harnessing the synergy between the step-size adaptation and power prediction.
Since our focus so far has been to measure the tracking ability of the closed-loop 
T PC  schemes, the measure of performance has been the standard deviation of TPC  
error (cTg) in dB. Consequently, performance gain offered by the schemes proposed and 
investigated in this thesis have been in term s of (cr^). An interesting question, though, 
is how does this measure of performance translate into the commonly used measures 
of performance in digital mobile communication systems such as bit error rate (BER), 
outage probability, and system capacity. In the next chapter, we evaluate the link- 
capacity of a power-controlled S-UM TS in order to establish the impact of imperfect 
transm it power control.
Chapter 7 
Link—Capacity of a 
Power—Controlled S-U M T S.
7.1 Introduction
In the previous two chapters, we have investigated different T PC  schemes for S-UMTS. 
Since our purpose has been to investigate the tracking ability of the TPC  schemes, 
the measure of performance has been the standard deviation of T PC  error (a^) in 
dB. Consequently, the performance gain offered by the TPC  schemes has similarly 
been expressed in terms of (t .^ A fundamental question, however, is how does the 
performance gain in terms of the standard deviation of T PC  error translates into well 
known measures of performance in digital mobile communication systems such as bit 
error rate  (BER), outage probability, and link-capacity.
In this chapter, therefore, we evaluate the link-capacity of a power-controlled S - 
UMTS under various link parameters. The motivation is to investigate the impact 
of imperfect power control on outage probability and link-capacity so as to establish 
capacity gains realised from different T PC  schemes considered in this thesis.
The contribution of this work rests on; (a) developing an analytical expression for 
outage probability in term s of S-UM TS link param eters such as number of users per 
spotbeam  (K), the processing gain (L), the standard deviation of T PC  error process
141
Chapter 7. Link-C apacity o f  a Power-Controlled S-U M TS. 142
(Te, Eb/No, and SIR threshold 7 t ;  (b) dem onstrating that cxs has significant impact 
on Pout and link-capacity. In this context, link-capacity is the maximum number of 
simultaneous active users per spotbeam  th a t can be supported, whilst each meeting 
its quality of service (QOS) requirement.
The remainder of the chapter is organised as follows: In section (7.2), we formulate 
the problem under investigation. In section (7.3), we develop an analytical expression 
describing outage probability in terms of the standard deviation of T PC  error cTg, 
number of users per spotbeam  (Æ), processing gain (L), Eb/No, and SIR threshold 
(7 t ) .  In section (7.4), we describe a simulation experiment conducted to  validate the 
analytical expression for outage probability. Results and discussion of the analysis are 
presented in section (7.5), and finally, section (7.6) concludes the chapter.
7.2 Problem  D efinition.
The performance of TPC is normally measured in terms of the standard deviation 
of T PC  error (<7e). This performance metric indicates the effectiveness of the T PC  
schemes. Essentially, it measures the tracking ability of the T PC  schemes. However, 
this measure of performance lacks a link to traditional measures of performance in 
mobile communication, which could be in term s of bit error rate (BER) or outage 
probability (Pout)- k  addition, the gains in the T PC  schemes performance in term s of 
(7s lack a link to the final gains in link-capacity.
Several researchers have addressed this problem with the motivation of determining 
the im pact of imperfect T PC  on BER, outage, and link-capacity.
Firstly, Viterbi et a l  in [152] investigated the effects of imperfect T PC  on the Erlang 
capacity for the cellular CDMA systems. They showed th a t when as = 2.5 dB, the 
Erlang capacity decreased by 25% in comparison with perfect T PC  (cr^  =  0 dB).
Jojcic et a l  in [13] analysed the performance of DS-CDMA system for LEO link 
with imperfect open-loop TPC  scheme. They demonstrated th a t the accuracy of the 
T PC  schemes significantly affected the system capacity. For example, when standard
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deviation of TPC error was reduced from 2.5 dB to 2.0 dB, the number of users per 
spotbeam  increased from 20 to 40, and when — 3.2 dB, the capacity was reduced 
to 10 users per spotbeam.
Finally, Cameron et a l  in [185] introduced the influence of imperfect TPC into the 
analytical expression of the CDMA system MAI. They showed th a t when =  1 
dB, the capacity decreased by approximately 15%. Similarly, when — 1.4 dB, the 
reduction was about 30%, and was almost 60% when <7  ^ =  2 dB.
Fi'om this discussion, we observe th a t the accuracy of the TPC  schemes significantly 
affects the system capacity. However, since a variety of system models and parameters 
have been used in the analysis, the numerical results do not totally converge. There­
fore, we investigate the performance of power-controlled S-UM TS with the objective 
of evaluating the impact of imperfect TPC. The analysis is limited to a single spotbeam 
satellite system. However, the analysis can easily be extended to all spotbeams within 
a footprint and neighbouring footprints by following the approach in [63],[186],[187]. 
The measure of performance in this study is the outage probability of the link,
7.3 Outage Probability and Link—Capacity.
7.3.1 Signal to  In terference P lu s N oise  R atio .
Let us consider a system serving K  users per spotbeam  as shown in Figure 7.1. The 
user transm itted BPSK passband signal is given as
Sk(t) -  o.k{t)bk{t) cos(27r/ci +  9k), (7.1)
where Pk is the transm itted power, fc is the carrier frequency, and 9k is a random 
phase-shift associated with the user. bk{t) and ak{t) are the da ta  bits and spreading 
signals (chips), respectively, given as
OQ
h { t)  =  ^  b^Pr{t -  j T )  for € { - 1 , + 1 }, (7.2)
j = —oo
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Figure 7.1; Single-spotbeam  interference scenario.
and
~  j'^c) for G {—1 , + 1 }, (7.3)
3=—oo
where P®(<) is a rectangular pulse-shaping function having a value of 1 for 0 <  t <  a;, 
T  is the bit length, and Tc is the chip duration.
The received signal a t the gateway station (GWS) input is then expressed as
K
rt(t) =  ^s*(i-Tjfc)/i& (i)+  n(i), 
jfc=i
K ____
=  ^  s/W khk{t)akit  -  Tk)hk(t -  Tk) cos(27T/ct +  (/)k) +  n{t), (7.4)
jfe=i
where hk{t) is the impulse response of the MSS channel. The MSS channel is a 
complex random process whose envelope follows a Rice-lognormal pdf accounting for 
both m ultipath fading and shadowing [125],[133]. However, since power control in 
S-UM TS aims to follow only the slow-fading; and our focus is to dem onstrate the 
im pact of the TPC schemes , we assume th a t hk{t) takes into account the long­
term  fading component only, which follows a lognormal distribution characterised by 
location variability (œl) and attenuation mean (p l )- The effects of m ultipath fading
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are assumed to be mitigated through interleaving and channel coding. 0 jb is the phase 
of the user assumed to be uniformly distributed between 0 to 27t, while Tk is a delay 
associated with the user assumed to be uniformly distributed in the range 0 to T. 
Finally, n{t) is a noise process modelled as additive white Gaussian noise (AWGN) 
with zero-mean and double-sided power spectral density (PSD) of No/2.
For the power-controlled S-UMTS, we can express Pkhl = ^kPo, where Pq is the 
target power a t the GWS, and ^k is the TPC  error. For a perfect TPC, ^k = 1; 
however, for practical TPC  schemes, ^k is a random process assumed to be lognormally 
distributed [14],[83].
If ^k is lognormally distributed, then Sk = In^t is normally distributed with a mean 
and standard deviation Normally, the mean and standard deviation are expressed 
in dB] and they can be transformed via a factor c =  0.1  In 1 0 .
The signal a t the GWS receiver input, for the power-controlled S-UM TS, can therefore 
be expressed as
K
-  Tk)hk(t -  Tk) cos{2nfct +  <^ fc) +  n{t). (7.5)
/c=l
Let us consider, without loss of generality, a test statistic for user 1 obtained through 
a correlation demodulator. The test statistic for the b it is written as
z . =  r  al{t)dtV ^ J{n-1)T
^  I D e  p n T
T 1/ —^  COS(f)k I  bk{t -  Tk)ak{t -  Tk)ai{t) dt
k=2  " J ( n - l ) T
pnT
T /  n{t) cos{uct)ai{t) dt, (7.6)
J{n-1)T
where the first term  represents the signal from the desired user (/)„), the second term  
is the multiple access interference (MAI) contribution (In) from the other K  — 1 users, 
and the last term  represents the additive white Gaussian noise contribution ( N n ) .
We now have to determine the power contribution from these three components. First,
we have to determine the first and second moments of Dn conditioned upon power
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control error Since we assume th a t 6i G {—1,+1} with equal probability, then the 
first conditional moment of Dn is given as
E[Dn]  =  / ^ T E \ b , ]  =  0,
and the second conditional moment is given as
(7.7)
(7.8)2 '  "  2 '
where is the statistical expectation. This means tha t the conditional power (vari­
ance) of the desired signal is given as
Po^iT^-  E iD n r  =
The MAI contribution A  on the desired user 1 considers contributions fi
(7.9)
P k i M  =  /  ak(t -  Tk)ai(t) dt; 
1 interfering users within the spotbeam . However, a comprehensive analysis uaxes
into account interference contributions from users in the other spotbeam s within the
footprint and adjacent satellite footprints [187],[188],[189]. In this work, nevertheless,
we consider contributions from users only within the spotbeam. Extension of our work
to include interference from other spotbeam s can easily be included through an other
cells interference factor [186]. Therefore, In can be expressed as
K
k=2
Po^k COS (l>kik{n).
where h { t  -  rk)ak{t  -  Tfc)ai(t) dt.
r>nTr4(Tjb) =  I bk(t -  rk)ak{t  -  rfc)ai(t) dt. 
J ( n - 1 ) T
(7.10)
(7.11)
Since the user signal is not in synchronism with the desired user signal, the signal 
for the k^^ user may or may not change sign in the interval {(n — 1)T, n T }  w ith equal 
probability [57]. The integral representing the to tal cross-correlation can therefore be 
expressed in terms of partial cross-correlation of ak{t) and f2i(it) as [190],[191]
'Tfcp k
Pki{rk) =  /  a k { t -  Tk)ai(t) dt; 
J(n -1 )T
and
•nT
P k l
rn
{Tk)=  /  ak{t -  Tk)ai{t) dt. Jrk
(7.12)
(7.13)
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Therefore the MAI contribution can be rewritten as
I p  p
^  V [h-  pkl i n )  +  h+Pki (Tfc)] . (7.14)
k—2
The first and second conditional moments of are determined following methods 
proposed in [192] as
P [ Q  = X 3 a/^^-E ^[cos (j>k\E [bk-pki{rk) +  h+Pkiin)] =  0; (7.15)
k=2 "
and
+  (7.16)
k=2
Furthermore, it can be shown th a t for rectangular-shaped pulses [193],[190]
2p2
P  [Pkii'^k) +  & { n ) ]  ~  - ^ 1  (7.17)
where L  is the processing gain expressed as L = T/Tc. Therefore, the second condi­
tional moment of the MAI is given as
m  =  E T -  (718)k=2
Consequently, the conditional MAI power (variance) contribution is expressed as
6L<r? =  B [7 „ V S [7 „ f  =  E ^ ^ I ^ -  (719)k—2
pnT
N n ~  n{t) Qos{uJct)ai{t) dt. (7.20)
J  (jï-l)T
The additive white Gaussian noise (AWGN) contribution Nn is given as
■'TiT 
'{n
It has a zero mean and variance given as NoT/4  [49].
The power for both the desired user signal <r|, and MAI are functions of the power 
control error This suggests th a t the signal to interference-plus-noise ratio (SINR) 
is a random variable. The distribution of the SINR is not easy to  establish as we 
need to establish the distribution of the sum of Æ — 1 lognormally distributed random 
variables. For this reason, we resort to Gaussian approximation through central limit
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theorem. Following this approach, we represent the random MAI variance with its 
mean variance as
— PW j ] — 5 3  RT (7.21)k~2
It can be shown th a t E[^k] = exp((c£Tgd5 )^ /2 ) [14],[89]. Therefore, the average inter­
ference power is given as
âj  =  exp ( ^ ^ )  . (7.22)
We can now define the SINR conditioned on the TPC  error of user 1 as
 . (7.23)
^ ( 7 T - l ) e x p ( ^ ) + ^
Since PqT  — Eb, the conditional SINR is rewritten as
7i
1 2 = l l e x p ( % ^ )  +  4 j
(7.24)
From equation (7.24), we observe th a t the conditional SINR after demodulation and 
despreading is a function of Eb/No^ L, K ,  and
7.3 .2  O utage P rob ab ility
A very useful statistical measure characterising the performance of a mobile radio 
system is the outage probability (Pout) defined as the probability th a t the received 
SINR falls below a given threshold [194], [93],[188],[46],[195]. It is mainly used to 
measure the link-reliability as P^ei =  1 — Pant [50]. Therefore, the outage probability 
is expressed as
Pout -  P r i j R  <  7 t ] ,  (7.25)
where P?'[æ] is the probability of event x, is the received SINR, and 7 ^ is the SINR 
threshold. The threshold is specified depending on channel characteristics, m odulation 
m ethod, and coding scheme. The objective of link design is to achieve a certain value
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of outage probability, say Pout — 0.01 which translates to 99% link reliability [50, page 
1048],[188].
From equation (7.24), the received SINR for an arbitrary power-controlled user is 
given as
where the constant Q is given as
■ ( / r - 1 )
3L exp
.2^2c"crsdB
2Eb
-1
Therefore, the outage probability
Pout  =  P r [ ü ^  <  7 t ]  =  P r [ ^  <  7 r / f ^ ] ,
’>7Ti/n
(7.26)
(7.27)
(7.28)
L
where f { x )  is the pdf of the random variable x.
Since ^ is assumed to be lognormally distributed, thus, ^ =  e^, where e is a zero mean 
Gaussian process with standard deviation a  =  caedB, then from [124, page 97]
/(?) = exp (InO '2c^aledB
and
Pmii. —
1 2
y/^ca^dB Jo -^  exp
(InO '
2 c2<t?,
^ > 0 ,
d^.
edB.
(7.29)
(7.30)
We observe from equation (7.30) th a t Pout depends on the standard deviation of TPC 
error ((jg), the number of users per spotbeam  (K) ,  the processing gain (L), the signal 
to noise ratio per bit (P^/AL), and the SINR threshold (7 ^).
7.4 Sim ulation Experim ents
The objective of the link-level simulation was to validate the analytical expression 
developed for the performance of the power-controlled S-UM TS in terms of outage
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probability [70]. The simulation model was developed on the assumption th a t the MAI 
can be approximated by a white Gaussian noise (AWGN) process with zero-mean and 
a standard deviation dj  th a t is a function of the number of users per spot-beam  
( K ) ,  the processing gain (L)  energy per bit (Eb), bit duration (T), and the standard 
deviation of TPC error cr^  dB. Table 7.1 summarises param eters used in the simulation.
Table 7.1; Power-controlled S-UM TS simulation parameters.
Param eter Symbol Values used
Processing gain L 64
Chip rate Rc 3.84 Mcps
Bit rate Rb 60 kbps
SINR threshold It 7.0 dB
Users per spotbeam K 12
Energy per bit Eb 1 .0
Figure 7.2 shows a comparison of the simulation and analytical results, where the out­
age probability is plotted as a function of Eb/No given th a t the SINR threshold 7 t  is 
set a t 7.0 dB, and the number of users per spotbeam  K  = 1 2 , with the standard devi­
ation of the TPC  error G {1.0,1.5,2.0} dB as a parameter. The results show a close 
match between the simulation and analytical results, which means th a t the analytical 
expression defining the outage probability is valid. Therefore, we shall henceforth use 
the analytical expression given in equation (7.30) to evaluate the performance of the 
power-controlled S-UMTS.
7.5 R esults and D iscussions
The objective of the work presented in this chapter was to investigate the performance 
of the power-controlled S-UM TS-in term s of outage probability. The motivation was 
to investigate the impact of imperfect T PC  on outage probability and link-capacity so
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Figure 7.2: Comparison of simulation and analytical re­
sults, given th a t üf — 1 2 .
as to establish capacity gains realised from the various T PC  schemes. Toward th a t end, 
we have developed an expression for the outage probability given in equation (7.30), 
which gives insights into the relationship between outage probability and link-level 
param eters which include the standard deviation of TPC  error cr^ , the number of 
users per spotbeam K ,  the processing gain L, the received SINR threshold 77-, and 
the signal to noise ratio per bit Eb/No. In this section therefore, we use the expression 
to evaluate the influence of these param eters on outage probability.
7.5.1 Influence o f R eceived  S IN R  T hreshold .
Our first objective was to investigate the effects of the received SINR threshold 7 t  on 
outage probability, where 7 ^  is the value of the received SINR required for adequate 
performance of the demodulator or decoder.
Figure 7.3 shows the outage probability (Pout) as a function of SINR threshold (7 7 -) 
given tha t the processing gain L = 64, Eb/No =  15.0 dB, and number of users per spot­
beam K  = 32, with the standard deviation of TPC  error G {1.0,1.5,2.0, 2.5,3.0} 
dB as a param eter. The results show th a t the outage probability increases with an
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Figure 7.3: Outage probability as a function of threshold 
SINR (7 t )  given tha t L  =  64, Eb/No = 15.0 dB, and 
K  = 32.
increase in the SINR threshold 7 7 . The results also show th a t Pout is sensitive to the 
standard deviation of T PC  error tjg. This suggests th a t for a given link-quality in 
terms of outage probability, for example. Pout =  10“ ,^ the SINR threshold th a t can be 
satisfied decreases with an increase in o-g.
Similarly, in Figure 7.4, outage probability (Pout) is plotted as a function of SINR 
threshold (7 7 ), with Eb/No =  25.0 dB. The results show th a t there is an improvement 
in performance when a larger Eb/No is used as summarised in Table 7.2. Eb/No is a 
basic measure of the strength of the received signal, and can be increased either by 
increasing transm itted EIRP or through satellite diversity.
Therefore, the outage probability of a power-controlled S-UMTS link can be reduced 
by lowering the SINR 7 7  requirements and /or using more accurate T PC  schemes such 
as predictive TPC  schemes. However, low SINR 7 7  requirements can be achieved 
through complicated modulation and coding schemes, which result in more complex 
receivers. This shows the trade-off between deployment of more accurate TPC  schemes 
and more complex receivers.
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Figure 7,4: Outage probability as a function of threshold 
SINR (7 7 ) given th a t L = 64, Eb/No = 25.0 dB, and 
K  = S2.
7.5 .2  Effect o f T P C  on L ink-C apacity .
We investigated impact of imperfect T PC  characterised by the standard deviation of 
TPC  error (cTg) on the S-UMTS link-capacity
Figure 7.5 shows the outage probability Pout as a function of the number of users 
per spotbeam  (K)  given th a t the processing gain L — 64, Eb/No =  15.0 dB, and 
the SINR threshold 7 7  =  7.0 dB, with the standard deviation of T PC  error € 
{1 .0 ,1.5, 2.0,2.5, 3.0} dB as a param eter. The results show th a t for a given the 
outage probability increases with an increase in the number of users per spotbeam (K). 
The reason for this is th a t the total interference experienced by the user of interest 
increases with an increase in number of users, which in turn  reduces the received 
SINR rendering the link less reliable. This implies th a t in CDMA systems, there is 
need to compromise between link reliability and system capacity. Hence the concept 
th a t CDMA systems have soft capacity. In addition, the results show th a t for a given 
link-quality requirement, the number of users per spotbeam  increases with a decrease 
in the standard deviation of T PC  error. For example, when <jg =  {1.0,1.5,2.0,2.5} at
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Table 7,2: Maximum SINR Requirement 7 7 .
TPCE(o-g) dB
7 7  dB
Eb/No =  15 dB Eb/No = 25 dB
0 .0 7.0 7.8
1 .0 4.7 5.4
1.5 3.4 4.1
2 .0 2.1 2.7
2.5 0.7 1.3
:r
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Figure 7.5: Outage probability as a function of number 
of users per beam K  given tha t L = 64, Ei/No  =  15.0 
dB, and 7 7  =  7.0 dB.
Pout — 10“  ^ (99% reliability), the capacity K  = {16,11,7,4}, respectively. This means 
th a t more accurate T PC  schemes result in higher link-capacity. Conversely, the results 
mean th a t less accurate TPC  schemes lead to reduction in the capacity. Expected 
capacities and corresponding reduction in capacity are summarised in Tables 7.3 and 
7.4, respectively.
Similarly, Figure 7.6 shows the outage probability Pout as a function of the number of
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Figure 7.6: Outage probability as a function of number 
of users per beam K  given th a t L = 64, Eb/Ng =  25.0 
dB, and 7 t  =  7.0 dB.
users per spotbeam  (K)  given th a t the processing gain L =  64 and the SINK threshold 
7 an =  7.0 dB, with the standard deviation of the TPC error as G {1.0,1.5, 2.0,2.5, 3.0} 
dB as a param eter. However, the Eb/Ng has been increased to 25 dB. As stated 
earlier, the Eb/Ng can be increased by either increasing the transm itter EIRP or use 
of diversity. At link-level, an increase in the transm itter EIRP increases the received 
Eb/Ng only due to the central lim it theorem assumption; however, at system-level, 
an increase in the transm itter EIRP increases interference to the other users as well 
which may render the system unstable [95] due to what is referred to as “party - 
effect” [196],[95]. Nevertheless, the results show an increase in capacity when a high 
Eb/Ng is used and th a t the capacity is still very sensitive to the accuracy of TPC  
schemes. Expected capacities and corresponding reduction in capacity are summarised 
in Tables 7.3 and 7.4, respectively.
Figure 7.7 shows the outage probability (Pout) as a function of the number of users 
per spotbeam  {K)  given th a t Eb/Ng — 15.0 dB, and threshold 7 ^ =  7.0 dB, with 
the standard deviation of power control error Ue G {1.0,1.5, 2.0, 2.5, 3.0} dB as a 
param eter. The results are similar to those shown in Figure 7.6, however, these results
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Table 7.3: CDMA Capacity for Different Eb/Ng.
TPC E(<7,) dB
Number of users per spotbeam  (K)
Eb/Ng =  15 dB Eb/Ng = 25 dB
0 .0 33 38
1 .0 16 22
1.5 11 16
2 .0 7 12
2.5 4 8
3.0 2 6
Table 7.4: Reduction in CDMA Capacity for Different Eb/Ng.
T P C E (a,) dB
Reduction in Capacity (%)
Eb/Ng — 15 dB Eb/Ng — 25 dB
0 0 0
1 .0 52 42
1.5 67 58
2 .0 79 68
2.5 88 79
3.0 94 84
are for a smaller processing gain (L =  32), which implies a higher da ta  rate. The 
results suggest th a t an increase in the da ta  rate results in lower system capacity. 
For example, when L =  32 and =  {1.0,1.5, 2.0,2.5}, the capacity K  =  {8 , 6 ,4 ,2}, 
respectively, which is less than tha t allowed for a processing gain L =  64 as summarised 
in Tables 7.5 and 7.6.
Similarly, Figure 7.8 shows the outage probability {Pgut) as a function of K  given th a t 
the processing gain L  =  128. The results show th a t an increase in the processing gain 
{L =  128) results in an increase in system capacity. For example, when L = 128 and 
Os = {1.0,1.5,2.0, 2.5}, the capacity K  =  {32,21,13,7}, respectively, which is more
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Figure 7.7: Outage probability as a function of number 
of users per beam K  given th a t L = 32, Eb/Ng = 15.0 
dB, and 77 =  8.0 dB.
than  th a t allowed for a processing gain L =  64 as summarised in Tables 7.5 and 7.6. 
The reason for an increase in capacity is th a t for a given Eb/Ng, an increase in the 
processing gain results in an increase in allowable interference margin [50]. In other 
words, the system can allow more interference before rendering the link unacceptable.
The results therefore point out the compromise between da ta  rates and capacity. If 
the objective is to maximise the capacity, the system must support low data  rates; 
conversely, the system can support high da ta  rates a t the expense of system capacity. 
In addition, the accuracy of TPC  schemes has a significant impact on the capacity 
of power-controlled S-UMTS. For example; a modest improvement in the standard 
deviation of the TPC  error from 1.5 dB to 1.0 dB, may yield a capacity improvement 
from 21 to 32 users per spotbeam: a relative gain of approximately 50%. Typical 
capacities realised through the T PC  schemes investigated in this thesis given th a t the 
Doppler frequency Ed — 30.0 Hz, location variability ai, = 5.0 dB, and TPC  command 
delays =  10 ms are give in Table 7.7.
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Figure 7.8: Outage probability as a function of number 
of users per beam K  given th a t L =  128, Eb/Ng =  15.0 
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7.5.3 Influence o f E i / N q*
Finally, we investigated the effects of Eb/Ng on the performance of the power-controlled 
S-UMTS. Eb/Ng is measured a t the input of the receiver, and is used as a basic mea­
sure of the strength of the received signal.
Figure 7.9 shows the outage probability Pout as a function of E b / N o  given th a t the 
processing gain L =  64, =  15 dB, and SINR threshold 7 ^  =  7.0 dB, with the
standard deviation of the TPC  error G {1.0,1.5, 2.0,2.5,3.0} dB as a parameter. 
The results show th a t the outage probability decreases with an increase in Eb/Ng for 
small values of Eb /N o .  This supports our earlier suggestion th a t the performance 
of S-UMTS can be improved by increasing the transm itted EIRP. However, further 
increase in E b/ N o,  results in small performance improvement. In other words the 
performance reaches saturation. The saturation level and value of Eb/Ng where the 
saturation begins depend on the standard deviation of TPC  error (<Je). The higher the 
(7St the higher the saturation level of outage probability and Eb/Ng. This suggests th a t 
the accuracy of TPC  limits the performance of S-UMTS. Furthermore, this lim itation
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Table 7.5: CDMA Capacity for Different Processing Gains (L).
TPC E((j,) dB
Users per spotbeam  (K)
L =  32 L =  64 L =  128
0 .0 17 33 65
1 .0 8 16 32
1.5 6 11 21
2 .0 4 7 13
2.5 2 4 7
3.0 1 2 3
Table 7.6: CDMA Capacity Reduction for Different Processing Gains (L).
TPC E((j,) dB
Reduction in Capacity (%)
L =  32 L =  64 L =  128
0 .0 0 0 0
1 .0 53 52 51
1.5 65 67 68
2 .0 76 79 80
2.5 88 8 8 89
3.0 94 94 95
is sensitive to the processing gain as shown in Figures 7.10 and 7.11 for L =  32 and 
128, respectively.
Therefore, increasing the Ei/Ng  reduces the outage probability rendering the link more 
reliable, until the performance reaches a point of diminishing returns where further 
increase in Ejj/Ng yields very small improvement on performance. In addition, the 
performance is significantly influenced by the accuracy of TPC  schemes and processing 
gain.
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Table 7.7: Typical Capacities Realised via Various TPC  Schemes.
T PC  Scheme
T PC  Error 
(Tg dB
Capacity (K)
L =  64 L =  128 L  =  256
Conventional 3.2 1 2 3
Predictive 2 ,6 3 6 12 •
Adaptive 2.7 3 5 10
Predictive -f Adaptive 2.4 5 9 17
a ^ =  1 .5  dB  
= 2 .0  dB  
= 2 .5  dB  
a  = 3 .0  dB
:
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Figure 7.11: Outage probability as a function of Eb/No 
given th a t L  =  128, K  — 16 dB, and 7 t  =  7.0 dB.
7.6 Concluding Rem arks on L ink-C apacity of a Power- 
Controlled S—U M TS.
In this chapter, we have evaluated the link-capacity of a power-controlled S-UMTS 
under various link parameters. The motivation was to investigate the impact of imper­
fect power control on outage probability and link-capacity so as to establish capacity 
gains realised from different power control schemes considered in this thesis.
Towards th a t end, therefore, we have developed an analytical expression for outage
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probability in terms of S-UMTS link param eters such as number of users per spot­
beam (AT), the processing gain (L), the standard deviation of TPC  error process <7g, 
Eb/No, and SINR threshold 7 ^- Consequently, we have shown th a t the outage proba­
bility for a power-controlled S-UMTS can be reduced by lowering the SINR threshold 
j t  requirement. Then we have demonstrated a trade-off between da ta  rate and ca­
pacity in th a t a system can support high da ta  rates a t the expense of capacity, and 
conversely, a system can support a high capacity a t the expense of da ta  rates. In 
addition, we have shown th a t the accuracy of TPC  schemes expressed as the standard 
deviation of TPC  error process has a significant impact on capacity: more accurate 
TPC  schemes result in higher capacity. For example; a modest improvement in the 
standard deviation of the TPC error from 1.5 dB to 1.0 dB for the processing gain 
L = 128, may yield a capacity improvement from 21 to 32 users per spotbeam: a 
relative gain of approximately 50%. Typically, for a TPC command delay of 10 ms, 
the (7e =  (3.2, 2.6, 2.7, 2.4) for the conventional, predictive, adaptive, and predictive 
plus adaptive TPC  schemes, respectively, which result in capacity K  = (2 , 6 , 5, 9), 
respectively, given th a t the processing gain L =  128.
Chapter 8
Conclusions and Future Work.
8.1 Conclusions.
In this thesis, we have studied closed-loop T PC  schemes for S-UM TS with aim of 
developing closed-loop T PC  schemes th a t take into account the effects of T PC  com­
mand delays due to propagation. Specifically, our objectives were to (a) develop an 
analytical model for the dynamic behaviour of the closed-loop T PC  system th a t cap­
tures the effects of T PC  command delays and facilitates a clear understanding of the 
relationships among various system parameters; (b) investigate the performance of 
tracking algorithms applied to predictive closed-loop T PC  scheme so tha t we can se­
lect an appropriate tracking algorithm, and consequently optimise the algorithm for 
S-UMTS; (c) investigate adaptive techniques th a t exploit either our knowledge of the 
evolution of the MSS channel slow-fading process or the information contained in the 
received T PC  commands in order to improve upon the performance of the closed-loop 
T PC  schemes based on the standard algorithms; and (d) evaluate the link-capacity 
of the power-controlled S-UM TS in order to investigate the im pact of imperfect TPC 
on outage probability and link-capacity so as to establish capacity gains th a t can be 
realised through various T PC  schemes.
The study was based on both  analytical and computer simulation approaches, and was 
limited to link-level analysis focusing on physical-layer functionalities of the reverse- 
link necessary for the understanding of the T PC  procedure. Furthermore, since we
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focused on the tracking ability of the T PC  schemes, the prim ary measure of perfor­
mance was the standard deviation of the closed-loop TPC  error ((7^), measured against 
design parameters such as the fixed T PC  step-size and environmental factors such as 
the UE velocity, MSS channel location variability, and T PC  command delay. We also 
used the outage probability as a measure of performance to establish the impact of 
imperfect T PC  on capacity. The main findings of the study are summarised as follows:
Firstly, we have modelled the effects of the TPC  command delays in the presence of 
random external disturbances as a random walk process with zero mean and variance 
whose value depends on the delay (Z) and step-size A as ZA .^ Since the effects of delays 
can be modelled by a stochastic process, we conclude th a t the effects of delays can 
be mitigated via statistical methods. We have also demonstrated th a t the dynamic 
behaviour of the TPC  error process can be described m athem atically as a stochastic 
difference equation whose solution is subsequently expressed as a pdf. In this regard, 
we have shown th a t the pdf of the T PC  error process is sensitive to system parameters. 
Although it is widely accepted th a t the TPC  error process is lognormally distributed, 
we have shown th a t the nonlinearity due to fixed TPC  step-size has a significant 
influence on the shape of the pdf. Therefore, this challenges results of system-level 
performance analyses th a t depend on the shape of the pdf of the T PC  error process. In 
addition, we have shown th a t TPC  reduces the correlation time of the received signal, 
which means tha t smaller depth interleavers could be used in a power-controlled S- 
UMTS.
Secondly, we have investigated the performance of various tracking algorithms applied 
to predictive TPC  schemes for S-UMTS. In this regard, we have demonstrated tha t 
predictive TPC schemes perform better than  conventional T PC  schemes. Furthermore, 
we have demonstrated th a t the predictive T PC  scheme based on the LMS algorithm 
performs slightly better than  the RLS algorithm based scheme. However, the LMS 
algorithm achieves this performance gain with a relatively modesty computational 
complexity of the order 0 (p) in comparison with computational complexity of the 
order 0(p^) associated with the RLS algorithm. This leads us to the conclusion th a t 
in S-UMTS, the simple LMS algorithm is an appropriate choice as a tracking algorithm
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in predictive T PC  schemes, unlike in T-UM TS where the RLS algorithm is preferred. 
We have also dem onstrated th a t the performance of TPC  schemes can be improved by 
selecting optimum step-size Aopt. However, the optimum step-size is sensitive to the 
MSS channel environment characterised by Doppler frequency and channel location 
variability. Similarly, the algorithm of choice for predictive T PC  in S-UMTS: LMS 
algorithm, can be optimised in terms of the adaptation constant p  and predictor order 
p, and the optimum values are sensitive to MSS channel environment.
Thirdly, we have investigated adaptive techniques for TPC  schemes for S-UMTS with 
the aim of improving upon the performance of the standard T PC  schemes. Our ap­
proach has been to use either our prior knowledge on the way the channel slow-fading 
process evolves with time in a predictive T PC  scheme or the information contained in 
the received TPC  commands in an adaptive step-size TPC  scheme. Towards th a t end, 
we have proposed a predictive TPC  scheme based on filter-shaped LMS algorithm, and 
shown th a t the predictive TPC  based on the filter-shaped LMS algorithm performs 
better than th a t based on the standard LMS algorithm. However, the predictive TPC 
may become unstable when the location of the pole of the shaping filter is close to 
1 and the closed-loop TPC  step-size is large. Furthermore, we have shown th a t the 
step-size adaptation has the potential of significantly improving the performance of 
the closed-loop T PC  scheme when the command delays are insignificant. In order to 
realise this potential in the presence of command delays, however, the step-size adap­
tation should be complemented with power prediction, thus, harnessing the synergy 
between the step-size adaptation and power prediction.
Finally, we have evaluated the link-capacity of a power-controlled S-UMTS under 
various link parameters. The motivation was to investigate the im pact of imperfect 
power control on outage probability and link-capacity so as to establish capacity gains 
realised from different power control schemes considered in this thesis. Towards tha t 
end, therefore, we have developed an analytical expression for the outage probability 
in term s of S-UMTS link param eters such as the number of users per spotbeam  (K) ,  
the processing gain (L), the standard deviation of the TPC  error process (<7e), Eb/No, 
and SINR threshold (77-). Consequently, we have shown th a t the outage probability
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for a power-controlled S-UMTS can be reduced by lowering the SINR threshold 7 ^ 
requirement. We have also demonstrated a trade-off between da ta  rate  and capacity in 
tha t a system can support high da ta  rates at the expense of capacity, and conversely, 
a system can support a high capacity a t the expense of da ta  rates. In addition, we 
have shown th a t the accuracy of TPC  schemes expressed as the standard deviation 
of TPC error process (o-g) has a significant impact on capacity: more accurate TPC  
schemes result in higher capacity. For example, a modest improvement in the standard 
deviation of the TPC error from 1.5 dB to 1 .0  dB for the processing gain L =  128 at 
an outage probability of 1 %, may yield a capacity improvement from 21 to 32 users 
per spotbeam: a relative gain of approximately 50%.
We, therefore, come to the overall conclusion th a t TPC  remains an im portant radio 
resource management procedure for m itigating slow-fading due to shadowing in S- 
UMTS, and th a t more accurate TPC  schemes are necessary to realise high capacity. 
Since the effects of T PC  command delays can be modelled as a stochastic process, 
they can be compensated via predictive techniques; and the LMS algorithm is appro­
priate for the predictive closed-loop T PC  for the S-UMTS. In addition, TPC  step-size 
adaptation and rational-filter shaping of the LMS algorithm can improve upon the 
performance of the T PC  schemes based on the standard LMS algorithm. Finally, the 
TPC error process is not always lognormally distributed as the shape of the pdf of the 
TPC  error process is affected by the nonlinearities due to the fixed TPC  step-size.
8.2 Im plications of the Research.
Firstly, the study in this thesis is related to research work on S-UM TS air-interface re­
cently reported in [20] and [21], for SW -CDMA and SAT-CDMA, respectively, except 
for the following:
(a) in [2 0 ] the effects of TPC  command delays are assumed to  be step-wise with a 
deterministic amplitude; consequently, the effects of the delays are compensated 
through deterministic methods. On the other hand, in this thesis, we have also 
assumed th a t the effects of the delays are step-wise; however, the amplitude is
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modelled as a random walk process, implying tha t the effects of TPC command 
delays should be compensated through stochastic methods. Towards th a t end, 
we have proposed a predictive T PC  schemes to compensate the effects of delay. In 
this regard, we are in agreement with the work presented in [21 ]; however, while 
they arbitrary used algorithms deployed in terrestrial systems, we have selected 
the LMS algorithm as a suitable tracking algorithm for predictive T PC  schemes 
in S-UMTS. The reasons for selecting the LMS algorithm are its simplicity and 
its better tracking properties: attractive attributes for slow power control.
(b) the work in this thesis extends the work in [2 0 ] and [2 1 ], in tha t we have proposed 
techniques th a t can be used to  improve upon the performance of closed-loop 
TPC  schemes for S-UMTS. The philosophy behind these techniques is th a t we 
use information contained in the behaviour of TPC systems to dynamically adapt 
system param eters. These techniques introduce modesty additional computation 
complexity, but do not require changes in signalling.
Secondly, the results presented in chapter (4) challenge widely accepted assumption 
th a t the TPC  error process is lognormally distributed. Although, we agree th a t the 
T PC  error process could be lognormally distributed, we have shown th a t this is not 
always the case. The non-linearity due to the fixed TPC  step-size affects the shape 
of the pdf of the T PC  error process. This challenges results of system-level analyses 
th a t depend on the shape of the pdf of the T PC  error process.
Thirdly, the work in thesis has focused on implementation issues. In other words, 
the T PC  schemes proposed in this thesis can be implemented without changing the 
technical specifications in the S-UM TS standards, as a results, the schemes can be 
implemented at the GWS without affecting the operations of the UE, and vice versa. 
For example, the predictive T PC  can be implemented at the GWS receiver without 
affecting the operations of the UE transm itter. Similarly, the adaptive step-size T PC  
can be implemented a t the UE transm itter without affecting the operations of the 
GWS receiver.
Finally, the results in this thesis have been limited to T PC  delays typical for NonGEO 
satellite constellation. However, there is a growing interest in providing mobile com­
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munications via the GEO satellite constellation. Therefore, the results of this thesis 
can be extended to the GEO constellation provided tha t the T PC  period {Tp) is in­
creased. However, since for effective T PC  FyTp < 0 .1 ,  then the acceptable Doppler 
frequency (Fd) and consequently the UE velocity will be limited to slowly walking 
pedestrian and not vehicular.
8.3 Future Work.
There are still several open issues regarding closed-loop T PC  for S-UMTS. A few 
possible issues tha t can be addressed are discussed in this subsection.
Firstly, the work considered in this thesis has assumed unconstrained power control 
dynamic range. However, when the UE reaches the cell boundary or is located in an 
extremely deep fade, the propagation conditions may require an increase of transm itted 
power beyond the maximum limit allowed for the UE. The im pact of a constrained 
power control dynamic range in closed-loop TPC  for S-UMTS is still yet not known.
Secondly, the predictive models used in this thesis were based on one-step-ahead 
prediction. In other words, the horizon of prediction was limited to a single TPC  
period (Tp). An interesting question is how can the horizon of prediction be extended 
beyond Tp. Extension of the horizon of prediction may extend the results of TPC  
schemes in this thesis to the GEO constellation.
Thirdly, the question of how else can we improve upon the performance of the standard 
algorithm is still open. In particular, are there more effective rational-shaping filters 
th a t can be used in reducing gradient noise of the LMS algorithm? Are there advanced 
logic designs tha t use patterns of the received TPC  commands th a t can be used in 
more effective adaptive step-size T PC  schemes?
Fourthly, the impact of the fixed step-size on the shape of the pdf of the TPC  error 
process were investigated in chapter (4). However, the analysis was limited to the 
effects of quantisation noise. Extension of this work to include the effects of slope- 
over load is an interesting area for further research.
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Fifthly, the overall analysis in this thesis was limited to physical layer procedures nec­
essary for the understanding of T PC  procedure. It is interesting to analyse WCDMA 
end-to-end physical layer model which includes all physical layer procedures in the 
analysis model. This may give clear insights into the relationships between TPC 
and other physical layer procedures such as channel coding and interleaving. The 
fundamental question is whether there are roles th a t TPC play th a t complement or 
counteract other physical layer procedures. In addition, how does the TPC relate 
to other adaptive physical layer procedures such as adaptive m odulation and cod­
ing [197]? Similarly, this work can be extended to system-level analysis where the 
dynamics of the user equipment are captured. Of interest are the relationships of 
TPC  with hand-overs, call admission control, spotbeam selection, and transmission 
rate selection.
Finally, more recently under the SATIN project, the concept of gap-fillers or inter­
mediate module repeater (IMR) has been proposed as a means th a t will enable the 
S-UM TS penetrate the mass m arket [198]. The question of TPC , however, is still open 
in this S-UMTS architecture. In addition, although the broadcast channel is transm it­
ted a t constant power determined from the coverage area, the common traffic channel 
th a t transport the content for broadcast/m ulticast multimedia services require power 
control. However, how T PC  will be implemented in the common traffic channels is 
still an open issue.
Appendix A 
Derivation of the Fokker—Planck  
Equation.
In this section, we present the derivation of the Fokker-Planck equation using the 
m ethod of characteristic function [199]. The following notational convention will 
be used; the probability density functions (pdf) A (^1,^1) — A[-'c(ii)], fx{^2 i h )  — 
fx[x{t2 )], and f x { x u t i \ x 2 , t 2) =  fxl^{t i) \x{t2)].
For a stochastic process x{t), the marginal pdf of the process f x{x i: t i )  and the tran­
sition pdf /æ(.Ti,Zi|.'C2 ,^2) are related to the marginal pdf f x ( ^ 2 , t 2 ) through
roo
f x ( ^ h , h ) =  I  fx{Xuti\x2,t2)fx{x2,t2)dX2.  (A .l)
J — 0 0
If we define a random increment A.-c = Xi — X2 , the conditional characteristic function 
of the random increment Cax (w) is given as
/ "OO
exp[jw(xi -  X2)]fx(xi, t i \ x2 , ia) dxp, (A.2)
- 0 0
and the inverse Fourier transform is expressed as
1 f ° °f x { x i , t i \ x 2 , t 2) = --- I exp[- ju)(xI  -  X2) ] C / ^ x d u ) .  (A.3)
J-oa
Substitution of equation (A.3) into equation (A .l) gives
2 poo poo
f x { x i , h )  =  —  I f x { x 2 , t 2 ) d x 2 I  e x p [ - j u { x i  -  X2 )]C£^x{(^)du.  (A .4)
J —00 J —00
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The characteristic function (eu) can be written as a Maclaurin series as [124]
oo / • \2
Cax(^) =  ^  ^ ^ ^ n i q ( A x ) ,  (A.5)
where mg(Ax)  =  J5 [(a7i — .Ta) ]^ is the moment of the random increment a;i — X2 . It 
follows therefore tha t
J /*oo />oo
fx(xi ,  ti) =  ^  - — - I fx{x2 , Za) dx2 I  mg(Aa;) exp[-ju}{xi  -  rc2)](iw)^dw.
5=0 d-oo J-oo
(A.6)
But
I roo 1 /  d Y
^  J. "  372)](jw)^dw =  ^  j  G3cp[-jw(a;i -  a^ g)] dw,
=  (^ (a;i - 2:2), (A.7)
therefore, equation (A.6 ) becomes
1 f ° °  (  df x {x i , t i )  = J  y <^(^1 — ^2)/Æ(a i^5^2) drca, (A.8 )
1 /  d=  /x(a^iii2) +  y ' - T  I I  m5(Aa;)^(a;i,t2). (A.9)^  y 1 \  /
If f x { x i , t i \ x 2 , t 2] depends only on r  =  Zi — ia, and letting t2 = t, ti — t  + t ,  X2 = x
and Xi = Xr, we can rewrite equation (A.9) as
0 0  -\ /  d
fx{Xr, t A r )  — fx{Xr, t) — ^  ^  (^~dâT)  ~  ^)^]/x(^ti )^- (A.10)
If we divide the left and right hand side of equation (A. 10) by r  and letting r  approach
zero (r  —> 0 ), we obtain
if,w/x(x,i), (A.ii)
0=1 '
where
K,{x)  A lim (A.12)
^  T - > 0  T
are called derivate moments if they exists. W hen ^^5 (2;) =  0 for q > 3, equation (A. 1 1 ) 
is called the Fokker-Planck equation, normally written as
 ^ =  - ■ ^ K i { x ) f : , { x , t )  +  - ^ ^ K 2 { x ) f x { x , t ) .  (A.13)
Appendix B 
Standard RLS Algorithms.
The recursive least squares (RLS) algorithm is obtained by formulating an optimi­
sation of the adaptive filter coefficients (w) as an estimation problem based on the 
minimisation of the least-squares [2 0 0 ].
B .l  D erivation of th e RLS Algorithm .
Let us denote an estim ate value of a;(n) as ^(n), and defined as
p
æ(n) =  ^ÿ^Wk(n)x{n  — k), (B .l)
/:=!
where Wk (n) are coefficients of a p-order adaptive filter.
The estimation error ^(n) is defined as
^(n) =  a ; ( n ) -^ ( n ) ,
p
=  x{n) — ^Y^Wk{n)x{n — k). (B.2)
k=l
Equations (B .l) and (B.2) can be expressed in more compact m atrix form as
x(n) =  (B.3)
and
^(n) =  a;(n) -  (B.4)
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respectively; where w„ =  [w i(n), wg(n), . . . ,  Wp(?%)] and Xn_i =  [^(n -  l ) , r c ( n -  
2 ) , . . . ,a ; ( n  — p)] are row vectors. The m atrix operation x ^  denotes the transpose 
of a vector x„.
The RLS algorithm is formulated as an optim isation problem th a t minimises the 
weighted sum of the m agnitude-squared error defined as
^(w ) =  X ^ |« ( / .n ) |^  (B.5)
1=0
The minimisation of J(w) with respect to  the coefficients (w) yields a set of linear 
equations
R n ^ n  ~  (B 6 )
where R „ is a p -by-p  correlation m atrix  defined as
R „ =  ^ A ’'- 'x ix f ,  (B.7)
/=1
Zn is a p-by - 1  cross-correlation vector defined as
Zn =  A”~^x,a;(Z), (B.8 )
1 = 1
and is a weighting factor and A is a positive factor 0 <  A <  1 referred to as a 
forgetting factor. The forgetting factor places more weight on the most recent data.
Equations (B.7) and (B.8 ) can be expressed in recursive form as
R„ =  ARa_i +  X;xT (B.9)
and
Zn =  Azn_i +  Xi2;(2), (B.IO)
respectively.
To determine the least-square estim ate of the coefficient w from equation (B.6), we
have to determine the inverse of the correlation m atrix R^ .^ Towards th a t end, we use
matrix inversion lemma to express the inverse of Rn recursively as
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For convenience of computation, we define
p .  = (B.12)
and
W ith these definitions equation (B .ll)  becomes
P„ = A-ip„_i -  (B.14)
The p-by-p  m atrix P ,; is referred to as the inverse correlation matrix and the p-by-1 
vector k„ is referred to as the gain vector , while equation (B.14) is the Riccati equation 
for the RLS algorithm.
Pi'om equation (B.6 ), the least-squares estimate of the filter coefficients expressed 
recursively are given as
w„ =  Rn^z,,, (B .l 5)
=  PnZn, (B.16)
=  AP,iZ,i_i-1-P„x„a;(n). (B.17)
Upon substituting the P „  defined in equation (B.14) into the first term  of the right 
hand side, we get
Wn =  P„_iZ„_i -  k n x jp „_ iz „_ i+ P n X „ a :(n ) , (B.18)
=  w „ _ i - k „ x jw „ _ i+ P „ X n 2;(n). (B.19)
Since PnX„ =  k„, then
Wn = w „ _ i - k n x j ’w n _ i+ k „a ;(n ), (B.20)
=  - k „ [ æ ( n ) -x ^ w „ _ i] ,  (B.2 1 )
=  w , ,_ i - k „ f ( 7 i ) ,  (B.22)
where ^ (n) is the a priori estimation error defined as
^(n) =  a;(n) -  (B.23)
Therefore the RLS algorithm for computing the coefficients of the filter is summarised 
in Table B .l [161],[200].
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Table B .l: Summary of the RLS Algorithm.
Parameters:
p =  number of taps 
A =  forgetting factor 
where 0 <  A <  1
Initialisation:
set w„ =  0  
set P o  =
where ^  is a small positive constant
Data:
X n  = P -b y -1  tap -in p u t vector at time n 
d{n) =  the desired response a t time n
Algorithm:
For n =  1, 2 , . . .  , compute
■J .  _ _  ^  i X n
”  ~  l + A “ ^ X ^ P „ _ l X n
^(n) =  d{n) -
W n  =  W n _ i  -  k n C * ( n )
P „  -  A ~ T „_ i -  A -^k„xJP„_i
Appendix C 
Standard LMS Algorithm.
The least-m ean-squares (LMS) algorithm is obtained by formulating an optimisation 
of the adaptive filter coefficients (w) as an estimation problem based on the minimi­
sation of the m ean-square error (MSE) [200].
C .l Derivation of the LMS Algorithm .
Let us denote an estim ate value of x{n) as x(n) and defined as
V
^(u) =  ^ iü fc (n )rc (n  — k), (C .l)
k = l
where Wk{n) are coefficients of a p-order adaptive filter.
The estimation error ^(n) is defined as
^(n) =  æ(n) —æ(n),
p
= x { n ) — ^^W f:(n )x{n  — k). (C.2 )
/c= l
Equations (C .l) and (C.2) can be expressed in more compact m atrix form as
æ(n) =  w,^xj'_i, (C.3)
and
^(n) =  a:(n) -  w „x j_ i, (C.4)
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respectively; where w„ =  (n ), Wg(u), . . . ,  Wp(fi)] and x ^ -i =  [a;(n -  l ) , a ; ( n -
2 ) , . . . , : c ( n  — p)] are row vectors. The m atrix operation denotes the transpose 
of a vector x,,.
The m ean-sqnare-error (MSE) as a function of the filter coefficients is defined as
J (w ) =  £K "(n)] (C.5)
-  E[x^(n]] -  2S[x(tj)w Jx„_i] +  e[w ^x„_ixJ_jW „] (C.6)
For a filter with fixed coefficients, the MSE function is given by
J ( ( )  =  P[a;^(n)] -  2w^P[a;(n)x,i_i] +  w ^ P [x n -ix J ’_i]w  (C.7)
=  E[a;^(n,)] — 2w ^z 4- w ^ R w  (C.8 )
where z =  E[x{n)xn-i]  is the cross-correlation vector between the desired and input 
signals, and R  =  P[x,i_ixJ_j] is the input correlation m atrix.
We observe th a t the MSE is a quadratic function of the tap-weights, which would 
allow a straight forward solution if the vector z and m atrix R  are known.
The gradient vector of the MSE function related to the tap-w eight coefficients is given 
by
V(w ) =  =  —2 z +  2Rw . (C.9)
By equating the gradient vector to zero and assuming th a t R  is nonsingular, the 
optim al values of the tap-weights coefficients th a t minimise the objective function can 
be evaluated as follows;
w* =  R “ ^z. (C.IO)
This is commonly known as the IFZener solution. The equation (C.IO) can be rewritten 
as
Rw* =  z, (C .ll)
which is commonly known as the W Zener-ifop/equation [161].
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In order to find the optimum values of the coefficients, the W einer-Hopf equations are 
solved for the unknown w*. However, this presents com putational difficulties when 
the filter contains a large number of tap-weights and when the input da ta  changes 
with time.
If the autocorrelation m atrix R  and the cross-correlation vector z are known, an iter­
ative algorithm for determining the coefficients of the filter by searching the minimum 
of J(w ) has the general form
w„+i =  Wn +  pSn/2, (C .l 2)
where p  is the adaptation constant, and s,i is a direction vector for the iteration. 
The simplest m ethod for finding the minimum of J(w ) recursively is based on the 
method of steepest descent wheve the direction vector s„ — — V n(w ), where Vn(w) is 
the gradient vector a t the n** iteration defined as
(G.13)
Therefore the recursive algorithm based on the method of steepest descent is
=  w„ -  ^/xV„(w). (C.14)
The method of steepest descent is appropriate when autocorrelation m atrix R  and 
the cross-correlation vector z are known; however, when they are unknown, we can 
substitute V „(w ) by its estimate Vn(w). Since the gradient vector can be expressed 
as [2 0 0 ]
V „(w ) =  - 2 P [e (n )x J , (C.15)
its an unbiased estim ate at the iteration is obtained as
Vn(-w) =  - 2^(n)x„. (C.16)
Therefore the recursive algorithm given by equation (C.14) is modified to the algorithm
w„+i =  w„ +  pC{n)xn. (C.17)
This algorithm is widely known as the LM S [Least-Mean-Squares] algorithm. There­
fore the LMS algorithm for computing the coefficients of the filter is summarised in 
Table C .l [161],[200].
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The LMS algorithm is simple to implement; however, it suffers from gradient noise due 
to th a t fact th a t it uses noisy estimates of the gradient in place of the actual gradients. 
This means th a t the filter coefficients fluctuates randomly.
Table C .l: Summary of the LMS Algorithm.
Parameters:
p  =  number of taps 
p  =  adaptation constant
V <  p  < tap -inpu t power 
tap -inpu t p o w e r = ^ ^  E[\x{n -  /c)p]
Initialisation:
set wq =  0
Data:
Xn is a p-by - 1  tap -inpu t vector a t tim e n  
d{n) =  the desired response a t time n
Algorithm:
For n  =  1 , 2 , . . .  , compute 
CW  =  d{n) -  w ^ X n
W n + l  =  W„ +  p X n C i n )
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