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Abstract
Fingerprints are used for identiﬁcation in forensics and are classiﬁed into Manual and Automatic. Automatic ﬁngerprint
identiﬁcation system is classiﬁed into Latent and Exemplar. A novel Exemplar technique of Fingerprint Image Veriﬁcation using
Dictionary Learning (FIVDL) is proposed to improve the performance of low quality ﬁngerprints, where Dictionary learning
method reduces the time complexity by using block processing instead of pixel processing. The dynamic range of an image
is adjusted by using Successive Mean Quantization Transform (SMQT) technique and the frequency domain noise is reduced
using spectral frequency Histogram Equalization. Then, an adaptive nonlinear dynamic range adjustment technique is utilized to
determine the local spectral features on corresponding ﬁngerprint ridge frequency and orientation. The dictionary is constructed
using spatial fundamental frequency that is determined from the spectral features. These dictionaries help in removing the
spurious noise present in ﬁngerprints and reduce the time complexity by using block processing instead of pixel processing.
Further, dictionaries are used to reconstruct the image for matching. The proposed FIVDL is veriﬁed on FVC database sets and
Experimental result shows an improvement over the state-of-the-art techniques.
© 2015 The Authors. Published by Elsevier B.V.
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1. Introduction
The term biometric comes from the Greek words Bios (life) and Metrikos (measure). Biometric system is the
science to recognize a person mainly based on physiological or behavioral characteristics. A biometric system can
work on veriﬁcation or identiﬁcation mode. Veriﬁcation involves comparisons, only with the templates corresponding
to the claimed identity and identiﬁcation involves comparison of the acquired biometric information against templates
corresponding to all users in the database.
Fingerprints are most widely accepted biometrics trait. In ﬁngerprint sensing, the ﬁngerprint of individuals are
captured by ﬁngerprint scanners to represent in digital form the numerous applications available for collection and
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their applications in law enforcement, security system and government agencies both in the form of off-line image and
live-image. Acquisition of ﬁngerprint data should be reliable and precise during comparison and veriﬁcation.
Fingerprint identiﬁcation process is of two types namely manual and automaticmethods. The Automated Fingerprint
Identiﬁcation System (AFIS) programs provide a database of ﬁngerprints to solve crimes. Automatic Fingerprint
Identiﬁcation System (AFIS) are mainly classiﬁed as exemplar and latent ﬁngerprints. Exemplar ﬁngerprint samples
are deliberately taken from the subject for enrolment into the system database. Exemplar ﬁngerprints are taken through
live scanners and ink on paper cards. Latent ﬁngerprints are the impressions left out on the surfaces of the objects.
These impressions are recorded by chemical, physical and electronic processing techniques.
Motivation: Automatic Fingerprint Identiﬁcation System (AFIS) uses exemplar ﬁngerprints for matching low quality
ﬁngerprint images. This method has more processing steps and time complexity is high. The EER can be reduced by
optimizing the computational steps at pre-processing stage using Dictionary Learning Technique.
Contribution: In ﬁngerprint matching, the images need to be free from noise, blur, error and background etc., Usage
of such images results in false matching. In the proposed method, we suggest dictionary learning method to reduce
error in low quality images by dividing the image into smaller pieces to smooth the background noise. The image is
reconstructed to its original form for matching.
Organization: The paper is organized as follows: Section 2 gives a brief review of Related Works. Section 3
describes the System Model. Section 4 discusses the FIVDL Algorithm. Section 5 explains experimental Results and
performance Analysis of the Proposed Method. Conclusions are presented in Section 6.
2. Related Work
Leung et al.,1 built a ﬁnger print retrieval by a statistical Bayesian classiﬁer to generate additional or more training
samples using spatial modeling technique. Francesco et al.,2 proposed an adaptive parameter optimization, pre and
post processing stages employing local based analysis and learning based global analysis to improve the accuracy of
base line methods on bad quality ﬁngerprints. Carsten3 describes a method for ridge frequency estimation and image
enhancement using Curved Regions and curved Gabor Filters (GFs) respectively. Curved GFs increase the smoothing
power by enabling choice of ﬁlter parameter. For noisy images, two orientation ﬁeld estimation methods namely, Line
sensor and Gradient based methods are applied.
Juchang et al.,4 proposed an effective two-stage enhancement scheme in both the spatial and frequency domain for
low-quality ﬁngerprints images. The ﬁrst-stage enhancement scheme is designed to use the context information of the
local ridges using spatial ﬁltering. The broken ridges are connected and the merged ridges are separated effectively.
In the second-stage, the band pass ﬁlters are learnt from both the original and the ﬁrst-stage enhanced image. Josef
et al.,5 propose an adaptive ﬁngerprint image enhancement technique, using nonlinear Successive Mean Quantization
Transform (SMQT). Dynamic range adjustment and statistical ﬁlters are employed to enhance the global context
ﬁngerprint image. The time complexity of this technique can be improved further by optimizing the computational
steps at pre-processing stage.
Problem Deﬁnition: To develop an Automated Fingerprint Identiﬁcation System on ﬁngerprint sample images to
improve the matching rate on FVC databases.
Objectives:
• Reduce the noise using Dictionary Learning method.
• Reduce EER and thus increase the matching rate.
3. System Model
In this section, we explain the proposed model to achieve enhanced ﬁngerprint veriﬁcation by using dictionary
learning on FVC databases. The block diagram of the proposed ﬁngerprint veriﬁcation model is as shown in Fig. 1.
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Fig. 1. Block diagram of the proposed method (FIVDL).
Fig. 2. Image samples of FVC2000 databases (a) DB1; (b) DB2; (c) DB3 and (d) DB4.
Fingerprint image is given for pre-processing from FVC database and it performs dynamic range tuning of
non-linear gray-scale values of an image using SMQT. The median ﬁlter is applied on resultant SMQT image to
improve the quality of ﬁngerprint image to suppress the noise. Then, the ﬁltered image is converted to frequency
domain in Global analysis. The Local analysis is used to estimate the fundamental frequency from the spectral features
generated by global analysis. Alpha mean ﬁlters are used to improve the estimated spectral features and to construct
dictionary blocks. Further, these blocks are reconstructed to an image using dictionary learning. Feature extractor
plays a role of extracting essential spectral features from reconstructed image, which are stored as templates by using
greedy algorithm and textural minutia-based descriptor. Finally, matching is performed by using hybrid shape and
orientation descriptor.
FVC databases
The FVC (Fingerprint Veriﬁcation Competition) is a prominent competition for ﬁngerprint veriﬁcation algorithms
conducted once in two years by University of Bologna, Michigan State University and San Jose State University. FVC
contains four databases of ﬁngerprint images depending upon image quality, size and the source sensor type shown in
Fig. 2. Here each database set contains 80 sample images of 10 persons, 8 different ﬁngerprints based on positioning,
characteristics and quality. The FVC databases are obtained from the different sensors namely Electric ﬁeld sensor,
Optical sensor, Thermal sweeping sensor and Synthetic Generator. Fingerprint competitions held so far are FVC 2000,
FVC2002, FVC2004 and FVC2006, each database containing DB1, DB2, DB3 and DB4 datasets6–9.
A ﬁngerprint image of FVC database is represented by I (n1, n2) of size N1 × N2, where n1 ∈ [0, N1 − 1] and
n2 ∈ [0, N2 − 1] indicating horizontal and vertical co-ordinates, respectively. The image I (n1, n2) with the gray-scale
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Fig. 3. (a) Fingerprint image; (b) SMQT8 image.
intensity levels of 256 is stored, i.e., the possible dynamic range of the image is 8-bits for dissimilar shades of
gray-scale values from black to white.
Pre-processing
The Successive Mean Quantization Transform (SMQT)10 is employed on the ﬁngerprint image to adjust the
dynamic range. SMQT is a combination of Mean Quantization Units (MQU) viewed as binary levels to retrieve the
information of an image. More detailed information is revealed when the number of levels increases. The nonlinear
property of SMQT gives a balanced image enhancement and it is denoted as SMQTL{}. Where, parameter L means
number of binary levels and is equal to the number of bits used to represent the SMQT processed image. The eight-bit
SMQT image is represented using equation (1):
Q(n1, n2) = SMQT8{I (n1, n2)} (1)
where, the notation Q is an enhanced image used for further processing. Figure 3(a) shows the sample ﬁngerprint
image and corresponding enhanced SMQT8 ﬁngerprint image in Fig. 3(b).
Global analysis
A 3 × 3 median ﬁlter is applied on SMQT enhanced image to suppress the noise. The median ﬁltered image is
denoted using equation (2):
M(n1, n2) = Median3×3{X (n1, n2)} (2)
The ﬁltered spatial image is converted into frequency domain using two-dimensional Fourier transform using
equation (3):
F(ω1, ω2) = {M(n1, n2)} (3)
where, M(n1, n2), F(ω1, ω2), ω1 ∈ [−π, π) and ω2 ∈ [−π, π) denotes median ﬁltered image, Fourier transformed
image and corresponding normalized frequencies respectively. The spectral image is represented in polar form i.e.,
F(ω1, ω2) ≡ F(ω, θ), related through the following change of variables ω1 = ω · cos θ and ω2 = ω · sin θ , where ω
is the normalized radial frequency and θ denotes the polar angle.
Local analysis
A radial frequency histogram R(ω) is obtained by incorporating the magnitude spectrum |F(ω, θ)| with the polar
angle θ , for the complex conjugate symmetry of F(ω, θ), it is sufﬁcient to integrate only half-plane using equation (4):
R(ω) = 1
2π
∫ 2π
0
|F(ω, θ)|dθ
= 1
π
∫ π
0
|F(ω, θ)|dθ (4)
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Fig. 4. Magnitude spectrums of FVC2000 database (a) DB1; (b) DB2; (c) DB3; (d) DB4.
Fig. 5. Two dimensional frequency spectrum.
The radial frequency histogram contains impulsive noise due presence of noisy input signals. The circular structure
around the origin of magnitude spectrum shown in Fig. 4 corresponds to the fundamental frequency of the ﬁngerprint
image. This structure also indicates the quality of an image radial frequency histogram calculated from the magnitude
spectrum of the median ﬁltered image. The frequency at the point where the radial frequency histogram in Fig. 5
attains its peak value is calculated as fundamental frequency (ω f ) by using equation (5):
ω f = argmaxω∈[ωmin,π ] R(ω) (5)
Dictionary learning
Dictionary learning method is employed for breaking the image into N dictionary patches by using local
fundamental, where each local area dictionary patch is represented {Pj }Nj=1.
When a set P of patches together recovers every pixel of M by equation (6).
M = (Tp)−1 Tp =
∑
(i, j )∈P
RTi j (6)
The α-trimmed mean ﬁltering operation is performed on each dictionary to remove the noise present in dictionary
patch P˜ . This process continues for all the dictionary patches, each patch is represented by P˜ = (Pi −μp)/σP , where
μp is the mean intensity and σP is the standard deviation of patch p. QP is the α-trimmed patch output.
The α-trimmed patch image is represented as QP = (M) + ξ f , where  denotes a linear operator using
equation (7), and ξ is noise11. Where, Rij denote the (i, j)th patch of Rij is a linear operator sparse representation
under a given dictionary D, i.e., Rij (M) = Dyij and yi j is an approximate sparse vector12, where, RTi j is the adjoint
of Rij , and (Tp)−1 is an operator that averages the overlapping patches. Where p is set of non-overlapping patches,
Tp the identify operator. where wi j and yi j is a weight vectors13.
(M) =
∑
(i, j )∈P
RTi j ‖wi j  yi j‖ +
1
2v
AT p−1‖
∑
(i, j )∈P
RTi j (Dy
T
i j ) − b‖2 (7)
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After the ﬁltering of each patch, the image is reconstructed back for further processing. The reconstructed image is
represented by using equation (8).
Q =
N∑
i=1
(M) (8)
The problem of image recovery, over-ﬁtting and slow computation occurs due to a large number of overlapping
patches, denoising, debluring, super resolution and compressive sensing are used to encode the image patch by
patch.
Feature extraction
Feature extractor relies on minutiae information, which is treated as highly important features for Automatic
Fingerprint Identiﬁcation System (AFIS). The gray-scale image is converted to a binary image for minutiae feature
extraction by using equation (9):
B(p) = 1
2
N∑
i=1
|val(p(i mod N)) − val(p(i−1))| (9)
where, val ∈ {0, 1} (i.e., binary image pixel intensity value). The binary structures of minutiae mi is named as
minutia triplets is denoted as mi = {x, y, θ}, where x and yare co-ordinates of the minutia and θ representing the
angular direction of main ridge. The absence of invariant features of Thin Plate Splines (TPS) minutiae triplet14, 15
structure inhibits it in the process of determining the minutiae. The Registration process involves the organization of
alignment and overlay of the template and test ﬁngerprints resulting in minimal geometric distance to each other in the
corresponding region of the ﬁngerprints.
Matcher
The matcher is used for making decisions about genuine or impostor nature of a comparison between two templates.
The matching algorithm hybrid shape and orientation descriptor16,17 assigns a similarity score for comparison, which
ranges from 0 to 1 and as higher be the score value more similar the images. The decision is made by comparison
of threshold with genuine and impostor values. If the score is more than the threshold the matcher decides it is a
genuine comparison; otherwise it is treated as impostor comparison. To estimate matching performance, it is tested on
a database set for comparisons of genuine and impostor values.
The orientation-based descriptor is applied for common region coverage, so that the amount of common region
coverage that each descriptor has is reﬂected in the similarity score. Minutiae δ-neighbourhood structure families,
where particular spatial and minutiae information of the δ closest minutiae to a reference minutiae are extracted as
features, have been used before minutiae based matching algorithms11 and minutiae clustering and warping12 for both
similarity measure and alignment. The δ-neighbourhood orientation18,19 and intersection of sample position of valid
range and coherent regions for both original and matching images are used to compare minutiae pairs.
4. Algorithm
The proposed FIVDL algorithm is given in Table 1. The ﬁngerprint image is read from the FVC database. SMQT
operation is performed on the gray scale image of N1 × N2. Then SMQT image is median ﬁltered image and later
converted to frequency domain. By using fundamental frequency,Dictionary learning method is employed.Veriﬁcation
is performed on reconstructed image from dictionary patches on using minutiae feature extractor and orientation-based
descriptor matcher. The combination of level-1 features such as frequency, orientation, ridge ﬂow direction and
bifurcation increases the discriminant information resulting in improved matching accuracy.
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Table 1. Algorithm; Fingerprint Image Veriﬁcation using Dictionary Learning (FIVDL).
Input: FVC database
Output: EER in (%)
begin
Step 1: Load input ﬁngerprint image
Step 2: Apply SMQT on input image.
Step 3: Reduce Noise using Median Filters3×3 on SMQT image
Step 4: Represent the frequency domain image in polar form using
F(ω1, ω2) ≡ F(ω,
) Where ω1 = ω · cos
,ω2 = ω · sin

Step 5: Compute Radial frequency histogram from frequency domain.
Step 6: Calculate fundamental frequency from radial frequency histogram.
Step 7: Local Fundamental area of size P × P is calculated using
L f = 2π
ω f
, P = 2
⌊ K · L f
2
+ 1
⌋
− 1, P = {Pj }Nj=1
Step 8: repeat
P˜ = (Pj − μp)/σP ,
QP = α trim ﬁltering ( P˜)
until all dictionary elements are ﬁltered
Step 9: Reconstruct the image using
Q =
N∑
i=0
Qpi
Step 10: Verify using Feature extractor and Matcher.
End
Table 2. Comparison of EER (%) with the proposed FIVDL and existing techniques.
Sl. No. Authors Techniques EER (%)
1 Francesco et al.,2, 2011 Fingerprint Orientation Extraction 02.06%
2 Carsten et al.,3, 2012 Curved Gabor Filters 11.97%
3 Jucheng et al.,4, 2013 Two-Stage Enhancement Scheme 02.19%
4 Joseph et al.,5, 2013 Pre-processing 02.40%
5 Proposed method (FIVDL), 2015 Dictionary Learning 02.04%
5. Experimental Results and Performance Analysis
The proposed algorithm is evaluated on databases of FVC2000, FVC2002, FVC2004 and FVC2006. The
performance is measured by the parameter Equal Error Rate (EER) in percentage. The Receiver Operating Curve
(ROC) is used for computation of EER and is shown in Fig. 6. Fingerprint matching systems operate away from the
EER point. The False Match Rate (FMR) is inversely proportional to the False Non Match Rate (FNMR). The larger
variation in true matches against the false matches affects the matching performance i.e., EER. The comparison of
EER (%) with the proposed FIVDL and existing techniques are given in Table 2.
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Fig. 6. FMR v/s FNMR on FVC 2002 database DB1.
The FIVDL Algorithm has EER of 2.04% in comparison with other algorithms. There is a close match between
our FIVDL algorithm and the one proposed in Francesco2, Jucheng4 and Joseph5. The EER is higher in Carsten3
(11.97%). The lower EER in FIVDL is an account of dividing the images into smaller blocks and smoothening the
effect of noise in the images.
6. Conclusions
Fingerprint veriﬁcation is one of the most popular and authentic biometric method for automated human
identiﬁcation. The FIVDL method is proposed to improve the recognition rate of ﬁngerprint, by reducing the effect
of noise, blur and background in ﬁngerprint images. Further, 8-bit SMQT dynamic range adjustment and a nonlinear
dynamic range adjustment method is used to estimate the local spectral features adaptively on corresponding
ﬁngerprint image for ridge frequency and orientation in frequency domain. Finally, Dictionary learning technique is
used for spectral feature estimation to reduce errors in low quality images by dividing the images into smaller pieces
to smoothen the background noise. The proposed method is veriﬁed on low quality ﬁngerprint FVC2000, FVC2002
and FVC2004 databases and the EER is 2.04% and better than in2–5. In future, it can be tested for latent ﬁngerprints.
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