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”Como na˜o ter Deus?! Com Deus existindo, tudo da´ esperanc¸a: sempre um milagre e´
poss´ıvel, o mundo se resolve. Mas, se na˜o tem Deus, ha´-de a gente perdidos no vai-vem, e
a vida e´ burra. E´ o aberto perigo das grandes e pequenas horas, na˜o se podendo facilitar
- e´ todos contra os acasos. Tendo Deus, e´ menos grave se descuidar um pouquinho, pois,
no fim da´ certo. Mas, se na˜o tem Deus, enta˜o, a gente na˜o tem licenc¸a de coisa nenhuma!
Porque existe doˆr. E a vida do homem esta´ presa encantoada - erra rumo, da´ em aleijo˜es
como esses, dos meninos sem pernas e brac¸os. Doˆr na˜o do´i ate´ em criancinhas e bichos,
e nos doˆidos - na˜o do´i sem precisar de se ter raza˜o nem conhecimento? E as pessoas
na˜o nascem sempre? Ah, medo tenho na˜o e´ de ver morte, mas de ver nascimento. Medo
miste´rio. O senhor na˜o veˆ? O que na˜o e´ Deus, e´ estado do demoˆnio. Deus existe mesmo
quando na˜o ha´. Mas o demoˆnio na˜o precisa existir para haver - a gente sabendo que ele
na˜o existe, a´ı e´ que ele toma conta de tudo. O inferno e´ um sem-fim que nem na˜o se pode
ver. Mas a gente quer Ce´u e´ porque quer um fim: mas um fim com depois dele a gente
tudo vendo. Se eu estou falando a`s flautas, o senhor me corte. Meu modo e´ este. Nasci
para na˜o ter homem igual em meus gostos. O que eu invejo e´ sua instruc¸a˜o do senhor...”
Grande Serta˜o: Veredas, de Guimara˜es Rosa.
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Resumo
Neste trabalho, estudaremos a existeˆncia de soluc¸o˜es para equac¸o˜es do tipo
−div(p(x)∇u) = b(x)|u|q−2u+ c(x)|u|r−2u, x ∈ Ω,
em que os pesos p, b e c satisfazem hipo´teses que nos permitira˜o tratar o problema varia-
cionalmente. Consideramos o problema acima para 1 < q < 2∗ e tratamos, especialmente,
variac¸o˜es para quando r = 2∗ e´ o expoente cr´ıtico de Sobolev. A principal ferramenta
utilizada sera´ o Teorema do Passo da Montanha e suas verso˜es.
Palavras-Chaves: Teorema do Passo da Montanha; pesos; expoente cr´ıtico de Sobolev.
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Abstract
In this work, we will study the existence of solutions for the equation
−div(p(x)∇u) = b(x)|u|q−2u+ c(x)|u|r−2u, x ∈ Ω,
with the weights p, b and c verifying some hypothesis which produce a variational structure
for the prolem. We considered the equation for 1 < q < 2∗ and deal specially with the
critical case r = 2∗. We use the Mountain Pass Theorem as well as some of your variants.
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Introduc¸a˜o
Neste trabalho estudaremos a existeˆncia de soluc¸o˜es na˜o negativas e nodais para
problemas el´ıpticos em domı´nios limitados suaves. Os dois primeiros cap´ıtulos sera˜o
dedicados ao estudo de equac¸o˜es do tipo{
−div(p(x)∇u) = b(x)|u|q−2u+ c(x)|u|r−2u, x ∈ Ω,
u = 0 x ∈ ∂Ω, (1)
em que os potenciais p, b e c satisfazem hipo´teses que nos permitira˜o tratar o problema
(1) variacionalmente. Investigaremos o problema acima para variac¸o˜es das func¸o˜es b
e c e dos expoentes q e r. Vale ressaltar que daremos maior atenc¸a˜o ao caso em que
r = 2∗ = 2N/(N−2), isto e´, aquele em que temos crescimento cr´ıtico. Em todos os casos,
a func¸a˜o p satisfaz:
(p1) p ∈ H1(Ω) ∩ C(Ω);
(p2) existe um ponto a ∈ Ω tal que
p(a) = p0 := min{p(x) : x ∈ Ω} > 0;
(p3) existe k > 0, βk > 0 e θ tais que, numa vizinhanc¸a de a, a func¸a˜o p e´ da forma





Um exemplo de uma func¸a˜o que satisfaz as condic¸o˜es acima e´ dado por
p(x) = 1 + |x− a|2 + |x− a|s+2, x ∈ Ω,
em que a ∈ Ω e s > 0. Nesse caso, ao definirmos θ(x) = |x− a|s, esta satisfaz a condic¸a˜o
(p3).
A grande motivac¸a˜o para o estudo equac¸a˜o (1) se deve ao conceituado artigo de Bre´zis-
Nirenberg [9], publicado em 1983. Os autores estudaram a existeˆncia de soluc¸o˜es positivas
para o problema
(BN)
 −∆u = λ|u|
q−2u+ |u|2∗−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
e mostraram que a existeˆncia de soluc¸a˜o esta´ relacionada com a maneira que o paraˆmetro
λ se relaciona com o espectro do operador −∆. Com a devida precisa˜o, denotando por λ1
o primeiro auto-valor de (−∆, H10 (Ω)), eles obtiveram os seguintes resultados no caso em
que q = 2 :
• se N ≥ 3 e λ ≥ λ1, enta˜o (BN) na˜o tem soluc¸a˜o positiva;
• se N ≥ 4 e 0 < λ < λ1, enta˜o (BN) tem soluc¸a˜o positiva;
• se N = 3, enta˜o existe λ∗ > 0 tal que (BN) tem soluc¸a˜o positiva sempre que
λ∗ < λ < λ1;
e se 2 < q < 2∗ tambe´m provaram que:
• se N = 3 e 4 < q < 6, enta˜o (BN) tem soluc¸a˜o positiva para todo λ > 0;
• se N = 3 e 2 < q ≤ 4, enta˜o (BN) tem soluc¸a˜o positiva para todo λ > 0 suficiente-
mente grande;
• se N ≥ 4, enta˜o (BN) tem soluc¸a˜o positiva para todo λ > 0.
Devido a` falta de compacidade da imersa˜o H10 (Ω) ↪→ L2∗(Ω), o funcional energia I
associado ao problema (BN) na˜o satisfaz a condic¸a˜o de Palais-Smale em todos os n´ıveis.
Para contornar esse fato, provaram que I satisfaz a condic¸a˜o (PS)d para todo





em que S e´ a melhor constante da imersa˜o H10 (Ω) ↪→ L2∗(Ω), dada por
S = inf
{∫





Apo´s verificar que I satisfaz a geometria do Passo da Montanha, eles mostraram que o
n´ıvel minimax deste teorema esta´ abaixo de c∗. Este u´ltimo fato e´ o passo crucial da




em que ε > 0, ψ e´ uma func¸a˜o corte e a func¸a˜o U e´ aquela introduzida por Aubin [3] e




, x ∈ RN .
Em todos os cap´ıtulos desta tese, utilizaremos com frequeˆncia uma variac¸a˜o da func¸a˜o uε
citada acima.
Em 1985, Capozzi, Fortunato e Palmieri [10] provaram que o problema (BN) tem
soluc¸a˜o na˜o-trivial mesmo quando λ ≥ λ1. Naturalmente, esta soluc¸a˜o tem que mudar
de sinal, tendo em vista o resultado de na˜o existeˆncia de soluc¸a˜o positiva provado por
Brezis e Nirenberg. Outros resultado foram estudados nesse mesmo contextos. Dentre
eles citamos [12, 11, 7, 4, 23, 20, 30, 21, 27, 34].




−div(p(x)∇u) = λ|u|q−2u+ |u|2∗−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,










o primeiro auto-valor de (−div(p(x)∇ · ), H10 (Ω)), a existeˆncia de soluc¸a˜o positiva e´ ga-
rantida desde que sejam satisfeitas as seguintes hipo´teses:
i) N ≥ 4, k > 2 e 0 < λ < λ1,p;
ii) N ≥ 4, k = 2 e γ˜(N) < λ < λ1,p;
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iii) N = 3, k ≥ 2 e γ(k) < λ < λ1,p;
iv) N ≥ 3, 0 < k < 2 e λ∗ < λ < λ1,p,
em que γ˜, γ(k) e λ∗ sa˜o constantes positivas.
O trabalho acima tem grande importaˆncia em todo nosso estudo. Inspirados pela
maneira que os resultados de Bre´zis-Niremberg foram complementados por Capozzi, For-
tunato e Palmieri, estudamos o problema (P ) para λ ≥ λ1,p.
No restante da introduc¸a˜o, apresentaremos os resultados obtidos no nosso trabalho,
fazendo um paralelo com outros resultados conhecidos na literatura.
Pertubac¸o˜es lineares e superlineares
No nosso primeiro resultado, estudamos a existeˆncia de soluc¸a˜o para o problema (P )
quando λ ≥ λ1,p. Mais especificamente provamos o
Teorema 0.1. Se q = 2 e p satisfaz (p1) − (p3), enta˜o o problema (P) tem pelos menos
uma soluc¸a˜o que muda de sinal em cada um dos casos abaixo:
1. N ≥ 4, k > 2 e λ ≥ λ1,p;
2. N ≥ 5, k = 2 e λ ≥ max{λ1,p, ϑ(N)}, em que
ϑ(N) =
{
4β2, se N = 4,
ϑ0β2, se N ≥ 5,
em que β2 > 0 e´ dado em (p3) e








(1 + |y|2)N−2 dy
)−1
.




A demonstrac¸a˜o desse teorema segue as linhas de [18], onde um problema em RN foi
estudado. Incialmente, provamos um resultado de compacidade local. Assim como foi
4
observado em [9], nosso funcional energia I na˜o satisfaz (PS)d em todos os n´ıveis. Pore´m,
vale o seguinte resultado: se (un) ⊂ H10 (Ω) satisfaz
lim
n→+∞







I ′(un) = 0,
enta˜o (un) possui uma subsequeˆncia convergente. A prova segue enta˜o de uma aplicac¸a˜o
do Teorema de Linking. Um ponto importante para o nosso resultado e´ a prova de que o
n´ıvel minimax se situa onde ha´ compacidade. Neste ponto utilizamos algumas estimativas
provadas em [24] (veja Sec¸a˜o 1.3).
No segundo resultado do Cap´ıtulo 1, consideramos o caso em que a pertubac¸a˜o e´
superlinear:
Teorema 0.2. Se 2 < q < 2∗ e p satisfaz (p1) − (p3) com k > 2, enta˜o o problema (P)
tem pelos menos uma soluc¸a˜o positiva para todo λ > 0.
Na prova aplicamos o Teorema do Passo da Montanha. Novamente, a parte delicada e´
a correta estimativa do n´ıvel minimax associado ao funcional energia. Algumas adaptac¸o˜es
dos argumentos apresentados em [18] sa˜o utilizados.
Os resultados provados no Cap´ıtulo 1 complementam os de [24] em dois sentidos:
primeiro, porque consideramos a existeˆncia de soluc¸a˜o que troca de sinal para q = 2;
segundo, porque tratamos o caso em que a perturbac¸a˜o do termo cr´ıtico e superlinear (e
subcr´ıtico). Estes resultados complementam, ainda, os resultados de Furtado, Myiagaki e
Silva [18], que estudaram um problema ana´logo. De fato, em [18] os autores consideram
um problema no RN com o operador F(u) = div(K(x)∇u), em que K(x) = exp(|x|α/4).
Pertubac¸o˜es do tipo coˆncavo-convexo
No Cap´ıtulo 2 estudamos a existeˆncia de soluc¸a˜o na˜o negativa para o problema
(PC)
{
−div(p(x)∇u) = b(x)|u|q−2u+ c(x)|u|r−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
em que Ω ⊂ RN e´ um domı´nio suave e limitado, N ≥ 4 e 1 < q < 2 < r ≤ 2∗ = 2N/(N−2).
Para s > 1, denotamos por s′ o expoente conjugado de s, a saber s′ = s/(s−1). A func¸a˜o
p satisfaz (p1)− (p3) e os potenciais b e c satisfazem
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(c1) c ∈ L∞(Ω), com c 6≡ 0.
Neste caso, nossa principal refereˆncia e´ o trabalho de autoria de Ambrosetti, Brezis
e Cerami [2], de 1994, no qual estudaram o caso em que b(x) ≡ µ e´ um paraˆmetro e
p(x) ≡ c(x) ≡ 1, provando que existe uma constante Λ ∈ (0,+∞) tal que o problema
(PC) tem duas soluc¸o˜es se µ < Λ, pelo menos uma soluc¸a˜o se µ = Λ e nenhuma soluc¸a˜o se
µ > Λ. Posteriormente, de Figueiredo, Gossez e Ubilla [14], generalizaram esses resultados
permitindo que os potenciais b e c fossem na˜o constantes e mudassem de sinal. Outros
resultados foram estudados para este problema, a saber [22, 33, 16, 15].
Nosso primeiro resultado trata do caso subcr´ıtico:
Teorema 0.3. Suponha que 1 < q < 2 < r < 2∗, a func¸a˜o p satisfaz (p1) − (p3) com
k > 2, as func¸o˜es b e c satisfazem (b1) e (c1). Se |b|σq e´ suficientemente pequeno, enta˜o
o problema (PC) tem pelos menos duas soluc¸o˜es na˜o negativas u0 e u1, satisfazendo
u0, u1 6= 0.
A prova deste teorema segue os mesmo argumentos de [2]. Usando a pequenez de |b|σq
obtemos uma soluc¸a˜o u0 6= 0, via minimizac¸a˜o. Em seguida, usamos o Teorema do Passo
da Montanha centrado no mı´nimo local u0 para a obtenc¸a˜o da segunda soluc¸a˜o. Na parte
te´cnica adaptamos algumas contas encontradas em [19], onde um problema relacionado
(em domı´nio ilimitado) foi estudado. Neste caso, na˜o conseguimos provar positividade
das soluc¸o˜es pois, como os potenciais b e c podem mudar de sinal, na˜o e´ poss´ıvel utilizar
princ´ıpio de ma´ximo.
O segundo teorema do Cap´ıtulo 2 trata do caso cr´ıtico. A prova se torna um pouco
mais complicada e precisamos da seguinte condic¸a˜o te´cnica:
(bc1) existe δ > 0 tal que Bδ(a) ⊂ (Ω+b ∩ Ω+c ) e
|c|∞ − c(x) ≤M |x− a|γ,
q.t.p. em Bδ(a), em que Ω
+
b := {x ∈ Ω : b(x) > 0}, Ω+c := {x ∈ Ω : c(x) > 0},
M > 0 e γ > (N − 2)/2.
Provamos o seguinte
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Teorema 0.4. Suponha que r = 2∗, p satisfaz (p1)− (p3) com N < (2k + 2), as func¸o˜es
b e c satisfazem (b1), (c1) e (bc1). Se |b|σq e´ suficientemente pequeno, enta˜o o problema
(PC) tem pelos menos duas soluc¸o˜es na˜o negativas u0 e u1, satisfazendo u0, u1 6= 0.
A maior dificuldade na prova deste teorema e´ a obtenc¸a˜o da segunda soluc¸a˜o. De fato,
como temos crescimento cr´ıtico, o funcional energia associado na˜o satisfaz Palais-Smale
em todos os n´ıveis. Apo´s obter um resultado de compacidade local, provamos que o n´ıvel
minimax esta´ corretamente localizado. Neste ponto, ale´m da condic¸a˜o te´cnica (bc1), e´
fundamental a restric¸a˜o N < (2k+2). Vale notar que uma restric¸a˜o relacionada ja´ aparece
no Teorema 1.2 do artigo de Furtado, Ruviaro e Silva [19]. De fato, os autores consideram
um problema no RN com o operador F(u) = div(K(x)∇u), em que K(x) = exp(|x|α/4)
e a restric¸a˜o imposta e´ α > (N − 2)/2.
Nossos resultados do Cap´ıtulo 2 generalizam os resultados de [14] pois consideramos
o caso em que p(x) na˜o e´ constante. Ale´m disso usamos algumas estimativas de [24] para
completar o resultado.
Sistema com perturbac¸a˜o superlinear




−div(p(x)∇u) = bu+ cv + α
2∗
u|u|α−2|v|β, x ∈ Ω,
−div(q(x)∇v) = cu+ dv + β
2∗
|u|αv|v|β−2, x ∈ Ω,
u, v = 0, x ∈ ∂Ω,
em que b, c, d ∈ R e α, β > 1 sa˜o tais que α+β = 2∗. A func¸a˜o p e´ como antes e a func¸a˜o
q satisfaz:
(q1) q ∈ H1(Ω) ∩ C(Ω);
(q2) q(a) = q0 := min{q(x) : x ∈ Ω} > 0;
(q3) existe j > 0, γj > 0 e θq tais que, numa vizinhanc¸a de a, a func¸a˜o q e´ da forma





O caso em que p(x) ≡ q(x) ≡ 1 foi estudado por Alves, de Morais Filho e Souto [1]







Os autores provaram que, se N ≥ 4, b ≥ 0 e 0 < µ1 ≤ µ2 < λ1, enta˜o o sistema (PQ)
tem soluc¸a˜o. Se Ω e´ um domı´nio estrelado com respeito a` origem e µ2 ≤ 0, utilizando um
tipo de identidade de Pohozaev, tambe´m provaram que (PQ) so´ admite soluc¸a˜o trivial. No
mesmo contexto, outros trabalhos foram abordados no u´ltimos anos, a saber [25, 26, 17, 5].
Primeiramente provamos um resultado de na˜o existeˆncia de soluc¸a˜o para o problema
(PQ), qual seja:
Teorema 0.5. Suponha que Ω e´ um domı´nio estrelado com respeito ao ponto a ∈ Ω e que
p, q ∈ C1(Ω) satisfazem
∇p(x) · (x− a) ≥ 0 e ∇q(x) · (x− a) ≥ 0,
para todo x ∈ Ω. Se µ2 ≤ 0, enta˜o o problema (PQ) na˜o possui soluc¸a˜o positiva.
Para provar o resultado acima, utilizamos uma versa˜o da identidade de Pohozaev para
sistemas. Observe que, ale´m de supormos que Ω e´ um domı´nio estrelado com respeito ao
ponto a, acrescentamos as seguintes hipo´teses te´cnicas sobre os pesos p e q:
∇p(x) · (x− a) ≥ 0 e ∇q(x) · (x− a) ≥ 0.
Essas hipo´teses surgem de maneira natural, tendo em vista que, diferentemente da
identidade cla´ssica de Pohozaev, na˜o valem algumas relac¸o˜es do ca´lculo elementar, em
func¸a˜o dos pesos p(x) e q(x).
Finalizamos o cap´ıtulo provando um resultado de existeˆncia de soluc¸o˜es positivas para
o sistema (PQ). Definindo λ1,q de maneira ana´loga a` maneira com que foi definido λ1,p e
a quantidade
ϑ(N, k, j) :=

0, se min{k, j} > 2,
ϑ1β2, se k = 2, j > 2,
ϑ1γ2, se k > 2, j = 2,














(1 + |y|2)N−2 dy
)−1
, se N ≥ 5,
podemos enta˜o enunciar nosso u´ltimo resultado:
Teorema 0.6. Se as func¸o˜es p e q satisfazem (p1)− (p3) e (q1)− (q3), a matriz A e´ tal
que c > 0 e
ϑ(N, k, j) < µ1 ≤ µ2 < min{λ1,p, λ1,q},
enta˜o o problema (PQ) tem pelo menos uma soluc¸a˜o com componetes positivas.
O teorema acima e´ provado usando-se o Teorema do Passo da Montanha. A parte
mais delicada e´ a correta localizac¸a˜o do n´ıvel minimax do funcional energia. Novamente,
a criticalidade do sistema faz com que este na˜o satisfac¸a Palais-Smale em todos n´ıveis.
Para efetivar os ca´lculos necessa´rios usamos algumas ideias do artigo [1].
Ressaltamos que, apo´s a finalizac¸a˜o dos resultados deste u´ltimo cap´ıtulo, tomamos
conhecimento do artigo [6], em que os autores obteˆm resultados semelhantes aos nossos.
Uma vez que nossos resultados foram obtidos paralelamente e de forma independente,
optamos por apresenta´-los nesta tese.
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CAP´ITULO 1
Perturbac¸o˜es lineares e superlineares
Neste cap´ıtulo, investigamos a existeˆncia de soluc¸a˜o para o problema
(P )
{
−div(p(x)∇u) = λ|u|q−2u+ |u|2∗−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
em que Ω ⊂ RN e´ um domı´nio suave e limitado, N ≥ 4, 2∗ = 2N/(N − 2) e´ o expoente
cr´ıtico de Sobolev e 2 ≤ q < 2∗. A func¸a˜o p satisfaz as seguintes condic¸o˜es:
(p1) p ∈ H1(Ω) ∩ C(Ω);
(p2) existe um ponto a ∈ Ω tal que
p(a) = p0 := min{p(x) : x ∈ Ω} > 0;
(p3) existe k > 0, βk > 0 e θ tais que, numa vizinhanc¸a de a, a func¸a˜o p e´ da forma




O paraˆmetro λ > 0 vai variar de acordo com o valor de q e estara´ relacionado, no caso
q = 2, com o nu´mero
λ1,p = inf
{∫






O nosso primeiro resultado trata do caso em que q = 2:
Teorema 1.1. Se q = 2 e p satisfaz (p1) − (p3), enta˜o o problema (P) tem pelos menos
uma soluc¸a˜o que muda de sinal em cada um dos casos abaixo:
1. N ≥ 4, k > 2 e λ ≥ λ1,p;
2. N ≥ 5, k = 2 e λ ≥ max{λ1,p, ϑ(N)}, em que
ϑ(N) =
{
4β2, se N = 4,
ϑ0β2, se N ≥ 5,
em que β2 > 0 e´ dado em (p3) e








(1 + |y|2)N−2 dy
)−1
.




No segundo resultado, consideramos o caso em que a pertubac¸a˜o e´ superlinear:
Teorema 1.2. Se 2 < q < 2∗ e p satisfaz (p1) − (p3) com k > 2, enta˜o o problema (P)
tem pelos menos uma soluc¸a˜o positiva para todo λ > 0.
Em todo o cap´ıtulo vamos considerar o espac¸o H10 (Ω) com a sua norma usual
‖u‖2 =
∫
|∇u|2, ∀u ∈ H10 (Ω).
Vamos denotar ainda por ‖ · ‖p a norma
‖u‖2p =
∫
p(x)|∇u|2, u ∈ H10 (Ω), (1.1)
induzida pelo produto interno
〈u, v〉p =
∫
p(x)(∇u · ∇v), ∀u, v ∈ H10 (Ω).
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p(x)|∇u|2 = ‖u‖2p ≤ |p|∞‖u‖2.
Nas duas sec¸o˜es seguintes provamos os Teoremas 1.1 e 1.2, respectivamente. O cap´ıtulo
conta ainda com uma sec¸a˜o final onde fazemos algumas estimativas utilizadas no decorrer
das provas.
1.1 Soluc¸a˜o nodal para q = 2
Nesta sec¸a˜o vamos considerar q = 2, de forma que as soluc¸o˜es fracas do problema (P )












Para encontrar tais pontos cr´ıticos, vamos utilizar o seguinte teorema abstrato, cuja de-
monstrac¸a˜o encontra-se em [29]:
Teorema 1.3. Seja X um espac¸o de Banach com X = Y ⊕ Z e dimY < ∞. Considere
um funcional J ∈ C1(X,R) satisfazendo:
(i) existem ρ, σ > 0 tais que J
∣∣
∂Bρ(0)∩Z ≥ σ ;
(ii) existem e ∈ ∂B1(0) ∩ Z e R > ρ tais que
J |∂Q ≤ 0,








Γ = {γ ∈ C(Q,X) : γ ≡ Id em ∂Q}.
Enta˜o c ≥ σ e existe (un) ⊂ X tal que J(un)→ c e J ′(un)→ 0.
Devido a` falta de compacidade da imersa˜o H10 (Ω) ↪→ L2∗(Ω), o funcional I na˜o satisfaz
12
a condic¸a˜o de Palais-Smale em todos os n´ıveis. Denotando
S = inf
{∫





o resultado abaixo fornece uma condic¸a˜o de compacidade local.
Lema 1.1. Se (un) ⊂ H10 (Ω) e´ tal que
lim
n→+∞







I ′(un) = 0,
enta˜o (un) possui uma subsequeˆncia convergente.








. Para n suficientemente grande temos que
‖I ′(un)‖ ≤ 1/β. Assim
|I ′(un)un| ≤ ‖I ′(un)‖‖un‖ ≤ (1/β)‖un‖,
e portanto ‖un‖ ≥ −βI ′(un)un. Como I(un) = c+ o(1), da desigualdade acima temos que






































Uma consequeˆncia da desigualdade de Young e´ que, para quaisquer a, b ≥ 0 e ε > 0,
existe Cε tal que
ab ≤ εas + Cεbs′ ,
em que 1/s+1/s′ = 1. Devido a` imersa˜o L2
∗
(Ω) ↪→ L2(Ω) e a` desigualdade acima, existem
constantes c1, c2 > 0 tais que




Segue de (1.2), da igualdade acima e da condic¸a˜o (p2) que




≥ p0β0‖un‖2 − λβ0c3ε2|un|2∗2∗ − c4 + β1|un|2
∗
2∗ ,
em que β0 = (1/2 − β), β1 = (β − 1/2∗), c3 e c4 sa˜o constantes positivas. Escolhendo




o(1) + c+ ‖un‖ ≥ p0β0‖un‖2 − c4,
donde conclu´ımos que (un) e´ limitada em H
1
0 (Ω).
Resta-nos mostrar que (un) possui uma subsequeˆncia convergente. Como (un) e´ limi-
tada, a menos de subsequeˆncia, existe u ∈ H10 (Ω) tal que
un ⇀ u fracamente em H
1
0 (Ω) e un(x)→ u(x) q.t.p. em Ω.
Usando a compacidade da imersa˜o H10 (Ω) ↪→ L2∗−1(Ω), a menos de subsequeˆncia,
existe hs ∈ Ls(Ω) tal que
un → u em L2(Ω),
un → u em Ls(Ω),
|un(x)| ≤ hs(x), q.t.p. em Ω,
em que s = 2∗ − 1. Assim, para toda φ ∈ C∞0 (Ω),
usn(x)φ(x) → us(x)φ(x) q.t.p. em Ω,
|un|s|φ| ≤ |φ|∞hss ∈ L1(Ω).




e, por densidade, ∫
|un|2∗−2unv −→
∫
|u|2∗−2uv, ∀ v ∈ H10 (Ω).
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Como un ⇀ u em H
1
0 (Ω), un → u em L2(Ω) e p ∈ C(Ω)
〈un, v〉p − λ
∫
unv = 〈u, v〉p − λ
∫
uv + o(1), ∀ v ∈ H10 (Ω).
Lembrando que I ′(un)→ 0, obtemos
o(1) = I ′(un)v










para toda v ∈ H10 (Ω), o que mostra que u e´ soluc¸a˜o fraca do problema (P ).
Um resultado devido a Bre´zis-Lieb [8] nos diz que
|un|qq = |u|qq + |un − u|qq + o(1), (1.3)
para 1 ≤ q ≤ 2∗. Assim, se denotarmos vn =: un − u, temos
o(1) = I ′(un)un
= ‖un‖2p − λ|un|22 − |un|2
∗
2∗
= ‖u‖2p + ‖un − u‖2p − λ|u|22 − λ|un − u|22 − |u|2
∗
2∗ − |un − u|2
∗
2∗ + o(1)
= I ′(u)u+ ‖vn‖2p − λ|vn|22 − |vn|2
∗
2∗ + o(1)
= ‖vn‖2p − |vn|2
∗
2∗ + o(1),





|vn|2∗2∗ = l. (1.4)
Mas segue das definic¸o˜es de S e p(x) que∫
p(x)|∇vn|2 ≥ p0
∫
|∇vn|2 ≥ p0S|vn|22∗ .
Passando ao limite a inequac¸a˜o acima e usando (1.4), obtemos
l ≥ p0Sl2/2∗ .
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Ale´m disso, como I ′(u)u = 0, temos que






























≤ c < c∗,
o que gera uma contradic¸a˜o. Portanto l = 0, e isto conclui a demonstrac¸a˜o do lema, pois
‖vn‖2p = o(1) e, portanto, un → u em H10 (Ω).

Nosso pro´ximo passo e´ decompor o espac¸o H10 (Ω) de tal maneira que possa ser veri-




−div(p(x)∇u) = λu, x ∈ Ω,
u = 0, x ∈ ∂Ω.
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Nesse caso, vale o seguinte resultado, cuja a prova e´ uma consequeˆncia da Alternativa de
Fredholm:
Teorema 1.4. Se Ω ⊂ RN e´ um aberto limitado, enta˜o o problema de auto-valor (Pdivλ )
possui uma sequeˆncia de auto-valores
0 < λ1,p < λ2,p ≤ λ3,p ≤ · · · ≤ λn,p ≤ λn+1,p →∞.
Ale´m disso, as auto-func¸o˜es associadas, que definiremos por ϕ1,p, ϕ2,p, ..., ϕn,p, · · · , for-
mam uma base ortogonal de H10 (Ω).
Assim, dado n ∈ N tal que λn,p ≤ λ < λn+1,p, definimos






(p(x)|∇u|2 − λu2). (1.6)








u2, ∀u ∈ Z. (1.8)
Assim, dado u ∈ Z, com ‖u‖ = 1, da u´ltima desigualdade, do fato de λ < λn+1,p e de (p2),
obtemos∫











donde conclu´ımos que δ > 0.
O pro´ximo resultado sera´ importante na prova do Teorema 1.1. Sua demonstrac¸a˜o
sera´ feita mais adiante.
Proposic¸a˜o 1.1. Se λ ∈ [λn,p, λn+1,p) satisfaz uma das condic¸o˜es (1)-(3) do Teorema
1.1, enta˜o existe z ∈ Z \ {0} tal que
max
u∈Y⊕Rz






Assumindo que a proposic¸a˜o e´ verdadeira, podemos provar o Teorema 1.1 como se
segue:
Demonstrac¸a˜o do Teorema 1.1: Consideremos Y , Z e δ definidos em (1.5) e (1.6). Se

















Da definic¸a˜o de S temos que |u|2∗2∗ ≤ S−2∗/2‖u‖2∗ . Assim, segue da expressa˜o acima que,
















> 0, ∀u ∈ ∂Bρ(0) ∩ Z,
desde que ρ < (δS2
∗/2)1/(2




o que assegura a condic¸a˜o (i) do Teorema 1.3.






























Como Y ⊕ Rz tem dimensa˜o finita, todas as normas neste espac¸o sa˜o equivalentes.




















I(u) −→ −∞, sempre que ‖u‖ → +∞, u ∈ Y ⊕ Rz.
Assim, existe R > ρ tal que I(u) ≤ 0 sempre que ‖u‖ = R. Conclu´ımos que a condic¸a˜o
(ii) do Teorema 1.3 e´ satisfeita.
Pelo Teorema 1.3 e a Proposic¸a˜o 1.1, existe uma sequeˆncia (un) ⊂ H10 (Ω) tal que
lim
n→+∞







I ′(un) = 0. (1.9)
Pelo Lema 1.1 podemos afirmar que, a menos de subsequeˆncia, (un) converge para uma
soluc¸a˜o u de (P ).
Para mostrar que u 6≡ 0 usamos o Teorema 1.3, que garante que I(u) = c ≥ σ > 0,
donde conclu´ımos que a soluc¸a˜o u e´ na˜o trivial. Resta-nos mostrar que a soluc¸a˜o muda
de sinal. De fato, pois caso contra´rio, como u 6≡ 0, pelo Princ´ıpio do Ma´ximo, dever´ıamos
ter u > 0 ou u < 0. Mas como o Teorema 1.1 de [24] afirma que (P ) na˜o tem soluc¸a˜o
positiva no caso λ ≥ λ1,p, conclu´ımos que a soluc¸a˜o encontrada tem que mudar de sinal.

Caminharemos agora na direc¸a˜o de demonstrar a Proposic¸a˜o 1.1. A prova sera´ dividida




, u ∈ H10 (Ω) \ {0}, (1.10)







[ε+ |x− a|2](N−2)/2 , (1.11)
em que ε > 0, ψ ∈ C∞0 (Ω), 0 ≤ ψ ≤ 1, ψ ≡ 1 em B(a, l), ψ ≡ 0 em Ω \ B(a, 2l) e l > 0 e´
tal que B(a, 2l) ⊂ Ω.
A seguir, enunciamos a relac¸a˜o entre as duas func¸o˜es acima citadas. As estimativas
do pro´ximo lema foram extra´ıdas de [24] e sera˜o provadas na Sec¸a˜o 1.3.














ε+ o(ε), N ≥ 5 e k = 2;
p0S − λ ω42K2 ε| log ε|+ o(ε| log ε|), N = 4 e k > 2;
p0S − (λ− 4β2) ω42K2 ε| log ε|+ o(ε| log ε|), N = 4 e k = 2,


















(1 + |y|2)N dy.
De posse das estimativas acima, vamos provar a Proposic¸a˜o 1.1, em seus dois casos,
na sequeˆncia do texto.
Caso 1: λn,p < λ < λn+1,p.
Nesse primeiro caso, definimos







em que ϕi,p sa˜o as autofunc¸o˜es do problema de autovalor (P
div
λ ).












Se ‖u‖2p − λ|u|22 ≤ 0, temos que I(tu) ≤ 0 para todo t ≥ 0. Caso contra´rio, a func¸a˜o






Ale´m disso, como 2∗ > 2, um ca´lculo simples mostra que t0 e´ um ponto de ma´ximo, de


















Logo, como Y ⊕ Rwε = Y ⊕ Rzε, se definirmos
Σε := {u = y + twε; y ∈ Y, t ∈ R, |u|2∗ = 1} , (1.12)
a Proposic¸a˜o 1.1 fica provada se conseguirmos verificar a seguinte desigualdade
mε := max
u∈Σε
(‖u‖2p − λ|u|22) < p0S.
Lema 1.3. Quando ε→ 0+, as seguintes igualdades se verificam:
|wε|2∗−12∗−1 = O(ε
N−2
4 ), |wε|1 = O(εN−24 ) (1.13)




∣∣∣∣∫ ywε∣∣∣∣} = |y|2O(εN−24 ). (1.14)
Demonstrac¸a˜o: Observemos primeiramente que, dado γ 6= 0, podemos usar o Teorema
da Mudanc¸a de Varia´vel para obter∫
B2l(a)
1








[1 + |x|2]γ dx. (1.15)
Como na definica˜o de wε a func¸a˜o ψ se anula exteriormente a` bola B(a, 2l), podemos





































visto que a u´ltima integral e´ finita.
Para provar (1.14), tomemos um elemento y =
∑n
i=1 βiϕi,p arbitra´rio de Y. Podemos

































em que c3 = λn,p max{|ϕ1,p|∞, . . . , |ϕn,p|∞}. Ale´m disso, a equivaleˆncia de normas em
Y implica que
∑n
i=1 |βi| ≤ c4|y|2. Utilizando essa desigualdade juntamente com (1.16),
obtemos
|〈y, wε〉p| ≤ |y|2O(εN−24 ).
Analogamente ∣∣∣∣∫ ywε∣∣∣∣ ≤ |y|2O(εN−24 ),
o que finaliza a demonstrac¸a˜o do lema.

Lema 1.4. Se u = y + twε ∈ Σε, enta˜o t = O(1) quando ε→ 0+.
Demonstrac¸a˜o: Seja






Pelo Teorema do Valor Me´dio
A(u) =
∫




(|twε + sy|2∗−2(twε + sy)− |sy|2∗−2sy)ds




em que 0 ≤ η(x) ≤ 1 e´ uma func¸a˜o mensura´vel. Como dim Y < ∞, neste espac¸o todas
as normas sa˜o equivalentes. Ale´m disso, se m,n e µ sa˜o constantes positivas, vale a
desigualdade (m+ n)µ ≤ Cµ(mµ + nµ), para algum Cµ > 0. Assim, por (1.13)
|A(u)| =






















Dado agora ξ > 0, segue da desigualdade de Young com expoentes r = 2∗/(2∗ − 1) e
r′ = 2∗ que
|y|2∗−12∗ |t|O(ε
N−2







Analogamente, existe uma constante c5 tal que





















Portanto, usando a estimativa
|wε|2∗2∗ =
∫
|wε|2∗ = [N(N − 2)]−2∗SN/2 +O(εN2 ),


















[N(N − 2)]−2∗SN/2 +O(εN2 ) +O(εN(N−2)2(N+2) )
}
.
Dessa maneira, se ε→ 0+, devemos ter t = O(1), o que finaliza a prova do lema.

Demonstrac¸a˜o da Proposic¸a˜o 1.1 (Caso λn,p < λ < λn+1,p) Seja u = y + twε ∈ Σε,
em que o conjunto Σε e´ aquele definido em (1.12). Usando a estimativa (1.14) do Lema
1.3 e o fato de que t = O(1) quando ε→ 0+ (Lema 1.4) obtemos
‖u‖2p = ‖y‖2p + 2t〈y, wε〉p + ‖twε‖2p
≤ ‖y‖2p + |y|2O(ε
N−2
4 ) + ‖twε‖2p.
Argumentando como acima no ca´lculo de |y+twε|22 e usando a desigualdade (1.7), obtemos
‖u‖2p − λ|u|22 ≤ (λn,p − λ)|y|22 + |y|2O(ε
N−2
4 ) +Qλ,p(twε)|twε|22∗ ,
em que Qλ,p foi definido em (1.10). Para m < 0, temos que mr
2 + br ≤ −b2/4m, para
todo r ∈ R. Lembrando que (λn,p − λ) < 0 e usando essa desigualdade, obtemos enta˜o




2 ) +Qλ,p(twε)|twε|22∗ . (1.19)
Por outro lado, usando o Teorema do Valor Me´dio e a equivaleˆncia das normas no





∫ (|twε|2∗ + 2∗|twε + ξ(x)y|2∗−2(twε + ξ(x)y)y)
≥ |twε|2∗2∗ + 2∗
∫
|twε|2∗−1|y|








A conclusa˜o e´ consequeˆncia, enta˜o, da estimativa acima, de (1.19) e do Lema 1.2.
Suponhamos que N ≥ 5 e k > 2 e usando as estimativas citadas na frase anterior, temos
que






4 ) + o(1)
)
,
em que d = λK3/K2 < 0. Assim, para ε > 0 suficientemente pequeno, temos que
‖u‖2p − λ|u|22 ≤ γ < p0S, ∀u ∈ Σε.
Os demais casos sa˜o tratados de maneira ana´loga.

Caso 2: λ = λn,p.
Definimos
w˜ε := wε − 〈wε, ϕn,p〉pϕn,p,
em que wε foi definido em (1.11). Mostraremos, de maneira ana´loga ao primeiro caso, que
m˜ε = max
u∈Σ˜ε
(‖u‖2p − λn,p|u|22) < p0S,
em que
Σ˜ε = {u = y + tw˜ε; y ∈ Y, t ∈ R, |u|2∗ = 1} .
Lema 1.5. Quando ε→ 0+, valem as seguintes estimativas
|w˜ε|2∗−12∗−1 = O(ε
N−2




∣∣∣∣∫ yw˜ε∣∣∣∣} ≤ |y|2O(εN−24 ),
e















|wε − 〈wε, ϕn,p〉pϕn,p|2∗−1
≤ c1
∫













em que usamos as equac¸o˜es (1.13) e (1.14). Analogamente, podemos nos valer do Lema
1.3 para provar a segunda e terceira igualdades do lema. Ale´m disso, sabemos que









|w˜ε|22 ≤ |wε|22 +O(ε
N−2
2 ). (1.21)








|wε − s〈wε, ϕn,p〉pϕn,p|2∗ds
≤ c2|〈wε, ϕn,p〉p|
∫








































Como 0 < limε→0+ |wε|2∗ <∞, conclu´ımos que
|w˜ε|22∗ = |wε|22∗ +O(ε
N−2
2 ).




















finalizando, pois, a prova.

Demonstrac¸a˜o da Proposic¸a˜o 1.1 (Caso λ = λn,p) A prova segue as mesmas linhas
do primeiro caso. Provaremos que
m˜ := max
u∈Σ˜ε
(‖u‖2p − λn,p|u|22) < p0S,
em que
Σ˜ε := {u = y + tw˜ε : y ∈ Y, t ∈ R, |u|2∗ = 1}.
Ao considerarmos u = y + tw˜ε ∈ Σ˜ε, a func¸a˜o y ∈ Y pode ser reescrita como
y = y˜ + 〈y, ϕn,p〉pϕn,p.
Dessa maneira 〈ϕn,p, w˜ε〉p =
∫
ϕn,pw˜ε = 0 e ‖ϕn,p‖2p = λn,p|ϕn,p|22, tendo em vista a
definic¸a˜o de ϕn,p. Assim
‖u‖2p − λn,p|u|22 = ‖y˜‖2p − λn,p|y˜|22 + 2〈y˜, tw˜ε〉p − 2λn,p
∫
ty˜w˜ε +Qλ(tw˜ε)|tw˜ε|22∗ .
Como vimos no Lema 1.5, podemos obter




2 ) +Qλ(tw˜ε)|tw˜ε|22∗ .
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Utilizando o fato de que t = O(1) quando ε→ 0+ (Lema 1.4) e o mesmo argumento usado
no primeiro caso, para ε suficientemente pequeno, teremos
‖u‖2p − λ|u|22 < p0S, ∀u ∈ Σ˜ε,
finalizando, enta˜o, a prova da proposic¸a˜o.

1.2 Soluc¸a˜o positiva para 2 < q < 2∗
Nesta sec¸a˜o, vamos provar o Teorema 1.2. O roteiro e´ parecido com o da sec¸a˜o anterior,














em que u+(x) = max{u(x), 0}. Comec¸aremos enunciando e demonstrando o seguinte lema
que fornece a geometria do Teorema do Passo da Montanha.
Lema 1.6. Existem ρ, σ > 0 tais que I |∂Bρ(0)≥ σ. Ale´m disso, existe e ∈ H10 (Ω) tal que
‖e‖ ≥ ρ e I(e) < 0.

























− c1‖u‖q−2 − c2‖u‖2∗−2
)
≥ σ > 0,
desde que ‖u‖ = ρ, com ρ > 0 suficientemente pequeno. Ale´m disso, fixado u ∈ H10 (Ω) \













e portanto I(tu) → −∞ quando t → +∞. Assim, considerando e = tu com t > 0
suficientemente grande, temos que ‖e‖ ≥ ρ e I(e) < 0.










γ ∈ C([0, 1], H10 (Ω)) : γ(0) = 0, γ(1) = e
}
.
Um argumento parecido ao usado no Lema 1.1 mostra que toda sequeˆncia (un) ⊂ H10 (Ω)
tal que I ′(un) → 0 e I(un) → c < 1N (p0S)N/2 possui subsequeˆncia convergente. Argu-







Assim, e´ suficiente provar que








Demonstrac¸a˜o: Seja ψ ∈ C∞0 (Ω) satisfazendo 0 ≤ ψ ≤ 1, ψ ≡ 1 em B(a, l), ψ ≡ 0 em








h(t) := I(tvε), t ≥ 0,




‖vε‖2, B := λ
q





h′(t) = t(2A− qBtq−2 − 2∗Ct2∗−2)
e a func¸a˜o t 7→ (qBtq−2 + 2∗Ct2∗−2) e´ crescente para t > 0, ja´ que (q− 2) > 0. Ale´m disso,
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esta mesma func¸a˜o tende para infinto quando t → +∞. Portanto, existe um u´nico t > 0
tal que 2A = qBtq−2 + 2∗Ct2
∗−2, ou seja, tal que h′(t) = 0. Seja enta˜o tε > 0 satisfazendo
h′(tε) = 0.
Como vε ≥ 0, temos ainda que





Ale´m disso, como |vε|2∗2∗ = 1 e λ > 0, obtemos



















, t ≥ 0.
Como g′(t) = t(t̂ 2



















visto que |vε|2∗ = 1, e g e´ crescente em [0, t̂]. Como definimos t̂ = ‖vε‖
2
2∗−2







































[ε+ |x− a|2] q(N−2)2
dx+O(1).
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Agora, fazendo a mudanc¸a x− a = √εy, temos que∫
B(a,l)
1
















































































4 ) +O(1). (1.24)
Como uε = |uε|2∗vε, e Q0,p(uε) = Q0,p(|uε|2∗vε) = ‖vε‖2p, segue do Lema 1.2 que
‖vε‖2p =
 p0S +O(ε), N ≥ 5;p0S +O(ε| log ε|), N = 4, (1.25)
logo conclu´ımos que ‖vε‖2p = p0S + O(ε| log ε|). Segue enta˜o do Teorema do Valor Me´dio
que (‖vε‖2p)N/2 = (p0S)N/2 +O(ε| log ε|).
Afirmamos que, para todo ε > 0, existe um C0 > 0 tal que t
q
ε ≥ qC0. Com efeito,
31
suponhamos que para alguma sequeˆncia εn → 0+, temos tεn → 0. Ter´ıamos, enta˜o,
‖tεnvεn‖2p = t2εn‖vεn‖2p = t2εn(p0S +O(εn| log εn|)) = o(1),
e consequentemente tεnvεn → 0 em H10 (Ω). Assim, usando a equivaleˆncia da definic¸a˜o do
n´ıvel minimax c, a definic¸a˜o de tε e a continuidade do funcional I temos que
0 < c ≤ sup
t≥0
I(tvεn) = I(tεnvεn)→ I(0) = 0,
o que e´ absurdo.






















ε| log ε| = +∞. (1.26)





















































































> 0 e portanto (1.26) se
verifica. A proposic¸a˜o esta´ provada.
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1.3 Estimativas do Lema 1.2
Nessa sec¸a˜o final vamos apresentar a prova do Lema 1.2. Para tanto, vamos recordar
que a func¸a˜o uε e´ dada por
uε(x) :=
ψ(x)
[ε+ |x− a|2](N−2)/2 ,
em que ε > 0, ψ ∈ C∞0 (Ω), 0 ≤ ψ ≤ 1, ψ ≡ 1 em B(a, l), ψ ≡ 0 em Ω \ B(a, 2l) e l > 0 e´
tal que B(a, 2l) ⊂ Ω.














+O(1), N ≥ 5,
ω4
2















e ω4 e´ a a´rea da esfera unita´ria de R4.
No que segue vamos mostrar que, quando ε→ 0+, valem as seguintes estimativas
Qλ,p(uε) ≤










ε+ o(ε), N ≥ 5 e k = 2;
p0S − λ ω42K2 ε| log ε|+ o(ε| log ε|), N = 4 e k > 2;
p0S − (λ− 4β2) ω42K2 ε| log ε|+ o(ε| log ε|), N = 4 e k = 2,
em que K2, K3 e A2 sa˜o como no enunciado do Lema 1.2.
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A prova sera´ feita em va´rias etapas. Iniciamos com um ca´lculo direto que mostra que
|∇uε(x)|2 = ψ
2(x)|x− a|2(N − 2)2
[ε+ |x− a|2]N −




[ε+ |x− a|2]N−2 .
(1.29)










− 2(N − 2)
∫
Ω\B(a,l)
p(x)ψ(x)∇ψ(x) · (x− a)
[ε+ |x− a|2]N−1 dx,
em que usamos o fato de que ∇ψ ≡ 0 em B(a, l).








[ε+ |x− a|2]N−1 dx = O(1),
quando ε→ 0, de modo que∫
p(x)|∇uε(x)|2 = (N − 2)2
∫
p(x)|ψ(x)|2|x− a|2
[ε+ |x− a|2]N +O(1).
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= (N − 2)2p0εN−22
(∫ |x− a|2
[ε+ |x− a|2]N +




∫ |x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N
+(N − 2)2εN−22
∫ |x− a|k+2(βk + θ(x))(|ψ(x)|2 − 1)
[ε+ |x− a|2]N +O(ε
N−2
2 ).





p(x)|∇uε(x)|2 = (N − 2)2p0εN−22
∫ |x− a|2
[ε+ |x− a|2]N
+ (N − 2)2εN−22






Note que∫ |x− a|2








[ε+ |x− a|2]N dx.
Fazendo x− a = √εy e usando o Teorema da Mudanc¸a de Varia´vel∫
RN
|x− a|2






[1 + |y|2]N dy,
em que a u´ltima integral e´ finita visto que N > 2. Ale´m disso, como N > 2 e a ∈ Ω,∫
RN\Ω
|x− a|2
[ε+ |x− a|2]N dx = O(1).
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p(x)|∇uε|2 = p0K1 + (N − 2)2εN−22










[1 + |y|2]N dy.
Para a estimativa da integral que envolve o termo |x − a|k+2 na estimativa acima,
vamos considerar va´rios casos:
Caso 1: N − 2 > k.
Como a ∈ Ω, temos que∫ |x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N =
∫
RN
|x− a|k+2(βk + θ(x))




|x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N dx,
e portanto ∫ |x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N =
∫
RN
|x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N dx+O(1). (1.32)
Fazendo x− a = √εy novamente, temos que∫
RN
|x− a|k+2(βk + θ(x))








[1 + |y|2]N dy.
Note agora que ∫
RN
|y|k+2






visto que N − 2 > k. Assim, lembrando que limx→a θ(x) = 0, obtemos∫
RN
|x− a|k+2(βk + θ(x))

















p(x)|∇uε|2 = p0K1 + Akβkε k2 +O(εN−22 ),
em que




[1 + |y|2]N dy.
Como k ≥ 2, devemos ter N ≥ 5 e portanto temos dois subcasos a considerar:
Subcaso 1.1: N ≥ 5 e k = 2. (e adicionalmente N − 2 > k)










































































































Subcaso 1.2: N ≥ 5 e k > 2. (e adicionalmente N − 2 > k)
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= p0S − λK3
K2
ε+ o(ε).
Caso 2: N − 2 < k.
Nesse caso, vamos estimar a integral que envolve |x − a|k+2 em (1.31) como segue:
considere R > 0 tal que Ω ⊂ BR(a), de modo que∫ |x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N =
∫
B(a,R)
|x− a|k+2(βk + θ(x))




|x− a|k+2(βk + θ(x))




|x− a|k+2(βk + θ(x))
[ε+ |x− a|2]N dx+O(1).
Fazendo y = x− a temos que∫
B(a,R)
|x− a|k+2(βk + θ(x))



























p(x)|∇uε|2 ≤ p0S +O(εN−22 ).
Novamente, vamos considerar dois subcasos:
Subcaso 2.1: N = 4 e k > 2 (adicionalmente N − 2 < k)
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= p0S − λ ω4
2K2
ε| log ε|+O(ε) (1.36)
= p0S − λ ω4
2K2
ε| log ε|+ o(ε| log ε|).
Subcaso 2.2: N ≥ 5 (e adicionalmente N − 2 < k)





























= p0S − λK3
K2
ε+ o(ε).
Caso 3: k = N − 2 e N ≥ 5.














Fazendo y = x− a obtemos∫
B(a,R)
|x− a|N







































































































2 | log ε|+O(εN−22 ),











2 | log ε|+O(εN−22 ).







































2 | log ε|) (1.40)
= p0S − λK1
K2
ε+ o(ε).
Caso 4: N = 4, k = 2.
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Nesse caso, consideraremos a hipo´tese adicional∫
B(a,l)
θ(x)
|x− a|4dx <∞. (1.41)
















∫ |ψ(x)|2|x− a|4(β2 + θ(x))














(β2 + θ(x))|ψ(x)|2|x− a|4













(β2 + θ(x))|ψ(x)|2|x− a|4
[ε+ |x− a|2]4 +O(1).






[1 + |y|2]4dy + 4
∫
θ(x)|x− a|4
[ε+ |x− a|2]4 (1.42)
+ 4β2
∫ |x− a|2









e portanto conclu´ımos de (1.41) que∫
θ(x)|x− a|4
[ε+ |x− a|2]4 = O(1).
Para estimar a u´ltima integral em (1.42) tomemos R1, R2 > 0 de tal modo que
BR1(a) ⊂ Ω ⊂ BR2(a) e computemos∫
B(a,R1)
|x− a|4
[ε+ |x− a|2]dx ≤
∫ |x− a|4





Observemos que, para todo R > 0,∫
B(a,R)
|x− a|4










































+ 2β2ω4| log ε|+O(1).




















ω4ε| log ε| − λ ω4
2K2
ε| log ε|+O(ε) + o(ε| log ε|) (1.43)
= p0S − ω4
2K2
(λ− 4β2) ε| log ε|+ o(ε| log ε|),
e isto finaliza a prova lema.
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CAP´ITULO 2
Perturbac¸o˜es do tipo coˆncavo-convexo
Neste cap´ıtulo estudaremos a existeˆncia de soluc¸a˜o positiva para o problema
(PC)
{
−div(p(x)∇u) = b(x)|u|q−2u+ c(x)|u|r−2u, x ∈ Ω,
u = 0, x ∈ ∂Ω,
em que Ω ⊂ RN e´ um domı´nio suave e limitado, N ≥ 4 e 1 < q < 2 < r ≤ 2∗ = 2N/(N−2).
A func¸a˜o p satisfaz as seguintes condic¸o˜es:
(p1) p ∈ H1(Ω) ∩ C(Ω);
(p2) existe um ponto a ∈ Ω tal que
p(a) = p0 := min{p(x) : x ∈ Ω} > 0;
(p3) existe k > 0, βk > 0 e θ tais que, numa vizinhanc¸a de a, a func¸a˜o p e´ da forma




Para s > 1, denotamos por s′ o expoente conjugado de s, a saber s′ = s/(s − 1). Os
potenciais b e c satisfazem
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(c1) c ∈ L∞(Ω), com c 6≡ 0;
(bc1) existe δ > 0 tal que Bδ(a) ⊂ (Ω+b ∩ Ω+c ) e
|c|∞ − c(x) ≤M |x− a|γ,
q.t.p. em Bδ(a), em que Ω
+
b := {x ∈ Ω : b(x) > 0}, Ω+c := {x ∈ Ω : c(x) > 0},
M > 0 e γ > (N − 2)/2.
Soluc¸o˜es fracas na˜o-negativas do problema (PC) sa˜o pontos cr´ıticos do funcional I ∈












Estamos enta˜o em condic¸o˜es de enunciar os dois principais resultados deste cap´ıtulo,
quais sejam:
Teorema 2.1. Suponha que 1 < q < 2 < r < 2∗, a func¸a˜o p ∈ H1(Ω) ∩ C(Ω) satisfaz
(p1)− (p3) com k > 2, as func¸o˜es b e c satisfazem (b1) e (c1). Se |b|σq e´ suficientemente
pequeno, enta˜o o problema (PC) tem pelos menos duas soluc¸o˜es na˜o negativas u0 e u1
satisfazendo I(u0) < 0 < I(u1).
Teorema 2.2. Suponha que r = 2∗, p ∈ H1(Ω)∩C(Ω) satisfaz (p1)−(p3) com N < (2k+
2), as func¸o˜es b e c satisfazem (b1), (c1), e (bc1). Se |b|σq e´ suficientemente pequeno, enta˜o
o problema (PC) tem pelos menos duas soluc¸o˜es na˜o negativas u0 e u1, com I(u0) < 0 e
u1 6= 0.
2.1 Lemas auxiliares
Nesta sec¸a˜o sera˜o enunciados e demonstrados treˆs lemas que fornecem as propriedades
geome´tricas do funcional I.
Lema 2.1. Existem ρ, α > 0 tais que I(u) ≥ α > 0, para todo u ∈ H10 (Ω) satisfazendo
‖u‖ = ρ, desde que a func¸a˜o b satisfac¸a (b1) e |b|σq seja suficientemente pequeno.
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Demonstrac¸a˜o: Pela desigualdade de Ho¨lder, temos que∣∣∣∣∫ b(x)(u+)q∣∣∣∣ ≤ |b|σq (∫ |u|qσ′q)1/σ′q .














































Definindo B := 2(rp0)
−1|c|∞S−r/2r , por um ca´lculo direto, a func¸a˜o f : (0,+∞) → R,
dada por
f(t) := t2−q −Btr−q







Para M := f(t0) e ‖u‖ = t0, segue que















= α > 0,
sempre que
|b|σq ≤Mqp0S−q/2qσ′q /4. (2.1)
Fazendo t0 = ρ, o resultado segue.

O pro´ximo lema e´ fundamental para assegurar a existeˆncia de uma soluc¸a˜o com energia
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negativa.
Lema 2.2. Se b satisfaz (b1), (bc1) e (2.1) e ρ > 0 e´ como no Lema 2.1, enta˜o
−∞ < I0 := inf
u∈Bρ(0)
I(u) < 0
e´ atingido para algum u0 ∈ Bρ(0).


































Seja δ > 0 como na hipo´tese (bc1). Como Bδ(a) ⊂ Ω+b , existe ϕ ∈ C∞0 (Bδ(a)) tal que∫

























Logo, I(tϕ) < 0 para t > 0 pequeno. Com isso, conclu´ımos que I0 < 0.
Seja agora (un) ⊂ Bρ(0) uma sequeˆncia minimizante para I0. Pelo Princ´ıpio Variacio-
nal de Ekeland, podemos assumir que, a menos de subsequeˆncia,
I(un)→ I0 e I ′(un)→ 0.
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Como (un) e´ limitada e 2 ≤ qσ′q < 2∗ enta˜o, a menos de subsequeˆncia,
un ⇀ u0 fracamente em H
1
0 (Ω),
un → u0 fortemente em Lqσ′q(Ω), (2.2)
u+n (x)→ u+0 (x), |un(x)| ≤ ψ(x) q.t.p. em Ω,










em que usamos a u´ltima estimativa de (2.2) e a desigualdade de Young. Como ψ ∈ Lqσ′q(Ω)
e b ∈ Lσq(Ω), o lado direito da equac¸a˜o acima pertence a L1(Ω). Portanto, do Teorema









Tomaremos como verdadeiro o fato I ′(u0) = 0, que sera´ provado ao final da demons-











































I ′(u0) = I(u0),
e portanto I(u0) ≤ I0 < 0. Mas pelo Lema 2.1, u0 na˜o pertence ao conjunto ∂Bρ(0), e
isso conclui o resultado.
Resta-nos mostrar que I ′(u0) = 0. Seja ϕ ∈ C∞0 (Ω) e definamos A := supp(ϕ) o
suporte da func¸a˜o ϕ. Como σq > (r/q)
′ = r/(r − q), podemos escolher q0 ∈ (2, r) tal que
σq >
q0
q0 − q >
q0
























Usando a desigualdade de Young, existe C > 0 tal que
|b(x)(u+n )q−1ϕ| ≤ C(|b(x)|σq + |un(x)|q0 + |ϕ|θ)
≤ C(|a(x)|σq + |ψq0(x)|q0 + |ϕ|θ)
q.t.p. em A. Como ψ e regular, o lado direito da desigualdade acima pertence a` L1(A).


















Com as duas convergeˆncias acima, conclu´ımos que
0 = lim
n→+∞
I ′(un)ϕ = I ′(u0)ϕ,
para todo ϕ ∈ C∞0 (Ω). Assim, a afirmac¸a˜o segue por densidade, o que completa a prova
do lema.

Observac¸a˜o: A func¸a˜o u0 acima satisfaz u0 ≥ 0 em Ω. De fato, se tomarmos v = u−0
como func¸a˜o teste, teremos
0 = I ′(u0)u−0 =
∫







mostrando que ‖u−0 ‖2p = 0, ou seja, u0 ≥ 0 em Ω.
Lema 2.3. Se b e c satisfazem (b1), (c1) e (bc1), u0 e´ como no lema anterior e ϕ ∈
C∞0 (Bδ(a)) \ {0} e´ na˜o negativa, enta˜o
lim
t→+∞
I(u0 + tϕ) = −∞.
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Portanto, das desigualdades acima e da definic¸a˜o de I, segue que




















































quando t→ +∞. Como q < 2 < r, e as u´ltimas integrais sa˜o positivas, enta˜o
lim
t→+∞
I(u0 + tϕ) = −∞,
como quer´ıamos demonstrar.

2.2 Prova do Teorema 2.1
Antes da prova do Teorema 2.1, vamos provar que I satisfaz Palais-Smale no caso
subcr´ıtico.
Lema 2.4. Se 2 < r < 2∗, enta˜o I satisfaz (PS)d para todo d ∈ R.
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Demonstrac¸a˜o: Como I ′(un)→ 0, para n suficientemente grande, ‖I ′(un)‖ ≤ r. Logo
|I ′(un)un| ≤ ‖I ′(un)‖‖un‖ ≤ r‖un‖,
e consequentemente −(1/r)I ′(un)un ≤ ‖un‖. Usando o fato de que I(un) = d + o(1) e a
desigualdade acima, temos que

























































Substituindo as desigualdades acima em (2.3), conclu´ımos que















Tendo em vista que (1/q − 1/r) > 0 e (1/2 − 1/r) > 0 e que q < 2 < r, garantimos que
(un) e limitada em H
1
0 (Ω).
Portanto, a menos de subsequeˆncia,
un ⇀ u em H
1
0 (Ω),
un → u em Ls(Ω)
para qualquer 2 ≤ s ≤ p < r. Da maneira que foi definido σq, existe 2 ≤ r0 < r tal que
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σq = (r0/q)


















Usando a desigualdade de Ho¨lder∣∣∣∣∫ b(x)(u+n )q−1(un − u)∣∣∣∣ ≤ ‖b‖σq‖un‖q−1r0 ‖un − u‖r0 = o(1).
Novamente por Ho¨lder∣∣∣∣∫ c(x)(u+n )r−1(un − u)∣∣∣∣ ≤ ‖c‖∞‖un‖r−1r ‖un − u‖r = o(1).
Portanto, das duas u´ltimas convergeˆncias,
o(1) = I ′(un)(un − u) = ‖un‖2p − ‖u‖2p + o(1),
quanto n→ +∞. Como un ⇀ u e ‖un‖p → ‖u‖p e as normas ‖ · ‖p e ‖ · ‖ sa˜o equivalentes,
conclu´ımos que un → u fortemente em H10 (Ω), desse modo, finalizamos a prova.

Observac¸a˜o: Vale notar que a prova da limitac¸a˜o da sequeˆncia (PS) acima permanece
va´lida no caso cr´ıtico r = 2∗.
Estamos portanto em condic¸o˜es de demonstrar o primeiro teorema deste cap´ıtulo.
Demonstrac¸a˜o do Teorema 2.1: No Lema 2.2, sob as condic¸o˜es (b1), (bc1) e o fato de
|b|σq ser suficientemente pequeno, provamos a existeˆncia de uma soluc¸a˜o u0 ∈ H10 (Ω) que
satisfaz I(u0) < 0. Para obter a segunda soluc¸a˜o com energia positiva, vamos considerar
ρ > 0 determinado no Lema 2.1 e a func¸a˜o ϕ do Lema 2.3. Seja t0 > 0 suficientemente







Γ := {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = u0, γ(1) = e}.
Pela definic¸a˜o de d˜ e pelo Lema 2.1, garantimos que d˜ ≥ α > 0. Assim, pelo Teorema
do Passo da Montanha, existe uma sequeˆncia (un) ⊂ H10 (Ω) satisfazendo I(un) → d˜ e
I ′(un) → 0. Mas pelo Lema 2.4, (un) satisfaz (PS)d˜, ou seja, a menos de subsequeˆncia,
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un → u1 em H10 (Ω) e ale´m disso u1 e´ tal que I(u1) = d˜ > 0 e I ′(u1) = 0, e isso garante a
segunda soluc¸a˜o com energia positiva.

2.3 Prova do Teorema 2.2
No que se segue, denotaremos por u0 a soluc¸a˜o com energia negativa obtida no Lema
2.2. Para estudar o caso cr´ıtico, como na˜o existe compacidade na imersa˜o H10 (Ω) ↪→
L2
∗
(Ω), enunciamos o seguinte lema:
Lema 2.5. Se I tem apenas u0 e zero como pontos cr´ıticos, enta˜o I satisfaz (PS)d para
todo







Demonstrac¸a˜o: Seja (un) ⊂ H10 (Ω) satisfazendo I(un) → d e I ′(un) → 0. Fazendo
r = 2∗, conforme visto no Lema 2.4, conclu´ımos que (un) e´ limitada. Portanto, a menos
de subsequeˆncia,
un ⇀ u fracamente em H
1
0 (Ω),
un → u fortemente em Lqσ′q(Ω).
Denotanto vn := un − u, pelo Lema de Bre´zis-Lieb





















quando n→ +∞. Argumentando como na prova do Lema 2.2, conclu´ımos que u e´ ponto
cr´ıtico de I. Em particular I ′(u)u = 0. Logo, para algum l ≥ 0,
lim
n→∞





























Por outro lado, e´ va´lida a seguinte igualdade









Passando ao limite a equac¸a˜o acima e utlizando 2.4, obtemos







l = I(u) +
l
N






Mas estamos supondo u = 0 e u = u0 os u´nicos poss´ıveis pontos cr´ıticos de I. Como
max{I(0), I(u0)} ≤ 0, a desigualdade acima contradiz d < d∗, em que conclu´ımos que
l = 0 e portanto o resultado segue.

A hipo´tese (bc1) assegura que existe δ > 0 tal que Bδ(a) ⊂ (Ω+b ∩Ω+c ). Seja ψ ∈ C∞0 (Ω)
tal que ψ(x) = 1 se x ∈ Bl/2(a) e ψ(x) = 0 se x ∈ Ω \ Bl(a), em que 0 < l < δ. Para







Nessas condic¸o˜es, vale a seguinte proposic¸a˜o:
Proposic¸a˜o 2.1. Se b e c satisfazem (b1), (c1) e (bc1) e N < (2k + 2), enta˜o, para ε > 0
suficientemente pequeno, a func¸a˜o vε satisfaz
max
t>0
I(u0 + tvε) < d








Demonstrac¸a˜o: Para todo ε > 0, a func¸a˜o t → I(u0 + tvε) atinge seu valor ma´ximo
em tε > 0 e, por um argumento ana´logo ao utilizado no Lema 1.4, temos que tε = O(1)
quando ε→ 0+.
Vamos usar agora a definic¸a˜o de I e o fato de que I ′(u0)vε = 0 para calcular





























































































































b(x) [(u0 + 0)























Como u0 ≥ 0 em Bl(a), podemos usar o Teorema do Valor Me´dio para obter η(x) ∈
[0, 1] mensura´vel tal que
(u0(x) + tεvε(x))
q − u0(x)q = q(u0(x) + η(x)tεvε(x))q−1tεvε
≥ qtεu0(x)q−1vε(x),
qualquer que seja x ∈ Bl(a). Logo, como b(x) ≥ 0 em Bl(a), segue que Aε ≥ 0.
Para estimar Dε, vamos usar a seguinte desigualdade que se encontra em [7]. Para
m,n ≥ 0, s > 2 e 1 < µ < s− 1,
(m+ n)s ≥ ms + ns + sms−1n+ smns−1 − Cµnµms−µ, (2.6)
em que Cµ e´ uma constante positiva. Escolhendo m = u0, n = tεvε e s = 2
∗ teremos que
(u0 + tεvε)
2∗ − u2∗0 − 2∗u2
∗−1









ε − Cµtµεvµε u2
∗−µ
0 .





















Substituindo as inequac¸o˜es acima em (2.5), obtemos








































ε dx = 1. Faremos algumas estimativas para os termos
do lado direito da desigualdade acima.



































Para todo σ > N/(N − 2), podemos proceder como em (1.23) e calcular∫

























e σ > N/(N − 2), a u´ltima integral e´ finita, de modo que∫
|uε|σ = O(εN2 −
σ(N−2)
2 ) +O(1), para todo σ >
N
N − 2 .
































4 ) +O(1). (2.9)





















Como estamos supondo σ > N/(N − 2), podemos concluir que
N
2






Portanto, a estimativa acima fica∫
|vε|σ = O(εN2 −
σ(N−2)
2 ) = O(ε(N(2−σ)+2σ)/4).
Como a desigualdade em (2.6) foi usada com µ ∈ (1, 2∗ − 1), vamos escolher µ = N+1
N−2 e











pois tε e´ limitado e b(x) e u0 sa˜o limitados em Bl(a). O mesmo argumento nos permite









Agora, podemos usar a identidade obtida em (2.9) com σ = 2∗ para obter
|uε|2∗2∗ = O(ε−N/2) +O(1). (2.12)
Por outro lado, utilizando a hipo´tese (bc1) podemos computar a seguinte integral∫
Bl(a)
















[ε+ |x− a|2]N dx. (2.13)
Fazendo x− a = √εy e utilizando o Teorema da Mudanc¸a de Varia´vel, temos que∫
B(l,a)
|x− a|γ

































em que ωN e´ a a´rea da esfera unita´ria em RN . Portanto, por (2.13) e da estimativa acima,
conclu´ımos que ∫
Bl(a)





Portanto, das estimativas obtidas em (2.7), (2.8), (2.10), (2.11) e (2.14) conlu´ımos que




+O(ε(N−1)/4) +O(εγ/2) +O(εN/2)− A0O(ε(N−2)/4).
Mas podemos supor, sem perda de generalidade γ/2 < (N−1)/4. De fato, se escrevermos
γ = γ1+γ2 tal que γ1 < (N−1)/2, como Ω e´ limitado, existe M1 > 0 tal que |x−a|γ2 ≤M2.
Dessa forma, da hipo´tese (bc1),
|c|∞ − c(x) ≤M |x− a|γ ≤M |x− a|γ1|x− a|γ2 ≤MM1|x− a|γ1 = M˜ |x− a|γ1 .
Trocando, se necessa´rio, γ por γ1, teremos γ/2 < (N−1)/4. Ale´m disso, como (N−1)/4 <
N/2, a inequac¸a˜o acima fica





A prova agora sera´ dividida em va´rios passos. Observamos inicialmente que, usando
as estimativas obtidas em (1.36), (1.37), (1.40) e (1.35), obtemos
‖vε‖2p ≤

p0S +O(ε), N = 4 e k > 2;
p0S +O(ε
N−2
2 ), N ≥ 5 e N − 2 < k;
p0S +O(ε
N−2
2 | log ε|), N ≥ 5 e N − 2 = k;
p0S +O(ε
k
2 ), N ≥ 5 e N − 2 > k.
(2.16)
Caso 1: Quando N = 4, usamos o Teorema do Valor Me´dio para obter
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(‖vε‖2p)N/2 = (p0S)N/2 +O(ε).
Dessa forma a expressa˜o em (2.15) fica






= d∗ +O(ε1/2)(O(ε1/2) +O(ε(γ−1)/2)− A0),
quando ε → 0+. Como γ > (N − 2)/2 = 1, enta˜o mε < d∗ para ε > 0 suficientemente
pequeno.
Caso 2: Se N ≥ 5 e N < k + 2, usando novamente o Teorema do Valor Me´dio obtemos
(‖vε‖2p)N/2 = (p0S)N/2 +O(ε(N−2)/2).
Portanto, por (2.15) teremos











e como γ/2 > (N − 2)/4, mais uma vez conclu´ımos que mε < d∗ quando ε→ 0+.
Caso 3: Se N ≥ 5 e N = k + 2, analogamente aos casos anteriores, teremos por (2.15)
que







2 | log ε|) +O(εγ/2)− A0O(ε(N−2)/4)
= d∗ +O(ε(N−2)/4)(O(ε
N−2
4 | log ε|) +O(ε γ2− (N−2)4 )− A0).
Como limε→0+ ε
N−2
4 | log ε| = 0, conclu´ımos que mε < d∗ quando ε→ 0+.
Caso 4: Para o caso em que N ≥ 5 e N > k + 2, argumentando como antes
(‖vε‖2p)N/2 = (p0S)N/2 +O(εk/2).
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Lembrando que estamos supondo adicionalmente k > (N − 2)/2, teremos















e uma vez que 2k−N+2 > 0, o resultado segue, e assim, encerra-se a prova da proposic¸a˜o.

Estamos, enta˜o, em condic¸o˜es de demonstrar o segundo teorema do cap´ıtulo.
Demonstrac¸a˜o do Teorema 2.2: A prova da existeˆncia de uma soluc¸a˜o com energia
negativa e´ a mesma do Teorema 2.1. Suponhamos, por contradic¸a˜o, que na˜o exista outra
soluc¸a˜o ale´m de zero e de u0. Por um lado, sabemos pelo Lema 2.3 que I(u0 + tvε)→ −∞
quando t → +∞. Tomemos e := u0 + tvε tal que, para algum t > 0 suficientemente







Γ := {γ ∈ C([0, 1], H10 (Ω)) : γ(0) = u0, γ(1) = e}.
Logo, pelo Teorema do Passo da Montanha e a Proposic¸a˜o 2.1, existe uma sequeˆncia
(un) ⊂ H10 (Ω) satisfazendo





e I ′(un) → 0. Mas pelo Lema 2.5, como estamos supondo que u0 e zero u´nicos pontos
cr´ıticos de I, enta˜o (un) satisfaz (PS)d sempre que d < d
∗. Ou seja, a menos de sub-
sequeˆncia, un → u1 em H10 (Ω) e ale´m disso u1 e´ tal que I(u1) = d ≥ 0 e I ′(u1) = 0. Mas
pela definic¸a˜o de d e pelo Lema 2.1, conclu´ımos que I(u1) = d ≥ α > 0, mostrando que
nesse caso a soluc¸a˜o na˜o pode ser u0, que tem energia negativa, nem zero, contrariando
o fato de termos suposto na˜o haver soluc¸a˜o ale´m de u0 e zero, um absurdo. Logo, existe




Sistema com perturbac¸a˜o superlinear
Este cap´ıtulo sera´ dedicado ao estudo da existeˆncia de soluc¸o˜es fracas para o sistema
(PQ)

−div(p(x)∇u) = bu+ cv + α
2∗
u|u|α−2|v|β, x ∈ Ω,
−div(q(x)∇v) = cu+ dv + β
2∗
|u|αv|v|β−2, x ∈ Ω,
u, v = 0, x ∈ ∂Ω,
em que Ω ⊂ RN , N ≥ 4, e´ um domı´nio limitado com fronteira suave, b, c, d ∈ R e α, β > 1
sa˜o tais que α + β = 2∗. A func¸a˜o p satisfaz as seguintes condic¸o˜es
(p1) p ∈ H1(Ω) ∩ C(Ω);
(p2) existe um ponto a ∈ Ω tal que
p(a) = p0 := min{p(x) : x ∈ Ω} > 0;
(p3) existe k > 0, βk > 0 e θp tais que, numa vizinhanc¸a de a, a func¸a˜o p e´ da forma




A func¸a˜o q satisfaz:
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(q1) q ∈ H1(Ω) ∩ C(Ω);
(q2) q(a) = q0 := min{q(x) : x ∈ Ω} > 0;
(q3) existe j > 0, γj > 0 e θq tais que, numa vizinhanc¸a de a, a func¸a˜o q e´ da forma












Se denotarmos por µ1 ≤ µ2 os seus auto-valores reais, temos que
µ1|Z|2R2 ≤ 〈AZ,Z〉R2 ≤ µ2|Z|2R2 , ∀Z ∈ R2. (3.1)
Antes de enunciar nosso resultado de na˜o existeˆncia, vale lembrar que um domı´nio
Ω e´ dito estrelado com relac¸a˜o ao ponto a se toda semi-reta partindo de a intercepta a
fronteira de Ω em somente um ponto. Nesse caso, temos que η(x) · (x− a) > 0 para todo
x ∈ ∂Ω.
Teorema 3.1. Suponha que Ω e´ um domı´nio estrelado com respeito ao ponto a ∈ Ω e que
p, q ∈ C1(Ω) satisfazem
∇p(x) · (x− a) ≥ 0, ∇q(x) · (x− a) ≥ 0,
para todo x ∈ Ω. Se µ2 ≤ 0, enta˜o o problema (PQ) na˜o possui soluc¸a˜o positiva.
Para enunciar o nosso resultado de existeˆncia, vamos introduzir os nu´meros
λ1,p := inf
{∫














Precisamos, ainda, definir a seguinte quantidade
ϑ(N, k, j) :=

0, se min{k, j} > 2,
ϑ1β2, se k = 2, j > 2,
ϑ1γ2, se k > 2, j = 2,














(1 + |y|2)N−2 dy
)−1
, se N ≥ 5.
Podemos agora estabelecer o nosso resultado de existeˆncia como se segue.
Teorema 3.2. Se as func¸o˜es p e q satisfazem (p1)− (p3) e (q1)− (q3), a matriz A e´ tal
que c > 0 e
ϑ(N, k, j) < µ1 ≤ µ2 < min{λ1,p, λ1,q},
enta˜o o problema (PQ) tem pelo menos uma soluc¸a˜o positiva.
3.1 Resultado de na˜o existeˆncia
Nessa sec¸a˜o provamos o Teorema 3.1. O ponto chave e´ o seguinte lema, que e´ uma
adaptac¸a˜o da desigualdade de Pohozaev [28]:
Lema 3.1. Se p, q ∈ C1(Ω), F ∈ C1(R2,R) e´ tal que F (0, 0) = 0 e u, v ∈ C2(Ω) ∩C1(Ω)
sa˜o soluc¸o˜es do sistema
−div(p(x)∇u) = Fu(u, v), x ∈ Ω,
−div(q(x)∇u) = Fv(u, v), x ∈ Ω,
u, v = 0, x ∈ ∂Ω,













G(x) = ∇p(x) · (x− a)|∇u|2 +∇q(x) · (x− a)|∇v|2,
64
H(x) = [(p(x)(∇u · η)2+q(x)(∇v · η)2](x−a) · η
e η e´ o vetor normal unita´rio exterior a` ∂Ω.




, x = (x1, · · · , xN) ∈ RN .




((x−a) · ∇u) = (ui)2 + (x1−a1)ui(u1)i + · · ·+ (xN−aN)ui(uN)i
= (ui)























































































Utilizando as identidades acima, podemos calcular o seguinte divergente







= div(p(x)∇u)((x− a) · ∇u)
+ p(x)
(


































































div(p(x)∇u)((x− a) · ∇u) = div
(














De maneira ana´loga, prova-se que
div(q(x)∇v)((x− a) · ∇v) = div
(
















div((x− a)F (u, v)) = NF (u, v) +
N∑
i=1
(xi − ai) ∂
∂xi
F (u, v)












= NF (u, v) + ((x− a) · ∇u)Fu(u, v) + ((x− a) · ∇v)Fv(u, v),
logo
((x− a) · ∇u)Fu(u, v) + ((x− a) · ∇v)Fv(u, v) = div((x− a)F (u, v))−NF (u, v). (3.5)
Como (u, v) = (0, 0) em ∂Ω, temos que F (u(x), v(x)) = 0 sempre que x ∈ ∂Ω. Ale´m
disso, se y ∈ ∂Ω e w ∈ Ty(∂Ω), considere
λ : (−ε, ε)→ ∂Ω
uma curva diferencia´vel com λ(0) = y e λ′(0) = w. Desse modo, u(λ(t)) = 0 sempre que
t ∈ (−ε, ε) e consequentemente
d
dt
u(λ(t)) |t=0= ∇u(λ(0)) · λ′(0) = ∇u(y) · w = 0.
Como w ∈ Ty(∂Ω) e´ qualquer e Ty(∂Ω) e´ uma superf´ıcie (n− 1)-dimensional, o gradiente
de u restrito a` fronteira de Ω so´ tem componente normal, isto e´
∇u = (∇u · η)η,
em que η e´ o vetor normal unita´rio exterior a ∂Ω. Portanto
|∇u|2 = (∇u · η)η · (∇u · η)η = (∇u · η)2(η · η) = (∇u · η)2. (3.6)
Tambe´m vale que
((x− a) · ∇u)(∇u · η) = (∇u · η)2(η · (x− a)). (3.7)
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Da mesma maneira, prova-se que
|∇v|2 = (∇v · η)2 e ((x− a) · ∇v)(∇v · η) = (∇v · η)2(η · (x− a)). (3.8)
Multiplicando a equac¸a˜o −div(p(x)∇u) = Fu(u, v) por ((x − a) · ∇u) e a equac¸a˜o
−div(q(x)∇v) = Fv(u, v) por ((x− a) · ∇v) e somando as duas, temos que
− div(p(x)∇u)((x− a) · ∇u)− div(q(x)∇v)((x− a) · ∇v)
= ((x− a) · ∇u)Fu(u, v) + ((x− a) · ∇v)Fv(u, v).
Utilizando as equac¸o˜es (3.3), (3.4), (3.5) e integrando em Ω a equac¸a˜o acima, temos que∫
div
(
















∇p(x) · (x− a)|∇u|2 + 1
2
∫









(div((x− a)F (u, v))−NF (u, v)).



















F (u, v)(x− a) · ηdS +N
∫
F (u, v).
Lembrando que F (u, v) = 0 em ∂Ω e multiplicando a equac¸a˜o acima por 2/(N − 2)
obtemos a igualdade desejada.

Estabelecido o lema acima, podemos enta˜o provar o resultado de na˜o existeˆncia como
se segue:
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Demonstrac¸a˜o do Teorema 3.1: Suponha, por contradic¸a˜o, que o problema (PQ)
admita uma soluc¸a˜o Z = (u, v) com u, v > 0 em Ω. Uma conta direta mostra que∫


























(|∇u|2∇p(x) · (x− a) + |∇v|2∇q(x) · (x− a)) = 0.
Como (1 − 2∗/2) < 0, p e q sa˜o tais que ∇p(x) · (x − a) ≥ 0 e ∇q(x) · (x − a) ≥ 0 e o
domı´nio Ω e´ estrelado com respeito ao ponto a, ou seja, (x− a) · η > 0, devemos ter∫
〈AZ,Z〉R2 ≥ 0. (3.10)
Observe inicialmente que, se µ2 < 0, seque de (3.1) que
〈AZ(x), Z(x)〉R2 ≤ µ2|Z(x)|2 ≤ 0,
para todo x ∈ Ω. Mas isto implica que Z = (0, 0), contrariando a positividade da soluc¸a˜o.
Logo, precisamos somente considerar o caso em que µ2 = 0. Se em (3.1) tomarmos
Z1 = (1, 0) ∈ R2, teremos b = 〈AZ1, Z1〉R2 ≤ µ2|Z1|2 = 0, de modo que b ≤ 0. O mesmo
procedimento com Z2 = (0, 1) mostra que d ≤ 0. Ale´m disso, como µ2 e´ autovalor da







e portanto c2 = bd.
A prova agora sera´ dividida em 2 casos:
Caso 1: b = d = 0.
Neste caso, como c2 = bd, conclu´ımos que A = 0. Deste modo, a equac¸a˜o que prove´m do
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(|∇u|2∇p(x) · (x− a) + |∇v|2∇q(x) · (x− a)) = 0.
Como por hipo´tese ∇p(x) · (x− a) ≥ 0, ∇q(x) · (x− a) ≥ 0 e Ω e´ um domı´nio estrelado
com respeito ao ponto a, ou seja, (x− a) · η > 0, conclu´ımos que
|∇u · η| = |∇v · η| = 0.










p(x)∇u · ηdS = 0,
portanto conclu´ımos que ∫
u|u|α−2|v|β = 0,
o que contradiz u, v > 0.
Caso 2: b < 0 ou d < 0.
Este caso e´ um pouco mais delicado. Vamos obter uma contradic¸a˜o supondo que b < 0,
porque o caso d < 0 e´ ana´logo.
Da definic¸a˜o da matriz A e de (3.10), segue que∫
〈AZ,Z〉R2 = b|u|22 + 2c〈u, v〉L2(Ω) + d|v|22 ≥ 0, (3.11)
em que 〈·, ·〉L2(Ω) denota o produto interno canoˆnico de L2(Ω). Uma vez que 2c〈u, v〉L2(Ω) ≤
2|c||u|2|v|2, enta˜o
b|u|22 + 2|c||u|2|v|2 + d|v|22 ≥ b|u|22 + 2c〈u, v〉L2(Ω) + d|v|22 ≥ 0. (3.12)
Como c2 = bd, enta˜o 4c2|u|22 − 4bd|u|22 = 0. Assim, olhando para o lado esquerdo da
expressa˜o acima como uma para´bola na varia´vel |u|2, e lembrando que b < 0, conclu´ımos
que b|u|22 + 2|c||u|2|v|2 + d|v|22 ≤ 0. Logo os termos do meio da inequac¸a˜o sa˜o nulos, o que
implica
c〈u, v〉L2(Ω) = |c||u|22|v|22.
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Mas esta u´ltima igualdade so´ ocorre quando u e v sa˜o mu´ltiplos. Como u > 0, existe
δ ∈ R \ {0} tal que u = δv. Portanto
|v|22(bδ2 + 2cδ + d) = 0,
em que esta u´ltima igualdade e o fato de que c2 = bd implicam em δ = −c/b. Logo, no
lado direito da primeira equac¸a˜o em (PQ) devemos ter
bu+ cv = bδv + cv = b(−c/b)v + cv = 0.
Conclu´ımos, enta˜o, que a func¸a˜o u ∈ H10 (Ω) satisfaz
−div(p(x)∇u) = α
2∗|δ|β u|u|
2∗−2, x ∈ Ω.
Mas isto contradiz um resultado provado por Hadiji-Yazidi em [24, Lema 4.1], que afirma
que o problema acima na˜o possui soluc¸a˜o positiva. Deste modo, a soluc¸a˜o Z = (u, v) do
in´ıcio da prova na˜o pode ter as duas componentes positivas

3.2 Algumas relac¸o˜es importantes
Nesta sec¸a˜o vamos estabelecer a existeˆncia de uma soluc¸a˜o para o problema (PQ).
Denotaremos por (H10 )
2 o espac¸o H10 (Ω)×H10 (Ω) munido da norma








|∇u|2. Lembremos que uma soluc¸a˜o fraca de (PQ) e´ um par (u, v) ∈









































Aqui, e no que se segue, vamos assumir que o quociente acima e´ infinito sempre que o













Do mesmo modo que no Cap´ıtulo 1, vamos denotar por S o seguinte nu´mero
S = inf
{∫





Comec¸amos observando que, sob as hipo´teses do Teorema 3.2, existe uma constante
c > 0 tal que (∫
(u+)α(v+)β
)1/2∗
≤ c‖(u, v)‖(H10 )2 . (3.15)


























= c2‖(u, v)‖(H10 )2 .
72
Ale´m disso, ao supormos µ2 < min{λ1,p, λ1,q}, podemos nos valer de (3.1), da desigualdade


































em que c3 := min{p0(1− µ2/λ1,p), q0(1− µ2/λ1,q)}. Tomando o ı´nfimo em Z e lembrando
a definic¸a˜o de SA dada em (3.14), conclu´ımos que
SA ≥ c4 > 0.
Na demonstrac¸a˜o do Teorema 3.2 vamos utilizar alguns lemas. No primeiro deles
vamos utilizar a seguinte relac¸a˜o entre S e Sp,q :





























































































































Como limr→0+ g(r) = limr→+∞ g(r) = +∞ e r0 e´ o u´nico ponto cr´ıtico de g, temos que r0
e´ ponto de mı´nimo da func¸a˜o g.

















































































































































































o que conclui a prova do lema.
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3.3 Existeˆncia de soluc¸a˜o
Provaremos nosso resultado de existeˆncia nesta sec¸a˜o. Vamos procurar pontos cr´ıticos












onde Z = (u, v). O primeiro passo e´ verificar que I satisfaz uma das condic¸o˜es geome´tricas
do Teorema do Passo da Montanha:
Lema 3.3. Se o maior autovalor µ2 de A satisfaz µ2 < min{λ1,p, λ1,q}, enta˜o existem ρ,
r > 0 tais que
I(u, v) ≥ ρ > 0 sempre que ‖(u, v)‖(H10 )2 = r. (3.18)
Demonstrac¸a˜o: Devido a` continuidade da imersa˜o H10 (Ω) ↪→ L2∗(Ω), existe uma cons-
tante c > 0 tal que |u|2∗2∗ ≤ c2∗‖u‖2∗ . Usando a desigualdade (s+)α(t+)β ≤ |s|α+β + |t|α+β,















(p(x)|∇u|2 + q(x)|∇v|2)− µ2
2
∫










































Escolhemos ‖u‖ = r1 > 0 e ‖v‖ = r2 > 0 tais que (Λp − c2∗/2∗‖u‖2∗−2) > 0 e (Λq −
c2
∗






















em que ε > 0, ψ ∈ C∞0 (Ω), 0 ≤ ψ ≤ 1, ψ ≡ 1 em B(a, l), ψ ≡ 0 em Ω \ B(a, 2l) e l > 0 e´
tal que B(a, 2l) ⊂ Ω.
Enunciamos abaixo a relac¸a˜o entre as duas func¸o˜es acima. A prova do lema foi apre-
sentada no cap´ıtulo anterior.
Lema 3.4. Valem as seguintes estimativas quando ε→ 0+
Qλ,p(wε) ≤










ε+ o(ε), N ≥ 5 e k = 2,
p0S − λ ω42K2 ε| log ε|+ o(ε| log ε|), N = 4 e k > 2,
p0S − (λ− 4β2) ω42K2 ε| log ε|+ o(ε| log ε|), N = 4, k = 2,
em que ω4 e´ a a´rea da esfera unita´ria de R4 e K2, K3 a A2 dependem somente de N .
Ale´m disso, valem estimativas ana´logas para Qλ,q, com γ2 no lugar de β2.
Utilizando as estimativas acima podemos provar o resultado seguinte:
Lema 3.5. Seja ϑ(N, k, j) conforme definido em (3.2). Se o menor autovalor µ1 da
matriz A e´ tal que µ1 > ϑ(N, k, j), enta˜o
SA < Sp,q.











Demonstrac¸a˜o: Dados B, C > 0 definimos Zε = (Bwε, Cwε). Utilizando o fato de que
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Observando agora que µ1 > ϑ(N, k, j), podemos usar o lema anterior e os mesmos
argumentos do Cap´ıtulo 1 concluir que
Qµ1,p(wε) < p0S, Qµ1,q(wε) < q0S. (3.19)



































































o que encerra a primeira parte.
Agora, para ε > 0, seja w˜ε :=
wε
|wε|2∗ . Dessa forma
































BαCβ, t > 0,









Como g′′(t0) = (2− 2∗)(B2Qp +C2Qq) < 0, conclu´ımos que t0 e´ ponto de ma´ximo. Assim
































Portanto, escolhendo Qp = Qµ1,p(w˜ε) e Qq = Qµ1,q(w˜ε), segue da expressa˜o acima, (3.19),
(3.16), a escolha de B e C e do Lema 3.2 que
sup
t≥0

























































































Estamos prontos para provar o nosso resultado de existeˆncia de soluc¸a˜o.
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I(tu1, tv1) = −∞, enta˜o existe um par (u˜, v˜) ∈ (H10 )2 tal que ‖(u˜, v˜)‖(H10 )2 > r,







Γ = {g ∈ C([0, 1], (H10 )2) : g(0) = 0, g(1) = (u˜, v˜)}.
Segue do Teorema do Passo da Montanha que existe uma sequeˆncia (Zn) = (un, vn) ⊂
(H10 )
2 tal que
I(un, vn)→ c0 > 0 e I ′(un, vn)→ 0.
Afirmamos que (un, vn) e´ limitada em (H
1
0 )
2. De fato, para n suficientemente grande,
‖I ′(un, vn)‖((H10 )2)−1 ≤ 2∗. Assim
|I ′(un, vn)(un, vn)| ≤ ‖I ′(un, vn)‖((H10 )2)−1‖(un, vn)‖(H10 )2 ≤ 2∗‖(un, vn)‖(H10 )2 ,
e portanto
‖(un, vn)‖(H10 )2 ≥ −
1
2∗
I ′(un, vn)(un, vn).
Como I(un, vn) = c0 + o(1), temos que
o(1) + c0 + ‖(un, vn)‖(H10 )2 ≥ I(un, vn)−
1
2∗






























Usando (3.1) e o fato de que µ2 < min{λ1,p, λ1,q} a desigualdade acima fica









































A menos de subsequeˆncia, temos que
un ⇀ u0 e vn ⇀ v0 em H
1
0 (Ω),
un → u0 e vn → v0 em Lσ(Ω), 2 ≤ σ < 2∗,
un(x)→ u0(x) e vn(x)→ v0(x) q.t.p. em Ω,
|un(x)| ≤ hs(x) e |vn(x)| ≤ hr(x), x ∈ Ω,
em que hs ∈ L2∗−1(Ω), hr ∈ L2∗−1(Ω). Se tomarmos h(x) := max
x∈Ω
{hs(x), hr(x)}, enta˜o
h ∈ L2∗−1(Ω). Assim, para qualquer ϕ ∈ C∞0 (Ω),
uα−1n (x)v
β
n(x)ϕ(x) −→ uα−10 (x)vβ0 (x)ϕ(x) q.t.p. em Ω,
|un|α−1|vn|β|ϕ| ≤ |ϕ|∞h2∗−1 ∈ L1(Ω).











|u0|α−2u0|v0|βϕ, ∀ϕ ∈ H10 (Ω).






|u0|α|v0|β−2v0ζ, ∀ ζ ∈ H10 (Ω).
Ale´m disso, as convergeˆncias fracas em H10 (Ω) e fortes em L
2(Ω) implicam que
〈un, ϕ〉p + 〈vn, ζ〉q −
∫
〈AZn,W 〉R2 = 〈u0, ϕ〉p + 〈v0, ζ〉q −
∫
〈AZ0,W 〉R2 + o(1),
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em que Z0 = (u0, v0) e W = (ϕ, ζ). Como I
′(un, vn)→ 0, obtemos
o(1) = I ′(un, vn)(ϕ, ζ)
= 〈un, ϕ〉p + 〈vn, ζ〉q −
∫







= 〈u0, w1〉p + 〈v0, w2〉q −
∫







para qualquer par (ϕ, ζ) ∈ (H10 )2, o que prova que (u0, v0) e´ soluc¸a˜o fraca de (PQ).





(p(x)|∇un|2 + q(x)|∇vn|2) ≥ 0.











Assim, subtraindo as duas igualdades abaixo
2I(un, vn) =
∫
p(x)|∇un|2 + q(x)|∇vn|2 −
∫




















































o que contradiz o Lema 3.5. Esta contradic¸a˜o prova a afirmac¸a˜o.
Suponha agora que u0 ≡ 0. A primeira equac¸a˜o em (PQ) nos fornece cv0 = 0. Segue
enta˜o da afirmac¸a˜o acima que c = 0, e portanto b, d ∈ {µ1, µ2}. Nessas condic¸o˜es, v0
satisfaz {
−div(q(x)∇v) = dv, Ω,
v = 0, ∂Ω.
Como estamos supondo 0 < µ1 ≤ µ2 < λ1,q, ter´ıamos v0 = 0, o que contradiz a afirmac¸a˜o
acima. De maneira ana´loga mostra-se que na˜o pode ocorrer v0 ≡ 0, consequentemente as
duas componentes u0 e v0 sa˜o na˜o triviais.
Vamos mostrar que as componentes da soluc¸a˜o sa˜o na˜o negativas. Como o par
(u0, v0) ∈ (H10 )2 e´ ponto cr´ıtico de I, fazendo Z−0 = (u−0 , v−0 ), em que w−(x) := min{w(x), 0},
temos que




























q0‖v−0 ‖2 ≥ 0,
o que nos fornece ‖u−0 ‖ = ‖v−0 ‖ = 0, ou ainda, u0 ≥ 0 e v0 ≥ 0.
Resta mostrar que as componentes sa˜o positivas. Se b ≤ 0, enta˜o a primeira equac¸a˜o
de (PQ) se escreve como
div(p(x)∇u0) + bu0 = −cv0 − α
2∗
u0|u0|α−2|v0|β ≤ 0,
em que usamos c ≥ 0. Como u0 ≥ 0, segue do Princ´ıpio do Ma´ximo Forte que, se existisse
um ponto x ∈ Ω tal que u0(x) = 0, enta˜o u0 ≡ 0 em Ω, o que na˜o ocorre. Logo u0 e´
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positiva. Se b ≥ 0 temos
div(p(x)∇u0) = −bu0 − cv0 − α
2∗
u0|u0|α−2|v0|β ≤ 0
e a positividade de u0 segue novamente do Princ´ıpio do Ma´ximo Forte. A prova de que
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