Automated and statistical methods for estimating latent political traits and classes from textual data hold great promise, since virtually every political act involves the production of text. Statistical models of natural language features, however, are heavily laden with unrealistic assumptions about the process that generates this data, including the stochastic process of text generation, the functional link between political variables and observed text, and the nature of the variables (and dimensions) on which observed text should be conditioned. While acknowledging statistical models of latent traits to be "wrong", political scientists nonetheless treat the treat their results as sufficiently valid to be useful. In this paper, we address the issue of substantive validity in the face of potential model failure, in the context of unsupervised scaling methods of latent traits. We critically examine one popular parametric measurement model of latent traits for text and then compare its results to systematic human judgments of the texts as a benchmark for validity. * This research was supported by the European Research Council grant ERC-2011-StG 283794-QUANTESS. Will Lowe is at MZES, University of Mannheim and Kenneth Benoit is at the Department of Methodology, London School of Economics and the Department of Political Science, Trinity College Dublin.
but rather how how useful are these models in helping us obtain valid measures of real political quantities. Furthermore, we focus on the hardest class of text models to validate: unsupervised scaling models, which we agree with Grimmer and Stewart (ming) have fewer direct methods for validation. Their challenge is that to validate the results from unsupervised methods, "scholars must combine experimental, substantive, and statistical evidence to demonstrate that the measures are as conceptually valid as measures from equivalent supervised methods." (8) . While in many contexts this is both appropriate and feasible-as shown in the analysis of credit-claiming for instance in Grimmer and Stewart (ming, Fig. 6 )-there are many cases where hand-coding is practically infeasible. The scaling of continuous latent traits such as ideology, for instance, is may be both costly and conceptually difficult for texts of any significant size without resorting to a system of strict coding rules, and existing examples of such schemes have been shown to suffer extreme reliability problems (see Mikhaylov et al., 2012 ). Yet scaling ideology is a core activity in political measurement, since no model of political competition can be tested without reliable and valid information on the relative preferences of political actors.
Scaling ideology is not as simple as comparing supervised models. In general, supervised models assume much less about the data generating process than unsupervised scaling models while assuming more about the quantity estimated (see e.g. Jordan, 1995) . Consequently, a successful supervised model confirms that enough information is available in the data to allow the relevant imposed distinctions, whereas a well-validated unsupervised model demonstrates that the assumption of specific additional process structure, here conditional independence, is sufficient to recover it without external imposition. For these models the core question is instead what Grimmer and Stewart (ming) call "semantic validity": whether the quantity being scaled reflects the quantity that the analyst intends to measure.
Similar to the approach used by Grimmer and King (2011) to assess the semantic validity of unsupervised clustering, we apply experimentally elicited human input to validate an unsupervised scaling of relative ideological preferences. By elaborating and reporting on this validation research design in careful detail, we not only agree with Grimmer and Stewart (ming) but also show precisely how such a validation framework can be deployed. Rather than comparing the unsupervised results to those from a supervised model, we compare the unsupervised scaling results directly to elicited human judgments of the texts. Furthermore, we use human perceptions of relative position to validate not only the point estimates from the scaling model, but also use human perceptions of difference to evaluate the estimates of uncertainty from statistical methods for scaling textual data. This second aspect returns directly to the point on which Grimmer and Stewart (ming) and we agree, namely that our oversimplified models of the textual data-generating process are wrong, but provides a concrete assessment of how wrong these are by comparing the consequences for inference.
Our practical example comes from set of speeches made for and against a historic austerity budget debates in the Irish parliament in late 2008. For testing, compare the results of the Poisson scaling model of Slapin and Proksch (2008) to a systematic rating of these same texts by 20 human readers. We have chosen the Poisson scaling model both because its assumptions about the word data-generating process are clearest, because information about policy position is vital to much political science research, and because existing validation methods borrowed from the computer science literatures are not directly applicable, as we discuss further below. In additional scaling latent traits such as policy positions is of central importance to empirical and theoretical political science, since without reliable and valid measurements of these concepts, it is impossible to test models of party competition, representation, or policy outcomes. In addition, the validation design we outline is easily understandable and can be easily replicated and extended to almost any research problem involving quantitative text, subject to sufficient human resources.
A VALIDATION DESIGN FOR TEXTUAL DATA ANALYSIS
Text generates unique quantitative data in that prior to being converted into numbers, text can be interpreted directly through a qualitative process of human reading. After all, this the central purpose of text: to communicate a message to a reader or listener. Judging the message contained in a text, whether written or spoken, is something that humans do every day. This makes textual data fundamentally different from other forms of data, such as test item responses, the coded responses from completed survey questionnaires, or simple continuous quantitive data such as years of schooling, which do not convey a direct message through a careful construction that includes a rich vocabulary, a meaningful sequence, and a grammar and syntax. Other forms of quantitive data are often most meaningfully interpreted when aggregated and summarized, whereas with text as data this process is reversed. When disassembled into quantitative information, typically a term-document matrix of word type frequencies, humans can no longer make sense of textual data as they can in its raw form. Furthermore, few quantitative scales for measuring textual data have a natural metric whose summary interpretation is self-evident. This poses challenges for validating quantitative models of text as data, but also presents unique opportunities.
Our validation framework sets the following expectations: First, valid positional estimates from quantitative scaling, for a given dimension, should match a human reader's placement of these texts with respect to identifying relative differences along this dimension. This dimension, furthermore, should be clear to the reader and self-evident from a reading of the texts. Second, meaningful estimates of uncertainty from a quantitative text scaling model should yield statistical conclusions of similarity or difference that correspond to a human reader's perceptions of difference between pairs of the same set of texts. A model that is "useful" in statistical decision-making will at least roughly correspond to this benchmark human judgment of similarities and differences.
In the natural language processing, human qualitative interpretation has long formed the benchmark for validating automated content analysis methods. "Supervised" methods that assign complete documents to classes on the basis of qualitative human category assignments have long been validated by specificity and sensitivity (equivalently precision and recall Manning et al., 2008) . "Unsupervised" versions of these methods that attempt to simultaneously learn categories and their assignment to documents such as clustering methods, as well as those that attempt to learn categories and to decompose documents into category proportions-known as "topic models"-present greater validation challenges, while still using category-oriented methods (Grimmer and King, 2011; Wallach et al., 2009 ). These cannot be applied directly to the validation of "unsupervised" scaling models, however,because we lack any kind of category labelling to work with, and there typically is no "test" set whose values are known. Moreover, because the latent traits that political scientists typically wish to estimate are often fundamentally unobservable-such as leftright ideology or some positive or negative level of affect-although they are selected to correspond to some set of characteristics or categories that humans have defined as meaningful and interesting. For unsupervised methods, then, human validation is all the more important to establish not only the correctness of the estimates but also the semantic validity of the scales or classes.
HOW TEXT MODELS ARE "WRONG"
Statistical methods for scaling latent traits have received widespread attention in political science in the last decade. Here we focus on the parametric scaling model formulated by Slapin and Proksch (2008) precisely because it contains explicit, strong assumptions. As we will demonstrate through our validation exercise, while there are many linguistic reasons to recognize these drastically simplifying assumptions of this model's word generation process as wrong, the model nonetheless produces sufficiently valid results to be extremely useful as a measurement model of latent political traits.
In the scaling model -a reparameterisation of Goodman's 1979 row-column (RC) association model -the jth word used in the ith document, C i j , is a Poisson process with rate conditional on the document's position θ i :
Word parameters β and ψ, incidental document-level parameters α, and the speaker positions θ are jointly estimated by alternating conditional maximum likelihood. 2 Confidence intervals for θ i can be estimated either asymptotically using from the information matrix of the likelihood conditional on the word parameter estimates, or using a parametric bootstrap as explained by Slapin and Proksch (2008) , or by alternative non-parametric bootstrap methods described below.
This model rests on several strong statistical assumptions to produce valid point estimates and confidence intervals that we investigate these assumptions and consider the consequences for computing estimation uncertainty for θ below.
Unidimensional latent trait
One important assumption of the Poisson scaling model in Eq. 1 is that the set of texts contains word counts generated from a single dimension of relevant variation. The difficulties involved in identifying dimensionality and the consequence of over-and under-estimating dimensionality in exploratory factor analysis and related models are well known and no easier when text is involved. One text-specific issue does arise however: the presence of extra dimensions is confounded with the existence of the kind of topic or frame structure that topic models are designed to extract. For these models, a 'topic' consists roughly of a subset of vocabulary with strongly intercorrelated usage. Scaling models will instead treat such correlations as indications of position and scale them accordingly. This implies that the dimensions of difference identified through scaling may differ from the dimensions of difference intended by the researcher, and this is a possibility for which we must be vigilant.
Conditional independence
The assumption that observed word counts are conditionally independent means that each word is generated independently from others according to a Poisson process with rate specified by the model parameters according to Eq.1. Word count variation from causes other than expressed position is assumed to be noise. When this assumption is false, then information from one observed word provides information about the probability that another word is observed. These residual correlations mean that each new word observed provides less information than if it had been independently generated. Consequently parameter uncertainty, in particular uncertainty about θ , will be underestimated.
There are two related problems with respect to conditional independence: unmodeled lexical associations that cause serial dependence and contemporaneous correlation in the form of a hierarchical document structure.
First, to the extent that text scaling models (at least those that treat only words as data)
do not account for lexical associations, e.g. collocations, compound nouns, and names, these sorts of conditional independence failure are to be expected. In defense of the conditional independence assumption, Laver et al. (2003) point out that some single words do have strong directional associations-the word "tax" and its variants, for instance, is used almost exclusively by more right-leaning parties (who prefer to cut taxes). However, this fails to distinguish all sorts of politically interesting differences among taxes however such as "income taxes", "taxes on banks", "carbon taxes", "inheritance taxes", and "capital gains taxes". Not all words, however, tend to have such stable associations. The word "free", for instance, is used for both "free enterprise" (a right-leaning phrase) as well as "GMO-free"
and "free health care" (left-leaning phrases). From this perspective, it may seem remarkable that text scaling models based purely on the relative frequencies of atomic words-what linguists call the "bag of words" approach-work at all. 
Words as a Poisson process
The assumption that word count rates are conditionally distributed as Poisson implies that the variance of this rate is equivalent to the expected rate-a strong assumption that may not hold in natural language word counts. This may be because variation in θ may be present in manifestos as different ideological wings of a party add their own sections of text, a fact modeled explicitly by Lo et al. (2011) . Unmodeled variation in the rate of word occurrence for fixed θ may also result from linguistic features. Interestingly this may be over-or under-dispersion. For example, in English each sentence contains on average about one instance of the word "the". This regularity is very strong: In the Irish budget debate speeches we examine in more depth later, the rate per 100 words of the word "the" is 7.28 with variance 0.75, about 10 times smaller than even a Poisson model with no covariates would predict. Structural zeroes also frequently encountered feature of term-frequency matrixes, caused when a word has no chance of occurring in some documents, e.g. the term "European Union" prior to the 1980s for instance (when the EU was still called the European Economic Community) or in the party manifestos of Australia where EU policy was simply never a feature of the political discourse. The counterpart of structural absences is when informative words that occur may trigger additional occurrences of the same words. This dependency may be either the result of a real dependency between nearby observations-"true contagion" (or "burstiness" Church and Gale, 1995) -or when there is merely "apparent contagion" due to variation or serial correlation in values of θ (see Cameron and Trivedi, 1998, p. 106 for a review).
To conclude, the problems with conditional independence point to a fundamental observation about applying measurement models to the text scaling task: We have very little idea what the functional form of the relationship between Y and θ is. The best we can do is identify the model assumptions that fail, be realistic (but sanguine) about the limits of our models given these assumption failure, and-if possible-seek ways to correct them.
The dilemma is that we simply have no "true" benchmark to compare the point estimates and confidence intervals from scaling models estimates from natural language texts as data. one based on a human rating of the texts in their original, qualitative forms.
DATA AND METHODS
Parliamentary speech has been analyzed previously with an aim to locating legislators' policy preferences (e.g. Proksch and Slapin, 2010; Monroe and Maeda, 2004) but the dimensions of policy measured in these applications has been less than clear. 4 Such problems point to a need to choose texts where the topic is plausibly limited to a single dimension of difference, and where a lot of external information exists on speaker positions that can be used to assess the validity of the text scaling results. For political texts, this suggests a debate where the format and content of text is limited to a single topic: in our case, a budget debate dominated by a single dimension of willingness to accept the burden of austerity measures.
Texts: Legislative debates over the 2010 Irish budget
The set of texts we use for comparing human to Poisson-scaled estimates comes from the anti-system Sinn Féin party-shows the greatest opposition to the budget, and had allied in an opposition pact to replace the governing coalition in the next election. In all, the budget debates provide a good example of text expressing positions that plausibly reflects a single dimension of relative preference for fiscal austerity versus social protection, and also directly relates to the approval or rejection of specific legislation. *** TABLE 1 ABOUT HERE *** Table 1 lists the 14 texts we analyze, by speaker and political party, along with the numbers of total words (tokens) and unique words (types). The median text had 3,629 total words, although the shortest contained just 919, and 361 unique words (total 1,644). Overall, the corpus contained 49,019 tokens and 4,840 different word types. Our construction of the term-document matrix did not exclude any words, such as "stop words" thought a priori to be politically uninformative or very low-frequency words such as the 67 hapaxes found in the corpus. Nor did we apply a stemmer to the words, although tests showed virtually identical results when applied to the set of stemmed words.
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Working with these fourteen texts, we selected a panel of human raters to read and evaluate the position expressed in each text, an exercise described next.
The qualitative coding exercise
The objective of the statistical scaling model is to estimate the latent positions θ i from a term-document matrix, along a single dimension of difference. The challenges for such a model lie in knowing whether the dimension of difference on which positions are estimated in the scaling model in fact correspond to the dimension expected by the researcher, and whether the estimated positions driven by the relative differences in term frequencies accurately reflect each text's position on this dimension. Related to this is the question of meaningfully measuring our uncertainty about these point estimates: whether statistical estimates of uncertainty reflect human confidence in perceived differences between texts.
Our validation methodology targets both position and uncertainty by asking human readers to assess both, by reading the original texts and answering a series of structured questions about texts and pairs of texts. This takes human judgment beyond the realm of post-hoc face validity, into generating independent judgments against which statistical estimates of textual traits may be compared directly.
Our experiment consisted of printing a collection of the budget debates as an 84-page booklet, prefaced by detailed instructions (with full details and examples available in the supplemental materials to this article). The first speech was clearly identified as the introduction of the budget by Finance Minister Lenihan, abridged to remove from the middle of the speech some of the (tedious and specific) technical details of the budget measures.
Prime Minister Cowen's speech followed, also slightly abridged to reduce the length caused by technical detail in the middle section. The remaining 12 speeches were referred to only by number. The instructions encouraged readers to make notes in or on the margins of each text, or in a box for notes provided at the end of each text. Most readers made moderate to extensive notes, as judged by the booklets returned to us for coding.
Each speech was followed by at least one question asking the reader to compare the speech just read to a previous speech. We did not ask readers to compare all 91 possible pairwise comparisons, but were able to gauge their perception of differences on 25 of these pairs, including all pairs of party leaders, many key intra-party pairs, and several additional pairs. If the reader did perceive one of the two texts in the pairwise comparison to be more pro-budget than the other, then the questionnaire asked the reader to assess his or her confidence in there being a difference, on a scale from 1 ("Not at all confident") to 10 ("Very confident").
At the end of the qualitative exercise, readers were asked to use their notes to place each text on scale of 0 to 100, with zero indicating complete support for ("lack of opposition to") the budget, and 100 indicating complete opposition to the budget. Speeches 1 and 2 from respectively. Slightly less pro-budget were the Greens, a position we would expect given their reluctant identification with the governing Fianna Fail whose economic policies were widely seen to be the cause of the financial crisis necessitating the austerity budget being debated. On the opposition side were Fine Gael and Labour, two would-be governing partners whose speakers' positions overlapped, although the median Labour speaker was more opposed to the budget than the median Fine Gael speaker, in line with expectations.
Since they reject not only the government and its budgets but also the system itself, it is also entirely plausible that Sinn Fein would be the most opposed to the government's austerity budget, a result also affirmed by the human placements.
Because we will lean heavily on the human results, we also checked their internal consistency by comparing explicit positions to pair-wise judgements. Figure 1b shows the result of applying a Bradley Terry model for paired comparisons 7 The Bradley-Terry model provides an alternative scaling method. Using > to mean 'is more pro-budget than' and denoting two speakers to be compared by a and b this model assumes that logit P(a > b) = θ a − θ b , with θ suitably normalised for identification. 8 The results indicate that the human judgments themselves are very consistent across the two types of questions we asked regarding the positions of the speeches, as the placement of people are parties is nearly exactly the same as the direct scaling discussed previously. 
RESULTS: EVALUATING THE UNCERTAINTY ESTIMATES
As we saw from the confidence intervals in the direct comparison presented in Figure 3 , many differences within party suggested by the Poisson scaling results are judged indistinguishable by humans. This suggests either that the statistical scaling model is capable of detecting more nuanced differences than the human readers, or-far more probably-that the standard errors from the statistical estimates are unrealistically small. Having used the human placements as a benchmark to validate the point estimates, we now draw on the aggregate pairwise judgments of difference to validate, or at least to pass some judgment on, the approximate validity of the standard errors produced by the Poisson scaling model. 12 For these differences to be meaningful for text analysis, we focus only on judgments of difference:
a method substantively meaningful confidence intervals for positional estimates should assess differences in positions in a manner that corresponds to human perceptions of difference between two speeches, from a qualitative reading. If humans cannot detect a difference in the position of two texts, then a statistical model that declares them to different is underestimating the true level of uncertainty.
The asymptotic maximum likelihood method we use to quantify uncertainty in the Poisson scaling model relies on three assumptions: that the model is correctly specified, that there is enough data available for the curvature of the log Likelihood to be approximately quadratic, and that the word parameters ψ and β are sufficiently well-estimated that that they can be treated as known. By explicitly conditioning on document lengths we remove the α parameters, which decouples the likelihoods for each position parameter (see Lowe and Benoit, 2011, for further details). If the first assumption is maintained, but we are less confident about the second and third, then we can instead use a bootstrap method (Davison and Hinkley, 1997) . Slapin and Proksch (2008) recommend a parametric bootstrap to maintain the assumption of a correctly specified model.
Both this and the asymptotic method share a key assumption: the model is correctly specified in all respects. Therefore we attempt a less model-dependent method by nonparametric bootstrapping directly from the data itself. This involves extending a method that is now well-established for non-textual data to resampling from the text itself, prior to conversion into the quantitative matrix required for the application of the statistical model.
Here we make a deliberately simple first step, albeit a very significant one, away from the restrictive assumptions of the parametric Poisson scaling model, by resampling texts from their constituent words. More elaborate alternatives are possible and while we have explored them in other work (Lowe and Benoit, 2011) , here we focus only on the simplest of these methods, by bootstrapping texts from their words.
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To assess the judgments of difference from the human ratings, we draw on the pairwise comparison questions following each text, in which a human reader compared the text just read to other texts previously read. In Table 2 , we report the results of pairwise comparisons testing the "null hypothesis" of no difference between the pair of texts indicated in each row. In the "Qualitative/Pairwise" column, we report the results of the aggregated (modal) judgment of the human raters whether there was a detectable difference between the two texts. The "Qualitative/Scaling" column is based on a test of H 0 : θ a = θ b for the pair of While it would hardly be novel or controversial to apply a non-parametric bootstrap to any other form of quantitative data, our use of this technique to avoid over-reliance on unverifiable model assumptions for the Poisson scaling model has, as far as we are aware, not been applied to the quantitative analysis of textual data in this fashion. There is a tradition of using the bootstrap in correspondence analyses involving text, e.g. as discussed
in Greenacre (2007, ch. 25) . but the focus there is on stability rather than estimating sampling variation.
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All the non-parametric bootstrap methods resample from the observed data matrix rather than reconstructing textual data itself, prior to converting this data into quantitative form. Our bootstrapping method thus simulates the stochastic production of text step as in Benoit et al. (2009) : it produces texts that might have been observed, by resampling and reconstructing texts that could have been generated from the same data-generating process, and only then converts these into quantitative data. The advantages of this method are that it can be easily adapted to preserve any essential features of the textual datagenerating process, such as the sequence, grammar, and syntax, simply by redefining the resampling units. Lowe and Benoit (2011) This result offers a valuable lesson for using "wrong" models, since it shows that while positional estimates may be largely correct, an over-reliance on wrong assumptions will lead us to overstate our confidence in these estimates. 1 For a good survey with examples of this problem, see Benoit and Laver (2012) . 2 The model is also straightforward to implement in a Bayesian-MCMC framework using random effects for all parameters, and indeed was fit for two dimensions this way by Monroe and Maeda (2004) .
3 Zhang (2004) argues that tight collocations like the ones above need not compromise inferences about θ in models with strong conditional independence assumptions, although he admits they will still bias uncertainty estimates downwards. 4 In Monroe and Maeda (2004) , for instance, the primary dimension that emerged from a two-dimensional scaling model of US Senate speeches was labelled the "workhorse/show-horse" dimension, for want of a better interpretation. Proksch and Slapin (2010) had to interpret their single estimated dimension from the European Parliament by resorting to correlations with roll-call vote analysis and independent expert surveys.
5 One reason for not excluding common words ("stop words") is that this presumes that we know which words are uninformative. For instance, the pronouns "he" and "she" emerge as highly discriminant words, with Poisson scaling parameter estimates of β = −.54 and β = −1.68 respectively. This is similar to the results of Monroe et al. (2008) who found that uncorrected partisan association measures for female pronouns (of the kind that the Poisson scaling model uses) indicated that they were Democrat words. 6 In order to test for any effect of prior knowledge of Irish politics, coder education, or prior coding experience, we also compared the results according to a variety of coder-specific variables, but found no statistically significant differences in any factors. 
