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CAPELLI IDENTITIES FOR LIE SUPERALGEBRAS
By Maxim NAZAROV
1. Introduction
The Capelli identity [1] is one of the best exploited results of the classical invariant
theory. It provides a set of distinguished generators C1, . . . ,CN for the centre of the
enveloping algebra U(glN ) of the general linear Lie algebra. For any non-negative
integer M consider the natural action of the Lie algebra glN in the vector space
CN⊗CM . Extend it to the action of the algebra U(glN ) in the space of polynomial
functions on CN ⊗ CM . The resulting representation of U(glN ) by differential
operators on CN ⊗ CM with polynomial coefficients is faithful when M > N .
The image of the centre Z(glN ) of the algebra U(glN ) under this representation
coincides with the ring J of glN×glM -invariant differential operators on CN⊗CM
with polynomial coefficients. The latter ring has a distinguished set of generators
I1, . . . ,IL with L = min (M,N) which are called the Cayley operators [2 ]. If xib
with i = 1, . . . ,N and b = 1, . . . ,M are the standard coordinates on CN ⊗ CM
and ∂ib are the corresponding partial derivations, then In equals
(1.1)
∑
g ∈Sn
∑
i1,..., in
∑
b1,..., bn
sgn (g) · xig(1)b1 . . . xig(n)bn ∂i1b1 . . . ∂inbn .
Here sgn (g) stands for the sign of the element g of the symmetric group Sn . The
Capelli identity gives explicit formula for a preimage in Z(glN ) of the operator In .
Let Eij be the standard generators of the enveloping algebra U(glN ) so that in
the above representation
Eij 7→
∑
b
xib ∂jb .
The Cayley operator In is then the image of the element Cn ∈ Z(glN ) equal to
(1.2)
∑
g ∈Sn
∑
i1,..., in
sgn (g) ·
→∏
s
(
Eig(s)is + (s− 1) · δig(s)is
)
where the index s runs through 1, . . . ,n and factors in the ordered product are
arranged from the left to right while s increases. Here δij is the Kronecker delta.
Let χ be the irreducible character of the symmetric group Sn corresponding
to any partition of n into not more than M,N parts. Let us normalize χ so
that χ(1) = 1 . When we replace the character sgn in (1.1) by χ we obtain an
element of distinguished basis in the vector space J ; see [3]. Explicit formula
for a preimage in Z(glN ) of this basic element was given in [4,5]. This result
generalizes classical formula (1.2) and maybe called the higher Capelli identity [4 ].
In the present article we extend this result to the queer Lie superalgebra qN [6 ].
In particular, we obtain an analogue for qN of the classical Capelli identity. Such
an analogue has been so far unknown. See, however [7] and [8] for related results.
2The symmetric group Sn appears in the formulas (1.1) and (1.2) because its
permutational action in the tensor product End(CN )⊗n generates the commutant
of the action of the Lie algebra glN . For the n -th tensor power of the defining
representation of the Lie superalgebra qN the role of Sn is played [9] by the
semidirect product Sn⋉An where An is the Clifford algebra with anticommuting
generators a1, . . . ,an . We will denote this product by Hn and call it the Sergeev
algebra. Note that to obtain the higher Capelli identity one replaces sgn in (1.2) by
a diagonal matrix element relative to the Young orthogonal basis in the irreducible
representation with character χ . In Section 2 we give an analogue of this matrix
element for any irreducible representation of Hn .
The irreducible Hn -modules are parametrized by the partitions λ of n with
pairwise distinct parts. Note that the algebra Hn has a natural Z2 -gradation,
and we use the notion of a Z2 -graded irreducibility. Let ℓλ be the number of
parts in λ . For each λ we construct a certain element Ψλ ∈ Hn such that
under the left regular action of Hn the space Hn · Ψλ splits into a direct sum
of 2[ℓλ/2] copies of the irreducible module corresponding to λ ; see Theorem 3.4
and the subsequent remark. Moreover, Ψλ is invariant with respect to the natural
involutive antiautomorphism of the algebra Hn ; see Lemma 2.3. If λ = (n) then
(1.3) Ψλ =
→∏
16r<n
( →∏
r<s6n
(
1− (rs)
ur − us +
(rs) · ar as
ur + us
))
where us =
√
s(s− 1) while (rs) ∈ Sn is the transposition of r and s . To give
an explicit formula for Ψλ with a general λ we use the fusion procedure [10]; see
Theorem 2.2 here. More detailed exposition of this construction appears in [11].
In Section 3 we introduce our main technical tool – the Jucys-Murphy elements
of the algebra Hn . These are the pairwise commuting elements x1, . . . ,xn defined
by (3.1); see also Lemma 3.2. With respect to the left regular action of Hn the
element Ψλ is a joint eigenvector of x1, . . . ,xn and the corresponding eigenvalues
are easy to describe; see Proposition 3.3. Our proof of the Capelli identity for qN
will be based on Proposition 3.6; cf. [12,13]. Namely, we will use Corollary 3.7.
Section 4 contains the main result of this article. We define actions of the Lie
superalgebras qN and qM in the free supercommutative algebra P with the even
generators xib and odd generators x−i,b where i = 1, . . . ,N and b = 1, . . . ,M ;
see Proposition 4.1. Let PD be the algebra generated by the operators of left
multiplication in P by x±i,b and by the corresponding left derivations ∂±i,b . So
we get a representation γ : U(qN ) → PD for the enveloping algebra of qN . The
image of the centre Z(qN ) ⊂ U(qN ) with respect to γ coincides with the ring I
of qN × qM -invariants in PD . We introduce a distinguished basis in the vector
space I ; see Proposition 4.3. The elements of this basis are parametrized by the
partitions λ of n = 0, 1, 2, . . . with ℓλ 6M,N and are determined by (4.7). Our
main result is the explicit formula (4.6) for a preimage Cλ ∈ Z(qN ) of the basic
element Iλ ∈ I corresponding to λ ; see also (4.5). The equality Iλ = γ (Cλ) with
λ = (n) maybe regarded as an analogue for qN of the classical Capelli identity.
I am very grateful to I. Cherednik for many illuminating conversations. I am
also grateful to I. Penkov for his interest in this work. I am especially indebted to
G.Olshanski. Discussion with him of the results [4] has inspired the present work.
32. Fusion procedure for the Sergeev algebra
We start with recalling several known facts about irreducible modules over the
Sergeev algebra Hn . By definition, Hn is the semidirect product of the symmetric
group Sn and the Clifford algebra An with n generators over the complex field
C . These generators are denoted by a1, . . . ,an and subjected to the relations
a2i = −1 ; ai aj = −aj ai , i 6= j.
The symmetric group Sn acts on the algebra An by permutations of these n
generators. Denote by the superscript ∗ the involutive antiautomorphism of the
algebra Hn defined by the assignments ai 7→ a−1i and g 7→ g−1 for any g ∈ Sn .
For any Z2 -graded algebra A a representation A→ End(CK|K) will be called
irreducible if the even part of its supercommutant equals C . If the supercommutant
coincides with C this representation is called absolutely irreducible. We will equip
the algebra Hn with Z2 -gradation so that deg ai = 1 and deg g = 0 for any
element g ∈ Sn . The irreducible modules over the Z2 -graded algebra Hn are
parametrized by partitions λ of n with pairwise distinct parts. Such a partition
is called strict . The Hn -module Uλ corresponding to λ is absolutely irreducible
if and only if the number ℓλ of non-zero parts in λ is even [9,Lemma 6].
Consider the left regular representation of the algebra Hn . In this section for
any strict partition λ we will construct a certain element Ψλ ∈ Hn such that
the left ideal Hn · Ψλ is a direct sum of 2[ℓλ/2] copies of the irreducible Hn -
module corresponding to λ . Moreover, we will have the equality Ψ∗λ = Ψλ . Our
construction is motivated by the results of [10] and [14]; see [11] for more detail.
Strict partitions are usually depicted as shifted Young diagrams. For instance,
here is the diagram corresponding to the partition λ = (4, 3, 1) :
We will denote by Λ the shifted column tableau of the shape λ . It is obtained
by filling the boxes of λ with the numbers 1, . . . ,n by columns from the left to
the right, downwards in every column. For each i = 1, . . . ,n we put ci = p− q if
the number i appears in the p -th column and q -th row of the tableau Λ . The
difference p− q is then called the content of the box of the diagram λ occupied by
the number i . For example, here on the left we show the shifted column tableau
of the shape λ = (4, 3, 1) :
1 2 4 7 0 1 2 3
3 5 8 0 1 2
6 0
On the right we indicated the contents of the boxes of the shifted Young diagram.
4For any distinct i, j = 1, . . . ,n let (ij) be the transposition in the symmetric
group Sn . Consider the rational function of two complex variables u, v valued in
the algebra Hn
ϕij(u, v) = 1− (ij)
u− v +
(ij) · aiaj
u+ v
.
As a direct calculation shows, this rational function satisfies the equations
(2.1) ϕij(u, v)ϕik(u, w)ϕjk(v, w) = ϕjk(v, w)ϕik(u, w)ϕij(u, v)
for all pairwise distinct i, j, k . Evidently, for all pairwise distinct i, j, k, l we have
(2.2) ϕij(u, v)ϕkl(z, w) = ϕkl(z, w) ϕij(u, v)
We will also make use of the relations for all distinct i, j
ϕij(u, v)ϕji(v, u) = 1− 1
(u− v)2 −
1
(u+ v)2
;(2.3)
ai ϕij(u, v) a
−1
i = ϕij(−u, v) ,(2.4)
aj ϕij(u, v) a
−1
j = ϕij(u,− v) .(2.5)
Note that due to (2.3) the element ϕij(u, v) ∈ Hn is not invertible if and only if
(2.6)
1
(u− v)2 +
1
(u+ v)2
= 1 .
Observe also that in the latter case the element ϕij(u, v)/2 ∈ Hn is an idempotent.
Consider the rational function of u, v, w appearing at either side of (2.1). Denote
by ϕijk(u, v, w) this function. The factor ϕik(u, w) in (2.1) has a pole at u = ±w .
Still we have the following lemma. It will be the basis for constructing Ψλ ∈ Hn .
Lemma 2.1. Restriction of ϕijk(u, v, w) to the set of (u, v, w) such that the pair
(u, v) satisfies the condition (2.6), is continuous at u = ±w .
Proof. Assume that the the condition (2.6) is satisfied. Then due to (2.3) and (2.5)
ϕij(u, v)ϕji(v, u) = 0 , ϕij(u, v) aiϕji(v,−u) = 0 .
Hence the product ϕijk(u, v, w) can be rewritten as
ϕij(u, v)ϕjk(v, w)− ϕij(u, v) (ik)
u− w
(
ϕjk(v, w)− ϕjk(v, u)
)
+
ϕij(u, v)
(ik) ai ak
u+ w
(
ϕjk(v, w)− ϕjk(v,−u)
)
.
Under the condition (2.6) the latter function is continuous at u = ±w 
For any two real non-negative variables s, t let us substitute in the equation (2.6)
u =
√
s(s+ 1) , v =
√
t(t+ 1) .
5Observe that (2.6) will be then satisfied if s− t = ±1 . We will denote for short
ψij(s, t) = ϕij
(√
s(s+ 1),
√
t(t+ 1)
)
,
ψijk(s, t, r) = ϕijk
(√
s(s+ 1),
√
t(t+ 1),
√
r(r + 1)
)
.
Now introduce a real non-negative parameter ti for each i = 1, . . . ,n . Equip
the set of all pairs (i, j) where 1 6 i < j 6 n with the lexicographical ordering.
Introduce the ordered product over this set
(2.7)
→∏
(i,j)
ψij (ci + ti , cj + tj).
Consider this product as a function of the parameters t1, . . . , tn valued in the
algebra Hn . Le us denote by Ψλ(t1, . . . , tn) this function. It may have singularities
when ci+ ti = cj + tj for some i 6= j . Consider the set T of all tuples (t1, . . . , tn)
such that ti = tj whenever the numbers i and j appear in the same row of the
tableau Λ . So T = Rℓλ>0 . The following theorem goes back to [10] and [11].
Theorem 2.2. Restriction of Ψλ(t1, . . . , tn) to T is continuous at t1 = . . . = tn .
Proof. We shall provide an expression for the restriction of the function (2.7) to
T which is manifestly continuous at t1 = . . . = tn . Let us reorder the pairs (i, j)
in the product (2.7) as follows. This reordering will not affect the value of the
product due to the relations (2.1) and (2.2). Let C be the sequence of numbers
obtained by reading the tableau Λ in the usual way, that is by rows from the top to
the bottom, eastwards in every row. For each j = 1, . . . ,n denote by Aj and Bj
the subsequences of C consisting of all numbers i < j which appear respectively
before and after j in that sequence. Now set (i, j) ≺ (k, l) if one of the following
conditions is satisfied:
- the number i appears in Aj while k appears in Bl ;
- the numbers i and k appear respectively in Aj and Al where j < l ;
- the numbers i and k appear respectively in Bj and Bl where j > l ;
- we have the equality j = l and i appears before k in Aj or Bj .
From now on we assume that the factors in (2.7) corresponding to the pairs (i, j)
are arranged with respect to this new ordering. The factor ψ i j (ci+ ti , cj+ tj) has
a singularity at ti = tj if and only if i and j stand on the same diagonal of the
tableau Λ . We will then call the pair (i, j) singular. Observe that the number i
occurs in the subsequence Bj exactly when i stands to the left and below of j in
the tableau Λ . In this case cj − ci > 1 and the pair (i, j) cannot be singular.
Let a singular pair (i, j) be fixed. Suppose that the number i appears in the
p -th column and the q -th row of the tableau Λ . In our new ordering the next pair
after (i, j) is (h, j) where the number h appears in the (p+1) -th column and the
q -th row of Λ . In particular, we have ci = cj = ch − 1 . Moreover, (i, h) ≺ (i, j) .
Due to the relations (2.1) ,(2.2) the product
→∏
(k,l)≺(i,j)
ψkl (ck + tk , cl + tl)
6is divisible on the right by ψih (ci + ti , ch + th) . Note that each value of the
restriction of ψih (ci + ti , ch + th)/2 to ti = th is an idempotent in Hn .
Now for each singular pair (i, j) let us replace the two adjacent factors in (2.7)
ψij (ci + ti , cj + tj)ψhj (ch + th , cj + tj)
by
ψih (ci + ti , ch + th)ψij (ci + ti , cj + tj)ψhj (ch + th , cj + tj)/2 =
ψihj (ci + ti , ch + th , ch + th)/2 .(2.8)
This replacement does not affect the value of restriction to T of the function (2.7).
But the restriction to ti = th of (2.8) is continuous at ti = tj by Lemma 2.1 
The process of continuation of the function Ψλ(t1, . . . , tn) along the set T is called
the fusion procedure. In the proof of Theorem 2.2 we established the decomposition
Ψλ(t1, . . . , tn) = Υλ(t1, . . . , tn) ·Θλ(t1, . . . ,tn)
where Υλ(t1, . . . , tn) and Θλ(t1, . . . ,tn) are products of the factors in (2.7) which
correspond to the pairs (i, j) with i appearing in Aj and Bj respectively. The
function Θλ(t1, . . . ,tn) is continuous at t1 = . . . = tn . Moreover, any value of this
function at t1 = . . . = tn is invertible. Let us denote by Θλ the value Θλ(0, . . . ,0) .
Restriction to T of the function Υλ(t1, . . . , tn) is continuous at t1 = . . . = tn as
well as the restriction of the function Ψλ(t1, . . . , tn) . Denote respectively by Υλ
and Ψλ the values of these restrictions at t1 = . . . = tn = 0 . Then Ψλ = ΥλΘλ .
Let α be the linear map Hn → An identical on An such that α(ga) = 0 for g 6= 1
in Sn and any element a ∈ An .
Lemma 2.3. We have Ψ∗λ = Ψλ and α(Ψλ) = 1 .
Proof. By the definition of the antiautomorphism ∗ we have ϕij(u, v)∗ = ϕij(u, v)
for any distinct indices i and j . Therefore due to the relations (2.1) and (2.2) the
product (2.7) is invariant with respect to this antiautomorphism. So is the value
Ψλ of its restriction to T . Further, we have the equality α
(
Ψλ(t1, . . . , tn)
)
= 1 by
the definition (2.7). Hence α(Ψλ) = 1 
Throughout this article we will denote zi =
√
ci(ci + 1) for i = 1, . . . ,n .
Proposition 2.4. Let the numbers k < l stand next to each other in one row of
the tableau Λ . Then the element Υλ ∈ Hn is divisible on the right by ϕkl(zk, zl) .
Proof. Due to the relations (2.1) and (2.2) the restriction of Υλ(t1, . . . ,tn) to T
is divisible on the right by ψkl (ck + tk , cl + tl) . Here tk = tl and the element
ψkl (ck + tk , cl + tl)/2 ∈ Hn is an idempotent. Restriction of Υλ(t1, . . . , tn) to T
is continuous at t1 = . . . = tn = 0 . So Υλ is divisible on right by ψkl(ck, cl)/2 
Corollary 2.5. Let the numbers k < l stand next to each other in the first row of
the tableau Λ . Then the element Ψλ ∈ Hn is divisible on the right by
(2.9) ϕkl (zk , zl) ·
→∏
k<m<l
ϕml (zm , zl).
7The element Ψλ is then also divisible on the left by
(2.10)
←∏
k<m<l
ϕml (zm , zl) · ϕkl (zk , zl).
Proof. By Proposition 2.4 the element Υλ is divisible on the right by ψkl (ck , cl).
But due to the relations (2.1) and (2.2) the product ψkl (ck , cl) ·Θλ is divisible on
the right by (2.9). Since Ψλ = ΥλΘλ we obtain the first statement of Corollary 2.5.
Note that the image of (2.9) with respect to the antiautomorphism ∗ is (2.10). Since
by Lemma 2.3 the element Ψλ is invariant with respect to this antiautomorphism
we get the second statement of Corollary 2.5 
Consider again the rational function ϕijk(u, v, w) appearing at either side of (2.1).
The values at u = w of its restriction to (u, v) subjected to (2.6) need not be
divisible on the right by ϕjk(v, u) = ϕjk(v, w) . Yet we have the following lemma.
Lemma 2.6. Restriction of the function ϕijk(u, v, w)ϕkj(w, v) to those (u, v)
which satisfy (2.6), takes at u = w the value
(ik)ϕkj(w, v) ·
(
2
(v + w)3
− 2
(v − w)3
)
.
Proof. It consists of a direct calculation. Namely, by our definition
ϕijk(u, v, w)ϕkj(w, v) = ϕij(u, v)ϕik(u, w) · ϕjk(v, w)ϕkj(w, v).
Under the condition (2.6) we have by (2.3) the equality
(2.11) ϕjk(v, w)ϕkj(w, v) =
1
(u−v)2 +
1
(u+v)2
− 1
(v−w)2 −
1
(v+w)2
.
Dividing the right hand side of (2.11) by u2 − w2 and then setting u = w we get
− 1
w
·
(
1
(v + w)3
− 1
(v − w)3
)
.
On the other hand, by setting u = w in the product
ϕij(u, v)ϕik(u, w) · (u2 − w2) =
ϕij(u, v) ·
(
(u2 − w2)− (ik) (u+ w) + (ik) aiak (u− w)
)
we obtain
− 2w · ϕij(u, v) (ik) = − 2w · (ik)ϕkj(w, v) 
Corollary 2.7. Restriction of the function ϕijk(u, v, w)ϕkj(w, v) to those (u, v)
which satisfy (2.6), vanishes at u = w = 0 .
The next proposition makes the central part of the present section; cf. [15].
8Proposition 2.8. Let the numbers k and k + 1 stand in the same column of the
tableau Λ . Then the element Υλ ∈ Hn is divisible on the left by ϕk,k+1(zk, zk+1) .
Proof. Observe first that Proposition 2.8 follows from its particular case k+1 = n .
Indeed, let ν be the shape of the tableau obtained from Λ by removing each of
the numbers k + 2, . . . ,n . Then
Υλ(t1, . . . ,tn) = Υν(t1, . . . ,tk+1) ·
→∏
(i,j)
ψij (ci + ti , cj + tj)
where j = k + 2, . . . ,n and i runs through the sequence Aj . Consider the value
Υν at t1 = . . . = tk+1 = 0 of the restriction of Υν(t1, . . . ,tk+1) to T . According
to our proof of Theorem 2.2 then Υλ = ΥνΥ for a certain element Υ ∈ Hn .
From now on we will assume that k+1 = n . Since the element Θλ is invertible, it
suffices to prove that ΥλΘλ = Ψλ is divisible by ψn−1,n(cn−1, cn) on the left. But
Ψ∗λ = Ψλ by Lemma 2.3. So we will prove that Ψλ is divisible by ψn−1,n(cn−1, cn)
on the right. Since ψn−1,n(cn−1, cn) + ψn,n−1 (cn , cn−1) = 2 , this is to prove
(2.12) Ψλ · ψn,n−1 (cn , cn−1) = 0.
Suppose that the number n appears in the p -th column and the q -th row of
the tableau Λ . Then by our assumption the number n − 1 appears in the same
column and (q− 1) -th row of Λ . Let i1 < . . . < ir be all the numbers in the q -th
row. So we have ir = n . Then due to the relations (2.1) and (2.2) we have for a
certain element Θ ∈ Hn the equality
Θλ · ψn,n−1 (cn , cn−1) =
→∏
s<r
ψ is,n−1 (cis , cn−1) · ψn,n−1 (cn , cn−1) ·Θ.
Therefore to get (2.12) we have to prove that
(2.13) Υλ ·
→∏
s<r
ψ is,n−1 (cis , cn−1) · ψn,n−1 (cn , cn−1) = 0.
We will now prove (2.13) by induction on r . Suppose that r = 1 . Let m be
the number appearing in the (p − 1) -th column and (q − 1) -th row of Λ . Then
according to our proof of Theorem 2.2 the function Υλ(t1, . . . , tn) has the form
Υ(t1, . . . , tn) · ψmn(cm + tm, cn + tn)ψn−1,n(cn−1 + tn−1, cn + tn)
where the restriction of Υ(t1, . . . , tn) to T is continuous at t1 = . . . = tn = 0 .
Moreover, this restriction is divisible on the right by ψm,n−1(cm+ tm, cn−1+ tn−1)
where tm = tn−1 . Since cm = cn = 0 and cn−1 = 1 , restriction to tm = tn−1 of
ψm,n−1,n(cm + tm, cn−1 + tn−1, cn + tn) · ψn,n−1 (cn + tn , cn−1 + tn−1)
vanishes at tm = tn = 0 by Corollary 2.7. This proves (2.13) for r = 1 .
Now suppose that r > 1 . We have to prove that the restriction to T of
(2.14) Υλ(t1, . . . ,tn) ·
→∏
s6r
ψ is,n−1 (cis + tis , cn−1 + tn−1)
9vanishes at t1 = . . . = tn = 0 . Now denote ir−1 = m . The number m−1 appears
in the (p−1) -th column and the (q−1) -th row of Λ . So we have cm−1 = cn . Let
µ be the shape of the tableau obtained from Λ by removing each of the numbers
m+ 1, . . . ,n . Then the function Υλ(t1, . . . ,tn) has the form
Υµ(t1, . . . ,tm) ·Ψ(t1, . . . ,tn−1) · ψm−1,n−1 (cm−1 + tm−1 , cn−1 + tn−1)×
Φ(z1, . . . ,zn) · ψm−1,n (cm−1 + tm−1 , cn + tn)ψn−1,n (cn−1 + tn−1 , cn + tn)×
→∏
s<r
ψ isn (cis + tis , cn + tn).
Here we have denoted by Ψ(t1, . . . ,tn−1) the product
(2.15)
→∏
(i,j)
ψij (ci + ti , cj + tj) ; j = m+ 1, . . . ,n− 1
where i runs through Aj but (i, j) 6= (m− 1 , n− 1) . Further, we have denoted
(2.16) Φ(t1, . . . ,tn) =
→∏
(i,n)
ψin (ci + ti , cn + tn)
where i runs through the sequence An but i 6= m−1 , n−1 , . . . ,m . In particular,
any factor in the product (2.16) commutes with
ψm−1,n−1 (cm−1 + tm−1 , cn−1 + tn−1)
due to (2.2). Therefore the product (2.14) takes the form
Υµ(t1, . . . ,tm) ·Ψ(t1, . . . ,tn−1) · Φ(t1, . . . ,tn)×(2.17)
ψm−1,n−1 ,n (cm−1 + tm−1 , cn−1 + tn−1, cn + tn)×
→∏
s<r
ψ isn (cis + tis , cn + tn) ·
→∏
s<r
ψ is,n−1 (cis + tis , cn−1 + tn−1)×
ψn,n−1 (cn + tn , cn−1 + tn−1) =
Υµ(t1, . . . ,tm) ·Ψ(t1, . . . ,tn−1) · Φ(t1, . . . ,tn)×
ψm−1,n−1 ,n (cm−1 + tm−1 , cn−1 + tn−1, cn + tn) ψn,n−1 (cn + tn , cn−1 + tn−1)
→∏
s<r
ψ is,n−1 (cis + tis , cn−1 + tn−1) ·
→∏
s<r
ψ isn (cis + tis , cn + tn) .
To get the latter equality we used the relations (2.1) and (2.2). Restriction to T of
the product of factors in the first line of (2.17) is continuous at t1 = . . . = tn = 0
according to our proof of Theorem 2.2. Each of the factors in the last line is also
continuous at t1 = . . . = tn = 0 . Therefore by Lemma 2.6 the restriction of (2.17)
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to T has at t1 = . . . = tn = 0 the same value as restriction to T of the product
Υµ(t1, . . . ,tm) ·Ψ(t1, . . . ,tn−1) · Φ(t1, . . . ,tn)×(2.18)
(m− 1, n) · ϕn,n−1 (cn + tn , cn−1 + tn−1) · f ×
→∏
s<r
ϕ is,n−1 (cis + tis , cn−1 + tn−1) ·
→∏
s<r
ϕ is,n (cis + tis , cn + tn) =
Υµ(t1, . . . ,tm) ·Ψ(t1, . . . ,tn−1) · Φ(t1, . . . ,tn)×
→∏
s<r
ψ is,m−1 (cis + tis , cn + tn) ·
→∏
s<r
ψ is,n−1 (cis + tis , cn−1 + tn−1)×
(m− 1, n) · ψn,n−1 (cn + tn , cn−1 + tn−1) · f
for a certain number f ∈ R . Here each of the factors ψ is,m−1 (cis + tis , cn + tn)
commutes with Φ(t1, . . . ,tn) by the relations (2.2). In each of these factors we can
replace cn + tn by cm−1 + tm−1 without affecting the value at t1 = . . . = tn = 0
of the restriction to T of (2.18). Denote
Γ(t1, . . . ,tm) =
→∏
s<r
ψ is,m−1 (cis + tis , cm−1 + tm−1).
According to our proof of Theorem 2.2 it now suffices to demonstrate vanishing at
t1 = . . . = tn−1 of the restriction to T of the product
(2.19) Υµ(t1, . . . , tm) ·Ψ(t1, . . . , tn−1) · Γ(t1, . . . , tm) .
Consider the product (2.15). Here the factors corresponding to the pairs (i, j)
are arranged with respect to ordering chosen in the proof of Theorem 2.2. Let us
now reorder the pairs (i, j) in (2.15) as follows. For each number j > m appearing
in the (p− 1) -th column of Λ change the sequence
(m− 1, j) , (i1, j), . . . ,(ir−1, j)
to
(i1, j), . . . ,(ir−1, j) , (m− 1, j) .
Denote by Ψ ′(t1, . . . ,tn−1) the resulting ordered product. Then by (2.1) and (2.2)
(2.20) Ψ(t1, . . . , tn−1) · Γ(t1, . . . ,tm) = Γ(t1, . . . , tm) ·Ψ ′(t1, . . . ,tn−1).
Now let (i, j) be any singular pair in (2.15). Let (h, j) be the pair following
(i, j) in the ordering from our proof of Theorem 2.2. Then (h, j) follows (i, j) in
our new ordering as well. Furthermore, by the relations (2.1) and (2.2) the product
(2.21) Υµ(t1, . . . ,tm) · Γ(t1, . . . , tm)
is divisible on the right by ψih(ci + ti, ch + th) . Therefore
Υµ(t1, . . . , tm) · Γ(t1, . . . , tm) ·Ψ ′(t1, . . . ,tn−1) =(2.22)
Υµ(t1, . . . , tm) · Γ(t1, . . . , tm) ·Ψ ′′(t1, . . . ,tn−1)
where restriction of Ψ ′′(t1, . . . , tn−1) to T is continuous at t1 = . . . = tn−1 = 0 .
But by the inductive assumption the restriction of the product (2.21) to T vanishes
at t1 = . . . = tm = 0 . Thus due to (2.20) and (2.22) the restriction of (2.19) to T
vanishes at t1 = . . . = tn−1 = 0 as well 
We have shown that the element Ψλ = ΥλΘλ of Hn is non-zero and ∗ -invariant.
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Corollary 2.9. Let the numbers k and k + 1 stand in the same column of the
tableau Λ . Then the element Ψλ∈ Hn is divisible on both sides by ϕk,k+1(zk, zk+1) .
The proof of the next lemma is similar to that of Lemma 2.1 and will be omitted.
Lemma 2.10. Restriction of ϕijk(u, v, w) to the set of (u, v, w) such that
1
(v − w)2 +
1
(v + w)2
= 1 .
is continuous at u = ±w .
We will conclude this section with two brief remarks. First of all, notice that the
proofs of Lemma 2.1 and Theorem 2.2 yield explicit formulas for both elements
Ψλ,Υλ ∈ Hn . The element Υλ ∈ Hn should be regarded as an analogue of the
classical Young symmetrizer [16] in the group ring C ·Sn ; see [11] for more detail.
3. Jucys-Murphy elements of the Sergeev algebra
For each k = 1, 2, . . . we can regard the algebra Hk as a subalgebra in Hk+1 .
Here the symmetric group Sk ⊂ Sk+1 acts on 1, . . . ,k + 1 preserving the number
k + 1 . So we get a chain of subalgebras
H1 ⊂ H2 ⊂ . . . ⊂ Hn ⊂ Hn+1 ⊂ . . . .
For each k = 1, 2, . . . introduce the element of the algebra Hk
(3.1) xk =
∑
16i<k
(i k) + (i k) aiak .
In particular, x1 = 0 . The following proposition will be used in the next section.
Proposition 3.1. We have equality of rational functions of u valued in Hn+1
(3.2)
→∏
16i6n
ϕn+1,i (u, zi) ·Ψλ =
(
1− xn+1
u
)
·Ψλ .
Proof. Denote by X(u) the rational function at the left hand side of (3.2). The
value of this function at u =∞ is Ψλ . Moreover, the residue of X(u) at u = 0 is
−xn+1Ψλ . It remains to prove that X(u) has a pole only at u = 0 and this pole
is simple. Let an index i ∈ {2, . . . ,n} be fixed. The factor ϕn+1,i (u, zi) in (3.2)
has a pole at u = ±zi . We shall prove that when estimating from above the order
of the pole at u = ±zi of X(u), that factor does not count.
Suppose that the number i does not appear in the first row of the tableau Λ .
Then the number i−1 appears in Λ straight above i . In particular, ci−1 = ci+1 .
By Corollary 2.8 the element Ψλ is divisible on the left by
ψi−1,i(ci−1 , ci) = ϕi−1,i(zi−1 , zi).
But the product
ϕn+1,i−1(u, zi−1) ϕn+1,i(u, zi) ϕi−1,i(zi−1 , zi) = ϕn+1,i−1,i (u, zi−1, zi)
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is regular at u = ci due to Lemma 2.10.
Now suppose that the number i appears in the first row of Λ . Let k be the
number k adjacent to i on the left in the first row of Λ . Then ck = ci − 1 . By
Corollary 2.5 the element Ψλ is divisible on the left by
(3.3)
←∏
k<j<i
ϕji (zj , zi) · ϕki (zk , zi).
Consider the product of factors in (3.2)
(3.4) ϕn+1,k (u, zk) ·
→∏
k<j<i
ϕn+1,j (u, zj) · ϕn+1,i (u, zi).
Multiplying the product (3.4) on the right by (3.3) and using (2.1),(2.2) we get
←∏
k<j<i
ϕji (zj , zi) · ϕn+1,k,i (u, zk , zi) ·
→∏
k<j<i
ϕ1,j+1 (u, cj).
The latter product is regular at u = zi by Lemma 2.10. The proof is complete 
The elements x1, . . . ,xn of the algebra Hn will play an important role in this
article. They will be called the Jucys-Murphy elements of the algebra Hn ; cf. [17].
Lemma 3.2. a) The elements x1, . . . ,xn of the algebra Hn pairwise commute. b)
For any r = 1, 2, . . . the element x2r1 + . . .+ x
2r
n belongs to the centre of Hn .
Proof. The first statement of this lemma can be verified by direct calculation. One
can also check directly the relations in the algebra Hn
ak xk = −xk ak; ak xl = xl ak , k 6= l ;(3.5)
(k, k + 1) xk+1 − xk (k, k + 1) = 1 + akak+1 ;(3.6)
xk+1 (k, k + 1)− (k, k + 1) xk = 1− akak+1 .(3.7)
By making use of (3.6) and (3.7) one can verify
(3.8)
[
(k, k + 1) , xk xk+1
]
= 0 ,
[
(k, k + 1) , x2k + x
2
k+1
]
= 0
where the square brackets stand for the commutator. By the definition (3.1) the
transposition (k, k + 1) ∈ Sn also commutes with xl if l 6= k, k + 1 . So the
commutation relations (3.5),(3.8) imply the second statement of Lemma 3.2 
According to the following theorem, the element Ψλ ∈ Hn is a joint eigenvector of
x1, . . . ,xn with respect to the left regular action of the algebra Hn .
Proposition 3.3. For each k = 1, . . . ,n we have xk ·Ψλ = zi ·Ψλ .
Proof. Note that x1 = 0 and z1 = 0 by definition. So we will assume that k 6= 1 .
For any k = 2, . . . ,n an argument similar to that already used in the proof of
Proposition 3.1 shows the equality of rational functions of u valued in Hn
(3.9) u ·
→∏
16i<k
ϕki(u, zi) ·Ψλ = (u− xk) ·Ψλ .
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Denote by Φk(u) the rational function appearing at the left hand side of (3.9). We
shall prove that Φk(zk) = 0 .
Consider any factor ϕki(u, zi) at the left hand side of (3.9) with zi = zk . Then
this factor has a pole at u = zk . However, according to the proof of Proposition
3.1 this factor does not count when estimating from above the order of the pole at
u = zk of Φk(u), provided i 6= 1 . But u · ϕk1(u, z1) has no pole at u = 0 .
Suppose the number k does not appear in the first row of the tableau Λ . Then
the number k − 1 appears in Λ straight above k . So ck−1 = ck + 1 . Consider
the factor ϕk,k−1(u, zk−1) in (3.9). By Corollary 2.8 the element Ψλ is divisible
on the left by
ψk−1,k(ck−1 , ck) = ϕk−1,k(zk−1 , zk).
But the product
ϕk,k−1(u, zk−1) · ϕk−1,k(zk−1 , zk)
vanishes at u = zk due to (2.3). So the function Φk(u) vanishes at u = zk as well.
Now suppose that the number k appears in the first row of Λ . Note that k 6= 1
by our assumption. Let i be the number adjacent to k on the left in the first row
of Λ . Then ci = ck − 1 . Consider the product of the factors in (3.9)
(3.10) ϕki (u, zi) ·
→∏
i<j<k
ϕkj (u, zj)
None of them has a pole at u = zk . By Corollary 2.5 the element Ψλ is divisible
on the left by
←∏
i<j<k
ϕjk (zj , zk) · ϕ ik (zi , zk).
Due to (2.3) when we multiply the latter product on the left by (3.10) and set
u = zk we get ∏
i6j<k
(
1− 1
(zj − zk)2 −
1
(zj + zk)2
)
which is equal to zero because the factor corresponding to j = i vanishes 
Let µ run through the set Dλ of all strict partitions of n−1 which can be obtained
by decreasing one of the parts of λ . Put mλµ = 1 if the number ℓµ is odd while
ℓλ is even; otherwise put mλµ = 2 . Restriction of the Hn -module Uλ to Hn−1
splits into a direct sum of the modules Uµ where each Uµ appears mλµ times;
see [9,Lemma 6]. This branching property determines the irreducible module Uλ
over Z2 -graded algebra Hn uniquely. We set H0 = C .
Theorem 3.4. Under the left regular action of Hn the space Hn ·Ψλ splits into
a direct sum of copies of the irreducible module Uλ .
Proof. Let us prove by induction on n the following statement: for any r = 1, 2, . . .
the central element x2r1 + . . .+ x
2r
n ∈ Hn acts as
(3.11) z 2r1 + . . .+ z
2r
n = c
r
1 (c1 + 1)
r + . . .+ c rn(cn + 1)
r
in the irreducible module Uλ . Due to Proposition 3.3 the latter statement implies
Theorem 3.4. Indeed, the collection of the eigenvalues (3.11) determines the shifted
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Young diagram λ uniquely. Therefore if an irreducible Hn -module U contains an
eigenvector of x21, . . . ,x
2
n with the respective eigenvalues z
2
1 , . . . ,z
2
n then U = Uλ .
If n = 1 then x1 = 0 and c1 = 0 so the statement to prove is trivial.
Now assume that n > 1 . Suppose there exist two distinct diagrams µ, ν ∈ Dλ .
Each of them can be obtained by adding a box to the same shifted diagram. Let c
and d be the contents of these two boxes. Consider the irreducible components Uµ
and Uν in the restriction of Uλ to Hn−1 . The element xn ∈ Hn commutes with
the subalgebra Hn−1 and acts in Uµ ,Uν by certain numbers z, w ∈ C respectively.
By comparing the actions of the central elements x2r1 +. . .+x
2r
n ∈ Hn in Uµ ,Uν and
by applying the inductive assumption to these Hn−1 -modules we get the equality
c r(c+ 1)r + z2r = d r(d+ 1)r + w2r .
These equalities for r = 1, 2 imply that z2 = d(d+ 1) and w2 = c(c+ 1) . So we
obtain the required statement.
Assume that Dλ = {µ} . Take a joint eigenvector ξ ∈ Uλ of xn, xn−1 ∈ Hn .
Let u, v ∈ C be the respective eigenvalues. Observe that u 6= ± v . If u =
v then by applying (3.6),(3.7) with k = n − 1 to the vector ξ we obtain that
(xn − xn−1) · (k, k + 1) ξ = 2 ξ while (xn − xn−1) · ξ = 0 . This contradicts the
property (xn − xn−1)∗ = xn − xn−1 . Thus u 6= v . Similarly, by taking the vector
an−1 · ξ instead of ξ we prove that u 6= − v . Now consider the element
hn = (n− 1, n) · (x2n−1 − x2n) + (xn−1 + xn)− an−1 an (xn−1 − xn) ∈ Hn .
One can derive that xn hn = hn xn−1 from (3.7). So xn · hn ξ = v · hn ξ . But
xn cn = −cn xn while dλµ 6 2 . So any eigenvalue of xn in Uλ is either u or −u .
Hence hn · ξ = 0 , that is
(3.12) (n− 1, n) · ξ =
( 1
u− v +
an−1 an
u+ v
)
· ξ .
In particular, the pair (u, v) satisfies the condition (2.6) since (n− 1, n)2 · ξ = ξ .
Let us now take any Hn−1 -irreducible component Uµ ⊂ Uλ . We can choose
ξ ∈ Uµ . We will show that u2 = z2n . Then we will get the required statement by
the inductive assumption. If λ = (2) then v = 0 , so u2 = 2 = z22 by (2.6). We will
assume that n > 2 . Let us choose ξ ∈ Uµ so that xi ·ξ = zi ·ξ for i = n−1, n−2 .
Here we use Proposition 3.3 and the inductive assumption. So we have v = zn−1 .
We will also write w = zn−2 . Consider the following five cases.
i) Suppose that ℓλ = 2 while both parts of λ are greater than 1. Then the number
n− 1 stands straight above n in Λ while n− 2 stands next to the left of n . Now
xn−1 · hn−1 ξ = hn−1 xn−2 · ξ = w · hn−1 ξ ,
hn−1 ξ = (w
2 − v2)
(
(n− 2, n− 1)− 1
v − w −
an−2 an−1
v + w
)
· ξ 6= 0.
So the pair (u, w) satisfies the condition (2.6) as well the pair (u, v) . Note that
here w2 = (cn− 1) cn and v2 = (cn+1)(cn+2) . Therefore u2 = cn (cn+1) = z2n .
In the remaining four cases the number n − 1 will stand next to n − 2 in the
tableau Λ . Due to Corollaries 2.5 and 2.9 we can now assume that
(3.13) (n− 2, n− 1) · ξ =
( 1
v − w +
an−2 an−1
v + w
)
· ξ .
15
ii) Suppose that ℓλ > 2 . Then the numbers n−1, n−2 stand straight above n in
the tableau Λ . So v2 = (cn+1)(cn+2) and w
2 = (cn+2)(cn+3) . In particular,
here we have w 6= 0 . The condition (2.6) implies that either u2 = cn (cn + 1) or
u2 = (cn + 2)(cn + 3) = w
2 . But if u = ±w then by substituting (3.12),(3.13) in
(n− 1, n) (n− 2, n− 1) (n− 1, n) · ξ = (n− 2, n− 1) (n− 1, n) (n− 2, n− 1) · ξ
we obtain that w = 0 . This contradiction demonstrates that u2 = cn (cn+1) = z
2
n .
iii) If λ = (2,1) then mλµ = 1 , so u = −u . Thus u2 = 0 = z23 . Note that here
(3.14) (12) · ξ = 1√
2
(a1a2 + 1) · ξ , (23) · ξ = 1√
2
(a2 a3 − 1) · ξ .
iv) Suppose that ℓλ = 1 and n > 3 . Then n − 1, n− 2 stand straight to the left
of n in the tableau Λ . So v2 = (cn − 1) cn and w2 = (cn − 2)(cn − 1) . Now
(2.6) implies that either u2 = cn (cn + 1) or u
2 = (cn − 2)(cn − 1) = w2 . But
w 6= 0 . As in (ii) one proves that only the case u2 = cn (cn + 1) = z2n is possible.
v) Finally, suppose that λ = (3) . Here v2 = 2 and (2.6) implies that either u2 = 6
or u2 = 0 . But in the latter case the transpositions (12),(23) ∈ H3 would act in
the irreducible module U(3) by the same formulas (3.14) as in the module U(2,1) .
Since the H3 -modules U(3) and U(2,1) are non-equivalent, we get u
2 = 6 = z23 
More detailed analysis shows that the left ideal Hn · Ψλ splits into a direct sum
of 2[ℓλ/2] copies of the irreducible module Uλ [11,Theorem 8.3]. However, we will
not use the latter fact in the present article. We will need the following corollary
to Theorem 3.4. Let h run through the set of basic elements of Hn
(3.15) g al11 . . . a
ln
n ; g ∈ Sn , l1, . . . , ln = 0, 1.
We denote by χλ(h) the trace of the element h ∈ Hn in the module Uλ normalized
so that χλ(1) = 1 . Consider the corresponding central element of Hn
(3.16) Xλ =
∑
h
χλ(h) · h−1 .
Corollary 3.5. We have the equality
Xλ · 2n n ! =
∑
h
h Ψλ h
−1 .
Now fix any non-negative integer m and consider Hn as a subalgebra in Hn+m .
We will write ˜ = j + n for every j = 1, . . . ,m . For each k = 1, . . . ,n denote
(3.17) yk =
∑
16j6m
( k ˜ )− ( k ˜ ) ak a˜ .
The next auxiliary statement easily follows from Proposition 3.3; cf. [13].
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Proposition 3.6. The product Ψλ · (y1− z1) . . . (yn− zn) ∈ Hn+m equals the sum
(3.18)
∑
j1...jn
( 1 ˜1 ) . . . (n ˜n ) · (1− a1a˜1) . . . (1− ana˜n)
where all the indices j1, . . . , jn ∈ {1, . . . ,m} are pairwise distinct.
Proof. We will use the induction on n . Note that z1 = 0 so for n = 1 we get the
required statement by the definition (3.17). Let us now suppose that n > 1 . Then
by the inductive assumption and by the definition (3.17) we have the equality
Ψλ · (y1 − z1) . . . (yn − zn) =(3.19)
Ψλ ·
∑
j1...jn−1
( 1 ˜1 ) . . . (n− 1, ˜n−1 )
(
1− a1a˜1
)
. . .
(
1− an−1a˜n−1
)×
×
∑
j
(n ˜ )
(
1− an a˜
) −
Ψλ ·
∑
j1...jn−1
zn ( 1 ˜1 ) . . . (n− 1, ˜n−1 )
(
1− a1a˜1
)
. . .
(
1− an−1a˜n−1
)
where j1, . . . , jn−1, j ∈ {1, . . . ,m} and the indices j1, . . . , jn−1 are pairwaise dis-
tinct. Due to Lemma 2.3 and Proposition 3.3 by the definition (3.1) the sum in the
last line of this equality can be replaced by the sum
∑
i
∑
j1...jn−1
(n i)
(
1− anai
)· ( 1 ˜1 ) . . . (n− 1, ˜n−1 ) (1− a1a˜1) . . . (1− an−1a˜n−1)
where the index i runs through 1, . . . ,n− 1 . The latter sum can be rewritten as
∑
j1...jn−1
∑
j
( 1 ˜1 ) . . . (n−1, ˜n−1 ) · (n ˜ )
(
1−ana˜
) ·(1−a1a˜1) . . . (1−an−1a˜n−1)
where j runs through j1, . . . ,jn−1 . Now Proposition 3.6 follows from (3.19) 
Let µ be any strict partition of m . We will identify the partitions λ and µ with
their shifted Young diagrams. Take the embedding of the algebra Hm into Hn+m
such that the symmetric group Sm ⊂ Sn+m acts by permutations of the numbers
n+ 1, . . . ,n+m . Denote by Ψµ˜ the image of the element Ψµ ∈ Hm with respect
to this embedding.
Corollary 3.7. We have the equality Ψλ · (y1 − z1) . . . (yn − zn) · Ψµ˜ = 0 if the
diagram λ is not contained in µ .
Proof. If m < n there is no summand in (3.18) and Ψλ · (y1−z1) . . . (yn−zn) = 0 .
Suppose that m > n but the diagram λ is not contained in µ . Consider Hn as a
subalgebra in Hm with respect to the standard embedding. The restriction of the
Hm -module Uµ to Hn does not contain any irreducible component isomorphic to
Uλ . So by Lemma 2.3 and Theorem 3.4 we get Ψλ · Ψµ = 0 in Hm . Moreover,
Ψλ · aj1 . . . ajs ·Ψµ = 0 for any j1, . . . ,js ∈ {1, . . . ,m} . Now the required equality
follows from Proposition 3.6 
In the next section we interpret Corollary 3.7 in terms of classical invariant theory.
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4. Capelli identity for the queer Lie superalgebra
In this section we will let the indices i, j run through ± 1, . . . , ± N . We will write
ı¯ = 0 if i > 0 and ı¯ = 1 if i < 0 . Consider the Z2 -graded vector space C
N|N .
Let ei ∈ CN|N be an element of the standard basis. The Z2 -gradation on CN|N
is defined so that deg ei = ı¯ . Let Eij ∈ End(CN|N ) be the standard matrix units.
The algebra End(CN|N ) is Z2 -graded so that degEij = ı¯+ ¯ .
We will also regard Eij as generators of the complex Lie superalgebra glN|N .
The queer Lie superalgebra qN is a subalgebra in glN|N spanned by the elements
Fij = Eij + E−i,−j . Thus F−i,−j = Fij by definition. Note that the image of the
defining representation qN → End(CN|N ) coincides with the supercommutant of
the element
J =
∑
j
Ej,−j · (−1) ¯ ∈ End(CN|N ).
In this section we will use the following convention. Let A and B be any two
associative complex Z2 -graded algebras. Their tensor product A⊗B will be a Z2 -
graded algebra such that for any homogeneous elements X,X ′ ∈ A and Y, Y ′ ∈ B
(X ⊗ Y )(X ′ ⊗ Y ′) = XX ′ ⊗ Y Y ′ · (−1) degX′ deg Y ,
deg (X ⊗ Y ) = degX + deg Y .
If the algebra A is unital denote by ιs its embedding into the tensor product A
⊗n
as the s -th tensor factor:
ιs(X) = 1
⊗ (s−1) ⊗X ⊗ 1⊗ (n−s) , 1 6 s 6 n.
We will also use various embeddings of the algebra A⊗m into A⊗n for any m 6 n .
For any choice of pairwise distinct indices s1, . . . ,sm ∈ {1, . . . ,n} and an element
X ∈ A⊗m of the form X = X(1) ⊗ . . .⊗X(m) we will denote
Xs1...sm = ιs1
(
X(1)
)
. . . ιsm
(
X(m)
) ∈ A⊗n .
Denote
P =
∑
i,j
Eij ⊗Eji · (−1) ¯ ∈ End(CN|N )⊗2
For any positive integer n a representation Hn → End(CN|N )⊗n of the Sergeev
algebra can be determined by the assignments
(4.1) ak 7→ Jk and (k l ) 7→ Pkl .
Let us now consider the enveloping algebra U(qN ) of the Lie superalgebra qN .
The algebra U(qN ) is a Hopf superalgebra: the comultiplication, counit and the
antipodal map are defined for F ∈ qN respectively by
∆(F ) = F ⊗ 1 + 1⊗ F , ε(F ) = 0 , S(F ) = −F .
Take the n -th tensor power of the defining representation U(qN )→ End(CN|N ) .
Its image coincides [9,Theorem 3] with supercommutant of the image of Sergeev
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algebra Hn relative to (4.1). Let λ be any strict partition of n . Take the irre-
ducible module Uλ over the Z2 -graded algebra Hn . Denote by Vλ the subspace
in Hom
(
Uλ ,End(C
N|N )⊗n
)
consisting of all the elements which supercommute
with the action of Hn . We have an irreducible representation of the Z2 -graded
algebra U(qN ) in the space Vλ . We denote it by πλ . Here Vλ 6= {0} if and only
if ℓλ 6 N [9 ,Theorem 4]. From now on we will assume that this is the case.
Now let two positive integers N and M be fixed. Let the indices a, b run
through ± 1, . . . , ± M while the indices i, j keep running through ± 1, . . . , ± N
We will also write a¯ = 0 if a > 0 and a¯ = 1 if a < 0 . We will use the generators
Fij ∈ qN and Fab ∈ qM .
Introduce a supercommutative algebra P with the free generators xia where
a > 0 and the Z2 -gradation is defined by deg xia = ı¯ . It will be convenient to set
xi,−a =
√−1 · x−i,a ; a > 0.
Let ∂ia be the left derivations in the supercommutative algebra P corresponding
to the generators xia . Here we allow both indices i and a to be negative, so that
∂i,−a = −
√−1 · ∂−i,a ; a > 0.
The algebra generated by all the left derivatives ∂ia in P along with the operators
of left multiplication by xjb will be denoted by PD . Note that for the arbitrary
indices i = ± 1, . . . , ±N and a = ± 1, . . . , ± M we have deg xia = ı¯+ a¯ in P .
Proposition 4.1. The assignments for i, j = ±1, . . . ,±N and a, b = ±1, . . . ,±M
(4.2) Fij 7→
∑
b
xib ∂jb and Fab 7→
∑
j
xja∂jb · (−1) ¯ (a¯+ b¯)
define representations in PD of the Lie superalgebras qN and qM . The images of
U(qN ) and U(qM ) in these representations are the supercommutants of each other.
Proof. Let ei ∈ CN|N and ea ∈ CM|M be elements of the standard bases. Identify
the tensor product End(CN|N )⊗End(CM|M ) with the algebra End(CN|N⊗CM|M )
so that
Eij ⊗ Eab · ek ⊗ ec = ei ⊗ ea · δjk δbc (−1) ¯ (a¯+ b¯) .
Now the standard embeddings X 7→ X ⊗ 1 and Y 7→ 1 ⊗ Y of End(CN|N ) and
End(CM|M ) into End(CN|N )⊗End(CM|M ) respectively define actions of the Lie
superalgebras qN and qM in the space C
N|N⊗CM|M . These actions preserve the
subspace W in CN|N⊗ CM|M with the basis consisting of the vectors
ei ⊗ ea −
√−1 · e−i ⊗ e−a ; a > 0.
The supersymmetric algebra S(W ) coincides with P , the above basic vector of W
being identified with the generator xia . The action of qN and qM in the S(W ) is
then given by (4.2). So the images of the enveloping algebras U(qN ) and U(qM ) in
PD supercommute. Moreover, due to [9,Theorem 3] the spectrum of the U(qN )⊗
U(qM ) -module S(W ) is simple. Hence the images of U(qN ) and U(qM ) in PD
are the supercommutants of each other 
Thus we have defined representations U(qN ) → PD and U(qM ) → PD , we will
denote them by γ and γ ′ respectively. In this section we will consider the subspace
I = γ (U(qN )) ∩ γ ′(U(qM )) ⊂ PD.
Next corollary to Proposition 4.1 gives another description of the subspace I ⊂ PD .
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Corollary 4.2. The subspace I ⊂ PD consists of those operators which supercom-
mute with the images of γ and γ ′ .
Let us also equip the algebra P with the Z -gradation such that deg xia = 1 .
Denote by Pn the subspace in P consisting of the elements of degree n . According
to [9,Theorem 3] the irreducible components of the U(qN ) ⊗ U(qM ) -module Pn
are parametrized by the strict partitions λ of n with not more than M,N parts.
Denote by Wλ the irreducible component of Pn corresponding to λ . If the number
ℓλ is even then Wλ = Vλ ⊗ V ′λ where the second tensor factor is the irreducible
U(qM ) -module corresponding to the partition λ . If ℓλ is odd then the tensor
product Vλ⊗V ′λ splits into direct sum of two copies of the irreducible module Wλ .
Let µ run through the set of strict partitions of m = 0, 1, 2, . . . with not more
than M,N parts. The next proposition gives a distinguished decomposition of the
vector space I into a direct sum of one-dimensional subspaces; cf. [3 ,Theorem 1].
Proposition 4.3. There exists a unique one-dimensional subspace Iλ ∈ I such
that Iλ ·Wµ = {0} when m < n or m = n but µ 6= λ . We have a decomposition
(4.3) I = ⊕
λ
Iλ
where λ runs through the set of all strict partitions with not more than M,N parts.
Proof. Consider the actions ad ◦γ and ad ◦γ ′ in the space PD of the Lie superal-
gebras qN and qM respectively. By Corollary 4.2 the subspace I ⊂ PD consists
of all the invariants of both actions. Denote by D the subalgebra in PD generated
by all the left derivatives ∂ia . The actions of qN and qM in PD preserve the sub-
space D . Obviously, we have PD = P ·D . Moreover, as a U(qN )⊗U(qM) -module
the space PD now decomposes into the tensor product P ⊗ D .
Let us equip the algebra D with the Z -gradation such that deg ∂ia = 1 . Denote
by Dn the subspace in D consisting of the elements of degree n . As a module over
U(qN )⊗U(qM) the subspace Dn splits into direct sum of irreducible modules W ∗λ
such that the tensor product Wλ⊗W ∗µ contains an invariant subspace if and only if
λ = µ . Let Iλ be the invariant subspace in Wλ⊗W ∗λ ⊂ PD , it is one-dimensional.
Choose any non-zero element Iλ ∈ Iλ . Since Wµ ⊂ Pm we have Iλ ·Wµ = 0 for
m < n . Suppose that m = n . Consider the linear map Pn → Pn : X → Iλ ·X .
It commutes with the actions of qN and qM in Pn . But the image of this map is
contained in Wλ by the definition of the space Iλ . So the restriction of this map
to Wµ ⊂ Pn with µ 6= λ is zero. Thus we obtain the decomposition (4.3). It is
unique since the spectrum of the U(qN )⊗ U(qM ) -module P is simple 
Let Z(qN ) be the centre of the enveloping algebra U(qN ) . By definition, an element
of U(qN ) is central if it supercommutes with any element of U(qN ) . However,
the centre Z(qN ) consists of even elements only [18,Theorem 1]. Note that the
representation γ : U(qN )→ PD is faithful when M > N . Then we get the equality
I = γ (Z(qN )) by Proposition 7.1 ; cf. [19,Section 3]. In this section for any M,N
we will give an explicit formula for a non-zero element in Iλ . We will also construct
a non-zero element in γ−1(Iλ)∩Z(qN ) . An element of (γ ′)−1(Iλ)∩Z(qM ) can be
constructed in a similar way. Thus for any M,N we will get an evidential proof of
the equality
I = γ (Z(qN )) = γ ′ (Z(qM )).
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Now let λ be any strict partition of n with ℓλ 6 N . Let Rλ ∈ End(CN|N )⊗n
correspond to Ψλ ∈ Hn with respect to (4.1). Let Lλ ⊂ (CN|N )⊗n be the image of
the endomorphism Rλ . The representation of U(qN ) in the space Lλ is a direct
sum of 2 [ℓλ/2] copies of the irreducible representation in Vλ ; see Theorem 3.4.
Denote by ωλ the respective homomorphism U(qN )→ End(Lλ) . We will identify
the algebra End(Lλ) with the subalgebra in End(C
N|N )⊗n consisting of all the
elements which have the form X Rλ = Rλ Y for some X, Y ∈ End(CN|N )⊗n .
Denote
F =
∑
i,j
Eij ⊗ Fji · (−1) ¯ ∈ End(CN|N )⊗ U(qN ).
Note that for any element X ∈ qN we have the equality
(4.4)
[
X ⊗ 1 + 1⊗X , F ] = 0
where the square brackets stand for the supercommutator. For s = 1, . . . ,n we will
write
Fs = ιs ⊗ id (F ) ∈ End(CN|N )⊗n ⊗U(qN ).
As well as in the previous section put zs =
√
cs(cs + 1) where cs is the content of
the box with number s in the shifted column tableau Λ . Consider the element
(4.5) Fλ = Rλ ⊗ 1 · (F1 − z1) . . . (Fn − zn) ∈ End(CN|N )⊗n ⊗ U(qN ).
Now let µ by any strict partition of m with not more than N parts. The next
proposition makes the central part of this section ; cf. [20].
Proposition 4.4. We have id⊗πµ(Fλ) = 0 if the diagram λ is not contained in µ .
Proof. We can replace in Proposition 4.4 the representation πµ by the direct sum
ωµ of its copies. With respect to the defining representation U(qN )→ End(CN|N )
End(CN|N )⊗U(qN )→ End(CN|N )⊗2 : F 7→ P
(
1− J1J2
)
.
So the element id ⊗ ωµ(Fλ) of End(CN|N )⊗n ⊗ End(Lµ) ⊂ End(CN|N )⊗ (n+m)
equals
Rλ ⊗ 1 ·
→∏
16s6n
( ∑
16r6m
Ps,n+r
(
1− Js Jn+r
)− zs
)
· 1⊗Rµ .
This product is the image in End(CN|N )⊗ (n+m) of the element from the Sergeev
algebra Hn+m
Ψλ · (y1 − z1) . . . (yn − zn) ·Ψµ˜ ;
see the end of the previous section. By Corollary 3.7 the latter product vanishes if
the shifted diagram λ is not contained in the shifted diagram µ 
Consider the linear functional str : End(CN|N )⊗n → C called the supertrace. By
definition, we have
str : Ei1j1 ⊗ . . .⊗ Einjn 7→ δi1j1 . . . δinjn · (−1) ı¯1 + ...+ ı¯n .
This functional is invariant with respect to the adjoint action ad of the Lie super-
algebra glN|N in End(C
N|N )⊗n . Let us now introduce the Capelli element
(4.6) Cλ = str⊗ id (Fλ) ∈ U(qN ),
see (4.5). This definition of the element Cλ is motivated by the results of [4,5].
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Lemma 4.5. We have Cλ ∈ Z(qN ) .
Proof. By the equality (4.4) and by the definition of Fλ we have for any X ∈ qN[
X , str⊗ id (Fλ)
]
= − (str ◦ adX)⊗ id (Fλ) = 0 
Note that γ (Z(qN ))⊂ I . So we get the following corollary to Propositions 4.3,4.4.
Corollary 4.6. We have γ (Cλ) ∈ Iλ .
In the remainder of this section we will give an explicit formula for the differential
operator γ (Cλ) ∈ PD . In particular, we will see that γ (Cλ) 6= 0 for ℓλ 6M,N .
Consider the collection (3.15) of the basic elements h = g al11 . . . a
ln
n of the
Sergeev algebra Hn . Here g runs through the symmetric group Sn while each of
the indices l1, . . . , ln runs through 0, 1 . Let the indices i1, . . . , in and b1, . . . ,bn
run through ± 1, . . . , ±N and ± 1, . . . , ±M respectively. Put
(4.7) Iλ =
∑
g
∑
l1...ln
∑
i1...in
∑
b1...bn
χλ(h) · xjnbn . . . xj1b1 ∂i1b1 . . . ∂inbn · (−1)e
where we write js = ig(s) · (−1) ls for each s = 1, . . . ,n and denote
e =
∑
r<s
( ı¯r b¯s + ¯r b¯s + ¯r ¯s + ¯r ls) +
∑
r<s
g−1(r)<g−1(s)
ı¯r ı¯s +
∑
s
(¯s + 1) ls .
Theorem 4.7. We have γ (Cλ) = Iλ . Here Iλ 6= 0 if ℓλ 6M,N .
Proof. Consider the Z -gradation on the vector space PD = P · D by the degree
of the differential operator. By definition any element of the subspace Iλ ⊂ PD is
homogeneous of the degree n . Therefore by (4.6) due to Corollary 4.6 the element
γ (Cλ) coincides with the leading term of the element
(4.8) str⊗ γ (Rλ ⊗ 1 · F1 . . . Fn) ∈ PD.
Let Qλ ∈ End(CN|N )⊗n be the image of the element Xλ ∈ Hn under (4.1) ;
see (3.16). First let us show that the leading term of (4.8) coincides with that of
(4.9) str⊗ γ (Qλ ⊗ 1 · F1 . . . Fn) ∈ PD.
Observe that by the definition of the element F ∈ End(CN|N )⊗ U(qN ) we have
J ⊗ 1 · F · J−1 ⊗ 1 = −F.
Therefore for any s = 1, . . . ,n we get the equalities in PD
str⊗ γ (JsRλ J−1s ⊗ 1 · F1 . . . Fn) =
− str⊗ γ (JsRλ ⊗ 1 · F1 . . . Fn · J−1s ⊗ 1) = str⊗ γ (Rλ ⊗ 1 · F1 . . . Fn).
Furthermore, for any s = 1, . . . ,n− 1 we have
str⊗ γ (Ps,s+1Rλ Ps,s+1 ⊗ 1 · F1 . . . Fs Fs+1 . . . Fn) =
str⊗ γ (Ps,s+1Rλ ⊗ 1 · F1 . . . Fs+1 Fs . . . Fn · Ps,s+1 ⊗ 1) =
str⊗ γ (Rλ ⊗ 1 · F1 . . . Fs+1 Fs . . . Fn).(4.10)
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But the elements (4.8) and (4.10) of PD have the same leading terms. So the
equlaity of the leading terms in (4.8) and (4.9) follows from Corollary 3.5.
But the leading term of (4.9) is easy to write down. Under (4.1) for any g ∈ Sn
g−1 7→
∑
i1...in
Eig(1)i1 ⊗ . . .⊗ Eig(n)in · (−1) k
where
k =
∑
r<s
ı¯r
(
ı¯s + ı¯g(s)
)
+
∑
r<s
g−1(r)>g−1(s)
ı¯r ı¯s .
Further, (
al11 . . . a
ln
n
)−1 7→ ∑
j1...jn
Ej1, ε1·j1 ⊗ . . .⊗ Ejn, εn·jn · (−1) l
where each of the indices j1, . . . ,jn runs through ± 1, . . . , ± N ; we write εs =
(−1)ls for each s = 1, . . . ,n and denote
l =
∑
r<s
lr ls +
∑
s
ls ( ¯s + 1 ).
Now the definitions (3.16) and (4.2) imply that the leading term of (4.9) equals Iλ .
In particular, we have Iλ ∈ Iλ by Corollary 4.6. Suppose that ℓλ 6M,N . Let
us show that Iλ 6= 0 . Consider the element
I =
∑
i1...in
∑
b1...bn
xinbn . . . xi1b1 ∂i1b1 . . . ∂inbn ∈ PD
This element is U(qN ) ⊗ U(qM ) -invariant. Due to [9,Theorem 3] the element
Iλ · dimUλ / (2nn!) is the projection of I ∈ I to the direct summand Iλ in (4.3).
This projection cannot be zero since the elements xi1b1 . . . xinbn ∈ P span Pn 
Consider the canonical Z -filtration on the algebra U(qN ) . It is defined by assigning
the degree 1 to every generator Fij ∈ qN . The corresponding Z -graded algebra is
the supersymmetric algebra S (qN ) . The subalgebra I (qN ) ⊂ S (qN ) of invariants
with respect to the adjoint action of qN corresponds to the centre Z(qN ) ⊂ U(qN ) .
Take the quotient of the algebra S (qN ) by the ideal generated by all the elements
Fij with i 6= j . For each i = 1, . . . ,N denote by ti the image in the quotient of
the element Fii ∈ S (qN ) . Then the quotient algebra is C [ t1, . . . ,tN ] . Due to [
18,Theorem 1] the image in C [ t1, . . . , tN ] of the subalgebra I (qN ) ⊂ S (qN ) is
generated by all the power sums of odd degree t 2r+11 + . . . + t
2r+1
N , r > 0 . We
will desribe the image Tλ ∈ C [ t1, . . . ,tN ] of the element from I (qN ) ⊂ S (qN )
corresponding to the central element Cλ ∈ U(qN ) . In particular, we will see that
Cλ 6= 0 . For description of the eigenvalue of Cλ ∈ U(qN ) in the irreducible module
Vµ where the diagram µ does contain λ , see [7].
A shifted Young tableau of shape λ is any bijective filling of the boxes of diagram
λ with the numbers 1, . . . ,n such that in every row and column the numbers
increase from the left to the right and from the top to the bottom respectively.
Let nλ stand for the total number of shifted Young tableaux of the shape λ . Let
Qλ( t1, . . . , tN ;− 1 ) be the Schur Q -polynomial symmetric in t1, . . . , tN ; see [21].
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Proposition 4.8. We have Tλ( t1, . . . ,tN ) = Qλ( t1, . . . , tN ;− 1 ) · n!/nλ .
Proof. Regard t1, . . . ,tN as complex variables. Put t−i = ti for each i = 1, . . . ,N .
Denote
T =
∑
i
tiEii · (−1)ı¯ ∈ End(CN|N )
where the index i runs through ±1, . . . ,±N . Then by the definition (4.6) we have
Tλ = str
(
Qλ · T ⊗n
)
; see also the proof of Theorem 4.7. Now Proposition 4.8 can
be obtained from [9,Section 2.2] and [21,Example III.7.8] 
Due to Proposition 4.8 the elements Cλ where the diagram λ has only one row,
generate the centre of enveloping algebra U(qN ) . So the equality γ (Cλ) = Iλ for
λ = (n) may be regarded as an analogue for qN of the classical Capelli identity [1].
Note that for λ = (n) the element Ψλ ∈ Hn is determined by the formula (1.3).
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