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On Ctudie des operateurs umformement elliptiques sur I’espace de Wiener du type 
.4”=L+$&Sf;k, ou L est I’operateur d’orstein-Uhlenbeck cn dimension infinie 
et les A, sont des champs de vecteurs sur l’espace de Wiener (applications h valeurs 
dans le sous-espace de CameronMartm) appartenant a certains espaces de Sobolev 
assocics au calcul des variations (cf. Malliavin, “Tanniguchi Symposium 1982,” 
Kinokuniya, Tokyo, 1984; Kree, I.ecture Notes in Math., No. 474, pp. 1647, 
Springer-Verlag, Berlin/New York; Shigekawa, J. Math. Kwto Unit;. 2 20 (IYW), 
263-283). L’opirateur Y se decompose dans une partie auto-adjointe par rapport a 
la mesure de Wiener et une terme du premier ordre. On obtient un processus asso- 
tie a la partie auto-adjointe en approximant par des processus en dtmension time et 
en dtmontrant la precompacite de ses lois. On utilisc cnsuitc des processus d’ap- 
proximation tronques par des temps d’arret convenables pour pouvoir appliquer 
Girsanov. En passant a la limite sur les probabtlites de transition, on obtient en 
dimension intinie un processus localement associe a Y et dont lcs lois a temps fixe 
nont ahsolument continues par rapport a la mesure de Wiener. ‘(_ 1987 Academic 
Press, Inc. 
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1. NOTATIONS ET ~NONC~S DES R~SUI.TATS 
1.1. Notations g&&ales 
Sur I’espace de Wiener X des fonctions continues dktinies sur CO, I] A 
valeurs dans R et nulles en z&o, on considkre le calcul diffkrentiel au sens 
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du calcul des variations (cf. [ 14, 163, et aussi [lo, 11, 201) et on reprend 
les notations de [3]. En particulier p dtsignera la mesure de Wiener sur X, 
V et 6 respectivement les operateurs gradient et divergence t W; les espa- 
ces de Sobolev par rapport a p a savoir Wf = { cp E Lp(p): Vl <i< r, 
V’cp E L%; .=qZ)WH)~ ou Z{,,(H) est la classe des operateurs i-lineaires 
d’Hilbert-Schmidt sur H. On considere e, ,..., e,,..., une base orthonormee 
de l’espace de Cameron-Martin H c X de telle sorte que les ek appartien- 
nent au sous-espace H, = {h E H: h” est une mesure} et on note par I’, 
l’espace vectoriel engendre par {e, ,..., e,}. Soit A ,,, = {f: 37~ C,( V,): 
7= f 0 n,}, ou rc, est l’extension a X de la projection orthogonale de H 
sur V,. 
On note par X, le sous-espace de X des fonctions Holderiennes d’ordre 
CI, avec la norme II~ll~=sup~+~. Ix(r) - x(r’)l/lr - ~‘1~. On considere aussi 
l’espace des fonctions test dtfini par 9 = {f: X+ R: Id: f(x) = F(x, ,..., x,), 
avec FE C,“(Rd)}, ou xi = (x I ei) est donne par l’extension a X du produit 
scalaire sur H. 
Soit W le produit dune infinite denombrable de copies de l’espace de 
probabilites du brownien sur IF! et P la probabilite produit correspondante. 
De facon analogue a celle de [ 151, on considere b,, brownien a valeurs sur 
X, qui se decompose de la facon suivante: 
b,,(t) = c e&,(f), i2 I
oli 0 = (0, )...) 0, )... ) E W et b;(t) sont des browniens sur [w independants. 
On ttudiera l’optrateur sur X de la forme 6p = L + i Ck b 1 Yp’A, oti L est 
l’optrateur d’orstein-Uhlenbeck en dimension inlinie et A,: A’+ H sont 
des champs de vecteurs qu’on supposera assez reguliers. Pour f~ np Wp, 
on a 
x‘:lJ= (Ak I Vf),4 
et 
cf,f= b%lwwm=C @hAi) ~$%,f+C CA’D A’ R,f 
c , j(i k elk) 
06 D,,.f(x) = (Vf(x) I e,). 
1.2. Decomposition de l’ophateur 9 
On donne dans ce paragraphe une decomposition intrinseque de l’opera- 
teur 9. Notons Y = i Ck Zi,. Etant donni: que 
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I P’,J.hdp= (AJVf‘)hdp i’ 
Si on suppose que C, 11 Akll Lvf < +oo, on peut kcrire j CPf. h dp = 
4 Ck 1 ZA,f. h dp car: 
T;j” P’:,f4 &=;(, l(A,lVja,lv/.))12)“2(jlL llhll~,2 
l/2 
114112 IIVAAI’ llYfl12dcl 
+c j llA,l14 llV2fl12 
i 
I/2 
> I 
4 IlhllLz 
d 1lvf11~8 1 IIAktlL8 [ k (k *)I” (; iIvA,ii;,)“2 
+ ~lv*fll~4 c ll Akilts llhll L2 < +a. 
k I 
On a ainsi la d&composition suivante: 
S~f.hd~=fCIbA,(~lt;,f)hd~1-tCS~~,h~~~/d~. (1.1) 
k k 
Soit 22 l’optrateur du second ordre donnk par: 
2f = t c (4 IWkl vf)) -t c ~A,%,.f 
k k 
pour fE (I p W!. Alors 22 vbrifie: 
(1.2) 
En particulier, 2 est auto-adjoint par rapport g p. 
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1.3. &ton& des resultats 
On construira des processus associes aux operateurs L + ?J et 2 dans un 
certain sens. 
1.3.1. TH~OR~ME. Supposons que les champs de vecteurs A, verifient 
l’hypothese: 
(H.l) Ck ljAkll wf < +GO pour tout p, (I+ Ck ALA’,)“’ - ZE L4(u). 
Soit k, E L’(u), avec j k,, du = 1 et de telle sorte qu’il existe 0 < CI < i tel 
w 1 Ilxlli k, 4 < +a. 
Alors il existe un espace de probabilite (s’, g-, P), un processus 
x,(. ) E C( [w +; X), o Ed, et unefonction z, E L*(u) de telle sorte que, si G est 
la loi de x, dans l’espace C(Iw +, X), on a: 
(i) v”(x: x(0) E B) = jB k, du 
(ii) J f(x( t)) d;(x) = j f(x) E,(x) dp(x) pour tout t > 0, f e 9, avec 
I]r?,ll Lo d llk,,]l Lo et verzfiant: 
(iii) SxJf;,d~=Sxfkod~+S;,S,(L+~)f.it,d~ds,Vt>O,VffE(cf: 
le probleme des martingales dans [22]). 
Remarque 1. D’apres [9], les hypotheses faites entrainent 
Ck /I6A,ll w;< +a. 
Remarque 2. Etant donne que L + A! est auto-adjoint par rapport a p, 
on peut delinir la forme de Dirichlet associee &(u, u) = --JX (L + 22) u. u du. 
(Cf. [13] pour le deveioppement de cette approche). 
1.3.2. TH~OR~~ME. Supposons les hypotheses du theoreme 1.3.1. avec 
kOE L4(u). Alors, pour tout i > 0, il existe un temps dhrret ~~ verifiant 
P(@ b I) > 1 - c(( 1 +1)/A’) oti c est une constante, Ti. 6 T” si /1.< I,‘, il existe 
un processus non Markovien uL( t), o E d, et une fonction p:(x) de telle sorte 
que: 
(i) ~(vi,(0)~B)=.fekod~, 
(ii) Ef(uk(t)) = { fp: du pour tout t > 0, f E9, avec p: E L*(p), 
(iii) E(f(d(t))l ,<,;(,,)=E((f(v~(O))+SbdPf(U~(~))ds)Q,<,;(,,), 
vt>O,fE9. 
Sous des hypotheses plus restrictives sur les champs de vecteurs A, on 
deduira aussi l’existence dun processus associe a 6p et dttini dans un inter- 
valle de temps suftisamment petit. 
1.3.3. TH~OR~ME. Supposons (H.l) et 
(H.2) 311,>0: fX exp MC, llAkll*)* 4 < +a Sxev &CC l~AA*)* 
d/t< +co. 
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Soit k, E L”(p), avec j k, dp = 1 et de telle sorte qu’il existe 0 < c( < f tel 
w j Ilxllt k. & < +a. 
Alors il existe T,, il existe un processus u,,,( ) E C( [0, T,]; X), Q E a, et 
une fonction k, E L2(p) de telle sorte que, si v est la loi de ce processus sur 
C( [O; T,]; I’), on a: 
(i) v(x: x(0) E B) = jB k,dp, 
(ii) l.f(x(t)) dv(x) = j f(x) k,(x) dp(x) pour t < TO, .f~ 9, aver 
lIk,ll [,z < const. si t < TO, et 
(iii) fxfk,d~=S,fk,dC1+S;,S,~~.k,~d~ds, Vt<T,,f~3. 
Si (H.2) est verifiee pour tout Lo, on aura T,, = +a~. 
2. DEMONSTRATION DU THBOR~ME 1.3.1 
2.1. Approximations en dimension finie 
Soit L,, l’operateur d’0.U. sur IF!” et A p’ les champs de vecteurs sur V,, 
dtfinis par Ap’(x) = PV,,(EYnAk(x)), ou EVn note I’esperance conditionnelle 
par rapport a V, et P, la projection orthogonale de H sur V,. On definit 
aussi k;r=EYnk,, et on a llk;;((L2< llk,I(.~. 
On notera par ul:)(t) le processus associe a l’operateur 
$, = L,, + $ C, Y&, c’est-a-dire la solution de l’equation differentielle 
stochastique: 
duj;‘(t) = a”(u;,(t)) d/$‘(t) - u),:,(t) dt + $1 c;(z@(t)) dt (2.1) 
k 
od @y)(t) = C:‘=, e,&(t), w E W, a”(x) est la matrice darts R” racine carrte 
de I+ (& (Ap))j (At))-‘), (C-Z)‘= (Ay)[V(AP))‘) et k& la loi de u:)(O) (I*,, 
est la mesure gaussienne standard sur W). 
On remarque que, d’apres l’hypothbe (H.l) sur les champs de vecteurs 
et les theoremes d’immersion de Sobolev en dimension tinie, les coefftcients 
de l’equation (2.1) sont de classe C’; en particulier, l’equation differentielle 
stochastique considerte possede des solutions definies localement. 
On ecrit <P” = 4 Ck L?$w. On a, alors, 
l%f. h dp,, = t 1 s GAP’@+ f) h dp,, - ; 1 j Y,,yh6p,pf dp, 
k k 
On considere l’operateur de second ordre L& detini par 
iZn f = 4 Ck (At) IV(Ap)I Vf )) -i Ck iSAp) et qui virifie l’egalite 
J 2n,.f. h dp,, = -1 Ck J 2”t)h9Ap) f dp,,. L’optrateur L, + 9” est autoad- 
joint par rapport a p,,. 
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Soit xc)(t), o E W, ie processus associk g L,, + 9” et de loi initiale k;pL,, 
dont on connait l’existence locale. 
2.2. Existence et estimations des lois des processus d’approximation 
Soit e(dx) la loi du processus xi;)(t). On a l’estimation ‘% priori” 
suivante: 
2.2.1. LEMME. Supposons que x,$)(t) est dkfini pour tout t > 0 et que 
P:(dx) = i;:(x) dpJx). Alors on a: 
iim L.Z(p,) G llklll Lqp) pour tout t30. 
Preuve. On sait que it: vCrifie l’kquation: 
d’oti, 
d’oti le rksultat. 1 
Afin d’utiliser I’estimation obtenue dans le lemme anttrieur il nous faut 
done montrer la non explosion du processes xc’(t), ainsi que l’existence de 
densiti: de sa loi. On remarque que, dans le cas od l’on part de la mesure de 
Wiener (k, = l), du fait que L, + 9, est auto-adjoint on dtduit immtdiate- 
ment que k, = 1 pour tout t. 
On s’inttresse done aux kquations sur 54” suivantes: 
dx$‘)(t) = 8(x2)(t)) db:‘(t) - x!;‘(t) dt + 1 c;(xg’(t)) dt 
k 
= - 4 1 bA~‘A~‘(x~‘( t)) dt 
k 
(2.2) 
avec loi de x:)(O) = k&. 
2.2.2. Soit II/ une fonction dans Cm( OX”) telle que e(x) = 1 si 
llxll d 1, f/(x) = 0 si llxll 3 2 et soit $Jx) = $(x/r). 
On considkre l’opkrateur z?’ = L, + J?Y,‘, oli par dkfinition, 
k k 
580’72.SIO 
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et les equations differentielles tochastiques associees, a savoir, 
(qv)(r) = ,yx;c$ (t)) dh;,;‘( t) - x;;,“(t) dz + 1 cy(x!y’( t)) dt 
- $1 (h(Ar)$,). A~‘$,)(xjy’(t)) d: (2.3) 
ou CF est la matrice racine carrte de (Z+Ck (Ap)$,)’ (Ag’ll/,)‘);,=, et 
(cy)‘= (Apl),IV(Aplj,)‘). 
Soit k;lpLn la loi initiale du processus. 
D’apres les proprittes des coefficients de l’operateur Y”~‘, on a l’existence 
de solution pour les equations (2.3), ainsi que (cf. [22]) l’existence de den- 
site pour les probabilites de transition associees, c’est-a-dire qu’il existe @J 
defini pour tout f > 0, tel que: 
2.2.3. On montre dans ce paragraphe l’existence des densites E:, 
definies pour t > 0. On a: 
d’oh lI@~rll L~Cp,J < lik,ll Lo pour tout t. Par consequent on peut extraire une 
sous-suite EFrf qui converge faiblement dans L2(pL,) pour tout t > 0. La 
fonction limite est bien la densite (par rapport a pN) de la loi du processus 
x(“)( t ), c’est-a-dire, k:, 
x;)(t) (cf. [22]). 
car les processus convergent en probabilite vers 
w 
2.2.4. I1 nous reste a montrer que xi,“)(l) est non explosif. D’apres 
la formule d’It6, on a: 
ll~lJwN2 
= lb,* (nJ)(o)l12 + 2 j; (,,$, 6, +; (Afv (Apy $f(xy(s,, 
x xy’(s) x’“.r”(s)) “2 
x dh,$)(s) + 2tn + 2 ji f, 1 ((Ar))j $,)2 (x!$‘)(s)) ds 
k 
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x (,4f”)i I),(x~J’(s) x!,y)‘(s) ds; 1 
par consequent, 
EC SUP Il43~)ll’) 
OGl<T 
< c {E llxy(0)11* + (E j: 11 i 6, 
i,j= I 
+ 1 (Ap’)’ (Ap)’ ~f(x~qs)) x$,“‘(S) 
k 
Etant don& que la loi de xlJ~)(t) est tgale a @‘pL,, que les normes 
II er II L*(p,) sont uniformtment borntes (en n, r et t), et d’apres les hypothe- 
ses sur les champs de vecteurs, ii est facile a voir maintenant que: 
E( sup llx:,“‘)(t)l12) < c,(n) + c*(n) T. 
O<f<T 
Soit r. le temps d’explosion de x:)(t), c’est-a-dire, veritiant 
lim, + Tu IIxg)(t)ll = +CC et supposons que sur un ensemble Q tel que 
P(Q) > 0, on ait t, < T, Vo E $2; soit aussi rr(w) le premier temps ou 
~Ix$“(t’(o))ll = r, o E Q. Alors on a: 
r*P(Q) < JQ Ilx~)(z’(o))ll* dP= iQ Ilx~~‘)(r’(w))l12 dP 
d E sup Ilx:.“(t)ll* 6 c,(n) + c2(n). T, 
IE co. 7.1 
d’ou contradiction. T ttant une constante arbitraire on conclue que, 
0 - p.s., xc’(t) n’explose pas. 
2.3. Existence du processus en dimension infinie 
On demontre tout d’abord le resultat suivant: 
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2.3.1. LEMME. E(suptG Co,rl Il~~~:‘(r)ll~) d c( T), oti c.(T) esr une constante 
indkpendante de n. 
Preuve. On a, d’apr6.s la dkfinition de x$)(t), 
E( SUP IlX(“)(~)l12) aI 1 
It ro.77 
d c,(T) [E ll~~i(o)ll:tE,~~~~,~~~~~‘(~:“)(~))dbl:I(t)~~~ 
D’aprks les hypothtises sur k,, 
Ell43o)llt= [ IlxIl:k;tdp,<j- Ilxll~kodp< +co 
J 
Notons par: 
2 
1) db(“V5) w II ’ H I = E sup ’ #(x;:‘)(< IE [O,T] III 0 
II = E s oT ll.CWlf 4, 
III = E j II ,i c GS4?(~)) 11’ d5, k H 
et 
IV=EjoT~iZ GA!J’A~‘(x~‘(()) 2 d& 
k ~1 H 
Et ce qui concerne I, on a: 
ISE sup 
I 
llbj,y’(t)ll 2 + 
I E co,77 I’ 
/; (0” - Wc!$(t)) dDIsl(i)~~ 2 
< 4 
[ 
yT+ IT Il(o - Wo’(t:)N2,, & 
'0 1 
cm - I)(x)ll 2 it; 44x) d5 1 
II (a” - Nx)ll 4 d/4x) llk;ll Lqrt,) d5 1 
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Comme les normes L2(pn) des densitts it-; sont uniformitment born&es (en 
n et t), on a la majoration uniforme des intkgrales I si on remarque que, 
d’aprks les hypothbses ur les champs de vecteurs, 
D’autre part, les termes III et IV sont major& respectivement par: 
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Pour terminer la dttmonstration du lemme il nous reste la majoration de 
II. On a: 
+ E j; II <t> x’“‘(5)l12 4 z ] . 
D’aprks les estimations dttjja faites, on a alors: 
si t < T, et, finalement, la majoration de II. 1 
On va considirer l’espace Y,= C( [O; T] x [O; 11; R), 0 < T< +acj, muni 
de la topologie de la norme uniforme. Y, peut &tre identilik topologique- 
ment A respace C( [O; T]; C( [O; 11; R)). On notera par AT = A( Y,) l’en- 
semble des mesures de probabilitl sur Y,, considkrt comme sous-ensemble 
du dual de C,( Yr) et muni de la topologie faible correspondante. 
Sur l’espace A?,. on a le critkre de compacitt suivant (cf. [22]): si 
(a) RFyc,I sup v,~(IY(O, 011 >R)=O, 
n 
(b) lim sup v,,( sup Iy(t,r)-y(t’,z’jl>,p)=O, 6 - 0 ,1 O<t<V<To 
O<T<T’Ci,i II’-Ilfli’ r1<6 \Jp>O,tlT,<T, 
~~ d 1, alors l’ensemble {v,,} c AT est prttcompact. 
Soit G, la loi de xi,:“(t) sur l’espace C(R+ x [IO; 11; R), don& par 
F,(B) = Pk&(xj;“)(. )( ) E B). En particulier, on a pour Z c C( [O; 11; R) 
~,(.Y: y(t) E Z) = Pk$&!%) EZ) 
= Pk”@ (x’“)(t) E z n 0” w v n ) = i 
E; dp,. 
Zn v, 
On va appliquer le critkre de compacitk aux mesures (cn}. En ce qui 
concerne la condition a), elle dtcoule du fait qu’on a, pour tout R, 
Tn(y: lv(O, O)l >, R) = P,;,“( l~f,“~(O)(O)l >, R) = 0 car le processus x2) est A 
valeurs dans V,, c X. 
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Etudions b), on a: 
f,(sup IA4 7) - Y(l’, 0 >/P) 
6 $ msup I.Y(t, T) - y(t’, r’)12) 
) - x~‘(t’)(5’)12) = $ E(sup Ixj,“‘(t)(z 
d -$ E(sup Ix~)(t)(r ) - XlW’)(~)12 
+ sup )x:,~‘(t’)(z) - x!y’(t’)(z’)l*) 
< -$ E(sup IIX;,“‘(f) -xl:‘(t’)li:) 
[ 
+E(sup ~x~:‘(i’)(r)-xi:“(r’)(T’)~*)=-$(z+zz) 
1 
) 
357 
(cf. les estimations dans la preuve du lemme 2.3.1). En utilisant les majora- 
tions uniformes des normes L* de &, ainsi que celles des normes 
Il(o” -- Z)IIL4, llCk c;IIL8 et [lx, 6Ap’Ar)(I [.x, on obtient 16 c’(T,). 6”‘. 
D’autre part on a: 
II < (t - T’(*’ E(sup \lx~‘(t’)/2,) <6*“c(T,) 
Ceci ttant, on a montrt que 
d’aprks ie lemme 2.3.1. 
J,(sup Iy(t, t) - y(t’, T’)l 2 p) + (c’( To) 6”* + c( T,) d2”), 
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d’oti la condition (b) et, par consequent, la precompacite de l’ensemble des 
mesures {GII}. En particulier, il existe une sous-suite v”,,, qui converge vers 
une mesure v” dans I’espace A, D’apres un theoreme de Skorohod (cf. [6, 
p. 9]), il existe un espace de probabilitts (d, 9, P) et un processus 
x,,(.)EC(R+; C([O; 11; R)), oEW, ayant c pour loi. 
Finalement, on remarque que, comme, pour tout n, P(xj;‘(. ) E X) = 1, le 
processus limite est aussi a valeurs sur l’espace de Wiener. 
2.4. Absolue continuitP des prohabilitt? de transition 
Du fait que les fonctions k”: (considerees comme des fonctions sur X) 
possedent des normes L*(p) uniformement bornees, on deduit que, pour 
chaque t E R, il existe une sous-suite E,, qui converge faiblement dans L’(p) 
vers une fonction i;, (et, en fait, la convergence est uniforme en t). On a: 
j fb(t)) dv”nJx) = j f(x) @W d/4x) 
pour toute fonctionfcontinue bornee sur Iw’?, en particulier pourfe ~2 (en 
supposant n,>d). Si on passe a la limite, on obtient: 
j f(x(t)) da(x) = j .f(x) k(x) 44x) 
c’est-a-dire qu’on a (i) et (ii) du theortme 1.3.1. I1 nous reste a montrer 
(iii). Chaque i;: verifie l’equation: 
En particulier, pour fe 9 (et en supposant n 3 d), 
jf~:dp=jfk,dp+jo’j(LH+&,)f+,!dpds. 
Le premier membre tend vers j fz, dp (en considerant une sous-suite mais 
on la note encore par @). Quant au deuxieme on a: 
(L,+9,Jf*i;:dpds-jfj(L+$)f.I;,sdpds 
0 
d ll(L,+~~)f-(~+~~fl12d~d~)“2 
+ j;j(L+S)f.(h:-k.,)dpds ;:O 
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car S E 9, et d’aprks les estimations uniformes des normes de i;:. Par conk- 
quent, on a (iii). 
3. D~ONSTRATION DU T&OR~ME 1.3.2 
3.1. Difinition et convergence d’une suite de temps d’arret 
Notons Z” = ix, 6A~‘A~’ et considkons les temps d’arr&t suivants: 
z:(o) = inf{ t > 0: IlZ”(xl;“)(t))lj2 A2}, oti 1 est une constante positive arbi- 
traire; ?: = inf, z n ~2. 
3.1.1. LEMME. I1 existe une constante c indgpendante de n telle que pour 
tout q > 0 et pour tout 6 > 0, on a: 
Pk;lpc, b-y, llzn(xw))l12~~)$~ (1 +6). 
Preuve. D’aprks la formule &It0 appliquke au processus x$)(t), on a: 
IIZnG+,“‘(t))l12 = IlZ”NW))l12 + j; I/V IIZnl1211~~n+e., N?(s)) db,,(s) 
+ j’ (L + Qn) W”l12 (xl,“‘(s)) & 
0 
IlVf II:L,+Q”,= i (b+(C (a~))'cA:"').'))aif.a,i; fEA"", 
i,/= I k 
Par conlquent, 
PC sup Ilz”ww)l12 a ‘I)  
tE co.a1 
d ; E llz”~x::l(ow+(~ SUP 1 j’ /IV IIZnl1211(L,+Q,) 
I fE [OJ] 0 
2 I/2 
x (x(“‘(s)) db,(s) OJ I) j 
+ E ; ll(L + CL, llz”l12 (x:‘(s)Nl ds] 
6 f[j llz.ll’~o&+(~E j: IIV liz”ll’l~:,+,~‘(x~‘(s))ds)“’ 
+E c,” ll(L + C?,, llZ”l12 (x%))ll ds] 
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1 I 2 
<- 
D YI x 
I/Z”/I 2 ko dp + 
( 
2 !‘” i‘ /IV llz’~I/ *II * (x&w d/-L(x) ds) 
0 
ss ll(L + Q,,, /IZ’z/12 (x)ll @Cd cll-1,, (~1 ds 1 
f ;“;llZnll$+~ (j IIV II~l1211;~,+V,’ (XI&, W)” 
+ 4I(L + QJ IIZnl1211~~ 
I 
, 
d’aprks les majorations des normes des den&s it;. On a: 
I/V II-w211;1L,+~n’ 
= ( i (6,+ 1 (Ar’)i (Al”‘)‘) di llZ”I12~j l,Znl,*)‘, d’oti 
i,J= 1 k 
112 
IIVZnl12/l~~,+~~‘~~n d IIV IIZnl12/lt4 
+ 
lj 
; ; ((AP)’ W’YY (c (8, llzT~*)2]“2 
I 
< I/V IIZ”I1211t4+ IIV lIZ”ll’llt~ c IIA II ( k k i8)“4: d’autre part: 
I/L,, ~~2”~~ *II L2 d C [IV* ~~Z”~~2~/ L2 d’aprks les inkgalitks de Poincark (cf. [S] et 
C17lh et 
2 /I% Wl1211L~ G 
II 
~w’IV(Ap’( v llZ”112))--CGA~‘(A~‘IV II.u12) 
k k il 1.2 
2 I:2 
6 
(I( 
; IlAp’ IlvAr’ll IIV llz”lI*11 
11 
+ j (; II@q2 llV2 ll.v12112 
( i> 
“? 
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Pour terminer la demonstration du lemme, il now faut done majorer 
uniformtment IIZnllL4, /IV IIZnl1211L4 et [IV* llZnl121/L4, ce qui se fait facile- 
ment en utilisant I’hypothese (H.l), l’expression de Z” et les inegalites: 
IIV Ilfll’ll G 2 llfll IlW> llV2 llfll’ll d cw..II + llfll llwl). I 
On considtre les processus y;(. ) = IIZn(x,$‘)(. ))/I * E C( [w +; R). En utili- 
sant le critere de compacite dans 2.3, on peut montrer que les lois de 
Y:, 6”, forment un ensemble precompact dans l’espace A!(C( R+; R)). En 
effet, on a: 
et: 
C??( o<p~f;‘<TIY(‘)-Yw 2P) . . , 
It’- /I<6 
d -+ E(SUP I IIZn(x~v))l12 - Ilz”(x~~‘(t~))ll’l’) <-$ 
(cf. la preuve de 3.1.1). 
Alors il existe une sous-suite de ii,, qui converge vers une mesure C? dans 
l’espace A’( C( R + ; R)). D’apres le theoreme de Skorohod, il existe un pro- 
cessus y,, sur l’espace de probabilitt (6, 9, p) ayant d pour loi. En plus on 
peut realiser les processus y:) sur cet espace et on a la convergence presque 
sure de y:, vers ycO. 
La suite Tf; converge car c’est une suite croissante. Notons par ri. la 
limite. On a: 
P(ti 3 A) 3 P(3n,(w): n 3 n, sup ]]zn(X~,“‘(t))ll* < n’) 
f t [O.l] 
l+A 
>P( sup y,(t)<A2)>1-c T . t t [O,l] ( > 
Finalement, et d’apres la construction des temps d’arret f:, il est facile a 
voir que, pour tout n, ?, ,< ?;3’ si A d I’, d’ou aussi t’ < T”. 
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3.2. Existence des prohahilitts de transition en dimension infinie 
Considkrons le processus x:;“(t) = x];‘( t A t,jl) et la martingale 
G;(t) = exp Ji (a”) ’ (x;‘(s)) Zn(x:;;‘(.s) db(;‘(s) 
F 
-; f II ’ (x:;+)) Z”(x;“(s))ll* d 
oh (T” est la matrice de diffusion associke au processus xj;)(t). Si on &A 
dxjun)(t) = d’($)(t)) db(,“‘(t) + Y’(xit)(t)) dt (cf. (2.2)), d’aprb Girsanov il 
existe un brownien g;(t) par rapport A la mesure G” . P de telle sorte que 
dxg’(t) = @(x;;‘(t)) df&t) + [?‘(xj;‘(t)) + rY’(x~;‘(t))(~“) ’ 
x (x;;“(t)) Zn(x:;‘( t))] dt. 
En appliquant la formule d’It6 pour f~ M,~, on a: 
df(xi,“‘(t))=C 8if(xJ,“‘(t))[o”(x!,:“(t))li.‘d6~(t) 
I., 
+ c a;f(x(,“‘(t))[a”(x~,“‘(t))]” [a”(xj,“‘(t))]‘J ( IA/ 
+ 1 ~,fb!?(t))( Cc”W!,“‘(t))l 
+ [cT”(x~;‘(t))(o”)--’ (xyjt)) zn(x:;“(t))]i) 
> 
. (3.1) 
Ceci ttant, p.s. pour t < T:(W), x$‘(t) est associi: A (L, + Pn) (par rapport 
i G” . P). 
Si on dt?Iinit le processus u;(t) par: 
Ef(u” (t)) = E(f(x(“‘( t)) . G” (t)) w w <lJ 
on a: 
pour f E a,“. D’autre part, 
Ef(C(t))=jfp:dp,,, 
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Od 
p;(x) = E;(x) E”~:““=“(G;(t)). 
Les fonctions p; sont uniformement bornees dans L’(p) car on a 
d’apres la definition des temps d’arret T: (cf. aussi 4.1). Alors on peut 
extraire, pour chaque t > 0, une sous-suite p:’ qui converge faiblement dans 
L*(p) vers une fonction p: (en effet, on peut choisir la sous-suite indepen- 
damment de t, pour t < T). L’existence d’un processus vi(t) vkrifiant (i) et 
(ii) est une consequence du theoreme de Skorohod (cf. [6]). 
Finalement, si on passe (3.2) a la limite on obtient I’egalite (iii) car, si 
f E 9, en supposant n, b d, 
I 0 
E ‘(L,,+~,)f(a~(s)d~l,,i:)-ES’(L+B)f(u:.,(s))dsII,<;; 
0 0 )I 
< 
)I 
‘E(I(L,,+~,)f(v~(s))-(L+B)f(ul(s))la,<,,)d~ 
0 
+ 
II 
‘E((L,,+~,)f(c::(s))(Q,<i:,-1,,;;))ds 
0 
d ' [(L,,+~:,,)fp:'E"::'"'= '(I,,,;) 
+ ‘E((L,,+%,)f(q(~))(Q,<,L-Q,<,,))ds 70. 
4. DEMONSTRATION DU THI?OR$ME 1.3.3 
Les hypotheses (H.2) consider&es dans ce resultat permettent d’utiliser la 
formule de Girsanov au niveau des approximations globales en dimension 
finie de la Section 2 et dam un intervalle de temps dtterministe. 
Reprenons done les processus d’approximation x$)(t) et Us) associts 
respectivement aux operateurs L, + ?&, et ,r;P, = L, + Pn et consider-es dans le 
paragraphe 2. On a: 
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4.1. LEMME. La den&P de la loi de x$)(t), ci savoir z;p,,, vir$ie: 
IIW L4(fl,) d IM L4,p) pour tout t 3 0. 
Preuve. I1 suflit de remarquer que: 
$ Ilit;II;1Ld = 4 j” (@)3 (L, + 2,J iz; dp, 
4.2. LEMME. Si P;(dx) est la loi du processus u:)(r), on a 
P:(dx) = k:(x) dp”(x), les fonctions k: ayant des normes L’(p,) uniformi- 
ment born&es pour t < T,, oti To ne dipend pas de n. 
Preuve. L’operateur gn-A?,, est un operateur du premier ordre donne 
par (~~--~)h=~C,6A~)(A$)IVh); on va done obtenir P: par Girsanov. 
D’apres les hypotheses, et d’apres les rtsultats sur le processus xjt:)(t) 
(cf. 2.) on a: 
E expk ((~‘))‘(xl:‘(t))~Cri~~)~~)(x!“)(t)) 
( II 
2 
k Ii > 
d IlE;ll L2 j expi F GAf)Ap)(x) 
( ii 
2 
Ii > 
112 
44x) 
~l,k,ll~2[~exP~(~~~.4,1’)2d~]“4 
2 
x c IIEV”AkI12 dp > 1 
l/4 
k 
et 
Par consequent, et d’apres (H.2), l’expression (4.1) est majoree pour A 
assez petit et on peut appliquer Girsanov, qui donne: 
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I iw” f(X) CYdX) = E,;;,” ( [, exp ;; (CT’ (x2)(s)) 
x ~&4pAp(x~)(s)) dbp(s) 
k 
1 1 
--J II 20 
(cf-’ (xp(s)) 
x; 1 dA~‘Aj$(x~‘(.s)) 
k 
=a??,~ (G”(t).f(X’“‘(t)) n UJ w 
et, par constquent, 
k;(x) = E$“=“(G;(t)) E;(x) 
&Oil 
Ilk:11 Lqp,) < Ilk,ll L4 (E(G;(t))“)““; or, si on pose c$” = 16Ap)Ap), 
k 
on a: 
-WX(tH4dE exp 2 j; (cm)-l (~~'(s))~"(x,$)(s)) dbj;“‘(s) 
( [ 
-1 j; II(a (xl:‘(d) KY~~~(~))ll* ds 
II(o (x:,“‘(s)) qi”(xIu”)(s))II* ds I) 
(CT”)-’ (xfo”)(s)) @(xc)(s)) dbc)(s) 
-22 j; II(o (x$)(s)) q5n(x:)(s))l,2 ds])“’ 
En faisant A= 4, le premier facteur vaut 1 et on a: 
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Ceci Ctant, les normes llk:jl Lo sont uniformement bornees pour tout t 6 T,,, 
ou To ne depend pas de n, mais settlement de 1,. 1 
Soit maintenant v, la loi de u:‘(t) sur I’espace C( [0, T,] x [0, 11; R). De 
facon analogue a celle de 2.3, on peut montrer l’existence dune mesure 
limite, en utilisant le critere de compacite qui a Cte donne. 
L’existence du processus u,,(t), ainsi que l’absolue continuite des 
probabilitb de transition suivent, d’apres le lemme 4.2, et par les m&mes 
mirthodes de 2.4. 
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