In this paper we study existence and uniqueness conditions for the solutions of Sturm-Liouville operator problems related to the operator differential equation X" -QX = F(I) . Explicit solutions of the problem in terms of a square root of the operator Q are given .
L . JÓDAR By differentiation in (2 .9) and considering (2 .8) one gets
Thus we have X(2)(t) = Xó exp(tXo )C(t) -{-Xó exp(-tXo)D(t) + F(t) (2.10) X(2)(t) -~XQX (t) = _ (X0 -AQ) exp(tX o)C(t) + (Xó -AQ) exp(-tXo)D(t) + F(t) = F(t)
and X(t) given by (2.3) is a solution of (2. Hence, the result is proved . Theorem 1 of [9] gives a sufficient condition for the existence of one unique solution of problem (1 .1), the trivial one X(t) = 0 for all t E [0, a], when \ :~0 and Q is an invertible operator such that (2.13) o(AQ) = {z ; z belongs to o(Q)} C D< , for some a E [0, 27r[ . If Xo = exp(loga(AQ)/2), this condition is the invertiblity of the operator (2.14) S = El + E2Xo El -E2Xo l 1(F1 +F2Xo )exp(aXo ) (F1 -F2Xo)exp(-aXo)J Next result shows that the same condition ensures the existence of only one solutionl for the non-homogeneous problem (1.2). Also a sufficient condition for the existence of solutions for (1 .2) and explicit expressions of them in terms of data are given. In order to find solutions of (1 .2), we are going to impose to the operators
, satisfies the boundary value conditions of (1 .2) . From th . 1, we have
Taking finto account (2.18), the boundary value conditions of (1.2) take the form
From (2.20), second equation of (2.21) may be written
where Y is given by (2.15). Thus the boundary value conditions of (1.2) are equivalent to obtain operators C(0) and D(0) such that
ence and from (2.14) the proof of theorem 2 is concluded .
Remark 1 . Note that given the operators C(0), D(0) such that X(t) = exp(tXo)C(t) + exp(-tXo)D(t) satisfies (1.2), the explicit expression of the operator functions C(t) and D(t) are given by (2.4), and from (2.19), it is equivalent to solve the Cauchy problem (2.2) with the initial conditions Co = C(0) + D(0) and Cl = Xo (C(0) -D(0)) . In order to compute the solution of problem (1 .2), it is necessary to solve (2.16) . For the finite dimensional case it is an easy matter ; for the infinite-dimensional case, and under the invertibility hypothesis of S, an explicit expression of S-1 is given in Lemma 1 of [9] .
Theorem 2 provides a sufficient condition for the existence of only one solution of problem (1 .2) in terms of the invertibility of the operator matrix S given by (2.14). In order to obtain a more concrete condition, in terms of data and a square root of AQ, the following corollary is an easy consequence of the, above theorem 2 and lemma 1 of [9] . Then the operator Q defined on H by Q(e.i) = ujej, for j >_ 1, is invertible because from (2.28), u n 7É 0, and u :~0, for all n >_ 1, and the spectrum of Q is the set 
From (3.2) it follows that (3.6) Co = X(0) = C(0) and by differentiation of (3.2), and taking into account that first equation of (3.4) implies C(')(t) +tD(i )(t) = 0, one gets X(')(t) = D(t), and taking t = 0,
If we integrate in (3.5) and we consider (3.6)-(3 .7), it follows that C(t), D(t) must be defined by (3.3) . Note that by differentiation in (3.2) and taking into account (3 .4), we have X(1)(t) = D(t), X(2 )(t) = D(')(t) = F(t), thus X(t) given by (3.2)-(3 .3), is the solution of (3.1) .
Next result concems with the boundary value problem (3.8) . Taking into account that the operator functions C(t) and D(t) satisfy (3.4), and X(1 )(t) = D(t), by impossing to the operator function X(t) given by (3.2) , that the boundary value conditions of (3.8) are satisfied, one gets (3.14) EI C(0) + E2D(0) = 0 Considering (3.13), second equation of (3.14) may be written Fl (C(a) + aD(a)) + F2D(a) = 0
Hence parts (i) and (ii) are established.
Next corollary provides sufiicient conditions in terms of data, in order to obtain the uniqueness of solution for Problem (3.8) , as well as an explicit expression of the solution. 
