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En la ´ ultima d´ ecada se ha observado un inter´ es cada vez mayor en m´ etodos
formales dise˜ nados para la veriﬁcaci´ on de la ﬁabilidad del c´ odigo proveniente de
fuentes no ﬁables. El c´ odigo m´ ovil que va acompa˜ nado de la prueba de su ﬁabili-
dad (Proof-carrying code, PCC), desarrollado por Necula [Necula, 1997; Necula
and Lee, 1996], es un mecanismo para el aseguramiento del comportamiento se-
guro de los programas que es ´ util en general para el desarrollo de software pero
que resulta muy adecuado para el desarrollo y distribuci´ on del c´ odigo m´ ovil.
En este trabajo se presenta una metodolo´ ıa para la certiﬁcaci´ on de propiedades
de seguridad de programas Java, basada en la l´ ogica de reescritura, un marco
formal l´ ogico y sem´ antico muy general que est´ a implementado eﬁcientemente
en el lenguaje de programaci´ on de alto nivel Maude. Se consideran propiedades
de seguridad basadas en tipos, pero no veriﬁcables por un compilador est´ andar,
propiedades de no interferencia que evitan el ﬂujo ilegal de informaci´ on, y propieda-
des de consumo acotado de recursos.
A partir de la especiﬁcaci´ on b´ asica de sem´ antica de Java escrita en Maude,
desarrollamos extensiones de esta sem´ antica operacional de Java, para la obser-
vaci´ on, veriﬁcaci´ on y certiﬁcaci´ on de las propiedades se˜ naladas en programas
Java. Como un subproducto de la veriﬁcaci´ on se obtiene un certiﬁcado de la
propiedad veriﬁcada, que consiste de un conjunto de demostraciones de reescrit-
ura abstractas, que puede ser validado f´ acilmente por el consumidor del c´ odigo
utilizando un motor de l´ ogica de reescritura est´ andar. Brevemente, las principales
contribuciones de esta tesis son:
La primera aproximaci´ on a una t´ ecnica PCC basada en interpretaci´ on ab-
stracta para la certiﬁcaci´ on de c´ odigo fuente Java que explota la automati-
zaci´ on, expresividad y generalidad de la l´ ogica de reescritura, con base en
la sem´ antica de Java ( [Farzan et al., 2007]) escrita en Maude.
Una extensi´ on abstracta de la sem´ antica de Java, para la veriﬁcaci´ on ﬁnita
y la certiﬁcaci´ on de propiedades aritm´ eticas de los resultados de m´ etodosde programas Java.
Una extensi´ on de la sem´ antica de Java, para an´ alisis del ﬂujo de informaci´ on
tambi´ en escrita en Maude, que permite observar en programas Java la no
interferencia.
Una versi´ on abstracta de estado ﬁnito de la sem´ antica para an´ alisis del ﬂujo
de informaci´ on, que soporta la veriﬁcaci´ on ﬁnita de programas.
Una extensi´ on de la sem´ antica de Java, para la contabilizaci´ on del consumo
de recursos escrita en Maude, que permite observar en programas Java, el
consumo de recursos de los m´ etodos, de los hilos y del programa.
La t´ ecnica es completamente autom´ atica, e incluye un m´ odulo para generar
la codiﬁcaci´ on Maude de la abstracci´ on de las variables del programa a
partir de anotaciones JML.1
Introducci´ on
Como un campo de investigaci´ on emergente, la movilidad del c´ odigo est´ a oca-
sionando un creciente corpus de literatura cient´ ıﬁca as´ ı como gran desarrollo in-
dustrial desde los a˜ nos 90s. En la ´ ultima d´ ecada se ha observado un inter´ es cada
vez mayor en m´ etodos formales dise˜ nados para la veriﬁcaci´ on de la ﬁabilidad del
c´ odigo proveniente de fuentes no ﬁables. El c´ odigo m´ ovil que va acompa˜ nado de
la prueba de su ﬁabilidad (Proof-carrying code, PCC), desarrollado por Necula
[Necula, 1997; Necula and Lee, 1996], es un mecanismo para el aseguramiento del
comportamiento seguro de los programas que es ´ util en general para el desarrollo
de software pero que resulta muy adecuado para el desarrollo y distribuci´ on del
c´ odigo m´ ovil. En PCC, un programa contiene el c´ odigo y una demostraci´ on cod-
iﬁcada f´ acil de comprobar, cuya validez supone el cumplimiento de una pol´ ıtica
de seguridad predeﬁnida que es suministrada por el consumidor del c´ odigo. La
demostraci´ on es un certiﬁcado formal de la ﬁabilidad del c´ odigo que es generado
por el productor del c´ odigo, y luego empaquetado junto con el c´ odigo veriﬁca-
do para su distribuci´ on. El consumidor recibe y valida el certiﬁcado usando una
infraestructura f´ acil de usar, para determinar la ﬁabilidad del c´ odigo antes de
su ejecuci´ on. Los aspectos claves para una realizaci´ on pr´ actica de PCC son: (i)
la expresividad del lenguaje usado para expresar las pol´ ıticas, (ii) el tama˜ no del
certiﬁcado transmitido, (iii) la eﬁciencia en la validaci´ on, y (iv) la escalabilidad
en relaci´ on con programas de diferentes tama˜ nos y complejidades.
Las principales tecnolog´ ıas aplicadas com´ unmente en PCC son1 an´ alisis de
tipos [Appel and Felty, 2000; Felty, 2005], demostraci´ on de teoremas [Besson
et al., 2006; Wildmoser et al., 2004; Barthe et al., 2007], e interpretaci´ on abstracta
1El Cap´ ıtulo 2 resume las principales aproximaciones de PCC4 Cap´ ıtulo 1. Introducci´ on
[Xia and Hook, 2004; Albert et al., 2005c; Besson et al., 2006; Chang et al., 2006;
Besson et al., 2007]. La l´ ogica de reescritura [Meseguer, 1992] es un marco formal
ﬂexible y general en el cual se puede representar de manera ﬁel un amplio espectro
de l´ ogicas y modelos de computaci´ on Tambi´ en provee una forma f´ acil y poco
costosa de desarrollar deﬁniciones formales de lenguajes de programaci´ on que
son directamente ejecutables [Meseguer and Rosu, 2007] como int´ erpretes en un
lenguaje de l´ ogica de reescritura como Maude [Clavel et al., 2007]. La veriﬁcaci´ on
de sistemas reactivos y embebidos en l´ ogica de reescritura ofrece varias ventajas;
una de las m´ as importantes es la madurez, generalidad y soﬁsticaci´ on de las
herramientas de an´ alisis disponibles (v´ ease [Clavel et al., 2007]).
En la tesis se desarrolla una t´ ecnica PCC basada en interpretaci´ on abstracta
para la certiﬁcaci´ on de c´ odigo fuente Java que explota la automatizaci´ on, expre-
sividad y generalidad de la l´ ogica de reescritura. Para obtener un procedimiento
de decisi´ on se imponen modelos de estado ﬁnito de los programas mediante el uso
de interpretaci´ on abstracta [Cousot and Cousot, 1977].
El trabajo se enfoca a propiedades de seguridad, es decir, propiedades de
un sistema que son deﬁnidas en t´ erminos de la no ocurrencia de ciertos eventos
[Manna and Pnueli, 1995], que son caracterizadas como problemas de inalcanz-
abilidad en l´ ogica de reescritura: dado un sistema concurrente descrito mediante
un sistema de reescritura de t´ erminos y una propiedad de seguridad que especiﬁ-
ca los estados del sistema que no deber´ ıan ocurrir nunca, la inalcanzabilidad de
todos estos estados inseguros desde los estados iniciales considerados permite in-
ferir la propiedad de seguridad deseada. En la tesis se consideran tres propiedades
de seguridad: i) propiedades aritm´ eticas basadas en tipos no veriﬁcables por un
compilador est´ andar, ii) propiedades de conﬁdencialidad de datos (no interferen-
cia), y iii) propiedades de consumo acotado de recursos como tiempo de proceso
y memoria2.
A partir de la deﬁnici´ on de la sem´ antica de Java en l´ ogica de reescritura for-
malizada en [Farzan et al., 2007], se desarrolla una t´ ecnica de an´ alisis para la
certiﬁcaci´ on de c´ odigo fuente. La idea central del an´ alisis es probar la inalcanzabil-
idad de estados Java inseguros que representen la contraparte del cumplimiento de
la propiedad de seguridad usando el comando est´ andar de b´ usqueda (primero-en-
2En este caso s´ olo se ha desarrollado la primera parte de la t´ ecnica.1.1. Contribuciones de la Tesis 5
amplitud) de Maude que explora todo el espacio de estados (ﬁnito) del programa.
En caso de que la prueba sea exitosa, las correspondientes demostraciones de
reescritura que demuestran que esos estados inseguros son efectivamente inalcan-
zables, son entregadas como el certiﬁcado esperado.
En el proceso de certiﬁcaci´ on, el desarrollador expresa la pol´ ıtica de seguridad
en JML (Java Modeling Language ) [Leavens et al., 2006], como anotaciones de
las variables del c´ odigo fuente Java que quiere certiﬁcar. Vale la pena anotar, que
en el marco formal presentado, la sem´ antica abstracta de Java est´ a disponible
directamente al consumidor del c´ odigo, por lo cual puede ser veriﬁcada solo una
vez, y as´ ı considerada ﬁable desde ese momento.
1.1. Contribuciones de la Tesis
A partir de la deﬁnici´ on de la sem´ antica de Java en l´ ogica de reescritura
formalizada en [Farzan et al., 2007], se desarroll´ o una sem´ antica abstrac-
ta escrita en Maude para el an´ alisis y la certiﬁcaci´ on de c´ odigo fuente. La
tesis aporta la primera aproximaci´ on a una t´ ecnica PCC basada en inter-
pretaci´ on abstracta para la certiﬁcaci´ on de c´ odigo fuente Java que explota
la automatizaci´ on, expresividad y generalidad de la l´ ogica de reescritura.
A partir de la especiﬁcaci´ on de la sem´ antica de Java escrita en Maude
[Farzan et al., 2007], se aporta una sem´ antica abstracta de Java tambi´ en
escrita en Maude, para veriﬁcar y certiﬁcar propiedades aritm´ eticas basadas
en tipos de resultados de m´ etodos.
Tambi´ en partiendo de la especiﬁcaci´ on de la sem´ antica de Java [Farzan
et al., 2007], se desarroll´ o una extensi´ on para an´ alisis del ﬂujo de informaci´ on
que permite observar en programas Java la no interferencia. Por lo que
sabemos, no hab´ ıa una sem´ antica concisa de programas Java que considere
la no interferencia. La mayor´ ıa de los trabajos previos se han enfocado
en imponer la no interferencia mediante compiladores y sistemas de tipos
apropiados basados en ﬂujo de informaci´ on [Myers, 1999; Myers et al., 2001;
Barthe et al., 2006] o comprobaci´ on de tipos del bytecode Java [Barbuti
et al., 2002b; Avvenuti et al., 2003; Barthe et al., 2007].6 Cap´ ıtulo 1. Introducci´ on
Se elabor´ o una versi´ on abstracta de estado ﬁnito de la sem´ antica para an´ ali-
sis del ﬂujo de informaci´ on, que soporta la veriﬁcaci´ on ﬁnita de programas.
Gracias a la abstracci´ on y al manejo diferente de ecuaciones y reglas en
Maude, no se tiene el problema de la explosi´ on de estados de los enfoques
m´ as tradicionales (v´ ease [Meseguer and Rosu, 2007]).
A partir de la especiﬁcaci´ on de la sem´ antica de Java [Farzan et al., 2007],
se desarroll´ o una extensi´ on para la contabilizaci´ on del consumo de recursos,
que permite observar en programas Java, el consumo de recursos de los
m´ etodos, de los hilos y del programa.
La t´ ecnica aportada es completamente autom´ atica, e incluye un m´ odulo
para generar la codiﬁcaci´ on Maude de la abstracci´ on de las variables del
programa a partir de las anotaciones JML.
1.2. Estructura de la Tesis
En el Cap´ ıtulo 2 se resumen las principales aproximaciones de PCC y se pre-
sentan los principales problemas que existen en PCC. Igualmente se esquemati-
zan las propuestas para PCC revisadas, destacando los lenguajes de programaci´ on
certiﬁcados, las propiedades de seguridad consideradas, las asunciones, los formal-
ismos y las tecnolog´ ıas utilizadas. En el Cap´ ıtulo 3 se presentan los preliminares,
que comprenden una descripci´ on del lenguaje JML (Java Modeling Language), la
presentaci´ on de Maude y la l´ ogica de reescritura, una descripci´ on de la sem´ antica
Java en l´ ogica de reescritura, y una introducci´ on a la interpretaci´ on abstracta.
En el Cap´ ıtulo 4 se presentan la t´ ecnica en relaci´ on con propiedades de seguridad
basadas en tipos que no son veriﬁcables por un compilador est´ andar, los exper-
imentos realizados y los principales trabajos relacionados. En el Cap´ ıtulo 5 se
presentan la t´ ecnica en relaci´ on con propiedades de seguridad de conﬁdencialidad
de datos basadas en no interferencia, los experimentos realizados, y los princi-
pales trabajos relacionados. En el Cap´ ıtulo 6 se presenta la primera parte de la
la t´ ecnica en relaci´ on con propiedades de consumo acotado de recursos, con la
sem´ antica extendida de Java en l´ ogica de reescritura para contabilizar el consumo
de recursos de programas Java. La sem´ antica abstracta est´ a actualmente en de-1.2. Estructura de la Tesis 7
sarrollo. En el Cap´ ıtulo 7 se presenta el proceso de certiﬁcaci´ on de programas Java
utilizando la herramienta desarrollada. Finalmente en el Cap´ ıtulo 8 se presentan
las conclusiones de la tesis.8 Cap´ ıtulo 1. Introducci´ on2
Estado del arte en Proof
Carrying-Code PCC
El c´ odigo m´ ovil que va acompa˜ nado de la demostraci´ on de su ﬁabilidad (Proof-
carrying code, PCC), es un mecanismo para el aseguramiento del comportamiento
seguro de los programas que es ´ util en general para el desarrollo de software pero
que resulta muy adecuado para el desarrollo y distribuci´ on de c´ odigo m´ ovil. La
demostraci´ on codiﬁcada de la ﬁabilidad es f´ acil de comprobar, y su validez supone
el cumplimiento de una pol´ ıtica de seguridad predeﬁnida que es suministrada por
el consumidor del c´ odigo.La demostraci´ on es un certiﬁcado formal de la ﬁabilidad
del c´ odigo que es generado por el productor del c´ odigo, y luego empaquetado junto
con el c´ odigo veriﬁcado para su distribuci´ on. El consumidor recibe y valida el
certiﬁcado usando una infraestructura f´ acil de usar, para determinar la ﬁabilidad
del c´ odigo antes de su ejecuci´ on.
A continuaci´ on se resumen las principales aproximaciones para resolver el
problema de la seguridad del c´ odigo m´ ovil.Luego, se esquematizan las propuestas,
destacando las pol´ ıticas de seguridad tratadas, el lenguaje de programaci´ on cuyo
c´ odigo se veriﬁca, las asunciones sobre la ﬁabilidad de los componentes de la
infraestructura y los actores participantes (los productores y los consumidores
del c´ odigo), la tecnolog´ ıa y el formalismo empleados.10 Cap´ ıtulo 2. Estado del arte en Proof Carrying-Code PCC
2.1. Principales Aproximaciones de PCC
PCC
En 1996 se present´ o el primer resultado de la aproximaci´ on PCC a la solu-
ci´ on del problema de seguridad del c´ odigo m´ ovil en lenguaje ensamblador para
la veriﬁcaci´ on de extensiones del sistema operativo, seguras en cuanto al mane-
jo de memoria [Necula and Lee, 1996; Necula and Lee, 1997b]. La propiedad
de seguridad se expresa en una l´ ogica de Hoare como pre y postcondiciones del
c´ odigo. El certiﬁcado entregado con el c´ odigo es una expresi´ on en LF1 que rep-
resenta la inferencia o derivaci´ on de un tipo cuya validaci´ on consiste solo en la
comprobaci´ on del tipo. En 1997 se aplic´ o esta aproximaci´ on a c´ odigo en lenguaje
ensamblador desarrollado como extensi´ on a programas en lenguaje ML para certi-
ﬁcar el manejo seguro de la memoria y de los tipos tal como lo hace el compilador
de ML;el enfoque fu´ e denominado Proof Carrying Code PCC [Necula, 1997]. En
este enfoque PCC el consumidor debe hacer expl´ ıcita y p´ ublica su pol´ ıtica de
seguridad para que sea conocida por los productores de c´ odigo. En [Necula and
Lee, 1998b] se certiﬁca la seguridad de c´ odigo ensamblador en cuanto al manejo
de memoria, acceso a archivos con autorizaci´ on, topes en consumos de recursos
como memoria, candados, ciclos de CPU y ancho de banda. La infraestructura
de PCC esta compuesta por el generador de condiciones de veriﬁcaci´ on VCGen,
el demostrador y el comprobador de las demostraciones. El VCGen con base en
el c´ odigo anotado produce el predicado que codiﬁca la propiedad de seguridad
y los lemas correspondientes que se deben demostrar. El consumidor del c´ odigo
utiliza el VCGen y el comprobador de las demostraciones que debe considerar
como ﬁables.
Compiladores Certiﬁcantes
En [Tarditi et al., 1996] se presenta el primer compilador certiﬁcante, que le
adjunta al c´ odigo generado una prueba o certiﬁcado de seguridad que se puede
validar [Tarditi et al., 2004]. El compilador TIL no solo genera c´ odigo objeto sino
1Logical Framework: marco formal que es una extensi´ on del c´ alculo lambda con tipos simples
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una demostraci´ on de que el c´ odigo generado satisface un invariante cr´ ıtico que
se veriﬁca e impone usando comprobaci´ on de tipos. La demostraci´ on generada
se puede validar autom´ aticamente. El compilador TIL para lenguaje ML impone
manejo seguro de tipos y extiende el manejo de vectores en SML con vectores
seguros de dos dimensiones en cuanto a la validaci´ on de sus l´ ımites. En [Shao
and Appel, 1995; Shao, 1997], se presenta un compilador certiﬁcante dirigido por
tipos para fuentes en Standard ML 1997 (SML97), extendido con m´ odulos de
orden superior llamado FLINT/ML. A diferencia de TIL, FLINT/ML soporta
de forma completa los m´ odulos ML y hace an´ alisis de tipos y manipulaci´ on de
c´ odigo en tiempo de ejecuci´ on de forma m´ as eﬁciente. Usa un lenguaje intermedio
fuertemente tipado llamado FLINT basado en el c´ alculo lambda.
En 1998 la expresi´ on LF que constituye el certiﬁcado de manejo seguro de
la memoria y de los tipos del lenguaje es generada por primera vez autom´ atica-
mente por un compilador certiﬁcante para el lenguaje C con tipos [Necula and
Lee, 1998a]. En [Colby et al., 2000; Necula, 2001b] se presentan compiladores
certiﬁcantes para un subconjunto de Java, que generan tambi´ en expresiones en
LF como certiﬁcados acerca del manejo seguro de los tipos y la memoria.
Otros compiladores certiﬁcantes para manejo seguro de la memoria, de los
saltos y de los tipos, son los asociados al lenguaje TAL, un lenguaje ensamblador
tipado deﬁnido en [Morrisett et al., 1999b] para aplicar PCC. Estos compiladores
generan anotaciones de los tipos como certiﬁcado. La validaci´ on del certiﬁcado
es la comprobaci´ on de los tipos con base en las anotaciones. Hay compiladores
para lenguajes de bajo nivel (TAL, TALx86) [Morrisett et al., 1999a; Grossman
and Morrisett, 2001] y compiladores para lenguajes de alto nivel, como dos di-
alectos de C, Popcorn y Cyclone [Jim et al., 2002], y de Scheme, que usan como
lenguaje objeto el lenguaje ensamblador tipado TAL. El compilador TALx86 gen-
era anotaciones con un tama˜ no entre 43% y 67% en relaci´ on con el tama˜ no del
c´ odigo, con un tiempo de validaci´ on lineal en funci´ on del tama˜ no. Recientemente
se lanz´ o el proyecto TILT para desarrollar compiladores certiﬁcantes para la fa-
milia de lenguajes ML (SML ’97, Caml, KML) que certiﬁquen el manejo seguro
de tipos [TILT, 2006].12 Cap´ ıtulo 2. Estado del arte en Proof Carrying-Code PCC
Problemas Iniciales en PCC
Con las primeras aproximaciones surgen tres problemas. El primero y quiz´ as
m´ as importante es sobre el supuesto de la ﬁabilidad del c´ odigo que genera y valida
las demostraciones o certiﬁcados, denominado la base de c´ odigo ﬁable TBC. ¿Es
ﬁable la TCB?. Como se considera que la ﬁabilidad de la TCB es funci´ on inversa
de su tama˜ no [Appel and Felty, 2000; Appel, 2001; Necula and Schneck, 2002],
el problema de la ﬁabilidad de la TCB se traduce en el problema de ¿c´ omo
reducir el tama˜ no de la TCB ﬁable? . El tama˜ no de la TCB del enfoque PCC
del compilador certiﬁcante en C con tipos de [Necula and Lee, 1998a] es de 26
mil l´ ıneas de c´ odigo aproximadamente [Wu et al., 2003]. El segundo problema es
la escalabilidad y ﬂexibilidad del enfoque para aplicarlo a diferentes lenguajes de
alto y bajo nivel, y a pol´ ıticas de seguridad m´ as generales y complejas [Appel
and Felty, 2000; Appel, 2001; Necula, 2001a; Necula and Schneck, 2002]. El tercer
problema es el tama˜ no del certiﬁcado [Necula and Lee, 1997a; Necula and Rahul,
2001; Wu et al., 2003]. ¿C´ omo reducirlo?, ¿C´ omo reducir el tiempo de validaci´ on
del certiﬁcado reducido?. En [Necula and Lee, 1997a] se utiliza la redundancia
de la expresi´ on LF del certiﬁcado para reducir su tama˜ no, con reducciones de
hasta 15 veces en el tama˜ no y de 7 veces en el tiempo de validaci´ on. La nueva
representaci´ on fue denominada LFi.
Foundational Proof Carrying Code: FPCC
En [Appel and Felty, 2000; Appel, 2001; Appel and Mcallester, 2001; Felty,
2005] se propone una alternativa para el enfoque PCC que pretende resolver los
dos primeros problemas mencionados al, i) ser universal en cuanto a los tipos –sin
incluir inicialmente tipos recursivos– y permitir seleccionar el lenguaje de progra-
maci´ on de bajo nivel, y ii), reducir el tama˜ no de la TCB al a) suponer las reglas
de tipado no ﬁables y b) manejar la sem´ antica del lenguaje de m´ aquina desde
el mismo componente que maneja la pol´ ıtica de seguridad. Las reglas de tipado
est´ an separadas de la pol´ ıtica para que sean demostradas primero antes de de-
mostrar la pol´ ıtica de seguridad de un programa espec´ ıﬁco. Se modelan los tipos
desde los conceptos m´ as b´ asicos de las matem´ aticas (conjuntos, funciones y rela-
ciones). El enfoque se denomina Foundational Proof Carrying Code FPCC pues2.1. Principales Aproximaciones de PCC 13
emplea el m´ ınimo de axiomas, usa una l´ ogica m´ ınima o fundamental y dispone
de un sistema de ejecuci´ on m´ as peque˜ no por parte del consumidor. FPCC efec-
tivamente reduce el tama˜ no de la TCB pero aumenta el coste y tama˜ no de las
demostraciones y validaciones [Appel, 2001; Hamid et al., 2003; Hamid et al.,
2002; Necula and Schneck, 2003b] salvo en [Appel and Mcallester, 2001] donde se
usa la sem´ antica para simpliﬁcar las pruebas y adem´ as poder considerar tipos re-
cursivos. Para generar la demostraci´ on usaron TWELF en [Appel and Mcallester,
2001], el demostrador de teoremas Coq en [Felty, 2005] y Lambda-Prolog. Para
validar la demostraci´ on aplican la comprobaci´ on de tipos de TWELF y Coq. Coq
es un demostrador de teoremas basado en el c´ alculo de Construcciones inductivas
CiC, un c´ alculo lambda con tipos, que permite deﬁnir tipos y predicados induc-
tivamente. Las propiedades de seguridad demostradas y validadas comprenden el
manejo seguro de la memoria en operaciones de lectura [Appel, 2001]. Expresan
otras propiedades de seguridad en LF, sin demostrarlas ni validarlas en casos es-
pec´ ıﬁcos. Tales propiedades son: 1) salidas peri´ odicas de corrutinas para asegurar
equidad y no bloqueos, 2) asignaci´ on y desasignaci´ on de memoria, 3) secuencias
seguras de invocaciones de APIs, 4) l´ ımites en el n´ umero de candados (locks), 5)
registro de todas las salidas (logged), y 6) el reenv´ ıo de paquetes sin modiﬁcaci´ on
[Appel and Felten, 2001].
Oracle Proof Carrying Code: OPCC
Desde el enfoque PCC, se propone una variante en [Necula, 2001a; Necula
and Rahul, 2001] denominada OPCC que usa testigos u or´ aculos de las demostra-
ciones para reducir el tama˜ no de los certiﬁcados y de los tiempos de validaci´ on
de certiﬁcados acerca del manejo seguro de los tipos de programas en lenguaje
ensamblador compilados de Java. Para nueve ejemplos de programas Java, en
promedio se logr´ o reducir a un 12% la proporci´ on entre el tama˜ no del certiﬁcado
y el tama˜ no del c´ odigo, lo que signiﬁc´ o una mejora de dicha proporci´ on de 30
veces en relaci´ on con representaciones previas como LFi. Sin embargo el tiempo
de validaci´ on fue 3 veces mayor que cuando se usa comprobaci´ on de tipos de
expresiones LFi [Necula and Rahul, 2001].14 Cap´ ıtulo 2. Estado del arte en Proof Carrying-Code PCC
PCC con Reglas de Inferencia no Fiables
Tambi´ en desde la perspectiva de PCC, en [Necula and Schneck, 2002; Nec-
ula and Schneck, 2003a] tambi´ en se reduce el tama˜ no de la TCB al considerar
las reglas de inferencia de los tipos, que se aplican en la generaci´ on y validaci´ on
del certiﬁcado, como no ﬁables y que deben entonces ser tambi´ en veriﬁcadas.
En [Necula and Schneck, 2002; Necula and Schneck, 2003a] describen un com-
pilador certiﬁcante para un subconjunto de Java que certiﬁca el manejo seguro
de la memoria y de los tipos y genera como certiﬁcado un t´ ermino del c´ alculo
lambda con tipos que es una derivaci´ on de un tipo. La demostraci´ on se hace
interactivamente con el demostrador de teoremas Coq y la validaci´ on de la de-
mostraci´ on tambi´ en se reduce a la comprobaci´ on del tipo del t´ ermino, utilizando
la comprobaci´ on de tipos de Coq.
Abstracci´ on y Comprobaci´ on de Modelos BLAST
En [Henzinger et al., 2002] se presenta una metodolog´ ıa basada en com-
probaci´ on de modelos y abstracci´ on perezosa, y una herramienta (BLAST) para
veriﬁcar y certiﬁcar c´ odigo en lenguaje C basada en interpretaci´ on abstracta pere-
zosa, que permite construir de forma autom´ atica certiﬁcados de tama˜ no reducido
del lado del productor del c´ odigo. Las propiedades de seguridad se expresan como
predicados sobre los estados de un aut´ omata y pueden ser muy generales. Aunque,
no desarrollan ninguna infraestructura para la validaci´ on de los certiﬁcados del
lado del consumidor del c´ odigo, como el certiﬁcado es una expresi´ on LF, podr´ ıan
emplearse validadores de demostraciones/certiﬁcados que hagan comprobaci´ on
de tipos LF para hacer el proceso de validaci´ on; por ejemplo, los empleados para
PCC en [Necula and Lee, 1996; Necula, 1997; Necula and Lee, 1998b] y para
FPCC en [Appel and Felty, 2000; Appel, 2001].
FPCC con Reglas de Inferencia no Fiables y Testigos de
Demostraciones
En [Appel et al., 2003; Wu et al., 2003], desde la perspectiva de FPCC, consid-
eran el problema de reducir el tama˜ no del denominado testigo de la demostraci´ on
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simult´ anea. El testigo de la demostraci´ on reemplaza a la demostraci´ on y es de
menor tama˜ no que ella y facilita la validaci´ on de la demostraci´ on por parte del
validador en el sitio del consumidor permitiendo emplear validadores peque˜ nos.
El generador de la demostraci´ on puede representarse como un programa l´ ogico en
el que las cl´ ausulas representan las reglas de inferencia; entonces el testigo de la
demostraci´ on es una traza de los objetivos y subobjetivos exitosos ejecutados por
el programa l´ ogico. Logran reducir el tama˜ no de la TCB a 2,668 l´ ıneas de c´ odigo.
El validador de las pruebas LF es el int´ erprete de programaci´ on l´ ogica simpliﬁ-
cado FLIT que maneja cl´ ausulas din´ amicas pero sin retroceso (backtracking) y
tiene restringidos la forma de los objetivos y programas, de manera que reducen
el tama˜ no del validador y lo hacen eﬁciente. El tiempo de la validaci´ on con FLIT
es menor en un orden de magnitud en relaci´ on con TWELF [Appel et al., 2003].
Sin embargo, no se logra reducir el tama˜ no del certiﬁcado pues en algunos casos
llega a ser 1000 veces el tama˜ no del c´ odigo. En [Appel et al., 2003] consideran
una propiedad de seguridad aplicable en lenguajes de alto nivel para un progra-
ma funcional con dos declaraciones y dos expresiones aritm´ eticas con n´ umeros
enteros en un lenguaje similar a ML. La propiedad establece que el resultado de
la ´ ultima expresi´ on debe ser un n´ umero par.
Model Carrying Code: MCC
En [Sekar et al., 2001] se presenta MCC (Model Carrying Code), como un
nuevo paradigma para la seguridad de c´ odsigo movil, en el que el c´ odigo tiene
asociado un modelo de alto nivel de su comportamiento desde el punto de vista
de una propiedades de seguridad generales. Este modelo le permite al consumidor
conocer el c´ odigo, y veriﬁcar autom´ aticamente la conformidad del c´ odigo con la
pol´ ıtica general antes de ejecutarlo. En caso de que el c´ odigo no sea conforme con
la pol´ ıtica antes de ejecutarlo, el consumidor puede reﬁnar y ajustar la pol´ ıtica.
Adem´ as, el consumidor puede veriﬁcar el modelo y la pol´ ıtica durante la ejecuci´ on
del c´ odigo, con un monitor de su ejecuci´ on. Las aplicaciones son clasiﬁcadas [Sekar
et al., 2003] en ﬁle only y communications only: las aplicaciones ﬁle only no se
pueden comunicar por la red, y pueden leer todos los archivos y escribir en ellos de
forma restringida; las aplicaciones communications only no pueden hacer acceso
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de una pol´ ıtica de una aplicaci´ on ﬁle only puede ser no permitir acceso a la red
despues de haber le´ ıdo archivos sensibles. En las pol´ ıticas reﬁnadas, los archivos
cr´ ıticos desde el punto de vista de la seguridad son dependientes de los sitios,
por ejemplo los archivos con los registros y permisos de acceso del servidor del
sitio. Los modelos basados en aut´ omatas de estados ﬁnitos extendidos se generan
en un an´ alisis est´ atico del c´ odigo, que detecta las invocaciones a funciones del
sistema operativo. Este an´ alisis podr´ ıa incluir las invocaciones de bibliotecas. La
limitante es que no se puede aplicar a c´ odigo cargado din´ amicamente, aunque se
propone una soluci´ on parcial basada en aprendizaje de m´ aquina.
PCC Conﬁgurable: CPCC
En [Necula and Schneck, 2003b] se presenta CPCC, Conﬁgurable Proof Car-
rying Code, un marco formal que resulta m´ as ﬂexible y ﬁable que un sistema
est´ andar de PCC, dado que la parte del veriﬁcador en que se debe ﬁar es m´ as
peque˜ na, mientras el resto del veriﬁcador puede ser conﬁgurado para ajustarlo a
la pol´ ıtica de seguridad y a la estructura del c´ odigo m´ ovil. Por otro lado CPCC re-
quiere menos esfuerzo que el FPCC (Foundational Proof Carrying Code). CPCC
es presentado como un punto medio entre PCC y FPCC, que combina la eﬁ-
ciencia, escalabilidad y bajo coste de TouchStone, el compilador certiﬁcante de
Java, con la ﬂexibilidad y mayor ﬁabilidad de FPCC. Es aplicable a lenguaje
ensamblador, lenguajes de m´ aquinas virtuales espec´ ıﬁcas como JVM o .Net y de
m´ aquinas virtuales gen´ ericas. La pol´ ıtica de seguridad obligatoria y general para
todos los casos incluye el manejo seguro de la memoria, operaciones aritm´ eticas y
la ausencia de efectos secundarios, pero puede especializarse en cada caso. CPCC
fue dise˜ nado para llenar las necesidades del sistema Touchstone, aunque a´ un no
hay informaci´ on de los resultados de su implementaci´ on.
Sintactical Foundational Proof Carrying Code: SFPCC
En [Hamid et al., 2003; Hamid et al., 2002; Hamid and Shao, 2004; Hamid,
2005] se presenta el enfoque Syntactical Foundational Proof Carrying Code SF-
PCC como una variante al enfoque FPCC para reducir la complejidad y el tama˜ no
de las demostraciones en FPCC, y para tambi´ en contemplar tipos recursivos.2.1. Principales Aproximaciones de PCC 17
En esta variante se evitan los modelos sem´ anticos y las largas demostraciones
sem´ anticas, de manera que la demostraci´ on de la seguridad la hace el comproba-
dor de tipos al inferir los tipos de forma sint´ actica. El certiﬁcado incluye adem´ as
la demostraci´ on de la seguridad del sistema de tipos subyacente del cual no se
supone su ﬁabilidad. Certiﬁcan programas en un lenguaje ensamblador simpliﬁ-
cado con tipos denominado FTAL (Featherweigth Typed Assembly Language),
que es una versi´ on de TAL, y tambi´ en puede ser empleado como lenguaje obje-
to de compiladores de Java, ML y un C con tipos seguros. FTAL soporta tipos
recursivos, tipos mutables y punteros como valores de primera clase, adem´ as del
tipo entero y del tipo registro, pero no soporta tipos polim´ orﬁcos, existenciales
ni de orden superior. Las propiedades de seguridad consideradas incluyen la no
utilizaci´ on de instrucciones ilegales que detengan la ejecuci´ on de la m´ aquina, la
comprobaci´ on de tipos de la asignaci´ on de memoria y el mantenimiento de in-
variantes acerca del estado de la asignaci´ on de memoria realizada. Pueden incluir
adem´ as controles de acceso a determinadas regiones de la memoria. Utilizan Coq
para generar las demostraciones y la comprobaci´ on de tipos de Coq para validar-
las.
Con Coq tambi´ en certiﬁcan programas en lenguaje XTAL [Hamid and Shao,
2004], un lenguaje ensamblador extendido con tipos, pero con la nueva posibilidad
de que dichos programas puedan tener interfaz con otros programas certiﬁcados
que usen otros sistemas de tipos, en lenguajes incluso de alto nivel, contribuyendo
a la ﬂexibilidad y escalabilidad del enfoque sint´ actico para FPCC. En [Hamid,
2005] se presenta un lenguaje ensamblador con tipos y basado en regiones y
capacidades (capabilities) llamado RgnTAL, para la administraci´ on certiﬁcada
del manejo de la memoria, que hab´ ıa sido utilizado antes. La novedad es que
ahora se incluye como parte de la base ﬁable del c´ odigo. En [Ni and Shao, 2006]
extienden el enfoque SFPCC para resolver el problema del manejo de punteros
de c´ odigo embebidos que hay en c´ odigo binario de bajo nivel y en programas
funcionales, extendiendo la sintaxis del lenguaje de aserciones para combinar
relaciones de consecuencia sem´ anticas con t´ ecnicas de demostraci´ on sint´ acticas.
Muestran c´ omo manejar el polimorﬁsmo y la mecanizaci´ on de la t´ ecnica aunque
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TINMAN
En [Mok and Yu, 2002a; Mok and Yu, 2002b] se propone la arquitectura TIN-
MAN para salvaguardar la seguridad de los recursos por parte de c´ odigo escrito
en lenguaje C, con comprobaciones est´ aticas y con monitorizaci´ on durante la eje-
cuci´ on del c´ odigo. El certiﬁcado producido en la comprobaci´ on est´ atica especiﬁca
un pron´ ostico del consumo de recursos del c´ odigo tanto en tiempo de ejecuci´ on
como de memoria pedida expl´ ıcitamente. Como el consumo exacto de recursos no
puede de forma general predecirse antes de ejecutar el c´ odigo TINMAN aplica el
principio de comprobar lo veriﬁcable y monitorizar lo no veriﬁcable, con un con-
junto de herramientas para predicci´ on de uso de recursos, generaci´ on y validaci´ on
de certiﬁcados e imposici´ on de eventos en tiempo de ejecuci´ on. La pol´ ıtica de se-
guridad est´ a especiﬁcada con tres partes: 1) el uso de recursos por parte de cada
servicio que puede ser invocado por el c´ odigo y que provee el sistema hu´ esped, 2)
el uso de recursos del c´ odigo y 3) el sistema de prueba para la interpretaci´ on de la
especiﬁcaci´ on compuesto por axiomas y reglas. El comprobador est´ atico o fuera
de l´ ınea hace un proceso de cuatro etapas en las que: 1) hace primero un an´ ali-
sis sint´ actico del c´ odigo en C para producir el mismo c´ odigo C con comentarios
acerca del ﬂujo de informaci´ on; 2) se realiza el an´ alisis del tiempo de ejecuci´ on y
de la memoria demandada cuyo resultado es un esqueleto de uso de recursos que
est´ a parametrizado de forma que el valor exacto de las cotas se pueda luego deter-
minar en el sitio del consumidor; este esqueleto est´ a formado por un conjunto de
anotaciones del c´ odigo y aserciones; 3) posteriormente con base en el esqueleto de
uso de recursos y la pol´ ıtica de seguridad, se genera autom´ aticamente una especi-
ﬁcaci´ on del uso de recursos en la forma de un conjunto de predicados; 4) despu´ es
los predicados son veriﬁcados por un modulo de generaci´ on de demostraciones
para ﬁnalmente producir el certiﬁcado de uso de recursos. El an´ alisis de tiempo
determina el peor caso de uso de tiempo de ejecuci´ on que corresponde al mayor
tiempo de uso, que depende de los bloques b´ asicos y las estructuras de control
del programa. Hay casos de bucles en los que no se puede inferir el tiempo de
ejecuci´ on y se debe recurrir al programador para que suministre una cota supe-
rior. Para las invocaciones a servicios del sistema la pol´ ıtica se establece con pre
y postcondiciones parametrizadas de forma que la cota exacta sea determinada
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plataforma espec´ ıﬁca y entorno de ejecuci´ on espec´ ıﬁco. Para la generaci´ on de la
prueba del cumplimiento de la pol´ ıtica de uso de recursos se utiliza el sistema
PVS (Prototype Veriﬁcation System), un sistema demostrador de teoremas para
exploraci´ on y construcci´ on de demostraciones que funciona de forma top-down
dirigida por objetivos y que permite una amplia automatizaci´ on del proceso de
demostraci´ on. PVS se basa en l´ ogica de orden superior con tipado fuerte e incluye
un sistema de tipos rico y un comprobador de tipos. Como la demostraci´ on en
la l´ ogica de especiﬁcaci´ on que tiene PVS puede llegar a tener un tama˜ no consid-
erable, solo se incluye en el certiﬁcado las estrategias usadas en la demostraci´ on
y sus correspondientes par´ ametros, al que se le denomina el certiﬁcado esquele-
to. En [Yu and Mok, 2004] detallan la formalizaci´ on del marco empleado en
TINMAN. Aunque los experimentos de la validaci´ on de la arquitectura solo con-
sideran c´ odigo escrito en C, el marco formal puede ser aplicado a otros lenguajes
de alto nivel.
Prototype Proof Carrying Code: ProtoPCC
En [Wildmoser et al., 2004] se presenta ProtoPCC (Prototype Proof Carry-
ing Code) un marco formal, que seg´ un sus autores puede ser considerado com-
plementario del trabajo [Necula and Schneck, 2002], dado que una vez probaba
la correcci´ on del n´ ucleo del generador de condiciones de veriﬁcaci´ on VCGen, se
le puede aplicar la t´ ecnica de usar extensiones seguras y optimizadas. El marco
es instanciado para un lenguaje de ensamble simple (SAL), con una pol´ ıtica que
prohibe los errores de tipos y los desbordes aritm´ eticos. Se muestra un programa
con anotaciones y la condici´ on de veriﬁcaci´ on resultante. El productor de c´ odigo
puede escribir los programas anotados en Isabelle, un demostrador de teoremas
inductivo basado en l´ ogica de orden superior HOL; para obtener la condici´ on de
veriﬁcaci´ on se puede ya sea generar y ejecutar c´ odigo ML para el VCGen usan-
do resultados de otro trabajo, o utilizar el simpliﬁcador para evaluar el VCGen
aplicado al programa. El productor puede probar la condici´ on de veriﬁcaci´ on us-
ando la herramienta de demostraci´ on, junto con una colecci´ on de teoremas HOL;
en el caso del ejemplo son suﬁcientes el simpliﬁcador y un procedimiento para
aritm´ etica de Presburger. Para el lado del consumidor, Isabelle provee t´ erminos
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t´ erminos Lambda que tienen un tipo que corresponde al teorema que se demues-
tra, de modo que la comprobaci´ on de la demostraci´ on es una comprobaci´ on del
tipo. En un segundo trabajo se us´ o este marco para certiﬁcar programas en c´ odigo
bytecode, de forma que tampoco causen desborde aritm´ etico ni desborden vec-
tores [Wildmoser et al., 2005]. El c´ odigo bytecode analizado es producido por
un compilador del lenguaje Jinja, un subconjunto de Java con creaci´ on de ob-
jetos, herencia, invocaci´ on din´ amica de m´ etodos y manejo de excepciones, pero
solo certiﬁcan programas con operaciones de aritm´ etica b´ asica e instrucciones
de movimiento de datos sin creaci´ on de objetos ni invocaci´ on a m´ etodos. Las
anotaciones del c´ odigo que incluyen anotaciones de los intervalos de los ´ ındices
de los vectores, usan un lenguaje de primer orden espec´ ıﬁcamente dise˜ nado para
bytecode de la m´ aquina virtual Java JVM y son generadas autom´ aticamente en
[Wildmoser et al., 2005] a diferencia de los trabajos previos [Wildmoser et al.,
2004] donde son generadas manualmente.
Proyecto Mobile Resources Guarantees MRG
En 2002-2005 la Uni´ on Europea lleva a cabo el proyecto MRG (Mobile Re-
sources Guarantees) con el prop´ osito de desarrollar la infraestructura necesaria
para acompa˜ nar el c´ odigo m´ ovil con certiﬁcados que describan su comportamiento
en relaci´ on con los recursos, de manera que tales certiﬁcados puedan ser veriﬁ-
cados de forma independiente del productor del c´ odigo [Sannella et al., 2005;
Gilmore and Prowse, 2005]. En el marco del proyecto MRG se desarrollan dos
lenguajes funcionales, Camelot y Grail, para certiﬁcar el consumo de recursos de
memoria del heap por parte del c´ odigo de funciones Camelot, como funci´ on lineal
del tama˜ no de la entrada de la funci´ on. Camelot es un lenguaje de programaci´ on
funcional de alto nivel, de primer orden e impuro (de la familia de ML), que tiene
objetos y clases, dise˜ nado para uso seguro de recursos. El compilador de Camelot
produce dos resultados: un c´ odigo objeto en el lenguaje de bytecodes Grail (Guar-
anteed Resource Allocation Intermediate Language), y una demostraci´ on del uso
de recursos que establece el consumo de recursos por parte del programa Grail. El
compilador Grail genera c´ odigo para la m´ aquina JVM y soporta los formatos de
bytecode de Java, Javacard (para dispositivos smart basados en Java) y del byte-
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and Wolverson, 2004]. El productor del c´ odigo usa los compiladores de Camelot
y Grial, para generar con el c´ odigo JVM dos archivos Isabelle con los tipos LDF
[Hofmann and Jost, 2003] del c´ odigo (el certiﬁcado) y la sintaxis abstracta de
Grail. El consumidor utiliza el demostrador de teoremas Isabelle para validar el
certiﬁcado. En [Aspinall et al., 2004b] se presenta el marco formal de MRG, para
dispositivos smart, y otros dispositivos m´ oviles y peque˜ nos en su tama˜ no, en los
que por esto mismo hay limitaciones en su capacidad computacional, especial-
mente por la memoria reducida que tienen, en comparaci´ on con los ordenadores
personales. En [Aspinall et al., 2004b] se mencionan dos problemas y c´ omo los
resolver´ ıan: i) un problema del lado del consumidor es el gran tama˜ no de Isabelle,
a´ un para computadores personales, por lo cual proponen el desarrollo de una her-
ramienta como Isabelle, pero especializada en la validaci´ on del certiﬁcado, y as´ ı,
de menor tama˜ no y menor complejidad que Isabelle. El otro problema, ii) del
lado del productor, es la instanciaci´ on de muchos cuantiﬁcadores que no son in-
stanciados de forma autom´ atica por los resolvedores est´ andar de Isabelle, para el
cual proponen usar aserciones derivadas, suﬁcientes pero incompletas.
Abstract Carrying Code: ACC
En [Xia and Hook, 2003a; Xia and Hook, 2003c; Xia and Hook, 2003b; Xia and
Hook, 2004] se propone “Abstraction-carrying code”(ACC) como mecanismo para
certiﬁcar propiedades temporales (vivacidad) de c´ odigo m´ ovil escrito en lenguaje
C. En ACC el tama˜ no del certiﬁcado de propiedades temporales es por lo general
signiﬁcativamente menor que el tama˜ no del programa. La propiedad temporal se
expresa como un predicado el l´ ogica lineal temporal LTL sin operador “next”. El
certiﬁcado es un programa booleano resultado de la abstracci´ on del programa con
base en el predicado LTL. El programa booleano est´ a codiﬁcado como anotaciones
de tipos en el lenguaje ensamblador con tipos catalogados (“indexed”) SDTAL
(“Simpliﬁed Dependent Typed Intermediate Language”). El consumidor del c´ odi-
go comprueba el tipo del certiﬁcado para validar la abstracci´ on y luego ejecuta
un comprobador de modelos abstractos para validar la propiedad temporal. La
abstracci´ on que produce la funci´ on booleana se hace con base en el programa
fuente C. La compilaci´ on recibe adem´ as del fuente C la funci´ on booleana que
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garantiza que el modelo abstracto del programa fuente (la funci´ on booleana) es
el mismo modelo abstracto del programa compilado en lenguaje intermedio. Las
desventajas del enfoque son el gran tama˜ no de la base de c´ odigo ﬁable que incluye
el comprobador de tipos de SDTAL y el comprobador de modelos, y la menor
eﬁciencia durante la validaci´ on que hace el consumidor al comprobar el modelo.
La implementaci´ on ACCEPT/C usa la herramienta BLAST ( [Henzinger et al.,
2002]) para la generaci´ on del grafo de ﬂujo de control del programa C.
En [Albert et al., 2005a] se presenta Abstract Carrying Code ACC que es la
Aplicaci´ on de Interpretaci´ on Abstracta a PCC, como una forma de hacer MCC
Model Carrying Code en el marco de lenguajes multiparadigma utilizando Con-
straint logic Programming CLP. En este caso el modelo usado es la interpretaci´ on
abstracta del programa mediante una aproximaci´ on de punto ﬁjo. Se usa el lengua-
je de aserciones de alto nivel de Ciaopp, que usa pre y postcondiciones, para
expresar las pol´ ıticas de seguridad de forma parametrizada respecto a los domin-
ios abstractos, con lo cual se tiene expresividad y generalidad. Con este enfoque
se est´ a a m´ as alto nivel que con otros enfoques de PCC (incluso de MCC). Se
tiene m´ as ﬂexibilidad en las pol´ ıticas que con MCC en el que el comportamiento
seguro del c´ odigo est´ a predeﬁnido y que la mayor´ ıa de enfoques de PCC en los
que las pol´ ıticas se reﬁeren a manejo seguro de la memoria y de los tipos, aunque
las aserciones de la pol´ ıtica de seguridad requerida deben suministrarse manual-
mente. En los ejemplos mencionados en [Albert et al., 2005a] se usan dominios
de tipos regulares (describibles como t´ erminos regulares); el usuario puede deﬁnir
sus t´ erminos regulares y emplear los preexistentes en Ciao, numeros, cadenas,
listas, constantes, as´ ı como los que permiten manejar archivos; de ´ esta forma se
pueden expresar pol´ ıticas como el acceso seguro a archivos, a trav´ es de la deﬁni-
ci´ on de nombres de archivos seguros, que permiten deﬁnir las precondiciones para
el procedimiento que abre un archivo. Otras propiedades veriﬁcadas [Albert et al.,
2004a] son el determinismo, la terminaci´ on, el no fallo, y el no tropiezo. En traba-
jos posteriores [Albert et al., 2004b; Albert et al., 2005d] se incluyen pol´ ıticas de
eﬁciencia en el manejo de los recursos (resource awareness) de los sitios receptores
del c´ odigo m´ ovil, espec´ ıﬁcamente de que el coste en espacio y tiempo de las fun-
ciones que se ejecutar´ ıan en cada sitio est´ a acotado y que las funciones no tengan
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certiﬁcados en ACC con tama˜ no reducido, que se pueden validar y reconstruir en
un solo paso. En los experimentos obtuvieron reducciones de en promedio hasta
tres veces en el tama˜ no sin afectar el tiempo de validaci´ on/comprobaci´ on m´ as
all´ a del 6%. En ACC hay limitaciones en el enfoque como se indica en [Albert
et al., 2004b] por la imprecisi´ on de la aproximaci´ on de la interpretaci´ on abstracta
o por la indecibilidad de algunas propiedades.
Interactive PCC: iPCC
En [Tsukada, 2000; Tsukada, 2005] se propone una extensi´ on al mecanismo de
PCC para que sea interactivo y probabil´ ıstico, con el ﬁn de atacar el problema en
PCC del crecimiento del tama˜ no de las demostraciones en relaci´ on con el tama˜ no
y complejidad del c´ odigo, que restringe su aplicaci´ on a casos con tama˜ nos razon-
ables de demostraciones que el consumidor pueda validar en un tiempo razonable.
El tiempo de validaci´ on de una demostraci´ on del cumplimiento de una propiedad
de un c´ odigo con m l´ ıneas de c´ odigo y n condicionales es 2k ∗ poly(m) con PCC,
mientras que es poly(m) con iPCC. La probabilidad de que la demostraci´ on con
iPCC sea correcta es ≤ 1/2m. Se establece adem´ as, que la clase de propiedades
demostrable eﬁcientemente con iPCC (PSPACE), es m´ as grande que la clase de
propiedades (NP) que son eﬁcientemente demostrables con PCC. La propiedad de
seguridad se expresa de forma negativa en f´ ormulas booleanas cuantiﬁcadas exis-
tencialmente, de modo que el programa es seguro si y solo si la f´ ormula es falsa.
La f´ ormula booleana es luego expresada de forma aritm´ etica mediante una suma-
toria para valores de cero y uno sobre todas las variables, en que se reemplazan
las conjunciones por multiplicaciones, las disyunciones por sumas, las variables
sin negar se dejan tal cual, y las variables negadas (¬X) se reemplazan por la el
complemento (1 − X). La f´ ormula booleana cuantiﬁcada es falsa, s´ ı y solo si su
versi´ on aritmetizada es igual a cero. La f´ ormula aritmetizada es un polinomio de
grado uno cuyos coeﬁcientes env´ ıa el productor del c´ odigo al consumidor de forma
interactiva uno por uno. Tales coeﬁcientes son la demostraci´ on de la propiedad
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Proyecto LANDE
En [Besson et al., 2005; Besson et al., 2006] se presenta otro enfoque para
FPCC pero tambi´ en basado en interpretaci´ on abstracta, para certiﬁcar c´ odigo
de un subconjunto de Java y de la m´ aquina virtual Java JVM (bytecode). El
validador es entregado al consumidor junto con una demostraci´ on de su correc-
ci´ on en Coq. El consumidor valida esta demostraci´ on usando el comprobador de
tipos de Coq. La interpretaci´ on abstracta realizada en Coq, produce un t´ ermi-
no lambda como certiﬁcado, que es validado usando tambi´ en el demostrador de
teoremas Coq. Las propiedades de seguridad certiﬁcadas se reﬁeren en general
a valores de variables que est´ an en rangos especiﬁcados. Se certiﬁc´ o el manejo
seguro de vectores en seis ejemplos de c´ odigo (tres de ordenamiento, dos produc-
tos: convoluci´ on y de polinomios, y Floyd-Wharshall). Para hacer m´ as eﬁciente
la generaci´ on y validaci´ on de los certiﬁcados con Coq se utiliz´ o el mecanismo de
extracci´ on de programas de Coq, que genera programas en lenguaje Caml. El
certiﬁcado toma la forma de estrategias para reconstruir el punto ﬁjo y est´ a com-
primido mediante una t´ ecnica de compresi´ on del punto ﬁjo. En la validaci´ on, se
reconstruye el punto ﬁjo usando las estrategias del certiﬁcado. Los certiﬁcados
son de un tama˜ no menor en un grado de magnitud que el c´ odigo correspondiente,
y por eso el tiempo de validaci´ on es despreciable (10-60ms).
Java Resource Bounds Veriﬁer: JVer
Otra propuesta [Chander et al., 2005a; Chander et al., 2007] relacionada con
pol´ ıticas de topes en el consumo de recursos f´ ısicos (CPU, memoria, disco, ancho
de banda) y virtuales (ﬁcheros, conexiones a bases de datos, procesos (hilos) es-
tablece una veriﬁcaci´ on est´ atica de validaciones din´ amicas expresadas mediante
anotaciones del c´ odigo que determinan la adquisici´ on de los recursos de forma
previa a su consumo. La propuesta es de aplicaci´ on general y comprende un gen-
erador de condiciones de veriﬁcaci´ on y un demostrador que aplica satisfacibilidad.
En la actualidad hay dos implementaciones: una est´ a aplicada a c´ odigo fuente Ja-
va con anotaciones y usa el generador de condiciones de veriﬁcaci´ on de ESC/Java
y el demostrador de teoremas Simplify [Chander et al., 2005a], pero no gen-
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implementaci´ on incluye la herramienta JVer como generador de condiciones de
veriﬁcaci´ on para Java Bytecode anotado, y usa el demostrador de teoremas Kettle
como generador de demostraciones validables de forma independiente [Chander
et al., 2005b].
2.2. Aproximaciones Alternativas o Complemen-
tarias a PCC
A continuaci´ on se presentan las aproximaciones relacionadas con PCC pero
que son extensiones o complementos que se salen del paradigma de PCC al obviar
algunos de sus problemas o asunciones. La siguiente aproximaci´ on recurre a una
autoridad certiﬁcadora para aquellas propiedades no certiﬁcables con la tecnolog´ ıa
actual de PCC.
PCC con Autorizaci´ on
Sali´ endose del paradigma de PCC, en [Whitehead et al., 2004] se propone
un sistema de autorizaci´ on para PCC que complementa un sistema PCC con
un sistema de autorizaci´ on basado en el lenguaje BINDER que permitir´ ıa me-
diante una autoridad certiﬁcadora ﬁable certiﬁcar con ﬁrmas digitales aquellas
propiedades de seguridad m´ as complejas y por fuera del alcance del sistema de
PCC, o tambi´ en la TCB, la base de c´ odigo ﬁable. BINDER usa una l´ ogica de
autorizaci´ on. Los consumidores de c´ odigo expresan sus pol´ ıticas en esa l´ ogica que
describe relaciones de conﬁanza con otros agentes, deﬁnen predicados declarati-
vamente y pueden incluir axiomas para el razonamiento. El sistema se basa en
razonamiento y conﬁanza y permite expresar e imponer pol´ ıticas de seguridad.
Se ilustra el uso del marco con un ejemplo de pol´ ıticas de manejo seguro de la
memoria y manejo acotado de comunicaciones (n´ umero limitado de paquetes por
segundo).
La siguiente aproximaci´ on permite obviar la asunci´ on acerca de la ﬁabilidad
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Validador Certiﬁcado para FPCC
En [Barthe et al., 2007] se deﬁne el primer sistema de tipos basado en ﬂujo
de informaci´ on para un lenguaje tipo bytecode de JVM, con clases, objetos, ar-
reglos, excepciones e invocaciones de m´ etodos que garantiza la no interferencia
de los programas con tipos comprobados. La pol´ ıtica de seguridad est´ a basada en
un ret´ ıculo de niveles de seguridad (conﬁdencialidad). El atacante, los campos de
las clases, las variables locales y los par´ ametros de los m´ etodos tienen niveles de
seguridad, as´ ı como las excepciones que puede lanzar cada m´ etodo. El nivel de
seguridad del atacante determina sus capacidades de observaci´ on. La correcci´ on
fu´ e demostrada con el demostrador de teoremas Coq y de tal demostraci´ on se
extrajo un veriﬁcador liviano certiﬁcado de ﬂujos de informaci´ on de bytecode. El
sistema aplica los principios de la veriﬁcaci´ on de tipos est´ andar de bytecode y
puede ser empleado en la arquitectura est´ andar de seguridad en la JVM. El veri-
ﬁcador certiﬁcado puede ser tambi´ en usado como un validador de demostraciones
para FPCC por parte de los consumidores de c´ odigo m´ ovil, pero con certiﬁcados
compactos.
La siguiente aproximaci´ on simpliﬁca el problema de la ﬁabilidad del c´ odigo
al certiﬁcar el programa con base en el certiﬁcado del resultado del an´ alisis del
programa en lugar del certiﬁcado del an´ alisis en s´ ı.
Certiﬁcaci´ on de Resultados de An´ alisis Relacional de Pro-
gramas
La propuesta [Besson et al., 2007] deﬁne un sistema para certiﬁcaci´ on de
propiedades de consumo de recursos y de memoria segura (como el acceso a vec-
tores dentro de sus l´ ımites) en bytecode imperativo con procedimientos, vectores
y variables globales. El sistema inﬁere de forma autom´ atica invariantes de bucles,
y pre y postcondiciones de m´ etodos, aplicando interpretaci´ on abstracta poli´ edri-
ca y ejecuci´ on simb´ olica. El punto ﬁjo obtenido, que representa un invariante
del programa y es un sistema de restricciones lineales, es abreviado de acuer-
do a la pol´ ıtica de seguridad para reducir su tama˜ no y abaratar su veriﬁcaci´ on.
El certiﬁcado est´ a compuesto por las anotaciones con los invariantes y una in-
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plex. La inclusi´ on poli´ edrica est´ a representada como un vector de coeﬁcientes de
combinaci´ on lineal de restricciones validable en tiempo cuadr´ atico. El analizador
est´ a implementado en Caml, y el comprobador del resultado en el demostrador
Coq.
La siguiente aproximaci´ on elude el problema del tama˜ no y la representaci´ on
del certiﬁcado ya que el productor no entrega un certiﬁcado que demuestre la
ﬁabilidad del c´ odigo m´ ovil sino una extensi´ on ejecutable del veriﬁcador espec´ ıﬁca
para el c´ odigo fuente y el compilador usado.
Una instancia no est´ andar de FPCC: Open Veriﬁer
En [Chang et al., 2005] se presenta Open Veriﬁer, un marco formal para el
desarrollo de veriﬁcadores fundacionales, como una instancia de FPCC en la que
se veriﬁca c´ odigo no ﬁable usando veriﬁcadores particularizados (“customized”)
al programa. La propuesta se sale del marco general de PCC y tiene algunas
restricciones en relaci´ on con FPCC pero es m´ as f´ acil de llevar a la pr´ actica. El
productor del c´ odigo no env´ ıa la demostraci´ on sino la extensi´ on ejecutable del
veriﬁcador espec´ ıﬁca para un lenguaje fuente y una estrategia de compilaci´ on da-
da. Esto evita el principal problema de FPCC acerca de la representaci´ on de las
demostraciones y su gran tama˜ no [Necula and Rahul, 2001]. No usa un sistema
de tipos general aplicable a cualquier lenguaje de programaci´ on y es aplicable
a c´ odigo ensamblador en lugar de c´ odigo de m´ aquina. El consumidor genera la
demostraci´ on usando el Open Veriﬁer y la extensi´ on correspondiente al lenguaje
del c´ odigo. El productor env´ ıa con el c´ odigo metadatos que son usados por la ex-
tensi´ on durante el proceso de generar la demostraci´ on. Estos metadatos pueden
ser solo los tipos de las entradas y salidas de todas las funciones del programa
pero pueden adem´ as incluir demostraciones completas de la seguridad de instruc-
ciones particulares. La extensi´ on no ﬁable es un generador de predicados que son
postcondiciones d´ ebiles acerca del programa. Open Veriﬁer incluye un m´ odulo
ﬁable para generar las postcondiciones m´ as fuertes expresado como c´ odigo eje-
cutable en lugar de usar axiomas l´ ogicos para describir las transiciones de la
m´ aquina. De este modo no todas las veriﬁcaciones son fundacionales. Los otros
componentes ﬁables del marco son el Validador y el aproximador de punto ﬁjo.
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predicados d´ ebiles producidos por la extensi´ on no ﬁable. Las demostraciones se
construyen por niveles. Todo el razonamiento espec´ ıﬁco al programa veriﬁcado es
manejado usando cl´ ausulas de Horn y las extensiones pueden usar un int´ erprete
Prolog en la generaci´ on de las pruebas. Sin embargo se usa una l´ ogica m´ as rica y
el demostrador de teoremas Coq para los constructores de f´ ormulas de las exten-
siones. Hay una implementaci´ on del marco Open Veriﬁer con varias extensiones
que soportan diferentes estrategias de veriﬁcaci´ on. Se destacan las extensiones
para PCC tradicional (PCCExt), para TALx86 [Morrisett et al., 1999a](TALExt)
y la del lenguaje Cool, un lenguaje orientado por objetos realista (similar a un
subconjunto de Java o C#) llamada CoolAid.
La siguiente aproximaci´ on tambi´ en elude el problema del tama˜ no y la repre-
sentaci´ on del certiﬁcado. El productor no entrega un certiﬁcado que demuestre
la ﬁabilidad del c´ odigo m´ ovil sino un veriﬁcador desarrollado usando el marco
formal propuesto.
An´ alisis Certiﬁcado de Programas para FPCC
En [Chang et al., 2006] se propone un marco formal basado en interpretaci´ on
abstracta para certiﬁcar el an´ alisis de programas que puede ser aplicado a una
infraestructura para FPCC. Este trabajo se sale del marco tradicional de PCC,
pues el productor del c´ odigo no suministra una demostraci´ on del cumplimiento de
una pol´ ıtica del consumidor, sino un veriﬁcador desarrollado y certiﬁcado usando
el marco formal que se propone en el trabajo,. El marco se considera la primera
evidencia publicada de que la certiﬁcaci´ on fundacional de c´ odigo puede ser escal-
ada. El marco distingue dos actividades: la instalaci´ on que ocurre una vez por
analizador, y la veriﬁcaci´ on que ocurre una vez por cada programa que se analiza.
En la instalaci´ on, con base en el c´ odigo fuente del certiﬁcador y su demostraci´ on
de correcci´ on, se valida esta demostraci´ on empleando tres componentes ﬁables:
el compilador, el extractor de modelos/especiﬁcaciones y el validador en s´ ı. En
la veriﬁcaci´ on se aplican el certiﬁcador (resultado de la compilaci´ on del fuente)
y el analizador. El marco traduce de forma autom´ atica las implementaciones de
los an´ alisis escritas en ML en modelos y especiﬁcaciones para el asistente de de-
mostraciones Coq, incluyendo efectos secundarios y funciones recursivas no prim-
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mecanismos de seguridad y las estrategias de compilaci´ on. El ´ unico requisito es
que pueda suministrar un veriﬁcador de c´ odigo en la forma de un an´ alisis certiﬁ-
cado, cuya demostraci´ on de correcci´ on atestigua que el an´ alisis impone la pol´ ıtica
de seguridad deseada por el receptor-consumidor del c´ odigo. Se implement´ o un
prototipo del marco para analizar c´ odigo de lenguaje ensamblador x86 producido
por TALx86 [Morrisett et al., 1999a] excluyendo solo las caracter´ ısticas de mod-
ularidad. Tambi´ en se hizo una implementaci´ on parcial del veriﬁcador de c´ odigo
Bytecode JBV que exclu´ ıa excepciones, inicializaci´ on de objetos y subrutinas. El
certiﬁcador ha sido implementado en ML. El extractor de especiﬁcaciones fu´ e im-
plementado en Ocaml y soporta un subconjunto grande de ML. La base de c´ odigo
ﬁable incluye el compilador OCaml y el validador de demostraciones de Coq.
En la siguiente aproximaci´ on, se certiﬁca c´ odigo ensamblador compilado de
lenguaje C con herramientas que imponen propiedades de tipos y punteros se-
guros, mediante anotaciones e instrumentaci´ on del c´ odigo. Las anotaciones son
usadas en la comprobaci´ on est´ atica de los tipos, y la instrumentaci´ on comprende
instrucciones para hacer comprobaciones din´ amicas. El marco formal no incluye
un validador del certiﬁcado.
Certiﬁcaci´ on de C´ odigo Ensamblador
En [Harren and Necula, 2005; Harren, 2007] se presenta una aproximaci´ on
basada en tipos dependientes est´ aticos y din´ amicos para certiﬁcar c´ odigo en-
samblador producido por herramientas que imponen propiedades de seguridad
a nivel de c´ odigo fuente. La propuesta ha sido implementada para certiﬁcar las
propiedades impuestas por las herramientas CCured [Condit et al., 2005] y Cqual.
CCured impone tipos seguros en c´ odigo C mediante la clasiﬁcaci´ on de los pun-
teros del c´ odigo de acuerdo al uso que tienen. La seguridad comprende punteros,
vectores y memoria segura. CCured anota e instrumenta el c´ odigo C que luego
puede ser compilado con un compilador optimizador a c´ odigo ensamblador x86.
La instrumentaci´ on es c´ odigo ensamblador embedido en el c´ odigo C que hace
las comprobaciones din´ amicas. El veriﬁcador-certiﬁcador est´ a parametrizado por
una pol´ ıtica de tipos que describe los invariantes que impone la herramienta de
seguridad. El veriﬁcador usa interpretaci´ on abstracta sobre el dominio de las
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da instrucci´ on preserva la memoria segura. En [Condit et al., 2007] proponen
un sistema tambi´ en basado en tipos dependientes para lenguajes imperativos de
bajo nivel que implementan para C en el compilador anotador y comprobador
fuente a fuente Deputy. Con Deputy se pueden comprobar punteros, y punteros a
posiciones de arreglos seguros, aritm´ etica de punteros segura y manejo seguro de
uniones. La certiﬁcaci´ on implementada para CCure y CQual puede ser extendida
para certiﬁcar las que impone Deputy.
2.3. Aspectos Tecnol´ ogicos de PCC
2.3.1. Asunciones
Las tres principales asunciones se reﬁeren a [Necula and Lee, 1996; Lee and
Necula, 1997; Necula, 1997; Necula and Lee, 1998a; Necula and Lee, 1998b; Appel
and Felty, 2000; Necula, 2001b; Necula, 2001a; Necula and Rahul, 2001; Sekar
et al., 2001; Appel and Mcallester, 2001; Hamid et al., 2003; Hamid et al., 2002;
Necula and Schneck, 2003b; Sekar et al., 2003; Hamid and Shao, 2004; Albert
et al., 2005a; Felty, 2005; Hamid, 2005; Tsukada, 2005; Besson et al., 2006]:
la no ﬁabilidad del productor, distribuidor y certiﬁcador del c´ odigo,
la ﬁabilidad de todo o parte del c´ odigo que usa el consumidor del c´ odigo
para validar el certiﬁcado,
no hay un tercero ﬁable como autoridad certiﬁcadora.
S´ olo un trabajo [Whitehead et al., 2004] supone la participaci´ on de un tercero
ﬁable como autoridad certiﬁcadora para aquellas propiedades no certiﬁcables via
PCC.
Recientemente se est´ an desarrollando propuestas con variantes en el uso de
componentes ﬁables en la infraestructura que usa el consumidor para asegurar
la ﬁabilidad del c´ odigo. Una, es el uso de componentes cuya ﬁabilidad es certi-
ﬁcable formalmente cada vez que se instalan [Chang et al., 2006]. Otra, el uso
de validadores cuya ﬁabilidad est´ a certiﬁcada formalmente [Barthe et al., 2007].
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componentes no ﬁables (pero cuya ﬁabilidad es veriﬁcable), componentes ﬁables
y componentes certiﬁcados.
2.3.2. El contenido de la base de c´ odigo ﬁable TCB
En los primeros trabajos [Necula and Lee, 1996; Necula and Lee, 1997b;
Necula, 1997] la base de c´ odigo ﬁable se compone solo del validador, un programa
en C de 5 p´ aginas de longitud que implementa el algoritmo de comprobaci´ on de
tipos del marco l´ ogico LF de forma optimizada.
En los siguientes trabajos [Necula and Lee, 1998a; Necula and Lee, 1998b;
Colby et al., 2000; Necula, 2001b] el c´ odigo ﬁable que usa el consumidor para val-
idar los certiﬁcados contiene: el generador de las condiciones de veriﬁcaci´ on VCs,
y el comprobador de tipos que valida el certiﬁcado. El generador de las condi-
ciones de veriﬁcaci´ on incluye 1) la m´ aquina abstracta que modela la sem´ antica
del lenguaje, y 2) el generador en s´ ı, con los axiomas y las reglas de inferencia.
En el compilador certiﬁcante para un subconjunto de Java, el Generador de las
VCs tiene aproximadamente 15Kbytes de tama˜ no y el Validador 4Kb.
En [Necula and Schneck, 2002; Necula and Schneck, 2003a; Necula and Sch-
neck, 2003b; Wildmoser et al., 2004; Wildmoser et al., 2005; Wildmoser and Nip-
kow, 2005] para reducirle el tama˜ no, excluyen de la TCB las reglas de inferencia
que se usan en la demostraci´ on de la pol´ ıtica de seguridad.
En [Appel and Felty, 2000; Appel, 2001] la sem´ antica de las instrucciones de
m´ aquina no la maneja el generador de VCs sino la pol´ ıtica de seguridad, con el
ﬁn de reducir el tama˜ no del generador de VCs y reducir as´ ı la TCB, pero con el
coste de complicar las pruebas.
En [Necula and Schneck, 2003b] donde el veriﬁcador es conﬁgurable y se
ha descompuesto en dos partes, una general aplicable en todos los casos, y otra
conﬁgurable para ajustarla a la pol´ ıtica de seguridad y a la estructura del c´ odigo
m´ ovil. La parte general del veriﬁcador se supone ﬁable, mientras que la parte
conﬁgurada no.
En [Wu et al., 2003], consideran el problema de reducir el tama˜ no del denom-
inado testigo de la prueba y de las reglas de demostraci´ on no ﬁables de forma
simult´ anea. Implementan el validador de las pruebas LF como un int´ erprete de
programaci´ on l´ ogica simpliﬁcado, que maneja cl´ ausulas din´ amicas pero no hace32 Cap´ ıtulo 2. Estado del arte en Proof Carrying-Code PCC
retroceso (backtracking) con la forma de los objetivos y programas restringidos,
de manera que reducen el tama˜ no del validador y lo hacen eﬁciente. El int´ erprete
es denominado FLIT y se describe en [Appel et al., 2003].
En [Chang et al., 2005], los componentes ﬁables del Open Veriﬁer incluyen
el m´ odulo para generar las postcondiciones m´ as fuertes, el Validador y el aprox-
imador de punto ﬁjo. Se considera no ﬁable la extensi´ on suministrada por el
productor del c´ odigo, especializada en un lenguaje de programaci´ on.
En varios trabajos [Hamid and Shao, 2004; Hamid, 2005; Besson et al., 2005;
Besson et al., 2006; Besson et al., 2007] el contenido de la TCB se reduce al
comprobador de tipos del demostrador de teoremas Coq, cuyo tama˜ no es relati-
vamente reducido.
2.3.3. El Tama˜ no del Certiﬁcado
El problema es el gran tama˜ no de los t´ erminos producidos; por eso para PCC
en [Necula and Lee, 1997a] modiﬁcan el comprobador de tipos de LF para omitir
partes importantes y redundantes de los t´ erminos que producen las derivaciones,
usando una representaci´ on impl´ ıcita para LF (llamada LFi). Esta reducci´ on puede
ser de un factor de 3 para t´ erminos con 140 tokens o de 1000 para algunas de las
pruebas m´ as largas [Necula and Rahul, 2001].
En [Necula and Rahul, 2001; Necula, 2001a], el certiﬁcado es un or´ aculo
representado como un ﬂujo de bits que resuelven las opciones de interpretaci´ on no
determin´ ısticas. El or´ aculo es un testigo de la prueba que sintetiza las decisiones
de la derivaci´ on del tipo que es la prueba. Se mencionan reducciones en el tama˜ no
de la prueba en un factor de 30, con pruebas cuyo tama˜ no es en promedio el 12%
del tama˜ no del c´ odigo Los experimentos referidos en [Necula and Rahul, 2001]
incluyeron 10 programas cuyo tama˜ no en Java era entre 1588 y 229853 l´ ıneas
de c´ odigo, para los cuales los tama˜ nos de las pruebas LFi estaban entre 49804 y
10813894 bytes, y los tama˜ nos de los or´ aculos entre 1936 y 354034 bytes.
En [Grossman and Morrisett, 2001; Morrisett et al., 1999a] se presenta un
compilador certiﬁcante para una versi´ on de TAL para computadoras de arquitec-
tura x86, llamado TALx86, en el que emplean t´ ecnicas para reducir el tama˜ no de
las anotaciones y reducir el tiempo de la veriﬁcaci´ on, es decir de la comprobaci´ on
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como es el compilador mismo. El experimento con las bibliotecas de funciones
y otros elementos del compilador mostr´ o que, el tama˜ no de las anotaciones no
super´ o el tama˜ no del c´ odigo, oscilando entre el 43 y el 67%, y que el tiempo de
veriﬁcaci´ on result´ o lineal en relaci´ on con el tama˜ no del c´ odigo veriﬁcado.
En [Wu et al., 2003], el testigo de la prueba reemplaza a la prueba y es
de menor tama˜ no que ella y facilita la validaci´ on de la prueba por parte del
validador en el sitio del consumidor permitiendo emplear validadores peque˜ nos.
El generador de la prueba puede representarse como un programa l´ ogico en el que
las cl´ a usulas representan las reglas de inferencia; entonces “el testigo de la prueba
es una traza de los objetivos y subobjetivos exitosos ejecutados por el programa
l´ ogico”, es decir “es un ´ arbol en el que los nodos son las identiﬁcaciones de las
cl´ ausulas y los sub´ arboles son los subobjetivos de dichas cl´ ausulas” [Wu et al.,
2003].
En TINMAN [Mok and Yu, 2002a; Mok and Yu, 2002b; Yu and Mok, 2004],
como usan PVS para generar la demostraci´ on, y en la l´ ogica de especiﬁcaci´ on
que tiene PVS las demostraciones pueden llegar a tener un tama˜ no considerable,
solo incluyen en el certiﬁcado las estrategias usadas en la demostraci´ on y sus
correspondientes par´ ametros, al que se le denomina el certiﬁcado esqueleto.
En [Xia and Hook, 2003a; Xia and Hook, 2003c; Xia and Hook, 2003b; Xia
and Hook, 2004], usan interpretaci´ on abstracta para generar certiﬁcados de for-
ma que el tama˜ no del certiﬁcado de propiedades temporales es por lo general
signiﬁcativamente menor que el tama˜ no del programa.
En [Hamid et al., 2003; Hamid et al., 2002; Hamid and Shao, 2004; Hamid,
2005] se presenta una variante a FPCC que evita los modelos sem´ anticos soﬁsti-
cados y las largas pruebas sem´ anticas con un enfoque sint´ actico. Las pruebas se
codiﬁcan en CiC, utilizando el demostrador Coq.
En [Tsukada, 2000; Tsukada, 2005] presentan la propuesta “interactive Proof
Carrying Code”iPCC con la noci´ on de demostraci´ on interactiva como una alterna-
tiva al problema de la explosi´ on del tama˜ no y complejidad de las demostraci´ ones
en PCC, que ocurre cuando se aplica a programas complejos escritos en lenguajes
de bajo nivel, y con pol´ ıticas de seguridad m´ as exigentes. En PCC la validaci´ on
de la demostraci´ on de un programa con condicionales es exponencial en relaci´ on
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foque la demostraci´ on es probabil´ ıstica y la probabilidad de error es inversamente
exponencial en relaci´ on con el tama˜ no del c´ odigo. La demostraci´ on est´ a formada
por los coeﬁcientes de un polinomio de grado bajo.
En [Besson et al., 2005; Besson et al., 2006] el certiﬁcado est´ a comprimido
mediante una t´ ecnica de compresi´ on del punto ﬁjo. Los certiﬁcados son de un
tama˜ no menor en un grado de magnitud que el c´ odigo correspondiente, y por eso
el tiempo de validaci´ on es despreciable (10-60ms).
En [Chang et al., 2005], para evitar el problema principal de FPCC acerca de
la representaci´ on de las demostraciones y su gran tama˜ no, el productor del c´ odigo
no env´ ıa la demostraci´ on sino la extensi´ on ejecutable del veriﬁcador espec´ ıﬁca
para un lenguaje fuente y una estrategia de compilaci´ on dada. De este modo no
hay certiﬁcado.
En [Albert et al., 2006] presentan la noci´ on de certiﬁcado reducido ACC que
es el subconjunto de la abstracci´ on que el validador necesita para reconstruir y
validar el certiﬁcado en una sola pasada. La ganancia en la reducci´ on depende del
n´ umero de iteraciones realizadas en el an´ alisis y de su eﬁciencia. Implementaron
un generador y validador de los certiﬁcados reducidos llegando a reducciones en
tama˜ no en un factor de 3 con variaciones peque˜ nas en el tiempo de validaci´ on.
En [Chang et al., 2006] tambi´ en resuelven el problema del formato y tama˜ no
del certiﬁcado como en [Chang et al., 2005] elimin´ andolo. En su lugar el productor
env´ ıa una analizador desarrollado y certiﬁcado usando el marco formal propuesto.
2.3.4. Los Problemas Clave de PCC
Los diferentes marcos formales para PCC abordan cuatro aspectos que surgen
en PCC [Necula, 1997; Necula and Lee, 1997b; Lee and Necula, 1997; Appel, 2001;
Albert et al., 2005a; Chang et al., 2005]:
La sem´ antica del lenguaje de programaci´ on espec´ ıﬁco cuyo c´ odigo se quiere
certiﬁcar. Este lenguaje puede ser de bajo nivel, de alto nivel o la combi-
naci´ on de lenguajes de alto-bajo nivel que son los lenguajes fuente y objeto
de un compilador,
La representaci´ on concreta de las pol´ ıticas de seguridad, mediante la selec-
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La representaci´ on concreta de las demostraciones mediante la selecci´ on (o
desarrollo) del formalismo y de las tecnolog´ ıas correspondientes, para la
automatizaci´ on de la generaci´ on de las demostraciones que constituyen los
certiﬁcados del lado del productor o certiﬁcador del c´ odigo.
La validaci´ on de las demostraciones, los certiﬁcados, del lado del consumi-
dor, de una manera autom´ atica, eﬁciente, y simple.36 Cap´ ıtulo 2. Estado del arte en Proof Carrying-Code PCC
2.3.5. Lenguajes de Programaci´ on y Propiedades de se-
guridad certiﬁcadas
La mayor´ ıa de trabajos tratan propiedades de seguridad de bajo nivel (manejo
seguro de la memoria y de los tipos, manejo seguro de vectores sin desborde de
sus ´ ındices) de c´ odigo de lenguajes de programaci´ on tambi´ en de bajo nivel: en-
sambladores de m´ aquinas espec´ ıﬁcas, ensambladores con tipos como TAL, FTAL,
y XTAL, c´ odigo para m´ aquinas virtuales como JVM (bytecode) o .Net.
Aunque hay trabajos sobre c´ odigo de lenguajes de bajo nivel y con propiedades
de alto nivel como i) el control de acceso a archivos con autorizaci´ on y el manejo
de topes en recursos (ciclos de procesador y ancho de banda), por parte de c´ odi-
go de lenguaje ensamblador [Necula and Lee, 1998b], ii) consumo acotado de
memoria del “heap”por parte de c´ odigo Grail para la m´ aquina virtual Java JVM
(“bytecode”) [Beringer et al., 2003; MacKenzie and Wolverson, 2004], iii) topes
en el consumo de recursos f´ ısicos (CPU, memoria, disco, ancho de banda) y vir-
tuales (ﬁcheros, conexiones a bases de datos, procesos (hilos) para Java Bytecode
anotado [Chander et al., 2005b], y iv) consumo de recursos y de memoria segura
(como el acceso a arreglos dentro de sus l´ ımites) para un subconjunto de JVM
(bytecode imperativo con procedimientos, arreglos y variables globales) [Besson
et al., 2007].
Los trabajos acerca de los compiladores certiﬁcantes tratan propiedades de
bajo nivel como el manejo seguro de la memoria, de los vectores, y de los tipos,
pero para c´ odigo en lenguajes fuentes de alto nivel como subconjuntos de Java
(Simple J, TouchStone), los dialectos de C con tipos y punteros seguros (Safe-C,
Popcorn, Cyclone, C-Minor), y los lenguajes funcionales ML (FLINT/ML, TIL)
y Camelot.
Las propiedades de seguridad de alto nivel para lenguajes de alto nivel consid-
erados en los trabajos presentados en el estado del arte, se se˜ nalan en la Figura
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Pol´ ıticas Lenguajes
El resultado par de una expresi´ on o funci´ on [Wu et al., 2003] Funcional tipo ML
Consumo acotado de memoria (espacio) en el uso del
“heap”(la cantidad de memoria que consume una funci´ on de-
pende de forma lineal del tama˜ no de la entrada de la funci´ on)
[Hofmann and Jost, 2003; Beringer et al., 2003; MacKen-
zie and Wolverson, 2004; Sannella et al., 2005; Gilmore and
Prowse, 2005; Aspinall et al., 2004b]
Funcional Camelot
La apertura segura de archivos en directorio temporal [Al-
bert et al., 2005a]
La terminaci´ on, el determinismo, el no tropiezo y no fallo
[Albert et al., 2004a]
El tiempo de proceso y el consumo de memoria para estruc-
turas de datos acotados y ausencia de efectos secundarios
[Albert et al., 2004b; Albert et al., 2005d]
L´ ogico con restric-
ciones Ciao
Consumo de recursos como la memoria para estructuras de
datos, la memoria del “heap”demandada expl´ ıcitamente, el
ancho de banda, y el tiempo de proceso acotados [Mok and
Yu, 2002a; Yu and Mok, 2004]
Imperativo C
Propiedades temporales expresadas como predicados en l´ ogi-
ca LTL sin operador “next”como vivacidad [Xia and Hook,
2003a; Xia and Hook, 2003c; Xia and Hook, 2003b; Xia and
Hook, 2004]
Imperativo C
Consumo con topes de recursos f´ ısicos (CPU, memoria, dis-
co, ancho de banda) y virtuales (ﬁcheros, conexiones a bases
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Otras propiedades de seguridad no certiﬁcadas en ning´ un trabajo implementa-
do de PCC, pero que son mencionadas como tales en algunas propuestas te´ oricas
son: 1) la no interferencia (ﬁltraci´ on de informaci´ on de informaci´ on conﬁdencial)
[Smith and Volpano, 1998] en programas Java mencionada en el trabajo [Barthe
et al., 2006] del proyecto MOBIUS (“Mobility, Ubiquity and Security”) [Mo-
bius, 2005; Barthe, 2005] y en [Barthe et al., 2007] donde se propone el primer
sistema de tipos basado en ﬂujo de informaci´ on para un lenguaje tipo bytecode
de JVM, 2) propiedades temporales diferentes a vivacidad por ejemplo, aquellas
no expresables en JML pero s´ ı usando extensiones del lenguaje de especiﬁcaci´ on
JML, como no solicitar el PIN despu´ es de haber iniciado una transacci´ on y antes
de terminarla [Pavlova et al., 2004].
2.3.6. La determinaci´ on de las Propiedades de seguridad
Hay diferentes enfoques:
Inicialmente en PCC, en FPCC, y en SFPCC las propiedades de seguridad
son especiﬁcadas y publicadas por los consumidores.
Los compiladores certiﬁcantes (TIL, TAL, TILT, FLINT), manejan propie-
dades de seguridad preestablecidas y ﬁjas, usualmente de bajo nivel (memo-
ria, arreglos, tipos).
En MCC son gen´ ericas y generales y est´ an deﬁnidas por el productor, pero
pueden ser especializadas por el consumidor.
En ACC pueden ser especiﬁcadas por el consumidor de forma expl´ ıcita,
aunque se pueden derivar del c´ odigo de forma autom´ atica.
En el proyecto MRG se establece de antemano la pol´ ıtica de consumo de
memoria para el “heap”de forma general para todo el c´ odigo que se compile
en Camelot.
2.3.7. Formalismos y Tecnolog´ ıas
En los primeros trabajos de PCC se usa la l´ ogica de predicados de primer
orden extendida con funciones para expresar las pol´ ıticas de seguridad, y las2.3. Aspectos Tecnol´ ogicos de PCC 39
precondiciones sobre el uso del c´ odigo, como reglas de tipado y para representar
la m´ aquina abstracta y expresar las reglas de derivaci´ on de los tipos [Necula and
Lee, 1996; Necula and Lee, 1997b; Necula, 1997; Necula and Lee, 1998a; Necula
and Lee, 1998b], aunque se usan tecnolog´ ıas basadas en la l´ ogica de orden superior
para la generaci´ on y representaci´ on de las demostraciones como ELF.
En [Appel, 2001; Appel and Mcallester, 2001; Felty, 2005] FPCC usa la l´ ogica
de orden superior con algunos axiomas de la aritm´ etica para expresar la pol´ ıtica
de seguridad del consumidor, la sem´ antica operacional de las instrucciones de
la m´ aquina, as´ ı como para la deﬁnici´ on de todos los conceptos que se requieran
desde los fundamentos de las matem´ aticas y para las respectivas demostraciones
de las propiedades necesarias de tales conceptos. En ProtoPCC [Wildmoser et al.,
2004; Wildmoser et al., 2005] usan la l´ ogica de orden superior para expresar
las pol´ ıticas y las demostraciones, con el soporte del demostrador de teoremas
Isabelle. Para expresar las propiedades de seguridad se usa por lo general la l´ ogica
de orden superior soportada por las herramientas utilizadas, aunque varias de las
propiedades consideradas solo requieren de la l´ ogica de predicados con funciones
(FPCC, SFPCC, MRG, ProtoPCC).
En SFPCC [Hamid et al., 2003; Hamid et al., 2002; Hamid and Shao, 2004;
Hamid, 2005] y en [Besson et al., 2005; Besson et al., 2006] se emplea CiC
(c´ alculo de Construcciones Inductivas) soportado por el demostrador de teoremas
Coq para expresar las pol´ ıticas de seguridad, la sem´ antica del lenguaje y las
demostraciones. CiC es una extensi´ on del CC (c´ alculo de Construcciones), el cual
es un c´ alculo lambda de orden superior. En [Chang et al., 2005] se usa Coq para
la generaci´ on de f´ ormulas invariantes por parte de las extensiones que provee
el productor del c´ odigo. En [Besson et al., 2007] se usa Coq para validar las
demostraciones generadas con un programa en Caml producido por el generador
de programas de Coq.
En ACC se utiliza el lenguaje de aserciones de Ciao con pre y postcondiciones
que permite expresar pol´ ıticas de seguridad de alto nivel como la apertura segura
de archivos en directorio temporal, la terminaci´ on, el determinismo, el no tropiezo
y no fallo, el tiempo de proceso y de memoria para estructuras de datos acota-
dos, y la ausencia de efectos secundarios en c´ odigo. Son numerosos los trabajos
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propiedades de seguridad requeridas: PCC, FPCC, SFPCC, TAL, TILT, MRG,
y MOBIUS. En estos trabajos, la derivaci´ on y comprobaci´ on de los tipos con-
stituye la veriﬁcaci´ on del cumplimiento de las propiedades. Entre los trabajos
est´ an los que tratan c´ odigo de diferentes lenguajes ensambladores, c´ odigo para
JVM (“bytecode”), y los que compilan c´ odigo de alto nivel con los compiladores
certiﬁcantes (C, Java, ML, Camelot). Se utilizan los algoritmos de derivaci´ on
y comprobaci´ on de tipos de herramientas como, i) los marcos l´ ogicos formales
(ELF, TWELF), y ii) los demostradores de teoremas (Isabelle, Coq, PVS). Los
compiladores certiﬁcantes adem´ as usan tipos con anotaciones y otras t´ ecnicas
de compiladores como lenguajes intermedios tipados, y lenguajes objeto tambi´ en
tipados. En [Harren and Necula, 2005; Harren, 2007] se usan tipos dependientes
est´ aticos y din´ amicos para certiﬁcar c´ odigo ensamblador.
Cinco propuestas utilizan la interpretaci´ on abstracta para generar el certiﬁ-
cado, i) ACCEPT/C que usa BLAST para C [Xia and Hook, 2003a; Xia and
Hook, 2003c; Xia and Hook, 2003b; Xia and Hook, 2004], ii) ACC con CiaoPP, un
preprocesador para Ciao, iii) ProtoPCC, iv) [Besson et al., 2005; Besson et al.,
2006] con el demostrador de teoremas Coq, y v) [Besson et al., 2007] que aplica
interpretaci´ on abstracta poli´ edrica.
Otras propuestas usan interpretaci´ on abstracta para partes de la veriﬁcaci´ on
como [Harren and Necula, 2005; Harren, 2007] en la que el veriﬁcador usa in-
terpretaci´ on abstracta sobre el dominio de las expresiones simb´ olicas para inferir
los tipos de los registros para memoria segura. [Chang et al., 2006] usan la inter-
pretaci´ on abstracta para obtener los teoremas que deben ser demostrados para
cada analizador que sea certiﬁcado.
Para representar la demostraci´ on/certiﬁcado de las propiedades de seguridad,
se utiliza la sintaxis de la herramienta utilizada. Por ejemplo, los trabajos que usan
implementaciones de LF (“Logical Framework”) como ELF y TWELF, codiﬁcan
los certiﬁcados como expresiones LF. ELF, TWELF, Isabelle y PVS utilizan la
l´ ogica de orden superior HOL. Los trabajos que usan Coq que se basa en el c´ alculo
de construcciones inductivas CiC, codiﬁcan el certiﬁcado como un t´ ermino del
c´ alculo lambda con tipos lambda. En el caso de PVS que funciona “top-down”y
se basa en un sistema de tipos fuerte y rico, el certiﬁcado son las t´ acticas y sus
par´ ametros.2.3. Aspectos Tecnol´ ogicos de PCC 41
Para llevar a cabo la demostraci´ on de las propiedades que satisface el c´ odigo
en cada una de sus instrucciones, en la mayor´ ıa de trabajos en los que certiﬁcan
c´ odigo imperativo de bajo y alto nivel, se utiliza la l´ ogica de Hoare (pre, post-
condiciones, invariantes) para generar las condiciones de veriﬁcaci´ on del c´ odigo,
instrucci´ on por instrucci´ on as´ ı como tambi´ en la postcondici´ on que satisface el
c´ odigo y el predicado de seguridad, cuya satisfacci´ on se demuestra. Desde los tra-
bajos iniciales en PCC [Necula and Lee, 1996; Necula and Lee, 1997b; Necula,
1997] as´ ı como en trabajos posteriores como algunos de los compiladores certiﬁ-
cantes [Necula and Lee, 1998a; Necula and Lee, 1998b; Colby et al., 2000; Necula,
2001b], el lenguaje de ensamble con tipos TAL y los compiladores certiﬁcantes
asociados [Morrisett et al., 1999b; Morrisett et al., 1999a; Grossman and Mor-
risett, 2001; Jim et al., 2002], los que suponen las reglas de inferencia como no
ﬁables [Necula and Schneck, 2002; Necula and Schneck, 2003a], los trabajos de
OPCC [Necula and Rahul, 2001; Necula, 2001a], el marco formal TINMAN [Mok
and Yu, 2002a; Yu and Mok, 2004], el proyecto MRG [Hofmann and Jost, 2003;
MacKenzie and Wolverson, 2004; Beringer et al., 2003; Aspinall et al., 2004b]
todos utilizan la l´ ogica de veriﬁcaci´ on de Hoare, el JVer [Chander et al., 2005b;
Chander et al., 2005a; Chander et al., 2007]. TINMAN usa una versi´ on extendida
de dicha l´ ogica para considerar el consumo de recursos del c´ odigo en lenguaje C.
2.3.8. Requerimientos de PCC
En este contexto, seg´ un los trabajos revisados, una infraestructura de PCC
adecuada deber´ ıa caracterizarse por:
La ﬂexibilidad y generalidad en cuanto a las propiedades de seguridad [Al-
bert et al., 2005a; Wildmoser et al., 2004] que se pueden certiﬁcar y los
lenguajes de programaci´ on en que se puede certiﬁcar c´ odigo [Appel, 2001;
Appel and Felten, 2001; Mok and Yu, 2002a; Necula and Schneck, 2003b;
Hamid, 2005],
La escalabilidad del marco desde el punto de vista del tama˜ no y complejidad
del c´ odigo que se certiﬁca [Necula and Rahul, 2001; Necula, 2001a; Necula
and Schneck, 2002; Necula and Schneck, 2003b],42 Cap´ ıtulo 2. Estado del arte en Proof Carrying-Code PCC
El contenido y tama˜ no reducido de la TCB [Appel, 2001; Necula and
Schneck, 2003a; Necula and Schneck, 2003b; Appel et al., 2003; Wildmoser
et al., 2004],
El tama˜ no y tiempo de validaci´ on del certiﬁcado, m´ ınimos [Necula and
Lee, 1997a; Necula and Rahul, 2001; Wu et al., 2003; Albert et al., 2006].
2.4. Panor´ amica de Trabajos sobre c´ odigo M´ ovil
A continuaci´ on se resume de forma esquem´ atica las propuestas revisadas,
destacando las pol´ ıticas de seguridad, el lenguaje de programaci´ on cuyo c´ odi-
go se veriﬁca, las asunciones sobre componentes de la infraestructura y actores
ﬁables, el formalismo empleado, el contenido y forma de la prueba, la tecnolog´ ıa
empleada y los trabajos correspondientes.
Las propuestas est´ an agrupadas por paradigma del lenguaje, imperativos de
bajo nivel, imperativo de alto nivel C, imperativo orientado a objetos Java, fun-
cionales, y por ´ ultimo los l´ ogicos.2.4. Panor´ amica de Trabajos sobre c´ odigo M´ ovil 43
Cuadro 2.1: Lenguajes Imperativos de bajo nivel.
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Cuadro 2.2: Lenguaje Imperativo C
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Preliminares
En este cap´ ıtulo se introducen el lenguaje JML , la sem´ antica de Java especi-
ﬁcada en l´ ogica de reescritura, y la interpretaci´ on abstracta, que son usadas en
el presente trabajo.
Las pol´ ıticas de seguridad son expresadas mediante un conjunto de requerim-
ientos abstractos sobre las variables y los valores de las variables del programa
en c´ odigo fuente Java , y est´ an escritas usando la sintaxis del lenguaje JML (Java
Modeling Language).
3.1. El lenguaje de especiﬁcaci´ on JML
El lenguaje JML (Java Modeling Language) es un lenguaje de especiﬁcaci´ on
de interfaces y comportamiento de m´ odulos Java (clases e interfaces) [Leavens
et al., 2006], que acepta los operadores Java de forma que evita a los progra-
madores Java la complicaci´ on de aprender un lenguaje general de especiﬁcaci´ on
de software como OCL (“Object Constraint Language”) [Burdy et al., 2005]. Los
desarrolladores Java pueden especiﬁcar con JML las propiedades funcionales de
sus programas en una generalizaci´ on de la l´ ogica de Hoare adaptada al lenguaje
de programaci´ on. JML fu´ e dise˜ nado como un lenguaje acsequible que combina el
dise˜ no por contrato y el enfoque basado en modelos para la especiﬁcaci´ on. Como
lenguaje de especiﬁcaci´ on de interfaces, JML puede describir los nombres y toda la
informaci´ on est´ atica de las declaraciones de los m´ odulos Java con precondiciones
(cl´ ausulas requires), postcondiciones normales (cl´ ausulas ensures), invariantes
(cl´ ausulas invariant) y postcondiciones excepcionales (cl´ ausulas signals) que
son expresiones l´ ogicas de primer orden. Como lenguaje de especiﬁcaci´ on del60 Cap´ ıtulo 3. Preliminares
comportamiento puede adem´ as describir c´ omo se comportan los m´ odulos Java
mediante aserciones (cl´ ausulas assert) mezcladas con el c´ odigo de los m´ etodos.
La notaci´ on JML incluye cuantiﬁcadores existenciales (\exists) y universales
(\forall) as´ ı como campos, m´ etodos y clases propios de la especiﬁcaci´ on que
permiten especiﬁcaciones m´ as precisas y completas. JML viene con una bibliote-
ca de tipos Java que pueden usarse para describir comportamientos matem´ atica-
mente usando conjuntos, relaciones y secuencias, entre otros. En JML se pueden
escribir especiﬁcaciones detalladas y completas usando una palabra clave de com-
portamiento (como normal behavior), o especiﬁcaciones parciales y no detal-
ladas sin usar palabras clave de comportamiento. Las especiﬁcaciones completas
son llamadas especiﬁcaciones pesadas y las parciales livianas. JML es un lenguaje
producto de la investigaci´ on, dise˜ nado para ser usado por diferentes herramientas,
y tambi´ en es usado en la investigaci´ on, por lo cual evoluciona permanentemente.
Tal evoluci´ on signiﬁca que algunas caracter´ ısticas no est´ an documentadas com-
pletamente ni est´ an implementadas en todas las herramientas. Todo esto poten-
cialmente puede diﬁcultar la portabilidad y hacer que JML sea dif´ ıcil de aprender
y usar. Los grupos de investigaci´ on que trabajan en JML est´ an comprometidos a
hacer que estos problemas sean transparentes para los no-investigadores como sea
posible, por lo cual se han deﬁnido diferentes niveles del lenguaje. Hay seis niveles,
desde el 0 que sorportan todas las herramientas JML hasta el nivel X que incluye
caracter´ ısticas experimentales. Las especiﬁcaciones JML pueden escribirse como
anotaciones del c´ odigo de los programas Java o en ﬁcheros aparte. Las anotaciones
JML del c´ odigo son manejadas como los comentarios Java que son ignorados por
el compilador, pero que son autom´ aticamente manejadas por nuestra t´ ecnica de
certiﬁcaci´ on. El texto de una anotaci´ on puede estar en una ´ unica l´ ınea despu´ es
de la marca //@, o en varias l´ ıneas delimitadas entre las marcas /*@ y @*/.
/*@ requires <pre-condition>;
@ ensures <normal post-condition - si no ocurre una exception>;
@ signals(E) <post-condition cuando la exception E es lanzada>;
@ assert <predicado >;
@ assignable <variables y campos modificables>;
@ invariant <asertion sobre el estado de un objeto>; @*/
En este trabajo se consideran solamente especiﬁcaciones parciales o livianas,
y se usan las cl´ ausulas m´ as simples del nivel 0 del lenguaje JML para especiﬁcar3.2. Maude y la L´ ogica de Reescritura 61
los m´ etodos y tipos Java . Se usan las cl´ ausulas de especiﬁcaci´ on de interfaz de
m´ etodos, requires y ensures, para especiﬁcar las pre y postcondiciones nor-
males que deben cumplir las entradas y salidas de los m´ etodos, y la cl´ ausula de
especiﬁcaci´ on de comportamiento assert para establecer condiciones sobre las
variables locales. Las condiciones especiﬁcadas en dichas cl´ ausulas JML deben es-
tar de acuerdo con la propiedad de seguridad que se quiere certiﬁcar en el c´ odigo.
Las especiﬁcaciones est´ andar JML b´ asicamente establecen condiciones sobre los
valores de las variables. En el presente trabajo se usan las especiﬁcaciones JML no
solo para establecer condiciones sobre los valores de las variables, sino tambi´ en
para establecer condiciones sobre las variables en s´ ı. En ´ este sentido se usa la
sintaxis est´ andar de JML nivel 0 pero no su sem´ antica.
3.2. Maude y la L´ ogica de Reescritura
Maude es un lenguaje de programaci´ on declarativo de alto nivel que permite
escribir especiﬁcaciones ejecutables en l´ ogica de reescritura. Maude implementa
la computaci´ on en l´ ogica ecuacional y l´ ogica de reescritura ya que la l´ ogica de
reescritura incluye como subl´ ogica la l´ ogica ecuacional [Clavel et al., 2002; Clavel
et al., 2005; Clavel et al., 2007]. Un programa Maude es una teor´ ıa en l´ ogica de
reescritura que posiblemente incluye una subteor´ ıa ecuacional. Una computaci´ on
Maude es una deducci´ on l´ ogica que usa los axiomas especiﬁcados en la teor´ ıa, es
decir, las reglas de reescritura de la teor´ ıa de reescritura y las ecuaciones de la
subteor´ ıa ecuacional.
Maude tiene m´ odulos funcionales y de sistema. Los m´ odulos funcionales son
teor´ ıas en la l´ ogica ecuacional de pertenencia, una l´ ogica de Horn cuyas expre-
siones at´ omicas son igualdades t = t′ y aserciones de pertenencia de la forma
t : s, que establecen que un t´ ermino t es de un g´ enero (“sort”) s. Esta l´ ogica
extiende la l´ ogica ecuacional de g´ eneros ordenados y soporta g´ eneros, subg´ eneros,
relaciones de g´ eneros, sobrecarga polim´ orﬁca subgen´ erica de operadores y la
deﬁnici´ on de funciones parciales con dominios deﬁnidos ecuacionalmente. Los
m´ odulos funcionales son teor´ ıas ecuacionales (Σ,E ∪A), donde Σ es una signatu-
ra (que especiﬁca g´ eneros, subg´ eneros, especies -“kinds”- y operadores) y E es un
conjunto de ecuaciones con sus atributos ecuacionales A. Los atributos pueden62 Cap´ ıtulo 3. Preliminares
ser cualquier combinaci´ on de asociatividad, conmutatividad e idempotencia. Los
m´ odulos funcionales Maude se suponen conﬂuentes, terminantes y decrecientes en
los g´ eneros. La computaci´ on en los m´ odulos funcionales es la deducci´ on ecuacional
realizada mediante la reescritura, usando las ecuaciones como reglas de reescrit-
ura hasta obtener una forma can´ onica. Las ecuaciones son orientadas de su parte
izquierda hacia su parte derecha. Esta reescritura ecuacional es realizada m´ odulo
los axiomas de asociatividad, conmutatividad e identidad que corresponden a los
atributos de las ecuaciones. Las ecuaciones y aserciones de pertenencia de Maude
pueden ser normales o pueden tener condiciones constituidas por conjunciones de
ecuaciones individuales y aserciones de pertenencia. Las ecuaciones de las condi-
ciones tienen dos variantes, ecuaciones normales t = t′ y ecuaciones de ajuste
(“matching”) t := t′ [Clavel et al., 2002; Clavel et al., 2007].
Los m´ odulos de sistema de Maude son teor´ ıas en la l´ ogica de reescritura (T, R)
que incluyen una teor´ ıa ecuacional T y una colecci´ on de reglas de reescritura posi-
blemente etiquetadas y condicionales R. Las reglas de reescritura condicionales
pueden tener ecuaciones, aserciones de pertenencia, reglas de reescritura o expre-
siones booleanas en sus condiciones [Clavel et al., 2003; Clavel et al., 2007]. Las
reglas de reescritura r : t → t′ no son ecuaciones. Las reglas de reescritura
son interpretadas l´ ogicamente como reglas de inferencia de un sistema l´ ogico, y
son interpretadas computacionalmente como reglas de transiciones locales de un
sistema posiblemente concurrente. La reescritura en (T, R) ocurre m´ odulo los
axiomas ecuacionales de T con todas las combinaciones de asociatividad, con-
mutatividad e identidad que corresponden a los atributos de las ecuaciones. Las
reglas en R no tienen que ser conﬂuentes ni terminantes, pero s´ ı deben ser co-
herentes con respecto de las ecuaciones. As´ ı, dado un conjunto de reglas, varios
caminos de reescritura diferentes son posibles desde un t´ ermino.
En la siguiente ecuaci´ on el operador de uni´ on multiconjunto (denota la
cadena vac´ ıa como s´ ımbolo del operador) tiene los atributos de asociatividad y
conmutatividad:
op __ : State State -> State [comm assoc]
Estos atributos signiﬁcan que el operador de uni´ on multiconjunto satisface las
siguientes ecuaciones de asociatividad y conmutatividad sin la necesidad de es-
peciﬁcarlas expl´ ıcitamente [Clavel et al., 2005]:3.2. Maude y la L´ ogica de Reescritura 63
X ( Y Z ) = ( X Y ) Z
X Y = Y X
En este caso Maude utiliza un algoritmo de ajuste (“matching”) multiconjunto
en el que la uni´ on multiconjunto es ajustada (“matched”) m´ odulo la asociatividad
y conmutatividad. La reescritura de t´ erminos del multiconjunto es denominada
reescritura multiconjunto. En los m´ odulos funcionales Maude se pueden evaluar
expresiones con el comando reduce (red), que simpliﬁca la expresi´ on, un t´ ermi-
no, a su forma can´ onica usando las ecuaciones y los axiomas de pertenencia del
m´ odulo. En los m´ odulos de sistema Maude se pueden ejecutar teor´ ıas de reescrit-
ura con el comando rewrite (rew), que aplica las reglas a un t´ ermino hasta la
terminaci´ on, de una forma descendente (“top-down”) y d´ andole opci´ on a todas
las reglas. Sin embargo, antes de aplicar una regla al t´ ermino, este es reducido a su
forma can´ onica usando las ecuaciones de la subteor´ ıa. Debido a que puede haber
computaciones no terminantes, el comando rewrite puede tener un par´ ametro
num´ erico que indica el m´ aximo n´ umero de pasos de reescritura. Como las re-
glas de reescritura de la teor´ ıa podr´ ıan corresponder a un sistema de transici´ on
indeterminista, el comando rewrite s´ olo produce uno de los muchos posibles
comportamientos.
Para obtener todos los posibles comportamientos a partir de un estado ini-
cial se puede usar el comando search, que es la facilidad que ofrece Maude para
hacer b´ usquedas del primero-en-amplitud con detecci´ on de ciclos. El comando
search busca entre todas las posibles reescrituras de un estado dado, aquellas
que cumplen con un patr´ on dado y que satisfacen una condici´ on opcional. Cuan-
do el comando search termina, Maude tiene almacenado en la memoria el grafo
de estados con todas las transiciones realizadas, de manera que es posible inter-
rogarlo por el camino desde el estado inicial (un t´ ermino) hasta cualquier estado
alcanzable [Clavel et al., 2003; Clavel et al., 2007]. Este camino incluye los es-
tados recorridos y las reglas empleadas por las transiciones, y puede ser usado
como testigo o certiﬁcado de la deducci´ on en l´ ogica de reescritura.
Otra caracter´ ıstica mejorada de Maude a´ un no usada en el presente traba-
jo pero con mucho potencial en la generaci´ on y validaci´ on de certiﬁcados, es el
metanivel, que se fundamenta en el hecho de que la l´ ogica de reescritura es reﬂec-
tiva. Una l´ ogica reﬂectiva es una l´ ogica que puede ser representada con exactitud64 Cap´ ıtulo 3. Preliminares
en ella misma.
3.3. Sem´ antica de Java en L´ ogica de Reescritura
A continuaci´ on se describe la sem´ antica operacional de Java en l´ ogica de ree-
scritura escrita en el lenguaje Maude, dada en [Farzan et al., 2007] y empleada
por la herramienta de veriﬁcaci´ on JavaFAN [Farzan et al., 2004a; Farzan et al.,
2004b]. Su novedad e inter´ es se basa en las siguientes cuatro ventajas:
1. Las especiﬁcaciones formales dan una deﬁnici´ on sem´ antica rigurosa de un
lenguaje que puede ser revisada matem´ aticamente.
2. Tales especiﬁcaciones sem´ anticas formales pueden ser desarrolladas con, rel-
ativamente, poco esfuerzo a´ un para lenguajes complejos como Java [Farzan
et al., 2004a] y el lenguaje de la m´ aquina virtual de Java JVM (bytecode)
[Farzan et al., 2004b].
3. Las herramientas de an´ alisis formal del lenguaje de programaci´ on Maude
(tales como la b´ usqueda en amplitud en el espacio de estados y la compro-
baci´ on de modelos con l´ ogica lineal temporal LTL) est´ an disponibles sin
coste para cada lenguaje de programaci´ on que sea especiﬁcado en Maude.
4. A pesar de su generalidad esos an´ alisis formales pueden llevarse a cabo con
eﬁciencia competitiva (ver [Farzan et al., 2004a]).
La especiﬁcaci´ on de la sem´ antica operacional de Java es una teor´ ıa de reescrit-
ura, es decir, una tripleta RJava = (ΣJava,EJava,RJava), con ΣJava una signatura
de g´ eneros ordenados, EJava = ∆Java ⊎BJava un conjunto de axiomas ecuacionales
de ΣJava, donde BJava son axiomas tales como asociatividad, conmutatividad e
identidad, y ∆Java es el conjunto de ecuaciones terminante y conﬂuente (m´ odulo
BJava) de ΣJava, y RJava el conjunto de reglas de reescritura de ΣJava. De manera in-
tuitiva los g´ eneros y s´ ımbolos de funci´ on de ΣJava describen la estructura est´ atica
del espacio de estados del programa Java como un tipo algebraico de datos, las
ecuaciones de ∆Java describen las operaciones sem´ anticas de sus caracter´ ısticas
deterministas, y las reglas de RJava describen sus caracter´ ısticas concurrentes.
Siguiendo el marco formal de la l´ ogica de reescritura [TeReSe, 2003; Meseguer,3.3. Sem´ antica de Java en L´ ogica de Reescritura 65
1992], se denota con u →r
Java v qu´ e t´ erminos concretos u,v, que denotan estados
del programa Java, son reescritos (en la posici´ on “top”, ver [Farzan et al., 2007])
usando r, que es o una regla de RJava o una ecuaci´ on de ∆Java aplicadas ambas
m´ odulo BJava. Se escribe simplemente u →Java v cuando no haya confusi´ on. Se
denota con →∗
Java la extensi´ on de →Java a varios pasos de reescritura, es decir,
u →∗
Java v si existe u1,...,uk tal que u →Java u1 →Java u2    uk →Java v. Los
axiomas de asociatividad, conmutatividad y unidad (escritos ACU) de las op-
eraciones binarias de BJava permiten deﬁnir (e implementar impl´ ıcitamente) de
forma efectiva y elegante la infraestructura del lenguaje de programaci´ on Java,
incluyendo los ambientes, los hilos, la memoria, la entrada y salida, los candados
para sincronizaci´ on, la actualizaci´ on y el acceso de variables asi como sus carac-
ter´ ısticas orientadas a objetos; todo esto implementado con operaciones de uni´ on
de multiconjuntos que construyen una “sopa”de elementos; v´ ease [Farzan et al.,
2007]. La teor´ ıa de reescritura RJava est´ a deﬁnida como t´ erminos del g´ enero con-
creto JavaState, con los principales atributos del estado del programa, que son
los constructores del tipo algebraico JavaState, como store, in o out, para la
memoria, la entrada y la salida respectivamente. Intuitivamente las ecuaciones de
∆Java y las reglas de RJava son usadas para especiﬁcar los cambios de estado del
programa, o sea, los cambios en la memoria, los hilos, la entrada/salida, etc.
La especiﬁcaci´ on formal de Java usa un “front-end”de dominio espec´ ıﬁco para
la l´ ogica de reescritura que consiste de la notaci´ on y la t´ ecnica K [Rosu, 2005]. K es
un marco formal algebraico para la deﬁnici´ on de lenguajes de programaci´ on que
hace uso intensivo del ajuste (“matching”) m´ odulo asociatividad, conmutatividad
e identidad. Las deﬁniciones K son reglas contextuales que pueden ser consideradas
como reglas de reescritura de la forma C[t1,...,tn] → C[t′
1,...,t′
n] donde C es el
contexto, y t1,...,tn son los subt´ erminos que pueden ser reemplazados en paralelo
con los subt´ erminos t′
1,...,t′
n. K se basa en una representaci´ on de primer orden
de las continuaciones. Las continuaciones hacen expl´ ıcito el control de ejecuci´ on
de un programa concurrente manteniendo el contexto de control de cada hilo, al
especiﬁcar expl´ ıcitamente los siguientes pasos a ejecutar por los hilos. La t´ ecnica
de las continuaciones es t´ ıpica para transformar un contexto de control incontro-
lable en un contexto de datos controlable, mediante la apilaci´ on de las acciones
que quedan pendientes de ejecutar. La t´ ecnica K representa las continuaciones66 Cap´ ıtulo 3. Preliminares
como listas asociativas de tareas separadas por una ﬂecha de izquierda a derecha
(y) y con un elemento identidad de las listas y conjuntos. Una vez se eval´ ua
la expresi´ on e en el tope de la continuaci´ on (e y k), su resultado es pasado
al resto de la continuaci´ on k. Las continuaciones facilitan de forma signiﬁcativa
la deﬁnici´ on de las instrucciones de ﬂujo de control tales como las invocaciones
de m´ etodos, break, continue, return y el manejo de las excepciones. K permite
deﬁniciones de las caracter´ ısticas de los lenguajes intuitivas y modulares, que son
adem´ as f´ aciles de entender, leer y modiﬁcar. K ha sido usada para deﬁnir lengua-
jes funcionales, dos lenguajes orientados a objetos, KOOL y Java [Chen et al.,
2006], y el lenguaje de la m´ aquina virtual de Java (JVM bytecode) [Farzan et al.,
2004b].
En [Farzan et al., 2007] est´ a especiﬁcado en Maude un subconjunto del lengua-
je Java versi´ on 1.4, lo suﬁcientemente grande para incluir multihilos, herencia,
polimorﬁsmo, referencias a objetos y asignaci´ on din´ amica de objetos. Sin embar-
go, los m´ etodos nativos de Java y la mayor´ ıa de su biblioteca de clases no est´ a so-
portada. Algunos m´ etodos para entrada-salida de las clases p´ ublicas del sistema,
como los m´ etodos system.out.println y system.out.print s´ ı est´ an deﬁnidos
directamente en la especiﬁcaci´ on Java. La sem´ antica de Java est´ a deﬁnida modu-
larmente de manera que diferentes caracter´ ısticas del lenguaje est´ an especiﬁcadas
en m´ odulos separados, para as´ ı facilitar las extensiones y el mantenimiento. Para
m´ as detalles v´ ease [Farzan et al., 2007].
Ejemplo 1. Para poder interpretar un programa Java hay que transformarlo
previamente en una forma adecuada para la t´ ecnica empleada. Para ello se aplica
el programa “JavaWrapper”(tambi´ en disponible en [FSL, 2006]) que hace un
envoltorio con el programa Java y lo convierte en el t´ ermino Maude de un coman-
do rew que puede ser almacenado en un ﬁchero. El ﬁchero contiene tambi´ en la
operaci´ on modular para incluir los ﬁcheros con la especiﬁcaci´ on de la sem´ antica.
Para suministrar los datos de entrada del programa Java estos se deben introducir
como par´ ametros adicionales al “JavaWrapper”.
A continuaci´ on se muestran un programa Java:
class Safe1Even2 {
public static void main(String[] args) {
System.out.println(evenOdd(0))
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static int evenOdd(int j) {
int u = 3;
int v =4,z = 4;
z += 30;
v = u*8 + j;
return z - v;
}
}









_<_>(’main, new__(string, [ i(0) ]))), noVal) ) .
Tal como cualquier deﬁnici´ on K, la especiﬁcaci´ on Java inicia con los operadores
estructurales (constructores) que deﬁnen el estado de un programa Java mediante
una subsignatura usada para construir las partes del estado (los atributos del
estado). Cada atributo del estado tiene un g´ enero (“sort”) y unas operaciones no
interpretadas (constructoras) y el estado mismo es un multiconjunto asociativo y
conmutativo de sus atributos. La infraestructura del estado es una estructura de
dos niveles, como se muestra en la ﬁgura 3.1, que diferencia entre el estado global
del programa (en la parte izquierda, arriba) y el estado local de los hilos (en la
parte izquierda, abajo).
El estado global tiene nueve atributos empaquetados mediante operaciones
constructoras (en la segunda columna, de izquierda a derecha): 1) out para la
lista de valores de salida, 2) in para la lista de valores de entrada, 3) t para los
estados locales de los hilos, 4) store para las localizaciones de memoria usadas
y los valores almacenados all´ ı, 5) code con el c´ odigo del programa envuelto, 6)
static para almacenar el ambiente de los objetos est´ aticos, 7) busy para los
candados usados por todos los hilos, 7) nextLoc para el identiﬁcador de la ´ ultima
posici´ on de memoria asignada, y 8) nextTid para el siguiente identiﬁcador de
hilo disponible. Los g´ eneros de estos atributos est´ an en la columna de la derecha.
Esta infraestructura permite identiﬁcar un componente del estado mediante la68 Cap´ ıtulo 3. Preliminares
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Figura 3.1: Estado del programa
menci´ on del nombre del correspondiente atributo, lo cual contribuye a que la
deﬁnici´ on del lenguaje Java sea modular.
El c´ odigo Maude de la Figura 3.2 muestra la especiﬁcaci´ on del estado global.
El atributo para control de los hilos del estado local es tambi´ en un multi-
conjunto asociativo y conmutativo y tiene nueve partes o subatributos para cada
hilo activo, cuyas operaciones constructoras (la tercera columna de la ﬁgura 3.1
de izquierda a derecha, en la parte inferior) son: 1) id con el ´ unico identiﬁcador
del hilo, 2) k con las continuaciones que permiten controlar la interpretaci´ on del
c´ odigo, 3) obj con la descripci´ on del objeto activo del hilo, 4) fstack con la pila
para las funciones donde, cuando un m´ etodo es invocado, se apila el atributo
del hilo en ese momento de la invocaci´ on -exceptuando su subatributo fstack, 5)
xstack con la pila para las excepciones que se usa cuando se lanza una excepci´ on,
6) lstack con la pila para los bucles donde, cuando se entra a un bucle, se apila




op out : Output -> JavaState . --- lista de valores de salida
op in : ValueList -> JavaState . --- input values list
op t : ThreadCtrl -> JavaState . --- thread control local substate
op store : Store -> JavaState . --- memory
op code : Classes -> JavaState . --- wrapped Java source code
op static : ObjEnv -> JavaState . --- the static fields of classes
op busy : ObjectSet -> JavaState . --- the locks are in use
op nextLoc : Int -> JavaState . --- the last allocated location
op nextTid : Int -> JavaState . --- the next thread id
op __ : JavaState JavaState -> JavaState [comm assoc] . --- the state AC multiset
endfm
Figura 3.2: Deﬁnici´ on del multiconjunto AC del estado global JavaState
fmod THREADCTRL is
...
sorts ThreadCtrl FlowStackItem FlowStack .
op id : Int -> ThreadCtrl . --- the thread id
op k : Continuation -> ThreadCtrl .
op obj : Object -> ThreadCtrl .
op fstack : FlowStack -> ThreadCtrl . --- function stack
op xstack : FlowStack -> ThreadCtrl . --- exception stack
op lstack : FlowStack -> ThreadCtrl . --- loop stack
op finalblocks : FlowStack -> ThreadCtrl . --- final blocks
op env : Env -> ThreadCtrl . --- environment
op holds : LockSet -> ThreadCtrl . --- the locks held by the thread
op __ : ThreadCtrl ThreadCtrl -> ThreadCtrl [comm assoc] . --- Multiset AC
endfm
Figura 3.3: Deﬁnici´ on del multiconjunto AC del estado local ThreadCtrl
xstack, 7) finalblocks con la pila de los bloques ﬁnales, 8) env con el ambiente
del hilo que mapea las variables no est´ aticas en sus posiciones de memoria, y
9) holds para los seguros mantenidos por el hilo. Este estado local para el con-
trol de los hilos tiene las tres pilas mencionadas (fstack,xstack, lstack) para
modularizar y hacer eﬁciente los cambios del ﬂujo de control con las funciones,
las excepciones y los bucles. La especiﬁcaci´ on Maude que describe el estado local
est´ a en la Figura 3.3.
El estado inicial (global y local) del programa Java del ejemplo 1 es el mostrado
abajo en la ﬁgura 3.4:
N´ otese en el estado global inicial del programa que: 1) el atributo out(noVal)
indica que la lista con los valores de salida esta vac´ ıa, 2) al igual que la lista de
valores de entrada in(noVal) como corresponde al programa del ejemplo 1, 3) el70 Cap´ ıtulo 3. Preliminares
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k t(’Safe1Even2).’main<new string [i(0)]> -> stop
Figura 3.4: Estado inicial del programa del Ejemplo 1
atributo de la memoria store(noStore) signiﬁca que est´ a vac´ ıa pues a´ un no ha
sido asignada ninguna posici´ on para almacenar alg´ un valor, 4) el atributo con el
c´ odigo del programa code tiene el c´ odigo envuelto y preprocesado que corresponde
al ejemplo 1 1, 5) el atributo est´ atico static([t(t(’Safe1Even2)),f(noEnv)])
signiﬁca que est´ a creado el objeto est´ atico que corresponde a la clase principal
(Safe1Even2) del m´ etodo main, 6) el atributo con los candados busy(noObj)
indica que a´ un no ha sido creado ninguno, 7) el atributo nextLoc(0) se˜ nala
que ninguna posici´ on de memoria ha sido asignada, lo cual es consistente con el
estado vac´ ıo de la memoria, y 8) el atributo con el identiﬁcador de hilo disponible
nextTid(1) indica que el siguiente hilo que sea creado tendr´ a como identiﬁcador
el entero 1. Esto ´ ultimo tambi´ en signiﬁca que solo ha sido creado el hilo principal
identiﬁcado con el n´ umero 0, lo cual es consistente con el valor del atributo del
estado local id.
El atributo estado local inicial del programa del ejemplo 1 (el estado del hilo
b´ asico), tiene los siguientes subatributos iniciales (mostrados en la parte inferior
de la ﬁgura 3.4): 1) el subatributo obj(nullo) tiene como valor el que corre-
1el valor se muestra en la Figura 3.53.3. Sem´ antica de Java en L´ ogica de Reescritura 71
out(noOutput) in(noVal) store(noStore)
code(default class t(
’Safe1Even2) extends Object implements none {(default static) int ’evenOdd(
int d(’j))throws(noType) {(int d(’u) = i(3) ;) (int d(’v) = i(4),d(’z) = i(
4) ;) (12 @ (’z += i(30) ;)) (13 @ (’v = ’u * i(8) + ’j ;)) 14 @ return ’z
- ’v ;} (public static) void ’main(string[] d(’args))throws(noType) {4 @ (




t(( obj(nullo) fstack(noItem) xstack(noItem)
lstack(noItem) finalblocks( noItem) env(noEnv)
holds(nil)) id(0)
k(t(’Safe1Even2) . ’main < new string [i(0)] > -> stop))
Figura 3.5: T´ ermino Maude con el estado inicial del programa del Ejemplo 1
sponde a un objeto nulo lo cual indica que no ha sido creado ninguna instancia
(objeto) de ninguna clase que se est´ e ejecutando en el hilo, 2) todos los subatrib-
utos con las pilas de funciones, bucles y excepciones tienen el valor noItem que
signiﬁca que est´ an inicialmente vac´ ıos, al igual que el subatributo finalblocks,
3) tambi´ en est´ an vac´ ıos los subatributos del ambiente env(noEnv) y los can-
dados holds(nil), pues no ha sido instanciada variable ni candado alguno, 4)
el subatributo id(0) signiﬁca que ´ este estado local corresponde al hilo inicial
del programa, y ﬁnalmente, 5) la continuaci´ on k(t(’Safe1Even2).’main<new
string [i(0)]> -> stop) tiene solo dos tareas que se deben ejecutar en el or-
den se˜ nalado por la ﬂecha, es decir, primero la invocaci´ on al m´ etodo main, para
luego detener el programa.
El t´ ermino de la sem´ antica Java correspondiente al estado inicial del programa
del ejemplo 1 se muestra en la ﬁgura 3.5. N´ otese en el atributo c´ odigo (code) la
representaci´ on interna de las constantes enteras i(3), i(4), i(30) y i(8) que
usan el constructor i.
Ahora se describen los g´ eneros de los principales atributos del estado as´ ı como
las principales ecuaciones y reglas que especiﬁcan su comportamiento, empezando
por la memoria y las variables del programa2
2La sintaxis Maude casi que se explica por s´ ı misma. El punto central es que cada item, un
g´ enero (“sort”), un subg´ enero (“subsort”), una operaci´ on, una ecuaci´ on (“equation”), una regla
(“rule”), etc., est´ a declarado con una palabra clave obvia: sort, subsort, op, eq, rl, etc., donde
cada declaraci´ on est´ a terminada con un espacio en blanco y un punto. Se usan letras may´ usculas





op noStore : -> Store . --- Empty store
op [_,_,_] : Location Value Int -> Store .
--- the last bit is used to store the thread id,
op __ : Store Store -> Store [assoc comm id: noStore] . --- multiconjunto ACU
endfm
Figura 3.6: Deﬁnici´ on del multiconjunto ACU Store de la memoria
La memoria (store) para almacenar los valores de las variables es un mul-
ticonjunto ACU cuyos elementos son tripletas con las posiciones, los valores y
los identiﬁcadores de los hilos a los que corresponden tales valores. Una tripleta
[L,V,Tid] indica que en la posici´ on L est´ a almacenado el valor V del hilo cuyo
identiﬁcador es Tid. La posici´ on representa el lugar donde el valor es almacenado.
Cada posici´ on de memoria est´ a identiﬁcada con la funci´ on l que asocia a cada
posici´ on un n´ umero natural positivo. El identiﬁcador de hilo Tid signiﬁca que ese
hilo es el propietario del valor en la memoria. Cuando un nuevo valor puede ser
alcanzado desde otro valor preexistente, la propiedad del valor preexistente tiene
que ser propagada al nuevo. Hay dos identiﬁcadores de hilo especiales, i) -1 para
decir que la posici´ on de memoria est´ a compartida, y ii) -2 para indicar que la
propiedad no necesita ser propagada a los valores alcanzables. El c´ odigo Maude
de la ﬁgura 3.6 muestra la especiﬁcaci´ on del g´ enero Store.
El g´ enero Env, que representa el ambiente, est´ a establecido para asociar las
variables con sus posiciones en la memoria, y es un multiconjunto ACU de pares
de identiﬁcadores de variables y de posiciones. El par [VarId,Loc] indica que
la variable VarId est´ a almacenada en la posici´ on Loc. El identiﬁcador de una
variable es del g´ enero Qid. Parte de la especiﬁcaci´ on del g´ enero Env se muestra
en la ﬁgura 3.7:
El s´ ımbolo constructor buildEnv usado en la continuaci´ on (k) de los hilos,
se muestra en la Figura 3.8. Este s´ ımbolo asigna una posici´ on de memoria del
almacenamiento (store) a cada nueva variable, construyendo el ambiente corre-
spondiente. Las ecuaciones correspondientes contienen cinco elementos del estado
de un programa Java con sus correspondientes s´ ımbolos constructores, el hilo al




op noEnv : -> Env . --- Env empty
op [_,_] : Qid Location -> Env .
op __ : Env Env -> Env [assoc comm id: noEnv] . ---multiconjunto ACU
...
endfm
Figura 3.7: Deﬁnici´ on del multiconjunto ACU para el ambiente Env
que corresponde al ambiente (t), la continuaci´ on del hilo (k), el ambiente (env),
la memoria com´ un a todos los hilos (store), y el contador que indica la ´ ultima
posici´ on de memoria utilizada (nextLoc). Adem´ as se usa el s´ ımbolo constructor
-> para concatenar las continuaciones.
Para manejar los valores la sem´ antica deﬁne una estructura algebraica que
es param´ etrica en el g´ enero gen´ erico Value que deﬁne todos los posibles valores
almacenados en la memoria, o que son operandos de todos los operadores Java,
etc. Por ejemplo, los constructores int y bool describen los valores Java enteros
y booleanos que son deﬁnidos en Maude como “op int : Int -> Value .” y “op
bool : Bool -> Value .”, donde Int y Bool son los g´ eneros internos predeﬁnidos
(“built–in”) de Maude para los enteros y booleanos.
--- No new variable, end buildEnv continuation
eq k(buildEnv(noParameters, noValues) -> K) = k(K) .
--- First look if new variable X and value V could be assigned to
--- an used but released Location L
eq t(k(buildEnv(((T d(X)), Pl), (V,Vl)) -> K) env(Env) id(I) TC) store([L, V’, -3] Store)
nextLoc(I’)
= t(k(buildEnv(Pl, Vl) -> K) env([X, L] Env) id(I) TC) store([L,setTid(V, I), I] Store)
nextLoc(I’) .
---New variable is assigned to Location I’ + 1
eq t(k(buildEnv(((T d(X)), Pl), (V, Vl)) -> K) env(Env) id(I) TC) store(Store) nextLoc(I’)
= t(k(buildEnv(Pl, Vl) -> K) env([X, l(I’ + 1)] Env) id(I) TC)
store([l(I’ + 1), setTid(V, I), I] Store) nextLoc(I’ + 1) [owise] .
Figura 3.8: Ecuaciones, basadas en continuaciones, para construir el ambiente
En la Figura 3.9 se muestra c´ omo se recupera el valor de una variable Java de
la memoria, usando el ambiente que asocia los nombres de las variables con las
posiciones de memoria.
El operador de asignaci´ on de variables Java se especiﬁca a continuaci´ on en la
Figura 3.10. N´ otese que el orden relativo entre las operaciones de asignaci´ on y74 Cap´ ıtulo 3. Preliminares
---First obtain location in store from variable name
eq k(Var -> K) env([Var, Loc] Env) obj(Obj) = k(#(Loc) -> K) env([Var, Loc] Env) obj(Obj) .
---Then obtain value stored in such location
rl t(k(#(Loc) -> K) id(I) TC) store(Loc, Value, -1] Store)
=> t(k(Value -> K) id(I) TC) store([Loc,Value,-1] Store) .
Figura 3.9: Ecuaciones, basadas en continuaciones, para recuperar los valores de
las variables
---First obtain location in store of the variable while keeping expression in the continuation
eq k((Var = E) -> K) = k(getLocation(Var) -> (=(E) -> K)) .
---Once the location is obtained, evaluate expression while keeping location in the continuation
eq k(Loc -> (=(E) -> K)) = k(E -> (=(Loc) -> K)) .
---Once the expression is computed, assign to location
eq k(Value -> (=(L) -> K)) = k([Value -> L] -> (V -> K)) .
---General procedure to update the shared memory
rl t(k([Value -> Loc] -> K) id(I) TC) store([Loc,Value’,-1] ST)
=> t(k(K) id(I) TC) store([Loc, shared(Value), -1] ST) .
Figura 3.10: Ecuaciones y reglas, basadas en continuaciones, para el operador de
asignaci´ on Java
recuperaci´ on es relevante ya que varios hilos pueden intentar asignar un valor a
una misma variable concurrentemente, o recuperar su valor de la memoria; por
esto se usa una regla en lugar de una ecuaci´ on para especiﬁcar tanto la asignaci´ on
como la recuperaci´ on f´ ısica de la memoria.
En otras palabras, el operador de asignaci´ on y la recuperaci´ on del valor de
una variable son no determin´ ısticos debido a la presencia de diferentes hilos y son
entonces especiﬁcados con reglas en lugar de ecuaciones Maude.
Ahora se describen, usando continuaciones, dos operadores Java de n´ umeros
enteros, el operador suma en la Figura 3.11 y el operador relacional menor-o-igual
en la Figura 3.12. Ambos operadores son binarios, es decir, que tienen aridad 2
3. Dentro del constructor usado para los n´ umeros enteros int est´ a el s´ ımbolo
Maude de la suma + mientras que afuera del constructor int est´ a el s´ ımbolo Java
de la suma + con aridad 2. Por otra parte, + con aridad 0 es un s´ ımbolo de la
continuaci´ on, para recordar que la acci´ on Java del operador suma est´ a pendiente
de que termine la evaluaci´ on de los operandos.
La operaci´ on booleana Java menor-o-igual de enteros Java est´ a especiﬁcada
de una manera similar en la Figura 3.12.
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--- First evaluate arguments
eq k((E + E’) -> K) = k((E, E’) -> (+ -> K)) .
--- Once arguments are evaluated to integers, compute addition
eq k((int(I), int(I’)) -> (+ -> K)) = k(int(I + I’) -> K) .
Figura 3.11: Ecuaciones, basadas en continuaciones, para la suma de enteros Java
--- First evaluate arguments
eq k((E <= E’) -> K) = k((E, E’) -> (<= -> K)) .
--- Once arguments are evaluated to integers, compute boolean
eq k((int(I), int(I’)) -> (<= -> K)) = k(bool(I <= I’) -> K) .
Figura 3.12: Ecuaciones, basadas en continuaciones, para la comparaci´ on (menor-
o-igual) de enteros Java
Unos aspectos de la sem´ antica Java que son relevantes para la no interferencia,
son la instrucci´ on condicional (“if-then-else”) y la iteraci´ on indeﬁnida (“while”),
que se muestran en las Figuras 3.13 y 3.14, respectivamente.
La instrucci´ on condicional est´ a especiﬁcada de dos maneras, como instrucci´ on
del programa Java y como elemento de la continuaci´ on. Como instrucci´ on Java
puede tener aridad 3, cuando el primer operando es la expresi´ on booleana, y los
otros dos, son las subinstrucciones que corresponden al caso verdadero (“then”)
y al caso falso (“else”). Como instrucci´ on Java tambi´ en puede tener aridad 2, un
operando es la expresi´ on booleana, y el otro la subinstrucci´ on del caso verdadero
(“then”). Como elemento de la continuaci´ on es un operador con aridad 2 para
recordar que se tiene pendiente el ﬂujo de control correspondiente mientras se
eval´ ua la expresi´ on booleana.
--- First evaluates the boolean expression while keeping the then and else expressions
eq k((if E S else S’ fi) -> K) = k(E -> (if(S, S’) -> K)) .
--- If the result value is true continues with the then statement
eq k(bool(true) -> (if(S, S’) -> K)) = k(S -> K) .
--- If the result value is false continues with the else part
eq k(bool(false) -> (if(S, S’) -> K)) = k(S’ -> K) .
Figura 3.13: Ecuaciones, basadas en continuaciones, para la instrucci´ on condi-
cional “if-then-else”
Las especiﬁcaciones de las instrucciones para el escape “break”de la instruc-
ci´ on “while”y el retorno de valores de m´ etodos que son funciones, tambi´ en son
relevantes para la no interferencia por que son instrucciones de ﬂujo de control.
En las Figuras 3.15 y 3.16 se muestran sus deﬁniciones. N´ otese el manejo de las
pilas de los bucles y de las funciones, denotados con los s´ ımbolos constructores76 Cap´ ıtulo 3. Preliminares
---First, the thread state is stacked in the loop stack and the boolean expression is evaluated
eq t(k((while E S) -> K) lstack(Lstack) TC)
= t(k(E -> while(E, noExp, S) -> popLStack -> K)
lstack(fsi((while(E, noExp, S) -> K), TC) Lstack) TC) .
--- if true then continues with the statement within the while body
eq k(bool(true) -> (while(E, El, S) -> K)) = k(S -> (El -> ; -> (E -> (while(E, El, S) -> K)))) .
--- if false, the while loop is exited
eq k(bool(false) -> (while(E, El, S) -> K)) = k(K) .
--- the stacked state is removed from the loop stack
eq k(popLStack -> K) lstack(LItem Lstack) = k(K) lstack(Lstack) .
Figura 3.14: Ecuaciones, basadas en continuaciones, para la instrucci´ on iterativa
“while”
lstack y fstack, respectivamente. La pila lstack mantiene apilados los bucles
actualmente en ejecuci´ on precisamente para controlar adecuadamente el escape
del bucle “break”(Figuras 3.14 y 3.15).
---The thread state is restored from the loop stack
eq t(k(break; -> K) lstack(fsi((while(E,El,S) -> K’), TC) Lstack) TC’)
= t(k(K’) lstack(Lstack) TC) .
Figura 3.15: Ecuaciones, basadas en continuaciones, para el escape “break”de la
instrucci´ on “while”
La instrucci´ on “return”restaura el ambiente previo a la invocaci´ on del m´ eto-
do, as´ ı como tambi´ en los candados y el estado local del hilo, que est´ an apilados
junto con la continuaci´ on correspondiente en la pila fstack. Posteriormente apila
en la continuaci´ on restaurada, la acci´ on para liberar el ambiente local del m´ etodo
y sus candados.
eq t(k(V -> return -> K) holds(Ll’) env(Env’)
fstack( fsi(K’, (holds(Ll) env(Env) TC)) Fstack) TC’)
= t(k(releaseEnv(Env’) -> release(Ll, Ll’) -> (V -> K’)) holds(Ll) env(Env)
fstack(Fstack) TC) .
Figura 3.16: Ecuaciones, basadas en continuaciones, para la instrucci´ on “return”
Como las ecuaciones se eval´ uan de forma determinista, el espacio de estados
asociado a una teor´ ıa de reescritura est´ a determinado en Maude por las reglas
´ unicamente. Esto signiﬁca que aunque las reglas y ecuaciones son aplicadas en
Maude de la misma forma, Maude solo mantiene el registro de las reglas aplicadas
y omite la informaci´ on acerca de las ecuaciones aplicadas. As´ ı pues, el n´ umero
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peque˜ no sea el n´ umero de reglas m´ as eﬁciente es la veriﬁcaci´ on del an´ alisis ya que
el espacio de estados para la b´ usqueda es m´ as peque˜ no.
Seg´ un [Farzan et al., 2007], la sem´ antica operacional de Java contiene 424
ecuaciones y solo 7 reglas, lo cual ahorra memoria y tiempo de ejecuci´ on. El
siguiente ejemplo ilustra la mecanizaci´ on de la sem´ antica de Java.
Ejemplo 2. Consideremos el programa Java del Ejemplo 1. El comando search
es la b´ usqueda primero-en-amplitud predeﬁnida de Maude, que provee todas las
secuencias de reglas aplicadas desde un t´ ermino inicial (sin variables) hasta un
t´ ermino ﬁnal (con variables posiblemente) [Clavel et al., 2007]. El t´ ermino ini-
cial describe un estado Java inicial concreto, y el t´ ermino ﬁnal (con variables
posiblemente) un conjunto de estados Java ﬁnales, posiblemente inﬁnito. En el
comando search abajo se pregunta por el conjunto de todos los posibles esta-
dos correspondientes a todos los posibles valores retornados por la funci´ on Java
main del Ejemplo 1, y por eso, una variable t´ ermino denota el estado objetivo a
ser alcanzado. N´ otese que el c´ odigo de las dos funciones Java evenOdd and main
est´ a embebido en el comando de b´ usqueda, as´ ı como tambi´ en la invocaci´ on a main
(para los detalles de c´ omo construir un estado Java inicial puede verse [Farzan
et al., 2007]).
search in PGM-SEMANTICS : java((preprocess(default class t(’Safe1Even2) imports
nil extends Object implements none {(default static) int ’evenOdd(int d(
’j))throws(noType) {((((int d(’u) = i(3) ;) (int d(’v) = i(4),d(’z) = i(4)
;)) 12 @ (’z += i(30) ;)) 13 @ (’v = ’u * i(8) + ’j ;)) 14 @ return ’z - ’v
;} (public static) void ’main(t(’String)[] d(’args))throws(noType) {4 @ (
’System . ’out . ’println < ’evenOdd < i(0) > > ;)}}) noType . ’main < new
string [i(0)] > noVal)) =>! X:Output .
Solution 1 (state 1)
states: 2 rewrites: 287 in 76ms cpu (4ms real) (0 rewrites/second)
X:Output --> pl(int(10))
No more solutions.
states: 2 rewrites: 287 in 76ms cpu (7ms real) (0 rewrites/second)
El comando de b´ usqueda retorna que solo una ´ unica posible ejecuci´ on del progra-
ma Java es posible como resultado de la instrucci´ on Java
“System.out.println(evenOdd(0));”, que produce el valor Java 10. La secuen-
cia de reescritura completa que lleva a este valor Java es tambi´ en entregada por
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3.4. Interpretaci´ on Abstracta
Una interpretaci´ on abstracta (o abstracci´ on) [Cousot and Cousot, 1977] de
la sem´ antica de un programa est´ a dada por un operador de cierre superior α :
℘(State) → ℘(State), el cual es mon´ otono (para todo SSt1,SSt2 ∈ ℘(State),
SSt1 ⊆ SSt2 implica α(SSt1) ⊆ α(SSt2)), idempotente (para todo SSt ∈
℘(State), α(SSt) ⊆ α(α(SSt))), y extensivo (para todo SSt ∈ ℘(State), SSt ⊆
α(SSt)).
La intuici´ on de esta deﬁnici´ on es que cada estado del programa Java, St ∈
State es abstraido por su cierre α({St}).
Los operadores de cierre tienen varias propiedades interesantes. Por ejem-
plo, cuando el dominio abstracto considerado es un ret´ ıculo completo, es decir,
 α(State),⊆ , cada operador de cierre est´ a determinado ´ unicamente por el conjun-
to de sus puntos ﬁjos. En el contexto de la interpretaci´ on abstracta, los operadores
de cierre son importantes porque los dominios abstractos pueden deﬁnirse de for-
ma equivalente usando los operadores, o mediante inserciones de Galois, tal como
se presenta en [Cousot and Cousot, 1979]. Sea ι : α(℘(State)) → A un isomor-
ﬁsmo. Entonces, dado un operador de cierre superior α : ℘(State) → ℘(State), la
estructura (℘(State),α◦ι,ι−1,A) es una inserci´ on de Galois, donde α◦ι y ι−1 son
las funciones de abstracci´ on y de concretizaci´ on respectivamente (v´ ease [Cousot
and Cousot, 1979] para mayores detalles).
En el enfoque propuesto, un consumidor de c´ odigo puede asignar dominios
abstractos diferentes a cada variable del c´ odigo Java para obtener un modelo de
estado ﬁnito del programa. Esta asignaci´ on puede hacerla cualquier usuario po-
tencial de la herramienta (el desarrollador del c´ odigo, un certiﬁcador, el consum-
idor o su representante), ayudado por la interfaz gr´ aﬁca y las ayudas provistas.
El usuario simplemente anota el c´ odigo fuente Java con las cl´ ausulas JML que
codiﬁcan la pol´ ıtica de seguridad, de forma que tanto las variables cr´ ıticas como
sus correspondientes dominios abstractos se pueden inferir autom´ aticamente.
En el proceso de asignar un dominio abstracto a una variable del c´ odigo fuente,
se tienen por un lado los aspectos te´ oricos, pero tambi´ en por otro, los aspectos
pr´ acticos. Los dominios abstractos espec´ ıﬁcos considerados as´ ı como los aspectos
pr´ acticos se considerar´ an adelante en los cap´ ıtulos donde se presentan las sem´ anti-
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basadas en tipos (Cap´ ıtulo 4), y la no interferencia (Cap´ ıtulo 5).
A nivel te´ orico se deﬁne una funci´ on de abstracci´ on para cada identiﬁcador
de variable x, i. e. αx : ℘(Int) → ℘(Int), y homom´ orﬁcamente se extienden estas
funciones de abstracci´ on a todo el estado del programa mediante la funci´ on de
abstracci´ on α : ℘(State) → ℘(State). As´ ı, α abstrae para cada variable x los
valores almacenados en la memoria Java para x usando αx, que es la funci´ on
identidad si no se ha seleccionado dominio abstracto.
En los Cap´ ıtulos sobre propiedades aritm´ eticas basadas en tipos (Cap´ ıtulo
4) y propiedades de no interferencia (Cap´ ıtulo 5), se presentan las deﬁniciones
formales de la interpretaci´ on abstracta para cada caso as´ ı como el teorema de
correcci´ on y completitud correspondiente.80 Cap´ ıtulo 3. Preliminares4
Propiedades Aritm´ eticas basadas en
Tipos
Las propiedades basadas en tipos son propiedades de los resultados num´ eri-
cos de m´ etodos Java que no son veriﬁcables por el compilador de Java y que se
pueden deﬁnir con base en propiedades aritm´ eticas de los n´ umeros enteros. Nue-
stro trabajo en ´ esta l´ ınea comenz´ o en [Alba-Castro et al., 2008]. En este trabajo
se consider´ o inicialmente la propiedad de que el resultado entero de un m´ etodo
sea un n´ umero par o impar [Wu et al., 2003], lo cual llev´ o posteriormente a
considerar tambi´ en las propiedades del n´ umero entero modulo 4, y de que fuera
menor o igual (o mayor) que otro n´ umero entero .
Para motivar nuestro trabajo consideremos la certiﬁcaci´ on de programas Java
simples, comenzando por uno tomado prestado de la literatura relacionada.
Ejemplo 3. Se considera un programa Java muy simple tomado de [Wu et al.,
2003], con el requerimiento de producir un n´ umero entero par como resultado.
Primero se expresa este requerimiento como una pol´ ıtica de seguridad usando el
lenguaje de especiﬁcaci´ on para Java JML mediante una cl´ ausula ensures y el
operador \result. Esto signiﬁca que se requiere que el resultado Java no sea un
n´ umero impar cuando la ejecuci´ on del m´ etodo se termine. La funci´ on AbsValue se
usa para referirse al valor abstracto de una variable, en el ejemplo, al valor retor-
nado por el m´ etodo even16. El #even denota un valor abstracto que representa
en este caso que el valor concreto retornado debe ser un n´ umero par.
Estamos usando JML respetando su sintaxis con la ´ unica excepci´ on del uso de
la constante #even que no existe como tal en Java y que como identiﬁcador Java




@ ensures AbsValue(\result) == #even; @*/
int x = 4;
int y = x + 8;
/*@ assert AbsDomain(x) == EvenOdd && AbsDomain(y) == EvenOdd; @*/
return x+y;
}
El espacio de estados de este programa es ﬁnito y podr´ ıa ser explorado por her-
ramientas para Java que apliquen computaci´ on simb´ olica o comprobaci´ on de mod-
elos con estados expl´ ıcitos (concretos) como JavaFAN [Farzan et al., 2004a],
aunque no pueden generan un certiﬁcado formal (una demostraci´ on en alguna
l´ ogica o sistema formal).
Ejemplo 4. Consideremos ahora un ejemplo algo m´ as elaborado con una pol´ ıtica
similar de resultado par, pero que en este caso debe tomar en cuenta que el
resultado del m´ etodo es par si la entrada es tambi´ en par. La especiﬁcaci´ on de la
pol´ ıtica usa entonces una cl´ ausula requires para establecer la condici´ on sobre la
entrada, con la funci´ on AbsValue y el valor abstracto #even.
int evenOdd(int j) {
/*@ Safety Specification:
@ requires AbsValue(j) == #even ;
@ ensures AbsValue(\result) == #even ; @*/
int u = 3; int v,z = 4;
z += 30;
v = u*8 + j;
return z - v;
}
En este programa tenemos un n´ umero inicial de estados inﬁnito, aunque el espacio
de estados de b´ usqueda es ﬁnito para cada estado inicial. Una herramienta como
JavaFAN solo podr´ ıa usarse como un procedimiento de semi-decisi´ on para buscar
violaciones de la pol´ ıtica para estados iniciales espec´ ıﬁcos. Otra herramienta para
Java como Bogor [Robby et al., 2006] que usa JML para especiﬁcar las propiedades
a veriﬁcar y aplica comprobaci´ on de modelos en estados basados en abstracciones,
podr´ ıa veriﬁcar la pol´ ıtica (reescribi´ endola para respetar la sintaxis JML 1) pero
no pueden entregar una demostraci´ on como certiﬁcado.
1Por ejemplo usando el residuo de la divisi´ on entera con el operador Java%83
El siguiente ejemplo es m´ as realista, con bucles y condicionales: un m´ etodo
con un par´ ametro n que computa la suma de los primeros n n´ umeros enteros no
negativos.
Ejemplo 5. Consideremos ahora un m´ etodo Java m´ as realista, que requiere una
condici´ on m´ as compleja sobre la entrada para asegurar el cumplimiento de la
pol´ ıtica de seguridad requerida, as´ ı como otras condiciones adicionales, m´ as com-
plicadas a´ un, sobre las dos variables locales del m´ etodo. El resultado debe ser
tambi´ en par pero con una pol´ ıtica “m´ odulo 4”en el par´ ametro de entrada n y en
la variable local i, con la condici´ on adicional de que i sea menor o igual que n
antes de entrar al bucle. Adem´ as la variable local sum debe ser abstra´ ıda seg´ un
la paridad (par o impar).
int summation(int n) {
/*@ Safety Specification:
@ requires AbsValue(n) == #0 || AbsValue(n) == #3 ;
@ ensures AbsValue(\result) == #even ; @*/
int sum ;
//@ assert AbsDomain(sum) == EvenOdd;
int i = 0;







El ´ ultimo ejemplo tambi´ en tiene un bucle pero la pol´ ıtica de seguridad “par”es
m´ as simple de especiﬁcar.
Ejemplo 6. Este ejemplo que se presenta realiza el mismo c´ omputo del Ejemplo
5 y tiene el mismo par´ ametro entero, pero usa menos variables. Solo usa una
variable local con la correspondiente aserci´ on, pero m´ as simple.
int summationMod4(int n) {
/*@
@ requires AbsValue(n) == #0 || AbsValue(n) == #3 ;
@ ensures AbsValue(\result) == #even ;
@*/
int sum = 0 ;
/*@ assert AbsDomain(sum) == EvenOdd ; @*/






4.1. La Sem´ antica Abstracta de Java en L´ ogica
de Reescritura
En esta parte se desarrolla la versi´ on abstracta de la sem´ antica Java en l´ ogica
de reescritura (dada en [Farzan et al., 2007] y presentada en el Cap´ ıtulo 3.3),
descrita por la teor´ ıa de reescritura RJava# = (ΣJava#,EJava#,RJava#), EJava# =
∆Java# ⊎ BJava# y su correspondiente relaci´ on de reescritura →Java#. Dado que
la teor´ ıa RJava est´ a deﬁnida sobre un g´ enero gen´ erico Value, el enfoque aplicado
consiste en extender RJava aprovechando su modularidad mediante la deﬁnici´ on de
dominios abstractos como subg´ eneros del g´ enero Value con las correspondientes
y apropiadas versiones de las construcciones Java y de los operadores para los
dominios abstractos.
El siguiente ejemplo muestra algunos de los dominios abstractos relevantes
para el presente trabajo.
Ejemplo 7. Se considera una funci´ on de abstracci´ on que clasiﬁca los enteros
Java en enteros pares e impares, i.e., mod2 : ℘(int(Int)) → ℘(int(Int)) donde
int(Int) denota los t´ erminos Maude de g´ enero Value que corresponden a los en-
teros Java.
Esta abstracci´ on es relevante para los Ejemplos 3, 4, 5 y 6. Se pueden se-
leccionar los siguientes s´ ımbolos abstractos EvenOdd = {#even,#odd,top,bot}
para denotar los siguientes subconjuntos top = int(Int), bot = ∅, #even =
{int(n) | n mod 2 = 0}, y #odd = {int(n) | n mod 2 = 1}.
Como se dijo en la secci´ on 3.4 las asignaciones de las variables del programa
son inferidas de las anotaciones JML del c´ odigo fuente Java, por ejemplo, de la
anotaci´ on del Ejemplo 3:
/*@ assert AbsDomain(x) == EvenOdd && AbsDomain(y) == EvenOdd; @*/
se inﬁere que las variables x y y est´ an asignadas al dominio abstracto denotado por
el s´ ımbolo EvenOdd. Se puede reﬁnar este dominio abstracto mediante la abstrac-4.1. La Sem´ antica Abstracta de Java en L´ ogica de Reescritura 85
ci´ on de los enteros Java m´ odulo 4, as´ ı, mod4 : ℘(int(Int)) → ℘(int(Int)). Esta
abstracci´ on es relevante para los Ejemplos 5 y 6. Se pueden tener los siguientes
s´ ımbolos abstractos Mod4 = {top,bot,#0,#1,#2,#3} donde #k = {int(n) |
n mod 4 = k} for k ∈ {0,1,2,3}. El ret´ ıculo inducido por la relaci´ on ⊆ entre
conjuntos de enteros Java se muestra en la Figura 4.1.
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Figura 4.1: Ret´ ıculo de enteros para las abstracciones mod2 y mod4
A nivel pr´ actico, se debe complementar la sem´ antica original Java con una nue-
va funci´ on Maude, denominada inAbsDomain, que registra el dominio abstracto
asociado a cada nombre de variable y que ser´ a usada en dos momentos: cuando el
ambiente de la variable es creado por primera vez en la memoria Java y siempre
que su valor sea actualizado en la memoria. Por ejemplo, la Figura 4.2 muestra
el c´ odigo de inAbsDomain para las variables x,y del Ejemplo 3, seg´ un las anota-
ciones JML, junto con el c´ odigo Maude para las funciones de abstracci´ on mod2 y
mod4. En dicha Figura tambi´ en est´ an las ecuaciones de las funciones para com-
probar si el dominio abstracto de una variable es EvenOdd (AbsDomainEvenOdd)
o Mod4 (AbsDomainMod4), que est´ an deﬁnidas ambas con base en la funci´ on
inAbsDomain. Como ya se dijo, se tienen que adicionar las invocaciones a la fun-
ci´ on inAbsDomain en el s´ ımbolo de continuaci´ on buildEnv de la Figura 3.8 y al
operador de asignaci´ on de Java de la Figura 3.10; todas estas modiﬁcaciones se
muestran en las Figuras 4.3 y 4.4.
Se debe notar que las ecuaciones del operador de asignaci´ on diferencian tanto
el valor por asignar a la variable como el dominio abstracto de ´ esta. En el caso
de asignar un valor del g´ enero EvenOdd a una variable de g´ enero Mod4 se deben
usar reglas por el indeterminismo que existe, pues un valor even (n´ umero par)
puede ser (m´ odulo 4) #0 o #2 y un valor odd (n´ umero impar) puede ser (m´ odulo
4) #1 o #3.86 Cap´ ıtulo 4. Propiedades Aritm´ eticas basadas en Tipos
--- Define abstract domains
subsort AbstInt < Value .
ops top bot : -> AbstInt .
sorts EvenOdd Mod4 .
subsorts Mod4 EvenOdd < AbstInt .
ops even odd : -> EvenOdd .
op #_ : Int -> Mod4 .
--- Define abstraction functions
op mod2 : Value -> EvenOdd .
eq mod2(int(I)) = if (I rem 2 == 0) then even else odd fi .
op mod4 : Value -> Mod4 .
eq mod4(int(I)) = #(I rem 4) .
--- Equations for abstracting concrete values
op inAbsDomain : Var Value -> Value .
eq inAbsDomain(’x,int(I)) = mod2(int(I)) .
eq inAbsDomain(’y,int(I)) = mod2(int(I)) .
eq inAbsDomain(Var,Value) = Value [owise] .
Figura 4.2: Dominios abstractos y asociaci´ on de dominios abstractos a nombres
de variables
--- New location
eq t(k(buildEnv(((T d(X)), Pl), (V, Vl)) -> K) env(Env) id(I) TC) store([L, V’, -3] Store)
nextLoc(I’)
= t(k(buildEnv(Pl, Vl) -> K) env([X, L] Env) id(I) TC)
store([L, setTid(inAbsDomain(X,V), I), I] Store) nextLoc(I’) .
--- Used location
eq t(k(buildEnv(((T d(X)), Pl), (V, Vl)) -> K) env(Env) id(I) TC) store( Store)
nextLoc(I’)
= t(k(buildEnv(Pl, Vl) -> K) env([X, l(I’ + 1)] Env) id(I) TC)
store([l(I’ + 1), setTid(inAbsDomain(X,V),I), I] Store) nextLoc(I’ + 1) [owise] .
Figura 4.3: Ecuaciones modiﬁcadas, basadas en continuaciones, para construir el
ambiente
Se tienen que especiﬁcar las versiones abstractas de todos los operadores Java
de la sem´ antica Java que tengan que ver con los valores abstractos. Entonces se
debe deﬁnir la aproximaci´ on de la suma de enteros, del operador de comparaci´ on
menor-o-igual, etc. para los nuevos dominios abstractos de los n´ umeros enteros.
Tambi´ en se debe considerar la operaci´ on con operandos combinados, es decir, con
valores abstractos y valores concretos, y con valores de dos diferentes dominios
abstractos. Por ejemplo, dada la funci´ on abstracta mod2, la operaci´ on suma de
enteros EvenOdd est´ a especiﬁcada en la Figura 4.5.
Por ejemplo, dada la funci´ on abstracta mod4, la operaci´ on suma de enteros
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--- Assignment modified equations
op = : Exp Qid -> Continuation . --- new definition
op = : Location Qid -> Continuation . --- new definition
eq k((Var = E) -> K) = k(getLocation(Var) -> (=(E,Var) -> K)) .
eq k(Loc -> (=(E,Var) -> K)) = k(E -> (=(Loc,Var) -> K)) .
--- EvenOdd Value to EvenOdd Var
ceq k(ValMod2 -> (=(L,Var) -> K)) = k([ValMod2 -> L] -> (ValMod2 -> K))
if AbsDomainEvenOdd(Var) .
--- Mod4 Value to Mod4 Var
ceq k(ValMod4 -> (=(L,Var) -> K)) = k([ValMod4 -> L] -> (ValMod4 -> K))
if AbsDomainMod4(Var) .
--- Mod4 Val to EvenOdd Var
ceq k(# I -> (=(L,Var) -> K)) = k([mod2(int(I)) -> L] -> (mod2(int(I)) -> K))
if AbsDomainMod4(Var) .
--- EvenOdd Val to Mod4 Var
crl k(even -> (=(L,Var) -> K)) => k([inAbsDomain(Var,# 0) -> L] -> (even -> K))
if AbsDomainMod4(Var) .
crl k(even -> (=(L,Var) -> K)) => k([inAbsDomain(Var,# 2) -> L] -> (even -> K))
if AbsDomainMod4(Var) .
crl k(odd -> (=(L,Var) -> K)) => k([inAbsDomain(Var,# 1) -> L] -> (odd -> K))
if AbsDomainMod4(Var) .
crl k(odd -> (=(L,Var) -> K)) => k([inAbsDomain(Var,# 3) -> L] -> (odd -> K))
if AbsDomainMod4(Var) .
--- Integer Val to any Var
eq k(Val -> (=(Loc,Var) -> K)) = k([inAbsDomain(Var,Val) -> Loc] -> (Val -> K)) [owise] .
Figura 4.4: Ecuaciones modiﬁcadas, basadas en continuaciones, para la asignaci´ on
Java
En interpretaci´ on abstracta es usual comprimir numerosos pasos de com-
putaci´ on en un ´ unico paso de computaci´ on abstracta, para reﬂejar que muchos
y diferentes comportamientos son emulados en un estado abstracto. Por ejemplo
el operador Java menor-o-igual <= de la Figura 3.12 y la funci´ on abstracta mod2,
cuando se comparan dos valores #even un resultado inexacto y aproximado es la
uni´ on de true y false, que est´ a denotada por el s´ ımbolo top. Esta idea implicar´ ıa
incluir la siguiente ecuaci´ on en la sem´ antica abstracta RJava#:
eq k((even, even) -> (<= -> K)) = k(top -> K) .
Esta instrumentalizaci´ on de la sem´ antica Java para manejar la abstracci´ on sig-
niﬁcar´ ıa muchas modiﬁcaciones, por ejemplo en las ecuaciones de las instrucciones
condicionales, debido a que se generan estados Java completamente diferentes que
tendr´ ıan que abstraerse en un ´ unico estado abstracto. Se adopt´ o entonces un en-
foque diferente. Cuando varios pasos de reescritura →Java son emulados por un88 Cap´ ıtulo 4. Propiedades Aritm´ eticas basadas en Tipos
--- Excecute addition with EvenOdd values
eq k((even, even) -> (+ -> K)) = k(even -> K) .
eq k((even, odd) -> (+ -> K)) = k(odd -> K) .
eq k((odd, even) -> (+ -> K)) = k(odd -> K) .
eq k((odd, odd) -> (+ -> K)) = k(even -> K) .
--- Standard concrete values are abstracted prior to add to EvenOdd values
var ValEO : EvenOdd .
eq k((ValEO, int(I)) -> K) = k((ValEO, mod2(int(I))) -> K) .




Figura 4.5: Deﬁnici´ on abstracta y ecuaciones para el operador suma de Java en
el dominio EvenOdd
--- Excecute addition with Mod4 values
eq k((# I, # I’) -> (+ -> K)) = k(mod4(int(I + I’)) -> K) .
--- Standard integer values are abstracted prior to add to Mod4 values
var ValM4 : Mod4 .
eq k((ValM4, int(I)) -> K) = k((ValM4, mod4(int(I))) -> K) .
eq k((int(I),ValM4) -> K) = k((mod4(int(I)) ,ValM4) -> K) .
--- Mod4 values are approximate when combined with EvenOdd values
var ValEO : EvenOdd .
eq k((ValEO,# I) -> K) = k((ValEO,mod2(int(I))) -> K) .
eq k((# I, ValEO) -> K) = k((mod2(int(I)),ValEO) -> K) .
+ #0 #1 #2 #3
#0 #0 #1 #2 #3
#1 #1 #2 #3 #0
#2 #2 #3 #0 #1
#3 #3 #0 #1 #2
Figura 4.6: Deﬁnici´ on abstracta y ecuaciones para el operador suma de Java en
el dominio Mod4
estado abstracto y esos pasos de reescritura aplican diferentes reglas y ecuaciones,
se usa la concurrencia a nivel de Maude. Esto signiﬁca, que adicionamos reglas a
→Java para reﬂejar las posibles y diferentes evoluciones del sistema.
Siguiendo el enfoque adoptado, el operador Java menor-o-igual <= de la Figura
3.12 se especiﬁca como sigue, indicando que el operador de comparaci´ on <= puede
evaluarse indistintamente, a verdadero true o a falso false.
rl k((even, even) -> (<= -> K)) = k(bool(true) -> K) .
rl k((even, even) -> (<= -> K)) = k(bool(false) -> K) .
Ahora, se formaliza la relaci´ on de reescritura abstracta →Java#, que intuitiva-
mente desarrolla la idea de aplicar solamente una regla o ecuaci´ on de la sem´ antica
concreta de Java a un estado abstracto mientras se exploran las diferentes alter-
nativas de una forma no determinista. Se tiene como referencia la introducci´ on de
la formalizaci´ on de la interpretaci´ on abstracta de la Secci´ on 3.4. Abusando de la
notaci´ on, se denota la abstracci´ on de la regla α({l}) → α({r}) por α({l} → {r}).
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ci´ on. Se deﬁne la versi´ on aproximada de la reescritura →Java#⊆ ℘(State)×℘(State)
con:
SSt1 →Java# SSt2 usando α({l} → {r}) ∈ (RJava# ∪ ∆Java#)
iﬀ ∀u ∈ α(SSt1),∃v ∈ SSt2 s.t. u →Java v,usando l → r ∈ RJava ∪ ∆Java.
→∗
Java# denota la extensi´ on de →Java# a muchos pasos de reescritura. El siguiente
resultado se obtiene directamente de las propiedades de monoton´ ıa, idempotencia
y extensibilidad del operador de clausura superior α.
Teorema 1 (Correcci´ on & Completitud). Sea α : ℘(State) → ℘(State) una
abstracci´ on. Sea SSt1,SSt2 ∈ ℘(State). Si SSt1 →∗
Java# SSt2, entonces para
todo u ∈ α(SSt1), existe un v ∈ SSt2 tal que u →∗
Java v. Sea St1,St2 ∈ State.
Si St1 →∗
Java St2, entonces existe SSt3 ⊆ ℘(State) s.t. α(St1) →∗
Java# SSt3 y
St2 ∈ SSt3.
La b´ usqueda primero-en-amplitud para el sistema abstracto de estado ﬁnito (es
ﬁnito debido al uso de dominios abstractos ﬁnitos) permite obtener una her-
ramienta ´ util para ejecuci´ on simb´ olica, a la vez, que resultan simples las modiﬁ-
caciones que se requieren de la sem´ antica Java en Maude. La veriﬁcaci´ on se reduce
a la exploraci´ on de todas las secuencias de reescritura.
Ejemplo 8. Consid´ erese las funci´ on Java evenOdd de la Figura 4, la funci´ on
main en el programa Java completo del Ejemplo 1 y la sem´ antica abstracta de
Java mostrada arriba con la funci´ on inAbsDomainde la Figura 4.2. N´ otese que
el ´ unico cambio en el comando de b´ usqueda del Ejemplo 2 es el reemplazo de
PGM-SEMANTICS con PGM-SEMANTICS-EVENODD-ABSTR.
search in PGM-SEMANTICS-EVENODD-ABSTR : java((preprocess(default
class t(’Safe1Even2) imports nil extends Object implements none
{(default static) int ’evenOdd(int d( ’j))throws(noType) {((((int d(’u) = i(3) ;)
(int d(’v) = i(4),d(’z) = i(4) ;)) 12 @ (’z += i(30) ;)) 13 @ (’v = ’u * i(8) + ’j ;))
14 @ return ’z - ’v ;} (public static) void ’main(t(’String)[] d(’args))
throws(noType) {4 @ ( ’System . ’out . ’println < ’evenOdd < i(0) > > ;)}})
noType . ’main < new string [i(0)] > noVal))
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Ahora, el comando de b´ usqueda produce el resultado siguiente, lo que signiﬁca que
exactamente una traza de ejecuci´ on Java est´ a demostrada, que retorna el valor ab-
stracto even como resultado de la instrucci´ on Java “System.out.println(evenOdd(0));”:
Solution 1 (state 1)
states: 2 rewrites: 328 in 879ms cpu (11ms real) (0 rewrites/second)
X:Output --> pl(even)
y por consiguiente toda ejecuci´ on real del programa Java de la ﬁgura 1 tambi´ en
siempre retorna un valor par de acuerdo con el Teorema 1.
Sin embargo, la abstracci´ on deﬁnida en el Ejemplo 7 no es lo suﬁcientemente
precisa para el programa Java del Ejemplo 5, como lo muestra el siguiente ejemplo.
Ejemplo 9. Consid´ erese el c´ odigo del Ejemplo 5 con la siguiente funci´ on main:
void main() { System.out.println(summation(0)); }
Y con la siguiente asignaci´ on de dominios abstractos a las variables del programa
Java :
op inAbsDomain : Var Value -> Value .
eq inAbsDomain(’n,int(I)) = mod4(int(I)) .
eq inAbsDomain(’i,int(I)) = mod4(int(I)) .
eq inAbsDomain(’sum,int(I)) = mod2(int(I)) .
eq inAbsDomain(Var,V) = V [owise] .
Cuando hacemos la b´ usqueda de los resultados de la funci´ on main
search in PGM-SEMANTICS-EVENODD-ABSTR : java((preprocess(default class t(
’Safe1Even3) imports nil extends Object implements none {(default static)
int ’summation(int d(’n))throws(noType) {(((int d(’sum) = i(0) ;) (int d(
’i) = i(0) ;)) 15 @ (while ’i <= ’n 15 @ {(13 @ (’sum += ’i ;)) 14 @ (’i ++
;)})) 16 @ return ’sum ;} (public static) void ’main(t(’String)[] d(
’args))throws(noType) {4 @ (’System . ’out . ’println < ’summation < i(0) >
> ;)}}) noType . ’main < new string [i(0)] > noVal))
=>! X:Output .
Maude entrega los dos resultados siguientes:
Solution 1 (state 5)
states: 8 rewrites: 482 in 3887ms cpu (431ms real) (0 rewrites/second)
X:Output --> pl(even)
Solution 2 (state 9)
states: 10 rewrites: 569 in 7384ms cpu (580ms real) (0 rewrites/second)
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los cuales no son ´ utiles, ya que ambos resultados even y odd son posibles. El
problema es que la condici´ on booleana (i <= n) retorna ambos valores true y
false (de una forma no determinista) cuando se aplica a enteros bajo la acci´ on
de los operadores de abstracci´ on mod2 y mod4 en demasiados casos.
Para mejorar la precisi´ on, se deﬁne un nuevo dominio abstracto m´ as detallado
(menos aproximado) leq#
x,y que est´ a parametrizado por dos nombres de variables
Java x,y (que pueden tener diferentes dominios abstractos). Este nuevo dominio
puede usarse para en el ejemplo anterior abstraer la variable i relacionada con
n. A nivel te´ orico, tenemos dos dominios abstractos αx,αy : ℘(Int) → ℘(Int)
que se usan para los valores almacenados en la memoria Java de las variables
x,y, respectivamente. La extensi´ on leq#
x,y : ℘(State) → ℘(State) toma esos dos
dominios abstractos αx,αy y captura adem´ as la relaci´ on x ≤ y o x > y.
A nivel pr´ actico, se usan los s´ ımbolos leq# y gt# deﬁnidos en Maude como
sigue “leq# : Abst Qid -> AbstLeqN” y “gt# : Abst Qid -> AbstLeqN” en
donde el primer argumento denota el dominio abstracto para la variable x (o sea
αx) y el segundo argumento es el nombre de la segunda variable y. Para el ejemplo
se tendr´ a una expresi´ on abstracta para la variable i tal como leq#(#0,’n) que
denota que el valor actual de la variable i m´ odulo 4 es 0, y que la variable i es
menor o igual que la variable n, cualquiera que sea el valor asignado a n durante
la ejecuci´ on.
La versi´ on apropiada de los operadores Java relevantes para este nuevo do-
minio abstracto se deﬁnen en las Figuras 4.7 y 4.9, y su especiﬁcaci´ on Maude
se muestra en las Figuras 4.8 y 4.10, respectivamente. En el caso de los oper-
adores relacionales (menor-o-igual, mayor, etc.) aplicados a expresiones que son
variables, se apilan en la continuaci´ on estas variables, para recordar que se est´ an
comparando dos variables, y controlar el caso en que en la abstracci´ on alguna
est´ e relacionada con la otra mediante leq# o gt#. Una vez obtenidos los valores
abstractos de las variables comparadas, el resultado de la comparaci´ on depende
no solo de tales valores sino de las variables comparadas apiladas en la contin-
uaci´ on. Si las variables son dependientes entre s´ ı en la abstracci´ on, el resultado
de la comparaci´ on depender´ a del valor abstracto de la variable dependiente y
no del valor abstracto de la otra variable. Una vez realizada la comparaci´ on, se
desapila de la continuaci´ on el par de variables comparadas. Si las variables son92 Cap´ ıtulo 4. Propiedades Aritm´ eticas basadas en Tipos
independientes en la abstracci´ on, se desapila el par de variables comparadas y
la comparaci´ on de los valores se ejecuta normalmente. Debe notarse que no se
<= any variable V value
leq#(Val,V) true
gt#(Val,V) false
> any variable V value
leq#(Val,V) false
gt#(Val,V) true
Figura 4.7: Deﬁnici´ on de los operadores relacionales Java ≤ y > para enteros de
AbstLeqN
puede usar arriba el dominio abstracto de la segunda variable en lugar de su nom-
bre, debido a que el valor de esa variable puede cambiar. Por ejemplo, consid´ erese
la siguiente variante del Ejemplo 5 en la que el bucle contiene la asignaci´ on n -=
1 ;, y entonces la variable n cambia en cada iteraci´ on.
Ejemplo 10. Reconsideramos ahora el Ejemplo 9. El c´ odigo de la funci´ on
inAbsDomain para el Ejemplo 5 es el que sigue, denotando que las variables i
y n tienen dominios mod4, la variable sum tiene el dominio mod2 y la relaci´ on
i ≤ n est´ a tambi´ en representada en el dominio abstracto:
op inAbsDomain : Qid Value -> Value .
eq inAbsDomain(’n,int(I)) = mod4(int(I)) .
eq inAbsDomain(’i,int(I)) = leq#(mod4(int(I),’n) .
eq inAbsDomain(’sum,int(I)) = mod2(int(I)) .
eq inAbsDomain(Var,V) = V [owise] .
Cuando se busca por las soluciones para la funci´ on Java main utilizando el sigu-
iente comando
search in PGM-SEMANTICS-EVENODD-ABSTR : java((preprocess(default class t(
’Safe1Even3) imports nil extends Object implements none {(default static)
int ’summation(int d(’n))throws(noType) {(((int d(’sum) = i(0) ;) (int d(
’i) = i(0) ;)) 15 @ (while ’i <= ’n 15 @ {(13 @ (’sum += ’i ;)) 14 @ (’i ++
;)})) 16 @ return ’sum ;} (public static) void ’main(t(’String)[] d(
’args))throws(noType) {4 @ (’System . ’out . ’println < ’summation < i(0) >
> ;)}}) noType . ’main < new string [i(0)] > noVal))
=>! X:Output .
se obtiene el siguiente ´ unico resultado, que signiﬁca que exactamente una traza
de ejecuci´ on abstracta est´ a demostrada, la cual retorna el valor abstracto even
como resultado de la instrucci´ on Java “System.out.println(summation(0))”:4.2. Experimentos 93
--- The compared variables are stacked into the continuation
op leqN : Qid Qid -> Continuation . --- new definition
ceq k((Var,Var’) -> ( Con -> K)) = k((Var,Var’) -> (leqN(Var,Var’) -> ( Con -> K)))
if operRel(Con) .
--- Two equations for the Java less-or-equal operator on dependent <= integers
eq k((leq#(V, Var’), V’) -> (leqN(Var,Var’) -> ( <= -> K))) = k(bool(true) -> K) .
eq k((leq#(V, Var’), V’) -> (leqN(Var,Var’) -> ( > -> K))) = k(bool(false) -> K) .
--- Two equations for the Java greater-than operator on dependent > integers
eq k((gt#(V, Var’), V’) -> (leqN(Var,Var’) -> ( > -> K))) = k(bool(true) -> K) .
eq k((gt#(V, Var’), V’) -> (leqN(Var,Var’) -> ( <= -> K))) = k(bool(false) -> K) .
--- Remove stacked variables pair when comparing non related values
eq k((V,V’) -> (leqN(Var,Var’) -> ( Con -> K))) = k((V,V’) -> ( Con -> K)) [owise] .
Figura 4.8: Ecuaciones, basadas en continuaciones, para los operadores Java ≤ y
> de enteros
++
leq#(#(I),y) leq#(mod4(I + 1),y) if y = #(I’) ∧ (I = I’ ∨ I  = I’)
leq#(#(I),y) gt#(mod4(I + 1),y) if y = #(I’) ∧ I = I’
gt#(#(I),y) gt#(mod4(I + 1),y)
leq#(even,y) leq#(odd,y) if y = odd ∨ y = even
leq#(even,y) gt#(odd,y) if y = even
leq#(odd,y) leq#(even,y) if y = even ∨ y = odd
leq#(odd,y) gt#(even,y) if y = odd
gt#(even,y) gt#(odd,y)
gt#(odd,y) gt#(even,y)
Figura 4.9: Deﬁnici´ on del operador Java ++ (post-incremento) de enteros de
AbstLeqN
Solution 1 (state 2)
states: 3 rewrites: 571 in 779ms cpu (591ms real) (0 rewrites/second)
X:Output --> pl(even)
Este resultado certiﬁca que toda posible ejecuci´ on que comienza con un entero
n tal que n mod 4 = 0 siempre retorna un valor par(even). Es m´ as, se puede
veriﬁcar que las invocaciones iniciales “System.out.println(summation(0))” y
“System.out.println(summation(3))” siempre retornan even mientras que
“System.out.println(summation(1))”y “System.out.println(summation(2))”re-
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--- To keep in the continuation the abstract relation value
op ++’ : Value Location Value -> Continuation .
--- Keep in the continuation the abstract relation value and operates internal value
eq k(gt#(Val,Var) -> ++’(L) -> K) = k(Val -> ++ -> (++’(gt#(nullv,Var),L,gt#(Val,Var)) -> K)) .
--- Once evaluated operation with internal value build new resulting abstract relation value
eq k(Val -> ++’(gt#(nullv,Var),L,Val’) -> K) = k([gt#(Val,Var) -> L] -> (Val’ -> K)) .
--- Keep in the continuation the abstract relation value and operates internal value
eq t(k(leq#(Val,Var) -> ++’(L) -> K) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
= t(k(leq#(Val,Var) -> ++ -> (++’(nullv,L,leq#(Val,Var)) -> K)) env(E [Var,L2]) Tc)
store(St [L2,Val’,N’]) .
--- Once evaluated operation with internal value build new resulting abstract relation value
eq k(Val -> ++’(nullv,L,Val’) -> K) = k([Val -> L] -> (Val’ -> K)) .
--- Operations on internal abstract relation value
eq k(even -> ++ -> K) = k(odd -> K) .
eq k(odd -> ++ -> K) = k(even -> K) .
eq k(# I -> ++ -> K) = k(mod4(int(I + 1)) -> K) .
eq k(gt#(Val,Var) -> ++ -> K) = k(Val -> ++ -> (gt#(nullv,Var)-> K)) .
eq k(Val -> gt#(nullv,Var) -> K) = k(gt#(Val,Var) -> K) .
--- In case of leq# value there are three possible results
--- Abstract relation value do not change if Val =/= Val’
ceq t(k(leq#(Val,Var) -> ++ -> K) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
= t(k(Val -> ++ -> (leq#(nullv,Var)-> K)) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
if (Val =/= Val’) .
--- Rules because abstract relation value could change if Val == Val’
crl [AUE01] : t(k(leq#(Val,Var) -> ++ -> K) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
=> t(k(Val -> ++ -> (leq#(nullv,Var)-> K)) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
if (Val == Val’) .
crl [AUE02] : t(k(leq#(Val,Var) -> ++ -> K) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
=> t(k(Val -> ++ -> (gt#(nullv,Var)-> K)) env(E [Var,L2]) Tc) store(St [L2,Val’,N’])
if (Val == Val’) .
Figura 4.10: Ecuaciones, basadas en continuaciones, para el operador Java ++
(post-incremento) de enteros de AbstLeqN
4.2. Experimentos
En las primeras seis columnas a la izquierda en la Tabla 5.1, se estudian exper-
imentalmente tres aspectos clave para la practicidad de la propuesta: el tama˜ no
relativo del c´ odigo y los certiﬁcados, el tama˜ no comparado de los certiﬁcados
reducidos y completos, y la eﬁciencia relativa de la generaci´ on del certiﬁcado re-
ducido versus la generaci´ on del certiﬁcado completo. Los experimentos han sido
llevados a cabo en un Dell Inspiron 6000 con procesador Pentium a 1.6 Ghz y
1Gb de RAM.
Por otra parte, en las dos ´ ultimas columnas de la derecha se hacen estimaciones
de la eﬁciencia relativa de la validaci´ on de los certiﬁcados contra su generaci´ on,4.2. Experimentos 95
Ejemplos Tama˜ no Tama˜ no Tama˜ no Tiempo Tiempo Tiempo Tiempo








Programas Fuente Completo Reducido Comp. Redu. Comp. Redu.
(bytes) (Kbytes) (Kbytes) (ms) (ms) (ms) (ms)
even16 562 117 0.93 126 ∼0 ∼0 ∼0 ∼0
even16∗ 767 401 3.58 112 6 4 4 2
evenOdd 671 312 1.08 288 ∼0 ∼0 ∼0 ∼0
summation 870 1802 8.707 207 1723 109 1891 22.97
summationMod4 542 1217 7.844 155 1120 1277 1274 21.56
Cuadro 4.1: Tama˜ nos del c´ odigo y certiﬁcados, y tiempos de generaci´ on y vali-
daci´ on de los certiﬁcados
con base en experimentos comparativos sobre los tiempos de ejecuci´ on de un
proceso que hace ajuste de t´ erminos (“matching”) con elementos hipot´ eticos de
los certiﬁcados completos y reducidos.
Los programas even16, evenOdd, summation y summationMod4 son los pro-
gramas Java con los m´ etodos de los Ejemplos 3, 4, 5, y 6, respectivamente. El
programa even16∗ ejecuta computaciones aritm´ eticas m´ as intensivas que even16,
incluyendo resta y multiplicaci´ on aunque retorna el mismo valor. La primera
columna contiene el tama˜ no en bytes del c´ odigo fuente de cada programa. Las
tres columnas para los certiﬁcados completos muestran su tama˜ no en Kbytes, y
los tiempos de generaci´ on y validaci´ on, respectivamente. De manera similar las
columnas para los certiﬁcados reducidos. Los tiempos de ejecuci´ on est´ an dados
en milisegundos y son el resultado de promediar sobre un n´ umero suﬁciente de
iteraciones. Las cifras muestran que la reducci´ on en el tama˜ no del certiﬁcado
es signiﬁcativa en todos los casos. Esta reducci´ on ( el cociente entre el tama˜ no
completo y el tama˜ no reducido) oscila entre 112 para even16∗ hasta 288 para
evenOdd.
Cuando se comparan los tiempos de generaci´ on de los certiﬁcados completos
y reducidos, contra los tiempos estimados de validaci´ on correspondientes, se tiene
que el tiempo de validaci´ on, seg´ un el estimativo, se reduce hasta en un factor de
50%. Entonces se puede concluir que al minimizar el n´ umero de ecuaciones en el
certiﬁcado, se obtiene un certiﬁcado de menor tama˜ no y m´ as simple que podr´ ıa
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4.3. Trabajos Relacionados
En cuanto a propiedades de alto nivel basadas en tipos, que no sean veriﬁ-
cables por el compilador est´ andar de un lenguaje, como la pol´ ıtica de resultados
“even”, en teor´ ıa se podr´ ıan emplear las herramientas de veriﬁcaci´ on est´ andar
JML de Java pues esta pol´ ıtica se puede escribir en JML sin usar valores abstrac-
tos, sino el predicado que establece la condici´ on que deben cumplir los valores del
programa Java. La herramienta ESC/Java2 [Chalin et al., 2005] soporta c´ odi-
go Java 1.4 con anotaciones JML pero es incompleta e incorrecta, no tiene una
axiomatizaci´ on aritm´ etica que le permita razonar acerca de programas con com-
putaciones enteras [Burdy et al., 2005] y no genera las demostraciones de las
veriﬁcaciones positivas. La herramienta LOOP est´ a basada en una formalizaci´ on
de Java y de JML y es correcta y completa pero no es completamente autom´ atica
y requiere del asistente interactivo de demostraciones PVS [Burdy et al., 2005].
La herramienta BOGOR [Robby et al., 2006] usa JML para la especiﬁcaci´ on de
propiedades que son veriﬁcadas mediante comprobaci´ on de modelos y abstracci´ on
[Robby et al., 2006] pero tampoco genera las demostraciones de las veriﬁcaciones
positivas. El trabajo [Wu et al., 2003] presenta un sistema de tipos para veriﬁcar
y certiﬁcar la pol´ ıtica de resultados “even”en el marco de FPCC, pero para c´ odigo
de bajo nivel. De all´ ı se tom´ o prestado el Ejemplo 3.5
No Interferencia
En este cap´ ıtulo se extiende la metodolog´ ıa propuesta en el Cap´ ıtulo 4 y
publicada en [Alba-Castro et al., 2008], para la certiﬁcaci´ on de conﬁdencialidad
de informaci´ on mediante el an´ alisis de la no interferencia. La conﬁdencialidad
es la propiedad en la que la informaci´ on relacionada con una entidad o parte, no
est´ a disponible al p´ ublico, o no es revelada a personas, entidades o procesos no
autorizados [ATIS, 2001].
La forma est´ andar de proteger la conﬁdencialidad de los datos es mediante
la implementaci´ on de una pol´ ıtica de control de acceso [Bishop, 2004] que re-
stringe el acceso a los objetos dependiendo de la identidad o del rol que lleva a
cabo el interesado. Esto signiﬁca que se requiere de un privilegio para acceder
a la informaci´ on conﬁdencial. Sin embargo, un programa autorizado para ac-
ceder datos conﬁdenciales o secretos, puede ﬁltrarlos de una forma inapropiada,
a prop´ osito o accidentalmente. Esta ﬁltraci´ on no autorizada puede ocurrir a´ un
cuando se est´ en usando claves criptogr´ aﬁcas, veriﬁcaci´ on de ﬁrmas digitales, pro-
gramas anti-virus o anti-esp´ ıas. Para asegurar que los programas no revelen datos
secretos y cumplan pol´ ıticas de conﬁdencialidad de datos es entonces necesario
analizar y controlar c´ omo ﬂuye la informaci´ on dentro de un programa. Lo an-
terior a llevado a denominar las pol´ ıticas de conﬁdencialidad como pol´ ıticas de
ﬂujo de informaci´ on [Denning and Denning, 1977; Sabelfeld and Myers, 2003].
Usualmente se les permite a los programas acceder y modiﬁcar datos privados en
la medida en que sus salidas visibles no den informaci´ on acerca de tales datos.
Una manera de mantener la privacidad o el secreto de los datos conﬁdenciales
de un usuario, es establecer que los datos p´ ublicos visibles a otros usuarios no
puedan ser afectados por los datos conﬁdenciales de ´ ese usuario. Esta pol´ ıtica es98 Cap´ ıtulo 5. No Interferencia
denominada una pol´ ıtica de no interferencia porque los datos privados y secretos
de un usuario no pueden interferir con datos no secretos y p´ ublicos [Goguen and
Meseguer, 1982; Sabelfeld and Myers, 2003].
La no interferencia de programas es una propiedad de seguridad de alto nivel
que garantiza que no hay ﬂujos de informaci´ on il´ ıcitos durante la ejecuci´ on de
los programas. La no interferencia diferencia entre entradas p´ ublicas y privadas
y salidas p´ ublicas y privadas, y requiere que las salidas p´ ublicas no dependan
de los valores de entradas privadas [Barthe et al., 2004]. El presente enfoque
sigue la evaluaci´ on est´ andar de la conﬁdencialidad [Denning and Denning, 1977;
Sabelfeld and Myers, 2003]: Las variables (y sus valores) est´ an etiquetadas con
niveles de conﬁdencialidad (desde un nivel bajo, las p´ ublicas, hasta un nivel alto,
las secretas o privadas), las constantes tienen una etiqueta de conﬁdencialidad no
secreta porque son datos p´ ublicos, y la etiqueta de conﬁdencialidad de las expre-
siones es la menor cota superior ( “join”) de las etiquetas de las subexpresiones
[Denning and Denning, 1977; Barbuti et al., 2002a; Jacobs et al., 2005; Hunt and
Sands, 2006; Francesco and Martini, 2007]. Tambi´ en se considera que los valores
pueden cambiar din´ amicamente su etiqueta de conﬁdencialidad como en [Barbuti
et al., 2002a; Jacobs et al., 2005; Hunt and Sands, 2006], e igualmente se permiten
brechas temporales a la conﬁdencialidad, de forma que no se tienen etiquetas de
valores mon´ otonamente crecientes y se evita el problema del crecimiento gradual
de las etiquetas (label creep) [Sabelfeld and Myers, 2003]. Se usa la etiqueta de
conﬁdencialidad usual para el contexto o el contador del programa [Denning and
Denning, 1977; Barbuti et al., 2002a; Sabelfeld and Myers, 2003; Jacobs et al.,
2005; Hunt and Sands, 2006] que permite controlar los ﬂujos indirectos de infor-
maci´ on en las instrucciones de ﬂujo de control, como condicionales, iteraciones,
invocaciones y retornos de procedimientos y funciones.
En este cap´ ıtulo se trata la certiﬁcaci´ on de la conﬁdencialidad de datos de
programas Java, en particular en el caso en que los programas certiﬁcados tienen
acceso a los datos privados. Esto signiﬁca que se usa la noci´ on de no interferencia
de [Sabelfeld and Myers, 2003; Barthe and Rezk, 2005; Warnier, 2005; Dufay
et al., 2005], para asegurar que los datos privados no afectan los datos p´ ublicos. No
se considera el aspecto de integridad de la no interferencia se˜ nalado en [Warnier,
2005], de manera que se permite que las variables de bajo nivel de conﬁdencialidad99
(p´ ublicas) inﬂuencien las variables de alto nivel (secretas). Tampoco se considera
el ﬂujo controlado de informaci´ on de variables de alto nivel hacia variables de
bajo nivel, es decir la desclasiﬁcaci´ on.
El problema de la veriﬁcaci´ on y certiﬁcaci´ on de la no interferencia de progra-
mas usando an´ alisis de ﬂujos de informaci´ on, fu´ e considerada por primera vez en
[Denning and Denning, 1977]. La pol´ ıtica de ﬂujos de informaci´ on es representada
usualmente como una relaci´ on de ﬂujo entre clases de seguridad que especiﬁcan
los ﬂujos permitidos entre las clases. Cada objeto de almacenamiento (constante,
variable escalar, arreglo o archivo) tiene asignada una clase de seguridad. Esta
asignaci´ on es est´ atica y es inferida de las declaraciones del programa. Una pol´ ıtica
de no interferencia signiﬁca que las variables tienen niveles de conﬁdencialidad
ﬁjos y que las entradas con nivel de conﬁdencialidad alto no inﬂuencian las salidas
con nivel de conﬁdencialidad bajo. [Sabelfeld and Myers, 2003; Barthe and Rezk,
2005; Warnier, 2005; Dufay et al., 2005]. Esto signiﬁca que los valores almace-
nados en las variables con nivel de conﬁdencialidad alto no pueden ﬂuir hacia
variables con niveles de conﬁdencialidad menores. Se asume que las constantes
que aparecen en los programas fuente ( Java por ejemplo), siempre tienen el nivel
de conﬁdencialidad m´ as bajo, pues el programa tiene acceso a datos secretos,
pero ´ el mismo no contiene datos secretos. Una pol´ ıtica de no interferencia puede
representarse con la relaci´ on  L,≤  y la funci´ on de etiquetado Lab : V ar → L,
donde L es el conjunto ﬁnito de niveles de conﬁdencialidad, ≤ representa el or-
den parcial entre los niveles de conﬁdencialidad, y V ar es el conjunto ﬁnito de
las variables del programa. Usualmente hay dos niveles de conﬁdencialidad, i.e.,
L = {Low,High}, que representan los datos no secretos y p´ ublicos (baja con-
ﬁdencialidad) y los secretos y privados (alta conﬁdencialidad), de manera que
Low ≤ High.  L ,≤  forma un ret´ ıculo, donde Low es la mayor de las cotas inferi-
ores o´ ınﬁmo (“bottom”) (⊥), High es la menor de las cotas superiores o supremo
(⊤), y el operador menor cota superior (⊔) est´ a deﬁnido como Low⊔Low = Low y,
para otros casos, X ⊔Y = High. Esto signiﬁca que los valores de las variables eti-
quetadas Low pueden ﬂuir hacia las variables etiquetadas High, pero tambi´ en que
los valores de las variables etiquetadas High no pueden ﬂuir hacia las variables
etiquetadas Low.
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la conﬁdencialidad, se usa el lenguaje JML presentado en la secci´ on 3.1. Cada
variable del c´ odigo Java est´ a anotada con una etiqueta que representa el nivel de
conﬁdencialidad de la variable. El valor inicial de una variable es etiquetado con la
etiqueta de la variable, pero durante la ejecuci´ on del programa puede cambiar la
etiqueta del valor. Para referirse a la etiqueta de conﬁdencialidad de una variable
o de un valor de una variable se usa la funci´ on AbsValue(Variable) ya utilizada
para las pol´ ıticas de seguridad de propiedades basadas en tipos en el Cap´ ıtulo 4,
pero que en este caso implementa la funci´ on de etiquetado de variables Lab .
Para motivar este cap´ ıtulo se presentan varios ejemplos Java tomados de la
literatura relacionada, que incluyen la especiﬁcaci´ on JML de la pol´ ıtica de no
interferencia.
El ﬂujo de informaci´ on en un programa puede ser expl´ ıcito (directo) o impl´ ıcito
(indirecto). Un ﬂujo expl´ ıcito es causado por instrucciones de asignaci´ on. Un
ﬂujo expl´ ıcito ilegal es ocasionado por la asignaci´ on de valores de expresiones con
variables etiquetadas con niveles altos, a variables etiquetadas con niveles bajos
[Sabelfeld and Myers, 2003; Hunt and Sands, 2006], como en el ejemplo siguiente.
Ejemplo 11. Consid´ erese el programa simple Java con dos instrucciones de asig-
naci´ on, tomado de [Jacobs et al., 2005], que incluye las cl´ ausulas JML requires
y ensures y el operador \result. El patr´ on de especiﬁcaci´ on de no interferencia
propuesto en [Jacobs et al., 2005] puede aplicarse sin modiﬁcar el programa, solo
en el caso en que los valores de las variables etiquetadas alto High y bajo Low sean
1 y 0, respectivamente. Como no es el caso pues el valor retornado es 2, el patr´ on
no se puede aplicar a este ejemplo sin modiﬁcarlo. Este ejemplo tiene un ﬂujo
directo ilegal de la variable high con nivel de conﬁdencialidad High hacia la vari-
able low con etiqueta Low en la primera instrucci´ on de asignaci´ on. Sin embargo,
como posteriormente, en la segunda instrucci´ on de asignaci´ on el valor asignado a
la variable low es el de una constante con etiqueta Low, el valor retornado como
salida es legal.
public int mE1(int high, int low) {
/*@ requires AbsValue(high) == High && AbsValue(low) == Low;





Otro ﬂujo expl´ ıcito o directo ocurre en las invocaciones a procedimientos y
funciones cuando estas tienen par´ ametros, como se muestra en el siguiente ejem-
plo.
Ejemplo 12. Consideremos el siguiente programa Java tomado de [Warnier,
2005] cuyo m´ etodo mE522 invoca el m´ etodo decrementing con dos par´ ametros.
El ﬂujo il´ ıcito ocurre en la invocaci´ on a decrementing, en la que se pasa la
variable high (etiquetada con High) al par´ ametro i (etiquetado con Low).
int decrementing(int high,int i) {
high = high - 1;
return i ;
}
int mE522(int high,int low) {
/*@ requires AbsValue(high) == High && AbsValue(low) == Low;;




La causa com´ un de los ﬂujos impl´ ıcitos o indirectos il´ ıcitos, que pueden pasar
desapercibidos [Sabelfeld and Myers, 2003; Hunt and Sands, 2006], son las in-
strucciones de ﬂujo de control guardadas por expresiones booleanas con variables
etiquetadas High, como se muestra en el siguiente ejemplo.
Ejemplo 13. El programa Java que se presenta, tomado de [Warnier, 2005],
tiene una instrucci´ on de ﬂujo de control condicional (if). Si el valor pasado en el
par´ ametro low no es 0 y el valor retornado es 0, entonces se llega a saber que la
variable secreta high tiene un valor mayor que 2.
N´ otese que la noci´ on de una etiqueta de conﬁdencialidad global (denomina-
da etiqueta del contexto) que sea actualizada en cada expresi´ on condicional es
necesaria para la veriﬁcaci´ on apropiada de tales ﬂujos impl´ ıcitos [Denning and
Denning, 1977; Jacobs et al., 2005; Hunt and Sands, 2006].
/*@ requires AbsValue(high) == High && AbsValue(low) == Low;
@ ensures AbsValue(\result) == Low; @*/
public int mE2(int high,int low) {




Para evitar falsos positivos, se debe din´ amicamente restaurar la etiqueta de con-
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para el siguiente ejemplo [Jacobs et al., 2005; Hunt and Sands, 2006].
Ejemplo 14. Consid´ erese un programa que resulta de una peque˜ na modiﬁcaci´ on
del programa del Ejemplo 13 en la que el valor retornado no depende del valor de
la variable high etiquetada High. Esto es, la variable j es afectada indirectamente
por el valor de la variable high pero no as´ ı la variable low usada en la expresi´ on
de retorno.
/*@ requires AbsValue(high) == High && AbsValue(low) == Low;
@ ensures AbsValue(\result) == Low; @*/
public int mE2*(int high,int low) {
int j=0;
low = 0;
/*@ assert j == Low; @*/




Ahora se presenta un ejemplo m´ as realista con un condicional y un bucle que
contiene un ﬂujo indirecto e il´ ıcito de informaci´ on.
Ejemplo 15. El programa Java tomado de [Warnier, 2005] se presenta aqu´ ı trans-
formado en una funci´ on con dos par´ ametros de entrada high y low y la misma
pol´ ıtica de seguridad de los ejemplos anteriores. Este ejemplo tiene tambi´ en un ﬂu-
jo indirecto o impl´ ıcito ilegal de la variable high, usada en la expresi´ on booleana
que guarda el bucle, hacia la variable low. Al terminar el bucle, la variable low
tiene el valor de la variable high.
public int mE523(int high,int low) {
/*@ requires AbsValue(high) == High && AbsValue(low) == Low;
@ ensures AbsValue(\result) == Low; @*/






Se considera ahora un programa que es una variante del anterior, en el que se
ha eliminado la expresi´ on booleana del bucle y se reemplaz´ o por la constante true
cuya etiqueta es Low, pero se ha introducido al interior del bucle una instrucci´ on
condicional if cuya guarda s´ ı tiene una expresi´ on booleana con la variable high5.1. Sem´ antica de Java en L´ ogica de reescritura con Flujos de Informaci´ on 103
etiquetada High y que adem´ as incluye la instrucci´ on de escape del bucle break,
un caso no considerado en [Warnier, 2005] ni en [Jacobs et al., 2005].
Ejemplo 16. El ejemplo tambi´ en tiene un ﬂujo de informaci´ on indirecto e il´ ıcito
de la variable secreta high hacia la variable p´ ublica low usada en la expresi´ on de
retorno. Pero en este caso el ﬂujo ilegal e indirecto ocurre en la instrucci´ on if.
public int mE523v3(int high,int low) {
/*@ requires AbsValue(high) == High && AbsValue(low) == Low ;









5.1. Sem´ antica de Java en L´ ogica de reescritura
con Flujos de Informaci´ on
En esta secci´ on se desarrolla una sem´ antica extendida con ﬂujos de informa-
ci´ on del lenguaje Java en l´ ogica de reescritura, con base en la sem´ antica de Java
en l´ ogica de reescritura dada en [Farzan et al., 2007] y presentada en el Cap´ ıtulo
3.3.
Se describe la versi´ on extendida con an´ alisis del ﬂujo de informaci´ on de la
sem´ antica de Java en l´ ogica de reescritura con la teor´ ıa de reescritura RJavaE =
(ΣJavaE,EJavaE,RJavaE), EJavaE = ∆JavaE ⊎ BJavaE y su correspondiente relaci´ on de
reescritura →JavaE. En la nueva sem´ antica los datos del programa no solo consisten
en sus valores concretos est´ andar, sino que adem´ as cada valor est´ a decorado con
su correspondiente etiqueta de nivel de conﬁdencialidad.
El enfoque consiste en extender RJava (aprovechando su modularidad) medi-
ante la complementaci´ on adecuada del dominio concreto Value para considerar el
dominio extendido Value × LValue.
Se introduce el g´ enero LValue para representar los valores Low y High. Se
escribe <Value,LValue>, el par formado por valor concreto y su correspondiente
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las construcciones y operadores Java para el nuevo dominio extendido. Se tiene en
cuenta que los s´ ımbolos env y store son los s´ ımbolos constructores usados por la
sem´ antica original de Java en l´ ogica de reescritura para el ambiente del programa
y el almacenamiento en memoria, respectivamente. El nuevo constructor lenv se
usa para almacenar el nivel de conﬁdencialidad global (etiqueta del contexto).
Para efectos del an´ alisis del ﬂujo de informaci´ on para la conﬁdencialidad, se
consideran las siguientes expresiones Java como casos especiales de evaluaci´ on: los
literales constantes, accesos de variables, operaciones binarias, las expresiones de
asignaci´ on, los operadores unarios preﬁjos y postﬁjos, y las expresiones de retorno.
Las expresiones de asignaci´ on y los operadores unarios preﬁjos y postﬁjos (cuyo
efecto secundario es una asignaci´ on), se consideran de forma indirecta, pero con la
misma ecuaci´ on para todos los casos (la que especiﬁca las escrituras en memoria).
Gracias a la modularidad del enfoque en l´ ogica de reescritura para la formalizaci´ on
de la sem´ antica de programas, los cambios requeridos para extender la sem´ antica
de la Secci´ on 3.3 son incrementales y m´ ınimos.
Los valores de las variables reciben un nivel de conﬁdencialidad inicial, que es
almacenado en la memoria cuando la variable o el par´ ametro es creado. Cualquier
operaci´ on que escribe un valor de una variable en la memoria, almacena como
etiqueta de nivel de conﬁdencialidad del valor almacenado, la menor cota superior
(“join”) de la etiqueta del valor y de la etiqueta del contexto en ese momento,
como se muestra en la Figura 5.1. La etiqueta de cualquier valor constante entero,
mostrado en la Figura 5.2, es Low como es de esperar, ya que las constantes son
datos p´ ublicos. La etiqueta de una variable es la etiqueta de conﬁdencialidad de
su valor en memoria, y entonces, las ecuaciones originales de la Figura 3.9 no
necesitan ajuste alguno. La etiqueta del resultado de un operador “built-in”es la
menor cota superior de las etiquetas de sus operandos, como se muestra en la
Figura 5.3 para el operador >.
rl t(k([< Value,LValue > -> L] -> K) id(I) lenv(LEnv) TC) store([L, Value’, -1] ST)
=> t(k(K) id(I) lenv(LEnv) TC) store([L, shared(< Value,LValue join LEnv >), -1] ST) .
Figura 5.1: Regla extendida de la escritura en memoria
Para el etiquetado din´ amico del contexto, la etiqueta inicial del contexto de
cualquier hilo es Low como es usual [Denning and Denning, 1977; Barbuti et al.,
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eq k(i(I) -> K) = k(<int(I),Low> -> K) .
eq k(b(B) -> K) = k(<bool(B),Low> -> K) .
Figura 5.2: Ecuaciones para la evaluaci´ on extendida de constantes
eq k((<int(I),L1>, <int(I’),L2>) -> (> -> K)) = k(<bool(I > I’),L1 join L2> -> K) .
Figura 5.3: Ecuaciones del operador extendido Java >
propaga la etiqueta del contexto sin cambios tal como se propone en [Jacobs
et al., 2005]. Las instrucciones de asignaci´ on y las expresiones no cambian la eti-
queta del contexto. La etiqueta del contexto puede cambiar solo por causa de
las instrucciones de ﬂujo de control, para controlar los ﬂujos indirectos o im-
pl´ ıcitos de informaci´ on, como se muestra en la Figura 5.4. La etiqueta actual del
contexto es almacenada en la continuaci´ on usando el nuevo operador de contin-
uaciones restoreLEnv, el cual luego restaura la etiqueta previa del contexto al
terminar de ejecutar la instrucci´ on condicional; v´ ease la ´ ultima ecuaci´ on de la
Figura 5.4. De acuerdo con [Denning and Denning, 1977; Barbuti et al., 2002a;
Jacobs et al., 2005; Hunt and Sands, 2006], la evaluaci´ on de expresiones booleanas
retorna un nivel de conﬁdencialidad asociado al valor resultante true o false y,
posiblemente, una etiqueta de contexto modiﬁcada. En este trabajo se actual-
iza la etiqueta del contexto para reﬂejar el nivel de conﬁdencialidad retornado
por la evaluaci´ on de la expresi´ on booleana, y luego, las dos ramas de la instruc-
ci´ on condicional usar´ an la nueva etiqueta de conﬁdencialidad del contexto en las
actualizaciones de la memoria.
--- First evaluates the boolean expression
--- while keeping the then and else statements
eq k((if E S else S’ fi) -> K) lenv(LEnv)
= k(E -> if(S, S’) -> restoreLEnv(LEnv) -> K) lenv(LEnv) .
--- If the result value is true -> the then statement
eq k(< bool(true), LValue > -> (if(S, S’) -> K)) lenv(LEnv)
= k(S -> K) lenv(LEnv join LValue) .
--- If the result value is false -> the else part
eq k(< bool(false), LValue> -> (if(S, S’) -> K)) lenv(LEnv)
= k(S’ -> K) lenv(LEnv join LValue) .
---New equation to restore previous context label
eq k(restoreLEnv(LEnv) -> K) lenv(LEnv’) = k(K) lenv(LEnv) .
Figura 5.4: Ecuaciones para la instrucci´ on “if-then-else”
En la instrucci´ on “while”, los ﬂujos indirectos tambi´ en pueden ocurrir en la106 Cap´ ıtulo 5. No Interferencia
evaluaci´ on de la expresi´ on booleana que guarda el bucle, tal como se muestra en la
Figura 5.5. Los ´ unicos cambios en las ecuaciones de la Figura 3.14, son la inclusi´ on
del operador de continuaciones restoreLEnv justo antes del operador de contin-
uaciones popLStack y el uso de valores booleanos extendidos. La ´ ultima ecuaci´ on
de la Figura 3.14 para el operador while y las ecuaciones de la Figura 3.15 para el
s´ ımbolo break se mantienen sin cambios. Intuitivamente, cuando la ejecuci´ on de
la instrucci´ on “while”termina normalmente, se ejecuta el restoreLEnv y la eti-
queta original del contexto es restaurada. La instrucci´ on “break”(dentro de una
construcci´ on while) no ejecuta tal continuaci´ on restoreLEnv y no restaurar´ a la
etiqueta original del contexto, propagando as´ ı el contexto actual hacia afuera del
bucle.
--- First, thread state is stacked in the loop stack and boolean expression is evaluated
eq t(k((while E S) -> K) lstack(Lstack) lenv(LEnv) TC)
= t(k(E -> (while(E, noExp, S) -> restoreLEnv(LEnv) -> popLStack -> K))
lstack(fsi((while(E, noExp, S) -> K), lenv(LEnv) TC) Lstack) lenv(LEnv) TC) .
--- If true enter loop body and updates context label
eq k(< bool(true),Lab > -> (while(E, El, S) -> K)) lenv(LEnv)
= k(S -> (El -> ; -> (E -> ( while(E, El, S) -> K)))) lenv(LEnv join Lab) .
--- If false do not enter while loop
eq k(<bool(false),Lab> -> (while(E, El, S) ->K)) = k(K) .
Figura 5.5: Ecuaciones basadas en continuaciones para la instrucci´ on extendida
“while”
La sem´ antica extendida de la instrucci´ on return considera no solo la etiqueta
de conﬁdencialidad del valor retornado, sino tambi´ en la etiqueta de conﬁdencial-
idad del contexto, tal como se muestra en la Figura 5.6.
eq t(k(< V,LValue > -> return -> K) holds(Ll’) env(Env’) lenv(LEnv)
fstack(fsi(K’, (holds(Ll) env(Env) TC)) Fstack) TC’)
= t(k(releaseEnv(Env’) -> release(Ll, Ll’) -> (< V,LValue join LEnv > -> K’))
holds(Ll) env(Env) fstack(Fstack) TC) .
Figura 5.6: Ecuaciones basadas en continuaciones para la instrucci´ on “return”
El ejemplo siguiente ilustra la mecanizaci´ on de la sem´ antica extendida de Java.
Ejemplo 17. Se considera el programa Java del Ejemplo 11, junto con la in-
vocaci´ on a la funci´ on main del Ejemplo 2. En el comando de b´ usqueda search
abajo, se pregunta por los posibles valores retornados por la funci´ on Java main del
Ejemplo 11 usando la sem´ antica extendida con valores etiquetados. Una variable
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search in PGM-SEMANTICS-LABELED :
java((preprocess(default class t(’Safe1NonInterference) imports nil extends Object
implements none {(public static) int ’mE1((int d(’high)), (int d( ’low)))throws( noType)
{((10 @ (’low = ’high ;)) 11 @ (’low = i(2) ;)) 12 @ return ’low ;} (public static) void
’main (t(’String) [] d(’args))throws( noType) {5 @ (’System .’out .’println < ’mE1 <
i(1), i(0) > > ;)}}) noType . ’main < new string [i(0)] > noVal))
=>! X:Output .
Solution 1 (state 1)
states: 2 rewrites: 248 in (7ms real) (0 rewrites/second)
X:Output --> pl(<int(2),Low>)
No more solutions.
El comando search retorna que una ´ unica posible traza de ejecuci´ on Java es posi-
ble, la cual lleva a obtener como resultado de la instrucci´ on Java
“System.out.println(mE1(1,0));” el valor extendido Java <int(2),Low>.
5.2. La Sem´ antica Abstracta de Java para No In-
terferencia en L´ ogica de Reescritura
En esta secci´ on se desarrolla una versi´ on abstracta de la sem´ antica exten-
dida en l´ ogica de reescritura, descrita por la teor´ ıa de reescritura RJava# =
(ΣJava#,EJava#,RJava#), EJava# = ∆Java# ⊎ BJava# y su correspondiente relaci´ on
de reescritura →Java#.
Tal como se hizo en la Secci´ on 5.1, el enfoque adoptado para la sem´ antica
abstracta de Java consiste en extender la teor´ ıa original RJava (aprovechando
su modularidad) mediante la abstraccci´ on al dominio LValue = {Low,High}, y
la introducci´ on de las versiones aproximadas de las construcciones y operadores
Java apropiados para este dominio, teniendo como referencia la introducci´ on de
la formalizaci´ on de la interpretaci´ on abstracta de la Secci´ on 3.4..
En el enfoque presentado en la Secci´ on 4.1 ( [Alba-Castro et al., 2008]), solo
se necesitaba una funci´ on abstracta para cada nombre de variable Java, αx :
℘(Value) → ℘(Value), que era extendida homom´ orﬁcamente a la funci´ on abstracta
al conjunto de estados del programa, α : ℘(State) → ℘(State).
En esta secci´ on, la funci´ on de abstracci´ on α : ℘(State
E) → ℘(State
E) es una
extensi´ on homom´ orﬁca al conjunto de estados de la func´ ıon 2nd : Int×LValue →108 Cap´ ıtulo 5. No Interferencia
LValue, lo que signiﬁca que en la abstracci´ on se descartan los valores concretos de
los datos.
Esta abstracci´ on puede ser extendida a otros dominios inﬁnitos de datos como
las cadenas, y los n´ umeros reales.
De manera similar a la sem´ antica abstracta de la secci´ on 4.1 cuando muchos
pasos de reescritura →JavaE son emulados mediante un ´ unico estado de reescritura
abstracta que lleva a un estado abstracto Java, y esos pasos de reescritura aplican
diferentes reglas o ecuaciones, aqu´ ı se usa la concurrencia a nivel de Maude. Es
decir que tambi´ en se adicionan reglas a RJava# para reﬂejar las posibles evoluciones
del sistema.
Ahora se deﬁne formalmente la relaci´ on de reescritura →JavaE de manera
similar que en la Secci´ on 4.1, tambi´ en denotando la abstracci´ on de la regla
α({l}) → α({r}) con α({l} → {r}).
Deﬁnici´ on 2 (Reescritura Abstracta). Sea α : ℘(State
E) → ℘(State
E) una ab-




SSt1 →Java# SSt2 usando α({l} → {r}) ∈ (RJava# ∪ ∆Java#)
iﬀ ∀u ∈ α(SSt1),∃v ∈ SSt2 s.t. u →JavaE v,usando l → r ∈ RJavaE ∪ ∆JavaE.
Se denota con →∗
Java# la extensi´ on de →Java# a muchos pasos de reescritura.
El siguiente resultado se obtiene directamente de las propiedades de monoton´ ıa,
idempotencia y extensibilidad del operador de clausura superior α.
Teorema 2 (Correcci´ on & Completitud). Sea α : ℘(State
E) → ℘(State
E) una
abstracci´ on. Sea SSt1,SSt2 ∈ ℘(State
E). Si SSt1 →∗
Java# SSt2, entonces para
todo u ∈ α(SSt1), existe un v ∈ SSt2 tal que u →∗
JavaE v. Sea St1,St2 ∈ State
E.
Si St1 →∗
JavaE St2, entonces existe un SSt3 ⊆ ℘(State) s.t. α(St1) →∗
Java# SSt3 y
St2 ∈ SSt3.
Por consiguiente, en lo que sigue a continuaci´ on, se abstrae la sem´ antica de la
Secci´ on 5.1 de forma que (i) cada par <Value,LValue> de las ecuaciones y reglas
es aproximado por el segundo componente LValue; y (ii) aquellas ecuaciones cuya
conﬂuencia no se pueda demostrar1 despu´ es de la transformaci´ on, son transfor-
1V´ ease el comprobador Church-Rosser para Maude disponible en http://www.lcc.uma.es/
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madas en reglas para reﬂejar las posiblemente diferentes reescrituras denotadas
por un estado abstracto. Se adiciona una regla para manejar valores que son solo
etiquetas de conﬁdencialidad, que se muestra en la Figura 5.7. Como valor ab-
stracto de un valor constante entero, se retorna, como es de esperar, Low, seg´ un
se muestra en la Figura 5.8. Se debe notar que esto puede expresarse con una
ecuaci´ on, ya que se preservan la coherencia y conﬂuencia [Clavel et al., 2007]. La
etiqueta de una variable es la etiqueta de su valor en memoria, luego se pueden
mantener las ecuaciones originales de la Figura 3.9. La etiqueta de los operadores
“built-in”de enteros, es la menor cota superior de los operandos (etiquetas) tal
como se muestra en la Figura 5.9 para el operador >.
rl t(k([LValue -> L] -> K) TC) store([L, Value’] ST) lenv(LEnv)
=> t(k(K) TC) store([L, LValue join LEnv] ST) lenv(LEnv) .
Figura 5.7: Regla abstracta para la escritura en memoria
eq k(i(I) -> K) = k(Low -> K) .
Figura 5.8: Ecuaci´ on abstracta para la evaluaci´ on de constantes
rl k((LValue1, LValue2) -> > -> K) => k(<bool(true),LValue1 join LValue2> -> K) .
rl k((LValue1, LValue2) -> > -> K) => k(<bool(false),LValue1 join LValue2> -> K) .
Figura 5.9: Reglas abstractas para el operador Java >
En cuanto a la sem´ antica de los condicionales y la instrucci´ on while, las
ecuaciones de las Figuras 5.4 y 5.5 respectivamente, funcionan en la sem´ antica
abstracta. Debido a que los pares <Bool,LValue> son manejados por la instrucci´ on
return, su sem´ antica abstracta es la misma de las ecuaciones de la Figura 5.6.
Sin embargo, se necesita una ecuaci´ on adicional para retornar valores abstractos
´ unicamente, es decir las etiquetas, la cual es mostrada en la Figura 5.10. N´ otese
que es casi igual a las ecuaciones de la Figura 5.6.
eq t(k(LValue -> return -> K) holds(Ll’) env(Env’) lenv(LEnv)
fstack(fsi(K’, (holds(Ll) env(Env) TC)) Fstack) TC’)
= t(k(releaseEnv(Env’) -> release(Ll, Ll’) -> LValue join LEnv -> K’)
holds(Ll) env(Env) lenv(LEnv) fstack(Fstack) TC) .
Figura 5.10: Ecuaci´ on abstracta para la instrucci´ on return
El ejemplo siguiente ilustra la mecanizaci´ on de la sem´ antica abstracta de Java.110 Cap´ ıtulo 5. No Interferencia
Ejemplo 18. Consid´ erese el m´ etodo Java junto con la invocaci´ on a la funci´ on
main del Ejemplo 11. En el comando search abajo, se pregunta por todos los
posibles valores retornados por la funci´ on Java main del Ejemplo 11.
search in PGM-SEMANTICS-ABSTRACT :
java((preprocess(default class t(’Safe1NonInterference) imports nil extends Object
implements none {(public static) int ’mE1((int d(’high)), (int d( ’low))) throws( noType)
{((10 @ (’low = ’high ;)) 11 @ (’low = i(2) ;)) 12 @ return ’low ; } (public static) void
’main (t(’String) [] d(’args))throws( noType) {5 @ (’System . ’out . ’println < ’mE1 <
i(1), i(0) > > ;)}}) noType . ’main < new string [i(0)] > noVal))
=>! X:Output .
Solution 1 (state 1)
states: 2 rewrites: 248 in (7ms real) (0 rewrites/second)
X:Output --> pl(Low)
No more solutions.
El comando search retorna que solo una ´ unica y posible traza de ejecuci´ on ab-
stracta Java es posible, y que produce como resultado de la instrucci´ on Java
“System.out.println(mE1(1,0));” el valor abstracto Low.
5.3. Experimentos
Ejemplos Tama˜ no Tama˜ no Tama˜ no Relaci´ on Tiempo Tiempo
de C´ odigo Cert. Cert. de Generaci´ on Generaci´ on
Programas Fuente Completo Reducido Tama˜ no Cert.Comp. Cert.Redu.
(bytes) (Kb) (Kb) C/R (ms) (ms)
mE1 963 443 2.62 2.29 16 3.5
mE2* 935 561 4.65 4.97 213.5 28.5
mE2v1E1 897 615 4.74 4.42 267 47
mE2mE1 999 578 4.66 3.98 245.5 31
mE522v1 1250 604 2.91 1.67 14 3.5
mE3 855 553 4.55 4.33 377 57.5
Cuadro 5.1: Tama˜ nos del fuente y los certiﬁcados, y tiempos de generaci´ on de los
certiﬁcados
En la Tabla 5.1, se estudian tres aspectos clave para la practicidad de la prop-
uesta: el tama˜ no del c´ odigo fuente y de los certiﬁcados, el tama˜ no comparado de
los certiﬁcados reducidos y completos, y la eﬁciencia relativa de la generaci´ on del5.3. Experimentos 111
certiﬁcado reducido versus la generaci´ on del certiﬁcado completo. Los experimen-
tos han sido llevados a cabo en un Dell Inspiron 6000 con procesador Pentium a
1.6 Ghz y 1Gb de RAM.
Los programas Java mE1 and mE2* contienen los m´ etodos de los Ejemplos
11, y 14, respectivamente. Los programas Java mE2mE1 y mE2v1E1 contienen
m´ etodos que son respectivamente, una composici´ on secuencial de los m´ etodos de
los Ejemplos 13 y 11, y una composici´ on secuencial de una variaci´ on del m´ etodo
del Ejemplo 13 (con una parte “else”) con el m´ etodo del Ejemplo 11. El programa
Java mE522v1 es una variaci´ on del m´ etodo del Ejemplo 12 en la cual la invocaci´ on
del m´ etodo decrementing se modiﬁca para cumplir la pol´ ıtica de seguridad. El
programa mE3 tomado de [Jacobs et al., 2005], es similar al programa mE2mE1
pero usa el operador relacional == en la guarda de la instrucci´ on condicional.
Las columnas “Tama˜ no Cert. Completo” y “Tiempo Generaci´ on Cert. Comp.”
muestran los tama˜ nos en Kbytes y los tiempos de generaci´ on de los certiﬁcados
completos, respectivamente. De forma similar para las dos columnas “Tama˜ no
Cert. Reducido” y “Tiempo Generaci´ on Cert.Redu.”. Los tiempos de ejecuci´ on est´ an
dados en milisegundos y son promedios de un n´ umero suﬁciente de iteraciones.
Estos ejemplos de prueba, est´ an disponibles, juntos con otros m´ as, en la url de
la herramienta. Estos experimentos son prometedores, pues reaﬁrman los resulta-
dos de los experimentos del Cap´ ıtulo 4 y muestran que la reducci´ on en el tama˜ no
del certiﬁcado es signiﬁcativa en todos los casos, en un rango entre 8,2% en
mE2* hasta 4,8% para mE522v1. Cuando se comparan los tiempos de generaci´ on
de los certiﬁcados completos y reducidos, se tiene que el tiempo de generaci´ on del
certiﬁcado reducido toma solo un 12% del tiempo de generaci´ on del certiﬁcado
completo.
Entonces, tambi´ en en este caso de la certiﬁcaci´ on de la no interferencia, al
reducir el n´ umero de ecuaciones en el certiﬁcado, se obtiene un certiﬁcado de
menor tama˜ no y m´ as simple.112 Cap´ ıtulo 5. No Interferencia
5.4. Trabajos Relacionados sobre No Interfer-
encia
Las herramientas de veriﬁcaci´ on para Java que usan JML [Leavens et al., 2006]
como lenguaje de especiﬁcaci´ on de propiedades no soportan la certiﬁcaci´ on de no
interferencia. Algunas pol´ ıticas soﬁsticadas de no interferencia pueden expresarse
usando extensiones del lenguaje JML y veriﬁcarse tambi´ en con extensiones de la
herramienta de veriﬁcaci´ on Java Krakatoa [Dufay et al., 2005]. Estas extensiones
JML fueron desarrolladas para aserciones en el estilo Hoare pero tomando en
cuenta la autocomposici´ on secuencial de programas [Barthe et al., 2004], lo cual
signiﬁca duplicar el c´ odigo de los programas y requiere as´ ı distinguir en la especiﬁ-
caci´ on las mismas variables del programa en las dos ejecuciones. Sin embargo, las
pol´ ıticas de no interferencia que requieren el etiquetado de las variables de datos
con niveles de conﬁdencialidad no se pueden expresar usando estas extensiones.
El aspecto de la conﬁdencialidad de la no interferencia es expresable usando los
patrones de especiﬁcaci´ on JML sugeridos en [Jacobs et al., 2004; Jacobs et al.,
2005; Warnier, 2005], donde se usan herramientas est´ andares de veriﬁcaci´ on JML
y el demostrador de teoremas PVS. Desafortunadamente, los patrones propuestos
abusan de la notaci´ on al identiﬁcar los niveles de conﬁdencialidad con los valores
concretos de las variables del programa, y no consideran caracter´ ısticas impor-
tantes de los programas Java como excepciones, retorno de valores en m´ etodos
que son funciones, interrupciones de instrucciones condicionales y bucles ( con es-
capes break, retornos return o continue). M´ as a´ un, el patr´ on de especiﬁcaci´ on
de conﬁdencialidad no se puede aplicar en todos los casos como se menciona en
[Warnier, 2005].
La extensi´ on a la metodolog´ ıa de certiﬁcaci´ on de programas Java para la no
interferencia, permite considerar algunas caracter´ ısticas de Java no tratadas en
[Warnier, 2005] ni en [Jacobs et al., 2005]: campos de objetos, variables locales y
vectores. As´ ı mismo, trata los valores entregados por la instrucci´ on return, caso
no considerado en [Denning and Denning, 1977; Barbuti et al., 2002a; Jacobs
et al., 2005; Hunt and Sands, 2006]. Tambi´ en se consideran instrucciones return
y break dentro de instrucciones condicionales e iteraciones. Finalmente, en las
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en [Jacobs et al., 2005], donde no lo implementan. En relaci´ on con el nivel de
conﬁdencialidad en las instrucciones de asignaci´ on y en las expresiones unarias con
efectos secundarios, se toma en cuenta el ﬂujo indirecto de informaci´ on mediante
la consideraci´ on del nivel de conﬁdencialidad del contexto como en [Denning and
Denning, 1977; Barbuti et al., 2002a; Sabelfeld and Myers, 2003; Jacobs et al.,
2005; Hunt and Sands, 2006], con la diferencia que aqu´ ı se maneja con solo una
ecuaci´ on, que especiﬁca las escrituras en la memoria, y con mayor granularidad,
mediante la inferencia durante la actualizaci´ on de la memoria.
Respecto de los valores entregados por una instrucci´ on return, el presente
trabajo es similar a [Barbuti et al., 2002b] en cuanto a la especiﬁcaci´ on de la in-
strucci´ on bytecode ret, y a la evaluaci´ on de expresiones y valores en [Francesco
and Martini, 2007]. Aunque la no interferencia no ha sido considerada en las
actuales implementaciones de PCC, existen algunas propuestas a´ un no imple-
mentadas, que se basan en sistemas de tipos, para subconjuntos de Java [Barthe
et al., 2006], de bytecode Java [Rose, 2003; Barthe and Rezk, 2005; Barthe et al.,
2007], y algunos lenguajes simples imperativos [Hunt and Sands, 2006; Beringer
and Hofmann, 2007]. Sin embargo ninguna de esas propuestas utiliza JML para
expresar las pol´ ıticas de no interferencia. [Barthe et al., 2006] propone un sis-
tema de tipos basado en ﬂujos de informaci´ on para un fuente Java con objetos,
herencia, m´ etodos y excepciones simpliﬁcadas, de manera que se pueda desarrol-
lar un compilador que preserve la informaci´ on de los tipos. [Barthe et al., 2007]
deﬁne el primer sistema de tipos basado en ﬂujos de informaci´ on para un lenguaje
secuencial tipo JVM con clases, objetos, vectores, excepciones e invocaciones de
m´ etodos, que garantiza la no interferencia de programas cuyo tipo sea compro-
bado. La correcci´ on fu´ e demostrada usando Coq, y de la demostraci´ on se extrajo
un veriﬁcador certiﬁcado de no interfererencia de bytecode que puede ser usado
del lado del consumidor de c´ odigo como un validador PCC. Ese trabajo usa un
conjunto con m´ ultiples niveles de conﬁdencialidad. Aunque el presente trabajo
no usa m´ ultiples niveles de conﬁdencialidad, puede ser extendido f´ acilmente para
manejar m´ ultiples niveles de conﬁdencialidad. Las pol´ ıticas locales que se mane-
jan en el trabajo de esta tesis son ﬂexibles, pues los niveles de conﬁdencialidad de
las variables locales y par´ ametros de los m´ etodos pueden cambiar temporalmente,
mientras en otros trabajos [Hunt and Sands, 2006; Jacobs et al., 2005] son ﬁjas114 Cap´ ıtulo 5. No Interferencia
y limitan el conjunto de programas que se podr´ ıan veriﬁcar positivamente.
Tambi´ en existen propuestas para la veriﬁcaci´ on de la no interferencia que
se basan en an´ alisis de ﬂujos de informaci´ on mediante interpretaci´ on abstracta
[Barbuti et al., 2002a; Barbuti et al., 2002b; Giacobazzi and Mastroeni, 2004;
Zanotti, 2002]. Pero, estas propuestas no generan una demostraci´ on como resul-
tado de la veriﬁcaci´ on ni usan JML para expresar las pol´ ıticas de seguridad. La
idea de primero extender la sem´ antica del lenguaje mediante el emparejamiento
de cada valor de datos con su nivel de conﬁdencialidad, y posteriormente consid-
erar solo el nivel de seguridad en la abstracci´ on, est´ a tambi´ en en [Barbuti et al.,
2002a]. Una idea similar es desarrollada en [Francesco and Martini, 2007] donde
los canales de entrada est´ an asociados con niveles de seguridad. [Zanotti, 2002]
dise˜ na un sistema de tipos para an´ alisis de ﬂujos de informaci´ on en t´ erminos
de una sem´ antica abstracta que aproxima la sem´ antica de colecci´ on (“collecting
semantics”) de programas imperativos.
[Giacobazzi and Mastroeni, 2004] introduce la noci´ on de no interferencia ab-
stracta, que resulta de relajar la noci´ on est´ andar de no interferencia parametriz´ an-
dola en relaci´ on con abstracciones de las entradas y salidas. En la no interferencia
abstracta los dominios abstractos codiﬁcan los ﬂujos permitidos que caracterizan
el grado de precisi´ on del conocimiento de un atacante potencial que puede obser-
var los datos de entrada y salida.
Para veriﬁcar la no interferencia de programas fuentes Java hay otras propues-
tas que no usan tampoco JML para especiﬁcar pol´ ıticas de ﬂujos de informaci´ on
sino extensiones al lenguaje Java, como son los compiladores JFlow [Myers, 1999]
y Jif [Myers et al., 2001]. Estos compiladores producen c´ odigo Java seguro para
los programas escritos en los lenguajes JFlow and Jif cuyos tipos basados en ﬂujos
de informaci´ on sean comprobados. JFlow hace adem´ as an´ alisis din´ amico cuando
la etiqueta de un valor no se puede determinar est´ aticamente.6
Consumo Acotado de Recursos
Estas propiedades se reﬁeren a que el programa, las clases o algunos de los
m´ etodos consuman una cantidad de recursos f´ ısicos como tiempo de proceso y
memoria del “heap”de forma acotada. Inicialmente, esta propiedad solo se con-
sideraba en sistemas de tiempo real o en sistemas embebidos [Gustafsson, 2002;
Gustafsson et al., 2006] en los que los recursos f´ ısicos estaban limitados, pero
en la ´ ultima d´ ecada, en las aplicaciones Web tambi´ en surgi´ o la necesidad de es-
tablecer este tipo de pol´ ıticas dada la frecuente ocurrencia de los ataques a sitios
Web denominados “DoS”(Denial of Service) por la respuesta que ocasionan en
los servidores Web al saturarlos por el consumo excesivo de sus recursos. Desde
PCC ya son varias las aproximaciones a la seguridad del c´ odigo m´ ovil desde esta
perspectiva [Crary and Weirich, 2000; Mok and Yu, 2002b; Yu and Mok, 2004;
MacKenzie and Wolverson, 2004; Albert et al., 2005d; Albert et al., 2007a; Chan-
der et al., 2007]. Tambi´ en surgi´ o la necesidad de acotar el consumo de recursos en
relaci´ on con los dispositivos m´ oviles que cuentan con recursos limitados [Aspinall
et al., 2004b].
Para motivar este trabajo consideremos programas Java simples, tomados
prestados de la literatura relacionada.
Ejemplo 19. Se considera un programa Java recursivo y simple que computa los
n´ umeros de Fibonacci, del cual se analiza su versi´ on en bytecode en [Albert et al.,
2007b]. Este programa consume tiempo de proceso y memoria del “heap”en cada
invocaci´ on recursiva de forma exponencial en funci´ on del par´ ametro de entrada.
Para expresar la pol´ ıtica usamos JML y dos variables de la especiﬁcaci´ on:
ExecTime para referirnos al tiempo de ejecuci´ on del m´ etodo, y MaxMemHeap, para
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[Barthe et al., 2005] usan extensiones similares de JML para expresar pol´ ıticas
de consumo de memoria de programas bytecode Java. El tiempo de ejecuci´ on
ExecTime, es contabilizado aqu´ ı de la misma forma que en [Aspinall et al., 2004a;
Aspinall and MacKenzie, 2006], es decir, contando el n´ umero de instrucciones
bytecode que ejecutar´ ıa el m´ etodo, de acuerdo a la traducci´ on del compilador
Java est´ andar. No se toma en cuenta la optimizaci´ on que hace el compilador, por
ejemplo cuando reemplaza expresiones con operadores constantes por su resulta-
do. Como la pol´ ıtica establece una cota superior, es aceptable ´ esta aproximaci´ on.
La m´ axima cantidad de memoria del “heap”se contabiliza tambi´ en de forma sim-
ilar a c´ omo lo hacen en [Aspinall et al., 2004a; Hofmann et al., 2005; Aspinall
and MacKenzie, 2006].
static int fib(int i) {
/*@ requires true;
@ ensures ExecTime <= 25 + 4 * (2 ** (2 *\old(i))) &&
@ MaxMemHeap <= \old(i) ; @*/
if ((i==1) || (i==0))
return 1;
else
return ( fib(i-1) + fib(i-2) );
}
Ahora se considera otro ejemplo de un m´ etodo Java que hace operaciones con
matrices.
Ejemplo 20. El m´ etodo Java multiplica dos matrices y tambi´ en analizado en
[Albert et al., 2007b], pero aqu´ ı es presentado depurado. En este caso el tiempo
de ejecuci´ on y el m´ aximo consumo del “heap”son proporcionales a las dimensiones
de las matrices.
public int[ ][ ] mult(int[ ][ ] a,int[ ][ ] b, int r, int cr, int c) {
/*@ requires true;
@ ensures ( ExecTime <= 10 + 35 * (\old(r) * \old(cr) * \old(c) ) ) &&
@ ( MaxMemHeap <= 6 + \old(r)* \old(cr) + \old(cr)* \old(c) + \old(r)* \old(c)); @*/
int[ ][ ] c1 = new int[r][c];
for(int i=0; i < r;i++)
for( int j =0; j < c; j++)
for (int k=0; k < cr ; k++)
c1[i][j] = c1[i][j] + (a[i][k] *b[k][j]);
return c1;
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6.1. Sem´ antica de Java en L´ ogica de reescritura
con Consumo de Recursos
En esta secci´ on se desarrolla una sem´ antica extendida con consumo de recursos
del lenguaje Java en l´ ogica de reescritura, con base en la sem´ antica de Java en
l´ ogica de reescritura dada en [Farzan et al., 2007] y presentada en el Cap´ ıtulo
3.3.
Se describe la versi´ on extendida con consumo de recursos de la sem´ antica de
Java en l´ ogica de reescritura con la teor´ ıa de reescritura
RJavaERC = (ΣJavaERC,EJavaERC,RJavaERC), EJavaERC = ∆JavaERC ⊎ BJavaERC y su
correspondiente relaci´ on de reescritura →JavaERC.
En la nueva sem´ antica los estados local y global del programa han sido decora-
dos con el registro del consumo de recursos de cada m´ etodo, de cada hilo y de todo
el programa de forma similar a como se usa en [Aspinall et al., 2004a; Hofmann
et al., 2005; Aspinall and MacKenzie, 2006]. El registro de consumo de recursos es
una tupla (ResourceTuple) con cuatro elementos Clock×Callc×Invkc×InvkDpth,
para el n´ umero de instrucciones bytecode, el n´ umero de invocaciones de funciones,
el n´ umero de invocaciones de m´ etodos y la m´ axima cantidad de memoria utilizada
del “heap”, respectivamente.
El enfoque consiste en extender RJava (aprovechando su modularidad) me-
diante la complementaci´ on adecuada del estado global del programa JavaState
para considerar el estado global extendido JavaState × ResourceTuple. El esta-
do local ThreadCtrl es extendido con dos tuplas de consumo de recursos, una
para el consumo del hilo y otra con el consumo del m´ etodo actualmente en eje-
cuci´ on. La tupla de consumo del hilo est´ a decorada con el identiﬁcador del hi-
lo correspondiente, que es un n´ umero entero: ResourceTuple × Int. La tupla de
consumo del m´ etodo est´ a a su vez decorada con el nombre del m´ etodo Qid, su
clase Type y los valores de los par´ ametros utilizados en la invocaci´ on del g´ enero
ValueList: ResourceTuple × Type × Qid × ValueList. As´ ı, el estado local extendido
es: ThreadCtrl × ResourceTuple × Int × ResourceTuple × Type × Qid × ValueList.
Para recordar los consumos de los m´ etodos ejecutados antes del actual, as´ ı como
los de los hilos terminados, tambi´ en se extendi´ o el estado global con un conjunto
de tuplas de consumos de tales m´ etodos e hilos.118 Cap´ ıtulo 6. Consumo Acotado de Recursos
Se introduce el g´ enero ResourceTuple para representar la tupla de consumo, y
los g´ eneros Clock, Callc, Invkc y InvkDpth, para los cuatro consumos considerados.
Los nuevos constructores clock, callc, invkc y invkdpth registran cada con-
sumo como n´ umeros naturales, incluyendo el cero. Los constructores resourcesM,
resourcesT, resourcesP registran las tuplas de consumos de los m´ etodos, hilos
y del programa, respectivamente. El constructor resumeResources, almacena la
historia con los consumos de los hilos y m´ etodos ejecutados anteriormente a los ac-
tualmente activos. Tambi´ en se dan las versiones apropiadas de las construcciones
y operadores Java para el nuevo estado extendido.
Cuando se crea el estado global inicial del programa Java, se inicializa la tupla
de consumos del programa en ceros (resourcesP), y la historia de consumos
(resumeResources) de los hilos muertos y de los m´ etodos cuya ejecuci´ on haya
terminado es creada vac´ ıa, como se muestra en la Figura 6.1.
eq javaResources((Cl E Vl))
= runResources(t(k(buildS(Cl) -> (E -> stop)) obj(nullo) fstack(noItem) xstack(noItem)
lstack(noItem) finalblocks(noItem) env(noEnv) id(-1) holds(nil) ) out(noOutput) in(Vl)
store(noStore) code(Cl) static(onil) busy(noObj) nextLoc(0) nextTid(1)
resourcesP(< clock(0),callc(0),invkc(0),invkdpth(0) >)
resumeResources(noInvk)) .
Figura 6.1: Ecuaci´ on para crear e inicializar el estado global con la tupla de
consumo del programa y su historia de consumos
A continuaci´ on se muestra en la Figura 6.2 la ecuaci´ on de la sem´ antica ex-
tendida que termina la inicializaci´ on est´ atica y da inicio a la ejecuci´ on del hilo
principal identiﬁcado con el n´ umero 0. All´ ı se crea la tupla del hilo principal, con
sus consumos inicializados en ceros.
--- the first equation ends the static initialization and starts the main thread
--- with its consumption tuple initialized
eq k(buildS(noClass) -> K) id(-1)
= k(K) id(0) resourcesT(< clock(0),callc(0),invkc(0),invkdpth(0) >, id(0)) .
Figura 6.2: Inicio de la ejecuci´ on del hilo principal id(0) e inicializaci´ on de su
tupla de consumo
El consumo de recursos de la invocaci´ on al m´ etodo main se registra en la
tupla del hilo principal (la evaluaci´ on de sus par´ ametros y la invocaci´ on en s´ ı) y
tal invocaci´ on causa que sea inicializada en ceros la tupla de consumo del m´ etodo,
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--- main parameters evaluation resource consumption accounting
eq id(I’) k(i(I) -> (inita(string[]) -> (call(C, ’main) -> stop)))
resourcesT(< clock(Clock),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >, id(I’) )
= id(I’) k(int(I) -> (inita(string[]) -> (call(C, ’main) -> stop)))
resourcesT(< clock(Clock + 1),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >,
id(I’) ) .
--- main invocation accounting and main tuple initialization
eq t(k(Vl -> (call(C, ’main) -> K)) code(Cl)
resourcesT(< clock(Clock’),callc(Callc’),invkc(Invkc’),invkdpth(InvkDpth’) >, id(I)) tc)
= t(k(findMethod(C, ’main, getTypes(Vl), Cl) -> (call(C, ’main, Vl) -> K))
code(Cl) resourcesM(< clock(0),callc(0),invkc(0),invkdpth(0) >, C, ’main, Vl )
resourcesT(< clock(Clock’),callc(Callc’),invkc(Invkc’ + 1),invkdpth(InvkDpth’) >,
id(I)) tc) [owise] .
Figura 6.3: Inicializaci´ on de la tupla de consumo del m´ etodo main
La ecuaci´ on que construye el ambiente debe ser tambi´ en modiﬁcada para
contar cada nueva posici´ on de memoria que es asignada a una variable, tal como
se especiﬁca en la Figura 6.4. N´ otese que no se contabiliza el uso de posiciones
de memoria reutilizadas, debido que se quiere contabilizar el m´ aximo usado tal
como tambi´ en se hace en [Aspinall et al., 2004a; Hofmann et al., 2005; Aspinall
and MacKenzie, 2006].
--- We do not count reuse of used locations because we want the maximun used
eq t(k(buildEnv(((T d(X)), Pl), (V, Vl)) -> K) env(Env) id(I) store([L, V’, -3] store)
nextLoc(I’)
resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >, T’ ,M, Vl’ ) TC)
= t(k(buildEnv(Pl, Vl) -> K) env([X, L] Env) id(I) store([L, setTid(V, I), I] store)
nextLoc(I’) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >,
T’, M, Vl’ ) TC) .
--- count non used location
eq t(k(buildEnv(((T d(X)), Pl), (V, Vl)) -> K) env(Env) id(I) store(store) nextLoc(I’)
resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >, T’ ,M, Vl’ ) TC)
= t(k(buildEnv(Pl, Vl) -> K) env([X, l(I’ + 1)] Env) id(I) store([l(I’ + 1), setTid(V, I), I]
store) nextLoc(I’ + 1)
resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),invkdpth(InvkDpth + 1) >,
T’, M, Vl’ ) TC) [owise] .
endm
Figura 6.4: Ecuaci´ on extendida para contar la asignaci´ on de una nueva posici´ on
de memoria al crear un elemento del ambiente
La escritura de la memoria as´ ı como su acceso se contabilizan en las ecua-
ciones y reglas de las Figuras 6.5 y 6.6 respectivamente. Cada lectura cuesta una
instrucci´ on (push), y cada escritura cuesta una instrucci´ on (pop).
Los operadores Java son extendidos para contabilizar la instrucci´ on bytecode120 Cap´ ıtulo 6. Consumo Acotado de Recursos
--- TO STORE
--- a location has the tid of -2 only when it is created but has not been assigned
--- to a variable in any thread, e.g., a newly created object
eq t(k([V -> L] -> K) id(I) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V’, -2] ST)
= t(k(K) id(I) resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, -2] ST) .
--- a shared location
rl t(k([V -> L] -> K) id(I) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V’, -1] ST)
=> t(k(K) id(I) resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, shared(V), -1] ST) .
--- a non shared location
eq t(k([V -> L] -> K) id(I) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V’, I] ST)
= t(k(K) id(I) resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, setTid(V, I), I] ST) .
Figura 6.5: Ecuaciones extendidas para escribir de la memoria
--- TO ACCESS
eq t(k(#(L) -> K) id(I) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, -2] ST)
= t(k(V -> K) id(I) resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, -2] ST) .
--- a shared location
rl t(k(#(L) -> K) id(I) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, -1] ST)
=> t(k(V -> K) id(I) resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, -1] ST) .
--- a non shared location
eq t(k(#(L) -> K) id(I) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, I] ST)
= t(k(V -> K) id(I) resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl ) TC) store([L, V, I] ST) .
Figura 6.6: Ecuaciones extendidas para leer de la memoria
que requieren, como se muestra en la Figura 6.7 para la suma + binaria. El coste
de leer los operandos de la memoria es contabilizado en las ecuaciones o reglas
correspondientes de la Figura 6.6 mostrada arriba.
Cuando un m´ etodo diferente a main es invocado, la tupla de recursos del
m´ etodo actual es almacenada en la continuaci´ on (con el constructor resourcesK),
y se crea la tupla del m´ etodo invocado inicializada en ceros, como se especiﬁca en
la Figura 6.8. Se diferencia la invocaci´ on de un m´ etodo sin indicar su clase, que
se contabiliza como un llamado a funci´ on (callc), de la invocaci´ on de un m´ etodo
indicando su clase, que se contabiliza como un llamado a un m´ etodo (invkc).6.1. Sem´ antica de Java en L´ ogica de reescritura con Consumo de Recursos 121
eq k((int(I), int(I’)) -> (+ -> K))
resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >, T, M, Vl )
= k(int(I + I’) -> K)
resourcesM(< clock(Clock + 1),callc(Callc),invkc(Invkc),invkdpth(InvkDpth) >, T, M, Vl ) .
Figura 6.7: Ecuaci´ on del operador suma + extendida para contar la instrucci´ on
bytecode requerida
--- instance method call
eq t(k(Vl -> (call(o(orig(C’) Oattr), M) -> K))
resourcesM(< clock(Clock’),callc(Callc’),invkc(Invkc’),invkdpth(InvkDpth’) >,T’,M’, Vl’)
TC) code(Cl)
= t(k(findMethod(C’, M, getTypes(Vl), Cl) -> (call(o(orig(C’) Oattr), M, Vl) ->
(resourcesK(resourcesM(< clock(Clock’),callc(Callc’),invkc(Invkc’ + 1),
invkdpth(InvkDpth’) >,T’,M’, Vl’)) -> K)))
resourcesM(< clock(0),callc(0),invkc(0),invkdpth(0) >, C’, M, Vl ) TC) code(Cl) .
--- default method call
eq t(k(Vl -> (call(M) -> K)) obj(o(orig(C’) Oattr))
resourcesM(<clock(Clock’),callc(Callc’),invkc(Invkc’),invkdpth(InvkDpth’) >,T’,M’, Vl’)
TC) code(Cl)
= t(k(findMethod(C’, M, getTypes(Vl), Cl) -> (call(M, Vl) -> (resourcesK(resourcesM(
< clock(Clock’),callc(Callc’ + 1),invkc(Invkc’),invkdpth(InvkDpth’) >,T’,M’, Vl’))
-> K))) obj(o(orig(C’) Oattr))
resourcesM(< clock(0),callc(0),invkc(0),invkdpth(0) >, C’, M, Vl ) TC) code(Cl) .
Figura 6.8: Ecuaciones extendidas de la invocaci´ on de un m´ etodo distinto de main
Otros m´ etodos cuya invocaci´ on es manejada de forma particular en la sem´ anti-
ca de Java de la Secci´ on 3.3, como son el m´ etodo run invocado de forma au-
tom´ atica al crear los hilos, y los constructores de las clases, tienen una especiﬁ-
caci´ on similar en la sem´ antica extendida, al mostrado arriba en la Figura 6.8.
Cuando se crea e inicia la ejecuci´ on de un nuevo hilo, debe crearse e ini-
cializarse en ceros su correspondiente tupla de consumo de recursos, tal como se
especiﬁca en la ecuaci´ on de la Figura 6.9.
eq t(k(sys(newThread) -> callSys(obj, noVal) -> K) tc) nextTid(I)
= t(k(K) tc) t(k(changeTid(obj, I) -> (call(obj, ’run) -> stop)) obj(obj) fstack(noItem)
xstack(noItem) lstack(noItem) finalblocks(noItem) env(noEnv) id(I) holds(nil)
resourcesT(< clock(0),callc(0),invkc(0),invkdpth(0) >, id(I))) nextTid(I + 1) .
Figura 6.9: Ecuaci´ on para iniciar la ejecuci´ on de un nuevo hilo, extendida para
inicializar su tupla de recursos
Cuando un m´ etodo termina su ejecuci´ on, su tupla de consumo de recursos
debe, por un lado, adicionarse a los del m´ etodo que lo invoc´ o cuya tupla est´ a en
la continuaci´ on, y por otro lado, adem´ as debe registrarse en la historia del estado122 Cap´ ıtulo 6. Consumo Acotado de Recursos
global (resumeResources). Esto se muestra en las ecuaciones de la Figura 6.10
para el caso de m´ etodos que retornan valores, recursivos y no recursivos.
--- return value from a recursive invocation
eq k(V -> (resourcesK(resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth)>, T, M, Vl)) -> K)) resourcesM(< clock(Clock’),
callc(Callc’), invkc(Invkc’), invkdpth(InvkDpth’)>, T, M, Vl )
= k(V -> K) resourcesM(< clock(Clock + Clock’ + 2),callc(Callc + Callc’),
invkc(Invkc + Invkc’), invkdpth(InvkDpth + InvkDpth’) >, T, M, Vl) .
--- return value from a non recursive invocation
eq t(k(V -> (resourcesK(resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth)>, T, M, Vl)) -> K)) resourcesM(< clock(Clock’),callc(Callc’),
invkc(Invkc’), invkdpth(InvkDpth’)>, T’,M’, Vl’) TC) resumeResources(TC’)
= t(k(V -> K) resourcesM(< clock(Clock + Clock’ + 2),callc(Callc + Callc’),
invkc(Invkc + Invkc’), invkdpth(InvkDpth + InvkDpth’) >, T, M, Vl) TC)
resumeResources(resourcesM(<clock(Clock’),callc(Callc’),invkc(Invkc’),
invkdpth(InvkDpth’) >,T’,M’, Vl’) TC’) [owise] .
Figura 6.10: Ecuaciones para la terminaci´ on de m´ etodos que retornan valores
Cuando termina la ejecuci´ on de un hilo al encontrarse el constructor de con-
tinuaci´ on stop, su tupla de consumo de recursos debe ser adicionada al consumo
de recursos del programa, y almacenada en la historia (resumeResources), como
se especiﬁca en las Figuras 6.11 y 6.12 para el caso de retorno de valor y no
retorno de valor, respectivamente.
--- value
eq t(id(I) k(V -> stop) resourcesM(< clock(Clock),callc(Callc),invkc(Invkc),
invkdpth(InvkDpth) >, T, M, Vl) resourcesT(< clock(Clock’’),callc(Callc’’),
invkc(Invkc’’),invkdpth(InvkDpth’’) >, id(I)) TC)
resourcesP(< clock(Clock’),callc(Callc’),invkc(Invkc’),invkdpth(InvkDpth’) >)
out(Output) resumeResources(TC’)
= resourcesP(< clock(Clock’’ + Clock’ + Clock),callc(Callc’’ + Callc’ + Callc),
invkc(Invkc’’ + Invkc’ + Invkc), invkdpth(InvkDpth’’ + InvkDpth’ + InvkDpth) >)
out(Output, r(V)) resumeResources(resourcesT(< clock(Clock + Clock’’),
callc(Callc + Callc’’),invkc(Invkc + Invkc’’), invkdpth(InvkDpth + InvkDpth’’) >,
id(I) ) TC’) .
Figura 6.11: Ecuaci´ on para la terminaci´ on de la ejecuci´ on de un hilo con retorno
de valor
La mecanizaci´ on de la sem´ antica extendida para el consumo de recursos se
ilustra con el siguiente ejemplo
Ejemplo 21. Se considera el programa Java del Ejemplo 19, junto con la invo-
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--- no value
eq t(id(I) k(stop) resourcesM(< clock(Clock’’),callc(Callc’’),invkc(Invkc’’),
invkdpth(InvkDpth’’) >, T, M, Vl) resourcesT(< clock(Clock),callc(Callc),
invkc(Invkc),invkdpth(InvkDpth) >, id(I)) tc)
resourcesP(< clock(Clock’),callc(Callc’),invkc(Invkc’),invkdpth(InvkDpth’) >)
resumeResources(TC’) State
= resourcesP(< clock(Clock’’ + Clock’ + Clock),callc(Callc’’ + Callc’ + Callc),
invkc(Invkc’’ + Invkc’ + Invkc), invkdpth(InvkDpth’’ + InvkDpth’ + InvkDpth) >)
resumeResources(resourcesT(< clock(Clock + Clock’’),callc(Callc + Callc’’),
invkc(Invkc + Invkc’’), invkdpth(InvkDpth + InvkDpth’’) >, id(I) )
resourcesM(< clock(Clock’’),callc(Callc’’),invkc(Invkc’’),invkdpth(InvkDpth’’) >,
T, M, Vl) TC’) State .
Figura 6.12: Ecuaci´ on para la terminaci´ on de la ejecuci´ on de un hilo sin retorno
de valor
public static void main(String[] args) {
System.out.println(fib(5));
}
En el comando de reescritura rew abajo, se pregunta por el valor retornado
por la funci´ on Java main del Ejemplo 19 y los consumos de recursos correspon-
dientes al programa completo, el hilo principal y los m´ etodos invocados main,
System.out.println y fib.
rew in PGM-SEMANTICS-RESOURCE-TUPLE : javaResources((preprocess(default
class t(’Safe1Cost5) imports nil extends Object implements none {(default
static) int ’fib(int d(’n))throws(noType) {12 @ (if ’n == i(1) || ’n == i(
0) 10 @ return i(1) ; else 12 @ return ’fib < ’n - i(1) > + ’fib < ’n - i(
2) > ; fi)} (public static) void ’main(t(’String)[] d(’args))throws(noType)
{5 @ (’System . ’out . ’println < ’fib < i(5) > > ;)}}) noType . ’main <
new string [i(0)] > noVal)) .
rewrites: 1538 in 1039ms cpu (837ms real) (6 rewrites/second)
result JavaState: runResources(out(pl(int(8))) in(noVal) store([l(1),a(string,
anil),0] [l(2),int(5),-3] [l(3),int(3),-3] [l(4),int(1),-3] [l(5),int(0),
-3] [l(6),int(0),-3]) code(default class t(’Safe1Cost5) extends Object
implements none {(default static) int ’fib(int d(’n))throws(noType) {12 @ (
if ’n == i(1) || ’n == i(0) 10 @ return i(1) ; else 12 @ return ’fib < ’n -
i(1) > + ’fib < ’n - i(2) > ; fi)} (public static) void ’main(string[] d(
’args))throws(noType) {5 @ (’System . ’out . ’println < ’fib < i(5) > > ;)}
public t(’Safe1Cost5)(noPara)throws(noType) super(noExp){nop}}) static([t(
t(’Safe1Cost5)),f(noEnv)]) busy(noObj) nextLoc(6) nextTid(1)
resourcesP(<clock(211),callc(15),invkc(2),invkdpth(6) >)
El comando rew retorna que el resultado de la instrucci´ on Java
“System.out.println(fib(5));” es el valor Java int(8), y que el programa com-
pleto consume 211 instrucciones bytecode, hace 2 invocaciones a m´ etodos, 15 a124 Cap´ ıtulo 6. Consumo Acotado de Recursos




resourcesM(< clock(0), callc(0),invkc(0),invkdpth(0) >, System, ’println, int(8))
resourcesM(< clock(7),callc(0),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(1))
resourcesM(< clock(7),callc(0),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(1))
resourcesM(< clock(7),callc(0),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(1))
resourcesM(< clock(7),callc(0),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(1))
resourcesM(< clock(7),callc( 0),invkc(0),invkdpth(1) >, t(’Safe1Cost5), ’fib, int(1))
resourcesM(<clock(10),callc(0),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(0))
resourcesM(< clock(10),callc(0),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(0))
resourcesM(< clock(10),callc(0),invkc(0),invkdpth(0) >, t( ’Safe1Cost5), ’fib, int(0))
resourcesM(< clock(37),callc(2),invkc(0), invkdpth(0) >, t(’Safe1Cost5), ’fib, int(2))
resourcesM(< clock(37),callc( 2),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(2))
resourcesM(<clock(37),callc(2),invkc(0),invkdpth(2) >, t(’Safe1Cost5), ’fib, int(2))
resourcesM(< clock(64),callc(4),invkc(0),invkdpth(0) >, t(’Safe1Cost5), ’fib, int(3))
resourcesM(< clock(64),callc(4),invkc(0),invkdpth(3) >, t(’Safe1Cost5), ’fib, int(3))
resourcesM(< clock(121),callc(8),invkc(0),invkdpth(4) >, t(’Safe1Cost5), ’fib, int(4))
resourcesM(< clock(205),callc(14),invkc(0),invkdpth(5) >, t(’Safe1Cost5), ’fib, int(5))
resourcesM(< clock(210),callc(15),invkc(1),invkdpth(6) >, t(’Safe1Cost5), ’main,
a(string, anil))))
Adem´ as, se obtienen todos los consumos de recursos de las invocaciones a fib, in-
cluyendo el consumo de la invocaci´ on inicial desde main fib(5), que es
resourcesM(< clock(205),callc(14),invkc(0),invkdpth(5) >, t(’Safe1Cost5), ’fib, int(5)), lo que
signiﬁca que se ejecutaron 205 instrucciones de bytecode, 14 invocaciones a fun-
ciones y se usaron m´ aximo 5 posiciones de memoria del “heap”.
Por otra parte, en el comando de b´ usqueda search abajo, se pregunta si
como resultado de la ejecuci´ on de la funci´ on Java main existe alguna invocaci´ on
del m´ etodo fib en la que el tiempo de ejecuci´ on (medido como el n´ umero de
instrucciones bytecode ejecutadas) es superior a la cota se˜ nalada en la cl´ ausula
JML, usando la sem´ antica extendida con tuplas de consumo de recursos.
N´ otese el uso de la condici´ on que deﬁne el estado ﬁnal inseguro
NC:Nat > 25 + 4 * 2 ^(I * 2) = true, que corresponde exactamente con la
negaci´ on de la cl´ ausula JML que establece la cota superior del consumo.
search in PGM-SEMANTICS-RESOURCE-TUPLE : javaResources((preprocess(default
class t(’Safe1Cost5) imports nil extends Object implements none {(default6.2. La Sem´ antica Abstracta de Java para Consumo de Recursos en L´ ogica de Reescritura125
static) int ’fib(int d(’n))throws(noType) {12 @ (if ’n == i(1) || ’n == i(
0) 10 @ return i(1) ; else 12 @ return ’fib < ’n - i(1) > + ’fib < ’n - i(
2) > ; fi)} (public static) void ’main(t(’String)[] d(’args))throws(noType)
{5 @ (’System . ’out . ’println < ’fib < i(5) > > ;)}}) noType . ’main <
new string [i(0)] > noVal))
=>! runResources(JS:JavaState resumeResources( TC resourcesM(<
clock(NC:Nat),callc(NCa:Nat),invkc(NInC:Nat),invkdpth( NMaxMem:Nat) >,
t(’Safe1Cost5), ’fib, int(I))))
such that NC:Nat > 25 + 4 * 2 ^ (I * 2) = true .
No solution.
states: 2 rewrites: 1583 in 7723379976ms cpu (35ms real) (0 rewrites/second)
El comando search retorna que el consumo del tiempo de ejecuci´ on de ninguna de
las invocaciones al m´ etodo fib, incluida la invocaci´ on inicial
“System.out.println(fib(5));”, es superior a la cota indicada.
6.2. La Sem´ antica Abstracta de Java para Con-
sumo de Recursos en L´ ogica de Reescritura
La sem´ antica abstracta de Java para consumo de recursos no ha sido imple-
mentada todav´ ıa. Hasta el momento, se ha explorado c´ omo hacer la abstracci´ on
en la literatura relacionada, encontr´ andose que se podr´ ıan utilizar como valores
abstractos intervalos de enteros [Cousot and Cousot, 1976; Cousot and Cousot,
1978; Engblom et al., 2003] y poliedros [Cousot and Halbwachs, 1978; Lisper,
2003; Besson et al., 2007].126 Cap´ ıtulo 6. Consumo Acotado de Recursos7
La Certiﬁcaci´ on de c´ odigo fuente
Java
Los Ejemplos 2, 8, 9, 10 de la Secci´ on 4.1 y el Ejemplo 18 de la Secci´ on 5.2
arriba presentados, ilustran la manera como la metodolog´ ıa propuesta genera un
certiﬁcado de seguridad, el cual esencialmente consiste del conjunto de demostra-
ciones de reescritura (abstractas) de la forma t1 →
r1
Java# t2     →
rk−1
Java# tk que
describen los estados del programa que pueden o no alcanzarse desde un estado
(abstracto) inicial dado. Debido a que estas demostraciones corresponden a la eje-
cuci´ on de la especiﬁcaci´ on de la sem´ antica abstracta de Java, que est´ a disponible
al consumidor del c´ odigo, el certiﬁcado puede ser validado por parte del consum-
idor de forma r´ apida con un motor de reescritura estandard mediante un proceso
de reescritura que puede ser muy simpliﬁcado. Es suﬁciente con comprobar que
cada paso de reescritura abstracta del certiﬁcado es v´ alido y ninguna otra ree-
scritura v´ alida ha sido descartada, lo que esencialmente se puede hacer usando la
infraestructura de ajuste “matching”del motor de reescritura. Debe notarse que
de acuerdo con el tratamiento diferente de las reglas y las ecuaciones en Maude,
en el que solo las transiciones causadas por las reglas crean nuevos estados en el
espacio de estados, se puede entregar un certiﬁcado muy reducido mediante el solo
registro de los pasos de reescritura dados con las reglas omitiendo las reescrituras
con las ecuaciones.
La metodolog´ ıa de certiﬁcaci´ on presentada aqu´ ı ha sido
implementada en Maude y est´ a disponible p´ ublicamente en
http://www.dsic.upv.es/users/elp/toolsMaude/rewritingLogic.html.
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El certiﬁcado completo con todas las ecuaciones y reglas aplicadas.
El certiﬁcado reducido con solo las reglas aplicadas.
El certiﬁcado ´ unicamente con las etiquetas de las reglas aplicadas.
En el desarrollo y despliegue del sistema, se han atendido los siguientes re-
querimientos: 1) deﬁnir la arquitectura del sistema tan simple como fuera posible,
2) hacer disponible el servicio de certiﬁcaci´ on a todo solicitante v´ ıa Internet, y 3)
ocultar los detalles t´ ecnicos a los usuarios. La herramienta prototipo Web ofrece
un servicio de certiﬁcaci´ on de programas Java basado en reescritura, que est´ a en
la capacidad de analizar propiedades de seguridad del c´ odigo Java relacionadas
con el uso seguro de tipos, y propiedades de conﬁdencialidad de datos secretos
desde el punto de vista de la no interferencia. Las principales caracter´ ısticas de
la herramienta son:
El lenguaje de programaci´ on Maude, que implementa la l´ ogica de reescrit-
ura, provee una infraestructura de an´ alisis formal (tal como la b´ usqueda
primero-en-anchura en el espacio de estados) con eﬁciencia competitiva
(v´ ease [Farzan et al., 2004a]). Maude podr´ ıa ser usado como la infraestruc-
tura requerida en el lado del consumidor del c´ odigo para la validaci´ on del
certiﬁcado.
La sem´ antica operacional de Java en l´ ogica de reescritura que hemos uti-
lizado es modular y tiene 2635 l´ ıneas de c´ odigo en 4 ﬁcheros [Farzan et al.,
2007]. Para la sem´ antica relacionada con las propiedades basadas en tipos
(Cap´ ıtulo 4) modiﬁcamos 15 l´ ıneas de c´ odigo del ﬁchero principal de la
sem´ antica original; para la sem´ antica relacionada con las propiedades de
no interferencia (Cap´ ıtulo 5) modiﬁcamos 19 l´ ıneas de c´ odigo, y para la
sem´ antica relacionada con las propiedades de consumo acotado de recursos
(Cap´ ıtulo 6), modiﬁcamos 82 l´ ıneas de c´ odigo. Las sem´ anticas abstractas de
los Cap´ ıtulos 4 y 5, fueron desarrolladas como una transformaci´ on fuente-
a-fuente en l´ ogica de reescritura y consisten de 608 y 509 l´ ıneas extras de
c´ odigo, respectivamente. Esto nos permite decir que en nuestro sistema ac-
tual la base de c´ odigo ﬁable (TCB) es de un tama˜ no menor que la mitad
del tama˜ no de la sem´ antica original de Java (y al menos menor en un orden129
de magnitud que el tama˜ no de la infraestructura est´ andar de reescritura y
a´ un mucho m´ as peque˜ na que otros sistemas de PCC).
Para automatizar el procesamiento de las cl´ ausulas JML, la herramienta
usa la herramienta de construcci´ on de compiladores Javacc y un subcon-
junto de la gram´ atica JML. Se generan autom´ aticamente la codiﬁcaci´ on de
la abstracci´ on de las variables anotadas, as´ ı como el comando de b´ usqueda
search (primero-en-amplitud) de Maude para realizar el an´ alisis de alcan-
zabilidad, que contiene el programa Java con el m´ etodo main que invoca el
m´ etodo por certiﬁcar. La herramienta tambi´ en usa el programa JavaWrap-
per, disponible en [Farzan et al., 2007], que transforma el programa Java
completo en un t´ ermino Maude para contruir el estado inicial del comando
search.
La interfaz Web permite poner disponible p´ ublicamente la t´ ecnica de certiﬁ-
caci´ on abstracta y a la vez, ocultar los detalles t´ ecnicos internos a cualquier
posible usuario.
El certiﬁcado que se entrega se genera en dos pasos: (i) la carga del programa
fuente Java con las anotaciones JML, y (ii) la ejecuci´ on del an´ alisis de alcanz-
abilidad abstracto. Ahora se describe la funcionalidad de la herramienta, cuya
interfaz se muestra en la Figura 7.1, con la certiﬁcaci´ on del Ejemplo 11.
i. Carga del programa y ﬁjaci´ on de dominios abstractos. El c´ odigo Java
puede ser cargado de un ﬁchero que contenga el programa anotado con
JML. La herramienta permite tambi´ en seleccionar uno de varios ejemplos
predeﬁnidos. El ﬁchero “Safe1NonInterferenceC.java”, que corresponde
al Ejemplo 11, es un ejemplo predeﬁnido que se muestra en la Figura 7.1.
La carga del programa de forma impl´ ıcita provee la validaci´ on de su sintaxis
usando el compilador est´ andar de Java. Las anotaciones JML tambi´ en son
validadas con el uso de un m´ odulo que fu´ e generado usando la herramienta
para desarrollo de compiladores Javacc.
ii. An´ alisis de alcanzabilidad abstracto. El certiﬁcado de seguridad se gen-
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Figura 7.1: Interfaz Web del Prototipo con el Ejemplo 11 y su certiﬁcado
de generaci´ on se lleva a cabo de la siguiente manera: (i) se crea una nue-
va clase Java con base en el c´ odigo del m´ etodo suministrado y la cl´ ausula
JML ensures; (ii) el programa JavaWrapper transforma la clase Java en un
t´ ermino Maude que contiene el estado inicial (v´ ease [Farzan et al., 2007]
para los detalles de como construir un estado inicial Java); y (iii) al ﬁchero
generado con el JavaWrapper, se adicionan las abstracciones de las variables
indicadas en las cl´ ausulas JML requires y assert , junto con el comando
search que se sintetiza de la cl´ ausula JML ensures. y ﬁnalmente (iv) se
ejecuta en Maude el archivo generado y se obtiene el certiﬁcado, que puede
entonces entregarse al usuario.131
Una vista de la versi´ on anterior de la herramienta relacionada con la cer-
tiﬁcaci´ on del Ejemplo 5 se muestra en la Figuras 7.2 y 7.3. En dicha versi´ on,
el usuario deb´ ıa asociar las variables con sus dominios abstractos mediante el
pinchado de botones, y escribir la invocaci´ on al m´ etodo as´ ı como el resultado
esperado en cajas de texto.
Figura 7.2: Interfaz Web del Prototipo con el Ejemplo 5
Figura 7.3: Interfaz Web del Prototipo con un certiﬁcado del Ejemplo 5 .132 Cap´ ıtulo 7. La Certiﬁcaci´ on de c´ odigo fuente Java8
Conclusiones
8.1. Diferencias con otros enfoques de ACC
El enfoque adoptado diﬁere de otros enfoques PCC basados en interpretaci´ on
abstracta en varios aspectos. Con respecto al enfoque ACC (abstraction carry-
ing code) de [Albert et al., 2005c] para programas l´ ogicos con restricciones, se
comparte la alta ﬂexibilidad debida a la parametrizaci´ on respecto de diferentes
dominios abstractos, la eﬁciencia del validador de las demostraciones del lado del
consumidor, y el hecho de que ambas t´ ecnicas est´ an deﬁnidas a nivel de lenguaje
fuente (en el caso de ACC es Ciao-Prolog). Sin embargo, su certiﬁcado es produci-
do mediante un analizador est´ atico y toma la forma de un subconjunto particular
del resultado del an´ alisis de punto ﬁjo, que el consumidor valida mediante un
interpretador abstracto simple. Nuestro certiﬁcado es principalmente una codiﬁ-
caci´ on de demostraciones abstractas de inalcanzabilidad, que est´ a m´ as cercano al
enfoque original de PCC [Necula, 1997; Necula and Lee, 1996] en el que el certi-
ﬁcado es una demostraci´ on en l´ ogica de primer orden. En relaci´ on con el enfoque
de ACCEPT/C [Xia and Hook, 2004] tambi´ en se comparte que ambas t´ ecnicas
est´ an deﬁnidas a nivel de lenguaje fuente (en el caso de ACCEPT/C es C). En
este caso, el certiﬁcado es una funci´ on booleana que est´ a codiﬁcada como anota-
ciones de tipos en el programa compilado en lenguaje ensamblador. La desventaja
de este enfoque es el gran tama˜ no de la base de c´ odigo ﬁable que deber´ ıa usar el
consumidor y la menor eﬁciencia durante la validaci´ on del certiﬁcado. [Besson
et al., 2006; Besson et al., 2007] tambi´ en aplican interpretaci´ on abstracta sin usar
herramientas de an´ alisis de tipos, pero sus certiﬁcados toman la forma de es-
trategias para reconstruir un punto ﬁjo. En este caso, la interpretaci´ on abstracta134 Cap´ ıtulo 8. Conclusiones
se usa para reducir las demostraciones que son generadas y validadas mediante
el demostrador de teoremas Coq, para un subconjunto de bytecode Java usando
una t´ ecnica de compresi´ on de punto ﬁjo. Considerando el trabajo [Chang et al.,
2006], que se sale del marco de PCC, pues el productor del c´ odigo no suministra
una demostraci´ on del cumplimiento de una pol´ ıtica del consumidor, sino un ver-
iﬁcador desarrollado usando el marco formal que se propone en el trabajo, para
precisamente implementar y certiﬁcar an´ alisis de programas. En este caso, usan
la interpretaci´ on abstracta para obtener los teoremas que deben ser demostrados
para cada analizador que sea certiﬁcado. El analizador impone la pol´ ıtica del
consumidor.
8.2. Propiedades Aritm´ eticas basadas en tipos
Por lo que se sabe, el enfoque desarrollado es la primera aproximaci´ on correcta,
y completa de una herramienta completamente autom´ atica para la veriﬁcaci´ on
de propiedades aritm´ eticas basadas en tipos no veriﬁcables por un compilador
est´ andar, de programas Java (c´ odigo fuente). La completitud es relativa a la
abstracci´ on, pero puede obviarse al mejorar la aproximaci´ on, como se ilustr´ o al
introducir el dominio abstracto AbstLeqN para la certiﬁcaci´ on del Ejemplo 5.
La escalabilidad a c´ odigo de tama˜ no y complejidad industriales depende de
las abstracciones disponibles como ocurri´ o al considerar el Ejemplo 5, para el
cual los dominios abstractos EvenOdd y Mod4 no ten´ ıan la precisi´ on suﬁciente.
Esto quiere decir que para certiﬁcar un programa Java dado, es posible que se
necesite deﬁnir un nuevo dominio abstracto. Si se quiere certiﬁcar la pol´ ıtica de
resultados EvenOdd, el nuevo dominio posiblemente sea una reﬁnaci´ on de los
existentes EvenOdd, Mod4 y AbstLeqN.
8.3. No Interferencia
Esta es la primera aproximaci´ on correcta y completa, de una herramienta
completamente autom´ atica para la veriﬁcaci´ on de no interferencia, de programas
Java (c´ odigo fuente).
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de no interferencia no se puede certiﬁcar, porque la sem´ antica extendida con
an´ alisis de ﬂujos de informaci´ on se˜ nala que hay ﬂujos il´ ıcitos, cuando no los hay.
Por ejemplo consideramos el siguiente c´ odigo Java, tomado de [Warnier, 2005].
Ejemplo 22. Consid´ erese el m´ etodo Java junto con la invocaci´ on a la funci´ on
main mostrados a continuaci´ on:
static int m521(int high, int low) {
/*@ requires AbsValue(high) == High && AbsValue(low) == Low;
@ ensures AbsValue(\result) == Low; @*/
low = high;
low = low - high;
return low;
}
public static void main(String[] args) {
System.out.println(m521(h,l));
}
En el comando search abajo, se pregunta por todos los posibles valores re-
tornados por la funci´ on Java main con la invocaci´ on al m´ etodo m521.
search in PGM-SEMANTICS-LABELED : javaLabel((preprocess(default class t(
’Safe1NonInterference1b) imports nil extends Object implements none {(
default static) int ’m521((int d(’high)),(int d(’low)))throws(noType) {((8
@ (’low = ’high ;)) 9 @ (’low = ’low - ’high ;)) 10 @ return ’low ;} (
public static) void ’main(t(’String)[] d(’args))throws(noType) {5 @ (
’System . ’out . ’println < ’m521 < i(1),i(0) > > ;)}}) noType . ’main <
new string [i(0)] > noVal)) =>! X:Output .
Solution 1 (state 1)
states: 2 rewrites: 253 in 976ms cpu (13ms real) (0 rewrites/second)
X:Output --> pl(< int(0),High >)
No more solutions.
states: 2 rewrites: 253 in 976ms cpu (24ms real) (0 rewrites/second)
El comando search retorna que el resultado de la instrucci´ on Java
“System.out.println(m521(h,l));” es el valor extendido < int(0),High >, que
signiﬁca que hay ﬂujo il´ ıcito cuando no lo hay, pues el valor de la variable low no
tiene nada que ver con el valor de la variable secreta high.
Este resultado se debe a que a pesar de que el valor de la variable low depende
del valor de la variable high por las dos instrucciones de asignaci´ on, en realidad no
es as´ ı, pues esas dos intrucciones tienen el mismo efecto de la siguiente instrucci´ on
permitida low = low;.136 Cap´ ıtulo 8. Conclusiones
La sem´ antica de no interferencia, puede extenderse f´ acilmente para tratar pro-
cedimientos (m´ etodos que no retornan valores), excepciones, “heaps”y multihilos,
ya que esas caracter´ ısticas son consideradas en la sem´ antica Java en l´ ogica de ree-
scritura que se usa. Por otra parte, como se hereda de Maude y de la sem´ antica
Java en l´ ogica de reescritura sus altas prestaciones (ver [Farzan et al., 2004a]),
y utiliza solo un dominio abstracto, tenemos una t´ ecnica escalable que puede
reﬁnarse a´ un m´ as para certiﬁcar programas complejos de uso industrial.
8.4. Generales
La metodolog´ ıa propuesta se caracteriza por sus atributos de calidad (ﬁabil-
idad, seguridad, y tambi´ en altas prestaciones) a trav´ es de mecanismos rigurosos
que integran un amplio rango de t´ ecnicas de programaci´ on maduras y bien es-
tablecidas (interpretaci´ on abstracta, sem´ antica de programas, metaprogramaci´ on,
etc.).
La metodolog´ ıa se basa en la especiﬁcaci´ on de la sem´ antica Java en l´ ogica de
reescritura de la versi´ on completa 1.4 del lenguaje [Farzan et al., 2007], y por
consiguiente funciona con todo el lenguaje Java 1.4. Sin embargo, como dicha
especiﬁcaci´ on no incluye de la biblioteca de clases Java sino algunos m´ etodos
de las clases Java para entrada y salida, actualmente solo se pueden certiﬁcar
programas que usen esos m´ etodos ´ unicamente.
La metodolog´ ıa propuesta puede ser ampliada a otros lenguajes de progra-
maci´ on convencionales o lenguajes de bajo nivel (por ejemplo bytecode Java )
simplemente reemplazando la sem´ antica concreta que se usa en este trabajo, por
la sem´ antica del lenguaje de programaci´ on en cuesti´ on (por ejemplo, una sem´ anti-
ca en l´ ogica de reescritura para bytecode Java puede encontrarse en [Farzan et al.,
2004a]).
Se pueden deﬁnir diferentes pol´ ıticas de seguridad usando diferentes t´ erminos
abstractos que denotan los estados que no deber´ ıan alcanzarse. Tales pol´ ıticas
de seguridad son certiﬁcadas por el productor de c´ odigo, y f´ acilmente validadas
por el consumidor del c´ odigo, utilizando un proceso de reescritura que puede ser
muy simple. Los certiﬁcados codiﬁcados como secuencias abstractas de reescritura
pueden comprobarse del lado del consumidor con la sem´ antica abstracta escrita8.4. Generales 137
en Maude mediante reducci´ on est´ andar.
En la actualidad estamos investigando el consumo acotado de recursos f´ ısicos1
y el uso de la comprobaci´ on de modelos abstracta para considerar propiedades
temporales de los programas Java y as´ ı producir una metodolog´ ıa m´ as potente.
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