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Abstract. The main goal of this paper is to study the infinite-horizon expected discounted
continuous-time optimal control problem of piecewise deterministic Markov processes with the control
acting continuously on the jump intensity λ and on the transition measure Q of the process but not
on the deterministic flow φ. The contributions of the paper are for the unconstrained as well as
the constrained cases. The set of admissible control strategies is assumed to be formed by policies,
possibly randomized and depending on the history of the process, taking values in a set valued
action space. For the unconstrained case we provide sufficient conditions based on the three local
characteristics of the process φ, λ, Q and the semicontinuity properties of the set valued action space,
to guarantee the existence and uniqueness of the integro-differential optimality equation (the so-called
Bellman–Hamilton–Jacobi equation) as well as the existence of an optimal (and δ-optimal, as well)
deterministic stationary control strategy for the problem. For the constrained case we show that the
values of the constrained control problem and an associated infinite dimensional linear programming
(LP) problem are the same, and moreover we provide sufficient conditions for the solvability of the
LP problem as well as for the existence of an optimal feasible randomized stationary control strategy
for the constrained problem.
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1. Introduction. A general family of nondiffusion stochastic models, namely,
piecewise deterministic Markov processes (PDMPs), was introduced in [9], covering
an enormous variety of applications in operations research, engineering systems, and
management science. These processes are determined by three local characteristics:
the flow φ, the jump rate λ, and the transition measure Q. Roughly speaking, for
the uncontrolled case, the motion of a PDMP can be described as follows: starting
from x, the motion of the process follows the flow φ(x, t) until the first jump time
T1, which occurs either spontaneously in a Poisson-like fashion with rate λ or when
the flow φ(x, t) hits the boundary of the state space. In either case the location of
the process at the jump time T1 is selected by the transition measure Q(.|φ(x, T1))
and the motion restarts from this new point as before. With a suitable choice of the
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state space and the local characteristics φ, λ, and Q, a great deal of problems can be
covered by these models (see, for instance, [9]).
The goal of this paper is to study the infinite-horizon expected discounted
continuous-time optimal control problem of PDMPs, with the control chosen from
an action set (which depends on the state variable) acting continuously on the jump
intensity λ and on the transition measure Q, but not on the flow φ. The contributions
of the paper are for the unconstrained as well as the constrained cases. For the un-
constrained case the goal is to minimize the infinite-horizon total expected discounted
cost, which is composed of a running cost and a boundary cost, added to the total
cost each time the PDMP touches the boundary. For the constrained case there is a
finite number of restrictions, also written as infinite-horizon total expected discounted
costs, that has to be satisfied. The set of admissible control strategies is assumed to be
formed by policies possibly randomized and depending on the history of the process.
For the unconstrained case, a common approach to tackle this problem is to
characterize the value function as a solution to the Bellman–Hamilton–Jacobi (BHJ)
equation associated with an embedded discrete-stage Markov decision model, with the
stages defined by the jump times Tn of the process. In this case the decision is to find,
at each stage, a control function that solves an embedded deterministic optimal con-
trol problem. Usually the control strategy is chosen among the set of piecewise open
loop policies, that is, stochastic kernels or measurable functions that depend only on
the last jump time and post jump location. We can mention [2, 3, 6, 9, 8, 13, 23, 25]
as works following this technique. Another important approach for this class of prob-
lems, which we will call the infinitesimal approach, is to characterize the optimal
value function as the viscosity solution of the corresponding integro-differential BHJ
equation. We can mention [10, 9, 11, 12, 26] as a sample of works using this kind of
approach. Our results concerning the unconstrained case, presented in section 5, fol-
low the infinitesimal approach and provide in Theorem 5.5 sufficient conditions for the
existence of a solution for an integro-differential BHJ optimality equation associated
with the problem as well as conditions for the existence of an optimal or δ-optimal
selector for this equation. In what follows it is shown in Proposition 5.6 that the solu-
tion of the integro-differential BHJ optimality equation is in fact unique and coincides
with the optimal value for the unconstrained problem, and also solves the dual linear
program (DLP). Moreover, the optimal selector (δ-optimal selector) derived in Theo-
rem 5.5 yields an optimal (-optimal, respectively) stationary nonrandomized strategy
for the unconstrained problem. When compared with the PDMP literature it should
be stressed that we consider a broader class of control strategies (possibly depend-
ing on the history of the process and taking values in state-dependent action spaces)
instead of the open loop policies with fixed action set considered in previous papers.
Under this general class of strategies we obtain in Lemma 4.2 a discounted version of
the so-called Dynkin formula associated with the controlled process, a key result for
the unconstrained as well as the constrained problems. Another main novelty for the
unconstrained case is that we provide sufficient conditions based on the three local
characteristics of the process φ, λ, Q and the semicontinuity properties of the set
valued action space, to guarantee the existence and uniqueness of the solution to the
integro-differential BHJ equation as well as the existence of an optimal (δ-optimal)
deterministic selector for this optimality equation. As far as the authors are aware,
this is the first time that this kind of result is presented in the literature for discounted
control problems of PDMPs considering the broader class of controls mentioned above.
The linear programming (LP) technique has proved to be a very efficient method
for solving continuous-time Markov decision processes (MDPs) problems with
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constraints. We can mention [15, 16, 21] and the references therein as a sample
of works on this subject in the context of continuous-time controlled Markov pro-
cesses. On the other hand, contrary to continuous-time constrained MDPs, it should
be stressed that the constrained optimal control problems of PDMPs have received
much less attention. An attempt in this direction is presented in [14], where the au-
thors study a control problem for a special class of PDMPs (with no boundary) by
using an LP technique. More recently in [7] the constrained problem was studied by
reducing the original continuous-time control problem into a discrete-stage Markov
decision model in which the stages are the jump times Tn, similar to the approach
adopted for the unconstrained case mentioned above. In this paper we follow another
way, using what we called above the infinitesimal approach. The main results regard-
ing the constrained case are presented in section 6. Initially the set of admissible finite
measures are introduced in Definition 6.5, a definition that generalizes the usual defi-
nition in the continuous-time MDP case, as pointed out in Remark 6.6. Theorem 6.7
presents a key result relating the set of admissible measures and the set of occupation
measures associated with any admissible control strategy for the problem. The main
novelty of this section, and one of the main contributions of the paper, is presented in
Theorem 6.14, which proves that the values of the constrained control problem and
the LP problem are the same and provides sufficient conditions for the solvability of
the LP problem as well as for the existence of an optimal feasible control strategy
for the constrained problem. As mentioned above, the literature for the constrained
control of PDMPs is very scarce and, as far as the authors are aware, this is the
first time that the constrained control problem for PDMPs is considered under the
infinitesimal approach.
The paper is organized as follows. In section 2 we introduce the notation as well
as the parameters defining the model and the construction of the controlled process.
In section 3 we define the infinite-horizon performance criterion we are concerned with
and several different classes of admissible control strategies and introduce the main
assumptions that will be considered throughout the paper. In section 4 we present
some preliminary key results that will be used throughout the paper. In particular
we provide conditions for the controlled process to be nonexplosive and derive the
discounted version of the so-called Dynkin formula associated with the controlled
process. The main results for the unconstrained case are presented in section 5, while
the main results for the constrained case are presented in section 6, as discussed above.
2. The controlled PDP. The main goal of this section is to introduce the
notation and the parameters defining the model and to present the construction of the
controlled process. In particular a measurable space (Ω,F) consisting of the canonical
sample paths of the multivariate point process (Θn, Xn) is introduced. Having defined
the class of admissible strategies, we show the existence of a probability measure Pux0
with respect to which the controlled process (Θn, Xn) has the required conditional
distributions.
The following notation will be used in this paper. N is the set of natural numbers
including 0, N∗ = N− {0}, R denotes the set of real numbers, R+ denotes the set of
nonnegative real numbers, R∗+ = R+−{0}, R+ = R+ ∪{+∞}, and R
∗
+ = R∗+ ∪{+∞}.
For any q ∈ N, Nq is the set {0, 1, . . . , q} and for any q ∈ N∗, N∗q is the set {1, . . . , q}.
The term measure will always refer to a countably additive, R+-valued set function.
Let X be a Borel space (i.e., a Borel-measurable subset of a complete and separable
metric space) and denote by B(X) its associated Borel σ-algebra. For any set A, IA
denotes the indicator function of the set A. The set of measures defined on (X,B(X))
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is denoted by M(X), P(X) is the set of probability measures defined on (X,B(X)),
and P(X|Y ) is the set of stochastic kernels on X given Y , where Y denotes a Borel
space. When referring to the space of measure M(X), it is supposed that this space
is endowed with the weak topology. For any point x ∈ X, δx denotes the Dirac
measure defined by δx(Γ) = IΓ(x) for any Γ ∈ B(X). Suppose that X, Y , and Z
are Borel spaces. If R1 is a kernel on Y given X and R2 is a kernel on Z given
Y , the product of R1 and R2 is defined by R1R2(B|x) =
∫
R2(B|y)R1(dy|x) for any
(x,B) ∈ X × B(Z). For a kernel R on X given X, the iterates Rn for n ∈ N∪{0}
are defined by setting R0(x,B) = δx(B) for any (x,B) ∈ X × B(X) and iteratively
Rn = RRn−1. Suppose that Y = W × Z, where W and Z are Borel spaces. The
marginal of a measure η ∈M(Y ) with respect to the first space W will be denoted by
η̂, that is, η̂(ΓW ) = η(ΓW × Z) for any ΓW ∈ B(W ). The set of bounded real-valued
Borel-measurable functions defined on the Borel space X is denoted by B(X) and
C(X) (respectively, L(X) and U(X)) is the set of bounded real-valued continuous
(respectively, lower semicontinuous and upper semicontinuous) functions defined on
X. Finally, the infimum over an empty set is understood to be equal to +∞, and we
set e−∞ = 0.
2.1. Parameters of the model. We will deal with a control model defined
through the following elements:
• X is the state space, assumed to be an open subset of Rd (d ∈ N∗), and ∂X
denotes the boundary of X.
• φ(x, t) : Rd×R+ → Rd is the flow associated with a given Lipschitz continuous
vector field in Rd, that is, φ(x, t + s) = φ(φ(x, s), t) for all x ∈ Rd and
(t, s) ∈ R2.
• Ξ = {x ∈ ∂X : x = φ(y, t) for some y ∈ X and t ∈ R∗+} is the so-called
active boundary. Below, with some abuse of notation, X denotes X∪Ξ. For
x ∈ X we use notation t∗(x) = inf{t ∈ R+ : φ(x, t) ∈ Ξ}. Actually, the flow
φ outside the space X plays no role and can be defined arbitrarily.
• A is the action space, assumed to be a Borel space. Ai ∈ B(A) (respectively,
Ag ∈ B(A)) is the set of impulsive (respectively, gradual) actions assumed to
be nonempty and satisfying A = Ai ∪Ag with Ai ∩Ag = ∅.
• The set of feasible actions in state x ∈ X is A(x), which is a nonempty
measurable subset of A. We assume that A(x) ⊂ Ag for all x ∈ X and
A(x) ⊂ Ai for all x ∈ Ξ. Let us introduce the following sets K = Ki ∪Kg
with
Kg = {(x, a) ∈ X×A : a ∈ A(x)} ∈ B(X×Ag),
Ki = {(x, a) ∈ Ξ×A : a ∈ A(x)} ∈ B(Ξ×Ai).
It is assumed that Kg (respectively, Ki) contains the graph of a measurable
function from X (respectively, Ξ) to A.
• The transition rate (infinitesimal generator) q is a signed kernel on X given
Kg. This means that Γ 7→ q(Γ|x, a) is a signed measure on (X,B(X)) for all
(x, a) ∈ Kg and that (x, a) 7→ q(Γ|x, a) is measurable for all Γ ∈ B(X). It
satisfies q(Γ|x, a) ≥ 0 for all Γ ∈ B(X) such that x /∈ Γ. It is conservative,
i.e., q(X|x, a) = 0, and stable in that supa∈A(x) λ(x, a) <∞, where λ(x, a) =
−q({x}|x, a) = q(X \ {x}|x, a).
• The stochastic kernel Q on X given Ki. For any (z, b) ∈ Ki, Q(·|z, b) is the
distribution of the state immediately after the jump from the boundary when
an impulsive action b ∈ A(z) is applied. We call such jumps “forced” jumps,
while the jumps governed by the generator q are called “natural” jumps.
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Note that λ(x, a), as previously introduced, is the natural jumps’ intensity. For an
arbitrary Γ ∈ B(X) and x /∈ Γ, the ratio defined by Q(Γ|x, a) = q(Γ|x, a)/λ(x, a)
whenever λ(x, a) > 0 gives the probability that the state belongs to Γ immediately
after a natural jump. In case λ(x, a) = 0, Q can be defined in an arbitrary measurable
way to obtain a stochastic kernel Q on X given Kg satisfying Q(X \ {x}|x, a) = 1 for
any (x, a) ∈ Kg. Now obviously,
q(dy|x, a) = λ(x, a)[Q(dy|x, a)− δx(dy)].(1)
When adding points (x, a) ∈ Ki, we obtain the stochastic kernel Q on X given K.
Related to the parameters defining the process, one needs to introduce the set
A(X) of bounded measurable functions which are absolutely continuous with respect
to the flow φ, that is, the set of functions g ∈ B(X) such that for any x ∈ X, the
function g(φ(x, ·)) is absolutely continuous on [0, t∗(x)]∩R+.
If g ∈ B(X) is such that for any x ∈ X, g(φ(x, ·)) is absolutely continuous on
[0, t∗(x)[ and limt→t∗(x) g(φ(x, t)) exists whenever t∗(x) < ∞, then it can be easily
seen that the domain of the mapping g can be extended to X by setting g(z) =
limt→t∗(x) g(φ(x, t)), where z = φ(x, t∗(x))) ∈ Ξ. By doing so, we can consider
that g ∈ A(X). Let g ∈ A(X). From Lemma 2.2 in [6], there exists a real-valued
measurable function X g defined on X satisfying
g(φ(x, t)) = g(x) +
∫
[0,t]
X g(φ(x, s))ds(2)
for any t ∈ [0, t∗(x)[. Observe that for any function g ∈ A(X), the function X g
satisfying (2) is not necessarily unique.
Let us introduce the following notation: Pg (respectively, Pi) denotes the set of
stochastic kernels pi in P(Ag|X) (respectively, γ in P(Ai|X)) satisfying pi(A(x)|x) = 1
for any x ∈ X (respectively, γ(A(z)|z) = 1 for any z ∈ Ξ).
2.2. Construction of the process. Let X∞ = X ∪ {x∞}, where x∞ is an
isolated artificial point corresponding to the case when no jumps occur in the future.
We put Ωn = X × (R∗+ ×X)n × ({∞} × {x∞})∞. The canonical space denoted
by Ω is defined as Ω =
⋃∞
n=0 Ωn
⋃(
X × (R∗+ ×X)∞
)
and is endowed with its Borel
σ-algebra denoted by F . For notational convenience, ω ∈ Ω will be represented as
ω = (x0, θ1, x1, θ2, x2, . . .).
Here, x0 ∈ X is the initial state of the controlled process ξ with values in X, defined
below. For n ∈ N∗, the components θn > 0 and xn correspond to the time interval
between two consecutive jumps and the value of the process ξ immediately after the
jump. In case θn < ∞ and θn+1 = ∞, the trajectory has only n jumps, and we put
θm =∞ and xm = x∞ (artificial point) for all m ≥ n+ 1. Between jumps, the state
of the process ξ moves according to the flow φ.
The path up to n ∈ N is denoted by hn = (x0, θ1, x1, θ2, x2, . . . θn, xn), and the
collection of all such paths is denoted by Hn. For n ∈ N, introduce the mappings
Xn : Ω → X∞ by Xn(ω) = xn and, for n ≥ 1, the mappings Θn : Ω → R∗+ by
Θn(ω) = θn; Θ0(ω) = 0. The sequence (Tn)n∈N∗ of R
∗
+-valued mappings is defined
on Ω by Tn(ω) =
∑n
i=1 Θi(ω) =
∑n
i=1 θi and T∞(ω) = limn→∞ Tn(ω). We denote by
Hn = (X0,Θ1, X1, . . . ,Θn, Xn) the n-term random history taking values in Hn for
n ∈ N.
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The random measure µ associated with (Θn, Xn)n∈N is a measure defined on
R∗+ ×X by
µ(ω; dt, dx) =
∑
n≥1
I{Tn(ω)<∞}δ(Tn(ω),Xn(ω))(dt, dx).
For notational convenience the dependence on ω will be suppressed and, instead of
µ(ω; dt, dx), it will be written µ(dt, dx). For t ∈ R+, define Ft = σ{H0}∨σ{µ(]0, s]×
B) : s ≤ t, B ∈ B(X)}. Finally, we define the controlled process {ξt}t∈R+ :
ξt(ω) =
{
φ(Xn, t− Tn) if Tn ≤ t < Tn+1 for n ∈ N;
x∞, if T∞ ≤ t.
Obviously, the process {ξt}t∈R+ can be equivalently described by the sequence
(Θn, Xn)n∈N.
2.3. Admissible strategies and conditional distribution of the controlled
process. An admissible control strategy is a sequence u = (pin, γn)n∈N such that, for
any n ∈ N, the following hold:
• pin is a stochastic kernel on Ag given Hn×R∗+. For hn = (x0, θ1, x1, . . . θn, xn)
∈ Hn with xn 6= x∞, it satisfies pin(A(φ(xn, t))|hn, t) = 1 for any t ∈
]0, t∗(xn)[; in the case xn = x∞ pin(·|hn, t) is an arbitrary stochastic kernel
on Ag given Hn × R∗+.
• γn is a stochastic kernel on Ai given Hn. For hn = (x0, θ1, x1, . . . θn, xn) ∈ Hn
with xn 6= x∞ and t∗(xn) < ∞, it satisfies γn(A(φ(xn, t∗(xn)))|hn) = 1;
otherwise γn(·|hn) is an arbitrarily fixed kernel on Ai given Hn.
The set of admissible control strategies is denoted by U . Below, we will use the
following notation. When an admissible control strategy u = (pin, γn)n∈N is consid-
ered, then we denote by pi and γ the random processes with values in P(Ag) and
P(Ai) correspondingly as
pi(da|t) =
∑
n∈N
I{Tn<t≤Tn+1}pin(da|Hn, t− Tn)
and
γ(da|t) =
∑
n∈N
I{Tn<t≤Tn+1}γn(da|Hn)
for t ∈ R∗+. The processes pi and γ are {Ft}t∈R+ -predictable random processes with
values in P(Ag) and P(Ai) correspondingly.
Suppose a strategy u =
(
pin, γn
)
n∈N ∈ U is fixed. For hn = (x0, θ1, x1, . . . θn, xn) ∈
Hn with xn 6= x∞, the transition rate is given by∫
Ag
q(·|φ(xn, t), a)pin(da|hn, t), t ∈]0, t∗(xn)[.
In this connection, the intensity of the natural jumps is given by
λun(hn, t) =
∫
Ag
λ(φ(xn, t), a)pin(da|hn, t), t ∈]0, t∗(xn)[,
and the rate of the natural jumps by
Λun(hn, t) =
∫
]0,t[
λun(hn, s)ds, t ∈]0, t∗(xn)],
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for any n ∈ N. In case xn = x∞, λun(hn, t) = Λun(hn, t) = 0 for any t ∈ R∗+. Let ΓX ∈
B(X). Similarly to the definition of the stochastic kernel Q, in case λun(hn, t) > 0, we
define the distribution of the state after a natural jump at time moment
∑n
k=1 θk + t
for t < t∗(xn) by
Qg,un (ΓX|hn, t) =
λQg,un (ΓX|hn, t)
λun(hn, t)
,
where
λQg,un (ΓX|hn, t) =
∫
Ag
q(ΓX \ {φ(xn, t)})|φ(xn, t), a)pin(da|hn, t)
=
∫
Ag
Q(ΓX|φ(xn, t), a)λ(φ(xn, t), a)pin(da|hn, t).
In case λun(hn, t) = 0, the kernel Q
g,u
n is fixed arbitrarily.
When xn 6= x∞ and t∗(xn) < ∞, one can introduce the distribution of the state
after a forced jump at time moment
∑n
k=1 θk + t
∗(xn) by
Qi,un (ΓX|hn) =
∫
Ai
Q(ΓX|φ(xn, t∗(xn)), a)γn(da|hn).(3)
If xn = x∞ or t∗(xn) =∞, then Qi,un is fixed arbitrarily.
Now, for any n ∈ N, the stochastic kernel Gn on R∗+ ×X∞ given Hn, describing
the joint distribution of the next sojourn time and state, is defined by
Gn(Γ|hn) =
[
I{xn=x∞} + e
−Λun(hn,+∞)I{xn∈X}I{t∗(xn)=∞}
]
δ(+∞,x∞)(Γ)
+ I{xn∈X}
[ ∫
R∗+×X
IΓ(t, x)δt∗(xn)(dt)Q
i,u
n (dx|hn)e−Λ
u
n(hn,t
∗(xn))
+
∫
]0,t∗(xn)[×X
IΓ(t, x)Q
g,u
n (dx|hn, t)λun(hn, t)e−Λ
u
n(hn,t)dt
]
,(4)
where Γ ∈ B(R∗+×X∞) and hn = (x0, θ1, x1, . . . , θn, xn) ∈ Hn. Note that the kernels
Qi,un and Q
g,u
n appear in the formula for Gn only if t
∗(xn) < ∞ and λun(hn, t) 6= 0,
respectively.
Consider an admissible strategy u ∈ U and an initial state x0 ∈ X. From Theorem
3.6 in [18] (or Remark 3.43 on p. 87 in [19]), there exists a probability Pux0 on (Ω,F)
such that the restriction of Pux0 to (Ω,F0) is given by
Pux0
({X0 = x0}) = 1(5)
and the positive random measure ν defined on R∗+ ×X by
ν(dt, dx) =
∑
n∈N
Gn(dt− Tn, dx|Hn)
Gn([t− Tn,+∞]×X∞|Hn)I{Tn<t≤Tn+1}(6)
is the predictable projection of µ with respect to Pux0 .
Remark 2.1. Observe that FTn is the σ-algebra generated by the random variable
Hn for n ∈ N. The conditional distribution of (Θn+1, Xn+1) given FTn under Pux0 is
determined by Gn(·|Hn) and the conditional survival function of Θn+1 given FTn
under Pux0 is given by Gn([t,+∞]×X∞|Hn).
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3. Optimization problems and assumptions.
3.1. Formulation of the optimization control problems. The objective of
this section is to introduce the infinite-horizon performance criterion we are concerned
with for the unconstrained and constrained cases as well as several different classes
of admissible strategies. First we provide in Lemma 3.1 below the decomposition of
the predictable projection ν of the process in terms of two parts: one related to the
natural jumps governed by the jumps intensity λ and the other to the impulsive jumps
from the boundary Ξ entirely governed by the stochastic kernel Q.
Lemma 3.1. The predictable projection of the random measure µ is given by ν =
ν0 + ν1, where, for Γ ∈ B(R∗+ ×X),
ν0(Γ) =
∫
Γ
∫
A(ξs)
Q(dx|ξs, a)λ(ξs, a)pi(da|s)ds,
ν1(Γ) =
∫
Γ
∑
n∈N∗
I{ξTn−∈Ξ}
∫
A(ξTn−)
Q(dx|ξTn−, a)γ(da|Tn−)δTn(ds).
Proof. First observe that by using the integration by parts formula, we obtain
that
Gn([t,+∞]×X∞|hn) = δxn({x∞}) + δxn(X)e−Λ
u
n(hn,t)I{t∗(xn)≥t}.
Now, recalling the definition of ν (see (6)) in terms of G (see (4)), a straightforward
calculation gives the result.
We consider in this paper optimization problems without constraints and with
p constraints for p ∈ N∗. We will use the index j = 0 for the performance cost
and j ∈ N∗p for the constraints, with all of them given in terms of infinite-horizon
discounted criteria. The cost rate Cgj associated with a gradual action is a real-valued
measurable mapping defined on Kg and the cost Cij associated with an impulsive
action on the boundary Ξ is a real-valued measurable mapping defined on Ki for
any j ∈ Np. The associated infinite-horizon discounted criteria corresponding to an
admissible control strategy u ∈ U are defined, for j ∈ Np, by
Vj(u, x0) =Eux0
[∫
]0,+∞[
e−αs
∫
A(ξs)
Cgj (ξs, a)pi(da|s)ds
]
+ Eux0
[∫
]0,+∞[
e−αsI{ξs−∈Ξ}
∫
A(ξs−)
Cij(ξs−, a)γ(da|s)µ(ds,X)
]
(7)
for any j ∈ Np. In the previous expression, α > 0 is the discount factor, and Vj(u, x0)
is understood to be equal to +∞ if the integrals of both the positive and negative
parts of the integrand are infinite. Note that for any control strategy u ∈ U , the
function Vj(u, ·) is measurable.
Definition 3.2. The optimization problem without constraint consists in mini-
mizing the performance criterion V0(u, x0) within the class of admissible strategies
u ∈ U , where x0 is the initial state.
Definition 3.3. The optimization problem with p constraints consists in min-
imizing the performance criterion V0(u, x0) within the class of admissible strategies
u ∈ U , where x0 is the initial state, and such that the constraint criteria Vj(u, x0) ≤ Bj
are satisfied for any j ∈ N∗p, where (Bj)j∈N∗p are real numbers representing the con-
straint bounds.
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We introduce now several different classes of admissible strategies that will be
considered throughout the paper. A control strategy u ∈ U is called
• nonrandomized stationary if pin(·|hn, t) = δϕs(φ(xn,t))(·) and γn(·|hn) =
δϕs(φ(xn,t))(·), where ϕs : X→ A is a measurable mapping satisfying ϕs(y) ∈
A(y) for any y ∈ X;
• uniformly or persistently optimal (respectively, ε-optimal for ε > 0) if u satis-
fies V0(u, x0) = infv∈U V0(v, x0) (respectively, V0(u, x0) ≤ V0(v, x0)+ε for any
v ∈ U) simultaneously for all x0 ∈ X and hence for any initial distribution;• stationary if for some (pi, γ) ∈ Pg × Pi the control strategy u = (pin, γn)n∈N
is given by pin(da|hn, t) = pi(da|φ(xn, t)) when xn 6= x∞ and γn(db|hn) =
γ(db|φ(xn, t∗(xn))) when xn 6= x∞ and t∗(xn) < ∞; in case xn = x∞ or
t∗(xn) =∞, pin(·|hn, t) and γn(·|hn) are arbitrarily fixed, by a slight abuse of
notation, such strategy will be denoted by u = (pi, γ), and the set of stationary
control strategies will be denoted by Us;• feasible if u ∈ U and Vj(u, x0) ≤ Bj for any j ∈ N∗p; the set of feasible control
strategies is denoted by Uf ;
• feasible stationary if u ∈ Uf ∩Us. The set of feasible stationary control
strategies will be written as Ufs .
3.2. Assumptions. In this subsection we present a list of assumptions that we
will consider in the paper. Assumption A will be mainly used to show that the process
is nonexplosive and to provide an upper bound for the sum of the expected values of
e−αTn . Assumptions B, C, and D will be mainly required to obtain the existence of
an optimal or δ-optimal selectors for the problem.
Assumption A. There are constants K ≥ 0, ε1 > 0, and ε2 ∈ [0, 1[ such that the
following hold:
(A1) For any (x, a) ∈ Kg, λ(x, a) ≤ K.
(A2) For any (z, b) ∈ Ki, Q(Aε1 |z, b) ≥ 1− ε2, where
Aε1 = {x ∈ X : t∗(x) > ε1}.
(A3) There exist b ∈ B(X), c > −α, and a positive function v ∈ A(X) such
that the following inequalities are satisfied:
X v(x) + cv(x)− λ(x, a)
[
v(x)−Qv(x, a)
]
≤ b(x),(8)
λ(x, a) +
1
c+ α
b(x) ≤ v(x)(9)
for some X v and for any (x, a) ∈ Kg, and for any (z, a) ∈ Ki
v(z) ≥ Qv(z, a) + c+ α.(10)
Assumption B.
(B1) The set A(y) is compact for every y ∈ X.
(B2) The kernel Q is weakly continuous (also called the weak-Feller Markov
kernel).
(B3) The function λ is continuous on Kg.
(B4) The flow φ is continuous on Rd × R+.
(B5) The function t∗ is continuous on X.
Assumption C.
(C1) The multifunction Ψg from X to A defined by Ψg(x) = A(x) is upper
semicontinuous. The multifunction Ψi from Ξ to A defined by Ψi(z) =
A(z) is upper semicontinuous.
CONSTRAINED AND UNCONSTRAINED CONTROL OF PDMP 1453
(C2) The cost function Cg0 (respectively, C
i
0) is bounded and lower semicon-
tinuous on Kg (respectively, Ki).
Assumption D.
(D1) The multifunction Ψg from X to A defined by Ψg(x) = Ag(x) is lower
semicontinous. The multifunction Ψi from Ξ to A defined by Ψi(z) =
Ai(z) is lower semicontinous.
(D2) The cost function Cg0 (respectively, C
i
0) is bounded and upper semicon-
tinuous on Kg (respectively, Ki).
Without loss of generality, we assume that in the case Assumptions (A1) and
(C2) or (D2) are satisfied, inequalities |Cg0 | ≤ K and |Ci0| ≤ K are valid, where K is
the constant from (A1).
4. Preliminary results. In this section we establish some preliminary results
that will be needed throughout the paper. We start with Lemma 4.1 by showing that
the process is nonexplosive and provide an upper bound for the sum of the expected
values of e−αTn . A key result for the unconstrained as well as the constrained cases
will be the discounted version of the so-called Dynkin formula associated with the
controlled process, proved in Lemma 4.2.
Lemma 4.1. Suppose Assumptions (A1) and (A2) or (A1) and (A3) are satisfied.
Then there exists M <∞ such that for any control strategy u ∈ U and for any x0 ∈ X
Eux0
[ ∑
n∈N∗
e−αTn
]
≤M and Pux0(T∞ < +∞) = 0.
Proof. (a) Suppose (A1) and (A2) hold. An easy calculation gives
Pux0(Θn+1 > ε1|Hn−1,Θn) =
∫
X∞
Pux0(Θn+1 > ε1|Hn−1,Θn, xn)Pux0(dxn|Hn−1,Θn).
Recalling the conditional distribution of (Θn+1, Xn+1) given FTn under Pux0 as defined
in (4), it follows that
Pux0(Θn+1 > ε1|Hn−1,Θn, xn)
=
[
I{x∞}(xn) + IX×{∞}(xn, t
∗(xn))e−Λ
u
n((Hn−1,Θn,xn),∞)
]
+ IX(xn)
[
I]ε1,∞[(t
∗(xn))e−Λ
u
n((Hn−1,Θn,xn),t
∗(xn))
+
∫
]0,t∗(xn)[
I]ε1,∞[(t)λ
u
n((Hn−1,Θn, xn), t)e
−Λun((Hn−1,Θn,xn),t)dt
]
= I{x∞}(xn) + IAε1 (xn)e
−Λun((Hn−1,Θn,xn),ε1)(11)
for any xn ∈ X∞ and that the conditional distribution of Xn given σ{Hn−1,Θn}
satisfies
Pux0(dxn|Hn−1,Θn) =I{Θn=∞}δ{x∞}(dxn)+I{Θn<∞}
[
I{Θn=t∗(Xn−1)}Q
i,u
n−1(dxn|Hn−1)
+ I{Θn<t∗(Xn−1)}Q
g,u
n−1(dxn|Hn−1,Θn)
]
.
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Consequently,
Pux0(Θn+1 > ε1|Hn−1,Θn) = I{Θn=∞} + I{Θn<∞}
×
(
I{Θn<t∗(Xn−1)}
∫
Aε1
∫
Ag
Q(dy|φ(Xn−1,Θn), a)pin−1(da|Hn−1,Θn)e−Λun((Hn−1,Θn,y),ε1)
+ I{Θn=t∗(Xn−1)}
∫
Aε1
∫
Ai
Q(dy|φ(Xn−1,Θn), a)γn−1(da|Hn−1)e−Λun((Hn−1,Θn,y),ε1)
)
.
By using Assumptions (A1) and (A2), we obtain that for any j ∈ N
Pux0(Θj+2 > ε1|Hj ,Θj+1) ≥ e−Kε1(1− ε2)I{Θj+1<∞}I{Θj+1=t∗(Xj)}
≥ e−Kε1(1− ε2)I{Xj∈X\Aε1}I{Θj+1=t∗(Xj)}(12)
since {Xj ∈ X \Aε1} ⊂ {Θj+1 <∞}. Now, by using Assumption (A1)
Pux0(Θj+1=t
∗(Xj)|Hj)I{Xj∈X\Aε1}=e−Λ
u
j (Hj ,t
∗(Xj))I{Xj∈X\Aε1}≥e−Kε1I{Xj∈X\Aε1}.
(13)
Combining the previous equations (12)–(13), it follows that
Pux0(Θj+2 + Θj+1 > ε1|Hj) ≥ Pux0({Θj+2 > ε1}∩{Θj+1 = t∗(Xj)}|Hj)
≥ e−Kε1(1− ε2)Pux0(Θj+1 = t∗(Xj)|Hj)I{Xj∈X\Aε1}
≥ e−2Kε1(1− ε2)I{Xj∈X\Aε1}.(14)
Moreover, from (11) and Assumption (A1)
Pux0(Θj+1 > ε1|Hj) ≥ e−Λ
u
j (Hj ,ε1)I{Xj∈Aε1} ≥ e−Kε1I{Xj∈Aε1}
≥ e−2Kε1(1− ε2)I{Xj∈Aε1},
implying
Pux0(Θj+2 + Θj+1 > ε1|Hj) ≥ Pux0(Θj+1 > ε1|Hj) ≥ e−2Kε1(1− ε2)I{Xj∈Aε1}.(15)
It is clear that
Pux0(Θj+2 + Θj+1 > ε1|Hj) ≥ I{Xj=x∞} ≥ e−2Kε1(1− ε2)I{Xj=x∞}.(16)
Finally, combining (14)–(16),
Pux0(Θj+2 + Θj+1 > ε1|Hj) ≥ e−2Kε1(1− ε2).(17)
Now, for any control strategy u, for any x0 ∈ X we have for any j ∈ N
Eux0
[
e−α(Θj+1+Θj+2)|Hj
]
≤ Pux0(Θj+1 + Θj+2 ≤ ε1|Hj) + e−αε1Pux0(Θj+1 + Θj+2 > ε1|Hj)
= 1 + [e−αε1 − 1]Pux0(Θj+1 + Θj+2 > ε1|Hj)
≤ 1 + [e−αε1 − 1][1− ε2]e−2Kε1 = κ < 1.(18)
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For any j ∈ N∗,
Eux0
[
e−αT2j+1
]
= Eux0
[
e−αT2j−1Eux0
[
e−α(Θ2j+Θ2j+1)|H2j−1
]]
≤ κEux0
[
e−αT2j−1
]
.
Therefore,
Eux0
[
e−αT2j+1
] ≤ κjEux0 [e−αT1] ≤ κj
and similarly,
Eux0
[
e−αT2j+2
] ≤ κjEux0 [e−αT2] ≤ κj
for any j ∈ N. Therefore,
Eux0
[ ∑
n∈N∗
e−αTn
]
≤ 2
1− κ,
and we obtain the statements since if Pux0(T∞ < +∞) > 0, then Eux0
[∑
n∈N e
−αTn] =
∞.
(b) Suppose now that (A1) and (A3) are satisfied. In this case the proof is similar
to the one in Proposition 5.7 of [7].
The following lemma provides a discounted version of the so-called Dynkin for-
mula associated with the controlled process (ξt)t∈R+ .
Lemma 4.2. Let the assumptions of Lemma 4.1 be satisfied. Suppose a strategy
u = (pin, γn)n∈N ∈ U is fixed. Then we have for any (W,XW ) ∈ A(X)× B(X) that
0 = W (ξ0) + Eux0
[ ∫
]0,∞[
e−αs
[XW (ξs)− αW (ξs)]ds]
+ Eux0
[ ∫
]0,∞[
∫
X
e−αs
[
W (y)−W (ξs)
] ∫
A(ξs)
Q(dy|ξs, a)λ(ξs, a)pi(da|s)ds
]
+ Eux0
[ ∑
n∈N∗
I{ξTn−∈Ξ}e
−αTn
∫
X
[
W (y)−W (ξTn−)
]
×
∫
A(ξTn−)
Q(dy|ξTn−, a)γ(da|Tn−)
]
.(19)
Proof. First, observe that from Lemma 4.1, we have that Pux0(T∞ = +∞) = 1.
Since W ∈ A(X¯), then any measurable function XW satisfies W (φ(x, t)) −W (x) =∫
]0,t]
XW (φ(x, s))ds for any x ∈ X and t ∈ [0, t∗(x)[. Consequently, by using the
product formula for functions of bounded variation (see, for example, Theorem A.4.6
in [20]) and since Pux0(T∞ = +∞) = 1, we have for any t ∈ R+
e−αtW (ξt) = W (ξ0) +
∫
]0,t]
e−αs
[XW (ξs)− αW (ξs)]ds
+
∫
]0,t]×X
e−αs
[
W (z)−W (ξs−)
]
µ(ds, dz).(20)
However, it is easy to see that
∫
]0,∞[×X e
−αsµ(ds, dz) =
∑
n∈N∗ e
−αTn and so, com-
bining Lemma 4.1 and the bounded convergence theorem, and recalling that W is
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bounded, it follows that
lim
t→∞E
u
x0
[ ∫
]0,t]×X
e−αs
[
W (z)−W (ξs−)
]
µ(ds, dz)
]
= Eux0
[ ∫
]0,∞[×X
e−αs
[
W (z)−W (ξs−)
]
µ(ds, dz)
]
<∞.
Now, by using the fact that ν is the predictable projection of µ, it yields that
lim
t→∞E
u
x0
[ ∫
]0,t]×X
e−αs
[
W (z)−W (ξs−)
]
µ(ds, dz)
]
= Eux0
[∫
]0,∞[×X
e−αs
[
W (z)−W (ξs−)
]
ν(ds, dz)
]
.
Consequently, taking the expectation with respect to Pux0 in (20) and passing to the
limit as t tends to infinity we obtain that
0 =Eux0
[
W (ξ0)
]
+ Eux0
[∫
]0,∞[
e−αs
[XW (ξs)− αW (ξs)]ds]
+ Eux0
[∫
]0,∞[×X
e−αs
[
W (z)−W (ξs−)
]
ν(ds, dz)
]
since W and XW are bounded. We obtain the result by using Lemma 3.1.
The following corollary will be useful in the proof of Proposition 5.6.
Corollary 4.3. Let assumptions of Lemma 4.1 be satisfied and a strategy u =
(pin, γn) ∈ U be fixed. Suppose the cost functions Cg0 and Ci0 are bounded (below or
above). Then we have for any (W,XW ) ∈ A(X)× B(X) that
V0(u, x0) = W (x0) + Eux0
[ ∫
]0,+∞[
e−αs
[XW (ξs)− αW (ξs)]ds]
+ Eux0
[ ∫
]0,+∞[
e−αs
∫
Ag
{Cg0 (ξs, a) +
∫
X
W (y)Q(dy|ξs, a)λ(ξs, a)
−W (ξs)λ(ξs, a)}pi(da|s)]ds
]
+ Eux0
[ ∑
n∈N∗
I{ξTn−∈Ξ}e
−αTn
[ ∫
Ai
{Ci0(ξTn−, a)
+
∫
X
W (y)Q(dy|ξTn−, a)}γ(da|Tn−)−W (ξTn−)
]]
.(21)
Proof. This is a straightforward consequence of Lemma 4.2 and the definition of
the cost function V0(u, x0) as in (7).
5. The unconstrained problem and the dynamic programming approach.
In this section we present our main results concerned with the unconstrained case. We
provide in Theorem 5.5 sufficient conditions based on the three local characteristics of
the process φ, λ, Q, and the semicontinuity properties of the set valued action space,
for the existence of a solution for an integro-differential BHJ optimality equation asso-
ciated with the problem as well as conditions for the existence of an optimal selector or
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δ-optimal selector for this equation. In what follows this result is used in Proposition
5.6 to show that the solution of the integro-differential BHJ optimality equation is in
fact unique and coincides with the optimal value for the unconstrained problem and
also solves the DLP. Moreover, the optimal selector (respectively, δ-optimal selector)
derived in Theorem 5.5 yields an optimal (respectively, -optimal) stationary nonran-
domized strategy for the unconstrained problem. But before showing these results we
need four auxiliary results presented in Lemmas 5.1, 5.2, 5.3, and 5.4.
Lemma 5.1. Consider a bounded R-valued measurable function F (respectively,
G) defined on X (respectively, Ξ) and a real number β > 0. Then the mapping V
defined on X by
V (x) =
∫
[0,t∗(x)[
e−βsF (φ(x, s))ds+ e−βt
∗(x)G(φ(x, t∗(x)))
belongs to A(X). Moreover, there exists a bounded function XV satisfying
−βV (x) + XV (x) = −F (x)
for any x ∈ X. Furthermore, V (z) = G(z) for any z ∈ Ξ.
Proof. Observe that for any x ∈ X, t∗(φ(x, t)) = t∗(x)−t, φ(φ(x, t), t∗(φ(x, t))) =
φ(x, t∗(x)) and φ(φ(x, t), s) = φ(x, t+ s) for any (t, s) ∈ R2+ with t+ s ≤ t∗(x). Then,
a straightforward calculation shows that for any x ∈ X and t ∈ [0, t∗(x)[,
(22) V (φ(x, t)) = eβt
∫
[t,t∗(x)[
e−βsF (φ(x, s))ds+ eβte−βt
∗(x)G(φ(x, t∗(x))).
Consequently, the function V (φ(x, ·)) is absolutely continuous on [0, t∗(x)]∩R+ and
so, V ∈ A(X). Equation (22) implies that for any x ∈ X
XV (φ(x, t)) = βV (φ(x, t))− F (φ(x, t))
almost everywhere w.r.t. the Lebesgue measure on [0, t∗(x)[. This implies that
−βV (x) + XV (x) = −F (x) for any x ∈ X. Moreover, we have V (z) = G(z) for
any z ∈ Ξ, showing the result.
In case Assumption (A1) is satisfied, let us introduce for any V ∈ B(X) the
real-valued function RV defined on X by
RV (x) = inf
a∈A(x)
{
Cg0 (x, a) + qV (x, a) +KV (x)
}
,(23)
where the constant K has been introduced in Assumption (A1) and q in (1). For
notational convenience, let use denote the real-valued function TV defined on Ξ by
TV (z) = inf
b∈A(z)
{
Ci0(z, b) +QV (z, b)
}
(24)
for any V ∈ B(X).
Lemma 5.2. Suppose Assumptions (A1) and B–C are satisfied. If V ∈ L(X),
then RV ∈ L(X) and TV ∈ L(Ξ). Moreover, the function BV defined on X by
(25) BV (y) =
∫
[0,t∗(y)[
e−(K+α)tRV (φ(y, t))dt+ e−(K+α)t
∗(y)TV (φ(y, t∗(y)))
belongs to L(X).
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Proof. Consider V ∈ L(X). By using hypotheses (B2)–(B3) and the fact that
λ is bounded by K on Kg, we obtain that qV + KV ∈ L(Kg), and so Cg0 + qV +
KV ∈ L(Kg) by Assumption (C2). Therefore, combining Lemma 17.30 in [1] with
Assumptions (B1) and (C1), it yields that RV ∈ L(X). By using the same arguments,
it can be shown that TV ∈ L(Ξ).
Now consider y ∈ X and a sequence {yn}n∈N in X converging to y. By a slight
abuse of notation, for any y ∈ X, I[0,t∗(y)[(t) e−(K+α)t RV (φ(y, t)) denotes the func-
tion defined on R+ which is equal to e−(K+α)tRV (φ(y, t)) on [0, t∗(y)[ and zero else-
where. It can be shown easily by using the lower semicontinuity of the function RV
and the continuity of the flow φ that limn→∞ I[0,t∗(yn)[(t) e
−(K+α)tRV (φ(yn, t)) ≥
I[0,t∗(y)[(t) e
−(K+α)tRV (φ(y, t)) for any t ∈ [0, t∗(y)[. An application of Fatou’s
Lemma gives that
lim
n→∞
∫
[0,t∗(yn)[
e−(K+α)tRV (φ(yn, t))dt ≥
∫
[0,t∗(y)[
e−(K+α)tRV (φ(y, t))dt.
The case t∗(y) = ∞ is trivial. Now, if t∗(y) < ∞, then combining the lower
semicontinuity of the function TV with the continuity of the flow φ and t∗ (see As-
sumptions (B4)–(B5)), it gives easily that
lim
n→∞
e−(K+α)t
∗(yn)TV (φ(yn, t
∗(yn))) ≥ e−(K+α)t∗(y)TV (φ(y, t∗(y))),
showing the result.
Lemma 5.3. Suppose Assumptions (A1), (B2)–(B5), and D hold. If V ∈ U(X),
then RV ∈ U(X) and TV ∈ U(Ξ). Moreover, the function BV defined on X in (25)
belongs to U(X).
Proof. The proof follows exactly the same line as in the proof of Lemma 5.2
except that in order to show that RV ∈ U(X) and TV ∈ U(Ξ) for V ∈ L(X), one
needs to use Lemma 17.29 in [1] and we do not need Assumption (B1), that is, the
compactness hypothesis of the actions sets
(
A(y)
)
y∈X.
In case Assumptions (A1) and (A2) are satisfied, let us introduce the constants
KA and KB satisfying
KB ≥ K
1− ε2 ,
KA ≥ K(1 +KB)(1− e
−(K+α)ε1) + (K + α)(K +KBε2)e−(K+α)ε1
α(1− e−(K+α)ε1) .
Lemma 5.4. Suppose that Assumption (A2) holds and that either the assumptions
of Lemma 5.2 are satisfied and V ∈ L(X) or the assumptions of Lemma 5.3 are
satisfied and V ∈ U(X). If |V (y)| ≤ KAIAε1 (y) + (KA +KB)IAcε1 (y) for any y ∈ X,
then BV ∈ A(X) and |BV (y)| ≤ KAIAε1 (y) + (KA +KB)IAcε1 (y).
Proof. Under the assumptions, it is clear from Lemmas 5.2 and 5.3 that BV as
an integral of the measurable function RV along the flow (see (25)) is well defined.
Now, applying Lemma 5.1, it follows that BV ∈ A(X) and BV (z) = TV (z) for any
z ∈ Ξ. Observe that
sup
x∈X
∣∣RV (x)∣∣ ≤ K(1 +KA +KB).(26)
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Moreover, for (z, b) ∈ Ki, we have∣∣QV (z, b)∣∣ ≤ ∫
X
IAε1 (y)
∣∣V (y)∣∣Q(dy|z, b) + ∫
X
IAcε1 (y)
∣∣V (y)∣∣Q(dy|z, b) ≤ KA +KBε2,
and so
sup
z∈Ξ
∣∣BV (z)∣∣ = sup
z∈Ξ
∣∣TV (z)∣∣ ≤ K +KA +KBε2 ≤ KA +KB ,
where for the last inequality we have used the definition of KB . We study now three
different cases:
(a) For x ∈ Acε1 ∩X, we have
|BV (x)| ≤ K(1 +KA +KB)
K + α
(
1− e−(K+α)t∗(x)
)
+
[
K +KA +KBε2
]
e−(K+α)t
∗(x).(27)
By the definition of KA we have KAα ≥ K(1 + KB) and so, KAαK+α > K(1+KB)K+α −
K −KBε2, implying
K +KA +KBε2 − K(1 +KA +KB)
K + α
> 0.(28)
Therefore, (27) gives
|BV (x)| ≤ K +KA +KBε2 +
[K(1 +KA +KB)
K + α
− (K +KA +KBε2)] (1− e−(K+α)t∗(x))
≤ K +KA +KBε2 ≤ KA +KB .
(b) Suppose x ∈ Aε1 and t∗(x) <∞. Then
BV (x) =
∫
[0,t∗(x)−ε1[
e−(K+α)tRV (φ(x, t))dt
+
∫
[t∗(x)−ε1,t∗(x)[
e−(K+α)tRV (φ(x, t))dt+ e−(K+α)t
∗(x)TV (φ(x, t∗(x)))
=
∫
[0,t∗(x)−ε1[
e−(K+α)tRV (φ(x, t))dt+ e−(K+α)(t
∗(x)−ε1)BV (x∗),(29)
since t∗(x∗) = ε1 with x∗ = φ(x, t∗(x)− ε1) ∈ Acε1 ∩X. Now, recalling (27) it follows
that |BV (x∗)| ≤M with
M =
K(1 +KA +KB)
K + α
(
1− e−(K+α)ε1
)
+ (K +KA +KBε2)e
−(K+α)ε1 .
Therefore, (29) gives
|BV (x)| ≤ K(1 +KA +KB)
K + α
(
1− e−(K+α)(t∗(x)−ε1)
)
+Me−(K+α)(t
∗(x)−ε1)
=
K(1 +KA +KB)
K + α
+ e−(K+α)t
∗(x)
[
K +KA +KBε2 − K(1 +KA +KB)
K + α
]
.
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From inequality (28) and using t∗(x) > ε1, we conclude that |BV (x)| ≤M . However,
a straightforward calculation shows that M ≤ KA based on the definitions of KA and
M . Consequently, it yields |BV (x)| ≤ KA.
(c) Suppose x ∈ Aε1 and t∗(x) =∞. Then we have
|BV (x)| ≤ K(1 +KA +KB)
K + α
≤M ≤ KA,
giving the result.
The next theorem provides sufficient conditions for the existence of a solution for
the BHJ equation associated with the optimization problem as well as conditions for
the existence of an optimal selector or δ-optimal selector for this equation.
Theorem 5.5. Suppose the assumptions of Lemma 4.1 are satisfied. If either
Assumptions B and C hold, or Assumptions (B2)–(B5) and D hold, then there exist
W ∈ A(X) and XW ∈ B(X) satisfying
−αW (x) + XW (x) + inf
a∈Ag(x)
{
Cg0 (x, a) + qW (x, a)
}
= 0(30)
for any x ∈ X and
W (z) = inf
b∈Ai(z)
{
Ci0(z, b) +QW (z, b)
}
(31)
for any z ∈ Ξ. Moreover the following assertions hold:
(i) If Assumptions B and C are satisfied, then there is a measurable mapping
ϕ̂ : X→ A such that ϕ̂(y) ∈ A(y) for any y ∈ X and satisfying
Cg0 (x, ϕ̂(x)) + qW (x, ϕ̂(x)) = inf
a∈A(x)
{
Cg0 (x, a) + qW (x, a)
}
(32)
for any x ∈ X and
Ci0(z, ϕ̂(z)) +QW (z, ϕ̂(z)) = inf
b∈A(z)
{
Ci0(z, b) +QW (z, b)
}
(33)
for any z ∈ Ξ.
(ii) If Assumptions (B2)–(B5) and D are satisfied then, for any δ > 0, there is a
measurable mapping ϕ̂δ : X → A such that ϕ̂δ(y) ∈ A(y) for any y ∈ X and, for all
x ∈ X,
Cg0 (x, ϕ̂δ(x)) + qW (x, ϕ̂δ(x)) ≤ inf
a∈A(x)
{
Cg0 (x, a) + qW (x, a)
}
+ δ(34)
and, for all z ∈ Ξ,
Ci0(z, ϕ̂δ(z)) +QW (z, ϕ̂δ(z)) ≤ inf
b∈A(z)
{
Ci0(z, b) +QW (z, b)
}
+ δ.(35)
Proof. Suppose first that Assumptions B and C hold. By Lemma 5.2, one can
define recursively the sequence of functions
{
Wi
}
i∈N in L(X) as follows: Wi+1(y) =
BWi(y) for i ∈ N and W0(y) = −KAIAε1 (y) − (KA + KB)IAcε1 (y) for any y ∈ X.
By using Lemma 5.4 and the definition of W0, we obtain that W1(y) ≥ W0(y) for
any y ∈ X. Now, note that the operator B is monotone, that is, V1 ≤ V2 implies
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BV1 ≤ BV2. Consequently, it can be shown by induction that the sequence
{
Wi
}
i∈N
is increasing. Using again Lemma 5.4, this sequence is uniformly bounded, that
is, supy∈X
∣∣Wi(y)∣∣ ≤ KA + KB for any i ∈ N. As a result, {Wi}i∈N converges to a
mapping W ∈ B(X). Since {Wi}i∈N is an increasing sequence of lower semicontinuous
functions, W ∈ L(X), KWi + qWi ∈ L(Kg), and so, Cg0 + KWi + qWi ∈ L(Kg) by
Assumption (C2). Therefore, combining Assumptions (B1) and (C1) and Lemma 2.1
in [22], it follows that limi→∞RWi(x) = RW (x) for any x ∈ X and limi→∞ TWi(z) =
TW (z) for any z ∈ Ξ. By using the bounded convergence theorem, it implies that
the mapping W satisfies the following equations:
W (y) = BW (y)
=
∫
[0,t∗(y)[
e−(K+α)tRW (φ(y, t))dt+ e−(K+α)t
∗(y)TW (φ(y, t∗(y))),(36)
where y ∈ X. Applying Lemma 5.1 to the mapping W where the function F (respec-
tively, G) is given by RW (respectively, TW ), it yields that the function W ∈ A(X)
and satisfies
−(α+K)W (x) + XW (x) = − inf
a∈Ag(x)
{
Cg0 (x, a) + qW (x, a)−KW (x)
}
for any x ∈ X and
W (z) = inf
b∈Ai(z)
{
Ci0(z, b) +QW (z, b)
}
for any z ∈ Ξ.
Now, if Assumptions (B2)–(B5) and D hold, then by using Lemma 5.3, one can
define recursively the sequence of functions
{
Vi
}
i∈N in U(X) as follows: Vi+1(y) =
BVi(y) for i ∈ N and V0(y) = KAIAε1 (y) + (KA + KB)IAcε1 (y) for any y ∈ X. By
using Lemma 5.4 and the definition of V0, we obtain that V1(y) ≤ V0(y) for any y ∈ X.
Consequently, it can be shown by induction that
{
Vi
}
i∈N is a decreasing sequence of
upper semicontinuous functions converging to a mapping V ∈ U(X). At this point,
the same arguments can be used to show that the mapping V satisfies (36) and again
applying Lemma 5.1 we get the result.
Now, under Assumptions B and C, for any x ∈ X the mapping defined on A(x)
by
a→ Cg0 (x, a) + λ(x, a)
[
QW (x, a)−W (x)]
is lower semicontinuous and since Ψg is upper semicontinuous, it follows from Propo-
sition D.5 in [17] that there exists a measurable mapping ϕg : X → Ag such that
for all x ∈ X ϕg(x) ∈ A(x) and (32) holds. Similar arguments can be used to show
the existence of a measurable mapping ϕi : Ξ → Ai satisfying ϕi(z) ∈ A(z) for any
z ∈ Ξ and (33). Therefore, the measurable mapping ϕ̂ defined by ϕ̂(x) = ϕi(x) for
any x ∈ X and ϕ̂(z) = ϕi(z) for any z ∈ Ξ satisfies the claim.
To prove the last part, observe that under Assumptions (B2)–(B5) and D the
mapping defined on Kg by
(x, a)→ Cg0 (x, a) + λ(x, a)
[
QW (x, a)−W (x)]+KW (x)
and the function defined on Ki by
(z, b)→ Ci0(z, b) +QW (z, b)
are upper semicontinuous. Now applying Proposition 7.34 in [4], we get the result.
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The following proposition shows that the solution of the BHJ equation is in fact
unique and coincides with the optimal value for the unconstrained problem and also
solves the DLP. Moreover this result provides the existence of an optimal (respectively,
-optimal) stationary nonrandomized strategy for the unconstrained problem.
Proposition 5.6. Suppose all the conditions of Theorem 5.5 are satisfied. Under
Assumptions B and C, the stationary nonrandomized strategy ϕ̂ as defined in item (i)
of Theorem 5.5 is uniformly optimal. Under Assumptions (B2)–(B5) and D, for any
ε > 0 there is δ > 0 such that the stationary nonrandomized strategy ϕ̂δ as defined in
item (ii) of Theorem 5.5 is uniformly ε-optimal.
Moreover the function W ∈ A(X), solution of (30)–(31), is unique and coincides
with infu∈U V0(u, x). Under a fixed initial condition x0 ∈ X, it solves the so-called
dual linear program (DLP)
(37) sup
V ∈
{
S∈A(X):∃XS∈B(X)
}V (x0)
subject to
XV (x)− αV (x) + Cg0 (x, a) + qV (x, a) ≥ 0,
Ci0(z, b) +QV (z, b) ≥ V (z)(38)
for (x, a) ∈ Kg and (z, b) ∈ Ki.
Proof. Let us denote by W a mapping in A(X) satisfying (30)–(31). According
to Corollary 4.3, for an arbitrary control strategy u ∈ U we have V0(u, x) ≥W (x) for
any x ∈ X.
In case Assumptions B and C are satisfied, the stationary nonrandomized strategy
ϕ̂ as defined in item (i) of Theorem 5.5 is uniformly optimal since V0(ϕ̂, x) = W (x)
for any x ∈ X.
Suppose Assumptions (B2)–(B5) and D are satisfied. Then the stationary non-
randomized strategy ϕ̂δ as defined in item (ii) of Theorem 5.5 satisfies, for any x and
any u ∈ U , the inequality
V0(ϕ̂δ, x) ≤ V0(u, x) + δ
∫
[0,∞[
e−αsds+ δEux
[ ∑
n∈N∗
I{ξTn−}e
−αT in](39)
due to (21). From Lemma 4.1, it implies that V0(ϕ̂δ, x) ≤ V0(u, x) + δ
[
1
α + M
]
for
any x and any u ∈ U . By choosing δ such δ[ 1α +M] ≤ ε, the strategy ϕ̂δ is uniformly
ε-optimal.
Consequently, if the assumptions of Theorem 5.5 are satisfied, then W (x) =
infu∈U V0(u, x) is unique.
According to (21), for any function V ∈ A(X) satisfying inequalities (38) we have
V0(u, x0) ≥ V (x0) for any u ∈ U and for any initial value x0, implying infu∈U V0(u, x0)
≥ V (x0). On the other hand, the function W satisfies (38) and infu∈U V0(u, x0) =
W (x0). Therefore, the function W is a solution of the DLP described by (37) and
(38).
Remark 5.7. (a) Note that for a fixed x0 ∈ X, the DLP can have solutions differ-
ent from the function W satisfying (30)–(31) in Theorem 5.5. However, the value of
all these solutions at point x0 is the same and equal to W (x0).
(b) Suppose the assumptions of Lemma 4.1 are satisfied and function W ∈ A(X)
satisfies (30), (31). Moreover, assume that there is a measurable mapping ϕ̂ (respec-
tively, ϕ̂δ) satisfying equalities (32), (33) (respectively, inequalities (34), (35) for any
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fixed δ > 0). Then the stationary nonrandomized strategy ϕ̂ (respectively, ϕ̂δ) is
uniformly optimal (respectively, uniformly ε-optimal for ε ≥ δ( 1α +M)). All the other
assertions of Proposition 5.6 hold true as well.
6. The constrained problem and the LP approach. In this section, we
present the main results regarding the constrained case. In order to do that we need
to introduce in Definition 6.5 the set of admissible finite measures, a definition that
generalizes the usual definition in the continuous-time MDP case, as pointed out in
Remark 6.6. A key result in this section is presented in Theorem 6.7, relating the
set of admissible measures and the set of occupation measures associated with any
admissible control strategy for the problem introduced in Definition 6.4. Theorem 6.14
provides the main result of this section, showing that the values of the constrained
control problem and of an infinite dimensional LP problem are the same. Furthermore
it gives sufficient conditions for the solvability of the LP problem and the existence of
an optimal feasible control strategy for the constrained problem. A simple illustrative
case of the calculation of the occupation measure by using Theorem 6.7 is presented
at the end of the section. But first we need the following auxiliary result.
Proposition 6.1. Suppose the assumptions of Lemma 4.1 are satisfied. Consider
v ∈ B(Kg) and w ∈ B(Ki) and a stationary control strategy u = (pi, γ), where (pi, γ) ∈
Pg × Pi. Under these conditions the function U defined on X by
U(x) = Eux
[ ∫
]0,∞[
e−αs
∫
Ag
v(ξs, a)pi(da|ξs)ds
]
+ Eux
[ ∫
]0,∞[
e−αs
∫
Ai
w(ξs−, b)γ(db|ξs−)IΞ(ξs−)µ(ds,X)
]
(40)
is absolutely continuous along the flow φ, that is, for any x ∈ X, U(φ(x, ·)) is ab-
solutely continuous on [0, t∗(x)[ and when t∗(x) <∞, limt→t∗(x) U(φ(x, t)) exists (in
this case, limt→t∗(x) U(φ(x, t)) will be denoted by U(φ(x, t∗(x)))). Moreover, there
exists XU ∈ B(X) satisfying for any x ∈ X
XU(x)− αU(x)+
∫
X×A(x)
U(y)q(dy|x, a)pi(da|x)+
∫
A(x)
v(x, a)pi(da|x) = 0,(41)
where the signed kernel q has been defined in (1), and for any z ∈ Ξ,∫
A(z)
w(z, b)γ(db|z) +
∫
X×A(z)
U(y)Q(dy|z, b)γ(db|z)− U(z) = 0.(42)
Proof. This proof is similar to the one in Theorem 32.2 of [9].
Remark 6.2. According to Proposition 6.1, it can be easily seen that the do-
main of definition of the mapping U can be extended to X by setting U(z) =
limt→t∗(x) U(φ(x, t)), where z = φ(x, t∗(x))) ∈ Ξ. By doing so, we have that U ∈
A(X).
Definition 6.3. For any η ∈M(K) we define ηg ∈M(Kg) and ηi ∈M(Ki) as
follows:
ηg(Γ1) = η(Γ1 ∩Kg),(43)
ηi(Γ2) = η(Γ2 ∩Ki)(44)
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for any Γ1 ∈ B(Kg) and Γ2 ∈ B(Ki). Since Kg ∩Ki = ∅ we have that
η(Γ) = ηg(Γ∩Kg) + ηi(Γ∩Ki)
for any Γ ∈ B(K).
Definition 6.4. For any admissible control strategy u ∈ U , we introduce the
occupation measure ηu ∈M(K) associated with u, as follows:
ηu(Γ) =Eux0
[∫
Γ∩Kg
∫
]0,∞[
e−αsδξs(dx)pi(da|s)ds
]
+ Eux0
[∫
Γ∩Ki
∑
n∈N∗
e−αTnδξTn−(dz)γ(db|Tn−)
]
(45)
for any Γ ∈ B(K).
From Definition 6.3 and (45) it follows that
ηgu(ΓKg ) = Eux0
[∫
ΓKg
∫
]0,∞[
e−αsδξs(dx)pi(da|s)ds
]
,(46)
ηiu(ΓKi) = Eux0
[∫
ΓKi
∑
n∈N∗
e−αTnδξTn−(dz)γ(db|Tn−)
]
(47)
for any ΓKg ∈ B(Kg) and ΓKi ∈ B(Ki). Notice that ηgu(Kg) = 1α . Moreover if the
conditions of Lemma 4.1 are satisfied, then ηi is finite and, furthermore, if Assumption
(C2) or (D2) holds and the functions Cgj and C
i
j are bounded from below (or above),
then Vj(u, x0) = ηgu(Cgj ) + ηiu(Cij) for any u ∈ U and j ∈ Np.
Definition 6.5. A finite measure η ∈M(K) is called admissible if the following
equality holds:∫
X
[
αW (x)−XW (x)]η̂g(dx) + ∫
Ξ
W (z)η̂i(dz)
= W (x0) +
∫
Kg
qW (x, a)ηg(dx, da) +
∫
Ki
QW (z, b)ηi(dz, db)(48)
for any (W,XW ) ∈ A(X)× B(X).
Remark 6.6. Notice that for the case in which there is no flow, that is, φ(x, t) =
x for all t ∈ R+ and therefore the boundary is empty, then A(X) = B(X) since
XW (x) = 0 for every W ∈ B(X). Thus it is easy to see that in this case it is enough
to consider the indicator functions W (x) = IΓX(x) for ΓX ∈ B(X). Thus, noticing
that ηg = η, and defining ρ = αη, we have that (48) becomes
(49) ρ̂(ΓX) = δx0(ΓX) +
1
α
ρq(ΓX),
which is the usual admissibility condition known in the literature on continuous-time
MDPs (see, for instance, [21, (3.1)]).
The next important result shows the link between the set of admissible measures
and the set of occupation measures.
CONSTRAINED AND UNCONSTRAINED CONTROL OF PDMP 1465
Theorem 6.7. Let the conditions of Lemma 4.1 be satisfied. Then the following
assertions hold:
(i) For any control strategy u ∈ U , the occupation measure ηu as introduced in
Definition 6.4 is admissible.
(ii) Suppose that the measure η is admissible according to Definition 6.5 and con-
sider the measures ηg and ηi as defined in (43) and (44). Then there exist
stochastic kernels pi ∈ Pg and γ ∈ Pi satisfying
ηg(ΓKg ) =
∫
ΓKg
pi(da|x)η̂g(dx),(50)
ηi(ΓKi) =
∫
ΓKi
γ(db|z)η̂i(dz)(51)
for any ΓKg ∈ B(Kg) and ΓKi ∈ B(Ki).
The stationary control strategy u = (pi, γ) ∈ Us is such that η = ηu, where ηu
is the occupation measure associated with u according to the Definition 6.4.
Proof. For item (i), consider W ∈ A(X) with XW ∈ B(X). According to (19)
0 = W (x0) + Eux0
[∫
]0,∞[
e−αs
[XW (ξs)− αW (ξs)]ds]
+ Eux0
[∫
]0,∞[
e−αsqW (ξs, a)pi(da|s)ds
]
+ Eux0
[ ∑
n∈N∗
I{ξTn−∈Ξ}e
−αTn
×
∫
X
[
W (y)−W (ξTn−)
] ∫
A(ξTn−)
Q(dy|ξTn−, a)γ(da|Tn−)
]
.(52)
Recalling the definitions of ηgu and η
i
u (see (46) and (47)), we have that
Eux0
[∫
]0,∞[
e−αs
[XW (ξs)− αW (ξs)]ds] = ∫
X
[XW (x)− αW (x)]η̂gu(dx),(53)
Eux0
[∫
]0,∞[
e−αsqW (ξs, a)pi(da|s)ds
]
=
∫
Kg
qW (x, a)ηgu(dx, da),(54)
Eux0
[ ∑
n∈N∗
I{ξTn−∈Ξ}e
−αTn
∫
A(ξTn−)
∫
X
W (y)Q(dy|ξTn−, a)γ(da|Tn−)
]
=
∫
Ki
QW (z, b)ηiu(dz, db),(55)
and
Eux0
[ ∑
n∈N∗
I{ξTn−∈Ξ}e
−αTn
∫
X
W (ξTn−)
∫
A(ξTn−)
Q(dy|ξTn−, a)γ(da|Tn−)
]
= Eux0
[ ∑
n∈N∗
I{ξTn−∈Ξ}e
−αTnW (ξTn−)
]
=
∫
Ξ
W (z)η̂iu(dz).(56)
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Combining (52)–(56), it follows that
W (x0) +
∫
X
[XW (x)− αW (x)]η̂gu(dx) + ∫
Kg
qW (x, a)ηgu(dx, da)
+
∫
Ki
QW (z, b)ηiu(dz, db)−
∫
Ξ
W (z)η̂iu(dz) = 0,(57)
showing item (i).
For item (ii) suppose that η is admissible. The existence of stochastic kernels
pi and γ follows from Proposition D.8 in [17]. Let ηu be the occupation measure on
K associated with u as introduced in Definition 6.4. If we show that η(g) = ηu(g)
for every g ∈ B(K), then the result follows. Let us denote by v (respectively, w)
the restriction of g to Kg (respectively, Ki). Considering U as in (40) with v and
w previously defined, we have from Proposition 6.1 and Remark 6.2 that U ∈ A(X)
satisfies (41), (42), and XU ∈ B(X). From (40) and (45) it follows that
(58) ηu(g) = U(x0).
Since η is admissible and U ∈ A(X), XU ∈ B(X), we have from (48) that∫
X
[
αU(x)−XU(x)]η̂g(dx) + ∫
Ξ
U(z)η̂i(dz)
= U(x0) +
∫
Kg
qU(x, a)ηg(dx, da) +
∫
Ki
QU(z, b)ηi(dz, db).(59)
On the other hand, from the definitions of pi and γ (see (50) and (51), respectively)
η(g) =
∫
Kg
v(x, a)pi(da|x)η̂g(dx) +
∫
Ki
w(z, b)γ(db|z)η̂i(dz).
Now, (41) and (42) imply that
η(g) =
∫
X
[
αU(x)−XU(x)]η̂g(dx)− ∫
Kg
qU(x, a)pi(da|x)η̂g(dx)
+
∫
Ξ
U(z)η̂i(dz)−
∫
Ki
QU(z, b)γ(db|z)η̂i(dz)
and with (59) it follows that
(60) η(g) = U(x0).
From (58) and (60) we get that ηu(g) = η(g) = U(x0), completing the proof.
It is worth noticing, from Theorem 6.7, that if the conditions of Lemma 4.1 and
Assumptions (C2) or (D2) hold, and the cost functions Cgj and C
i
j are bounded from
below (or above), then any cost Vj(u, x0) for j ∈ Np corresponding to an arbitrary
admissible control strategy u ∈ U can be attained by a stationary control strategy in
Us.
Before establishing our main result of this section, we need four auxiliary results,
presented in Proposition 6.8, Lemma 6.9, Proposition 6.10, and Lemma 6.11. Recall-
ing the definition of product of kernels as introduced at the beginning of section 2,
we obtain the following technical result.
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Proposition 6.8. Let the conditions of Lemma 4.1 be satisfied. Then the occu-
pation measure ηu generated by the stationary control strategy u = (pi, γ) ∈ U where
pi ∈ Pg and γ ∈ Pi satisfies
ηgu(dx, da) =
∞∑
k=0
HkuJu(dx, da|x0),(61)
ηiu(dx, da) =
∞∑
k=0
HkuKu(dz, db|x0),(62)
where Hu (respectively, Ju and Ku) is the kernel on X (respectively, K
g and Ki)
given X defined by
Hu(dy|x) = e−αt
∗(x)−∫
]0,t∗(x)[ λ(φ(x,s),a)pi(da|φ(x,s))ds
×
∫
A(φ(x,t∗(x)))
Q(dy|φ(x, t∗(x)), b)γ(db|φ(x, t∗(x)))
+
∫
]0,t∗(x)[
∫
A(φ(x,t))
Q(dy|φ(x, t), a)λ(φ(x, t), a)pi(da|φ(x, t))
× e−αt−
∫
]0,t[
λ(φ(x,s),a)pi(da|φ(x,s))dsdt,
Ju(dy, da|x) =
∫
]0,t∗(x)[
e−αt−
∫
]0,t[
λ(φ(x,s),a)pi(da|φ(x,s))dsδφ(x,t)(dy)pi(da|φ(x, t))dt,
Ku(dz, db|x) = e−αt
∗(x)−∫
]0,t∗(x)[ λ(φ(x,s),a)pi(da|φ(x,s))dsδφ(x,t∗(x))(dz)γ(db|φ(x, t∗(x))).
Proof. According to the conditional distribution of (Θk, Xk) given FTk−1 under
Pux (see (4)), it follows that
Eux0
[ ∫
ΓKg
∫
]0,Θk[
e−αsδφ(Xk−1,s)(dx)pi(db|φ(Xk−1, s))ds
∣∣∣FTk−1]
= Ju(ΓKg |Xk−1),(63)
Eux0
[
I{Θk=t∗(Xk−1)}
∣∣FTk−1] = e− ∫]0,t∗(Xk−1)[ λ(φ(Xk−1,s),a)pi(da|φ(Xk−1,s))ds,(64)
and
Eux0
[
e−αΘkIΓX(Xk)
∣∣FTk−1] = Hu(ΓX|Xk−1)(65)
for any ΓKg ∈ B(Kg) and ΓX ∈ B(X). Recalling the definition of ηgu as introduced in
(46), we have for any ΓKg ∈ B(Kg)
ηgu(ΓKg ) =
∞∑
k=1
Eux0
[
e−αTk−1
∫
ΓKg
∫
]0,Θk[
e−αsδφ(Xk−1,s)(dx)pi(da|φ(Xk−1, s))ds
]
=
∞∑
k=1
Eux0
[
e−αTk−1Eux0
[ ∫
ΓKg
∫
]0,Θk[
e−αsδφ(Xk−1,s)(dx)pi(da|φ(Xk−1, s))ds
∣∣∣FTk−1]],
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and so using (63),
ηgu(ΓKg ) =
∞∑
k=1
Eux0
[
e−αTk−1Ju(ΓKg
∣∣Xk−1)].(66)
Now, from (65) it is easy to show by iteration that for any k ∈ N∗
Eux0
[
e−αTk−1Ju(ΓKg
∣∣Xk−1)] = Hk−1u Ju(ΓKg |x0).(67)
Combining (66) and (67) we obtain the first part of the result (61).
Finally, using the definition of ηiu (see (47)) we obtain that for any ΓKi ∈ B(Ki)
ηiu(ΓKi) =
∑
k∈N∗
Eux0
[∫
ΓKi
e−αTk−1e−αt
∗(Xk−1)δφ(Xk−1,t∗(Xk−1))(dz)
× γ(db|φ(Xk−1, t∗(Xk−1)))Eux0
[
I{Θk=t∗(Xk−1)}
∣∣∣FTk−1]
]
.
Now, combining (64) and the definition of Ku we have that
ηiu(ΓKi) =
∑
k∈N∗
Eux0
[
e−αTk−1Ku(ΓKi |Xk−1)
]
.
However, for any k ∈ N∗, Eux0
[
e−αTk−1Ku(ΓKi |Xk−1)
]
= Hk−1u Ku(ΓKi |x0), showing
(62) and completing the proof.
Lemma 6.9. Suppose Assumptions (B1)–(B2), (B4)–(B5), and (C1) hold. Then
for any f ∈ U(Kg), g ∈ U(X) and h ∈ U(Ki), there exist f˜ ∈ U(X), g˜ ∈ U(X), and
h˜ ∈ U(X) defined by
f˜(x) =
∫
]0,t∗(x)[
e−αt sup
a∈A(φ(x,t))
f(φ(x, t), a)dt,
g˜(x) = e−αt
∗(x) sup
b∈A(φ(x,t∗(x)))
Qg(φ(x, t∗(x)), b)
+K
∫
]0,t∗(x)[
e−αt sup
a∈A(φ(x,t))
Qg(φ(x, t), a)dt,
and
h˜(x) = e−αt
∗(x) sup
b∈A(φ(x,t∗(x)))
h(φ(x, t∗(x)), b)
satisfying
sup
u∈Us
Juf(x) ≤ f˜(x), sup
u∈Us
Hug(x) ≤ g˜(x), and sup
u∈Us
Kuh(x) ≤ h˜(x)(68)
for any x ∈ X. Moreover, if {fp}p∈N (respectively, {gp}p∈N and {hp}p∈N) is a sequence
of nonnegative functions in U(Kg) (respectively, U(X) and U(Ki)) such that fp ↓ 0
(respectively, gp ↓ 0 and hp ↓ 0) as p → ∞, then f˜p ↓ 0 (respectively, g˜p ↓ 0 and
h˜p ↓ 0) as p→∞.
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Proof. Clearly, for any f ∈ U(Kg), we have that
Juf(x) =
∫
]0,t∗(x)[
e−αt
∫
A(x)
f(φ(x, t), a)pi(da|φ(x, t))dt ≤ f˜(x).
For t ∈ R∗+ fixed, we have that the mapping x → supa∈A(φ(x,t)) f(φ(x, t), a) is upper
semicontinuous on X by using Lemma 17.30 in [1] and Assumptions (B1), (B4), and
(C1). Now, for any x ∈ X, t ∈ R+ − {t∗(x)} and any sequence {xn}n∈N in X
converging to x, we have from Assumption (B5) that
lim
n→∞ I]0,t
∗(xn)[(t) sup
a∈A(φ(xn,t))
f(φ(xn, t), a) ≤ I]0,t∗(x)[(t) sup
a∈A(φ(x,t))
f(φ(x, t), a).
Consequently, by using Fatou’s lemma we obtain that
lim
n→∞ f˜(xn) = limn→∞
∫
R∗+
I]0,t∗(xn)[(t)e
−αt sup
a∈A(φ(xn,t))
f(φ(xn, t), a)dt
≤
∫
R∗+
I]0,t∗(x)[(t)e
−αt sup
a∈A(φ(x,t))
f(φ(x, t), a)dt = f˜(x),
showing that f˜ ∈ U(X). Moreover, let {fp}p∈N be a sequence of nonnegative functions
in U(Kg) such that fp ↓ 0. Then, it follows easily by definition that {f˜p}p∈N is a
decreasing sequence of nonnegative functions. By using the bounded convergence
theorem,
lim
p→∞ f˜p(x) =
∫
]0,t∗(x)[
e−αt lim
p→∞ supa∈A(φ(x,t))
fp(φ(x, t), a)dt.
However, from Lemma 2.1 in [22], limp→∞ supa∈A(φ(x,t)) fp(φ(x, t), a) = supa∈A(φ(x,t))
limp→∞ fp(φ(x, t), a) = 0 for any x ∈ X, t ∈ R∗+ and so, limp→∞ f˜p(x) = 0 showing
the first part of the result. The proof of the other claims uses exactly the same
arguments and is, therefore, omitted.
Proposition 6.10. Suppose Assumptions (A1)–(A2), (B1)–(B2), (B4)–(B5), and
(C1) hold. Then the set
{
(ηgu, η
i
u) ∈M(Kg)×M(Ki) : u ∈ Us
}
is relatively compact
with respect to the product topology.
Proof. Let {fp}p∈N (respectively, {hp}p∈N) be a sequence of nonnegative functions
in U(Kg) (respectively, U(Ki)) such that fp ↓ 0 (respectively, hp ↓ 0) as p→∞. From
Proposition 6.8, it follows that
ηgu(fp) + η
i
u(hp) =
∞∑
k=0
HkuJufp(x0) +
∞∑
k=0
HkuKuhp(x0).
Observe that H2u(X|x) = Eux0
[
e−α(Θ2+Θ1)
] ≤ κ < 1 for any x ∈ X by using (18),
where κ = 1 + [e−αε1 − 1][1 − ε2]e−2Kε1 < 1. Moreover, ‖Jufp‖ ≤ ‖fp‖α ≤ ‖f0‖α and‖Kuhp‖ ≤ ‖hp‖ ≤ ‖h0‖. Consequently,
ηgu(fp) + η
i
u(hp) ≤
2n−1∑
k=0
HkuJufp(x0) +
2n−1∑
k=0
HkuKuhp(x0) +
2κn
1− κ
[‖f0‖
α
+ ‖h0‖
]
.
1470 O. L. V. COSTA, F. DUFOUR, AND A. B. PIUNOVSKIY
Applying recursively Lemma 6.9, we obtain easily that
lim
p→∞ supu∈Us
HkuJufp(x0) = 0 and lim
p→∞ supu∈Us
HkuKuhp(x0) = 0
for any k ∈ Nn and so, we obtain that limp→∞ supu∈Us ηgu(fp) = limp→∞ supu∈Us
ηiu(hp) = 0. By Theorem 8.6.11 in [5, p. 207] (or Theorem 25 in [24, p. 200]), it gives
that
{
ηgu ∈ M(Kg) : u ∈ Us
}
and
{
ηiu ∈ M(Ki) : u ∈ Us
}
are relatively compact,
completing the proof.
Lemma 6.11. A finite measure η ∈ M(K) is admissible if and only if ηg and ηi
satisfy the equation
η̂g(ΓX) + η̂
i(ΓΞ) =T (ΓX ∪ΓΞ|x0) +
∫
Kg
∫
X
T (ΓX ∪ΓΞ|y)q(dy|x, a)ηg(dx, da)
+
∫
Ki
∫
X
T (ΓX ∪ΓΞ|y)Q(dy|z, b)ηi(dz, db),(69)
where T is the kernel on X given X defined by
T (ΓX ∪ΓΞ|y) =
∫
[0,t∗(y)[
e−αtIΓX(φ(y, t))dt+ e
−αt∗(y)IΓΞ(φ(y, t
∗(y)))(70)
for any ΓX ∈ B(X), ΓΞ ∈ B(Ξ), and y ∈ X.
Proof. Consider ΓX ∈ B(X) and ΓΞ ∈ B(Ξ) fixed. For notational convenience,
let us denote by W the mapping defined on X by W (y) = T (ΓX ∪ΓΞ|y). According
to Lemma 5.1, W ∈ A(X) and satisfies αW (x)−XW (x) = IΓX(x) for any x ∈ X and
so (48) gives (69).
Conversely, consider any function W ∈ A(X) with XW ∈ B(X). Introduce the
function V defined on X by V (x) = αW (x) − XW (x) for x ∈ X and V (z) = WΞ(z)
for z ∈ Ξ. Then, for any x ∈ X,
TV (x) =
∫
[0,t∗(x)[
e−αtV (φ(x, t))dt+ e−αt
∗(x)V (φ(x, t∗(x)))
=
∫
[0,t∗(x)[
αe−αtW (φ(x, t))dt−
∫
[0,t∗(x)[
e−αtXW (φ(x, t))dt
+ e−αt
∗(x)V (φ(x, t∗(x))).
Integrating by parts the first term on the right-hand side of the previous equation, it
gives
TV (y) = W (y)
for any y ∈ X. Consequently, from (69) it follows that∫
X
V (x)η̂g(dx) +
∫
Ξ
V (z)η̂i(dz) = TV (x0) +
∫
Kg
∫
X
TV (y)q(dy|x, a)ηg(dx, da)
+
∫
Kg
∫
X
TV (y)Q(dy|z, b)ηi(dz, db)
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implying that∫
X
[
αW (x)−XW (x)]η̂g(dx) + ∫
Ξ
W (z)η̂i(dz)
= W (x0) +
∫
Kg
∫
X
W (y)q(dy|x, a)ηg(dx, da)
+
∫
Ki
∫
X
W (y)Q(dy|z, b)ηi(dz, db),
showing the result.
The next theorem provides sufficient conditions for the compactness of the space
of measures that we will work with.
Theorem 6.12. Suppose Assumptions (A1)–(A2), (B1)–(B5), and (C1) hold. The
set {
(ηgu, η
i
u) ∈M(Kg)×M(Ki) : u ∈ Us
}
is compact with respect to the product topology.
Proof. Let us show that
{
(ηgu, η
i
u) ∈ M(Kg) ×M(Ki) : u ∈ Us
}
is closed and
from Proposition 6.10 we will get the result. Consider {un}n∈N a sequence in Us and
any bounded real-valued function f defined on X such that the restriction of f to X
(respectively, Ξ) is continuous. Then Lemma 6.11 gives∫
X
f(x)η̂gun(dx) +
∫
Ξ
f(z)η̂iun(dz) = Tf(x0)
+
∫
Kg
∫
X
Tf(y)q(dy|x, a)ηgun(dx, da) +
∫
Ki
∫
X
Tf(y)Q(dy|z, b)ηiun(dz, db).(71)
Now, for any y ∈ X, t ∈ R+ − {t∗(y)} and any sequence {yn}n∈N in X converging to
y, we have from Assumptions (B4)–(B5) that
lim
n→∞ I]0,t
∗(yn)[(t)f(φ(yn, t)) = I]0,t∗(y)[(t)f(φ(y, t))
and
lim
n→∞ e
−αt∗(yn)f(φ(yn, t∗(yn))) = e−αt
∗(y)f(φ(y, t∗(y))),
implying with the bounded convergence theorem that
Tf(yn) = lim
n→∞
∫
]0,t∗(yn)[
e−αtf(φ(yn, t))dt+ e−αt
∗(yn)f(φ(yn, t
∗(yn)))
=
∫
]0,t∗(y)[
e−αtf(φ(y, t))dt+ e−αt
∗(y)f(φ(y, t∗(y))) = Tf(y).
By using Assumptions (B2)–(B3), it follows that qTf and QTf are continuous on K.
Assume that the sequence
{
(ηgun , η
i
un)
}
n∈N converges to (η1, η2) ∈ M(Kg) ×
M(Ki). Then, from (71)∫
X
f(x)η̂1(dx) +
∫
Ξ
f(z)η̂2(dz) = Tf(x0) +
∫
Kg
∫
X
Tf(y)q(dy|x, a)η1(dx, da)
+
∫
Ki
∫
X
Tf(y)Q(dy|z, b)η2(dz, db).(72)
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By using Lemma 6.11, it follows that the measure η defined by η(Γ) = η1(Γ∩Kg) +
η2(Γ∩Ki) for any Γ ∈ B(K) is admissible and so from Theorem 6.7, there exists u ∈
Us such that η1 = ηgu η2 = ηiu, implying that
{
(ηgu, η
i
u) ∈ M(Kg)×M(Ki) : u ∈ Us
}
is closed.
Definition 6.13. The constrained linear program, labeled LP, is defined as
inf
(ηg,ηi)∈M
ηg(Cg0 ) + η
i(Ci0),(73)
where M is the set of measures (ηg, ηi) in M(Ki)×M(Kg) satisfying (48) and
ηg(Cgj ) + η
i(Cij) ≤ Bj(74)
for any j ∈ N∗p.
The real number inf(ηg,ηi)∈M ηg(C
g
0 )+η
i(Ci0) is called the value of the constrained
linear program LP. We say that LP is solvable if inf(ηg,ηi)∈M ηg(Cg0 ) + ηi(Ci0) =
η˜g(Cg0 ) + η˜
i(Ci0) for some (η˜
g, η˜i) ∈M.
The next theorem is the main result of this section. It shows that the values of
the constrained control problem and the constrained linear program LP are the same.
Moreover, it provides sufficient conditions for the solvability of problem LP and the
existence of an optimal feasible control strategy for the constrained problem.
Theorem 6.14. The following assertions hold:
(i) Suppose Assumptions (A1) and (A2) or (A1) and (A3) are satisfied and the
cost functions Cgj and C
i
j are bounded from below (or above) for any j ∈ Np. Then the
values of the constrained control problem and the linear program LP are equivalent:
inf
(ηg,ηi)∈M
ηg(Cg0 ) + η
i(Ci0) = inf
u∈Uf
V0(u, x0).
(ii) Suppose Assumptions (A1)–(A2), (B1)–(B5), (C1) are satisfied and the cost
functions Cgj (respectively, C
i
j) are bounded from below and lower semicontinuous on
Kg (respectively, Ki) for any j ∈ Np. If Uf 6= ∅, then problem LP is solvable and
there exists û ∈ Ufs such that
ηgû(C
g
0 ) + η
i
û(C
i
0) = inf
(ηg,ηi)∈M
ηg(Cg0 ) + η
i(Ci0)
= inf
u∈Uf
V0(u, x0) = V0(û, x0).
Proof of item (i). Since the cost functions Cgj and C
i
j are bounded from below (or
above), then we have Vj(u, x0) = ηgu(Cgj ) + ηiu(Cij) for any u ∈ U and j ∈ Np. The
statement then follows easily from Theorem 6.7.
Proof of item (ii). By assumption Uf 6= ∅ and so M 6= ∅. We have that the
real-valued mapping defined on M(Kg) ×M(Ki) by (ηg, ηi) → ηg(Cgj ) + ηi(Cij) is
lower semicontinuous for any j ∈ N∗p since the cost function Cgj (respectively, Cij)
is bounded from below and lower semicontinuous on Kg (respectively, Ki) for any
j ∈ Np. Consequently, the set{
(ηg, ηi) ∈M(Kg)×M(Ki) : ηg(Cgj ) + ηi(Cij) ≤ Bj
}
is closed for any j ∈ N∗p. Now, by using Theorem 6.7, it follows that{
(ηg, ηi) ∈M(Kg)×M(Ki) : (ηg, ηi) satisfies (48)}
=
{
(ηgu, η
i
u) ∈M(Kg)×M(Ki) : u ∈ U
}
=
{
(ηgu, η
i
u) ∈M(Kg)×M(Ki) : u ∈ Us
}
.
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Therefore, from Theorem 6.12 we obtain that the set M is compact and satisfies
M ⊂ {(ηgu, ηiu) ∈M(Kg)×M(Ki) : u ∈ Us},
and we obtain the result since the mapping defined onM by (ηg, ηi)→ ηg(Cg0 )+ηi(Ci0)
is lower semicontinuous. 
Example. The goal of this example is to illustrate, through a simple case without
control, the calculation of the occupation measure by using Theorem 6.7. For a
number τ > 0 consider the state space X = [0, τ) and the active boundary Ξ = {τ}.
As mentioned, in this example we assume that there is no control. The flow is given
by φ(x, t) = x + t, the jump rate is constant and equals to λ, and, after a jump
(natural or from the boundary), the system always goes to 0, that is, Q({0}|x) = 1
for every 0 ≤ x ≤ τ . The initial distribution is assumed to be ν0 = δ0, that is,
the process starts from 0. In this case it is easy to see that qW (x) = λ(W (0) −
W (x)). From Theorem 6.7, if we can find an admissible measure η, then it will
be the occupation measure. For this we will try a measure η such that ηg has a
density function f(x) with respect the Lebesgue measure for 0 ≤ x < τ and ηi has
a mass function on τ with value g(τ), in other words, ηi(τ) = g(τ)δτ . Note that∫ τ
0
f(x)dx = 1α . For W ∈ A(X), writing for simplicity XW (x) = W ′(x), we have that
(48) becomes α
∫ τ
0
W (x)f(x)dx+g(τ)W (τ) = W (0)+
∫ τ
0
W ′(x)f(x)dx+
∫ τ
0
λ(W (0)−
W (x))f(x)dx+W (0)g(τ) . Assuming that the derivative of f(x) exists, and denoting
it by f ′(x), we can write, by integration by parts, that
∫ τ
0
W ′(x)f(x)dx = W (τ)f(τ)−
W (0)f(0)−∫ τ
0
W (x)f ′(x)dx. Reordering the terms we get that
∫ τ
0
W (x)((λ+α)f(x)+
f ′(x))dx = W (0)(1 + λα + g(τ) − f(0)) + W (τ)(f(τ) − g(τ)). Since this equation
must hold for every W ∈ A(X), we make (λ + α)f(x) + f ′(x) = 0, 0 ≤ x < τ ,
g(τ) = f(τ), f(0) − g(τ) = λ+αα . Solving the above system we get that f(x) =(
λ+α
α
)(
1
1−e−(λ+α)τ
)
e−(λ+α)x, 0 ≤ x < τ , g(τ) = f(τ) = (λ+αα )( 11−e−(λ+α)τ )e−(λ+α)τ ,
and the occupation measure is given by ηg(dx) = f(x)dx on [0, τ) and ηi(τ) = g(τ)δτ .
Notice that for the case in which τ = ∞ (no boundaries) we get that αη is the
exponential distribution with parameter λ+ α.
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