Abstract-Micro-expression recognition is a challenging task in computer vision field due to the repressed facial appearance and short duration. Previous work for micro-expression recognition have used hand-crafted features like LBP-TOP, Gabor filter and optical flow. This paper is the first work to explore the possible use of deep learning for micro-expression recognition task. Due to the lack of data for micro-expression, training a CNN model from micro-expression data is not feasible. Instead, transfer learning from objects and facial expressions based CNN models are used. The aim is to use feature selection to remove the irrelevant deep features for our task. This work extends evolutionary algorithms to search an optimal set of deep features so that it does not overfit the training data and generalizes well for the test data. Promising results are presented for various micro-expression datasets.
I. INTRODUCTION
Micro-expressions are brief involuntary facial expressions created when a person is trying to hide their true feelings. It is possible to pose facial expressions to deceive other people, but micro-expressions can not be posed. Thus, micro-expressions can be used for true emotion understanding. There are many potential applications for micro-expressions especially for business negotiation, finding lies during court sessions, evaluating the emotional state and effectiveness of treatment [1] . Even though micro-expressions are visually similar to facial expressions, micro-expressions are short and repressed which makes micro-expression recognition more challenging than facial expression recognition. In a psychological experiment [2] conducted using METT micro-expression training dataset [3] , the average micro-expression recognition rate was 50%. So, there is a need for an automatic software system to accurately recognize micro-expressions.
Most work on micro-expressions in the field of Computer Vision has mainly focused on micro-expression recognition [4] [5] [6] [7] [8] . Micro-expression recognition task is defined as recognizing the emotional label of well-segmented video containing micro-expression from start to end. Initial research work on micro-expression recognition has been conducted on posed micro-expressions. Wu et al. [6] extracted features using Gabor filters and used Support Vector Machine (SVM) to recognize them. Polikovsky et al. [5] developed a 3D gradient descriptor and used k-means algorithm to classify onset, apex and offset frames. Later, recognition research focused on spontaneous micro-expression. Pfister et al. [4] used Temporal Interpolation Model (TIM) to increase the frames and Local Binary Pattern-Three Orthogonal Planes (LBP-TOP) features to classify. Huang et. al [8] proposed SpatioTemporal Completed Local Quantization Patterns (STCLQ) feature for recognition. Liu et. al [7] proposed Main Directional Mean Optical Flow feature and used SVM for classification.
Deep Learning is a group of machine learning methods biologically inspired from the structure of the brain. Convolutional Neural Networks (CNN) learn hierarchical features from multiple labelled images. It has been used for various applications including recognition of objects [9] , actions [10] , places [11] and face verification. Deep Learning requires a lot of data but for micro-expression recognition there is not enough data: there are three spontaneous micro-expression datasets which altogether contain 748 videos. Qi et al. [12] took inspiration from video coding methods to develop deep statistics using transferred spatiotemporal deep CNN features to recognize textures and dynamic scenes. For that work, the ImageNet based CNN network was quite suitable for transferring features. Ng et. al [13] have used cascaded fine tuning of CNN trained on ImageNet dataset with more labelled and low resolution data for recognition of facial expression recognition in the wild. Similarly, the current work has tried to transfer features from CNN models trained on ImageNet and facial expression datasets for micro-expression recognition. This is the first work that uses deep learning for microexpression recognition. Various experiments are performed by using some available feature selection techniques on these deep feature statistics, which show how feature selection can improve performance. Evolutionary search is adapted to search different combinations of these deep statistics. Different strategies to get the optimal set of features have been explored.
The structure of this paper is as follows: Sec. II discusses the database used, Sec. III explains the motivation behind using feature selection of deep features for this task, Sec. IV explains the recognition algorithm in detail, Sec. V presents the results and Sec. VI discusses the results and concludes the paper.
II. DATASET
There are three publicly available spontaneous microexpression databases for recognition task: spontaneous microexpressions dataset (SMIC) [14] , the Chinese Academy of Sciences Micro-expression (CASME) [15] and CASME II [16] . These datasets have recorded micro-expression faces in frontal view. The full version of SMIC contains three datasets: (i) a high-speed (HS) dataset recorded by a high-speed camera at 100 fps, (ii) a visible (VIS) dataset recorded by a normal color camera at 25 fps; and (iii) a near infrared (NIR) dataset recorded by a near infrared camera also at 25 fps. The CASME database contains 195 MEs elicited from 19 participants. The CASME II database [16] is collected to provide more samples with enhanced video quality (higher resolution and frame rate). It includes 247 ME samples from 26 subjects. In this paper, the experiments are carried out using SMIC (VIS and HS) and CASME II databases; their details are given in Tab. I. [17] are used for tasks like action recognition [10] , scenes and dynamic scenes [12] . Similarly, we aim to transfer features. These deep features are very different from our case and we do not have an enough large dataset to finetune the network closer towards our datasets. Not all features would be discriminative for recognizing micro-expressions. Feature selection method is a step in machine learning used to reduce the dimensionality of the data by picking out important features of the dataset while ignoring others. Using feature selection improves the machine learning performance e.g. PCA-HOG features selected by Stepwise Forward Selection (SFS) [18] have better performance than the baseline method for pedestrian detection [19] .
Tab. II shows the results of SVM accuracy for various deep features extracted from ImageNet-Vgg-f [20] at layer pool5 by passing SMIC-VIS dataset and Tab. III shows when Linear Discriminant Analysis (LDA) [21] is used on the statistics extracted by [12] on the previous features. Linear SVM provided by LibLinear library [22] for different C values in 0.1, 1, 10, 100, 1000, 10000, 100000, 1000000 are used (remaining C values in range 10 −7 to 10 7 had no change in performance) and the best one is reported. This shows that applying a basic feature selection like LDA can improve the results. Further, performing LDA on the both training and test data (global LDA) prior to SVM gives higher accuracy. The aim of this work is to develop a feature selection method which can get these global features. Further, it shows that the temporal standard deviation is a good statistic.
There are two main types of feature selection methods: (1) Filter and (2) Wrapper. In the filter method, the features are selected on the basis of the feature scores. The drawbacks are: (1) the feature scoring method might not estimate the desirability of features appropriately, (2) it assesses the features independent of each other but together they might not perform better and (3) there is no feedback which going back to selector about the performance of updated set and how to modify it to improve the results. In wrapper approach, the potential sets of features are evaluated using machine learning classifiers and combinations of the features are searched in exhaustive, forward or hybrid search. In the case of deep features, exhaustive search would not be ideal because of the large number of combinations. In hybrid search, the features are searched in the order of their rank and selected if they improve the classification accuracy. Tab. IV shows the results of certain feature selection methods on unnormalized temporal standard deviation features. Local greedy forward search is a modification of Stable SFS [18] in which the training data is split into pretraining and validation and the minimum validation accuracy is taken instead of the mean validation error. The importance of the wrapper based approach can be found from comparing Tab. IV with rows 1-4 of Tab. III. 
IV. RECOGNITION ALGORITHM
The overall architecture is shown in Fig. 1 . The architecture is composed of three stages: (1) video processing, (2) feature extraction, (3) evolutionary feature selection. 
A. Video processing
This step is to make the input video sequence appropriate for input to the CNN network. Firstly, we want the images to contain only the face region so the face can be compared spatially and secondly we want the videos to contain an equal amount of images, so that the videos are comparable in time domain. Faces are detected using Haar face detector [23] , cropped and registered to a face model by using the 68 landmarks from Active Shape Model (ASM) [24] . Time Interpolation Model (TIM) [25] is used to upsample or downsample the video to make the lengths of all the videos the same (20 frames).
B. Feature extraction
For this, ImageNet-VGG-f CNN [20] pretrained on ImageNet database [17] is used. In addition, a CNN is trained on facial expression datasets is used. Matconvnet library [26] is used for transfer learning and training.
1) Training facial expression datasets: CK+ [27] and SPOS [28] facial expression datasets are used for training. These datasets contain frontal face spontaneous and posed facial expressions. The first 30% frames of CK+ and first and last 20% of SPOS are ignored. TIM [25] is used to adjust the number of frames to 170 frames to subsequently create more data. Especially for posed facial expressions, using TIM can create the intermediate frames. The faces are detected by Haar Cascade [23] and cropped. The mean subject face is subtracted from each subject video and the average frame is subtracted from all frames. Shuffling the frames further improves the training of CNN. The network is loosely based on [29] and is shown in Fig. 2 . The network is trained for 100 epochs with the learning rate as 0.005 for first 50 epochs and 0.001 for the remaining. The CNN network is trained with a batch size of 100. The parameters are decided using trial and error. The images corresponding to 2 random chosen subjects (#images = #videos of 2 subjects * 170) is used to validate the training performance. The training and validation error curves through the training process are shown in Fig. 3 .
2) Feature Extraction from CNN: Since Imagenet dataset is different from micro-expressions, the features are extracted from the layer directly under all the full connected layers, pool5. Whereas for the facial expressions dataset which is similar to micro-expressions, the features are taken from the layer before the last full connected layer.
3) Spatiotemporal feature computation: Method in [12] is used to extract spatio-temporal deep features. Instead of variance, the standard deviation is used as it has the same power as mean. Referring to Tab. II, the unnormalized temporal standard deviation is a good enough feature.
C. Evolutionary Feature Selection
The search methods used in Tab. IV added one feature at a time based on some heuristic value. Whereas evolutionary search can perform parallel search of feature sets. Just like how biological evolution works, these feature sets are crossed-over using roulette wheel and mutated to bring a better population of feature sets. It has been used previously for feature selection [30] , [31] . Random migrants are introduced in the population at each generation to create diversity and hall of fame is implemented to maintain the best individuals in the population. In order to implement evolutionary algorithm for such a high dimensional dataset, parallel processing library MPI [32] and OpenMP [33] were used. Different subsets of the population were produced and evaluated on different processors, and their individuals and fitness values are shared at every generation. The main contributions in this algorithm are explained below. 1) Initialization: A population consists of a set of individuals; individuals consist of a binary array where 1 indicates that the feature is selected and 0 if not and C parameter of the linear SVM. C value is selected from 0.01, 0.1, 1, 10, 100 (smaller set of C values is selected to reduce the complexity and run time of the algorithm). Some evolutionary methods [30] , [31] for feature selection use a random probability of selecting a feature when initializing the chromosomes. This limits the number of features selected at any generation. When the number of features is large, the range explored is small, as shown in lines gene-min and gene-max in Fig. 4 . In order to solve this problem, the count of features selected should be random at the initialization step. It is done by (1) generating a random number n in [1, number of features] and (2) set n random features to be selected. Fig. 4 shows the range of 2) Fitness Evaluation: In SFS method [34] , the training dataset is divided into pretraining and validation sets for each validation subject where validation set contains data corresponding to data for the validation subject and pretraining data contains the remaining data. The test data size is equal to the number of videos for the training subject and training data size is equal to the remaining videos count. The labels are the emotions for each dataset as mentioned in Tab. I. The validation error is calculated for each subject and the mean error is taken. The problem with the mean statistic is that it is biased by extreme values. Tab. V shows the validation error values of different validation sets of along with certain statistics. It can be seen that the means of datasets 3, 4, 5 are quite similar whereas the values are quite different. The idea is to punish the means if the values are quite spread out, i.e. if the values are more spread out then the mean should be decreased more than a mean for a set of values which are less spread out; this ensures that the stability of the performance. Here, statistics like standard deviation or variation can be used to capture this spread of values. One standard deviation below mean statistic already does this for normal distributions but when this value is computed for the dataset values as seen in the 7th column of Tab. V, it is not a fair statistic. When comparing datasets 2 and 4, µ 4 = µ 2 but since σ 4 > σ 2 , dataset 4 becomes less favourable. The aim is to find the weight of standard deviation in the new heuristic. Instead, the validation errors can be converted to decimal from [0, 100] range to [0, 1] range and then statistic µ − σ with µ − σ 2 can be computed as shown in Tab. VI. Comparing column 9 for datasets 2 and 4 and for others too, it can be seen that the µ − σ 2 statistic is a better heuristic than µ − σ. The statistic µ − σ 2 varying with two different validation set accuracies is shown in Fig. 5 3) Evolution Termination: Generally, evolutionary methods set a tolerable error or maximum limit of generations as the termination condition of the evolutionary algorithm. In this case, the optimal accuracy is not known before hand, and the performance might degrade after some generations. In order to address this issue, the relationship between three heuristics: (1) best Hall of Fame (HOF) fitness function, (2) training accuracy and (3) test accuracy are observed as shown in Fig. 6 . If both differences between maximum and minimum absolute training and HOF and training accuracies is less than 0.01; then the first feature generation set is selected as shown in Fig. 6a . Else, the accuracies (HOF/train) with the maximum difference between maximum and minimum values is selected as potential values. From these potential feature sets, if the maximum derivative of the dominating accuracy is greater than 0.005 then that particular generation is used as shown in Fig. 6b else the second best is used as shown in Fig. 6c . These decisions were selected from analyzing the graphs. V. RESULTS
A. Time
The proposed approach is not real time. The features were computed on a university server with Nvidia K40 graphics processor and took upto 1 hour to compute. The feature selection code was more time and resource consuming. It was run on CSC supercomputer cluster called sisu. It took approximately 2 hours to execute for SMIC features, 12 hours for HS and 2 days for CASME II.
B. Experimental analysis
The proposed technique with different fitness function and databases are evaluated as given in Tab. VII. The test is done by using Leave One Subject Out (LOSO) protocol in which if one subject is tested then the remaining subject's data is used for feature selection. The evolutionary algorithm has 50 individuals with ten randomly generated individuals and is run for 50 generations. The performance will increase if population size and generation count parameters are increased but on the other hand it will take more time. The crossover rate should be high enough so that the desirable features are carried forward to future generations; it is kept as 0.8. And the mutation rate should be low so that the desirable features are not easily removed, it is set as 0.05. 
C. Comparison with other methods
This approach has been compared with the state of art method [8] and baseline approach [14] in Tab. IX. It performs better than the baseline approach but is less than state of art method. This paper proposes a feature selection framework of deep learning for micro-expression recognition task. We showed that the proposed method has a suitable use for subject wise diverse cases like micro-expression recognition.
The reason why it could not beat the state-of-art method was that the fitness function evaluation heuristic was such that the training accuracy would overfit the data as seen in Fig. 6 . Mechanisms to avoid such things would need to be explored.
In addition, the parameters of this method e.g. hyperparameters of CNN, thresholds in generation termination, etc. could be calculated based on the data to improve performance. Further, approaches to make the architecture end-to-end and real time need to be explored so that it can be used in real time applications.
A larger population and more generations could be used in the evolutionary feature selection step which would effectively increase the performance. A broader range of C values for the SVM should also be investigated. The facial expressions based CNN can be fine-tuned with the micro-expressions dataset along with data augmentation to improve the performance. Rather than just using the appearance and motion at each frame, the whole time sequence dynamics can be used to train a Long Short Term Memory Network (LSTM) [35] .
