Abstract. We study a family of abelian categories O c,ν depending on complex parameters c, ν which are interpolations of the O -category for the rational Cherednik algebra H c (ν) of type A, where ν is a positive integer. We define the notion of a Verma object in such a category (a natural analogue of the notion of Verma module).
Introduction
The study of representations in complex rank involves defining and studying families of abelian categories depending on a parameter t which are polynomial interpolations of the categories of representations of objects such as finite groups, Lie groups, Lie algebras and more. This was done by P. Deligne in [5] for finite dimensional representations of the general linear group GL n , the orthogonal and symplectic groups O n , Sp 2n and the symmetric group S n . Deligne defined Karoubian tensor categories Rep(GL t ), Rep(OSp t ), Rep(S t ), t ∈ C, which in points n = t ∈ Z + admit an essentially surjective functor onto the standard categories Rep(GL n ), Rep(OSp n ), Rep(S n ). The category Rep(S t ) was subsequently studied by himself and others (F. Knop in [15] , V. Ostrik, J. Comes in [4] ).
The resulting categories can be shown to have superexponential growth, and are not equivalent to the category of finite-dimensional representations of any affine algebraic group or supergroup. One can look for rational non-integer values of t where degeneration occurs, which would allow us to understand better how the structure of the classical category of representations is similar for all ranks n, and why degenerate phenomena occur at specific values of n.
P. Etingof, in [7] , suggested using these results to define and study the categories of representations of rational Cherednik algebras, as well as Lie superalgebras, affine Lie algebras and other "non-compact" representation theory objects. A possible approach, as stated in [7] , would be using the tensor categories Rep(GL t ), Rep(OSp t ), Rep(S t ) and defining the required category for a "non-compact" object in complex rank as a category of tuples which consist of an ind-object of the corresponding tensor category along with morphisms satisfying some relations.
In this paper, we study the categories which are interpolations of the classical Ocategory of lowest weight modules for the rational Cherednik algebra of type A, denoted by H c (n). These categories are BGG-type categories, where one can define Verma objects and study morphisms between these, as well as their irreducible quotients.
The categories Rep(H c (ν)) (the parameter ν replacing the parameter t used above) have been defined in [7] as categories whose objects are ind-objects of Deligne's category Rep(S ν ) with additional structure; namely, two morphisms in Rep(S ν ), denoted by x, y, satisfying some relations. These morphisms represent the actions of the elements x 1 , .., x n and y 1 , .., y n of H c (n) respectively. We proceed to define the full subcategory O c,ν of Rep(H c (ν)), which is an interpolation of the category O of the classical Cherednik algebra H c (n).
In this category O c,ν we have objects we will call "Verma objects", as they are analogues of the Verma modules in the classical O category. They are parameterized by arbitrary partitions λ, and denoted by M c,ν (λ). As in the H c (n) case, they have a natural grading as Rep(S ν ) ind-objects, with the lowest grade consisting of an indecomposable Rep(S ν )-object given by the partition λ.
The Verma objects have about the same properties as the classical Verma modules, and one can ask for which values of parameters c, ν they are reducible, and for which values of parameters c, ν there are non-trivial morphisms between different Verma objects. It would also be interesting to compute the character of the unique irreducible quotient of M(λ) (the character being its decomposition as a Rep(S ν ) ind-object into a sum of irreducible Rep(S ν )-objects).
Summary of the results.
Recall that the category Rep(S ν ) is a Karoubian rigid symmetric monoidal category which is abelian semisimple whenever ν / ∈ Z + ; for any ν, its indecomposable objects are parameterized by Young diagrams of arbitrary size. One can treat an indecomposable object X τ of Rep(S ν ), with τ being a Young diagram, as corresponding to the Young diagram obtained from τ by adding a very long top row ("of size ν − |τ |").
Throughout the paper we will assume that ν / ∈ Z + unless it is explicitly stated otherwise.
The indecomposable object in Rep(S ν ) corresponding to a Young diagram with one box is denoted by h 0 , and has dimension ν − 1 (it corresponds to the reflection representation of S n when ν = n). One can define an algebra object Sh 0 * in ind − Rep(S ν ) (which would correspond to the ring C[x 1 , ..., x n ]/C[x 1 , ..., x n ] ( i x i ) when ν = n).
We define the Verma objects M c,ν (λ) of O c,ν in Subsection 6.2 (these are sometimes denoted M(λ) for short). The underlying ind-object of Rep(S ν ) is just Sh 0 * ⊗ X λ . For every non-negative integer n, we construct a functor F c,n from Rep(H c (ν = n)) (the category Rep(H c (ν)) for integer value n ∈ Z + of ν) to Rep(H c (n)) (the category of representations of H c (n)). Considering the full subcategory of O c,ν=n whose objects are M c,ν=n (λ) such that |λ| ≤ n/2, we see that the restriction of F c,n to this subcategory is fully faithful; in fact, F c,n takes Verma object M c,ν=n (λ) to Verma module in O(H c (n)) whose lowest weight corresponds to the Young diagram obtained from λ by adding a top row of size n − |λ|. Notation 1.1.1.
• Denote the set of points (c, ν) on the complex plane where M c,ν (τ ) is reducible by B τ . The image of B τ \ {c = 0} under the map c → 1/c will be denoted by B τ .
• Denote the set of points (c, ν) on the complex plane where there is a non-zero morphism M c,ν (µ) −→ M c,ν (τ ) by B µ,τ . The image of B µ,τ \ {c = 0} under the map c → 1/c will be denoted by B µ,τ .
As in the classical case, we have: B τ = µ B µ,τ , the parameter µ running over all Young diagrams of arbitrary size.
We will show that if µ = τ , B µ,τ lies inside a countable (disjoint) union of curves m∈Z >0
L τ,µ,m for which we give explicit equations. These curves become straight lines, denoted by L τ,µ,m , when we switch to parameters (1/c, ν) instead of (c, ν).
For a fixed positive integer m, all points (c, ν) which satisfy the following condition lie on the curve L τ,µ,m : Condition 1.1.2. There exists a non-zero map M c,ν (µ) −→ M c,ν (τ ) with the lowest grade of M c,ν (µ) mapping to grade m of M c,ν (τ ).
The equations for lines L τ,µ,m are given in Section 8. It is easy to see that the intersection of B µ,τ with each of these lines L τ,µ,m is either the entire line or a finite number of points. We give a full description of the lines L τ,µ,m lying inside B µ,τ whenever |τ | = |µ| in Section 11: Theorem 1. For two distinct Young diagrams µ, τ and an integer m > 0, the following are equivalent:
(1) |µ| = |τ | and L τ,µ,m ⊂ B µ,τ , (2) µ = Γ(τ, s, sign(|µ| − |τ |)) for some s ∈ C τ (in particular, |µ| = |τ |), and (|µ| − |τ |) | m.
Here Γ(τ, s, sign(|µ| − |τ |)) is a construction described explicitly in Section 10, and C τ = {|τ | − 1 + j − τˇj | j ∈ Z >0 }.
Fix s ∈ C τ , i.e. s = |τ | − 1 + j − τˇj for some j > 0. In terms of Young diagrams with "very long top row", this construction means that
• we start with the Young diagram obtained from τ by adding a very long top row ("of size ν − |τ |"), • take out a hook of size ν−s with leg τˇj +sign(|µ|−|τ |) (the Young diagram obtained at this stage is denoted by core (ν−s) (τ ), and is a "normal" Young diagram, i.e. all its rows are of integer size), • insert a hook of size ν − s with leg τˇj + sign(|µ| − |τ |) + 1. The diagram obtained this way would be the Young diagram obtained from µ by adding a very long top row ("of size ν − |µ|"), where µ = Γ(τ, s, sign(|µ| − |τ |)).
From the theorem above one can easily see that if |µ| = |τ |, and L τ,µ,m ⊂ B µ,τ , then for a generic point (
2). Let (1/c, ν) be a generic point on a line L τ,µ,m ⊂ B µ,τ , where |τ | = |µ|. We have proved that in such a case µ = Γ(τ, s, sign(|µ| − |τ |)) for some s ∈ C τ . We give a formula for the character of L c,ν (τ ), and compute explicitly the character of L c,ν (∅), where
In fact, one can show that in this case there exists a long exact sequence
The sign is sign(|µ| − |τ |), and this is a finite sequence if |µ| < |τ |. The character formula for L c,ν (τ ) is then obtained from Euler's formula applied to the above long exact sequence.
We conclude the paper by proving the following theorem:
Theorem 2. If there exists a Verma object of infinite length in O c,ν , then c ∈ Q <0 . In fact, one can show that for any c ∈ Q <0 , there exists ν ∈ Q <0 such that M c,ν (∅) has infinite length.
Theorem 2 is an example of a degenerate phenomenon which can occur for rational non-integer values of ν. The classical representation theory of Cherednik algebras says that for a non-negative integer n, all modules in O(H c (n)) have finite length (cf. [9, Corollary 3 .26]), and we see from Theorem 2 that the same is true for Verma objects in O c,ν for c ∈ Q.
It would be interesting to know about other phenomena which can occur in O c,ν only for ν ∈ Q \ Z + . Such phenomena were conjectured by P. Etingof in [7] .
1.2. Structure of the paper. In Section 3, we recall basic definitions and facts about H c (n), the Cherednik algebra of type A. Some further facts about the blocks of the O-category for H c (n) will be given in Section 9.
In Section 4 we recall basic facts about the Deligne category Rep(S ν ). We do not give a definition (it can be found in [5] ), instead we mention the facts about this category which we will use.
In Sections 5 and 6, we define the category Rep(H c (ν)) (interpolation of the category of representations of H c (n)) and the category O c,ν (interpolation of the O-category of H c (n)). We then define the Verma objects M c,ν (τ ) in O c,ν .
In Section 7, we discuss the functor from Rep(H c (ν = n)) (the category Rep(H c (ν)) for integer value n ∈ Z + of ν) to Rep(H c (n)) (the category of representations of H c (n)). In Section 8, we give a necessary condition on (c, ν) which is required in order for a nontrivial map M c,ν (µ) −→ M c,ν (τ ) to exist. This condition is an equation which defines the lines L τ,µ,m .
In Section 10 we define constructions for O c,ν which are necessary in order to describe the triplets (τ, µ, m) for which L τ,µ,m ⊂ B µ,τ (the latter is done in Section 11; we give a full description in the case |τ | = |µ|, and a partial description when |τ | = |µ|).
In Section 12 we define the formal character of an object of O c,ν , give a formula for the character of a Verma object M c,ν (τ ), and compute the character of a simple object L c,ν (τ ) in the simplest cases. We also give a positive character formula for the Verma objects and look at examples when such a formula can be derived for some simple objects L c,ν (τ ).
In Section 13 we prove Theorem 2 mentioned above, and in particular give a lower bound on the grade of a given Verma object M c,ν (τ ) in which a simple Rep(S ν )-object X µ can lie.
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Notations and conventions
The base field throughout this paper will be C.
2.1.
Notation 2.1.1. For a rational number q ∈ Q, we write q = num(q) den(q)
, where num(q), den(q) ∈ Z, den(q) > 0, gcd(num(q), den(q)) = 1.
Notation 2.1.2 (Symmetric group and Young diagrams).
• S n will denote the symmetric group (n ∈ Z + ). We will denote by S the set of reflections s ij in S n .
• The notation λ will stand for a partition (weakly decreasing sequence of nonnegative integers), a Young diagram λ (considered in the English notation), and the corresponding irreducible representation of S |λ| . Here |λ| is the sum of entries of the partition, or, equivalently, the number of cells in the Young diagram λ. We will sometimes write λ ⊢ n to say that λ is a partition of n.
• When referring to a cell in a Young diagram λ, (i, j) will be the cell in row i and column j, with i, j ≥ 1.
• The length of the partition λ, i.e. the number of rows of Young diagram λ, will be denoted by l(λ).
• The i-th entry of a partition λ, as well as the length of the i-th row of the corresponding Young diagram, will be denoted by λ i (if i > l(λ), then λ i := 0). The transpose of the Young diagram λ will be denoted by λˇ(so the length of the i-th column of λ is λˇi).
Example 2.1.3. Consider the Young diagram λ corresponding to the partition (6, 5, 4, 1) . The length of λ is 4, the size is 16, and the transpose of λ is the Young diagram corresponding to partition (4, 3, 3, 3, 2, 1):
→
• h (in context of representations of S n ) will denote the permutation representation of S n , i.e. the n-dimensional representation C n with S n acting by g.e j = e g(j) on the standard basis e 1 , .., e n of C n .
• h 0 (in context of representations of S n ) will denote the reflection representation of the symmetric group S n : this is the n − 1 dimensional irreducible representation of S n corresponding to the partition (n − 1, 1) of n. This representation is the subrepresentation of h given by the S n -invariant subspace of all vectors whose sum of coordinates is zero. We will use the same notation for the corresponding object in Rep(S ν ).
• Let s ∈ Z ≥−1 , k ∈ Z ≥0 . We will denote by τ s a Young diagram consisting of a row with s + 1 cells, and by π k a Young diagram consisting of a column with k cells.
2.2.
In the symmetric rigid monoidal category Rep(S ν ), we will use the following notation:
• ½ denotes the unit object.
• For any U ∈ Rep(S ν ), ev U : U ⊗ U * −→ ½ is the evaluation morphism, and
2.3. The following definition of a block in a Karoubian category was given in [4] : Definition 2.3.1 (Block of a Karoubian category). Let C be a Karoubian category. Consider the weakest equivalence relation on the set of isomorphism classes of indecomposable objects such that any two indecomposable objects with a non-zero morphism between them are equivalent.
An equivalence class in this relation will be called a block.
We will use the same term to refer to a full subcategory in C whose objects are direct sums of indecomposable objects from a single block (in the above sense). 3.1. Rational Cherednik algebra of type A. Let c ∈ C (can be considered as a formal parameter).
Definition 3.1.1. The rational Cherednik algebra of type A of rank n with parameter c, denoted by H c (n), is the quotient of the algebra CS n ⋉ T (h ⊕ h * ) by the ideal generated by the following relations:
is the natural pairing between h, h * .
If we choose dual bases x 1 , ..., x n of h * , y 1 , ..., y n of h such that ∀i, j, (y j , x i ) = δ ij , and s ij (y i ) = y j , s ij (x i ) = x j , then the last relation from Definition 3.1.1 can be rewritten as
Similarly to the universal enveloping algebra of a Lie algebra, we have:
Continuing the analogy between the universal enveloping algebra of a Lie algebra and a Cherednik algebra, we have a Cartan-type element:
., n}, and can also be written as h = 1 2 i (x i y i + y i x i ). We will use the "reduced" Cherednik algebra H c (n), which corresponds to the reflection representation h 0 = span C {y i − y j | i, j ∈ {1, ..., n}, i = j} rather than the permutation representation h of S n . It is defined in the same way as H c (n), but with h 0 appearing instead of h (see [9] , or [13, Section 2] ). In fact, we have: H c (n) = H c (n) ⊗ A 1 , A 1 being the Weyl algebra. This follows from the fact that the subalgebra of H c (n) generated by y i , x i is isomorphic to A 1 , and commutes with the subalgebra H c (n) of H c (n). For H c (n), h is not an element of H c (n), but the element
of H c (n) plays the analogous role.
3.2.
Category O(H c (n)). The category O(H c (n)) is defined as the category of all modules over H c (n) which are finitely generated over Sh 0 * , and on which h 0 acts locally nilpotently.
3.3. Verma modules. Let τ be an irreducible representation of S n . Then one can define M c,n (τ ) := H c (n) ⊗ CSn⋉Sh 0 τ , where Sh 0 acts on τ by zero. This is the Verma module corresponding to τ . It is a lowest weight module whose underlying space is isomorphic to Sh 0 * ⊗ τ , where S n acts on each subspace S m h 0 * ⊗ τ , h 0 * acts by multiplication on Sh 0 * , and h 0 acts according to the commutator relation given in the definition (if c = 0, then h 0 acts by differentiation on Sh 0 * ). The element h acts locally finitely on modules from O(H c (n)), with finite dimensional generalized eigenspaces. In particular, h acts semisimply on M c,n (τ ), with lowest eigenvalue 
4.1. General description. We recall some basic facts about Deligne's category Rep(S ν ) (see [5] , [7] , and [19, Section 2] ). This is a family of Karoubian tensor categories over C defined for any ν ∈ C, and "flat with respect to parameter ν" (one can view ν as a formal parameter, with Obj(Rep(S ν )) not depending on ν, and the Hom spaces being modules over C[ν]).
For any ν ∈ C, the category Rep(S ν ) is generated, as a Karoubian tensor category, by one object, denoted h. This object is the analogue of the permutation representation of S n , and any object in Rep(S ν ) is a direct summand in a direct sum of tensor powers of h.
For ν / ∈ Z + , Rep(S ν ) is a semisimple abelian category. For ν ∈ Z + , the category Rep(S ν ) has a tensor ideal I ν , called the ideal of negligible morphisms (this is the ideal of morphisms f : X −→ Y such that tr(f u) = 0 for any morphism u : Y −→ X). In that case, the classical category Rep(S n ) of finite-dimensional representations of the symmetric group for n := ν is equivalent to Rep(S ν )/I ν (equivalent as Karoubian rigid symmetric monoidal categories). Note that h is sent to the permutation representation of S n under this equivalence. . This subcategory is abelian semisimple. Notation 4.1.2. We will denote Deligne's category for integer value n ≥ 0 of ν as Rep(S ν=n ), to distinguish it from the classical category Rep(S n ) of representations of the symmetric group S n . Similarly for other categories arising in this text.
The indecomposable objects of Rep(S ν ), regardless of the value of ν, are labeled by all Young diagrams (of arbitrary size). We will denote the indecomposable object in Rep(S ν ) corresponding to the Young diagram τ by X τ .
Notation 4.1.3. We will denote byλ(n) the Young diagram obtained from λ by adding a top row of size n − |λ|, where n ≥ λ 1 + |λ| is an integer. For non-negative integer ν =: n, we have: the partitions λ for which X λ has a non-zero image in the quotient Rep(S ν=n )/I ν=n ∼ = Rep(S n ) are exactly the λ for which λ 1 +|λ| ≤ n.
If λ 1 + |λ| ≤ n, then the image of X λ ∈ Rep(S ν=n ) in Rep(S n ) would be the irreducible representation of S n corresponding to the Young diagramλ(n).
Intuitively, one can treat the indecomposable objects of Rep(S ν ) as if they were parametrized by "Young diagrams with very long top row". The indecomposable object X λ would be treated as if it corresponded toλ(ν), i.e. a Young diagram obtained by adding a very long top row ("of size ν − |λ|"). This point of view is useful to understand how to extend constructions for S n involving Young diagrams to Rep(S ν ). Its dual in Rep(S ν ), denoted by h 0 * , is isomorphic to h 0 , since all the objects in Rep(S ν ) have a symmetric form defined on them (analogue of the invariant symmetric form on the representations of the symmetric group over a field of characteristic zero).
Remark 4.1.7. h ∼ = h 0 ⊕ ½ for any t = 0, in particular, for any t ∈ Z + . But for t = 0, we have h ∼ = h 0 .
4.2.
Pieri's rule. We have an interpolation of Pieri's rule (see [4, Proposition 5.15] , [7] , and [11] for Pieri's rule in the integer ν case):
∈ Z + and let X τ be a simple object of Rep(S ν ). As objects of Rep(S ν ),
where P τ + , P τ − , P τ 0 are the sets of all Young diagrams obtained from τ by adding, deleting, or moving a corner cell, respectively (note that τ / ∈ P τ 0 ), and cc(τ ) is the number of corner cells of τ .
4.3.
Analogue of the sum of transpositions element for Rep(S ν ). Consider the following function on Young diagrams µ:
This function interpolates the function ct(μ(n)), n ∈ Z ≥|µ|+µ 1 to ν = n ∈ C. J. Comes and V. Ostrik defined in [4] an element Ω of Z(Rep(S ν )) for arbitrary ν (including non-negative integers) so that for any indecomposable object
and thus
Based on the definition of the category Rep(S ν ) defined by Deligne, P. Etingof defined in [7] the category Rep(H c (ν)):
is the category whose objects are triples (M, x, y), where M is an ind-object of Deligne's category Rep(S ν ), and
(1) The morphism
• Ω is the endomorphism of the identity functor of Rep(S ν ) described in 4.3, and the notation Ω i 1 ,...i k signifies the endomorphism which acts as Ω on the factors i 1 , ..., i k of the tensor product, and as Id on the rest. Morphisms in Rep(H c (ν)) are defined to be morphisms of M in ind − Rep(S ν ) compatible with maps x, y.
Remark 5.0.2. As in the classical Cherednik algebra, we can replace h 0 with h in the above definition, and get an equivalent definition of the category Rep(H c (ν)).
6. Category O c,ν 6.1. Definition of O c,ν . Consider the algebra objects Sh 0 * , Sh 0 in ind − Rep(S ν ). Given maps x, y as above, we get maps Definition 6.1.1. The category O c,ν is defined as the full subcategory of Rep(H c (ν)) whose objects are (M, x, y) such that • M is finitely generated over Sh 0 * in Rep(S ν ) (i.e. M is a quotient of a "finitely generated free Sh 0 * module" Sh 0 * ⊗ V , where V is an object of Rep(S ν )).
• M is locally nilpotent over h 0 , in the following sense:
Similarly to the integer case, we have:
If, furthermore, V is an indecomposable (resp. simple) object in Rep(S ν ), then we say that V is an indecomposable (resp. simple) singular Rep(S ν )-subobject of U. 
is a morphism in Rep(S ν ) satisfying the condition: the morphism
is zero. The morphisms in Rep(B ν ) are morphisms of Rep(S ν ) ind-objects compatible with the y M maps. This is the analogue of the category of representations of the "Borel" subalgebra
Then we have the restriction functor Res : Rep(H c (ν)) −→ Rep(B ν ), and it has a left adjoint which is the induction functor Ind :
, where the map
tensored with Id M , and y Sh 0
Definition 6.2.1 (Verma Object). Consider an indecomposable object X τ in Rep(S ν ), and let the map y Xτ : h 0 ⊗ X τ → X τ be zero. This makes (X τ , y Xτ ) an object of Rep(B ν ). Define the Verma object of lowest weight X τ as Ind(X τ , y Xτ ) (so it is an ind-object of Rep(S ν )). It will be denoted by M c,ν (τ ) (or, if c, ν are fixed, M(τ ) for short).
Remark 6.2.2. It is easy to see that as a Rep(S
The map Notation 6.2.3. To avoid confusion, the Verma module in O(H c (n)) whose lowest weight corresponds to the Young diagramτ (n) is denoted by M c,n (τ (n)), while the Verma object in O c,ν=n corresponding to the Young diagram τ is denoted by M c,ν=n (τ ).
here Ω is the the endomorphism of the identity functor of Rep(S ν ) described in Section 4.3).
Example 6.2.5.
• ct(τ s−1 ) =
Id −cΩ| Xτ and the endomorphism
Proof. Follows immediately from Property 6.1.3 of the element h.
This proposition means that M(τ ) (as a Rep(S ν ) ind-object) has a grading by eigenvalues of h which is the natural Z + -grading on M(τ ) shifted by h c,ν (τ ). Now let U be a subquotient of M(τ ). Then U automatically inherits a grading from the grading of M(τ ) by eigenvalues of h, and the definition of h implies that maps between subquotients of Verma objects preserve this grading.
For simplicity, we will use the natural Z + -grading on M(τ ) when we refer to the degree in which a Rep(S ν )-object lies in U.
Proof. Recall the definition of a Verma object. X µ being an indecomposable singular Rep(S ν )-subobject in U means that Hom Rep(Bν ) (X µ , Res(U)) = 0, where X µ is considered as a Rep(B ν )-object with y Xµ = 0, and there exists a non-zero map in Hom Rep(Bν ) (X µ , Res(U)) whose image is the chosen copy of X µ in U. Then by definition of a Verma object, we have: Hom Rep(Bν ) (X µ , Res(U)) = Hom Oc,ν (M c,ν (µ), U) = 0 and there exists a non-zero map in Hom Oc,ν (M c,ν (µ), U) inducing Id Xµ on X µ when regarded as a morphism of Rep(S ν ) ind-objects.
Proof.
• Let J be the sum of all the proper
Since N is a proper subobject, we have m > 0. So J can be presented as a direct sum of Rep(S ν )-objects on which the restriction of h acts by scalars strictly larger than
Remark 6.2.9. Let M c,ν (τ ) be a Verma object in O c,ν . By the propositions above, to check its reducibility, we only need to check whether there are any non-zero morphisms from other Verma objects to M c,ν (τ ).
In this section we construct a functor F c,n :
for any c ∈ C, n ∈ Z + . This functor is analogous to (and based on) the functor F n : Rep(S ν=n ) −→ Rep(S n ) which induces the equivalence
The functor F c,n is constructed as follows: let (M, x, y) ∈ Rep(H c (ν)) (see Section 5), and consider F n (M) ∈ ind−Rep(S n ). The maps F n (x), F n (y) then make F n (M) a module over the algebra CS n ⋉ T (h ⊕ h * ), and the conditions on the maps x, y given in Section 5 imply that this action factors through H c (n), thus making
Recall that a morphism φ :
Thus we define
In particular, if |λ| + λ 1 ≤ n then the Verma object of lowest weight λ goes to the Verma module of lowest weightλ(n) . Finally, a lemma which will be useful to us later on:
Lemma 7.0.10. Fix Young diagrams µ, τ , and let n >> 0 (in fact, it is enough that n > 2 max(|µ| , |τ |) + 1). Then
is a bijection.
Proof. Recall that we have:
and
It remains to check that
Since F n is surjective on Hom-spaces, there is a φ ∈ Hom Rep(Sν=n) (X µ , M c,ν=n (τ )) such that F n (φ) = ψ. We need to check that there exists a unique such φ so that
, which is a semisimple subcategory of Rep(S ν=n ) (see Section 4) . So a negligible morphism in this subcategory is zero, and thus y| h 0 ⊗φ(Xµ) = 0.
Similarly, the fact that X µ , S m h 0 * ⊗ X τ ∈ Rep(S ν=n ) (ν/2) implies that such a morphism φ is unique.
Morphisms between Verma objects: general remarks and necessary conditions
From now on, we will assume for simplicity that ν / ∈ Z + , unless stated otherwise.
8.1. Necessary conditions. The following formula will serve as one of the main tools of this paper.
Proposition 8.1.1. Let µ be a partition and m > 0 an integer, and assume there is a non-zero morphism
Proof. Considering the endomorphisms h of objects M c,ν (µ), M c,ν (τ ), we get: If there exists a non-trivial morphism M c,ν (µ) −→ M c,ν (τ ), with the image of the lowest weight
which can be rewritten as )) is a continuation of the categories of modules over CS n ⋉A n , which are O-coherent D-modules and whose Fourier transform has support {0}. Here A n is the n-th Weyl algebra (the algebra of differential operators on C n ).
From now on, we will assume that c = 0 and denote: 
(Ω as in Definition 5.0.1). Thus Y acts on a simple object X µ ⊂ h 0 ⊗ X τ by
This proves that X µ is a simple singular
An additional condition for X µ to sit in degree m of M c,ν (τ ) arises from Pieri's rule (cf. Proposition 4.2.1).
In terms of Notations 8. 
Then Equation (8.1.4) can be rewritten as
is a non-negative integer less or equal to |µ| 2 − |µ|, and it is equal to zero if µ is a column diagram (i.e. l(µˇ) ≤ 1), and to
Proof. This is equivalent to saying that |ct(µ)| ≤
. The latter can be proved by induction on the number of columns of µ:
Base: Assume the number of columns of µ is zero, i.e. µ = ∅. Then |ct(µ)| = 0 =
Step: Denote by k the number of columns of µ (k > 1), by µ ′ the diagram µ without the last column, and by l the number of boxes in the last column of µ. By induction assumption, |ct(µ
, and so For the right hand side of Equation (1) 3.3] ). The KZ functor is a functor O(H c (n)) −→ Rep(H q (n)), Rep(H q (n)) being the category of representations of the Hecke algebra of type A, where q = exp(2πic).
It turns out that this functor is essentially surjective on objects, surjective on Homs and exact (see [12] ). This functor induces an equivalence of categories KZ :
We will use the fact that the KZ functor takes M(λ) to S λ (the dual of the Specht module) if c ≥ 0, and to S λ (Specht module) if c < 0. For c < 0, the module L(λ) goes to D λ (which is either the unique simple quotient of the Specht module S λ , if it exists, or zero).
9.2.
Representations of Hecke algebra of type A. We will use the following facts about the representations of Hecke algebra of type A (see [18] , [2, Section 3]):
Some definitions:
Notation 9.2.1. Denote e := ord C (q) (i.e. e is the order of q if q is a root of unity and ∞ otherwise), and denote s := n − e.
First of all, we have:
If e > n (in particular, if e = ∞), then the category Rep(H q (n)) is semisimple.
From now on, we will assume e ≤ n, and thus 0 ≤ s ≤ n.
Definition 9.2.3 (e-hook).
• Hooks are parameterized by cells (i, j) in the diagram; a hook corresponding to (i, j) consists of all the cells (i
is the "vertex" of the hook corresponding to it. Cells (i, j ′ ), j ′ > j are called the "arm" of the hook, while cells (i ′ , j), i ′ > i are called the "leg" of the hook.
• An e-hook of a Young diagram is a hook of length e (i.e. contains exactly e cells). Proof. Indeed, given a Young diagram τ with |τ | = n, if there are two distinct e-hooks in τ , then their intersection contains at most one cell, and this gives us the inequality 2e − 1 ≤ |τ | = n, and thus n ≤ 2s + 1. Note that, in fact, a Young diagram cannot consist of two hooks of equal size intersecting each other in one cell unless this diagram contains just one cell. So if n ≥ 2, then 2e − 1 < |τ | = n, i.e. n < 2s + 1. So for n > 2s, n > 1, there is at most one e-hook in τ . So for n > max(2s, 1), either core (n−s) (τ ) = τ , or core (n−s) (τ ) has s boxes.
Example 9.2.7. Let λ = (5, 4, 2, 2). Its 7-core is obtained by removing the hook corresponding to (1, 2) and moving the boxes below it one space up and left, i.e. core 7 (λ) = (3, 1, 1, 1)
Now, assume n > max(2s, 1). Classification of partitions of size n with given core λ such that |λ| = s is given by the following proposition: Proposition 9.2.8. Let hook(l, (n − s)) (0 ≤ l ≤ (n − s − 1)) be the (n − s)-hook with leg l: ((n − s) − l, 1, 1, ..., 1). Then there is a unique Young diagram rec(l, λ) of size n such that λ is obtained by deleting the hook hook(l, n − s) from rec(l, λ).
Proof. Basically, rec(l, λ) is obtained by "inserting" a hook(l, (n − s)) to λ in a certain not completely trivial way. To insert a hook hook(l, (n − s)) into a diagram λ, one should put its vertex in the position (i, j) such that the following equations are satisfied:
We now explain how to find such i, j. First, we show that if the inequalities (2) hold, then i = 1 or j = 1. Indeed, adding the two inequalities (2), we get:
But n − s > s = |λ|, so i + j − 1 + n − s ≥ i + j + |λ| ≥ |λ| + 2. Thus we get: |λ| + 2 ≤ λ i−1 + λˇj −1 . But this is clearly possible only when i = 1 or j = 1.
Next, find j such that λˇj + 1 ≤ l + 1 ≤ λˇj −1 (which is always possible). We now have two cases:
(1) If we get j ≥ 2, then we put i := 1 and we only need to check that λ 1 + 1 ≤ j − 1 + n − s − l. But we assumed that n > 2s, so n − s > |λ| = s, and thus
so we found indices (i, j) satisfying the inequalities (2).
(2) If we get j = 1, then λˇj ≤ l. We now find i such that
(again, this is always possible). To show that we found indices (i, j) satisfying the inequalities (2), we only need to check that λˇ1 + 1 ≤ i + l, which is true since we have i ≥ 1 and λˇj ≤ l. This shows that there exists exactly one way to insert the hook hook(l, (n − s)) into λ.
Example 9.2.9. Let λ = (5, 4, 2, 2).
(1) Adding the 7-hook (6, 1) to its 7-core (core 7 (λ) = (3, 1, 1, 1)) , we obtain the Young diagram rec(1, core 7 (λ)) = (7, 4, 1, 1):
(2) Adding the 7-hook (2, 1, 1, 1, 1, 1) to core 7 (λ), we obtain the Young diagram rec(5, core 7 (λ)) = (3, 2, 2, 2, 2, 1, 1):
Theorem 9.2.10 (cf. [18] ). Let τ, µ be partitions of n.
(1) • All the simple modules of H q (n) are D λ , where λ is e-regular (i.e. the multiplicity of each part of λ is smaller than e). These are exactly the partitions for which D λ = 0.
• The H q (n)-modules S τˇa nd S τ have the same composition factors.
• Two modules S τ , S µ belong to the same block iff τ, µ have the same (n − s)-core.
• If τ has no (n − s)-hook, then S τ (and hence S τ) is irreducible. (2) Assume n > 2s. Then we have:
• Let τ = rec(l, β), 0 ≤ l ≤ (n − s − 2) and µ = τ . Then there is a non-trivial morphism S µ → S τ iff µ = rec(l + 1, β).
• If τ = rec(l, β), µ = rec(l + 1, β), then the composition factors of S τ are D τ , D µ , with multiplicity 1 (only one of them if the other is zero).
Blocks of category O(H c (n)). We now give the relevant results for the category O(H c (n)):
Let n be a non-negative integer. , k ∈ Z}, with a correspondence: 
This means that the categories of representations of these algebras are equivalent, with equivalence given by
where sign is the sign representation of S n . Note that sign ⊗ µ ∼ = µˇfor representation µ of S n .
We also have the following statement (see [12, Section 6 .2]):
Results on O(H c (n)) obtained from the theory of representations of the Hecke algebra H q (n). The correspondence between the lowest weight representations of H c (n) and the finite dimensional representations of the Hecke algebra H q (n) gives us the following theory (see [8] ):
First of all, we have (see [9, 6.13] ):
and thus
KZ(L c,n (τ )) = 0 iff τ is (n − s)-regular (i.e. the multiplicity of each part of τ is smaller than n − s).
We next have the following theorem:
Theorem 9.3.5 (Dipper, James; cf. [6] ). If c ′ satisfies one of the following conditions:
• c ′ ∈ Q, • c ′ ∈ Q, and c ′ = Proof. This is a direct consequence of Theorem 9.2.2, the standard property of Verma modules (Proposition 6.2.7) and the fact that the KZ functor is faithful on the full subcategory of Verma modules in O(H c (n)).
This means that we remain with only one interesting case:
For d ≤ n/2, the theory is more complicated, but for d > n/2, it is rather simple and explained below. Note that Theorem 9.3.1 allows us to assume that a = 1 and study just the case c ′ = d ∈ {0, 1, ..., n}. Fix integer s ≥ 0, and from now on, consider n > 2s, c ′ = d = n − s, and a Young diagram τ with |τ | = n. Proof. This is a consequence of Theorem 9.2.10 and of the standard property of Verma modules (Proposition 6.2.7). 
In that case, we have:
• There is a short exact sequence
Remark 9.3.8. In [2, Section 3], this is proved for the case s = 0, i.e. e = n. The only thing which we need to understand to generalize this proof is the following: the method used to prove that there is such a short exact sequence uses the fact that for c ′ = n/r, r > 0, gcd(n, r) = 1, L(λ) is thin (i.e. doesn't have full support, and goes to zero under KZ) iff λ = ∅. But for c ′ = (n − s)/r, we have other simple thin modules (actually, those are exactly L(λ) such that λ is not (n − s)-restricted), which can appear as composition factors in M(τ ).
Recall that the Young diagrams λ of size n come in two types (we still assume that n > 2s):
• Young diagrams λ which do not have an (n − s)-hook, and thus core (n−s) (λ) = λ. , n holds:
In this case, M c,n (τ n−1 ) contains a lowest weight H c (n)-submodule, whose lowest weight µ lies in degree r(s + 1) of M c,n (τ n−1 ). The Young diagram of µ is a two row diagram, the lower row containing s + 1 boxes. Theorem 9.3.7 gives the following corollary: Corollary 9.3.10. Let n > 3, s ≥ 0, r ≥ 1 be integers, n > 2s, gcd(r, n − s) = 1. Then the blocks of the category O(H c= r n−s (n)) correspond to (n−s)-cores, and we have two types of blocks: blocks containing only one Verma module (up to isomorphism), corresponding to a diagram which doesn't have an (n − s)-hook, and blocks which correspond to a Young diagrams of size s; in such a block Block β (|β| = s) lie the Verma modules whose (n − s)-core is β, and these Verma modules form a long exact sequence:
(Note that rec((n − s − 1), β) is the diagram β with a vertical (n − s)-hook added, and rec(0, β) is the diagram β with a horizontal (n − s)-hook added). Remark 9.3.11. For s ≥ n/2, the situation is more complicated, but one can still say the following (see [8] ).
Let c ′ = n − s. If M c,n (µ), M c,n (τ ) belong to the same block, then they have the same (n − s)-core. In particular, if τ has no (n − s)-hooks, then M c,n (τ ) is a simple module lying in a semisimple block.
Constructions for O c,ν
We now define constructions analogous to those described in Section 9 for the category O c,ν , where we consider generic values of ν. We use the idea described in Section 4 of treating a simple object X τ of Rep(S ν ) as a Young diagram obtained by adding a very long top row to τ ("the top row having length (ν − |τ |)"). This idea is only meant to provide some intuition, but it is true that for n ∈ Z, n >> 0, the image of X τ under the functor Rep(S ν=n ) −→ Rep(S n ) is isomorphic toτ (n), which is exactly a Young diagram obtained by adding a top row of length (n − |τ |) to τ .
So instead of adding and removing (n − s)-hooks as we did in Section 9, we would be adding and removing "(ν − s)-hooks" from diagrams with "very long top row of size (ν − |τ |)". Below is a formal description of the relevant constructions.
Let τ be a Young diagram, and s ≥ 0 be an integer.
Definition 10.0.12.
• Define C τ :
That is, core (ν−s) (τ ) is the Young diagram obtained by taking out column j s of τ , moving columns 1, .., j s − 1 down and adding a row of length j s − 1 on top of them, and moving left the columns j s + 1, .... • Find the index k ≥ 1 such that η k−1 ≥ l + 1 > η kˇ( here η 0 := ∞).
• Define τ = rec(l, η) by τˇj := ηˇj − 1 for j < k, τˇk := l and τˇj := ηˇj −1 for j > k.
That is, we divide η into two parts: part 1 consisting of columns 1, ..., k − 1 and part 2 consisting of columns k, k + 1, .... Then we delete the top row of part 1, add a k-th column of length l, and add part 2 as columns k + 1, k + 2, .... Then rec(7, core (ν−s) (τ )) = (10, 8, 8, 6, 6, 6, 5) . Proof. We first describe µ in terms of τ . By Constructions 10.0.12, 10.0.15 described above, µ is obtained from τ by taking out column j s of τ , inserting a column of length τˇj s + l after column k s,l − 1 for some k s,l ≤ j s (k s,l is uniquely determined by Construction 10.0.15), and adding a cell to each of the columns k s,l + 1, ..., j s of the newly constructed diagram. Thus µˇj = τˇj for j < k s,l and j > j s , µˇk s,l = τˇj s + l, and µˇj = τˇj + 1 for j = k s,l + 1, ..., j s . This means that we have:
Note that since k s,l ≤ j s , l > 0, we have: |µ| − |τ | > 0. From this description of µ, we see that
And thus
Recall that we also have, by definition:
These constructions are compatible with the constructions described in Section 9 in the following sense:
Proof. One can easily see that the procedure for constructing rec(l, core (ν−s) (τ )) coincides with the procedure for constructing rec(l, core (n−s) (τ (n))) and then removing the top row.
11. Blocks in category O c,ν 11.1. Morphisms between two Verma objects. We now give some necessary and some sufficient conditions for the existence of a non-trivial morphism between Verma objects. Fix Young diagrams τ , µ.
Proposition 11.1.1. Let r ∈ Z \ {0}, s ∈ C τ (i.e. s = |τ | − 1 + j s − τˇj s for some j s ≥ 1). Assume τˇj s + sign(r) ≥ 0.
Let µ = Γ(τ, s, sign(r)).
Proof. Assume (c ′ , ν), µ are as above. Let n >> 0 be an integer, such that gcd(n − s, r) = 1 (there are infinitely many such positive integers). By Corollary 9.3.10, Proposition 9.3.2 and Proposition 10.0.22, we have a non-trivial
|µ|−|τ | (f defined in Subsection 8.2) by Lemma 10.0.21, and the image ofμ(n) sits in degree m := r(|µ|−|τ |) of M c,n (τ (n)) (this is a direct consequence of Equation (1)).
Then by Lemma 7.0.10, there is a non-trivial morphism M c,ν=n (µ) −→ M c,ν=n (τ ) with the image of X µ sitting in degree m = r(|µ| − |τ |) of M c,ν=n (τ ), and s = f (µ)−f (τ ) |µ|−|τ | . Consider the space V ν = Hom Rep(Sν ) (X µ , S m h 0 * ⊗ X τ ) for any ν ∈ C. By the construction of Deligne's categories, these spaces are isomorphic for almost every ν ∈ C (in particular, for all ν / ∈ Z + ). We will denote the locus of such "generic" points ν ∈ C by A (so |C \ A| < ∞, C \ Z + ⊂ A), and write just V instead of V ν whenever ν ∈ A.
The map y Mc,ν(τ ) from the definition of Rep(H c (ν)) defines a polynomial family of maps
It is easy to see that the locus of points (c, ν) ∈ C × A such that Y c,ν is not injective is a Zariski closed subset of C × A. Denote it by C.
By definition, C is exactly the locus of points (c, ν) ∈ C×A such that y Mc,ν (τ ) | h 0 ⊗φ(Xµ) = 0 for some φ ν ∈ V (the latter condition being equivalent to the existence of a non-trivial morphism
The morphisms M c,ν=n
, which means that (c, ν = n) ⊂ C for any c, n satisfying n >> 0,
} ⊂ C, and we get the required statement.
Remark 11.1.2. In the proof of this proposition, we established that s =
, so by Equation (1), the image of X µ sits in degree m of M c,ν (τ ) for all (c ′ , ν) such that c ′ = ν−s r . In general, for each pair (c ′ , ν), Equation (1) allows us to compute the unique degree m in which the image of X µ could sit in M c,ν (τ ).
We continue with Young diagrams τ , µ fixed. Consider the line L τ,µ,m ⊂ C 2 (defined in Notation 8.1.5). We would like to check whether L τ,µ,m satisfies the following condition:
Assume this is indeed the case. Then by Lemma 7.0.10, for integer n >> 0 there must exist non-trivial morphisms Θ n : M c,n (μ(n)) −→ M c,n (τ (n)) (corresponding to Θ ν=n ) with the image ofμ(n) sitting in degree m of M c,n (τ (n)).
Recall that for n ∈ Z + , (c ′ , n) ∈ L τ,µ,m is equivalent to c ′ =
we can pass to the case (c ′ = (an − b)/d n , n), with the image ofμ(n) sitting in degree d n of M c,n (τ (n)).
Note that if a = 0, then, since 0 < d n ≤ m, we have (an − b)/d n = 2 for n >> 0. Now we have the following cases:
Case a > 0.
Lemma 11.1.4. For n >> 0, there are no non-trivial morphismsΘ n unless a | b, m, i.e. d n = a.
Proof. We assume these morphisms are not trivial. Then we have, by Theorem 9.3.5,
for infinitely many integer values of n. Note that a priori, j s could depend on n, but the equality s = |τ | − 1 + j s − τˇj s defines j s uniquely for each s, so since s doesn't depend on n, neither does j s . 
In that case, points (c ′ , ν) ∈ L τ,µ,m satisfy the condition:
Case a < 0. By Observation 9.3.2, the existence of a non-trivial morphismΘ n for n >> 0 is equivalent to the existence of a non-trivial morphismΥ n :
. The necessary and sufficient conditions for the existence of a nontrivial morphismΥ n for all n >> 0 are given in Conclusion 11.1.5, with µ and τ switching roles.
Conclusion 11.1.6. For |µ| < |τ |, L τ,µ,m satisfies Condition 11.1.3 if and only if the following hold:
Case a = 0. In this case, we are considering lines
, Theorem 9.3.1 allows us to pass to the case c ′ = (ct(τ ) − ct(µ))/d ∈ Z (i.e. we will now consider the line
From now on, we will assume d =
. It would be difficult to determine whether morphismsΘ n exist for (c ′ , n) ∈ L τ,µ,m/d , n ∈ Z, n >> 0, but we can rule out some cases using the tools we have so far. First of all, if there exists an integer n > 2 |µ| = 2 |τ | such that
, then by Theorem 9.3.5, there are no non-trivial morphismsΘ n , and we are done. Theorem 9.3.5 also tells us that the same argument applies to the case c ′ = (ct(τ ) − ct(µ))/d < −(2 |τ | + 1), so we ruled out the possibilities |c ′ | = |(ct(τ ) − ct(µ))/d| > 2 |τ | + 1. We will show that something can be said if |τ | < |(ct(τ ) − ct(µ))/d| ≤ 2 |τ | + 1. For this, we should consider the sign of ct(τ ) − ct(µ).
Assume we have a non-trivial morphismΘ n . Then, putting s : (1) |µ| = |τ | and L τ,µ,m ⊂ B µ,τ , (2) µ = Γ(τ, s, sign(|µ| − |τ |)) for some s ∈ C τ (in particular, |µ| = |τ |), and (|µ| − |τ |) | m.
Remark 11.1.9. We know that for every c ∈ C, n ∈ Z >0 , dim Hom(M c,n (μ(n)), M c,n (τ (n))) ≤ 1 for any µ, τ . Similarly to the arguments in this subsection, Lemma 7.0.10 implies that that dim Hom(M c,ν=n (µ), M c,ν=n (τ )) ≤ 1 for n ∈ Z + , n >> 0, so we have:
2 of dimension at most 1, and the set {(c, ν)| dim Hom(M c,ν (µ), M c,ν (τ )) ≥ 2} is a finite set of points in C 2 .
Remark 11.1.10. The results in this subsection agree with the statement of Lemma 8.1.9 when m = 1, but they imply the statement of Lemma 8.1.9 only if |µ| = |τ |.
11.2.
Properties of lines L τ,µ,m . We conclude this section with a list of (almost trivial) properties of the lines L τ,µ,m :
Lemma 11.2.1. Let m 1 , m 2 ∈ Z + , and let τ, µ, µ (1) , µ (2) be Young diagrams. Then
,m 2 , and the lines L τ,µ (1) ,m 1 , L τ,µ (2) ,m 2 do not coincide, then c ′ , ν ∈ Q (and there is only one point (c ′ , ν) like this).
• Follows immediately from the definition of L τ,µ,m (see Notation 8.1.5).
• Follows immediately from the definition of L τ,µ,m by a linear equation with rational coefficients.
• First, µ
(1) = |τ |, and L τ,µ (1) ,m 1 ⊂ B µ (1) ,τ , so by Theorem 11.1.8, putting
with j s given by s
,m 2 coincide and µ (1) = |τ |, we get:
|−|τ| .
We also get: µ (2) = |τ | and sign( µ
we get, from 11.1.8:
From the third part of the above lemma, we immediately get:
12. Characters of simple objects in O c,ν
We continue with ν ∈ Z + , c = 0. We also continue to identify h 0 with h 0 * , h with h * .
12.1. Definitions.
Definition 12.1.1. The character of a graded vector space V = k∈Z V k will be defined as ch q (V ) :
Definition 12.1.2 (Character of a graded ind-object of Rep(S ν )). The character of an ind-object V of Rep(S ν ) with the grading V = j∈Z + V j , V j ∈ Rep(S ν ) is defined to be a formal power series in t:
Definition 12.1.3 (Character of a object of O c,ν ). Let M be an object of the category O c,ν . The character of M is defined to be a formal power series in t:
with complex degrees, and coefficients in K 0 (Rep(S ν )), which is the Grothendieck ring of Rep(S ν ). We will usually write chM instead of ch t M for short.
Remark 12.1.4. The trace of the operator t h is defined since h acts locally finitely on objects in O c,ν .
Characters of Verma objects.
Recall that M(λ) ∼ = Sh 0 ⊗ X λ as ind-objects of Rep(S ν ). So it is enough to compute the character of Sh 0 , and then use the formula
We now give a formula for computing the character of the ind-object Sh 0 of Rep(S ν ), which comes from the character formula in [9, 3.7] .
Proposition 12.2.1. We have the following formula for the character of Sh 0 :
Consider the category Schur of all Schur functors: the objects are Schur functors
where R = (R n ) n≥0 , each R n being a finite-dimensional representation of S n , and only finitely many of these representations being nonzero; the morphisms are natural transformations between such functors. This category is equivalent to the category n∈Z Rep(S n ), and thus semisimple.
One can see that F un(Schur, Rep(S ν )) ∼ = Rep(S ν ) (this is true for any symmetric tensor category), where F un(Schur, Rep(S ν )) are functors between additive linear tensor categories.
Fix the object V in Schur corresponding to the identity functor (which is, of course, a Schur functor as well). In Schur , we have a commutative algebra SV .
We then have an exact Koszul-type complex in Schur ∼ = n∈Z Rep(S n ):
This gives us an exact complex of ind-objects of Rep(S ν ):
Now the character formula follows directly from Euler's formula applied to this complex.
12.3. The graded space Hom Rep(Sν ) (X µ , Sh 0 ⊗ X τ ). In this subsection we describe explicitly the decomposition of Sh ⊗ X τ and Sh 0 ⊗ X τ as Rep(S ν ) ind-objects into graded sums of simple objects.
Lemma 12.3.1. For n >> 0 (in fact, for n > 2(|µ| + |τ |)), we have:
The latter expression can be rewritten as
is the Schur symmetric function corresponding to the partitionλ(n) of n (see [17, Chapter I, Par. 3, p.41]), • sτ (n) * sμ (n) is the internal product of Schur symmetric functions as defined in [17, Chapter I, Par. 7, p.116],
is the value at w∈ S n of the character of the irreducible representation of S n corresponding to the Young diagram α ′ ).
• γ λ τ,µ is the reduced Kronecker coefficient (equals γλ (n) τ (n),μ(n) for n >> 0). A good reference for standard and reduced Kronecker coefficients is [3] .
Proof. We define the map F (denoted by ch in [17, Chapter I, Par. 7]) from conjugationinvariant functions on S n to symmetric functions in countably many variables by putting
where ρ(w) = (ρ 1 , ρ 2 , ...) is the cycle-type of w. Denoting
we get:
is the value of f on the conjugacy class of S n consisting of permutations of cycle-type ρ). Let V be a representation of S n . Denote by χ V the character of V , and by abuse of notation,
is the character of the representation α ′ ⊗ α ′′ of S n ). Denote by g w the action of w ∈ S n on the n-dimensional complex vector space C n , g w given by the permutation matrix corresponding to w. By MacMahon's Master theorem (see [9, Lemma 3 .28]; the proof relies on an argument similar to the one used in 12.2), we have:
Similarly,
The last equality holds by [17, Chapter 6, par. 8., p.363].
Corollary 12.3.2. Taking h 0 to be the reflection representation of S n , we get:
By [17, Chapter I, Par. 5, Example 1],
) where h(x) is the size of the hook in λ with vertex x, so
The q-adic limit of sλ (n) ( 1, q, q 2 , ...), as n tends to infinity, is then The union of these sets is the reducibility locus of M c,ν (τ ), denoted by B τ . Outside this reducibility locus L c,ν (τ ) = M c,ν (τ ), and the character of this object is given by the formula . Let τ be a Young diagram such that s ∈ C τ (this exactly means that M(τ ) is actually reducible at this point (c, ν)), and denote µ := Γ(τ, s, ±1), where the sign equals sign(r).
Then there are only two distinct Verma objects which map non-trivially into M(τ ): M(µ) and M(τ ) itself (see Subsection 11.2). Both map uniquely (up to scalar multiple) into M(τ ). 
By assumption, we get: µ = λ, which implies m = m ′ , and since X λ is a simple singular Rep(S ν )-subobject in Im(M(µ)), this means that X λ coincides with the lowest weight in Im(M(µ)).
Thus Im(M(µ)) is simple.
We now want to show that there is a short exact sequence:
This is equivalent to saying that Im(M(µ)) = J(τ ).
Proof. Assume X λ is a simple singular Rep(S ν )-subobject in M(τ )/ Im(M(µ)), and its preimage X λ ⊂ M(τ ) lies in degree m ′ . Then the action of h on M(τ ) and J(τ )/ Im(M(µ)) gives (see Proposition 8.1.1):
We now need to consider separately the case when λ = µ. Indeed, in that case the above equations mean that m ′ = m, and thus we have X := X µ ⊂ M(τ ) (not a singular subobject) which lies in degree m ′ and whose image in M(τ )/ Im(M(µ)) is not zero and singular.
The former implies that y M (τ ) (h 0 ⊗ X) = 0 is a direct sum of simple Rep(S ν )-objects lying in degree m − 1 of M(τ ).
The fact that image of X in M(τ )/ Im(M(µ)) is singular would mean that
But this leads to a contradiction, since Im(M(µ)) lies in degrees strictly higher than m − 1 of M(τ ).
So λ = µ, and this contradicts our assumption. n≥0 (−1) n Λ n h 0 t n As before, the sign corresponds to the sign of r. We also have: f (λ) ≥ 0, with equality iff λ is a column diagram (see Lemma 8.2.1). So ||λ| − n| ≤ m = (|λ| − n) − f (λ)c ≤ |λ| − n which means that f (λ) = 0, |λ| ≥ n, i.e. λ = π k for some k ≥ n (in fact, k > n), and X π k lies in degree m = k − n of M(π n ). But by Pieri's rule (Proposition 4.2.1), for k > 1, T k h 0 (k-th tensor power of h 0 ) contains only one copy of X π k ∼ = Λ k (h 0 ), and it does not lie inside Sym k (h 0 ). So Sym k (h 0 ) doesn't contain subobjects isomorphic to X π k .
So M(π n ) has only one non-trivial singular Rep(S ν )-subobject: X π n+1 , which lies in degree 1 of M(π n ). In this case, we can compute the character of L(π n ) as in Equation (3). We assumed that cν = 1, so h c,ν (π n ) = (see [2] or [9, Corollary 3.50] for the corresponding result for O(H c (n))).
As in the case when k = 1, we can also compute the character of L c,ν (∅) explicitly:
Proposition 12.4.5. Let (c, ν) be a generic point on the line cν = k, where k ∈ Z >0 is fixed. Then j≥1 (1 − q j ) One immediately sees that this is the q-adic limit, as n tends to infinity, of the sequence of formal power series where h 0 is the reflection representation of S n . We now give a formula for P n (q). First, recall that (see [17, 1 + q ρ(w) j + q 2ρ(w) j + ... + q kρ(w) j = 1 − q 1 − q k sμ (n) (1, q, ..., q k−1 )
Taking the q-adic limit when n → ∞, we obtain: the q-adic limit of sμ (n) (1, q, ..., q k−1 ) is q |µ| sµ(1,q,q 2 ,...,q k−2 )
1≤j≤k−1 (1−q j )
, and thus ch q Hom Sν (X µ , L(∅)) = q |µ| s µ (1, q, q 2 , ..., q k−2 )
Remark 12.4.6. Note that s µ (1, q, q 2 , ..., q k−2 ) = 0 if l(µ) ≥ k, so Hom Sν (X µ , L(∅)) = 0 whenever l(µ) ≥ k.
Length of Verma objects
In this section, we will discuss the set of points (c, ν) such that the Verma object M c,ν (τ ) is of finite length. We will prove the following theorem: where s ∈ C τ , r ∈ Z \ {0}. For instance, when τ = ∅, we have: Lemma 13.0.8. For any c ∈ Q <0 there exists ν ∈ Q such that the Verma object M c,ν (∅) has infinite length.
Proof. Indeed, for any c ∈ Q <0 and any ν ∈ Q such that den(ν) | num(c), den(c) | (num(ν) + den(ν)) (i.e. num(ν)den(ν) −1 ≡ −1 mod den(c)), we have:
{s ∈ Z + | c(ν − s) ∈ Z >0 } = {s ∈ Z + | s ≡ −1 mod den(c), s > ν} Now, recall that C ∅ = Z + . So any s such that s ≡ −1 mod den(c), s > ν gives us a non-trivial morphism M c,ν (τ s ) −→ M c,ν (∅). The image of each of these morphisms has a simple object L c,ν (τ s ) as a quotient, and since all the weights τ s are different, each of these simple objects L c,ν (τ s ) contributes to the length of M c,ν (∅). This proves that M c,ν (∅) has infinite length.
The proof consists of two parts: proving that whenever c∈ R >0 , the Verma object M c,ν (τ ) is of finite length (we will prove this statement in Subsection 13.2), and proving that whenever c / ∈ Q, the Verma object M c,ν (τ ) is of finite length, too (we will prove that in Subsection 13.3).
