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1-NORM OF STEINHAUS CHAOSE ON THE POLYDISC
MICHEL J.G. WEBER
Abstract. Let Jn ⊂ [1, n], n = 1, 2, . . . be increasing sets of mutually coprime
numbers. Under reasonable conditions on the coefficient sequence {cjn}n,j , we show
that
lim
T→∞
1
T
∫ T
0
∣∣∣ ∑
j∈Jn
cjn j
it
∣∣∣dt ∼ (pi
2
∑
j∈Jn
(cjn)
2
)
1/2
as n→∞. We also show by means of an elementary device that for all 0 < α < 2,
lim
T→∞
( 1
T
∫ T
0
∣∣ N∑
n=1
n−it
∣∣αdt)1/α ≥ Cα N
1
2
(
logN
) 1
α
−
1
2
.
The proof uses Ayyad, Cochrane and Zheng estimate on the number of solutions
of the equation x1x2 = x3x4. In the case α = 1, this approaches Helson’s bound
up to a factor (logN)1/4.
1. Main Result.
Let 0 < α < ∞, let D(it) = ∑Nn=1 xnn−it where x1, . . . , xJ are complex numbers
and note
‖D‖α := lim
T→∞
( 1
T
∫ T
0
∣∣D(it)∣∣αdt)1/α.
Consider first the simple Dirichlet sum
∆(it) =
J∑
j=1
xjp
−it
j ,
where pj denotes the j-th prime. On the polycircle, namely the infinite circle T
∞
(T = R\Z) equipped with the infinite Haar measure, the monomials p−itj are, by the
Bohr correspondance principle, independent identically distributed Steinhaus random
variables. As the flow Ttz = (p
it
1 z1, p
it
2 z2, . . .) is uniquely ergodic, it follows from
Birkhoff’s theorem that one can use a version of Khintchine’s inequality for Steinhaus
random variables to estimate their L1-norm. By Theorem 1 in Ko¨nig [5], for 0 < α <∞,
(1.1) cα ‖xj‖2 ≤ ‖∆‖α ≤ Cα ‖xj‖2.
And the constants cα, Cα are explicited. In particular,
(1.2) c1
√
J ≤ ‖
J∑
j=1
p−itj ‖1 ≤ C1
√
J.
Consider now a subset J of 〈p1, . . . , pr〉 composed with mutually coprimes numbers.
The more general Dirichlet sum
∆(it) =
∑
j∈J
xjj
−it
is a sum of independent non identically distributed Steinhaus chaose. To our knewledge,
there is no corresponding version of Khintchin’s inequality. A good substitute turns
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up the application of a suitable version of the central limit theorem for independent
complex-valued random variables.
We obtain the following result which is even more precise in the simple case consid-
ered above.
Theorem 1.1. For n = 1, 2, . . ., let Jn ⊂ [1, n] be a set of mutually coprime numbers,
and assume that #(Jn) ↑ ∞ with n. Let {cjn, j ∈ Jn}, n ≥ 1 be real numbers. Assume
that the two following conditions are satisfied,
(1)
∑
j∈Jn
(cjn)
2 ↑ ∞,
(2) max
j∈Jn
|cjn| = o
(( ∑
j∈Jn
(cjn)
2
)1/2)
.
Then ∥∥ ∑
j∈Jn
cjn j
it
∥∥
1
∼
(pi
2
∑
j∈Jn
(cjn)
2
)1/2
when n tends to infinity.
Remark 1.2. Condition (1) imposes restrictions. In the simplest case when Jn =
P ∩ [1, n], where P is the set of all primes and cjn = j−α, condition (1) holds only if
α < 1/2, and condition (2) trivially holds.
2. Proof.
The proof of Theorem 1.1 uses Bohr’s correspondance. Recall some classical facts.
Let zj = e
2ipitj denotes the j-th coordinate on the polycircle T∞. Bohr’s correspon-
dance is the mapping
k = p
vp1(k)
1 . . . p
vpr (k)
r −→ zvp1(k)1 . . . z
vp1(k)
r
where vp(k) is the p-valuation of k.
Let D˜z =
∑n
k=1 z
vp1(k)
1 . . . z
vpr (k)
r be the Bohr’s image of D(t). On the polycircle,
the action of the flow Ttz = (p
it
1 z1, p
it
2 z2, . . .) on monomials reads as
Tt
(
zn11 . . . z
nr
r
)
= pitn11 . . . p
itnr
r z
n1
1 . . . z
nr
r .
As Tt is uniquely ergodic, it follows from Birkhoff’s theorem that for polynomials
lim
T→∞
1
T
∫ T
−T
∣∣∣ ∑
ν=(n1,...,nr)
aνp
itn1
1 . . . p
itnr
r ς
n1
1 . . . ς
nr
r
∣∣∣αdt =
∫
T∞
|D˜ς |αdς
for all z = (z1, z2, . . .) ∈ T∞. Taking z1 = . . . = zr = 1 in the left hand side gives
lim
T→∞
1
T
∫ T
−T
∣∣∣ ∑
ν=(n1,...,nr)
aνp
itn1
1 . . . p
itnr
r
∣∣∣αdt =
∫
T∞
|D˜ς |αdς.
Hence
(2.1) ‖D‖α := lim
T→∞
( 1
T
∫ T
−T
|D(t)|αdt
)1/α
=
(∫
T∞
|D˜ς |αdς
)1/α
.
Our approach for proving Theorem 1.1 is indirect. We will use the central limit
theorem, and more precisely the lemma below.
Let ξj = (ξj1, ξ
j
2), j = 1, 2, . . . be independent R
2-valued random vectors with mean
vectors µj = 0 and covariance matrices Γj = (E ξjuξ
j
v)u,v. Let Sn =
∑n
j=1 ξ
j . Let also
Tn =
∑n
j=1(ξ
j
1 + iξ
j
2). Put
θn := E |Tn|2 =
n∑
j=1
E (ξj1)
2 +
n∑
j=1
E (ξj2)
2.
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The lemma above shows that under the CLT, the ratio ‖Tn‖1/‖Tn‖2 tends to a positive
limit.
Lemma 2.1. Assume that
Sn√
θn
D−→ N(0,Γ),
where Γ is regular. Then
lim
n→∞E
|Tn|√
θn
= E (g21 + g
2
2)
1/2,
where (g1, g2)
D
= N(0,Γ).
Proof. By Cauchy-Schwarz’s inequality, next Tchebycheff’s inequality
(
E
|Tn|√
θn
· χ{ |Tn|√
θn
> M}
)2
≤
(
E
|Tn|2
θn
)
P{ |Tn|√
θn
> M} = P{ |Tn|√
θn
> M}
≤ 1
M2
E
|Tn|2
θn
=
1
M2
.
Hence ∣∣∣E |Tn|√
θn
− E |Tn|√
θn
· χ{ |Tn|√
θn
≤M}
∣∣∣ ≤ 1
M
.
Let g = g1 + ig2. Let ε > 0 and choose M so that
1
M + E |g|χ{|g| > M} ≤ ε. Then∣∣∣E |Tn|√
θn
− E |g|
∣∣∣ ≤ 1
M
+ E |g|χ{|g| > M}+
∣∣∣E |Tn|√
θn
χ{ |Tn|√
θn
≤M} − E |g|χ{|g| ≤M}
∣∣∣
≤ ε+
∣∣∣E |Tn|√
θn
χ{ |Tn|√
θn
≤M} − E |g|χ{|g| ≤M}
∣∣∣.
It follows from the assumption made that for all reals t,
lim
n→∞
P{ |Tn|√
θn
> t} = P{|g| > t}.
Now, M being fixed, by the dominated convergence theorem
E
|Tn|√
θn
χ{ |Tn|√
θn
≤M} =
∫ M
0
P{ |Tn|√
θn
> t}dt→
∫ M
0
P{|g| > t}dt = E |g|χ{|g| ≤M},
as n tends to infinity. So that ∣∣∣E |Tn|√
θn
− E |g|
∣∣∣ ≤ 2ε,
for n large enough. Therefore
lim
n→∞E
|Tn|√
θn
= E |g| = E
√
g21 + g
2
2 .

Proof of Theorem 1.1. Let r = rn = pi(n). Let j ∈ Jn, j = pvp1(j)1 . . . pvpr (j)r . Let
ξjn = z
vp1(j)
1 . . . z
vp1(j)
r = exp
{
2ipi
r∑
h=1
vph(j)th
}
.
Set also Xj,1n = ℜ(ξjn), Xj,2n = ℑ(ξjn) and
Xjn = c
j
n(X
j,1
n , X
j,2
n ), Sn =
∑
j∈Jn
Xjn, Γ = cj
( 0 1/2
1/2 0
)
.
Notice that 〈Xj,1n , Xj,2n 〉 = 0, ‖Xj,1n ‖22 = ‖Xj,2n ‖22 = 1/2, and consequently
Cov(Xjn) = c
2
j Γ.
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Indeed,
2
∫
Tr
cos
(
2pi
r∑
h=1
vph(j)th
)
sin
(
2pi
r∑
h=1
vph(j)th
)
dt1 . . . dtr
=
∫
Tr
sin
(
4pi
r∑
h=1
vph(j)th
)
dt1 . . . dtr = ℑ
{∫
Tr
exp
(
4ipi
r∑
h=1
vph (j)th
)
dt1 . . . dtr
}
= ℑ
{ r∏
h=1
∫ 1
0
exp
(
4ipivph(j)th
)
dth
}
= 0.
And
2
∫
Tr
cos2
(
2pi
r∑
h=1
vph (j)th
)
dt1 . . . dtr = 1 +
∫
Tr
cos
(
4pi
r∑
h=1
vph(j)th
)
dt1 . . . dtr
= 1 +
1
2
ℜ
{ r∏
h=1
∫ 1
0
exp
(
4pi
r∑
h=1
vph(j)th
)
dth
}
= 1.
Consider the arrays
Y j,in =
Xj,in√
Bn
, j ∈ Jn, i = 1, 2, n ≥ 1.(2.2)
Since E (|Y j,in | ∧ 1) ≤ c
j,i
n√
Bn
, we deduce from assumption (2) that
sup
j
E (|Y j,in | ∧ 1)→ 0,
as n tends to infinity, so that (Y j,in ), i = 1, 2 are null arrays ([4], p.65).
It follows from Theorem 4.15 in [4] (see also Exercise 22) that,
Sn√
Bn
D−→ N(0,Γ),
if and only if
(i)
∑
j∈Jn P{
|cjn|√
Bn
|Xj,in | > ε} → 0 for all ε > 0, i = 1, 2;
(ii) 1√
Bn
∑
j∈Jn c
j
n EX
j,i
n · χ{ |c
j
n|√
Bn
|Xj,in | ≤ 1} → bi, i = 1, 2;
(iii) 1Bn
∑
j∈Jn Var
(
cjnX
j,i
n · χ{ |c
j
n|√
Bn
|Xj,in | ≤ 1}
)→ di, i = 1, 2.
Then,
(a) For (i), the sum vanishes as soon as Bn ≥ maxj∈Jn(cjn)2/ε2, which is true for n ≥ nε
by assumption (2).
(b) By centering, for n ≥ 1,
EXj,in · χ{|cjn| |Xj,in | ≤
√
Bn} = EXj,in = 0,
so that (ii) holds with bi ≡ 0, i = 1, 2.
(c) Now
Var
(
cjnX
j,i
n · χ{|cjn||Xj,in | ≤
√
Bn}
)
= (cjn)
2
E (Xj,in )
2 · χ{|cjn||Xj,in | ≤
√
Bn} − (cjnEXj,in · χ{|cjn||Xj,in | ≤
√
Bn})2
= (cjn)
2
E (Xj,in )
2 = (cjn)
2/2,
so that, (iii) holds with di ≡ 1/2. Hence,
Sn√
Bn
D−→ N(0,Γ).
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Using the lemma above, we deduce that
lim
n→∞
1√
Bn
E |
∑
j∈Jn
ξjn| = E (g21 + g22)1/2.

3. Additionnal Results.
Recall that D(it) =
∑N
n=1 n
−it and that we have noted
‖D‖r := lim
T→∞
( 1
T
∫ T
0
∣∣ N∑
n=1
n−it
∣∣rdt)1/r.
Elementary approachs allow to already estimate quite well the norms ‖D‖r, 0 < r < 2.
This is the purpose of this section. We actually don’t know whether these can be refined
and permit to provide more precise results, but their utilization here is certainly not
optimal. The study of the case r = 1 is known to be very difficult, and a central result is
naturally Helson’s estimate [3] (Theorem p.82 & Appendix), ‖D‖1 ≥
(∑N
n=1
1
d(n)
)1/2
.
As ([7], (3.10)),
∑
n≤x
1
d(n) ∼ x√log x , this yields
‖D‖1 ≥ C N
1/2
(logN)1/4
.
Proposition 3.1. For all 0 < r < 2,
‖D‖r ≥ Cr N
1
2(
logN
) 1
r
− 1
2
.
For the proof of Proposition 3.1, we need the following lemma.
Lemma 3.2. Let F ≥ 0 defined on an interval I and 0 < r < 2. Let λ denotes the
normalized Legesgue measure on I. Then,
∫
I
F rdλ ≥
( ∫
I
F 2dλ
) 4−r
2
( ∫
I
F 4dλ
)1− r
2
.
Proof. Let β = 2r4−r , α =
8−4r
4−r and notice that 0 < β < r, α + β = 2. By applying
Ho¨lder’s inequality with p = 4−r2−r , q =
4−r
2 , we get∫
I
F 2dλ =
∫
I
FαF βdλ ≤ (
∫
I
Fαpdλ
)1/p( ∫
I
F βqdλ
)1/q
=
( ∫
I
F 4dλ
) 2−r
4−r
( ∫
I
F rdλ
) 2
4−r
Hence the claimed inequality. 
We also need the following estimate ([1], Theorem 3)
Lemma 3.3. The number N(B) of integers solutions of the equation x1x2 = x3x4 with
1 ≤ xi ≤ B, 1 ≤ i ≤ 4, is given by
N(B) =
12
pi2
B2 logB + CB2 + O
(
B19/13 log7/13 B
)
,
where C = 2/pi2(12γ − (36/pi2)ζ′(2) − 3) − 2, γ is Euler’s constant and ζ′(2) =∑∞
n=1(logn)/n
2.
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Proof of Proposition 3.1. Lemma 3.2 with F (t) =
∣∣∑N
n=1 n
−it∣∣ gives for 0 < r < 2,
1
T
∫ T
0
∣∣ N∑
n=1
n−it
∣∣rdt ≥
(
1
T
∫ T
0
∣∣∑N
n=1 n
−it∣∣2dt)
4−r
2
(
1
T
∫ T
0
∣∣∑N
n=1 n
−it∣∣4dt)1−
r
2
.(3.1)
By Theorem 1 p.128 of [6], for all N > 0, T > 0,
1
T
∫ T
0
∣∣ N∑
n=1
n−it
∣∣2dt = N + θN2
T
,
for some real θ with |θ| ≤ 1. And by Lemma 3.3,
∫ T
0
∣∣∣
N∑
n=1
n−it
∣∣∣4dt =
∫ T
0
∑
1≤m,n,µ,ν≤N
( µν
mn
)it
dt
= T
∑
1≤m,n,µ,ν≤N
µν=mn
1 +
∑
1≤m,n,µ,ν≤N
µν 6=mn
Om,n(1)
=
12
pi2
T
(
1 + O(1))N2 logN + O(1).
By reporting, we get for T ≥ N2,
1
T
∫ T
0
∣∣ N∑
n=1
n−it
∣∣rdt ≥ Cr N
4−r
2(
N2 logN
)1− r
2
= Cr
N2−
r
2N−2+r(
logN
)1− r
2
=
CrN
r
2(
logN
)1− r
2
.
Hence, it follows that
‖F‖r ≥ Cr N
1
2(
logN
) 1
r
− 1
2
,
for all 0 < r < 2. 
Remark 3.4. Consider the general Dirichlet sums
∑N
n=1 ann
−it. Then, similarly,
∥∥∥
N∑
n=1
ann
−it
∥∥∥
1
≥ C
(∑
n≤N |an|2
)3/2
(
N2
∑
n,ν≤N
|an|2|aν |2
[n,ν]
)1/2 .
Indeed, writing
(∑N
n=1 ann
−it)2 =∑Nn,ν=1 anaν(νn)−it =∑N2m=1 bmm−it, we have
|bm| ≤
∑
n|m
n≤N,m
n
≤N
|an||am
n
|
≤ ( ∑
n|m
n≤N
|an|2
)1/2( ∑
n|m
m
n
≤N
|am
n
|2)1/2 = ∑
ν|m
ν≤N
|aν |2.
Hence,
N2∑
m=1
|bm|2 ≤
N2∑
m=1
( ∑
ν|m
ν≤N
|aν |2
)2
=
N2∑
m=1
( ∑
n,ν≤N
n|m,ν|m
|an|2|aν |2
)
=
∑
n,ν≤N
|an|2|aν |2
( ∑
1≤m≤N2
n|m,ν|m
1
)
≤ N2
∑
n,ν≤N
|an|2|aν |2
[n, ν]
It follows that for T large
1
T
∫ T
0
∣∣ N∑
n=1
ann
−it∣∣4dt = (1 + o(1))
N2∑
m=1
|bm|2 ≤ (1 + o(1))N2
∑
n,ν≤N
|an|2|aν |2
[n, ν]
.
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Therefore,
1
T
∫ T
0
∣∣∣
N∑
n=1
ann
−it
∣∣∣dt ≥ (1 + o(1))
(∑
n≤N |an|2
)3/2
(
N2
∑
n,ν≤N
|an|2|aν |2
[n,ν]
)1/2 .
And so
∥∥∥
N∑
n=1
ann
−it
∥∥∥
1
≥ (1 + o(1))
(∑
n≤N |an|2
)3/2
(
N2
∑
n,ν≤N
|an|2|aν |2
[n,ν]
)1/2 .
Final Remark. Here we give another application of the argument used to prove Theorem
1.1, namely we show that
sup
n
sup
k1<...<kn
1√
n
∥∥ n∑
k=1
e2pikjx
∥∥
1
≥ (pi/2)1/2.
Let X1, X2, . . . be iid r.v.’s, Sn = X1 + . . . +Xn. Assume that EX1 = 0, EX
2
1 = 1.
Let g ∼ N(0, 1). It is plain that
(3.2) lim
n→∞
‖Sn‖1√
n
= E |g| = (pi/2)1/2.
(Approximate E |Sn|√
n
by E |Sn|√
n
χ{ |Sn|√
n
≤M} and apply the CLT to E |Sn|√
n
χ{ |Sn|√
n
≤M})
Now let a ≥ 2, nk = amk where m1 < m2 < . . . are integers. By Remark 1 in [2], one
can enlarge [0, 1[ so that on the new probability space there exists an i.i.d. sequence
{θj, j ≥ 1} such that | cos 2pinkx−θk| ≤ 8pink/nk+1 a. s. Let Tn(x) =
∑n
k=1 cos 2pinkx,
Sn =
∑n
k=1 θk. It follows that
|Tn − Sn| ≤ C
n∑
k=k1
nk/nk+1 a.s.
Hence ‖Tn−Sn‖1 ≤ C
∑n
k=k1
nk/nk+1. Therefore, ‖Tn‖1 ≥ ‖Sn‖1−C
∑n
k=k1
nk/nk+1.
This implies that
sup
n
sup
k1<...<kn
∥∥ n∑
k=1
e2pikjx
∥∥
1
/
√
n ≥ lim inf
n→∞ ‖Tn‖1/
√
n ≥ (pi/2)1/2.
(This provides a short proof of a result of Aistleitner in arXiv:1211.4640.)
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