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L'imaging tramite risonanza magnetica (MRI) si sta sempre pi u aermando
in campo medico. Inizialmente trovava applicazione solo nel settore ra-
diologico come tecnica di imaging morfologico, in quanto d a la possibilit a
di visualizzare le strutture anatomiche con un elevato livello di risoluzione
spaziale e di contrasto tra i diversi tessuti, senza bisogno di utilizzare radia-
zioni ionizzanti come avviene invece per le tecniche che impiegano i raggi X
(TAC).
Le attivit a di studio e ricerca attorno al fenomeno della risonanza magne-
tica nucleare e delle sue applicazioni, sono molto numerose. Hanno portato
ad un miglioramento della tecnologia utilizzata e ad una maggiore conoscen-
za dei fenomeni sici coinvolti, rendendo possibile l'acquisizione anche di
imaging funzionale.
Nel mondo clinico le informazioni di tipo funzionale stanno riscontran-
do un'importanza sempre maggiore. Poter integrare informazioni sulla di-
namica e funzionalit a dell'organismo, con altre di carattere morfologico  e
di grande utilit a sia nel campo della ricerca che per quanto riguarda la
prevenzione, la diagnosi e il monitoraggio dell'evoluzione di molte patologie.
Non  e tuttavia questa, l'unica tecnica per acquisire immagini funzio-
nali. Esistono infatti la tomograa ad emissione di positroni (PET) e la
tomograa ad emissione di fotone singolo (SPECT) che basano il loro fun-
zionamento sulla rilevazione di radiazioni emesse da un radiofarmaco prece-
dentemente iniettato nel soggetto. Presentano tuttavia entrambe una bassa
risoluzione spaziale, un elevato livello di rumore e prevedono l'uso di radia-
zioni ionizzanti. Questo ha fatto s  che la MRI ne diventasse una valida
alternativa.
L'aspetto funzionale, osservabile tramite MRI, che si vuole mettere in
evidenza con questo lavoro  e la quanticazione dell'emodinamica cerebrale.
La cui conoscenza  e di notevole importanza nello studio di patologie come
neoplasie cerebrali, sclerosi multipla, ischemie, infarti, epilessia e demenza
senile.
56 CAPITOLO 1. INTRODUZIONE
Tra le tecniche di imaging funzionale mediante risonanza magnetica, che
permettono la valutazione della perfusione ematica, la DSC-MRI (Dyna-
mic Susceptibility Contrast - Magnetic Resonance Imaging)  e ad oggi la pi u
promettente. Prevede l'iniezione di un agente di contrasto non radioatti-
vo, generalmente il Gadolinio, e la successiva acquisizione di immagini MR
con opportune sequenze. Il segnale DSC-MRI ottenuto rappresenta l'anda-
mento nel tempo della concentrazione del tracciante nel volume considerato
e viene descritto tramite un modello basato sulla teoria dei traccianti non
diusibili. L'emodinamica viene quanticata stimando il 
usso cerebrale
ematico (CBF), il volume cerebrale ematico (CBV) e il tempo medio di
transito (MTT).
Per giungere ai parametri elencati  e indispensabile stimare la funzione
residuo, R(t) che indica la frazione di agente di contrasto rimanente nel tes-
suto al tempo t e stimare inoltre la concentrazione di agente di contrasto nel
sangue, CAIF(t). Sono questi gli aspetti pi u delicati della tecnica, in par-
ticolare il primo, in quanto richiede l'uso dell'operazione di deconvoluzione,
nota per le dicolt a e i problemi che comporta.
Le tecniche di deconvoluzione si classicano in due categorie principali:
non parametriche o modello indipendenti e parametriche o modello dipen-
denti. Due, appartenenti alla prima classe dette Nonlinear Stochastic Re-
gularization (NSR) [6] e Stable Spline (SS) [34] sono state approfondite e
ottimizzate per la loro applicazione in DSC-MRI e confrontati i risultati ot-
tenuti con quelli forniti dalla tecnica considerata di riferimento (SVD) e da
una sua variante, cSVD.
Il lavoro  e organizzato nei seguenti punti.
Al Capitolo 2, dopo dei brevi cenni sui principi alla base della risonanza
magnetica, viene presentato lo stato dell'arte per quanto riguarda la DSC-
MRI. Il ruolo dell'agente di contrasto, l'acquisizione del segnale MR e la
sua conversione in segnale di concentrazione. La teoria della diluizione e
la quanticazione dei parametri emodinamici (CBF, CBV e MTT). Viene
poi presentata l'operazione di deconvoluzione e descritte le principali tec-
niche. Inne si aronta il problema della stima della concentrazione arteriale
illustrando i problemi ad essa legati.
Al Capitolo 3 si presenta il data-set utilizzato per le analisi degli algoritmi
e come viene stimata la concentrazione arteriale del tracciante. Viene poi
preso in considerazione il metodo NSR illustrandone la formulazione teorica
e le modiche apportate per la sua ottimizzazione. In modo analogo anche
per la SS. Inne ci si soerma sull'operazione di clustering che  e preliminare
per l'ottimizzazione di entrambi gli algoritmi.
Al Capitolo 4 vengono riportati i risultati ottenuti dalle analisi svolte.
Evidenziando le considerazioni fatte per ottimizzare le tecniche di decon-
voluzione e le dierenze riscontrate tra la versione originale e le versioni
modicate per l'ottimizzazione. Vengono poi applicate ad un soggetto aet-7
to da sclerosi multipla e valutati i diversi risultati ottenuti con SVD, cSVD,
NSR e SS in corrispondenza delle lesioni in materia grigia.
Al Capitolo 5 si valutano i risultati ottenuti sottolineando pregi e difetti
delle versioni proposte.
Al Capitolo 6 si traggono le conclusioni e si propongono dei suggerimenti
per ulteriori miglioramenti.Capitolo 2
DSC-MRI, stato dell'arte
2.1 Nozioni di Risonanza Magnetica Nucleare
L'acquisizione di immagini di Risonanza Magnetica si basa su un fenomeno
sico, detto appunto, Risonanza Magnetica Nucleare (NMR) che si mani-
festa nel momento in cui il nucleo di un atomo interagisce con un campo
magnetico. Tale evento si verica in molti atomi, tra cui 1H, 13C, 19F e
31P particolarmente signicativi in NMR perch e ampiamente diusi nei tes-
suti biologici e per la capacit a di generare un segnale ben distinguibile dal
rumore di fondo.
La propriet a fondamentale che un nucleo deve possedere perch e si mani-
festi il fenomeno di NMR  e avere lo spin diverso da zero, ci o si verica negli
atomi con numero atomico o numero di massa dispari. Il moto del nucleo
pu o essere paragonato a quello di una trottola e lo spin, ad esso associato, in-
dica il momento angolare interno che, trattandosi di particelle subatomiche
e dovendo quindi applicare le leggi della meccanica quantistica, assume dei
valori quantizzati. Considerando inoltre che il nucleo  e caratterizzato da
una carica elettrica, gli si pu o associare un momento magnetico.
Per la sua abbondanza nei tessuti e per avere la pi u elevata frequenza di
risonanza tra i nucleotidi di interesse biologico, l'idrogeno (1H)  e l'atomo di
riferimento in MRI (magnetic resonance imaging). Il suo spin ha valore 1
2
ci o comporta l'identicazione di due livelli energetici discreti che gli atomi
possono assumere se sottoposti all'azione di un campo magnetico esterno.
In assenza di campi magnetici esterni, i momenti magnetici hanno di-
rezione casuale e risultante nulla. Si riesce a ricavare dell'informazione utile
agendo sul sistema con un campo magnetico statico esterno B0 (per conven-
zione a B0 viene fatto coincidere l'asse Z). In questo modo ogni atomo tende
ad allineare il proprio momento magnetico e inizia a ruotare descrivendo un
cono con asse coincidente alla direzione di B0 (moto di precessione).
Ogni momento magnetico e associabile ad una vettore di magnetizzazione
ed  e conveniente considerare, all'interno di ogni voxel, il vettore risultante




Il verso in cui si dispongono i momenti magnetici non  e univoco infatti,
essendo due i livelli energetici, si hanno Nup atomi detti spin-up (a bassa
energia) e Ndown atomi spin-down (ad elevata energia).
Figura 2.1: Vettore magnetizzazione risultante dopo l'applicazione di B0
Per entrambi, il vettore risultante ha componente sul piano XY nulla
perch e i singoli spin non ruotano in fase quindi la somma della magnetiz-
zazione trasversale  e zero (Mxy = 0). Rimane allora solo la componente
lungo Z, che presenta verso concorde a quello di B0 per gli spin-up e verso
opposto per gli spin-down. Per la condizione di equilibrio dinamico si veri-
ca che Nup > Ndown, ci o implica che il vettore magnetizzazione risultante
  !
M ha verso concorde con il campo magnetico esterno B0 (Mz = M0), come
si vede in Figura(2.1)
L'applicazione di una campo esterno oltre a variare l'orientazione dei
singoli momenti magnetici ne varia anche la velocit a di rotazione, facendo s 
che ogni moto di precessione abbia la stessa velocit a. Il legame tra frequenza




  B0 (2.1)
con 
0 frequenza di Larmor, 
 rapporto giromagnetico (caratteristico di
ogni elemento) e B0 campo esterno.
Se oltre ad applicare B0 si perturba il sistema con un campo magnetico
B1 rotante nel piano ortogonale a B0 (il piano XY ) e scegliendo la pulsazione
di B1 coincidente con quella di Larmor (condizione di risonanza)  e possibile
deviare il vettore di magnetizzazione. In altre parole cedendo suciente
energia  e possibile saturare il sistema di spin ed ottenere l'annullamento
della componente Mz portando cio e il rapporto
Nup
Ndown ad assumere valore2.1. NOZIONI DI RISONANZA MAGNETICA NUCLEARE 11
unitario. Si osserva infatti che considerando un sistema di riferimento sso
con l'asse Z il vettore
  !
M descrive un moto a spirale su una supercie sferica.
La componente Mz andr a via via diminuendo e comparir a una componente
Mxy, dovuta alla rotazione in fase degli spin attorno a B0, Figura(2.2), che
per induzione produrr a un segnale elettrico proporzionale in una bobina
ricevente. Se il tempo di applicazione di B1  e suciente ad avere Mz = 0
allora si parla di impulso a 90o. Una volta terminata l'eccitazione il sistema
torna spontaneamente all'equilibrio, la componente Mz recupera il suo valore
iniziale (M0) e la componente trasversale Mxy decade a zero. Il segnale
ricevuto dalla bobina  e approssimabile con un esponenziale decrescente e
viene detto Free Induction Decay (FID).
Figura 2.2: Eetti dell'impulso a radiofrequenza B1 su un singolo momento
magnetico . In un sistema di coordinate (X0;Y 0;Z0) solidale al campo
B0, quindi con assi X0 e Y 0 rotanti alla frequenza di Larmor, la precessione
attorno a B0 non  e visibile e in seguito all'applicazione di B1 lungo X0, 
ruota di =2 posizionandosi in Y 0 (a). In un sistema sso (X;Y;Z) invece il
vettore  descrive un moto a spirale su una supercie sferica (b).
Il FID  e un'oscillazione smorzata con ampiezza massima dipendente da
M0 e quindi dalla densit a protonica (), il suo andamento temporale dipende
invece da due costanti di tempo, T1 e T2, legate ai fenomeni di rilassamento.
T1  e detto tempo di rilassamento longitudinale,  e il tempo richiesto per il
completo recupero di Mz ed  e determinato dalle interazioni fra spin e mezzo
circostante che tendono a far ritornare la componente longitudinale allo
stato di equilibrio. Il ritorno all'equilibrio della magnetizzazione trasversale
Mxy avviene invece per due motivi: le interazioni molecolari (T2 puro) e le
disomogeneit a del campo B0 (T2 di disomogeneit a di campo). La costante
di tempo che considera entrambe i fenomeni  e detta T2 star e indicata con
T
2.
Per la formazione dell'immagine occorre acquisire il FID da ogni voxel
che la compone. Ci o  e possibile grazie all'uso di tre ulteriori campi magnetici
statici spazio-varianti (Gx, Gy, Gz) che riescono a selezionare un voxel per12 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
volta sfruttando la condizione di risonanza, cio e solo i voxel, i cui vettori di
magnetizzazione hanno frequenza coincidente con la pulsazione del campo
magnetico, si possono perturbare.
Il modo in cui il FID dipende da T1, T2 e  pu o variare ed  e possibile
enfatizzare la dipendenza da uno dei tre parametri scegliendo la sequenza di
acquisizione opportuna. Le sequenze fondamentali sulle quali si basano tutte
le sequenze di acquisizione in MRI sono la Spin-Echo (SE) e la Gradient-
Echo (GE). Una grandezza fondamentale in tutte le sequenze  e il tempo di
ripetizione (TR) ossia il tempo fra l'inizio di una sequenza e la successiva;
 e infatti importante eseguire pi u volte la stessa sequenza per ottenere pi u
segnali FID altrimenti una darebbe valori estremamente bassi.
La sequenza Spin-Echo applica un impulso di 90o che ribalta la magnetiz-
zazione nel piano trasversale e successivamente quest'ultima inizia a perdere
fase. Dopo un tempo TE=2 viene applicato un impulso di 180o. Tale impulso
ruota la magnetizzazione di 180o rispetto all'asse X e riallinea gli spin che
dopo un tempo TE=2 producono un segnale chiamato eco. TE viene denito
come il tempo tra un impulso di 90o e la massima ampiezza dell'eco. Questa
sequenza presenta lo svantaggio che nel caso di T1 particolarmente lunghi, il
tempo necessario per acquisire l'intera immagine pu o diventare signicativo.
La sequenza Gradient-Echo vuole limitare i tempi di acquisizione richie-
sti dalla SE sfruttando il fatto che se la magnetizzazione viene ruotata di
un angolo  minore di 90o la sua componente MZ riacquister a l'equilibrio
molto pi u rapidamente, ma ci sar a un segnale con ampiezza minore. Il fatto
di dover usare un gradiente di campo magnetico invece che un impulso di
180o, per il rifasamento, rende le immagini intrinsecamente pi u sensibili alle
disomogeneit a di campo magnetico.
2.2 Dynamic Susceptibility Contrast-MRI
La conoscenza dell'emodinamica cerebrale ha un'importanza cruciale nel-
la comprensione delle funzionalit a del cervello sia in soggetti sani che in
condizioni patologiche. Risulta possibile stimare la perfusione cerebrale sia
tramite risonanza magnetica che con la PET (Positron Emission Tomogra-
phy). Molteplici sono per o i vantaggi ottenibili dalla MRI: non fa uso di
radiazioni ionizzanti al contrario della PET e inoltre si hanno a diposizione
pi u tecniche per misurare la perfusione avendo comunque un alto livello
di risoluzione spaziale e temporale. In particolare la DSC-MRI (Dynamic
Susceptibility Contrast-MRI)  e una delle pi u interessanti tecniche che ne per-
mette lo studio. Basa il suo funzionamento sull'iniezione di un mezzo di con-
trasto intravascolare paramagnetico, il Gadolinio, e la contemporanea acqui-
sizione del segnale MR con opportune sequenze che permettono dopo essere
state elaborate di ricavare informazioni sulla perfusione cerebrale e quanti-2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 13
care dei parametri emodinamici quali il 
usso cerebrale ematico (CBF), il
volume ematico (CBV) ed il tempo medio di transito (MTT).
Verrano ora arontati i temi della conversione del segnale NMR in se-
gnale di concentrazione, la quanticazione, da quest'ultimo, dei parametri
di perfusione, le problematiche relative all'operazione di deconvluzione, i
metodi per eettuarla e inne la stima della concentrazione arteriale.
2.2.1 Dal segnale NMR alle concentrazioni
L'iniezione di un tracciante esogeno, nel nostro caso il gadolinio, genera su
scala atomica dei campi magnetici locali estremamente intensi e altera le
propriet a intrinseche di risonanza dei tessuti.
Nel momento in cui il tessuto, per esempio quello cerebrale,  e posizionato
all'interno di un magnete, si manifesta un campo magnetico che dipende sia
dalle caratteristiche del magnete che dalle propriet a del tessuto stesso. Il
campo magnetico interno del tessuto Bint pu o essere descritto da
Bint = B0(1 + ) (2.2)
dove B0  e il campo magnetico applicato e  la suscettivit a magnetica
del tessuto. I materiali paramagnetici hanno  > 0, questo comporta un
aumento del campo magnetico in quanto le molecole tendono ad allinearsi
ad esso. La suscettivit a magnetica del tracciante in soluzione  e diretta-
mente proporzionale alla sua concentrazione. La presenza dell'agente di
contrasto nel letto vascolare causa distorsioni del campo magnetico nei tes-
suti circostanti e l'insorgenza del fenomeno del de-phasing. Infatti i nuclei
di idrogeno, di questi tessuti prossimi ai vasi, modicano la loro frequenza
di rotazione (de-phasing) in risposta alla debole alterazione del campo ma-
gnetico riducendo cos  i valori dei tempi di rilassamento T2 e T2 . Il tutto
ha come conseguenza la diminuzione del segnale NMR.
Assumendo per il rilassamento un andamento mono-esponenziale, l'in-
tensit a del segnale NMR con sequenze di acquisizione pesate T2 e T2 sono
date da
S = S0(PD;TR;T1)exp TE=T2 (2.3)
S = S0(PD;TR;T1)exp TE=T
2 (2.4)
dove S0(PD;TR;T1) include la dipendenza del tempo di rilassamen-
to longitudinale (T1), il tempo di ripetizione (TR) e la densit a protonica
(PD). Il termine esponenziale descrive la perdita di rilassamento trasversale
determinata dal TE e il tempo di rilassamento trasverso T2 e T2.
Al momento del passaggio del tracciante paramagnetico nel letto vas-
colare, si genera una dierenza di suscettivit a tra la spazio intra- ed extra-
vascolare, che provoca la distorsione del campo e il fenomeno del de-phasing.
Ci o si manifesta con un incremento dei tassi di rilassamento R2 = 1=T2 ed14 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
R2 = 1=T2 che sono legati alla concentrazione intravascolare del tracciante
Cb





dove r2 e r
2 sono le rilassanze trasverse e dipendono dal volume di sangue
e dalla morfologia vascolare [8, 22] mentre R20 e R
20 sono i tassi di rilassa-
mento intrinsechi del tessuto in assenza dell'agente di contrasto.  E da notare
che nel convertire il segnale da NSR a concentrazione le rilassanze trasverse
saranno considerate le stesse per tessuti diversi, il che non  e sempre vero.
Indicando con S0 e S(t) il segnale acquisito da una sequenza SE allo
stato basale (prima dell'arrivo del tracciante) e nel tempo t dopo l'iniezione














con V OI una costante di proporzionalit a non nota del VOI (Volume of
Interest) che dipende dal tessuto, dall'agente di contrasto, dall'intensit a del
campo magnetico e dalla sequenza di stimolazione. Essendo appunto non
nota viene generalmente posta uguale ad uno, introducendo quindi un errore
nella stima di Ct(t) e impedendo l'attribuzione di un'unit a di misura alla
curva che viene allora considerata adimensionale.
Nel caso in cui il segnale fosse acquisito da una sequenza GE si ar-
riverebbe comunque a ricavare un'equazione simile per il calcolo della con-
centrazione del tracciante.
Figura 2.3: Eetti del passaggio del tracciante paramagnetico sul segnale
NMR e sul segnale di concentrazione.
La Figura(2.3) riassume quanto accade al momento del passaggio del
tracciante, in particolare come il segnale NMR subisca una diminuzione a
causa dell'incremento dei tassi di rilassamento e come invece il segnale di
concentrazione del tracciante aumenti.2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 15
Una volta ottenuto il segnale Ct(t) non sar a raro notare la presenza del
ricircolo. Si potr a riconoscere dall'esistenza di un secondo picco inferiore al
primo o un incompleto ritorno al valore basale dopo il primo passaggio del
tracciante. Assumendo nella teoria della diluizione l'assenza del ricircolo, il
fatto di incontrarlo in Ct(t) pu o portare ad una sovrastima dei parametri
emodinamici. Per eliminarlo una possibile soluzione  e separare dal segnale
la parte dov' e presente, selezionando tramite una soglia solamente i dati
che includono il picco iniziale. I problemi legati alla scelta di tale soglia
sono dovuti alla parziale sovrapposizione del primo picco con quello relativo
al ricircolo. Alternativamente si pu o usare una funzione Gamma-variata
per descrivere il segnale Ct(t), Figura(2.4) questo approccio  e comunemente
usato [7, 28, 29, 36]. Non  e consigliato per o in caso di alcune patologie
come severe lesioni ischemiche o tumori, in queste situazioni la possibilit a di
interpolare i dati con una Gamma-variata deve essere attentamente valutata,
in quanto si possono introdurre errori dovuti ad un t scorretto .
Figura 2.4: Concentrazione del tracciante (curva a punti) e relativo t con
funzione Gamma-variata (linea continua) per l'eliminazione del ricircolo.
2.2.2 Teoria della diluizione e quanticazione
Il modello usato per quanticare le immagini DSC-MRI si basa sui principi
della cinetica dei traccianti non diusibili (Teoria della diluizione) [49, 50].
Un'immagine MRI di un generico volume anatomico  e formata da pi u
slice (o fette) caratterizzate da uno spessore e suddivise in unit a elemen-
tari tridimensionali (VOI). Gran parte della trattazione seguente descrive i
fenomeni che si vericano all'interno di un VOI.
Nel modellare la dinamica di un tracciante che si dionde in un VOI si
fanno le seguenti assunzioni:16 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
1. L'agente di contrasto  e totalmente non diusibile;
2. Non c' e presenza di ricircolo dell'agente di contrasto;
3. L'agente di contrasto  e contenuto nello spazio intravascolare, ci o im-
plica che la barriera ematoencefalica (Blood-Brain Barrier, BBB) sia
intatta;
4. Il sistema  e in stato stazionario per tutta la durata dell'esperimento,
quindi il 
usso sanguigno  e assunto costante. Di conseguenza solo un

usso stazionario pu o essere misurato in un esperimento o 
ussi che
variano molto lentamente facendo pi u esperimenti in serie;
5. L'agente di contrasto non deve perturbare troppo il sistema in analisi.
Iniettando un bolo di tracciante e indicando con CV OI(t) la sua concen-
trazione in un VOI al tempo t quest'ultima pu o essere descritta tramite le
seguenti tre funzioni:
 Arterial Input Function (AIF) CAIF(t): la concentrazione di tracciante
entrante nel VOI da un vaso al tempo t.
 Transport Function h(t): rappresenta la densit a di probabilit a che una
particella di tracciante ha di uscire dal VOI al tempo t se al tempo
t = 0 ve ne entrava un bolo di ampiezza unitaria. Indicando con
CV (t) la concentrazione di tracciante che lascia il VOI al tempo t e
con CAIF(t) quella entrante al VOI si ha:
CV (t) = CAIF(t) 
 h(t) (2.8)
h(t)  e caratteristica del sistema e presenta la dimensione dell'inverso
di un tempo (1=s). Dipende dal 
usso e dalla struttura vascolare del




h()d = 1 (2.9)
 Residue Function R(t): indica la frazione di tracciante presente nel
VOI al tempo t, conseguenza di un bolo unitario in ingresso a t = 0;  e
denita come




il termine integrale, data la denizione di h(t), indica la frazione di
tracciante che ha lasciato il VOI nel tempo t. Si evince che R(t)  e2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 17
adimensionale, positiva, decrescente e in t = 0 vale 1 (R(0) = 1) per
l'ipotesi del bolo unitario in ingresso. Nel momento in cui del sistema
in analisi si conosce h(t) e quindi anche R(t), per una data funzione
di ingresso CAIF(t)  e possibile ricavare l'andamento del tracciante in
uscita (CV (t)) o rimanente (CV OI(t)).
I tre parametri quanticabili dal modello sono:
 volume ematico cerebrale (CBV: Cerebral Blood Volume);
 
usso ematico cerebrale (CBF: Cerebral Blood Flow);
 tempo di transito medio (MTT: Mean Transit Time).
Il CBV  e denito come il rapporto tra il volume ematico contenuto in un
VOI e quello complessivo del VOI. Da immagini DSC-MRI pu o essere cal-
colato dal rapporto tra l'area sotto la curva di concentrazione del tracciante
nel VOI (CV OI(t)) e l'area sotto la curva di concentrazione del tracciante









dove  indica la densit a del tessuto cerebrale e kH la dierenza di ema-





Risulta fondamentale introdurre questo fattore nel calcolo del CBV altri-
menti non verrebbe presa in considerazione la componente corpuscolata del
sangue in quanto il tracciante ha accesso al solo compartimento plasmatico.
L'unit a di misura usata per il CBV  e generalmente millilitri per 100 grammi
di tessuto (ml=100g) o microlitri per grammo (ml=g).
Un secondo parametro quanticabile  e l'MTT, che rappresenta il tempo
















Applicando il Teorema del Volume Centrale della teoria della diluizione





Dimensionalmente l'MTT  e un tempo, espresso comunemente in secondi.
Inne combinando le Eq(2.14 2.15 2.11) si ricava una relazione che lega



































CAIF()R(t   )d (2.18)
L'uso dell'operatore di convoluzione pu o essere intuito pi u facilmente
pensando alla AIF come un treno di boli CAIF()d iniettati al tempo .
Per ogni singolo bolo la concentrazione di tracciante presente nel tessuto al
tempo t  e proporzionale a CAIF()  R(t   )d e la concentrazione totale
CV OI(t) sar a data dalla somma di ogni contributo (cio e dall'integrale nel
tempo). Immaginando il caso pi u semplice in cui la CAIF(t)  e un impulso
(un solo bolo), la concentrazione di tracciante nel VOI (CV OI(t)) avr a la
stessa forma di R(t) ma ampiezza data da

kHCBF  CAIF(0). L'Eq(2.18)
rappresenta la relazione fondamentale su cui si basa la stima di un 
usso
usando i traccianti non diusibili.
Avendo a disposizione i segnali DSC-MRI si possono ricavare le concen-
trazioni nel tempo di CAIF(t) e CV OI(t), a tal punto  e facilmente calcolabile
il CBV Eq(2.11). Pi u complessa risulta invece la stima del CBF in quanto
richiede l'utilizzo dell'operazione di deconvoluzione tra i due segnali noti,
per poter ottenere R(t) = CBF  R(t) a meno del fattore costante =kH.
Sapendo che R(0) = 1 si ottiene CBF = R(0). Nella realt a avendo a che
fare con il fenomeno della dispersione quindi non essendo pi u vero che R(t)
 e una funzione decrescente e a valore unitario in zero, si calcola il CBF come
maxfR(t)g.
Il CBF  e espresso in millilitri per 100 grammi di tessuto per minuto
(ml=100g=min) o microlitri per grammo per secondo (ml=g=sec).
La Figura(2.5) riassume i passi principali per la quanticazione di im-
magini DSC-MRI.
Dicilmente nella pratica si associano le unit a di misura sopra elencate
ai tre parametri emodinamici, questo  e dovuto alla dicolt a di conoscere il2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 19
Figura 2.5: Operazioni per la quanticazione di immagini in DSC-
MRI: dall'acquisizione del segnale (sinistra) alle generazione delle mappe
parametriche (destra) di CBF, CBV e MTT.20 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
preciso valore assunto da tutte le costanti che entrano in gioco. Ci o com-
porta l'impossibilit a di quanticare in modo assoluto i parametri e quello
che si  e cercato di fare n'ora  e stato assegnate alle costanti dei valori che
permettessero di ricavare dei risultati concordi con quelli ottenuti con altre
tecniche (per esempio la PET) [38, 39]. Nonostante questo non  e anco-
ra stato denito uno standard per arrivare alla quanticazione assoluta dei
parametri di perfusione e vengono generalmente utilizzati i valori relativi.
2.2.3 Deconvoluzione
Come visto in precedenza la relazione chiave per ottenere il CBF  e l'Eq(2.18)
e la sua risoluzione richiede un'operazione di deconvoluzione.
Ci o che si vuole risolvere  e un problema inverso, in quanto del sistema
si conoscono l'uscita e l'ingresso ne rimane da determinare la risposta im-
pulsiva, calcolabile tramite la deconvoluzione. Nell'eseguire tale operazio-
ne ci si scontra principalmente con due questioni: la mal-posizione e il
mal-condizionamento del problema.
Per mal-posizione si intende che la soluzione non  e unica, nel senso che
gli stessi segnali discreti di ingresso e di uscita si possono avere con dierenti
risposte impulsive. Per mal-condizionamento che anche un basso livello di
rumore nei segnali in uscita porta a grandi errori nella stima della risposta
impulsiva, si verica cio e un'amplicazione nella varianza dell'errore della
stima, tale eetto  e tanto peggiore quanto pi u alta  e la frequenza di cam-
pionamento e a parit a di frequenza di campionamento peggiora nel caso di
sistemi pi u lenti .
I metodi di deconvoluzione si dividono principalmente in due categorie.
Le tecniche modello-dipendenti che descrivono la soluzione del problema
tramite una funzione parametrica. Si superano in questo modo i problemi di
mal-condizionamento e mal-posizione in quanto si tratta di una stima para-
metrica, tale approccio per o non risulta molto robusto in quanto comporta
delle limitazioni sulla forma della risposta impulsiva dovute alla funzione
parametrica che viene scelta.
La seconda categoria  e formata dai metodi modello-indipendenti che non
assumono nessuna ipotesi sulla soluzione del problema per questo sono pi u

essibili dei precedenti anche se comunque non riescono a risolvere i problemi
del mal-condizionamento e mal-posizione.
Tra gli appartenenti alla prima categoria descritta si ricordano: la soluzione
proposta da Larson e colleghi [Larson K.B. Et al., JTB 170, 1994] che sug-
geriscono un modello esponenziale per la funzione residuo ipotizzando per
la struttura micro-vascolare un unico compartimento e da stergaard e col-
leghi [stergaard L. et al., JCBFM 19, 1999] che introducono un modello
pi u completo per la descrizione dell'eterogeneit a del 
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brale, tenendo in considerazione la dierenza tra 
usso macro-vascolare e
micro-vascolare.
Dei metodi modello-indipendenti il pi u immediato e l'applicazione diretta
del teorema della convoluzione con trasformate di Fourier che aerma che
la trasformata della convoluzione di due funzioni equivale al prodotto delle
loro trasformate, in formule
FfCV OI(t)g = FfCBF  R(t) 
 CAIF(t)g = CBF  FfR(t)g  FfCAIF(t)g
(2.19)
da cui






A fronte della semplicit a della tecnica non mancano opinioni discordanti
in letteratura sui risultati ottenuti con tale metodo.
Un secondo esempio  e la raw-deconvolution [De Nicolao G. et al., Auto-
matica 33, 1997]. Assumendo che sia la concentrazione tissutale che arteriale
siano misurate ad intervalli di tempo equidistanti, ti = ti 1 + t e che la
funzione R(t) = CBF  R(t) sia approssimabile con una funzione gradino
quindi costante in t, l'Eq(2.18) in forma discreta diventa
CV OI(tj)  = CBF  t
j X
i=0
CAIF(ti)R(tj   ti) (2.21)
e in forma matriciale
CVOI = CBF  t  CAIF  R (2.22)
dove CVOI  e un vettore N 1, CAIF una matrice N N, R un vettore
N  1 e t il passo di campionamento. Potendo invertire CAIF quindi
avendo det(CAIF) 6= 0
CBF  t  R(t) = CAIF
 1  CVOI (2.23)
La funzione residuo calcolabile da tale tecnica risulta molto sensibile al
rumore, presentando marcate oscillazioni non siologiche pur avendo una
ricostruzione della concentrazione tissutale perfetta.
Il problema delle oscillazioni pu o essere arontato con il metodo di rego-
larizzazione di Phillips-Tikhonov, un ulteriore metodo modello-indipendente,
che rappresenta un'evoluzione della raw-deconvolution. Quest'ultima infatti
si basa sulla necessit a di avere una perfetta aderenza tra dati misurati e ri-
costruiti non preoccupandosi delle propriet a della funzione residuo stimata.
Con la regolarizzazione si vuole invece raggiungere un giusto compromes-
so tra aderenza ai dati, regolarit a e rispetto della siologicit a della funzione22 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
residuo. Come nella raw-deconvolution, anche nella regolarizzazione la stima
avviene risolvendo un problema di ottimizzazione, ricercando cio e il mini-
mo di una funzione costo. Tale funzione nel caso della regolarizzazione di
Phillips-Tikhonov  e formata dall'unione di due contributi. Il primo coincide
con la funzione costo della raw-deconvolution quindi predilige l'aderenza ai
dati, il secondo  e un indicatore dell'irregolarit a della funzione stimata. Il
problema viene esposto con la seguente formulazione
^ u = min
^ u
(y   G^ u)TB 1(y   G^ u) + 
^ uTFTF^ u (2.24)
e sostituendo le variabili con quelle propre della DSC-MRI




 ^ RTFTF^ R (2.25)
dove F  e una matrice che contiene i pesi con cui valutare le variazioni
delle componenti del vettore ^ R (la funzione residuo da stimare). Lo scalare
(non negativo) 
  e detto parametro di regolarizzazione e indica quanto nella
stima si voglia privilegiare l'aderenza ai dati rispetto alla regolarit a del-
la soluzione. Pi u  e elevato il valore di 
 pi u regolare sar a la soluzione e
viceversa.
La matrice F penalizza la funzione costo, aumentandone il valore, nel
caso in cui la soluzione ^ R non rispetti le propriet a note a priori.
In [Calamante F. et al., MRM 50, 2003]  e stata scelta per F, compiendo















con F matrice (N   1)  N, con N numero dei campioni nel segnale di
concentrazione. Non risulta per o adatta per regolarizzare R(t) in presenza
di dispersione. In tal caso infatti la rapida salita iniziale sarebbe considerata
come un'oscillazione indesiderata e verrebbe attenuata, per questo la matrice







con Fmod matrice N N, Ip matrice identit a pp, 0jk matrice di zeri
j k e ~ L  e la matrice L ridotta alle dimensioni (N  p)(N  p+1). Cos 
facendo le oscillazioni nei primi p campioni non vengono ridotte, dagli studi
condotti per tempi di ripetizione da 1 s a 0.3 s e per SNR e MTT variabili,
risulta che il valore ottimo  e p = 2.2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 23
Il punto chiave nel metodo di regolarizzazione  e la selezione del valore
ottimo per 
, a tal proposito in letteratura sono stati proposti numerosi
approcci: il criterio di discrepanza, il criterio del minimo rischio, il criterio
di ordinaria cross-validazione, il criterio di cross-validazione generalizzata e
il criterio L-curve.
Quanto visto nora d a un'interpretazione del metodo di regolarizzazione
in ambito deterministico: del vettore incognito esiste un valore vero e se ne
determina una stima sfruttando i dati dell'esperimento.
Un altro approccio consiste nel considerare il problema di regolariz-
zazione nel contesto stocastico, in tal caso il vettore incognito lo si pensa
come una realizzazione di un processo aleatorio.
I vettori u e y li si considera vettori aleatori a media nulla, con matrici di
covarianza u = 2(FTF) 1 e y = B. Il problema di deconvoluzione pu o
allora essere risolto in termini di stima bayesiana. Si ottiene cos  per u una
stima a minima varianza d'errore dato il segnale misurato y. L'informazione
a priori che u(t) deve essere un segnale regolare (smooth) viene aggiunta
modellandolo tramite un processo stocastico ottenuto da una serie di m
integratori con ingresso un rumore bianco fwkg a media nulla e varianza 1=

(
 = 1=2). Per m = 1, u(t) viene descritta da un modello random-walk
uk = uk 1 + wk (2.28)
con u0 = 0 e k = 1;2;:::;N. Per entrambi gli approcci si giunge alla
soluzione risolvendo l'equazione in forma chiusa
^ u = (GTB 1G + 
FTF) 1GTB 1y (2.29)
Si riesce cos  ad ottenere una stima di u(t) che sia smooth. Non c' e
per o nessun vincolo sulla non negativit a, propriet a importante trattandosi
di segnali siologici. Tale condizione pu o essere aggiunta, in ambito stoca-
stico, usando per la descrizione a priori di u(t) un modello log-normal. In
particolare, il vettore incognito u  e formato dagli esponenziali delle compo-
nenti del vettore ulog descritto da una serie di m integratori con in ingresso
un rumore biancofwkg. In questa nuova formulazione dell'informazione a
priori, il parametro 
 diventa l'indice di regolarit a per flogfukgg. Nel caso
di m = 1, u(t) corrisponde
uk   uk 1
uk 1
= ewk   1 (2.30)
con u(0) = u0 e k = 1;2;:::;N. La soluzione in questa situazione
non  e esprimibile in forma chiusa, si deve ricorrere ad una stima maximim
likelihood per ottenere una stima di ^ ulog, dal quale inne si ricava ^ u, che
sar a smooth e non negativo.24 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
Su quest'ottica basa il suo funzionamento anche la Nonlinear Stochastic
Regularization (NSR) che assieme alla Stable Spline (SS) verr a descritta nel
prossimo capitolo.
Ulteriori tecniche modello-indipendenti sono la SVD e la cSVD che saran-
no arontate nei seguenti paragra, in quanto sono le tecniche pi u diuse in
letteratura per l'analisi dei dati DSC-MRI.
Singular Value Decomposition
In algebra lineare la Singular Value Decomposition (SVD)  e un'operazione
per la fattorizzazione di matrici reali o complesse particolarmente utilizzata
in analisi dei segnali o in statistica. Si pu o considerare una generalizzazione
del teorema di scomposizione spettrale in quanto permette di scomporre una
matrice nel prodotto di una matrice diagonale e di due matrici ortogonali
senza limitazioni riguardanti le caratteristiche della matrice da scomporre.
Trova applicazione nel calcolo della psuedo-inversa di una matrice, nel t
dei dati con il metodo dei minimi quadrati, nell`approssimazione di matrici,
nel calcolo del rango etc.
Una versione modicata della SVD, chiamata SVD troncata,  e stata
sviluppata per trovare applicazione nel campo DSC-MRI da stergaard e
colleghi [28, 29] diventando il gold-standard nelle tecniche di quanticazione
dell'emodinamica cerebrale con DSC-MRI.
Per implementare questa tecnica si considera l'Eq(2.21) relativa alla
convoluzione discreta che in notazione vettoriale pu o essere scritta come
A  b = c (2.31)
dove A  e una matrice N  N triangolare inferiore di Toeplitz (Aij =
CAIF(t1+i j);8i  j) con la prima colonna contenente gli elementi di CAIF(ti);
i = 1;2:::;N, b quelli di R(ti);i = 1;2:::;N, e c i valori della con-
centrazione di tracciante nel tessuto. Il calcolo del vettore b pu o essere
eseguito iterativamente per ogni suo componente, ad ogni modo questo ap-
proccio risulta molto sensibile al rumore e ci o si manifesta nella presenza di
oscillazioni nel vettore R(t) ottenuto. Per ora questa formulazione  e la stes-
sa di quella vista per la raw-deconvolution, Eq(2.22). Nel risolvere quindi
l'Eq(2.31) si deve minimizzare sia l'eetto del rumore che la distanza tra
dati predetti e misurati
jA  b   cj (2.32)
dove jj nell'Eq(2.32) rappresenta la norma del vettore.
L'approccio algebrico ipotizza che le concentrazioni arteriale e tissutale
siano costanti tra due misurazioni successive. Tuttavia nell'analisi DSC-
MRI, ci si aspetta che sia l'AIF che la funzione residuo varino su scale2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 25
temporali minori del tempo di campionamento: ci o fa concludere che con-
siderare le misure costanti a tratti non sia una buona approssimazione. Si
ipotizza allora che CAIF(t) ed R(t) abbiano una variazione lineare nel tem-




t[CAIF(ti j 1) + 4CAIF(ti j) + CAIF(ti j+1)]=6 0  j  i
0 altrimenti
(2.33)
Con la matrice A cos  formata SVD risolve l'Eq(2.32) introducendo le
matrici V, W e UT in modo che A si possa scrivere come
A = U  W 1  VT (2.34)
e la sua inversa A 1
A 1 = V  W  UT (2.35)
con W matrice diagonale, formata dagli autovalori di A e con V e UT
matrici ortonormali. Nota la matrice inversa, b quindi R(t) si ottiene come
b = V  W  (UT  c) (2.36)
Nel contesto della DSC-MRI l'utilizzo dell'SVD fa s  che gli elementi
diagonali di W siano zero o molto vicini a zero e corrispondano all'Eq(2.21)
in forma lineare. Questo permette di identicare gli elementi della matrice
A che provocano oscillazioni non siologiche nella soluzione di b. In altre
parole l'SVD ipotizza che le componenti legate agli autovalori pi u piccoli
siano dovute al rumore presente nei dati, quindi sono da ritenere le respon-
sabili del mal-condizionamento nella deconvoluzione. L'operazione di SVD
ssa un valore di soglia PSV D al di sotto del quale gli autovalori vengono
posti a zero. In questo modo si incrementa la regolarit a della soluzione e si
minimizzano gli eetti indesiderati.
Data la semplicit a e la velocit a computazionale tale approccio  e il pi u
utilizzato in campo clinico. Numerosi sono per o i problemi che si incontrano
nella sua applicazione. Innanzitutto i valori di CBF ottenuti da SVD dipen-
dono fortemente dal valore della soglia (PSV D) selezionata per eliminare gli
elementi diagonali di W. Generalmente la soglia usata corrisponde al 20%
del massimo autovalore di A. Si  e giunti a questo valore tramite studi di
simulazione con valori tipici di rapporto segnale rumore per dati di DSC-
MRI e scanner a 1.5T [28, 29], ulteriori studi suggerisco di correggere la
soglia in relazione al SNR. Inoltre questa tecnica introduce delle oscillazioni
indesiderate e la funzione residuo ricostruita presenta valori negativi quindi
non siologici. Ci o  e lontano dalla realt a e non sempre accettabile, special-
mente in casi dove risulta interessante l'intera funzione residuo e non solo il26 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
suo massimo. Per esempio in presenza di ritardo e dispersione solo un'ac-
curata conoscenza di CBF  R(t) permette la correzione del'errore, l'uso di
SVD convenzionale in questi casi  e sconsigliato.
Block-Circulant Singular Value Decomposition
Una versione modicata di SVD fu proposta nel 2003 da Wu e colleghi, la
Block-Circulant Singular Value Decomposition (cSVD). Tale tecnica miglio-
ra la stima del 
usso implementando la deconvoluzione tramite una matrice
block-Circulant e rende il tutto meno sensibile alla dierenza di tempo tra
l'arrivo del tracciante in AIF e nel tessuto [45]. Nel denire l'Eq(2.21) si
assume che l'arrivo del mezzo di contrasto nel tessuto non possa anticipare
la AIF (ipotesi di causalit a), ma non usando una AIF locale (CAIF(t)) si
pu o vericare che il tracciante subisca un ritardo pari a td, avendo quindi
C
AIF(t) = CAIF(t td) perci o R(t) dovrebbe essere R(t+td) per CV OI(t).
Per o assumendo vera l'ipotesi di causalit a, R(t) non pu o essere stimata
correttamente dall'inversione eettuata nell'Eq(2.35), come avviene nella
SVD.
Sfruttando il concetto di deconvoluzione circolare, R(t) pu o essere rap-
presentata con R(t) traslata di td, nel tempo, in modo circolare.  E stato
dimostrato che la deconvoluzione circolare  e equivalente a quella lineare, ma
sore di aliasing. Che pu o essere risolto compiendo un'operazione di zero-
padding, portando la serie di campioni di CAIF(t) e CV OI(t), di lunghezza
N, ad una lunghezza L, pari a 2N. Sostituendo nell'Eq(2.32) la matrice A
con una matrice block-Circulant D i cui elementi sono
di;j =

ai;j j  i
aL+i j;0 altrimenti
(2.37)
L'Eq(2.31) pu o essere riformulata come
g = D  b (2.38)
dove g, f e D corrispondono rispettivamente a c, b ed A nell'Eq(2.31)
dopo lo zero-padding. Utilizzando l'SVD, la matrice D viene scomposta in
D = Uc  W 1
c  VT
c (2.39)
la sua inversa risulta allora
D 1 = Vc  Wc  UT
c (2.40)
ed esplicitando f
f = Vc  Wc  (UT
c  g) (2.41)2.2. DYNAMIC SUSCEPTIBILITY CONTRAST-MRI 27
I problemi che si manifestano con la deconvoluzione circolare sono un au-
mento del leakage in frequenza con comparsa di oscillazioni spurie nel segnale
deconvoluto per eetto della discontinuit a in t = 0 e t = L. Quest'ultime
vengono ridotte aumentando la soglia PSV D che pu o essere variata nch e
le oscillazioni della funzione residuo stimata non diventano inferiori ad un
livello desiderato. E inne si manifestano, come nella SVD convenzionale,
valori negati nel segnale R(t).
Dai risultati esposti da Wu e colleghi si conclude che le stime ottenute
con cSVD non sono in
uenzate dal tempo di arrivo del tracciante, superando
i problemi del ritardo riscontrati con SVD. Nel caso in cui non si veri-
cano dierenze nei tempi di arrivo del tracciante tra AIF e tessuto, le
prestazioni delle due tecniche sono comunque comparabili nonostante sia
stato dimostrato che in tale situazione i valori di CBF ottenuti da SVD sono
sovra-stimati.
2.2.4 Stima della concentrazione arteriale
Per poter eseguire l'operazione di deconvoluzione e determinare il prodotto
tra CBF e Residue Function R(t)  e indispensabile conoscere la curva di
concentrazione del tracciante nel vaso che irrora il VOI Eq(2.18). Riuscire
a stimarla correttamente  e uno dei problemi pi u delicati che interessano la
quanticazione di immagini DSC-MRI.
Molteplici sono i fattori che in
uenzano la forma dell'AIF: come avviene
l'iniezione del bolo di tracciante, la geometria vascolare, l'output cardiaco
e la resistenza vascolare cerebrale. Ci o permette di comprendere come la
curva di concentrazione arteriale (CAIF(t)) debba essere calcolata per ogni
soggetto, per ogni esperimento e in teoria anche per ogni voxel, in quanto
ognuno avr a una propria CAIF(t) che lo irrora. In questo caso si parla di AIF
locale [3, 16, 20]. Data l'elevata complessit a di tale approccio, praticamente
non si procede mai in questo modo ma si calcola una AIF globale sulla
base del segnale di concentrazione rilevato da un insieme di voxel assunti
appartenenti ad una porzione di un grande vaso che irrora l'intera slice.
Cos  si va a trascurare la distanza tra i voxel in cui viene calcolata l'AIF
e il voxel che si considera irrorato da tale AIF. Si comprende quindi come
sia importante, per fare in modo che le dierenze tra AIF vera e misurata
siano minime, che il sito scelto per estrarre i voxel su cui verr a calcolata
l'AIF sia il pi u vicino possibile alla regione d'interesse [2, 15] e sia un grande
vaso [13, 29, 36]. Generalmente l'arteria che viene utilizzata per estrarre
l'AIF  e l'Arteria cerebrale media (MCA o Arteria Silvana) che grazie alla
sua posizione mediana minimizza il ritardo [21, 26, 29].
I principali problemi che si riscontrano nella stima dell'AIF e che vanno
ad inciare direttamente il calcolo della mappa dei CBF sono: l'eetto da
volume parziale, l'eetto di saturazione, il ritardo e la dispersione.28 CAPITOLO 2. DSC-MRI, STATO DELL'ARTE
Con eetto da volume parziale si intende l'errore che pu o essere introdot-
to scegliendo dei voxel, per il calcolo della concentrazione arteriale, non ap-
partenenti ad un vaso ma al tessuto circostante. Ci o si verica a causa della
bassa risoluzione spaziale delle immagini DSC-MRI e tende a provocare una
sovrastima del CBF. Tale eetto dipende dalle dimensioni del vaso, dalla
sua posizione e orientamento. Pu o essere particolarmente compromettente
se vengono coinvolti voxel di tessuto perfuso; sono stati sviluppati alcuni
metodi per correggerlo che introducono un opportuno fattore di scala [25] o
algoritmi ad-hoc per ottenere l'AIF corretta [41, 43].
Per poter ricavare il segnale CV OI(t)  e stato ipotizzato che tra la con-
centrazione del tracciante e il tasso di rilassamento ci sia una relazione
lineare, Eq(2.5). Ipotesi che non  e pi u valida se la concentrazione nel
tracciante aumenta e quindi si rischia di introdurre un errore sistematico
[17, 18, 22, 23, 37]. Questo fenomeno prende il nome di eetto di satu-
razione, in [12]  e stato proposto un metodo di correzione che nella curva di
concentrazione arteriale va ad individuare dei campioni attendibili (a bas-
sa concentrazione) e non attendibili (ad alta concentrazione), quest'ultimi
verranno stimati tramite combinazione polinomiale del terzo ordine.
Inne il fatto di lavorare con una AIF globale implica problemi legati
al ritardo e alla dispersione. Si parla di ritardo (td) in quanto l'arrivo del
tracciante al VOI  e successivo di un tempo td rispetto all'arrivo nella ROI da
qui viene estratta l'AIF e td dipende della distanza tra queste due regioni.
In [14] si dimostra che un ritardo di 1-2 secondi (simile alla risoluzione
temporale in DSC-MRI) provoca una sottostima del 40% per il CBF e un
sovrastima del 60% per l'MTT.
Considerando invece la distribuzione del tracciante nel letto vascolare, si
manifesta il problema della dispersione, infatti passando dal sito di misura
dell'AIF attraverso vasi di diametro sempre pi u ridotto il bolo di tracciante
viene disperso. Indicando con CV OI
AIF (t) la vera AIF che irrora una VOI
e con CAIF(t) quella misurata, a partire dalla denizione di una funzione
che descrive il trasporto vascolare, V TF(t) (Vascular Tissue Function), si
denisce
CV OI
AIF = CAIF 




V TF(t)dt = 1 (2.43)
 E stato dimostrato che l'in
uenza del ritardo e della dispersione peggio-
rano ulteriormente la stima del CBF nel caso di soggetti aetti da patologie
celebrovascolari, come l'ischemia cerebrale o le stenosi carotidee. Se con d(t)
si indica la funzione di dispersione, la funzione residuo (R(t)), ottenuta
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R(t) = CBF  R(t) 
 d(t) (2.44)
con R(0) = 0 e
R 1
0 R(t)dt = CBF MTT.  E evidente che ora non  e pi u
possibile calcolare il CBF come R(0) in quanto non sono pi u rispettate le
caratteristiche della funzione residuo (decrescenza e R(0) = 1), si considera
allora come CBF il maxfR(t)g. In Figura(2.6)  e riportato un esempio di
R(t) in presenza e assenza di dispersione.
Figura 2.6: Funzione residuo R(t) in assenza (linea continua) e in presenza
(linea tratteggiata) di dispersione.
La determinazione dell'AIF dipende anche dalla sequenza di acquisizione
usata. Mentre le immagini ottenute tramite GE presentano sensitivit a all'in-
tero letto vascolare ma l'AIF ottenuta risente dell`eetto da volume parziale
[42], quelle da SE evidenziano in particolare le strutture microvascolari
sottostimando per o la vera AIF [29].
Il punto chiave nella stima dell'AIF  e la selezione dei pixel, dall'imma-
gine MR, contenuti in una delle principali arterie. Tale selezione pu o essere
fatta manualmente o tramite l'uso di algoritmi. La via manuale presenta
una serie di limitazioni derivanti principalmente dall'intervento dell'uomo
nella procedura. Un medico esperto deve individuare i voxel arteriali sulla
base della propria esperienza e ci o incia la riproducibilit a. In pi u i vasi sono
dicili da localizzare a causa della bassa risoluzione spaziale delle immagi-
ni. Un'alternativa potrebbe essere l'utilizzo di un'immagine anatomica e la
successiva coregistrazione all'immagine DSC-MRI. Anche se tale operazione
pu o introdurre rilevanti errori causati dall'eetto da volume parziale.
Di conseguenza sono stati sviluppati numerosi metodi per la selezione
automatica anche se non  e stato ancora individuato uno standard. Non
tutti sono completamente automatizzati, molti infatti richiedono che venga
indicata dall'esterno la ROI contenente l'arteria.Capitolo 3
Materiali e metodi
3.1 Data-set utilizzato
Il data-set utilizzato per l'ottimizzazione degli algoritmi di deconvoluzione  e
formato da immagini MRI acquisite da soggetti aetti da sclerosi multipla
con uno scanner Philips Achieva 1.5-T (Philips Medical Systems, Best, the
Netherlands). Nessuna rilevante modica  e stata fatta all'hardware dello
scanner durante lo studio e inoltre i controlli settimanali, per assicurare la
qualit a dei dati acquisiti, sono stati compiuti regolarmente.
Si riportano ora per completezza le sequenze acquisite per ogni soggetto,
anche se non tutte sono necessarie per lo studio della perfusione:
 Immagini strutturali pesate T1 con protocollo T1W-3D;
 Immagini acquisite con protocollo Double Inversion Recovery (DIR)
per avere solo il contributo della Materia Grigia (GM);
 Immagini FLAIR per individuare le lesioni in GM;
 Immagini DSC-MRI pesate T
2 per le analisi sulla perfusione;
 Immagini pesate T1 post contrasto per individuare e successivamente
eliminare le aree in cui il tracciante dionde dai vasi venendo meno
quindi l'ipotesi di integrit a della BBB. Ne vengono acquisite di due
tipi una con sezione trasversale e una sagittale.
Vengono riportati in Tabella(3.1) i parametri che caratterizzano le se-
quenze
Dei parametri elencati si ricorda che con FOV (Field of view) si intende
l'area della sezione che si acquisisce, su tale area viene denita una matricie
di dimensioni precisate alla riga itshape Matrice ricostruita che indica il
numero di pixel in cui viene suddivisa la sezione. A parit a di FOV pi u
aumentano i pixel della matrice pi u aumeta la risoluzione dell'immagine.
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Nome T1W3-D DIR FLAIR DSC-MRI SE-T1W
Seq. Base FFE IR IR GE SE SE
FOV [mm] 250 250 250 230 250 250
Matrice 256x256 256x256 256x256 256x256 256x256 256x256
N. slice 120 50 50 120 20 20
Spessore [mm] 1.2 3 3 6 5.5 4.5
Gap [mm] 0 0 0 1 1 0.5
TE [ms] 4.6 25 120 40 10 12
Flip angle 30o - - 90o - -
TR [s] 0.025 15.631 10.000 1.375 0.600 0.400
TI [s] - 0.32-3.40 2.50 - - -
Tabella 3.1: Parametri usati nelle sequenze di acquisizione
 E poi indicato il numero di slice o fette in cui viene suddiviso il volume,
lo spessore di ciascuna e lo spazio che intercorre tra una fetta e la successiva.
Si trovano poi il tempo di eco (TE) e il 
ip angle che indicano: il primo,
il tempo che intercorre tra l'applicazione dell'impulso a radiofrequenza e la
ricezione del massimo valore del segnale e il secondo la rotazione in gradi che
l'impulso a radiofrequenza provoca sul vettore magnetizzazione. Risultano
particolarmente importanti per regolare l'infuenza dell'agente di contrasto
sul segnale misurato.
Il tempo di ripetizione (TR) indica il tempo totale di acquisizione di
un volume cerebrale, signicativo  e nella sequenza DSC-MRI dove non pu o
assumere valori elevati altrimenti non permetterebbe una buona visualiz-
zazione della curva di comparsa del tracciante.
E inne il tempo di inversione (TI) presente solo nei casi in cui  e pre-
visto l'uso della sequenza Inversion Recovery, indica appunto l'istante in
cui quest'ultima viene applica. Lo scopo di tale sequenza  e di annullare il
contributo di un preciso tessuto.
Per la sequenza DSC-MRI il tracciante utilizzato  e il gadolinio (Gd-
DTPA) in dose 0.1 mg/kg, iniettato tramite infusore 20s dopo l'inizio delle
acquisizioni.
3.2 Preparazione dati
Come visto al capitolo precedente per poter risolvere tramite la decon-
voluzione l'Eq(2.18) e ottenere la quanticazione dei parametri di perfusione
sono necessarie le concentrazioni del tracciante nel tessuto CV OI(t) e dell'ar-
teriale CAIF(t). Rissumendo quanto visto, la concentrazione di tracciante
nel tessuto si ottiene dal segnale NMR secondo la seguente formulazione












con V OI una costante di proporzionalit a non nota del VOI che dipende
dal tessuto, dall'agente di contrasto, dall'intensit a del campo magnetico e
dalla sequenza di stimolazione. Essendo appunto non nota viene general-
mente posta uguale ad uno, introducendo quindi un errore nella stima di
CV OI(t) e impedendo l'attribuzione di un'unit a di misura alla curva che
viene allora considerata arbitraria. S0 e S(t) indicano rispettivamente il
segnale acquisito allo stato basale (prima dell'arrivo del tracciante) e nel
tempo t dopo l'iniezione dell'agente di contrasto.
Per quanto riguarda invece la stima della concentrazione arteriale (CAIF(t))
si  e fatto riferimento al metodo esposto nel seguente lavoro [Peruzzo, et al.,
Comput. Method Programs Biomed., 2011], di seguito brevemente descritto.
L'arteria utilizzata per la selezione dei voxel  e la MCA e l'algoritmo pu o
essere riassunto dai seguenti step:
1. in modo semi-automatico viene individuata una ROI ellittica contente
l'arteria, ci si attende che la MCA sia nella porzione centrale della slice
con direzione antero-posteriore.
2. Per ogni pixel individuato viene eseguito un t, con una funzione
Gamma-variata, del segnale di concentrazione per eliminare il ricir-
colo, se il t non  e soddisfacente il voxel viene scartato sulla base dei
seguenti criteri:
 il t non raggiunge la convergenza;
 il valore massimo del t dierisce dal massimo valore della con-
centrazione per di pi u del 10%;
 viene calcolata la dierenza in modulo tra il valore assunto nel
picco dal t e dal segnale di concentrazione, il 2% dei voxel con
la dierenza maggiore vengono scartati.
3. I rimanenti voxel candidati ad appartenere all'arteria vengono selezionati
secondo i seguenti criteri:
 area under the curve (AUC): i Pauc voxel con le AUC pi u basse
vengono scartati, Pauc  e un parametro che dipende dal data set.
AUC  e un altro parametro che descrive l'AIF stimata, una buona
AIF ha AUC maggiore rispetto ad una con rilevante eetto da
volume parziale;
 time to peak (TTP): i Pttp voxel con i TTP pi u elevati vengono
scartati, in quanto un picco ritardato  e riconducibile ad un voxel
appartenente a una grande vena. Pttp  e un parametro che dipende
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4. Per estrarre i voxel arteriali viene eseguita un'analisi per cluster che
permette di assegnare ogni voxel ad un sottoinsieme (detto cluster)
in modo tale da minimizzare la variabilit a all'interno di ogni cluster e
massimizzarla invece tra i vari cluster. La tecnica implementata, detta
clustering gerarchico, genera inizialmente un cluster per ogni voxel, poi
iterativamente i due cluster pi u vicini vengono uniti a formarne uno
pi u grande. L'algoritmo termina quando tutti i voxel vengono asse-
gnati allo stesso cluster e il risultato  e un albero binario che ha preso
forma partendo dalle foglie esterne e risalendo alla radice. L'albero
pu o essere tagliato all'altezza desiderata in base al numero di cluster
che si vuole ottenere, per quest'applicazione si taglia sui nodi a pro-
fondit a uno (si ottengono cos  due cluster). Per l'assegnazione di un
voxel ad un determinato cluster si considera la distanza euclidea tra
le curve di concentrazione. Dei due cluster vengono calcolati i centroi-
di e selezionato quello con il picco di ampiezza maggiore. Se per o la
dierenza tra i due picchi  e minore del 5% ai componenti del cluster
con il TTP minore viene eseguita una nuova clusterizzazione. Tale
processo  e ripetuto ricorsivamente nch e il cluster non contiene meno
di sei voxel.
5. Inne l'AIF  e stimata mediando gli andamenti temporali delle concen-
trazioni dei voxel nell'ultimo cluster.
3.3 Metodi di deconvoluzione
3.3.1 Nonlinear Stochastic Regularization
Teoria
La Nonlinear Stochastic Regularization (NSR) e un metodo di deconvoluzione
modello-indipendente, proposto in [Bell B.M. et al., IP 20, 2004]. Permette
di stimare una funzione incognita da un insieme nito di misure y 2 Rn. Si
basa su una stima non lineare Bayesiana e prevede, per la funzione incog-
nita, di conoscere lo spazio funzionale a cui appartiene e la relazione che
la lega ai dati misurati. Entrambe le informazioni sono note a meno di al-
cuni parametri incogniti. Tale metodo permette di stimarli massimizzando
un'approssimazione della probabilit a marginale, dove la funzione non com-
pare essendo stata integrata, e successivamente di stimare la funzione stessa
massimizzando la sua densit a di probabilit a a posteriori dati i parametri e
i campioni misurati. Il vettore delle misure y 2 Rn, viene descritto tramite
il modello
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  N[0;(3)] (3.2)
dove (3) e la covarianza del rumore d'ingresso nota a meno del parametro
3 e 	(;)  e una mappa dallo spazio funzionale di f allo spazio Rn con 
vettore dei parametri  = [1;2;3]. Tale metodo permette di ottenere una
stima per il vettore dei parametri  e per la funzione f avendo il vettore
delle misure y.
Per la sua applicazione nel campo DSC-MRI si fa riferimento a quanto
proposto in [47] dove la funzione da stimare, che in tal caso  e la funzione
residuo, viene modellata nel seguente modo







R1(t) = 2(t) (3.5)
(t) indica un moto Browniano e 1 e 2 degli scalari incogniti contenuti
nel vettore dei parametri . La funzione residuo si assume composta da
due termini che permettono di rendere la tecnica di deconvoluzione molto

essibile per poter essere appunto impiegata in DSC. Il modello permette di
dare un'interpretazione siologica a d(t), il termine deterministico, il quale
pu o essere associato alla dispersione, e a e2(t) al quale si associa la funzione
residuo in assenza di dispersione, Eq(2:44).
In particolare il moto Browniano  e espresso come una combinazione





i(t) sono le autofunzioni del reproducing kernel Rm associato allo spazio
di Sobolev W0
m in cui  e denita la funzione (t). Si dimostra infatti che ogni
funzione f 2 W0





am;i = h;m;ii (3.8)
con hi denito come il prodotto interno in L2[0;T], [0;T] nestra di
osservazione temporale, t 2 [0;T] mentre gli scalari am;i sono i coecienti
di Fourier dello sviluppo.36 CAPITOLO 3. MATERIALI E METODI
Due propriet a del metodo NSR, importanti per poter assicurare la con-
vergenza dello stimatore e la formulazione della probabilit a marginale, sono
la capacit a di fornire una funzione non negativa e di garantirne la regola-
rit a. Tali caratteristiche sono ottenute rispettivamente: con l'esponenziale
del moto Brawniano e descrivendo i coecienti am;i come la realizzazione di
un processo Gaussiano a media nulla e varianza nota. Considerando il caso




2=T sin[(t=T)(i   =2)] t 2 [0;T];i = 1:::1 (3.9)
Nell'implementazione dell'algoritmo di stima si considera i = 1:::N con
N = 10, si avranno allora N vettori per le autofunzioni e N scalari per i
coecienti di Fourier.
Una volta stimato il vettore dei parametri  = [1;2;3], tramite un'ap-
prossimazione della probabilit a marginale nella quale la funzione f non com-
pare essendo stata integrata [6], si pu o procedere con la stima a posteriori
della funzione incognita, nel caso in analisi R1.
Dato y, il vettore contenente i campioni del segnale di concentrazione
CV OI(t), G la matrice dell'operatore lineare che esprime la relazione tra
CBF  R(t) e la concentrazione tessutale,  la matrice di covarianza del
rumore di misura denita come
 =
3
1 + CV OI(t)
(3.10)
R1 viene stimata attraverso






( _ R1)2dt (3.11)
dove _ R1 indica la derivata prima di R1 rispetto al tempo e 
  e il
parametro di regolarizzazione che bilancia l'aderenza ai dati rispetto alle
conoscenze a priori. Viene usata la scrittura in grassetto per indicare che si
tratta di matrici (G;) o vettori (y;R1).
 E da sottolineare che per come  e stata modellata la funzione residuo,
NSR ne permette anche una stima della dispersione. Ci o  e possibile aven-
do considerato il prodotto tra CBF e Rdisp(t) come la convoluzione tra
l'esponenziale di un moto Browniano e l'esponenziale di una funzione deter-
ministica: CBF  Rdisp(t) = CBF  d(t) 
 eR1(t). Agli scalari componenti il
vettore  pu o essere attribuito il seguente signicato
 1 quantica il livello di dispersione presente nei dati, con 1 tendente
a zero la funzione d(t) si avvicina ad un delta di Dirac quindi il suo3.3. METODI DI DECONVOLUZIONE 37
contributo nella convoluzione diventa nullo e si considera assente la
dispersione nei dati. Con il crescere invece di 1 si  e in presenza di
dispersione che aumenta all'aumentare del parametro;
 2 rappresenta l'ampiezza del moto Browniano, quindi in
uisce sulla
componente non dispersa della funzione residuo;
 3 indica il livello di rumore presente nei dati ed  e usato come fattore
correttivo per la matrice di covarianza del rumore, Eq(3:10).
Pur avendo introdotto un modello per la descrizione della funzione in-
cognita, NSR  e classicato come un metodo non parametrico infatti con le
Eq(3:3, 3:4 e 3:5) la funzione viene descritta come un processo aleatorio e
non in termini deterministici.
In studi di simulazione [47] NSR ha dimostrato di lavorare molto bene,
oltre a rispettare i vincoli di non negativit a e regolarit a, riesce a stimare con
buona precisione un ampia classe di funzioni non negative e non necessaria-
mente simili ad esponenziali o a funzioni gamma. Inoltre come gi a ricordato
permette di avere anche la versione corretta per la dispersione.
Non mancano d'altro canto i difetti, innanzitutto si tratta di una metodo
non lineare a dierenza per esempio di SVD e cSVD quindi computazional-
mente pi u oneroso. Inoltre come tutti i metodi che prevedono una mini-
mizzazione richiede dei valori iniziali da assegnare al vettore dei parametri
 e ai coecienti di Fourier a. Questo aspetto sar a ampiamente sviluppato
in seguito in quanto  e proprio sul valore dei parametri iniziali che ci si  e
focalizzati per ottimizzare l'algoritmo.
Va poi ricordato che NSR non considera la griglia temporale di campio-
namento usata in fase di acquisizione ma una griglia virtuale generalmente
pi u tta ma che non include il tempo t = 0, nel nostro caso si  e scelto un
passo di 0.2 secondi. Ci o signica che si avr a la stima della funzione residuo
per tempi prossimi allo zero ma non in t = 0. Questo rappresenta una
limitazione, infatti della funzione CBF  R(t), in assenza di dispersione, il
punto pi u signicativo  e proprio il valore assunto in zero. Si procede allora
con un operazione di interpolazione spline.
Per una formulazione pi u approfondita si veda l'articolo di riferimento
[6].
Ottimizzazione per l'applicazione in DSC
Da quanto visto al paragrafo precedente e come anche esposto in [47] i pro-
blemi legati all'uso della tecnica di deconvoluzione NSR sono da ricondurre
principalmente all'attribuzione di opportuni valori iniziali ai parametri da
stimare. Quest'ultimi vanno infatti ad in
uenzare fortemente i tempi di cal-
colo. Si  e inoltre riscontrata l'esistenza, per i vari segnali di concentrazione,
di combinazioni di valori iniziali che conducono ad un minimo locale o che38 CAPITOLO 3. MATERIALI E METODI
forniscono una stima della funzione residuo non conforme alle caratteris-
tiche di siologicit a. Ovviamente maggiore  e la dierenza tra i punti iniziali
e nali maggiore  e lo sforzo computazionale richiesto e maggiore  e anche il
rischio che lo stimatore termini in un minimo locale. Tali aspetti acquistano
sempre pi u importanza all'aumentare del rumore.
Con questo lavoro si e cercato di far fronte a questi problemi, perseguendo
l'obiettivo di assegnare ad ogni voxel e quindi al corrispondente segnale
di concentrazione, la miglior combinazione di valori iniziali che potesse al
contempo minimizzare sia i tempi di calcolo che la probabilit a di ottenere
una funzione residuo non siologica.
Per riuscire a \personalizzare" i valori iniziali in base al segnale da ana-
lizzare  e stato eettuato un clustering dei segnali di concentrazione, che
verr a descritto al paragrafo 3.4. Ci o ne permette una suddivisione in pi u
classi, dette cluster, caratterizzate dal fatto di contenere segnali con anda-
mento simile. Da quest'operazione, per ogni cluster  e calcolabile un segnale,
detto centroide, denito come il segnale medio all'interno del cluster stesso.
Proprio per la caratteristica di rappresentare l'andamento medio dei segnali
appartenenti allo stesso gruppo e quindi essere meno soggetto ai problemi
elencati in precedenza (tempo di calcolo, raggiungimento di minimi locali e
rumore), il centroide  e stato usato per individuare i migliori valori iniziali
da applicare poi ad ogni segnale del cluster.
La versione originale di NSR da cui si  e partiti prevedeva, per il vettore
, dei valori iniziali di default, in = [0:1;1;10] ottenuti da simulazioni, e
per i coecienti di Fourier un valore per tutti uguale, ai = 10 10 ssato
tramite prior, si richiede infatti che abbiano una distribuzione normale a
media nulla e varianza nota. Di conseguenza solo le componenti del vettore
in sono state modicate in quanto si  e visto che un solo punto di partenza
non era suciente per evitare il pericolo dei minimi locali. D'ora in avanti
si indicher a con in il vettore contenente i valori iniziali da assegnare ai
parametri e con out il valore assunto al termine della stima, analogamente
per il vettore a.
Si tratta ora di denire tra quale insieme di valori iniziali scegliere i pi u
adatti da essere usati all'interno del cluster e in base a quali criteri eleggere
una terna [1;2;3] di valori iniziali migliore rispetto alle altre.
Numerosi sono i casi in cui per lo stesso segnale applicando pi u volte
NSR, variando il vettore dei parametri iniziali, il punto di minimo raggiunto
non risulta sempre lo stesso, Figura(3.1). Ottenendo stime diverse quindi
diverse funzioni residuo e diverse ricostruzioni del segnale. Ci o ha permesso
di comprendere l'elevata dipendenza dei risultati nali dall'inizializzazione
dei parametri e di riscontrare come per segnali diversi le stime migliori si
ottengano partendo da punti iniziali anche molto lontani tra loro.
La decisione nale allora  e stata quella di far assumere ad ogni i due
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1 2 3
1 1 2 3
2 1 2 80
3 1 10 3
4 1 10 80
5 20 2 3
6 20 2 80
7 20 10 3
8 20 10 80
Tabella 3.2: Terne di valori iniziali in
precedenti. Ottenendo 1 = [1;20], 2 = [2;10] e 3 = [3;80] le cui combi-
nazioni portano ad otto possibili terne di valori iniziali, Tabella(3.2).
Ad ogni centroide, ottenuto dalla clusterizzazione,  e stata allora appli-
cata NSR, con ognuna delle otto possibili terne di parametri iniziali e se-
lezionata quella che ha permesso di ottenere i migliori risultati. La bont a
della stima, in una prima versione, veniva valutata solo in termini di valore
della funzione obiettivo nale. Nel senso che l'unico parametro discriminante
per la scelta era il valore assunto dalla funzione obiettivo, in particolare si
considerava il caso in cui era minore. Cos  facendo per o capitava di scegliere
dei valori iniziali che portavano alla stima di funzioni residuo non siologiche.
Sono stati allora introdotti altri criteri per escludere le terne iniziali
non opportune, in modo da valutare la qualit a della stima sia in termini di
aderenza ai dati, considerando quindi la funzione obiettivo e la somma dei
residui quadrati, che di rispetto delle condizioni di siologicit a per R(t). La
selezione avviene considerando nell'ordine i seguenti criteri esclusivi:
1. il CBF deve essere entro i primi due massimi locali della funzione R(t);
2. il rapporto tra l'ampiezza del secondo massimo e il primo (CBF)
di R(t) deve essere inferiore a 0.2, quindi il secondo massimo deve
risultare minore di un quinto del CBF;
3. la somma del residui quadrati (RSS) deve essere inferiore a 1:05minfRSSig.
Nel caso in cui dopo l'applicazione di questi tre criteri rimangano pi u
d'una terna si procede selezionando quella che presenta la minima funzione
obiettivo nale.
Si arriva cos  ad associare ad ogni cluster un vettore in a sua volta con-
nesso ai vettori out e aout. Proprio quest'ultimi saranno utilizzati come in
e ain nel momento in cui si andr a ad applicare NSR ai segnali appartenenti
a quel cluster.
Riassumendo i principali passi eseguiti per ottimizzare l'algoritmo sono:40 CAPITOLO 3. MATERIALI E METODI
Figura 3.1: Funzioni residuo al variare di in, quelli elencati in Tabella(3.2),
nello stesso segnale. Si pu o osservare come varino le stime al variare del-
l'inizializzazione dei parametri e comprendere quindi l'elevata dipendenza
dei risultati nali dai punti di partenza scelti.3.3. METODI DI DECONVOLUZIONE 41
1. clusterizzazione dei segnali di concentrazione;
2. per ogni cluster, calcolo del relativo centroide;
3. per ogni centroide, applicazione di NSR con ognuno dei in, deniti in
Tabella(3.2);
4. selezione della stima migliore tramite i criteri proposti;
5. per ogni voxel, applicazione di NSR assegnando come in e ain rispet-
tivamente out e aout calcolati nel relativo centroide.
Un secondo metodo sviluppato per ridurre ulteriormente i tempi di cal-
colo si basa sulle seguenti considerazioni. L'algoritmo NSR giunge alla stima
nale risolvendo due problemi di minimizzazione infatti, come visto al para-
grafo precedente, per stimare la funzione incognita (che equivale a stimare
il vettore a) si deve prima conoscere il vettore dei parametri . Queste due
stime per come l'algoritmo  e stato implementato sono una interna all'altra.
Nel senso che partendo dal vettore in si minimizza una prima funzione cos-
to per aggiornare il vettore a (che alla prima iterazione equivale ad ain),
con quest'ultimo si minimizza una seconda funzione costo per aggiornare il
vettore  e cos  si prosegue ciclicamente con l'obiettivo di raggiungere un
minimo per entrambi le funzioni. La presenza di queste due minimizzazioni
e in particolare il fatto che sono una contenuta nell'altra,  e uno dei motivi
principali per cui NSR  e molto pesante computazionalmente.
Da queste considerazioni si  e giunti a realizzare una variante dell'algorit-
mo che verr a indicata con NSRa-ssi. Cos  da distinguerla da NSRa-stimati che
implementa quanto n'ora presentato e da NSRoriginal che  e la versione base
da cui si  e partiti la quale prevede in = [0:1;1;10] applicato direttamente
ad ogni voxel senza nessuna operazione preliminare.
Nel momento in cui si va ad applicare l'algoritmo ad ogni voxel, NSRa-
ssi prevede di utilizzare comunque per in e ain rispettivamente out e aout
calcolati al relativo centroide. Per o la stima della funzione R(t) avviene
solo aggiornando il vettore  quindi minimizzando la relativa funzione costo,
senza modicare il vettore a. In altre parole il moto Browniano e quindi
la componente della funzione residuo corretta per la dispersione, rimane
quella stimata nel relativo centroide a meno dell'ampiezza che dipende dal
parametro 2.
Un ulteriore articio per migliorare i tempi di calcolo prevede che in
tutte e tre le versioni, prima dell'applicazione dell'algoritmo, la lunghezza
del segnale di concentrazione CV OI venga ridotta cos  da eliminare la coda
del segnale che tende generalmente a zero. Il punto in cui tagliare il segnale
non  e costante ma individuato in modo che rispetti le condizioni:
1. deve corrispondere ad un tempo almeno doppio rispetto al momento
in cui si ha la massima ampiezza del segnale;42 CAPITOLO 3. MATERIALI E METODI
2. per almeno 4 campioni successivi al punto individuato, il segnale deve
essere minore di un terzo del suo massimo.
Nelle versioni NSRa-stimati e NSRa-ssi tale operazione avviene solo per i
centroidi. I segnali associati ai singoli voxel mantengono invece la lunghezza
del centroide relativo al loro cluster di appartenenza. Questo per far si che le
autofunzioni, Eq(3:9) siano calcolate sulla base della stessa griglia temporale
e quindi rendere possibile l'uso del vettore a, stimato nel centroide.
3.3.2 Stable Spline
Teoria
La Stable Spline (SS)  e un metodo di deconvoluzione modello-indipendente
sviluppato da Pillonetto G. e De Nicolao G. in [34]. Permette di stimare
la risposta impulsiva di un sistema stabile, modellandola come una realiz-
zazione di un processo Gaussiano la cui descrizione statistica include infor-
mazioni a priori sulla regolarit a e sulla BIBO stabilit a. L'autocovarianza
associata al processo rappresenta ci o che verr a denito stable spline kernel.
La stima eettuata della risposta impulsiva  e una stima a minima varian-
za che appartiene ad un reproducing kernel hilbert space (RKHS)  e quindi
denita in uno spazio innito dimensionale a dierenza di quanto si verica
per i metodi di identicazione parametrici.






f(t   )u()d; t 2 D (3.12)
con u(t) segnale d'ingresso, f(t) risposta impulsiva e D  <. La stessa
formulazione pu o essere fatta con i tempi discreti sostituendo l'operatore di
integrale con la convoluzione discreta.
In un problema di identicazione si hanno a disposizione il segnale d'in-
gresso e un insieme nito di misure rumorose yi;i = 1;:::;n
yi = Lu
tj[f] + i; i = 1;:::;n (3.13)
le misure sono aette da errore (i) caratterizzato da una distribuzione
normale a campioni indipendenti, i  N(0;2).
Adottando un approccio bayesiano, f, che appartiene ad uno spazio







f (t); t 2 D (3.14)
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dove

f, che costituisce il prior di f,  e la realizzazione di un processo




f (tj)) = 2K(ti;tj),
nota a meno di un fattore di scala 2. In particolare K indica un kernel
di Mercer cio e una mappa K : D  D ! < continua, simmetrica e deni-
ta positiva. f igd
i=1 sono funzioni note che combinate linearmente con gli
scalari i forniscono la componente d'errore di f, cio e non contenuta nel
prior. Con B si indica il sottospazio generato da f igd
i=1 la cui scelta risul-




f che  distribuite normalmente allora anche f dato
y avr a una distribuzione Gaussiana, l'obiettivo  e quello di determinare la
stima a minima varianza di f. Per denirla  e necessario considerare che
ad un kernel di Mercer K pu o essere associato in modo univoco uno spazio
RKHS H, con norma k:kH, formato da funzioni continue in D. Se H ha
dimensione innita, si dimostra che una realizzazione di

f non appartiene
necessariamente ad H, tuttavia si pu o dimostrare che, dato y, la stima a
minima varianza di f appartiene alla somma diretta tra H e B (H  B). Il







i [g])2 + 
kP[g]k2
H (3.15)
con P[g] che indica la proiezione ortogonale di g da H  B a H e

 = 2=2. Oltre all'importanza dello spazio B anche la scelta di K e 

 e determinante per ottenere una buona stima.
In particolare K ri
ette le conoscenze che si hanno sulla funzione inco-
gnita e in
uisce su particolari propriet a di H per esempio la sua capacit a di
approssimare un'ampia classe di funzioni.

, detto parametro di regolarizzazione, bilancia la regolarit a della soluzione
e l'aderenza ai dati.
In letteratura, per rispettare la condizione di regolarit a della funzione
da stimare,  e comune modellare f con un processo di Wiener integrato con
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(3.16)
prende il nome di cubic spline kernel e lo si considera denito nel dominio
SS;S = [0;1]. Anch e il RKHS, HW, associato al kernel W sia uno spazio
di Sobolev di funzione g con g(0) =

g (0) = 0,  e opportuno avere  1 costante
e  2 una funzione lineare in modo che BW = spanf1;tg; t 2 S. Si dimostra
che cos  facendo si introduce la condizione di BIBO stabilit a per la funzione
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Il metodo di regolarizzaziore che si basa sul kernel W, Eq(3.16),  e ampia-
mente usato in letteratura, tuttavia non  e adatto per la stima della risposta
impulsiva di un sistema stabile in quanto:
 per come  e stato denito riesce a fare un buon t senza distorsione
nel caso di linee rette invece per la stima di funzioni esponenziali, nel
dominio X = [0;+1), si potrebbe ottenere un t migliore;
 la varianza del processo associato aumenta con il tempo. Per sis-
temi stabili per o sarebbe auspicabile che l'incertezza della risposta
impulsiva diminuisse con il tempo.
Per la stima della funzione f  e allora conveniente scegliere un prior che
mantenga gli esponenziali, si deve allora introdurre un mappa che converta
l'intervallo non compatto X in S = [0;1]. In tal modo il prior che mantiene
gli esponenziali nelle vecchie coordinate, nelle nuove mantiene le rette. Si di-
mostra inoltre che la stabilit a della risposta impulsiva  e garantita imponendo
che nelle nuove coordinate la funzione si annulli in zero.
Un prior in S che soddis le caratteristiche elencate  e un processo di
Wiener integrato con condizioni iniziali nulle e derivata prima nulla in zero.
La trasformazione temporale richiesta  e  = e t;  2 S; t 2 <;  > 0 e
nelle coordinate originali, il modello per la funzione incognita diventa
f(t) =
(
0 t < 0
e t+

f (t) t 2 X
(3.17)
con   N(0;1) e

f (t) un processo Gaussiano a media nulla, indipen-





f (t)) = 2K(s;t;) (s;t) 2 X  X (3.18)
dove
K(s;t;) = W(e s;e t) (s;t) 2 X  X (3.19)
con K detto stable spline kernel e inne
BK = spanfe tg t 2 X (3.20)
Riassumendo, la risposta impulsiva si ottiene tramite lo stimatore di
Phillips-Tikhonov Eq(3.15) con le variazioni descritte nelle Eq(3.17, 3.18,
3.19 e 3.20). Bisogna per o prima conoscere le seguenti grandezze:  il fat-
tore moltiplicativo del kernel K,  costante della mappa di trasformazione
temporale e  che determina la varianza del rumore delle misure. Questi
tre parametri costituiscono il vettore  = [;;] detto vettore degli iper-
parametri. La stima di quest'ultimi si ottiene massimizzando la probabilit a
di y ottenuta integrando, la probabilit a congiunta di y dato f, in f.3.3. METODI DI DECONVOLUZIONE 45
Per rendere operativa tale formulazione si devono seguire i seguenti step
che portano alla stima della risposta impulsiva del sistema, ^ f, essendo noti
l'ingresso u e il vettore delle misure y.
 Stima del vettore degli iperparametri e del coeciente 















b() = ln(det(M)) + ln(CTM 1C) (3.24)
A() = M 1(In   C(CTM 1C) 1CTM 1) (3.25)
C() = (Lu
1[h]Lu
n[h])T; h = e s (3.26)
M()ji;j = 2Lu
i Lu
j[K(;;)] + 2ij (3.27)
In  e la matice identit a di dimensioni n  n e ij il delta di Kronecker
 Calcolo della stima della risposta impulsiva




i [K(;t; ^ )] (3.28)
con ci i componenti del vettore c 2 Rn denito come
c = (M(^ )) 1(y   C(^ )^ ) (3.29)
Volendo trovare una corrispondenza tra le variabili contenute nell'Eq(2.18)
che rappresenta l'integrale di convoluzione nell'ambito della DSC-MRI, e
quelle dell'Eq(3.12), si ha che:
 q(t) = CV OI(t);
 u(t) = CAIF(t);
 f(t) =

kH  CBF  R(t).
Per una formulazione pi u approfondita si veda [34].46 CAPITOLO 3. MATERIALI E METODI
Ottimizzazione per l'applicazione in DSC
Visti i promettenti risultati ottenuti con studi di simulazione in [34] si  e
pensato di applicare il metodo di deconvoluzione Stable Sline per la stima dei
parametri di perfusione emodinamica. In particolare per risolvere l'Eq(2.18),
ottenere una stima per la funzione residuo e quindi il valore di CBF.
Come discusso al paragrafo precedente, la funzione da stimare risulta
nota nel momento in cui si conosce il vettore degli iperparametri  alla cui
stima si giunge risolvendo un problema di ottimizzazione, Eq(3.21).
L'algoritmo utilizzato introduce una variante rispetto alla formulazione
esposta, in quanto d a la possibilit a di scegliere se alla funzione  , Eq(3.14)
assegnare un'esponenziale, che coincide con ci o che propone l'articolo, Eq(3.17),





con  il parametro di forma e  il fattore di scala. Questo comporta
l'aumento degli iperparametri che diventano quattro,  = [;;;].
Va precisato che l'algoritmo considera il vettore degli iperparametri cos 
formato
 = [2;;2;] (3.31)
d'ora in poi con  si indicher a quest'ultimo vettore e inoltre non lavora
con il loro valore eettivo assegnato dall'utente ma ne calcola l'esponenziale
cos  da assicurarne la positivit a. Verr a allora utilizzata la notazione  =
[2;;2;] se ci si riferisce al valore che l'utente d a in ingresso e quella
nell'Eq(3.31) con  = exp() riferendosi ai valori usati dall'algoritmo.
L'obiettivo che si  e cercato di perseguire anche in questo caso  e stato
l'ottimizzazione dell'algoritmo. In particolare la scelta del kernel da utiliz-
zare e dei parametri iniziali da assegnare ai componenti del vettore  sono i
punti in cui si  e posta maggiore attenzione. Essendo appunto l'Eq(3.21) un
problema di ottimizzazione non lineare nei parametri,  e richiesto l'uso di un
metodo iterativo per la ricerca del minimo della funzione costo. Tali metodi
raggiungono la soluzione muovendosi lungo la funzione obiettivo, partono
dal punto corrispondente ai valori iniziali assegnati ai parametri e da questo
si spostano alla ricerca di un punto di minimo. Se per o la scelta dei pun-
ti iniziali non  e accurata si rischia di convergere in un minimo locale della
funzione costo.
Innanzitutto l'attenzione  e stata focalizzata sulla scelta tra funzione
esponenziale o Gamma-Variata. Come prima cosa si  e cercato di capire
l'in
uenza, in particolare del parametro di forma, sulla funzione Eq(3.30),
andando ad osservare come si modica cambiando . Si  e scelto di far varia-
re  nell'intervallo [ 2 2] con passo 0:4, in quanto risultava assumere tali
valori da prove svolte in precedenza fatte usando per valori iniziali quelli di3.3. METODI DI DECONVOLUZIONE 47
default previsti dall'algoritmo  = [3; 2:3;1;0]. Le funzioni ottenute sono
rappresentate in Figura(3.2)
Figura 3.2: Funzione Gamma-Variata al variare del parametro di forma .
Si vuole evidenziare come nei casi in cui  < 1 la funzione ottenuta sia
prossima ad un'esponenziale e invece come con  > 1 sia ben riconscibile il
classico andamento della Gamma-Variata.
Si pu o notare come per   1 la funzione sia molto prossima ad un
esponenziale e come cambi invece quando  > 1. Ci si  e allora concentrati nel
comprendere, nei casi in cui veniva stimato un  > 1 quanto determinante
fosse l'uso della Gamma-Variata rispetto a quello dell'esponenziale.
 E stata allora selezionata una popolazione di voxel da una slice e per
questi si  e applicato l'algoritmo SS usando la funzione Gamma-Variata. Nei
casi in cui  nale risult o maggiore di uno si applic o nuovamente la SS con
la funzione esponenziale. I risultati ottenuti dalla due stime sono stati con-
frontati analizzando il comportamento della funzione obiettivo, dei residui,
del CBF stimato e dei tempi di calcolo.
Si  e voluto mantenere per ottimizzare l'algoritmo lo stesso ordine descrit-
to per NSR, quindi il clustering dei segnali, il calcolo dei relativi centroidi e
da quest'ultimi la selezione dei punti iniziali. Il ne sar a allora determinare
un insieme di vettori iniziali, 
in e un insieme di criteri per stabilire quale
conduce alla stima migliore.48 CAPITOLO 3. MATERIALI E METODI
Per individuare i vettori 
in  e stata studiata la stabilit a dei parametri
nali, 
out, con l'obiettivo di capire quanto quest'ultimi dipendessero dagli
iniziali. A dierenza di quanto riscontrato per NSR dove in alcune situazioni
variando i parametri iniziali si manifestavano sostanziali modiche della sti-
ma, per la SS il valore nale degli iperparametri e della stima stessa risultano
molto pi u indipendenti dei valori iniziali scelti. Ci o ha permesso di evitare
di assegnare ad ogni iperparametro due valori che rappresentassero i casi li-
mite e con questi formare tutte le combinazioni possibili. Ma bens  tramite
graci di dispersione  e stata evidenziata la presenza di cluster e individuato
delle coppie 2; nali che si manifestavano con maggiore frequenza. Per
quanto riguarda 2, sar a inizializzato ad uno, essendo il fattore correttivo
della varianza del rumore d'ingresso. Quest'ultima viene stimata calcolan-
do la varianza dei campioni precedenti all'arrivo dell'agente di contrasto in
quanto in questi istanti teoricamente il segnale dovrebbe essere nullo.
I criteri per la scelta del 
in che ha portato a stime migliori, vengono
mantenuti gli stessi usati per NSR:
1. il CBF deve essere entro i primi due massimi locali della funzione R(t);
2. il rapporto tra l'ampiezza del secondo massimo e il primo (CBF)
di R(t) deve essere inferiore a 0.2, quindi il secondo massimo deve
risultare minore di un quinto del CBF;
3. la somma del residui quadrati (RSS) deve essere inferiore a 1:05minfRSSig.
Nel caso in cui dopo l'applicazione di questi tre criteri rimangano pi u
d'una terna si procede selezionando quella che presenta la minima funzione
obiettivo nale.
Nella stima della funzione residuo con SS non  e incluso il vincolo di non
negativit a. A tal proposito  e stata sviluppata una variante dell'algoritmo che
dopo aver risolto il problema di minimizzazione, Eq(3.21) e aver calcolato
 dall'Eq(3.22), stima la funzione residuo usando l'Eq(3.15). Introducendo
allora un secondo problema di minimizzazione, non per o contenuto nel primo
come avviene in NSR, nella cui funzione obiettivo viene richiesta la non
negativit a di R(t).
Riassumendo, le operazioni eseguite sono:
1. clusterizzazione dei segnali di concentrazione;
2. per ogni cluster, calcolo del relativo centroide;
3. per ogni centroide, applicazione della SS con ognuno dei 
in;
4. selezione della stima migliore tramite i criteri proposti;
5. per ogni voxel, applicazione della SS assegnando come 
in il vettore

out calcolati nel relativo centroide e chiedendo vengano rispettate le
condizioni di non negativit a e siologicit a.3.4. SUDDIVISIONE IN CLUSTER 49
In seguito per indicare la versione che implementa quanto n'ora presen-
tato si user a la notazione SSnew. Per indicare invece la versione originale, che
prevede l'applicazione diretta della SS a tutti i voxel con 
in = [3; 2:3;1],
SSoriginal.
3.4 Suddivisione in cluster
Il primo step, dei processi di ottimizzazione presentati ai paragra prece-
denti, prevede la classicazione dei segnali di concentrazione, CV OI(t) in
cluster. Con l'obiettivo di determinarne i segnali medi (centroidi), sui quali
calcolare i pi u adatti parametri iniziali per poi proseguire l'analisi di tutti i
voxel.
L'algoritmo di clustering usato  e il k-means. Soluzioni alternative come
il fuzzy clustering o il clustering gerarchico sono state scartate, in quanto nel
primo caso non si avrebbe ottenuto una classicazione esclusiva ma proba-
bilistica non adatta per l'obiettivo pressato e la seconda opzione risultava
troppo pesante computazionalmente.
Il k-means esige sia pressato il numero dei gruppi in cui classicare i vari
elementi e l'appartenenza di un elemento ad un cluster viene determinata
valutando la distanza euclidea con il corrispondente centroide. Per la sua
semplicit a e capacit a di convergenza molto rapida ha raggiunto una notevole
notoriet a pur non garantendo una divisione ottimale delle classi. In partico-
lare, usando come metrica la distanza euclidea, funziona bene quando sono
individuabili cluster sferici.
In un primo approccio veniva semplicemente invocata la funzione k-
means, fornendole i dati e il numero di classi richieste. La suddivisione
cos  ottenuta per o non presentava una distribuzione uniforme dei voxel tra
i vari cluster. Se ne ritrovavano infatti di fortemente popolati e altri invece
molto meno. Avere molti voxel tutti appartenenti allo stesso cluster rap-
presenta uno svantaggio in quanto il centroide diventa poco rappresentativo
dell'andamento dei singoli segnali di concentrazione. Di conseguenza anche
i parametri stimati su quel centroide saranno poco adatti ad assere utiliz-
zati come parametri iniziali all'interno del cluster. Questa considerazione  e
particolarmente importante nel caso di NSRa-ssi dove per i singoli segnali
viene mantenuto il moto Browniano stimato nel centroide.
Si e allora optato per implementare il clustering in modo che non prevedesse
di ssare il numero delle classi ma bens  il numero massimo di componenti
per ogni classe. Ci o  e stato realizzato sempre utilizzando l'algoritmo k-
means generando ricorsivamente due sole classi (clustering dicotomico). La
condizione di terminazione considera il numero di segnali per cluster; se
inferiore ad un valore di soglia viene interrotta la suddivisione altrimenti
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Gli istogrammi proposti evidenziano la dierenza tra le due tecniche di
clustering. A destra la suddivisione, imponendo un massimo di 150 com-
ponenti per cluster, porta alla formazione di 12 gruppi. A sinistra l'ap-
plicazione diretta del k-means.  E evidente come la distribuzione sia pi u
uniforme con il secondo approccio.
Figura 3.3: Confronto della distribuzione degli elementi tra i vari gruppi con
le due tecniche di clustering. A sinistra l'applicazione diretta dell'algoritmo
k-means ssando il numero di gruppi a 12; a destra il clustering dicotomico
imponendo un massimo di 150 elementi per cluster. Questa seconda versione
porta ad una distribuzione degli elementi pi u uniforme tra i vari cluster.Capitolo 4
Risultati
Verranno ora presentati i risultati ottenuti implementando quanto propo-
sto al capitolo precedente per l'ottimizzazione degli algoritmi. Nell'ordine
verr a prima visto il caso di NSR mostrando come avviene la scelta, per ogni
centroide, dei parametri iniziali in da utilizzare nei voxel associati al re-
lativo cluster e poi confrontati i risultati derivanti dalle due evoluzioni di
NSR, cio e NSRa-stimati e NSRa-ssi. Lo stesso verr a fatto per la SS soer-
mandosi prima sulla scelta del kernel (esponenziale o gamma-variata) e sulla
denizione dell'insime degli iperparametri iniziali da applicare ai centroidi.
Inne si confronteranno tutte le tecniche con la SVD e la cSVD in un caso di
sclerosi multipla con lesioni in grigia valutando il valore di CBF tra le zone
di lesione in grigia e la rimanente parte di grigia non lesionata (Normal-
Appearing Gray Matter, NAGM), i relativi tempi di calcolo e la siologicit a
della funzione residuo R(t), tra le varie tecniche di deconvoluzione.
4.1 Risultati ottenuti da NSR
Tramite le Figure(4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7 e 4.8) si chiarisce come
avviene la scelta dei parametri iniziali. Di un centroide si riportano le stime
ottenute con NSR per tutte le possibili terne di in elencate in Tabella(3.2).
Ogni gura  e composta da un primo graco che presenta il segnale di
concentrazione, CV OI(t) misurato e la sua ricostruzione, da un secondo con
i residui quindi la dierenza tra segnale misurato e ricostruito e inne un
terzo con la funzione residuo stimata R(t).
In Tabella(4.1) sono riassunte le principali grandezze ottenute dalla sti-
ma: out, il valore della funzione obiettivo e la somma del quadrato dei
residui. Per poter seguire i passi eseguiti dall'algoritmo, nella scelta delle
migliori in, si riportano alle ultime tre colonne il massimo locale in cui si
trova il CBF, il rapporto tra l'ampiezza del secondo picco e il primo e viene
segnalato il rispetto o meno dei tre criteri richiesti anch e una terna possa
essere accettata.
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Figura 4.1: Risultati della stima con NSR relativa al quarto centroide
inizializzando il vettore dei parametri con in1.
Figura 4.2: Risultati della stima con NSR relativa al quarto centroide
inizializzando il vettore dei parametri con in2.4.1. RISULTATI OTTENUTI DA NSR 53
Figura 4.3: Risultati della stima con NSR relativa al quarto centroide inizia-
lizzando il vettore dei parametri con in3. Questo  e un caso in cui la stima
fallisce, non  e stato individuato un minimo della funzione obiettivo.
Figura 4.4: Risultati della stima con NSR relativa al quarto centroide
inizializzando il vettore dei parametri con in4.54 CAPITOLO 4. RISULTATI
Figura 4.5: Risultati della stima con NSR relativa al quarto centroide ini-
zializzando il vettore dei parametri con in5:
Figura 4.6: Risultati della stima con NSR relativa al quarto centroide ini-
zializzando il vettore dei parametri con in6. In rosso  e evidenziato il picco
della funzione residuo per sottolineare l'elevato istante temporale in cui si
trova, indice di non siologicit a, nonostante la ricostruzione del segnale di
concentrazione sia buona.4.1. RISULTATI OTTENUTI DA NSR 55
Figura 4.7: Risultati della stima con NSR relativa al quarto centroide ini-
zializzando il vettore dei parametri con in7. In marrone  e evidenziato come
il picco corrispondente al CBF sia conforme ai criteri di siologicit a della
funzione residuo al contrario delle successive oscillazioni che indicherebbero
una produzione autologa di tracciante.
Figura 4.8: Risultati della stima con NSR relativa al quarto centroide ini-
zializzando il vettore dei parametri con in8. In rosso  e evidenziato il picco
della funzione residuo per sottolineare l'elevato istante temporale in cui si
trova, indice di non siologicit a nonostante la ricostruzione del segnale di
concentrazione sia buona.56 CAPITOLO 4. RISULTATI
Centroide 4
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 2.69 1.30 1.66 79.8 10.88 1 0.08 s 
2 2.18 0.87 1.73 81.1 11.15 1 0.07 s 
3 1.15 0.58 2.15 83.4 569.67 - - no
4 2.46 1.10 1.68 80.1 10.92 1 0.07 s 
5 2.69 1.29 1.65 79.8 10.88 1 0.08 s 
6 0.02 8.54 1.23 79.7 8.95 4 0.00 no
7 4.67 11.17 4.55 112.9 23.65 1 0.54 no
8 2.96 9.40 1.67 89.6 10.90 4 0.71 no
Tabella 4.1: Parametri stimati per ogni terna di valori iniziali in. Si ripor-
tano nell'ordine: l'indice relativo al vettore in usato per l'inizializzazione, il
vettore out stimato, il valore della funzione obiettivo, la somma dei residui
quadrati, il massimo locale in cui si trova il CBF (indice CBF), il rapporto
tra ampiezza del secondo massimo e CBF (
2opicco
CBF ) e inne viene indicato se
la stima  e conforme o meno ai criteri richiesti.
Si ricordano i criteri da soddisfare perch e una terna di in possa essere
considerata adeguata:
1. il CBF deve essere entro i primi due massimi locali della funzione R(t);
2. il rapporto tra l'ampiezza del secondo massimo e il primo (CBF)
di R(t) deve essere inferiore a 0.2, quindi il secondo massimo deve
risultare minore di un quinto del CBF;
3. la somma del residui quadrati (RSS) deve essere inferiore a 1:05minfRSSig.
Si vede innanzitutto che la stima ottenuta inizializzando con in3 non
converge quindi verr a subito scartata, Figura(4.3), il primo criterio poi eli-
mina le terne 6 e 8 in cui il CBF si trova come quarto massimo di R(t),
vedi Figura(4.6 e 4.8). Il secondo criterio non  e soddisfatto dalla terna 7,
Figura(4.7) e inne delle rimaste tutte vericano la condizione sulla somma
dei quadrati dei residui quindi la scelta si baser a sulla funzione obiettivo.
In conclusione, per i voxel appartenenti al cluster associato al centroide
analizzato, viene scelta come in la terna alla riga 4 in Tabella(4.1) e i
relativi coecienti di Fourier per il vettore ain.  E importante notare che
nei casi che soddifano tutti i criteri, in questo esempio i numeri 1,2,4 e 5, i
vettori stimati out assumono valori tra loro confrontabili.
Quanto visto in questo esempio, che si riferiva al quarto centroide, viene
ripetuto per tutti. Potendo cos  associare ad ognuno un vettore in e ain
scelto tra gli otto generati. Per completezza si riportano i risultati ottenuti4.1. RISULTATI OTTENUTI DA NSR 57
in tutti gli altri centroidi, Tabelle(4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8, 4.9, 4.10,
4.11 e 4.12).
Centroide 1
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 1.06 1.47 4.18 133.6 31.35 1 0.01 no
2 1.82 1.68 3.94 128.6 30.01 1 0.02 no
3 0.006 15.60 2.70 121.5 23.19 3 0.35 no
4 2.25 6.76 3.56 120.3 34.31 1 0.07 no
5 0.06 2.65 5.45 126.7 25.51 1 0.01 no
6 0.02 6.86 2.97 119.9 23.93 1 0.15 s 
7 2.30 11.08 3.56 120.0 36.46 1 0.00 no
8 2.29 9.17 3.63 124.6 34.99 1 0.12 no
Tabella 4.2: Parametri stimati per ogni terna di valori iniziali in relativi al
primo centroide.
Centroide 2
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 1.98 10.21 1.72 85.5 16.78 1 0.00 no
2 1.66 2.09 1.84 92.2 14.34 1 0.02 s 
3 1.91 5.34 1.76 89.9 15.57 1 0.05 no
4 1.95 7.06 1.74 90.1 15.90 1 0.07 no
5 1.77 2.50 1.80 91.2 14.81 1 0.03 s 
6 1.79 2.72 1.78 90.9 14.91 1 0.03 s 
7 2.01 12.51 1.74 91.5 16.31 1 0.29 no
8 1.99 14.35 1.73 91.2 16.09 1 0.35 no
Tabella 4.3: Parametri stimati per ogni terna di valori iniziali in relativi al
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Centroide 3
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.02 1.66 0.95 63.0 9.14 1 0.04 s 
2 0.04 5.93 0.95 67.5 8.99 1 0.03 s 
3 0.03 1.67 0.96 63.0 9.14 1 0.04 s 
4 0.04 29.67 0.98 67.5 10.37 1 0.00 no
5 0.02 1.68 0.95 63.0 9.14 1 0.04 s 
6 0.01 1.66 0.95 63.0 9.14 1 0.04 s 
7 2.44 11.94 4.43 117.8 18.62 1 0.03 no
8 5.11 0.89 5.23 150.1 98.30 1 0.00 no
Tabella 4.4: Parametri stimati per ogni terna di valori iniziali in relativi al
terzo centroide.
Centroide 5
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.58 0.37 0.51 30.7 5.46 1 0.12 s 
2 2.32 0.53 0.51 31.8 5.51 1 0.12 s 
3 2.63 0.84 0.60 33.9 64.16 - - no
4 2.52 0.52 0.48 32.3 64.16 - - no
5 4.57 4.98 0.53 41.1 5.62 1 0.22 no
6 4.60 5.49 0.53 41.7 5.63 1 0.29 no
7 8.41 31.84 1.28 60.6 7.44 1 0.19 s 
8 9.58 24.48 0.88 51.4 8.29 1 0.35 no
Tabella 4.5: Parametri stimati per ogni terna di valori iniziali in relativi al
quinto centroide.
Centroide 6
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 2.32 0.82 0.40 27.6 3.95 1 0.07 s 
2 2.24 0.84 0.40 27.5 3.94 1 0.07 s 
3 5.31 1.88 0.38 31.4 14.67 - - no
4 2.50 0.88 0.40 27.7 3.95 1 0.07 s 
5 3.92 2.60 0.41 30.1 3.99 1 0.07 s 
6 5.11 5.40 0.40 32.6 4.16 1 0.12 no
7 6.39 18.01 0.52 31.7 4.42 1 0.38 no
8 9.19 24.72 0.45 34.3 5.16 1 0.55 no
Tabella 4.6: Parametri stimati per ogni terna di valori iniziali in relativi al
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Centroide 7
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.03 2.02 0.34 21.7 2.97 1 0.04 s 
2 0.92 3.79 0.35 24.6 3.06 1 0.03 s 
3 1.11 12.32 0.56 30.3 3.07 1 0.03 s 
4 1.38 4.12 0.36 21.8 3.39 1 0.00 no
5 0.15 2.93 0.36 18.8 2.96 1 0.04 s 
6 0.03 5.99 0.34 25.3 2.93 1 0.03 s 
7 0.06 8.63 0.36 20.7 2.93 1 0.03 s 
8 1.47 99.50 0.45 31.0 3.19 1 0.02st no
Tabella 4.7: Parametri stimati per ogni terna di valori iniziali in relativi al
settimo centroide.
Centroide 8
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.02 0.66 0.57 35.1 5.54 1 0.10 s 
2 2.24 0.85 0.64 39.7 6.00 1 0.08 no
3 2.41 0.90 0.65 40.0 6.02 1 0.08 no
4 2.33 3.23 0.54 46.8 172.00 - - no
5 0.01 0.66 0.57 35.1 5.54 1 0.10 s 
6 0.02 6.07 0.56 46.6 5.39 4 0.00 s 
7 6.00 11.94 4.16 109.5 14.17 1 0.29 no
8 6.69 25.96 2.39 88.6 16.56 3 0.82 no
Tabella 4.8: Parametri stimati per ogni terna di valori iniziali in relativi
all'ottavo centroide.
Centroide 9
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.03 3.71 0.48 38.0 4.64 1 0.02 s 
2 1.29 2.45 0.57 44.5 5.35 1 0.02 no
3 1.34 12.09 0.55 50.7 5.24 1 0.02 no
4 1.53 12.14 0.60 51.6 5.49 1 0.02 no
5 0.02 2.41 0.48 36.8 4.68 1 0.03 s 
6 0.02 5.96 0.48 40.0 4.62 1 0.02 s 
7 0.02 24.76 0.47 38.0 4.91 1 0.00 no
8 1.37 29.52 0.50 47.5 5.27 1 0.02 no
Tabella 4.9: Parametri stimati per ogni terna di valori iniziali in relativi al
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Centroide 10
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 1.16 2.78 0.99 68.9 8.96 1 0.02 no
2 1.29 2.40 1.00 68.5 9.15 1 0.02 no
3 1.56 10.98 1.02 74.1 9.55 1 0.01 no
4 1.53 12.03 1.01 74.5 9.46 1 0.01 no
5 0.02 2.37 0.77 58.0 7.95 1 0.02 s 
6 0.02 3.11 0.78 58.6 7.90 1 0.02 s 
7 1.49 15.03 0.97 69.6 9.33 1 0.01 no
8 1.58 21.22 1.06 77.4 9.57 1 0.01 no
Tabella 4.10: Parametri stimati per ogni terna di valori iniziali in relativi
al decimo centroide.
Centroide 11
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.01 0.57 5.36 126.5 31.94 1 0.05 s 
2 2.90 4.37 6.08 139.2 34.99 1 0.48 no
3 0.05 0.60 8.34 134.0 33.10 1 0.04 s 
4 2.91 4.44 6.02 139.2 35.11 1 0.50 no
5 2.80 2.68 6.35 140.0 35.26 1 0.21 no
6 2.90 4.05 6.05 139.2 35.08 1 0.44 no
7 3.02 9.91 5.97 140.6 35.65 1 0.47 no
8 3.03 26.85 7.40 138.7 34.99 1 0.09 no
Tabella 4.11: Parametri stimati per ogni terna di valori iniziali in relativi
all'undicesimo centroide.
Centroide 12
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.00 3.86 9.05 164.2 114.44 1 0.07 no
2 0.02 3.64 9.75 163.8 115.28 1 0.06 no
3 0.00 16.15 9.06 168.9 107.22 1 0.05 s 
4 0.02 3.51 9.53 159.8 121.11 1 0.00 no
5 0.00 3.63 9.52 159.8 120.89 1 0.00 no
6 1.60 4.64 13.73 182.5 165.69 1 0.02 no
7 0.01 17.45 8.94 161.5 113.50 1 0.00 no
8 0.00 24.18 9.28 171.0 106.27 1 0.03 s 
Tabella 4.12: Parametri stimati per ogni terna di valori iniziali in relativi
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Centroide 13
in out1 out2 out3 fobj RSS indice CBF
2opicco
CBF conforme
1 0.00 0.62 7.84 184.3 86.27 4 0.14 s 
2 0.01 0.39 14.61 157.5 90.31 1 0.19 s 
3 0.01 0.76 8.03 181.2 9560.30 1 0.00 no
4 1.27 0.37 18.58 168.7 116.65 1 0.14 no
5 0.01 0.40 14.59 157.5 90.30 1 0.19 s 
6 4.21 1.30 15.89 165.7 100.14 1 0.17 no
7 0.02 0.40 14.56 157.5 90.29 1 0.19 s 
8 4.21 1.30 15.88 165.7 100.13 1 0.17 no
Tabella 4.13: Parametri stimati per ogni terna di valori iniziali in relativi
al tredicesimo centroide.
In un soggetto dopo aver selezionato due slice  e stato applicato NSR nelle
tre versioni proposte: NSRoriginal, NSRa-stimati e NSRa-ssi. Si ricorda che
NSRa-stimati e NSRa-ssi, rispetto all'algoritmo originale, prevedono un'analisi
preliminare che interessa i centroidi, con l'obiettivo di individuare come
inizializzare le stime dei segnali associati ad ogni voxel. In NSRa-ssi per o la
stima nei singoli voxel avviene considerando come parametri incogniti solo
le componenti del vettore  e tenendo costanti i coecienti di Fourier a ai
valori stimati nei centroidi. Nel complesso si sono analizzati 21238 voxel, ma
non in tutti le stime sono riuscite a convergere. In Tabella(4.14)  e indicato il
numero di casi in cui l'algoritmo si  e interrotto o ha terminato generando dei
valori di CBF anomali, cio e Inf (innito), NaN (Not A Number), inferiori a
10 5 o superiori a 100. Situazioni quest'ultime, che indicano una scorretta
stima e un'inadeguata ricostruzione del segnale. Si vuole sottolineare come
il numero di voxel scartati, o perch e la stima  e fallita o perch e ha generato
dei valori di CBF anomali, diminuisce con le versioni ottimizzate.
CBF outlier
errori Inf-NaN < 10 5 > 100
NSRoriginal 161 (0.8%) 223 (1.1%) 1323 (6.2%) 1046 (4.9%)
NSRa-stimati 0 (0.0%) 2 (0.0%) 1925 (9.1%) 77 (0.4%)
NSRa-ssi 0 (0.0%) 0 (0.0%) 52 (0.2%) 0 (0.0%)
Tabella 4.14: Numero di casi in cui la stima NSR fallisce a causa della
generazione di un errore e casi di stima di CBF anomali.
Delle due slice analizzate ne  e stata selezionata una da cui si sono ricavati
dei graci con il ne di valutare le prestazioni delle tre versioni di NSR. I
voxel contenuti nella slice in questione sono 12172.62 CAPITOLO 4. RISULTATI
Si riportano tramite boxplot, le distribuzioni della funzione obiettivo -
nale, della somma del quadrato dei residui e dei CBF, Figure(4.9, 4.10 e
4.11). Si rappresenta cos  la distribuzione della grandezza servendosi della
sua mediana (linea rossa), del venticinquesimo e settantacinquesimo per-
centile (area delimitata dal rettangolo blu) e degli estremi della popolazione
(linee tratteggiate). Mancano le rappresentazioni dei valori detti outlier che
verrebbero segnalati nei boxplot con delle croci rosse,  e stato necessario non
inserirli perch e fuori scala cos  da facilitarne la lettura. Il loro numero  e
comunque riportato all'interno delle immagini. Da sottolineare  e la loro
riduzione tra la versione di NSR originale e le altre.
La Figura(4.9) evidenzia come, rispetto ad NSRoriginal, con NSRa-stimati si
possa mediamente ottenere una miglior funzione obiettivo riducendosi infatti
la mediana, la deviazione standard e gli outlier. Lo stesso non si pu o dire
per NSRa-ssi infatti si verica un aumento della funzione obiettivo rispetto
ad entrambe le altre versioni.
Per quanto riguarda gli RSS, Figura(4.10) si nota una diminuzione sia
nel caso di NSRa-stimati che NSRa-ssi. Si sottolinea che l'informazione data
dagli RSS  e relativa solo alla bont a della ricostruzione del segnale e non tiene
conto in alcun modo della siologicit a della funzione residuo.
La distribuzione dei CBF tramite il boxplot, Figura(4.11) non presenta
rilevanti dierenze nei tre metodi, signicativa  e invece la riduzione degli
outlier che si ha con NSRa-stimati e NSRa-ssi.
I CBF stimati sono confrontati nelle Figure(4.12, 4.13 e 4.14) con dei
graci di dispersione. I risultati ottenuti da NSRa-stimati e NSRa-ssi sono
comparati con quelli di NSRoriginal. L'area delimitata dal quadrato indivi-
dua il 90% della popolazione. I punti esclusi appartengono alle code della
funzione di ripartizione congiunta avendo scelto come soglia il 5%. Per i pun-
ti inclusi nel quadrato si riportano: la retta interpolatrice e il coeciente di
correlazione (r2). Per ragioni di visualizzazione nei graci non sono riportati
i valori degli outlier ma sono indicati dalle frecce.
Dal primo graco si nota come NSRa-stimati riesca ad assegnare dei valori
di CBF inferiori a punti in cui NSRoriginal attribuiva invece valori pi u elevati.
Questo lo si vede dalla presenza di punti lontani dalla bisettrice nella parte di
graco sottostante la retta interpolatrice, dal considerevole numero di outlier
indicato dalla freccia orizzontale (7:4%) rispetto a quelli indicati dalle altre
e dal coeciente angolare della retta che interpola i punti nel riquadro. Si
hanno comunque dei punti che si allontano dalla bisettrice spostandosi nella
parte superiore del graco e da esso anche uscendo (0:8%). Una minima
parte di punti inne rimane con CBF elevato. Si vede infatti come la densit a
dei punti diminuisce spostandosi lungo la bisettrice per CBF crescenti e,
uscendo dal graco, la freccia in diagonale indica che al 0:5% dei punti viene
attribuito da entrambe le tecniche un CBF maggiore di 0.5.
Le stesse considerazioni si possono fare anche con il secondo graco,
Figura(4.13). Anzi, con NSRa-ssi, i CBF elevati stimati da NSRoriginal subis-4.1. RISULTATI OTTENUTI DA NSR 63
cono una diminuzione ancora pi u marcata. Lo si vede dal coeciente an-
golare della retta interpolatrice che diminuisce rispetto al caso precedente e
da come varia l'area delimitata dal quadrato.  E importante osservare inol-
tre che le frecce verticale e diagonale non indicano la presenza di outlier,
gli unici presenti sono indicati dalla freccia orizzontale (7:9%) si riferiscono
quindi a NSRoriginal, infatti con NSRa-ssi tali punti tornano ad avere un
CBF contenuto nella scala degli assi.
In Figura(4.14) vengono confrontati i CBF ottenuti da NSRa-stimati e da
NSRa-ssi. L'intervallo che contiene il 90% dei punti escludendo le code della
funzione di ripartizione congiunta al 5% subisce un'ulteriore diminuzione e
buona parte dei punti che con NSRa-stimati venivano mappati al di fuori di
tale intervallo rientra con NSRa-ssi.
Interessante  e il confronto delle mappe di CBF ottenute con i tre metodi
NSR, Figura(4.15). In bianco sono evidenziati gli outlier. A tali punti
corrispondono situazioni in cui l'algoritmo fallisce la stima o perch e non
riesce a convergere in un punto di minimo della funzione obiettivo o perch e
la ricostruzione del segnale avviene con un'inadeguata funzione residuo che
porta a CBF atipici. Notevoli sono i risultati generati da NSRa-ssi, che
riesce far fronte a situazioni in cui le altre versioni vanno a vuoto.
Figura 4.9: Distribuzione della fobj nelle tre versioni di NSR. Le freccie
indicano il numero con la relativa percentuale di outlier64 CAPITOLO 4. RISULTATI
Figura 4.10: Distribuzione degli RSS nelle tre versioni di NSR. Le freccie
indicano il numero con la relativa percentuale di outlier
Figura 4.11: Distribuzione dei CBF nelle tre versioni di NSR. Le freccie
indicano il numero con la relativa percentuale di outlier4.1. RISULTATI OTTENUTI DA NSR 65
Figura 4.12: Confronto tra CBF ottenuti dalla versione originale e da quella
con i coecienti a stimati. L'area delimitata dal quadrato individua il 90%
della popolazione, su questa porzione viene calcolata la retta interpolatrice
e il coeciente di correlazione r2. I punti esclusi appartengono alle code
della funzione di ripartizione congiunta avendo scelto come soglia il 5%.66 CAPITOLO 4. RISULTATI
Figura 4.13: Confronto tra CBF ottenuti dalla versione originale e da quella
con i coecienti a ssi. L'area delimitata dal quadrato individua il 90%
della popolazione, su questa porzione viene calcolata la retta interpolatrice
e il coeciente di correlazione r2. I punti esclusi appartengono alle code
della funzione di ripartizione congiunta avendo scelto come soglia il 5%.4.1. RISULTATI OTTENUTI DA NSR 67
Figura 4.14: Confronto tra CBF ottenuti dalla versione con a stimati e da
quella con i coecienti a ssi. L'area delimitata dal quadrato individua il
90% della popolazione, su questa porzione viene calcolata la retta interpo-
latrice e il coeciente di correlazione r2. I punti esclusi appartengono alle
code della funzione di ripartizione congiunta avendo scelto come soglia il 5%68 CAPITOLO 4. RISULTATI
Figura 4.15: Confronto tra le mappe di CBF ottenute dalle tre versioni di
NSR. In bianco sono evidenziati gli outlier e i punti dove la stima  e fallita.
Da sottolineare i signicativi miglioramenti con NSRa-ssi.4.1. RISULTATI OTTENUTI DA NSR 69
Inne vengono confrontati i tempi di calcolo. Relativamente ad una slice,
in Tabella(4.15) si riportano i tempi complessivi per l'analisi preliminare
dove prevista e l'analisi di ogni voxel, poi il numero di casi in cui l'algoritmo
ha impiegato un tempo maggiore a 20 secondi e inne la previsione del
tempo necessario per esaminare l'acquisizione di un intero soggetto (12 slice).
Successivamente sempre relativamente ad una slice in Figura(4.16)  e rap-
presentata la distribuzione normalizzata dei tempi di calcolo. Si considerano
i tempi di una slice perch e il numero complessivo di slice pu o cambiare con
il data-set e oltretutto pu o capitare di non voler analizzare l'intero volume.
 E rilevante notare la signicativa riduzione sia dei tempi di calcolo che
degli outlier. In particolare la Figura(4.16) evidenzia due aspetti. Come la
distribuzione dei tempi, nel passare dalla versione originale a quella con a
stimati, diventi meno uniforme e tenda a restringersi attorno a due istanti
temporali. E inoltre come i 3 picchi in corrispondenza di 1.5, 5.5 e 11 secondi,
individuabili dalla distribuzione relativa a NSRoriginal, si spostino verso tempi
inferiori, cio e in corrispondenza dei tempi 2 e 9 secondi. Ragguardevoli sono
i tempi impiegati da NSRa-ssi soprattutto se si considerano assieme alle
Figure(4.10 e 4.13) relative agli RSS medi e ai CBF stimati.
centroidi [ore] voxel [ore] outlier intero soggetto [die]
NSRoriginal - 42.32 73 21.16
NSRa-stimati 0.95 19.42 2 9.75
NSRa-ssi 0.95 0.17 0 0.12
Tabella 4.15: Tempi di calcolo per una slice con le tre versioni di NSR. Sono
riportati nell'ordine i tempi, in ore, impiegati per l'analisi preliminare sui
centroidi, dove prevista, che verr a eseguita una sola volta nel soggetto, i
tempi totali per l'analisi dei voxel di una slice, il numero di outlier, aven-
do scelto come soglia 20 secondi, e la previsione del tempo impiegato per
analizzare un intero soggetto (12 slice), in giorni.70 CAPITOLO 4. RISULTATI
Figura 4.16: Distribuzione normalizzata dei tempi di calcolo in una slice
per le tre versioni di NSR. Non sono riportati per motivi di visualizzazione
gli outlier (> 20s) che risultano essere 73 in NSRoriginal, 2 in NSRa-stimati e
nessuno in NSRa-ssi.
4.2 Risultati ottenuti da SS
Un primo interrogativo relativo alla Stable Spline riguardava, come visto
al paragrafo riferito alla sua ottimizzazione, la scelta tra kernel gamma-
variata o esponenziale. Dall'analisi di un campione di voxel formato da
100 elementi si  e riscontrato per una buona parte di essi (79) un valore
di , parametro di forma, superiore a uno. Ci o, per quanto gi a illustrato
al paragrafo 3.3.2, indica che la funzione  , Eq(3.14), ha eettivamente
l'andamento di una gamma-variata. Per questi voxel  e stata allora ripetuta
l'analisi SS imponendo l'uso del kernel esponenziale. Al ne di poterne
cogliere le dierenze e apprezzarne i vantaggi, se presenti, dell'uno rispetto
all'altro. In sei casi la stima con il kernel esponenziale ha generato dei
risultati non siologici, dove possibile questi punti vengono indicati in verde
nei graci seguenti.
Con dei graci di dispersione si sono voluti confrontare la funzione obiet-
tivo, Figura(4.17), la somma dei quadrati dei residui, Figura(4.18), i CBF,
Figura(4.19) e tramite dei boxplot la distribuzione dei tempi di calcolo,
Figura(4.20) relativi alle due diverse funzioni  .
Per quanto riguarda la funzione obiettivo, Fig(4.17) si rilevano delle mi-
nime dierenze rispetto all'uso dei due kernel, le maggiori si hanno per i
valori pi u bassi. La retta interpolatrice  e comunque prossima alla bisettrice
e quasi unitario  e il coeciente di correlazione. Analoga  e la situazione4.2. RISULTATI OTTENUTI DA SS 71
Figura 4.17: Confronto tra le funzioni obiettivo ottenute con i due kernel. Il
graco in alto mostra tutti i voxel del campione, meno dove si hanno stime
non siologiche, riportando il t dei punti con la relativa equazione e il coef-
ciente di correlazione r2. I graci in basso propongono un ingrandimento
delle due aree dove si concentrano i punti.
Figura 4.18: Confronto tra RSS derivanti dalle stime eettuate con i due
kernel. Dell'area selezionata al graco di sinistra se ne propone un ingrandi-
mento (graco di destra).  E rappresentata la retta interpolatrice e indicato
il coeciente di correlazione r2.72 CAPITOLO 4. RISULTATI
Figura 4.19: Confronto tra CBF derivanti dalle stime eettuate con i due
kernel.  E rappresentata la retta interpolatrice e indicato il coeciente di
correlazione r2.
Figura 4.20: Confronto delle distribuzioni dei tempi di calcolo per i due
kernel. Si evidenzia come con il kernel esponenziale, la riduzione di una
dimensione dello spazio dei parametri, porti ad una diminuzione dei tempi.4.2. RISULTATI OTTENUTI DA SS 73
relativa agli RSS e ai CBF. Lo stesso non si pu o dire per i tempi di calcolo
che subiscono una diminuzione dovuta al minor numero di parametri da
stimare. Si ricorda infatti che nel caso di kernel esponenziale il vettore degli
iperparametri  e formato da tre grandezze invece che quattro, riducendosi cos 
di una dimensione lo spazio dei paramentri. Si  e deciso allora di adottare tale
kernel nelle versioni proposte di SS visti i minori tempi di calcolo richiesti
e considerando che in linea di massima il punto di minimo raggiunto dalla
funzione obiettivo non cambia.
Si passa ora a denire l'insieme dei vettori 
in da sottoporre poi ad
ogni centroide. A dierenza di quanto riscontrato per NSR dove in alcune
situazioni variando i parametri iniziali si manifestavano sostanziali modiche
della stima, per la SS il valore nale degli iperparametri e della stima stessa
risultano molto pi u indipendenti dai valori iniziali scelti. Ci o ha permesso di
evitare di assegnare ad ogni iperparametro due valori che rappresentassero
i casi limite e con questi formare tutte le combinazioni possibili.
Dall'analisi SS eseguita in un campione di voxel, usando gli iperparametri
iniziali di default, si  e ottenuto il graco in Figura(4.21), che relaziona il
valore nale di 2 con quello di . Si possano facilmente individuare dei
cluster associabili a della coppie 2; che potrebbero andare a formare
l'insieme dei vettori 
in.
Figura 4.21: Confronto tra 2;. In particolare il graco di destra, che rap-
presenta l'ingrandimento dell'area selezionata in quello di sinistra, permette
di distinguere due cluster centrati in (-40, -1) e (3, -1). I punti in verde
che hanno  pi u elevato mostrano una funzione residuo particolarmente
conforme ai criteri di siologicit a a cui non corrisponde per o un altrettanto
buona ricostruzione del segnale.74 CAPITOLO 4. RISULTATI
Per dimostrare l'importanza di avere degli iperparametri iniziali molto
prossimi a quelli nali, ai voxel appartenenti al cluster rosso di sinistra,
Figura(4.21)  e stata riapplicata la SS imponendo come 
in il vettore 
out
ottenuto dall'analisi precedente. Si  e scelto di farlo solo per questo cluster
in quanto  e quello che pi u si  e discostato dal valore iniziale di 2 che era 3.
In Figura(4.22) sono riportati i risultati. Vengono confrontati i valori assunti




uenza degli iperparametri iniziali
La netta diminuzione dei tempi di calcolo e le minime variazioni delle
altre grandezze, giusticano l'uso per ogni voxel di un vettore 
in \persona-
lizzato" in funzione del centroide associatogli.
Riprendendo il graco in Figura(4.21), l'insieme dei vettori degli iper-
parametri iniziali  e stato denito come in Tabella(4.16).
2  2
1 -40 -1 1
2 3 -1 1
Tabella 4.16: Vettori iperparametri iniziali 
in
Dopo aver individuato il kernel da utilizzare (esponenziale) e gli iper-
parametri con cui inizializzare la stima per ogni centroide, sono state appli-
cate le due versioni di Stable Spline (SSoriginal e SSnew) allo stesso campione
di voxel usato per NSR.4.2. RISULTATI OTTENUTI DA SS 75
Vengono riportati i risultati delle operazioni preliminari svolte nei cen-
troidi da SSnew. Le Tabelle(4.17, 4.18, 4.19, 4.20, 4.21, 4.22, 4.23, 4.24, 4.25,
4.26, 4.27, 4.28 e 4.29) riassumono le principali grandezze ottenute dalla
stima: 
out, il valore della funzione obiettivo e la somma del quadrato dei
residui. Per poter seguire i passi eseguiti dall'algoritmo, nella scelta delle
migliori 
in, si riportano alle ultime tre colonne il massimo locale in cui si
trova il CBF, il rapporto tra l'ampiezza del secondo picco e il primo e viene




in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 0.82 -1.96 1.94 31.6 23.94 1 0.02 s 
2 0.83 -1.96 1.95 31.6 23.92 1 0.02 s 
Tabella 4.17: Parametri stimati al primo centroide per ogni terna di valori
iniziali 
in. Si riportano nell'ordine: l'indice relativo al vettore 
in usato per
l'inizializzazione, il vettore 
out stimato, il valore della funzione obiettivo, la
somma dei residui quadrati, il massimo locale in cui si trova il CBF (indice
CBF), il rapporto tra ampiezza del secondo massimo e CBF (
2opicco
CBF ) e inne
viene indicato se la stima  e conforme o meno ai criteri richiesti.
Centroide 2

in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -1.42 -2.33 1.78 17.5 16.96 1 0.07 s 
2 -1.43 -2.33 1.78 17.5 16.97 1 0.07 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -0.04 -2.51 0.85 54.0 59.70 1 0.21 no
2 -0.04 -2.51 0.85 54.0 59.71 1 0.21 no
Tabella 4.19: Parametri stimati al terzo centroide per ogni terna di valori
iniziali 
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Centroide 4

in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -4.89 -2.32 4.31 -22.4 5.45 1 0.16 s 
2 -4.90 -2.33 4.31 -22.4 5.46 1 0.16 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 1.07 0.02 2.46 -40.8 3.19 1 0.00 s 
2 1.08 0.02 2.46 -40.1 3.19 1 0.00 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -76.21 -1.36 -2.52 -37.0 4.48 1 0.00 s 
2 -39.44 -1.37 -2.53 -37.0 4.48 1 0.00 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -3.33 -2.16 2.70 -17.2 5.36 1 0.10 s 
2 -3.33 -2.17 2.70 -17.2 5.36 1 0.10 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -1.60 2.52 -2.52 -32.5 3.01 1 0.02 s 
2 -2.59 -1.60 2.52 -32.5 3.01 1 0.02 s 
Tabella 4.24: Parametri stimati all'ottavo centroide per ogni terna di valori
iniziali 
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Centroide 9

in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -1.48 -0.98 2.44 -25.6 4.57 1 0.00 s 
2 -1.48 -0.98 2.44 -25.6 4.57 1 0.00 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -33.60 -0.97 2.77 23.6 38.61 1 0.00 no
2 -1.15 -19.2 0.61 -17.2 3.81 1 0.03 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -34.04 -0.54 5.53 6.1 20.09 1 0.00 no
2 -2.46 -1.75 2.41 -13.1 5.89 1 0.02 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -1.73 -1.82 2.51 -1.4 9.28 1 0.02 s 
2 -1.73 -1.81 2.51 -1.4 9.29 1 0.02 s 





in 2  2 fobj RSS indice CBF
2opicco
CBF conforme
1 -2.26 -2.31 2.51 -5-5 7.23 1 0.11 s 
2 -2.26 -2.31 2.51 -5.5 7.23 1 0.11 s 
Tabella 4.29: Parametri stimati al tredicesimo centroide per ogni terna di
valori iniziali 
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In Tabella(4.30)  e indicato il numero di casi in cui l'algoritmo si  e in-
terrotto o ha terminato generando dei valori di CBF anomali, cio e Inf (in-
nito), NaN (Not A Number), inferiori a 10 5 o superiori a 100. Situazioni
quest'ultime, che indicano una scorretta stima e un'inadeguata ricostruzione
del segnale. Si vuole sottolineare come il numero di voxel scartati, o perch e
la stima  e fallita o perch e ha generato dei valori di CBF anomali, diminuisce
con la versione ottimizzata.
CBF outlier
errori Inf-NaN < 10 5 > 100
SSoriginal 0 (0.0%) 405 (1.9%) 42 (0.2%) 0 (0.0%)
SSnew 0 (0.0%) 147 (0.7%) 17 (0.1%) 0 (0.0%)
Tabella 4.30: Numero di casi in cui la stima SS fallisce a causa della
generazione di un errore e casi di stima di CBF anomali.
Delle due slice analizzate ne  e stata selezionata una da cui si sono ricavati
dei graci con il ne di valutare le prestazioni delle due versioni di SS. I voxel
contenuti nella slice in questione sono 12172. Si riportano tramite boxplot,
gli andamenti della funzione obiettivo nale, della somma del quadrato dei
residui e dei CBF, Figure(4.23, 4.24 e 4.25). Mancano le rappresentazioni
dei valori detti outlier,  e stato necessario non inserirli perch e fuori scala
cos  da facilitare la lettura del graco. Il loro numero  e comunque riportato
all'interno delle immagini. Da sottolineare  e la loro riduzione tra la versione
di SS originale e la nuova. Oltre a questo aspetto non sono riscontrabili
particolari dierenze sia nella distribuzione della funzione obiettivo sia in
quella degli RSS che dei CBF.
I CBF stimati sono confrontati nella Figura(4.26) con un graco di dis-
persione. L'area delimitata dal quadrato individua il 90% della popolazione.
I punti esclusi appartengono alle code della funzione di ripartizione con-
giunta avendo scelto come soglia il 5%. Per i punti inclusi del quadrato si
riportano: la retta interpolatrice e il coeciente di correlazione (r2). Per
ragioni di visualizzazione nei graci non sono riportati gli outlier ma ven-
gono indicati dalle freccie. Si nota come SSnew riesca ad assegnare dei valori
di CBF inferiori a punti in cui SSoriginal attribuiva invece valori pi u elevati.
Questo lo si vede dalla presenza di punti lontani dalla bisettrice nella parte
di graco sottostante la retta interpolatrice e dal coeciente angolare della
retta che interpola i punti nel riquadro. Con SS per entrambe le versioni
non si hanno stime di CBF troppo elevate e nei casi in cui SSoriginal fornisce
un valore maggiore di 0.25, generalmente SSnew lo conferma.
Si riportano in Figura(4.27) le mappe di CBF ottenute dalle due versioni
di SS. In bianco sono evidenziati gli outlier. A tali punti corrispondono
situazioni in cui l'algoritmo fallisce la stima o perch e non riesce a convergere
in un punto di minimo della funzione obiettivo o perch e la ricostruzione del4.2. RISULTATI OTTENUTI DA SS 79
segnale avviene con un'inadeguata funzione residuo che porta a CBF atipici.
Ancora una volta non sono evidenti particolori dierenze se non che SSnew
riesce far fronte a situazioni in cui la versione originale va a vuoto.
Figura 4.23: Distribuzione della fobj nelle due versioni di SS. Le freccie
indicano il numero con la relativa percentuale di outlier
Inne vengono confrontati i tempi di calcolo. Relativamente ad una
slice, in Tabella(4.31) si riportano i tempi complessivi per l'analisi preli-
minare, dove prevista, e per l'analisi di ogni voxel, poi il numero di casi
in cui l'algoritmo ha impiegato un tempo maggiore a 5 secondi e inne
la previsione del tempo necessario per esaminare un intero soggetto (12
slice). Successivamente, sempre relativamente ad un slice,  e rappresentata
la distribuzione normalizzara dei tempi di calcolo in Figura(4.28) escludendo
gli outlier. Se ne pu o notare un miglioramento con la versione SSnew dovuto
principalmente alla diminuzione degli outlier. Infatti dalla Figura(4.28) si
vede come vengano mantenuti i due picchi in corrispondenza dei tempi 0.2
e 0.6 secondi e diminuiscano i punti al di fuori. Si considerano i tempi di
una slice perch e il numero complessivo di slice pu o cambiare con il data-set
e oltretutto pu o capitare di non voler analizzare l'intero volume.80 CAPITOLO 4. RISULTATI
Figura 4.24: Distribuzione degli RSS nelle due versioni di SS. Le freccie
indicano il numero con la relativa percentuale di outlier
Figura 4.25: Distribuzione dei CBF nelle due versioni di SS. Le freccie
indicano il numero con la relativa percentuale di outlier4.2. RISULTATI OTTENUTI DA SS 81
Figura 4.26: Confronto tra CBF ottenuti da SSoriginal e da SSnew. L'area de-
limitata dal quadrato individua il 90% della popolazione, su questa porzione
viene calcolata la retta interpolatrice e il coeciente di correlazione r2. I
punti esclusi appartengono alle code della funzione di ripartizione congiunta
avendo scelto come soglia il 5%.
Figura 4.27: Confronto tra le mappe di CBF ottenute dalle due versioni di
SS. In bianco sono evidenziati gli outlier e i punti dove la stima  e fallita.82 CAPITOLO 4. RISULTATI
centroidi [s] voxel [ore] outlier intero soggetto [ore]
SSoriginal - 1.40 219 16.80
SSnew 17.37 1.03 150 12.36
Tabella 4.31: Tempi di calcolo per una slice con le due versioni di SS. Sono
riportati nell'ordine i tempi, in secondi, impiegati per l'analisi preliminare
sui centroidi, dove prevista, che verr a eseguita una sola volta nel soggetto,
i tempi totali per l'analisi dei voxel di una slice in ore, il numero di outlier,
avendo scelto come soglia 5 secondi, e la previsione del tempo impiegato per
analizzare un intero soggetto (12 slice), in ore.
Figura 4.28: Distribuzione normalizzata dei tempi di calcolo in una slice per
le due versioni di SS. Non sono riportati per motivi di visualizzazione gli
outlier (> 5s) che risultano essere 219 in SSoriginal e 150 in SSnew.4.3. CONFRONTO TRA PI U TECNICHE DI DECONVOLUZIONE 83
4.3 Confronto tra pi u tecniche di deconvoluzione
La sclerosi multipla (SM)  e una patologia inammatoria degenerativa che
interessa il sistema nervoso centrale.  E caratterizzata da diverse tipologie
di decorsi, in alcuni casi si vericano successive remissioni e peggioramenti
in altri l'incremento della disabilit a risulta essere costante nel tempo.  E
una malattia demielinizzante, comporta quindi una progressiva degenera-
zione della mielina. La mielina  e la guaina che riveste gli assoni dei neuroni
permettendo la trasmissione rapida ed integra degli impulsi nervosi. Media-
mente in condizioni siologiche la velocit a di trasmissione degli impulsi  e di
100m=s, in soggetti aetti da SM si pu o scendere no a 5m=s. Si assiste
quindi ad un progressivo rallentamento degli impulsi che vanno dal sistema
nervoso centrale al periferico e alle relative parti interessate. Le aree in cui
la mielina viene compromessa si dicono placche, la SM  e conosciuta anche
con il nome di sclerosi a placche.
Si riteneva che la sede delle placche fosse principalmente la sostanza
bianca (WM) e le lesioni in grigia (GM) ne fossero solo una conseguenza.
Recenti studi [9, 10, 24] hanno messo in discussione questa convinzione,
rivalutando l'importanza alle placche in GM, in quanto quelle in WM da sole
non sono sucienti per spiegare completamente i decit cognitivi e clinici
sviluppatisi in alcuni soggetti [11, 33, 5]. Pi u ipotesi sono state fatte sulla
relazione tra lesioni in GM e in WM: la patologia in GM potrebbe essere
primaria (cio e causa delle lesioni in WM) oppure secondaria (quindi causata
dal processo degenerativo degli assoni) o, come sembra pi u probabile, essere
un'iterazione dei due processi a causare i decit nei soggetti.
La comunit a scientica  e ora interessata a capire quali siano le cause della
formazione delle lesioni cos  da poter intervenire precocemente. Da studi
ex-vivo in prossimit a delle placche in GM  e stata riscontrata la presenza
di microglia, indice di un danno cerebrale, e macrofagi [19].  E possibile
allora attribuire le lesioni ad un processo inammatorio, del quale per o non
si conoscono le cause. A tal scopo rilevante risulta lo studio in-vivo e recenti
ipotesi suggeriscono che un decit della perfusione cerebrale possa essere
implicato nella genesi delle lesioni [46]. Questo il motivo per cui la tecnica
della DSC-MRI trova applicazione in casi di SM.
Da una slice, di un soggetto appartenente al data-set, in cui sono presenti
lesioni in GM,  e stato valutato il CBF tra NAGM e zone di GM corrispon-
denti a lesioni. Con NAGM (Normal Appearing Gray Matter) si indicano
le parti di materia grigia apparentemente non lesionate. Il confronto  e stato
fatto considerando il CBF stimato con la tecnica SVD (tecnica di riferimen-
to in DSC), la sua variante cSVD, Figura(4.29) i tre metodi basti su NSR,
Figura(4.30) e i due su SS, Figura(4.31).
Le zone corrispondenti a lesione sono state individuate tramite una pro-
cedura semi-automatica. L'algoritmo esposto in [44] provvede alla selezione
di alcune regioni candidate ad essere lesioni, sfruttando le informazioni for-84 CAPITOLO 4. RISULTATI
nite dalle sequenze: FLAIR che permette di eliminare il contributo del 
uido
celebro-spinale e DIR che lascia solo la GM. Inne tali scelte vengono con-
fermate o riutate da un medico. Per quanto riguarda la segmentazione
dell'immagine per individuare la materia grigia  e stato utilizzato il toolbox
Statistical Parametric Mapping (SPM) versione 8. La segmentazione avviene
sulle acquisizioni strutturali pesate T1  e quindi indispensabile anche l'opera-
zione di coregistrazione eseguita sempre con SPM8. Nell'ordine si ha quindi:
coregistrato l'immagine al template DSC e segmentato. L'algoritmo fornisce
come risultato delle mappe probabilistiche che rappresentano, per ogni voxel,
la probabilit a di appartenere ad uno specico tessuto. I parametri utilizzati
per la segmentazione sono quelli di default previsti da SPM8 e per operazione
di interpolazione si  e usato l'algoritmo nearest neighbor cos  da preservare
le propriet a probabilistiche delle mappe. Dalla mappa relativa alle aree di
materia grigia  e stata ottenuta la corrispondente maschera imponendo una
soglia pari al 90%.
Dalle Figure(4.29, 4.30 e 4.31) si nota come tutti i metodi stimino
un CBF inferiore nelle zone lese. Per apprezzarne meglio le diversit a in
Tabella(4.32) sono riportate le dierenze percentuali di CBF tra le zone lese
e quelle apparentemente sane, calcolate sulla mediana non trattandosi di di-
stribuzioni gaussiane. Si riportano inoltre in Tabella(4.32) i risultati del test
non parametrico di Kolmogorov-Smirnov che mostrano come venga sempre
riutata l'ipotesi nulla. Tale ipotesi aerma che la funzione di ripartizione
dei CBF in zone di lesioni  e la stessa di quella dei CBF in NAGM. Avendo
scelto come livello di signicativit a il 5% e ottenendo sempre p-value infe-
riori si pu o concludere che i CBF stimati nelle due zone provengono da due




SVD -40.5 9:5  10 33
cSVD -35.3 2:0  10 30
NSRoriginal -48.8 4:0  10 25
NSRa-stimati -47.2 1:9  10 26
NSRa-ssi -45.0 1:0  10 29
SSoriginal -23.5 3:4  10 16
SSnew -28.2 1:7  10 18
Tabella 4.32: Dierenze percentuali tra CBF stimati nelle zone di lesione
e CBF stimati nella NAGM per ognuno dei metodi di deconvoluzione
confrontati, calcolati con la mediana non avendo una distribuzione gaus-
siana e risultati del test statistico non parametrico di Kolmogorov-Smirnov
(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Figura 4.29: Distribuzioni dei CBF tra NAGM e lesioni in GM con SVD e
cSVD, calcolate alla slice 11 del soggetto analizzato.
Figura 4.30: Distribuzioni dei CBF tra NAGM e lesioni in GM con le tre
versioni di NSR, calcolate alla slice 11 del soggetto analizzato.86 CAPITOLO 4. RISULTATI
Figura 4.31: Distribuzioni dei CBF tra NAGM e lesioni in GM con le due
versioni di SS, calcolate alla slice 11 del soggetto analizzato.
Si riportano poi i tempi di calcolo medi dei voxel analizzati con la relativa
deviazione standard, Figura(4.32). In questo graco, per quanto riguarda
NSRoriginal, per renderlo confrontabile con gli altri casi sono stati esclusi 13
voxel che risultavano avere tempo medio di sette ore.
Fin'ora si  e posta l'attenzione principalmente sul valore di CBF, calcolato
come maxfR(t)g.  E certamente una grandezza fondamentale nello studio
della perfusione emodinamica ma non da meno  e la funzione residuo da cui
viene calcolata. Da R(t), dalla teoria della diluizione, ci si attende sia una
funzione positiva, regolare, decrescente con massimo in t = 0 in assenza di
dispersione o al pi u con il suo unico massimo in t > 0, ma comunque prossimo
a zero, in presenta di dispersione. Per valutare le funzioni residuo stimate
viene proposta una mappa che presenta colore verde nei punti in cui la
funzione residuo ha CBF entro i suoi primi due massimi locali e rapporto tra
ampiezza del secondo massimo e CBF inferiore a 0.2. Colore rosso altrimenti.
Nelle mappe ottenute dai risultati di SVD e cSVD, Figura(4.33), pre-
domina il colore rosso. Dovuto alle frequenti oscillazioni riscontrabili nelle
funzioni residuo stimate da questi metodi. In Figura(4.34) si hanno le mappe
relative alle tre versioni di NSR. Nelle prime due, i numerosi voxel rossi cor-
rispondono sia ai punti in cui la stima fallisce, Tabella(4.14) che ai punti
dove si ha una buona ricostruzione del segnale ma la funzione residuo non
presenta le caratteristiche volute. Al contrario nella terza mappa, relati-
va a NSRa-ssi, predomina il colore verde. La funzione residuo nella quasi
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Figura 4.32: Tempo di calcolo medio con la relativa deviazione standard, cal-
colati nella slice 11 del soggetto analizzato per ognuno dei metodi di decon-
voluzione confrontati. Si sottolinea la diminuzione sia del tempo medio che
della sua deviazione standard nelle versione proposte rispetto alle originali
sia per NSR che SS.
il moto Browniano del centroide, scelto appunto in base ai criteri di sio-
logicit a e gli unici parametri su cui l'algoritmo pu o intervenire agiscono sul
livello di dispersione, la sola ampiezza del moto Browniano e il rumore dei
dati. Inne in Figura(4.35) il confronto tra le due versioni di SS permet-
te di notare come le zone rosse diminuiscano con SSnew. Per una miglior
lettura delle mappe in Tabella(4.33) sono riportate, per le diverse tecniche
confrontate, le percentuali di voxel con funzione residuo siologica e non.  E
possibile constatare ancora una volta la signicativa riduzione di funzioni
residuo non conformi ai criteri di siologicit a richiesti che si ha grazie alle
modiche apportate agli algoritmi. Rilevanti sono i risultati che si ottengono
con NSRa-ssi rispetto alle altre versioni di NSR.88 CAPITOLO 4. RISULTATI
Figura 4.33: Mappe di siologicit a di R(t) per SVD e cSVD, relative alla slice
11 del soggetto analizzato. I voxel verdi corrispondono a funzioni residuo
siologiche e viceversa i voxel rossi. L'abbondanza di quest'ultimi  e dovuta
alle numerose oscillazioni riscontrabili nelle R(t) stimate da SVD e cSVD.
Figura 4.34: Mappe di siologicit a di R(t) per le tre versioni di NSR, relative
alla slice 11 del soggetto analizzato. I voxel verdi corrispondono a funzioni
residuo siologiche e viceversa i voxel rossi. Da notare come passando da
NSRoriginal a NSRa-stimati e inne a NSRa-ssi i voxel verdi diventino sempre
pi u numerosi no ad occupare quasi l'intera immagine nell'ultimo caso.
Figura 4.35: Mappe di siologicit a di R(t) per le due versioni di SS, relative
alla slice 11 del soggetto analizzato. I voxel verdi corrispondono a funzioni
residuo siologiche e viceversa i voxel rossi. Si sottolinea la diminuzione di
quest'ultimi nel caso di SSnew.4.3. CONFRONTO TRA PI U TECNICHE DI DECONVOLUZIONE 89








Tabella 4.33: Percentuali di funzioni residuo conformi ai criteri di siolo-
gicit a e non, per ognuno dei metodi di deconvoluzione confrontati. I dati
elencati si riferiscono alle Figure(4.33, 4.34 e 4.35). Si sottolinea l'importante
riduzione di funzioni residuo non siologiche in NSRa-ssi.Capitolo 5
Discussione
La conoscenza dei parametri di perfusione pu o fornire importanti infor-
mazioni sulla diagnosi e cura di patologie che coinvolgono l'emodinamica
cerebrale. La loro quanticazione  e possibile tramite la tecnica DSC-MRI
che per o obbliga ad imbattersi in due rilevanti problemi: la stima della
concentrazione arteriale CAIF(t) e l'operazione di deconvoluzione.
Con questo lavoro si  e voluto approfondire il secondo degli aspetti elen-
cati analizzando due tecniche di deconvoluzione risultate particolarmente
promettenti in studi precedenti. L'obiettivo pressatosi mirava alla loro
ottimizzazione e al loro perfezionamento anch e fossero applicabili in DSC-
MRI. I problemi riscontrati nelle versioni originali di tali metodi erano dovuti
principalmente a casi di fallimento o scorretta stima dei parametri, inadegua-
ta ricostruzione dei segnale di concentrazione tessutale e soprattutto elevata
onerosit a computazionale.
La prima tecnica studiata  e detta Nonlinear Stochastic Regularization
(NSR). Consiste in un metodo di deconvoluzione non parametrico che con-
sidera la funzione incognita da stimate CBF  R(t) data dalla convoluzione
tra l'esponenziale di un moto Browniano e una funzione esponenziale de-
terministica. Sono state proposte due varianti della versione originale, in
entrambe avviene un'analisi preliminare dei segnali di concentrazione mira-
ta ad inizializzare nel modo pi u opportuno i vettori incogniti ( e a). In
quanto, trattandosi di uno stimatore non lineare la soluzione viene calco-
lata risolvendo un problema di minimizzazione,  e quindi necessario fornire
una valore iniziale ai parametri incogniti. L'inizializzazione dei parametri
avviene valutando i centoroidi derivanti dal clustering dei segnali da analiz-
zare. Nel momento in cui per un centroide  e stata individuata la miglior
inizializzazione, i parametri da essa ottenuti verranno usati per inizializzare
le stime di tutti i segnali appartenenti al cluster in questione. Per ogni
centoride la miglior inizializzazione viene scelta valutando le stime ottenute
usando per vettori iniziali quelli elencati in Tabella(3.2).
Dall'analisi di un centroide riportata come esempio alle Figure(4.1, 4.2,
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4.3, 4.4, 4.5, 4.6, 4.7 e 4.8) e alle Tabelle(4.1, 4.2, 4.3, 4.4, 4.5, 4.6, 4.7, 4.8,
4.9, 4.10, 4.11 e 4.12) riassuntive di tutti i parametri stimati si pu o osser-
vare come la combinazione di valori iniziali, scelta come migliore dai criteri
proposti, non sia sempre la stessa e come varino anche le terne escluse per
aver dato una soluzione non siologica. Ci o conferma l'utilit a di inizializzare
i vettori in, per ogni centroide, nei modi elencati in Tabella(3.2), cos  da
includere tutte le possibili combinazioni di punti iniziali. Si osserva inoltre
che generalmente non  e unica la terna che soddisfa i tre criteri di scelta
e in questi casi i parametri stimati sono tra loro confrontabili. Si stanno
quindi ottenendo stime simili tra loro, partendo da posizioni dierenti, ci o
 e una garanzia sul fatto che il punto raggiunto dalla funzione obiettivo  e
eettivamente quello di minimo.
Dopo il calcolo dei vettori in e ain per ogni cluster, sono state appli-
cate le due versioni di NSR cos  da poterne confrontare i risultati con la
versione originale. Gi a dalla Tabella(4.14) si comprende l'importanza di
un'accurata inizializzazione. Infatti con le versioni sviluppate non sono pi u
stati generati errori durante l'esecuzione del codice e gli outlier sono forte-
mente diminuiti in particolare nel caso di NSRa-ssi. Le distribuzioni delle
funzioni obiettivo Figura(4.9) ne evidenziano, rispetto ad NSRoriginal, una
diminuzione con NSRa-stimati e un aumento con NSRa-ssi. Il fatto che con
NSRa-stimati si possa mediamente ottenere una miglior funzione obiettivo  e
sicuramente un punto a suo favore. Per quanto riguarda invece NSRa-ssi
l'aumento riscontrato era atteso, infatti diminuendo i gradi di libert a dello
stimatore, impedendogli di modicare i coecienti a, solo una parte della
funzione obiettivo pu o essere minimizzata mentre l'altra rimane costante.
Si ricorda infatti che la funzione obiettivo nella deconvoluzione con NSR
 e formata da due termini: un primo per l'aderenza ai dati misurati e un
secondo che considera i coecienti a cos  che rispettino le caratteristiche di
distribuzione gaussiana a media nulla e varianza nota. Quindi, avere una
funzione obiettivo elevata non signica necessariamente che la ricostruzione
del segnale non sia buona, in quanto dell'aumento pu o essere responsabile il
termine relativo ai coecienti. Ovviamente vale anche il viceversa.
In Figura(4.10) sono presentate le distribuzioni degli RSS per le tre ver-
sioni di NSR. Si pu o osservare come le modiche apportate alla versione
originale di NSR portino ad una diminuzione non tanto della mediana, che
rimane quasi invariata, ma piuttosto della deviazione standard, in partico-
lare dei valori pi u elevati di RSS. Si sottolinea che l'informazione data dagli
RSS  e relativa solo alla bont a della ricostruzione del segnale e non tiene
conto in alcun modo della siologicit a della funzione residuo. Si pu o con-
cludere quindi che le modiche introdotte all'algoritmo originale permettono
di ridurre i casi in cui non si otteneva una buona ricostruzione del segnale
CV OI(t).
Anche dalle distribuzioni dei CBF in Figura(4.11) non si notano sostanziali
dierenze, l'aspetto pi u rilevante  e la diminuzione degli outlier. Quest'ul-93
tima considerazione assieme alla soppressione degli errori generati dall'al-
goritmo, Tabella(4.14), indicano che le operazioni preliminari introdotte
in NSRa-stimati e NSRa-ssi permettono eettivamente di fare una migliore
inizializzazione dei parametri.
Un confronto pi u attento dei CBF avviene con le Figure(4.12, 4.13 e
4.14). Dalle prime due si nota come NSRa-stimati e in particolare NSRa-ssi
riescano a ridurre il valore del CBF nei punti in cui NSRoriginal lo stimava
troppo elevato e mantenere in prossimit a della retta interpolatrice la mag-
gior parte dei punti che gi a con NSRoriginal risultavano avere CBF contenuto
nell'area evidenziata. Il terzo graco sottolinea come questa riduzione sia
presente anche nel passaggio da NSRa-stimati a NSRa-ssi. Signicativo  e
osservare come diminuisce in tali immagini l'area delimitata dal quadrato
che individua il 90% dei punti escludendo le code della funzione di ripar-
tizione congiunta. Questo  e dovuto alla riduzione della varianza dei CBF e
quindi alla riduzione degli outlier. L'importanza di tale diminuzione, che si
riscontra grazie alle modicare apportate,  e percepibile dalla Figura(4.15)
che presenta le mappe di CBF. Si vede come la numerosa presenza dei voxel
bianchi, corrispondenti agli outlier e ai punti in cui la stima  e fallita, ren-
da le mappe ottenute da NSRoriginal e NSRa-stimati illeggibili. Decisamente
migliore  e la mappa prodotta da NSRa-ssi infatti i voxel bianchi sono quasi
del tutto assenti.
Per lo stesso segnale CV OI(t) l'analisi con NSRa-stimati o NSRa-ssi avviene
con le stesse condizioni iniziali nel senso che il vettore dei parametri in e
quello dei coecienti ain sono inizializzati allo stesso modo. Ci o nonostante
con NSRa-stimati si ottengono molti pi u outlier. Questo pu o essere ricondotto
al fatto che in NSRa-ssi vengono ridotti drasticamente i gradi di libert a dello
stimatore impedendogli di modicare il vettore a cio e il moto Browniano che
costituisce assieme all'esponenziale deterministico la funzione residuo. Tale
scelta permette fortemente di aumentare la probabilt a di ottenere una fun-
zione residuo siologica, magari a discapito di un'ottima ricostruzione del
segnale, in quanto il vettore ain  e stato individuato basandosi fondamental-
mente sul rispetto delle condizioni di siologicit a della funzione residuo da
esso ottenuta. E per giunta permette una drastica riduzione dei tempi di
calcolo.
A tal proposito sia la Tabella(4.15) che la Figura(4.16) esplicitano la
netta dierenza riscontrata in termini di onerosit a computazionale tra le tre
versioni di NSR. In particolare NSRa-ssi risulta essere l'unico applicabile ad
un intero soggetto e ad estesi data-set, gli altri invece possono trovare, per
ora, solo applicazione in limitate regioni d'interesse.
La seconda tecnica studiata  e detta Stable Spline (SS), si tratta di un
metodo di deconvoluzione modello-indipendente che permette di stimare la94 CAPITOLO 5. DISCUSSIONE
risposta impulsiva di un sistema stabile. Quest'ultima viene modellata come
una realizzazione di un processo Gaussiano la cui descrizione statistica in-
clude informazioni a priori sulla regolarit a e sulla BIBO stabilit a. L'aspetto
innovativo di tale metodo sta nella formulazione suggerita per la matrice di
autocovarianza K detta stable spline kernel Eq(3.18 e 3.19).
Come NSR anche SS giunge alla stima della funzione incognita risol-
vendo un problema di minimizzazione, fondamentale anche in questo caso
 e quindi l'inizializzazione del vettore degli iperparametri . L'approccio se-
guito  e analogo a quello proposto per NSR: tramite un'analisi preliminare
di ogni centoroide si individua la stima migliore e da questa si ricava come
inizializzare le stime dei segnali appartenenti al relativo cluster.
Prima di considerare i risultati ottenuti dalle due versioni, SSoriginal e
SSnew  e opportuno valutare come si  e giunti alla scelta del kernel  (t) e
come sono state inizializzate le stime dei centroidi.
Per quanto riguarda il primo aspetto le minime variazioni di funzione
obiettivo, RSS e CBF, Figure(4.17, 4.18 e 4.19) non permettono di osservare
particolari dierenze dall'uso di un kernel esponenziale o gamma-variata.
Nonostante nel primo caso una piccola percentuale di stime fallisca, la dimi-
nuzione dei tempi di calcolo Figura(4.20) giustica la sua scelta per tutte le
analisi successive, in quanto tra gli obiettivi nali di questo lavoro c' e anche
l'applicazione dell'algoritmo a grandi data-set. Eventualmente per i casi in
cui il kernel esponenziale non permettesse di individuare un punto di minimo
la stima pu o essere ripetuta con il kernel gamma-variata. Quest'opzione non
 e stata attualmente implementata potr a quindi essere inclusa in una versione
successiva.
Le possibili inizializzazioni usate per ogni centroide sono state ricavate
dalla Figura(4.21) che relaziona i parametri 2 e 2 ottenuti applicando
SSoriginal ad un campione di voxel. Vista la distribuzione dei parametri nali
attorno a due coppie di valori, si  e pensato di usare quest'ultime per inizial-
izzare la stima dei centroidi. I risultati cos  ottenuti sono riassunti dalle
Tabelle(4.17, 4.18, 4.19, 4.20, 4.21, 4.22, 4.23, 4.24, 4.25, 4.26, 4.27 e 4.28).
 E possibile notare come nella maggior parte dei casi si ottengano le stesse
stime, ci o conferma che il punto raggiunto dalla funzione obiettivo  e eetti-
vamente quello di minimo e inoltre quanto detto al Capitolo 3 a proposito
della minore dipendenza dai parametri iniziali di SS rispetto a NSR. Tut-
tavia pur non manifestandosi sostanziali dierenze modicando i parametri
iniziali si preferisce usarli comunque entrambi nell'analisi preliminare dei
centroidi. Infatti il tempo di calcolo richiesto  e irrisorio e soprattutto si
vuole evitare di incorrere nei casi indicati in verde alla Figura(4.21). Tali
situazioni denotano un'inadeguata ricostruzione del segnale e il raggiungi-
mento di un minimo locale, casi quest'ultimi che non si presentano usando
i due punti iniziali nell'analisi dei centroidi. Un'ulteriore prova della ridotta
dipendenza dai parametri iniziali di SS la si ha dalla Figura(4.22). Per gli
stessi segnali viene applicata due volte SSoriginal perfezionando alla secon-95
da stima l'inizializzazione dei parametri. I risultati ottenuti non subiscono
variazioni pur diminuendo notevolmente il tempo di calcolo.
Dal confronto dei risultati ottenuti dalle due versioni di Stable Spline si
pu o comprendere l'importanza della fase di inizializzazione. Con la Tabella
(4.30) si nota subito una sostanziale diminuzione degli outlier e in particolare
dei casi in cui la stima fallisce, cio e dove il CBF assume valori Inf o NaN.
Dalle distribuzioni dei valori assunti da funzione obiettivo, RSS e CBF non
si notano rilevanti dierenze. Pi u interessante  e invece la Figura(4.26) che
con un graco di dispersione confronta i CBF ottenuti dalle due versioni. La
densa nuvola di punti disposti in prossimit a della bisettrice indica che il CBF
stimato da SSoriginal viene per la maggior parte dei casi confermato da SSnew.
Lo stesso non si pu o dire per i punti al di sotto della bisettrice per i quali
invece SSnew riduce il valore del CBF stimato da SSoriginal, quest'ultimi punti
fanno si che il coeciente angolare della retta interpolatrice sia inferiore ad
uno.
Le mappe in Figura(4.27) sottolineano i miglioramenti apportati da
SSnew quindi la riduzione degli outlier, nel contempo la conferma per gli
altri punti dei valori assegnati da SSoriginal e soprattutto la diminuzione
dei casi di fallimento della stima. Il tutto avviene in minor tempo, come
mostra la Tabella(4.31) e il graco della distribuzione dei tempi di calcolo
in Figura(4.28).
Dal confronto su un caso reale, delle tecniche di deconvoluzione discusse,
con i metodi SVD e cSVD, emerge che in tutte la perfusione media nelle
aree corrispondenti a lesioni  e minore rispetto a quella stimata nella NAGM,
Figure(4.29, 4.30 e 4.31). In particolare con la Tabella(4.32) si riassumono
le dierenze percentuali tra le due regioni, calcolate sulla mediana dei CBF,
e i risultati del test statistico. I quali confermano che, per tutti i metodi
considerati, i CBF stimati nelle due zone provengono da popolazioni con
diversa distribuzione.
Tuttavia dalle mappe sulla siologicit a delle funzioni residuo stimate,
Figure (4.33, 4.34 e 4.35), si pu o notare come, con le versioni modicate
di NSR e SS, si riducano i voxel non siologici. Molto incoraggianti sono i
risultati ottenuti con NSRa-ssi in quanto si riesce ad avere pi u del 95% di
funzioni siologiche, Tabella(4.33), in un tempo altamente minore rispetto
alle altre versioni di NSR.Capitolo 6
Conclusione
Il lavoro svolto ha permesso di analizzare l'operazione di deconvoluzione, che
costituisce un aspetto cruciale nella quanticazione dei parametri emodina-
mici tramite DSC-MRI. La particolarit a di tale operazione sta nell'essere un
problema mal-posto e mal-condizionato. Ci o signica che la soluzione non  e
unica e per di pi u molto sensibile al rumore, anche un basso livello di rumore
nei segnali in uscita porta a grandi errori nella stima della risposta impulsiva
del sistema. Il tutto rende la deconvoluzione un problema particolarmente
complesso.
L'obiettivo pressatosi mirava al perfezionamento e all'ottimizzazione
di due tecniche di deconvoluzione non parametriche la Nonlinear Stochas-
tic Regularization (NSR) [6] e la Stable Spline (SS) [34], cos  da renderle
utilizzabili in DSC-MRI.
Per quanto riguarda NSR sono state proposte due versioni ottimizzate:
NSRa-stimati e NSRa-ssi. Entrambe prevedono un'analisi preliminare per
una pi u accurata inizializzazione dei parametri da stimare, eettuata sui
segnali di concentrazione. Inoltre in NSRa-ssi sono state introdotte delle
modiche anche nella fase di analisi dei singoli voxel, riducendo notevolmente
le dimensioni dello spazio dei parametri.
La stessa analisi preliminare  e stata inserita anche nella nuova versione
di SS (SSnew) cos  da migliorare l'assegnazione dei punti iniziali.
Riassumendo quanto ottenuto dal confronto dei risultati, emerge che le
versioni ottimizzate:
 riducono notevolmente gli outlier, relativi in particolare ai CBF, e i
casi di fallimento della stima, presenti con le versioni originali;
 riducono signicativamente i tempi di calcolo;
 permettono la stima di funzioni residuo molto pi u conformi ai criteri
di siologicit a.
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In particolare, molto soddisfacenti sono i risultati ottenuti da NSRa-ssi.
Ha prodotto infatti le migliori mappe di CBF per la quasi totale assenza di
outlier e fallimenti nella stima, le migliori mappe di siologicit a per R(t),
il tutto con dei tempi di calcolo confrontabili con quelli di SVD. Ci o ne
rende possibile l'applicazione in interi data-set, cosa prima impensabile con
la versione originale di NSR.
I fronti su cui continuare questo lavoro sono molteplici. In particolare
a volte nei risultati si osserva che, il segnale CV OI(t) stimato, risulta essere
in ritardo rispetto al segnale misurato specialmente nella fase iniziale di
aumento della concentrazione del tracciante. Ci o suggerisce di provare ad
includere, nella fase preliminare di analisi dei centroidi, situazioni in cui
la concentrazione arteriale viene anticipata. In Figura(6.1) si riporta per
un centroide la stima della funzione residuo e la ricostruzione del segnale
CV OI(t) ottenuta con SS utilizzando la CAIF(t) calcolata dell'algoritmo,
alla Figura(6.2) invece, per lo stesso segnale e con la stessa inizializzazione,
si riportano le stime ottenute anticipando la concentrazione arteriale. Si pu o
osservare come migliori la ricostruzione del segnale CV OI(t) in particolare
nella fase iniziale di aumento della concentrazione e come si riducano RSS
e funzione obiettivo.
Figura 6.1: Funzione residuo e ricostruzione del segnale di concentrazione
relativi ad un centroide, calcolati con SS usando il segnale CAIF(t) stimato
dall'algoritmo. Si riportano inne RSS, WRSS e funzione obiettivo.99
Figura 6.2: Funzione residuo e ricostruzione del segnale di concentrazione
relativi allo stesso centroide della Figura(6.1), calcolati con SS usando il
segnale CAIF(t) stimato dall'algoritmo e anticipato di un campione. Si
riportano inne RSS, WRSS e funzione obiettivo.Bibliogra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