ABSTRACT: Computerized transient-flow models have been used with great success in the analysis of water-hammer events in topologically simple pipeline systems, and the performance of these models is well documented. This paper addresses the relatively unexplored area of transients in complex pipe networks. A new formulation permitting system demands to be represented as a distributed pipe flux is presented. This approach is compared with two conventional methods for modeling demands in pipe networks. The results of a field test conducted on August 29, 1990, by the City of Calgary Waterworks staff on one of the city's major transmission and distribution subsystems is presented. The results are compared with the behavior predicted by a network transient model. The computer model was generally in good agreement with the field test data, with all three demand models giving comparable results, particularly with respect to the initial downsurge and the first upsurge following the pump trip. However, the transient's long-term decay was poorly represented by all three demand models.
INTRODUCTION
Computerized transient-flow models are used with great success in the analysis of waterhammer events in topologically simple pipeline systems. There are many well-documented results in the literature describing the performance of such models, mostly for various types of pumping plants connected to a series pipeline. As early as 1937, Schnyder conducted comparisons between computed and observed water-hammer pressures in pumping plants. Chaudhry presents test results for hydroelectric power plants (Chaudhry and Portfors 1973) , pumping plants (Chaudhry 1987) , and makeup cooling-water-supply lines (Chaudhry et al. 1978) . Other similar field studies for pumping and power plants also appears in the literature (Brown 1968; Portfors and Chaudhry 1972; Sheer et al. 1973 ). Both Brown (1968) and Simpson and Wylie (1991) give test results for transients with water column separation, and Hancox and Banerjee (1978) present an implicit finite-difference model and test results for a two-phase flow in nuclear-power-plant piping systems. Although these systems may be complex in a physical or behavioral sense, they lack the topological complexity typical of many branched and looped pipe networks.
The lack of data for transients in complex networks, such as water distribution systems, can be accounted for in two primary ways. First, system owners sometimes underestimate the occurrence and severity of transients in pipe networks because they believe the system's network character reduces the impact of water-hammer events. However, there is little rational basis for this attitude, and literature suggests the opposite may be true sometimes (Karney and Mclnnis 1990) . Secondly, the expense and difficulty of constructing unsteady-flow models of complex pipe networks, including the collection of field data for model calibration, has to some extent precluded any serious study of network transient phenomena. As a result, theoretical developments in the area of water-hammer analysis have made substantial progress in recent years, but confirmatory studies have not been published in the literature.
Little is known about the transient-flow behavior of complex pipe systems. There are many unsubstantiated arguments, and as many unresolved issues surrounding this important topic. For example, how is the predicted transient behavior of a pipe network influenced by the magnitude and assumed distribution of consumptive demand? What is the nature of dissipative forces, such as junction and other minor losses, in distribution networks? How sensitive are predicted pressures to the artificially increased velocities produced during the skeletonizing process?
The answers to these questions require substantial research effort and cannot be addressed in a single discussion of pipe network transients. This paper initiates an investigation of only one of these issues-the effects of model demand representation on the predicted system behavior.
In performing hydraulic analyses, it is generally accepted that some form of reduced or skeletal model of the system must be used to make the analysis practical. Yet, the analyst often has no clear idea how the skeletonization process affects the predicted behavior of the system. This is an important issue and one that requires investigation. However, the topic is too extensive to be dealt with in a paper as brief as this. For purposes of this investigation, the writers accept that a skeletal representation of the system is adequate for comparing the effects of the assumed distribution and modeling of consumptive demand. Moreover, it is necessary for purely logistical reasons; i.e., to simplify the reporting of all required data.
DEMAND MODELS
This paper presents the results of a field test (conducted on August 29, 1990) on a major transmission and distribution subsystem, by the City of Calgary Waterworks staff. The observed pressures are compared with those predicted by a skeletal network transient model using three different representations of system consumptive demand; which are: (1) Aggregated discrete, constant withdrawals; (2) aggregated withdrawals using an "equivalent" orifice technique; and (3) a distributed pipe flux model. The first two methods are widely accepted and utilized techniques in the hydraulic modeling of water distribution systems; the third method is less used, and is developed in more detail in this paper.
Computer models require an estimate of demand for water by users throughout the system. These individual consumptions are aggregated and apportioned to the various nodes in the hydraulic model. In the first instance, the mathematical representation of the aggregated demand is trivial; Qi == a constant, where Qi is the demand (aggregated or otherwise) assumed to occur at node i.
The second method assumes the aggregated consumptive demand can be treated as if the water were discharging through a fixed orifice. This is a reasonable supposition since consumptive demands often occur, at least approximately, as some form of orifice flow. It can easily be shown that multiple orifice flows can be lumped together as an equivalent orifice discharge, as follows:
where Hi and Zi == piezometric head and elevation, respectively, at node i; and E" == a constant that incorporates the orifice's discharge characteristics. The orifice discharge now depends on the nodal pressure head, which can vary under transient conditions. Consequently, the nodal discharge Qi and piezometric head Hi are functions of time. The orifice constant E" may be different for discharge from or to the network. If the difference in the pressure head is less than zero, E" is normally assumed to be zero; when the nodal pressure is positive, the equivalent constant E" may be calculated using the initial head and discharge at the node.
If sufficient nodes are available in the network, and if the individual demand estimates (frequently obtained from historical flow metering records) are correct, an aggregated demand model will produce reasonable predictions of steady-state flows and pressures throughout the system.
Sometimes the location of nodes in the pipe system, especially in the skeletal model of the pipe network, is not related to actual demand patterns, but more likely reflects the location of pipe junctions. This may result in an incorrect or inappropriate initial flow distribution in the pipe system. The distributed pipe-flux model provides a more uniform distribution of water consumption in the computer model since it assigns the flow evenly over the length of selected pipes. In many instances, for example, systems primarily serving low-density residential areas, the withdrawal of water from the system can be approximated by a uniform lateral flux along the length of all, or some, of the pipes. Further, leakage from the distribution system can be conveniently included by such a distributed loss of water along pipes. A mathematical model of a constant, uniform, lateral pipe flux is presented in the following section. Wylie and Streeter (1993) present a derivation of a distributed loss model for nonprismatic tubes. Although their approach is general and lucid, the final integrated form of their equations neglects the friction term. However, friction is not negligible for the applications discussed in this paper, and an appropriate form of the method of characteristics equations is developed.
DISTRIBUTED LATERAL PIPE FLOWS
The general derivation follows directly from the control volume and control mass considerations of the momentum and continuity equations. These equations and the assumptions applied in the derivation of the equations of one-dimensional compressible flow are well known and can be found in standard references (Wylie and Streeter 1993; Chaudhry 1987) . The final result of the derivation is a pair of quasilinear partial differential equations. The continuity expression is given as follows: in which R = faxl2gDA 2(Darcy-Weisbach, n = 2), or R = (KCD263)-"lax (Hazen-Williams, n = 1.85); ax = pipe reach length; f = Darcy-Weisbach friction factor; C = Hazen-Williams pipe conveyance factor; and K = a units conversion factor. The governing differential equations are then transformed by the method of characteristics into an integrable form. Combining (2) and (3) with an unknown multiplier and performing standard manipulations produces four ordinary differential equations: two compatibility equations involving head and discharge, which are valid along the so-called positive and negative characteristic equations (denoted as C+ and C-in Fig. 1 
The first two terms are easily integrated; however, the friction and lateral flux terms pose difficulties. To integrate the friction integral f c+ Q IQ 1"-1 dx, the variation of Q with x along the C + characteristic is required. In the traditional method of characteristics solution of pipe wave equations, the variation is not usually known because of the effects of fluid compressibility.
In the lateral flux model, the same uncertainty in flow variation exists, but an additional complication arises out of the change in flow that results from the distributed loss along the pipe. The following discharge function, which ensures a physical steady-state solution, is proposed. Consider the reach of pipe between points A and C in Fig. 1 and let x = 0 at point A. Under steady-state conditions, the flow along this reach can be expressed as
As far as time dependence and transient variation of the discharge is concerned, a first-order approximation of this term is satisfactory provided the friction term does not dominate (i.e., almost always). Thus, a reasonable linear approximation is obtained by using the Q values computed at the previous time level, and the C + equation becomes (6) (7) A similar expression can be developed for the C -integration.
However, (6) is only valid if QA is positive. It can easily be shown (and is intuitively obvious) that the effect of a flow reversal results in a change of sign of the entire friction term. Using this result to integrate the compatibility equation along both the positive and negative characteristic curves results in an equation for the unknown discharge at point P
in which subscripts P and M, on constants C and B = algA, refer to the plus and minus characteri~tic reaches. Expressions for the characteristic constants C, which correctly account for the flow direction are given by 
The value of HI' can be calculated by the back substitution of Qp into the integration of (4)
In essence, the characteristics solution method for the constant distributed loss model is not functionally different from the normal solution of pipeline transients by this method since the distributed flux only affects the calculation of two constant terms, namely, Cl' and CM'
FIELD TEST-BEARSPAW NORTHWEST NETWORK
The system investigated in this study is the Bearspaw Northwest feeder and its associated pipe network of secondary and tertiary water-transmission mains. This pipe network is part of the large and sophisticated water supply, transmission, and distribution system owned by the City of Calgary, Canada.
The complete pipe network is shown in Fig. 2 . Excluding the 20-25 mm residential service connections, of which there are approximately 6,800, the smallest pipes are 150 mm in diameter. The largest pipe diameter is 1,350 mm. The total length of transmission and distribution pipe in the subnetwork is about 90 km. The vast majority of pipes that are 300 mm, or greater, in diameter are of reinforced concrete.
Although three pumping stations are shown in the figure, only one pump in the Bearspaw water-treatment plant is supplying potable water to the zone during the field test. Since one of the study objectives was to validate the transient simulation model, it was considered prudent to conduct the test using the smaller of the two pumps in the primary pumping station at the water-treatment plant during a low demand period. This minimizes the magnitude of transient pressures, thereby reducing the risk of damaging equipment or pipes.
This strategy also keeps the number of experimental variables to a minimum; i.e., it limits the number of active boundary conditions, and produces a system response that is a function of a single event and the nature of the pipe system itself. In other words, this approach ensures that the magnitude of transient pressure variations is small enough to prevent the activation of devices such as surge-control valves and vacuum-breaking air valves.
The major feeder in the system is a 1,350 mm reinforced-concrete cylinder pipeline, with a rising profile. The pumping station at the Bearspaw water-treatment facility (Station 0 + 000 m) receives water from the Bow River, and pumps it to a storage and operating reservoir approximately 5.5 km away. The elevation gain is about 135 m over the length of the feeder, and the line terminates at the Big Hill West internal reservoir. Several air and vacuum valves are located throughout the system. One pair of slow closing air valves is installed at the knee of the Bearspaw Northwest feeder at Station 2 + 750 m. The Bearspaw pumping station is also equipped with surge-anticipating valves. The consumptive demand in this region of the city is almost exclusively due to residential and light commercial developments. Fig. 3 shows the assumed magnitude and distribution of demand (indicated by vertical bars) as conceived by the city's waterworks engineers. The estimates are based on lot size, developed building area, population, and water-consumption data.
Field-Testing Conditions and Procedure
A transient scenario of considerable interest in systems of this type is the uncontrolled shutdown of pumping equipment. When pumping at or near system capacity, large pressure forces may be generated by accidental pump trips, such as the result of a power loss. This pump failure scenario was simulated by cutting power to the operating pump motor at the Bearspaw treatment plant.
During such a test, many system parameters can be measured to validate a computer model. However, system pressures are generally the most important since they are responsible for the major damage to system components. Further, in high lift pipelines with rising profiles, low inertia pumps, and pump discharge check valves, the pumps spin down rapidly following the loss of power, and flow at the pump is quickly arrested due to closure of the check valve. Thus, there is little to be gained by attempting to measure items such as changes in pump speed or check valve closure times.
Accordingly, only high-frequency pressure-recording devices were installed in the pumping station meter vault and in the valve chamber, at the slow closing air valve (Station 2+750 m). to monitor transient pressure fluctuations. Since the accuracy of these results is very important in evaluating the predicted model results, a brief description of the data acquisition system is provided. Monitoring the pressure at two stations along the 1,350-mm transmission main permits a good estimation of the pipe's wave speed. Only two pressure transducers and data logging apparatuses were available. Apart from a venturi flow meter in the treatment plant pump station, no flow-rate metering equipment was available.
Pressure Transducers
Sensotec model A-5/4255-03 strain-gauge-type transducers with internal amplifiers were connected to the pipe by a one-fourth in. thermal male pressure port. The transducers have a recording range of 0 to 350 m of water (0-500 psig), with an accuracy of ± 0.5% of the fullrange scale. The transducer in the pumping station meter vault (about 35 m downstream of the pump) was horizontally connected at the pipe springline. The transducer in the valve chamber was vertically mounted at the top of the pipeline. Every attempt was made to bleed trapped air from the transducer connections before conducting the test.
Data Loggers
The pressure transducers were connected at each recording station to a Lakewood model LE71lO Portable Datalogger with 32 K of memory. The datalogger was programmed to record 16 K of data at 32 samples per second. This permitted a total recording time of 8.3 min. The dataloggers were programmed with a microcomputer and synchronized using the time on the computer clock. Pressures were recorded in 1.75 m (2.5 psi) increments. Once the datalogger memory was filled, the time (to the nearest second) was stored in memory, allowing data from both recorders to be synchronized.
All other measurements taken in the field only served to establish the initial conditions needed to carry out the computer model simulations. These data are listed in Table 1 , with an estimate of the potential random error of each data value.
Test Procedure
A single centrifugal pump was used for the field test. The pump ran for 15 min, allowing conditions in the system to stabilize. Personnel were stationed: (1) At the pump, to initiate shutdown and to observe the check valve closure; (2) at the surge anticipating valves; and (3) at the pump meter vault and the slow closing air valve chamber, to start the data loggers. Immediately prior to starting the test, the plant operator recorded the clearwellievel (measured from geodetic mean sea level), pump discharge, and the Big Hill West reservoir water level. After confirming that both dataloggers were recording, the pump was shut off by pushing the emergency stop button, which immediately cuts power to the pump motor.
The conditions recorded just before the test are also summarized in Table 1 . The term zone consumption requires some elaboration. Since it is difficult to directly measure water demands in such an extensive pipe network, a simplified procedure was invoked to estimate the consumptive demand in the system. The water level in the Big Hill West reservoir is monitored on a half-hourly basis by a supervisory control and data acquisition (SCADA) system. SCADA reservoir water-level records for the same period as the test, taken from the day before and the day after the test, were used to compute an estimate of the average inflow rate to the reservoir. Similarly, SCADA records of the pumping rate at the treatment plant for the same period were used to estimate total supply to the zone. The difference between the obtained average pumping and reservoir inflow rates was taken to represent the system consumptive demand, leakage, and unaccounted-for water.
Computer Model and System Representation
A data base of information for each hydraulic component in the system was established. From this information, data files were constructed to perform the required transient analyses. The software used for the computer simulations was TRANSAM, a proprietary program (developed by HydraTek Associates, Toronto) primarily for the water-hammer analysis of large and complex pipe systems such as water distribution networks. The computer model uses the "fixed-grid" method of characteristics to solve equations describing the transient flow in the pipe network (Wylie and Streeter 1993; Chaudhry 1987) . The water-hammer equations and the associated numerical algorithms are described in more detail elsewhere [e.g., Karney and McInnis (1992) , Wylie and Streeter (1993) , Chaudhry (1987) , Watters (1984) , Koelle (1982) ].
Wave-speed adjustments of up to 15% of estimated values were permitted in some short pipes in order to discretize the system. In addition, pipes less than 100 m in length were not used to establish the time step for simulation. These pipes were modeled as single-reach pipes of lengths consistent with the Courant criterion.
Computer runs were performed on 80,486 machines (33 MHz) and generally required between 5 and 10 min to execute, depending on the number of pipes and level of discretization of the computer model. Memory-intensive computer runs for highly discretized data models were conducted on Unix-based workstations. Relative execution times are noted in the discussion of results.
Pipe Network
The complete network of water mains is shown in Fig. 2 . All pipes of diameter 150 mm or greater are included in the figure. All major facilities, e.g., treatment plants and pumping stations, are also shown. At the time of the field test none of the booster pumping stations were operating, and the pressure reducing valve (PRV) connecting this subnetwork to a second zone of higher pressure was closed. Vacuum-breaking air valves are situated at eight points along the major transmission mains; two slow-closing air valves are located in the valve chamber on the knee of the 1,350 mm main (i.e., at one of the two pressure recording locations for the field test); and the Bearspaw treatment plant pumping station contains a pair of 200 mm Clayton Model 652-03 surge-anticipating valves.
None of the aforementioned devices were active under field test conditions, therefore, data for these items are not included in this paper. In addition, due to length restrictions, it is not possible to present a complete set of field test data. Interested readers may obtain complete network, pipe, and pump information by contacting the writers. The head-lOSS characteristic of the pump check valve can be summarized in the constant E, (Karney and McInnis 1992) introduced earlier, using a pair of discharge and head-loss coordinates from the check valve's headdischarge curve. The value of E, for the operating pump discharge check valve is 0.6 m 5 / 2 /s.
Water Consumption
When modeling the hydraulic behavior of water distribution systems, major difficulty is faced in finding a suitable means for representing water consumption. Two problems arise: (I) The actual distribution can vary in space and time; and (2) even if the nature of these variations were known (which they generally are not), gross approximations must be made to facilitate modeling. This inevitably produces greater uncertainty in the results of the analysis, particularly when trying to predict transient behavior.
To compare transient pressures predicted by each of the three methods used in this paper to model water demands, an initial assumption on the water-consumption system must be made. In this case, the total consumptive demand, leakage, and unaccounted-for water was estimated as the difference between the pump discharge (0.340 m 3 /s) and the estimated flow to the internal JOURNAL OF HYDRAULIC ENGINEERING 223 reservoir (0.247 mJ/s) (see Table 1 ). This total demand of 0.093 mJ/s was apportioned to network nodes based on statistical water-consumption characteristics developed by the city Waterwork's engineers. As the city does not have a universal metering policy, characteristics used to estimate mean residential consumption include the following: mean lot size, mean developed area, mean number of water fixtures, land development class (zoning), and others. The resultant assumed distribution of demand in various residential areas of the network is shown in Fig. 3 . This region of the city comprises five low-density residential areas, each with different average levels of water use. The demand in each distinct subdivision is apportioned equally across all nodes except those in which incident pipes are feeder mains; i.e., they do not have any service connections.
Despite the crude approximations made in arriving at this distribution of demand, it suffices to establish a benchmark. The purpose of this study is not to examine the effect of discrepancies between assumed and actual flow distributions. Rather, it looks at the effect that different ways of modeling a particular (in this case, assumed) distribution of water consumption has on the system's predicted response. In the following step, the problem of modeling is further simplified by eliminating certain pipes.
Skeletal Pipe Network-Discrete Demands
It has already been mentioned that the effect of simplifying, or skeletonizing, a network on predictions of its transient behavior are not well known. Simultaneously, it is generally recognized that unsteady, compressible flow analyses are impractical without recourse to such expediencies. In this study, the practicality of reporting system data for scientific reasons imposes an additional constraint on the number of pipes, nodes, and so on, which can be realistically analyzed.
Accordingly, a simple criterion is applied to "prune" the network, leaving a manageable number of hydraulically significant pipes. All pipes smaller than 300 mm in diameter are excluded from the data model. This produces a skeletal network consisting of 132 pipes and 123 nodes. Fig. 4 shows the reduced system of pipes used for simulating two types of demand boundary conditions: (1) Constant aggregated demands at the nodes; and (2) equivalent orifice demands at the nodes. However, it is always possible to obtain a good indication of the sensitivity of the results to this type of skeletonization process. If the pruning process is reversed-that is, if the analyst begins with only the biggest and most dominant pipes in the system and then progressively refines this crude representation-a good intuitive feeling for the stability of the simulation results to the details of the network representation can be obtained. In the present case, it was clearly observed that as details were added to the network representation, the results became more and more insensitive to the added pipes and the refined distribution of demand. Although not conclusive, this result is at least reassuring that the level of system representation is reasonable.
Having reduced the network, eliminating some nodes and their corresponding demands, it is now necessary to reapportion the deleted water consumption to the remaining nodes. Again, a straightforward procedure is used to accomplish this. First, the state distribution of pressure and pipe flows is determined for the complete network using a steady-state network solver. Next, using the skeletal system, the previously determined pipe flows are summed at each skeletal node for each incident pipe in the skeletal system. Any previously existing nodal consumption is added to this total flow. Any nonzero result from this simple mass balance represents the total of nodal consumptions and net flow to pipes absent from the skeletal system. This volumetric flow rate is used to represent the nodal demand in the skeletal system. This value need not be positive. Fig. 4 gives some representative values for skeletal system nodal demands, obtained by using the outlined procedure.
Skeletal Pipe Network-Distributed Demands
The skeletal network used to model the system demand as nodal consumptions can be further simplified by eliminating nodes and combining pipes when using the distributed demand model. Since the distribution of demand over the network does not depend on the location of nodes (the converse should be true), it is equally feasible to postulate a representation for demand distribution based on the proximity of pipes to actual demand locations. This is particularly true in systems serving residential and light commercial water needs for general service and lawn or garden irrigation. If large demands exist at a particular location, they can be included as discrete nodal demands using either of the two methods discussed earlier. Fig. 5 depicts the previous skeletal pipe system now reduced to a set of 47 pipes and 38 nodes.
It is not unreasonable to use a uniformly distributed demand as a first approximation to water consumption in residential areas, since the demand occurs at almost equally spaced intervals between service connections along the smaller diameter distribution mains. This simple and intuitive approach is applied to construct the distributed demand data model used in this analysis. Table 2 lists the distributed demand for the pipes in Fig. 5 
FIELD TEST AND COMPUTER SIMULATION RESULTS
Simulation results for several different representations and levels of system demand are presented in this section. In all cases, the data model consists of physical data for the nodes and pipes, manufacturer's data for the pump and its associated check valve, vacuum-breaking air valves, and the recorded initial conditions reported earlier. The pipe wave speed for the 1,370 mm feeder is computed from the recorded pressure data. Based on pipe diameter, pressure class, and pipe material, wave speed estimates for the remaining conduits are taken from Hodgson (1983) .
Time histories of piezometric head (the datum is geodetic mean sea level) from computer simulations are presented for the following cases. These are compared with the measured values obtained at the pump station meter vault and the valve chamber. 6 shows the time history of piezometric pressures recorded at both pressure transducer locations. On the same graphs, the output from the computer model is also plotted for comparison. Several key features are apparent: (1) The model tracks the initial downsurge very closely; (2) following the first low-pressure wave, more energy is dissipated in the actual system than is indicated by the model results; and (3) there is an apparent "phase shift" between the residual transient waves of the pipe system and those of the computer model. It is interesting that the very sharp wavefronts, typical of the method of characteristic solutions for hyperbolic differential equations, represent the observed results. Results of the computer simulation when modeling demands by an equivalent orifice representation (case 2) are very similar to those of case 1. This approach provides a physical mechanism, whereby the fluid leaving the system can dissipate energy, and achieves some reduction in the peak magnitude of subsequent wave cycles.
A comparison of observed and simulated results using the distributed demand model are given in Fig. 7 . The similarity of the predicted response under all three demand models (cases 1-3) is evident from the plots in Fig. 8 . As expected, only the orifice demand model provides additional energy dissipation, resulting in an improved agreement between the magnitudes of residual piezometric heads. However, there is still a large discrepancy between the observed and simulated values of residual waves.
For the level of demand estimated from the SCADA records, only a minor damping of residue pressure waves was observed. Since the estimate of consumptive demand potentially contains a considerable error, the sensitivity of the response was investigated for several demand levels. The results, shown in Fig. 9 , are for a level of consumption roughly three times greater than the initial estimate of 0.093 m 3 /s (case 4). The model prediction substantially agrees with the observed data in terms of residual pressure magnitudes, but the level of model demand required to obtain correspondence between observed and simulated results is in excess of the error estimate of the maximum system demand. Thus, this approach still does not account for marked differences in energy dissipation between the actual and predicted results.
"Artificial" Damping of Residual Pressure Waves
The simulations in the preceding section show that the computer model and observed results closely agree on the initial wave cycle, irrespective of how one models consumptive demand in the skeletal network. Although an orifice demand representation produces additional physical dissipation of energy, it is still insufficient to account for differences between predicted and observed residual pressures.
The larger energy dissipation in the actual system may be caused by several factors: trapped or entrained air, junction losses, acoustic and mechanical vibrations, hysteresis effects in the eiastic behavior of the pipe walls and confining soil, inadequacies in the data skeletonization process, and fluid-structure interactions. Any or all of these effects may contribute to the more rapid dissipation of energy evident in the observed data. Similarly, trapped or entrained air, inaccurate wave-speed estimates in the model, hysteresis effects, and data simplifications, with respect to various minor loss elements and small diameter distribution grids, may all contribute to the significant timing errors of predicted residual wave frequencies.
Several attempts have been made to quantify the importance of some of these effects; e.g., air entrainment (Brown 1968) , hysteresis (Jelev 1989) , and fluid-structure interaction (Tijsseling and Lavooij 1990) , to name a few, though little is known about the others. To include even a few of these dissipative factors into a single model is extremely difficult owing to differences in mathematical formulations and their particular numerical solution requirements. Further, it is virtually impossible to know the precise conditions existing in the system with respect to some important physical parameters such as air content. Uncertainty about initial conditions alone may overshadow the effects of less important energy-dissipating mechanisms.
Yet, it is extremely desirable to somehow emulate the general effect of these important sources of energy dissipation. For example, many control devices, e.g., pressure relief valves, are brought into play when the system pressure reaches a certain critical value. If the computer model does not dissipate enough energy, fortuitous wave reflections may result in a predicted pressure, 
FIG. 11. Comparison of Field Test Data and Computer Model at Actual Test and Installed Capacity Flow Rates
which erroneously activates control devices. Consequently, a simple artificial damping mechanism is employed to calibrate the residual transients, as follows.
Several of the damping mechanisms previously mentioned are distributed phenomena (e.g., hysteresis effects, fluid-structure interactions), and may be approximated as a velocity-squared term similar to wall friction [e.g., Jelev (1989) ]. The approach used in the computer simulations was, therefore, simply to decrease the Hazen-Williams C factor following the first wave cycle. Admittedly, the method is crude. Nonetheless, it provides an effective mechanism for damping residual pressure oscillations when constant demands are used. Once sufficient damping has occurred, the original frictional values can be gradually restored to allow a sensible steady flow condition to develop.
For the system under consideration, the Hazen-Williams C factor was reduced from the initially specified values to a value of 15 for all pipes. This change was instantaneously applied at t = 13.5 s in the simulation. The output from this computer simulation (case 5) is shown in Fig. 10 .
Apart from the wave phase shift, these results are in reasonable agreement with the observed values of transient pressures.
In considering the correlation between model and observed results, it is important to realize that the static system head is almost 130 m. The transient pressure head induced by the pump trip is only ±25-30 m, about 20%-25% of the static head. The effect of standard errors in the data or model is more pronounced than it would be for a transient event involving full capacity operation. To highlight this effect, Fig. 11 shows the pressure response at the pumping station meter vault for case 6; i.e., simulated pump failure when running two pumps at the current installed capacity of 1.11 mJ/s. For comparison, the recorded pressure trace and the simulated case 3 (distributed demand) results are also shown.
The full capacity computer simulation was also carried out using the distributed demand representation. The residual pressures are damped here by the action of a surge-anticipating valve.
COMPUTER EXECUTION TIMES
The distributed demand representation can result in significantly faster execution times than methods that lump consumption at system nodes. Obtaining a reasonable approximation to the distribution of system demand requires that an adequate number of nodes be present in the network. This can sometimes (as in the current example) constrain the discretization process, resulting in many computational sections and a small time step. Because the distributed demand approach depends only on the pipes, superfluous nodes can be eliminated, often resulting in a system that can be more "economically" discretized.
For the skeletal pipe system presented in this paper, the two nodal demand models required nearly equal execution times, with the orifice representation running 1.03 times slower than the constant nodal demand model. The distributed demand simulation ran roughly eight times faster. Moreover, the large number of computational sections needed by the two nodal demand models significantly increased the memory requirements of the program, making it impossible to run the computer program in a 640K PC computer environment.
CONCLUSIONS
The pipe network presented in this paper is not especially complex when compared to a full distribution system with multiple pressure zones, automatic control valves, multiple pumping stations, reservoirs, and a host of other appurtenant structures and hydraulic devices. Nevertheless, the system exhibits the topological complexity that distinguishes a network from a simple branched or series pipeline.
The single field test reported in this paper provides a valuable case study; however, the results are not sufficient to generalize about the transient behavior of pipe networks. On the contrary, experience gained from this field test indicates that more rigorous field testing programs are necessary if we are to isolate and understand the nature of transient flow in complex pipe systems. In particular, the principal sources and mechanisms of energy dissipation are not well understood, as yet.
Still, several conclusions are drawn from the field test, and some insight was gained from the computer analysis.
Transients are important phenomena in complex pipe networks. Even a minor event can produce a distinct and predictable water-hammer response, at least in terms of expected maximum and minimum pressures. Therefore, transients should not be casually excluded from the design and operational aspects of pipe networks.
The network's predicted behavior is similar under all three demand representations. None of the three types of demand representation studied in this paper accounts for discrepancies in predicted and observed energy dissipation and timing effects.
The system investigated in this paper was not particularly sensitive to the assumed level and distribution of consumptive demand. This was probably because either most of the flow passed through the 1,350 mm transmission main to the reservoir, or demand levels, and hence fluid velocities, were low in the network.
The distributed demand model can result in a more economical system discretization, improving execution time and reducing memory requirements.
These results are only a small step toward understanding and evaluating the transient behavior of complex pipe systems. As outlined in the introduction, many types of data and model uncertainty affect the predictive ability, and therefore the utility, of the computer simulation of transients in complex networks. Such uncertainties will only be reSOlved through a program of definitive field investigations and model testing.
If the potential benefits of transient models and increasingly powerful computers are to be realized, the water industry must become more involved in the discovery and development process. The data from this study should provide some useful information to those already
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participating in research efforts, and serve as an incentive to those not yet engaged in applications of this type.
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