Abstract-Topology control is one of the main techniques that can be used to decrease energy spenditure in wireless sensor networks. Although it has been the subject of much research, less attention has been devoted to study the effects of overhearing on topology control, i.e., the effects of the cost implied by nodes hearing transmissions even if these transmissions were not intended to them. In this paper we describe a distributed (localized) algorithm for topology control in wireless sensor networks. Our approach differs from previous work mainly in the sense that it takes the effects of overhearing into consideration and that it might eliminate more communication links from a given connectivity graph, and thus possibly assign lower transmission power to some nodes. This is done by eliminating so-called k-redundant edges, instead of eliminating only tworedundant edges. We present the sketch of the proof of properties of the algorithm and simulation results.
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INTRODUCTION
One of the main aspects of the design of Wireless Sensor Networks (WSN) is the need for conserving the energy of nodes. Since nodes are typically battery-powered and WSNs are deployed in environments where replacing node batteries or even having physical access to the nodes are not possible or viable, the adoption of techniques that make a node spend as less energy as possible is of paramount importance.
One of the main techniques that have been proposed for conserving node energy is topology control. Topology control represents a set of techniques to assign an appropriate transmission power to each node of a network with the purpose of maintaining some property (e.g., connectivity) over the graph that represents the communication links between nodes, while minimizing energy consumption (and/or interference) that is (are) strictly related to the nodes' transmitting range [1] . Topology control is possible since radio devices used in nodes typically support transmissions with different power levels. As higher the transmission power, as higher the amount of energy spent during transmission.
Different approaches have been proposed to topology control in WSN (e.g., [1] - [4] , to name a few). Of particular importance is the development of distributed localized algorithms for topology control (e.g., [2] , [3] , [5] - [8] ). A topology control algorithm is localized if each node decides which transmission power to use based on local information (i.e., information about itself and its neighbours). Localized algorithms contribute to network scalability, a typical requirement of WSNs.
Although localized algorithms for topology control in WSNs have been the subject of much research, only few of them consider the effect of overhearing (e.g., [6] , [9] , [10] ). According to frequently adopted energy models (e.g., [11] ), each node spends an amount of energy during reception which is a constant value multiplied by the time the node remains at this state. Since wireless transmissions are performed by broadcasting, all nodes that are in the radio range of a transmitter will hear the transmission, even if they are not intended receivers of it (except in cases such as when nodes have their radio devices turned ofl). Although neglected in many previous works, overhearing has an impact on topology control [10] .
In this paper, we describe an approach for topology control which takes overhearing into consideration. Our approach differs from previous work in the sense that it is a distributed localized algorithm that eliminates so-called k-redundant edges (as defined in [3] and explained in section III) that are detectable at the vicinity of each node. This means that more communication links between nodes might be detected as redundant, possibly allowing nodes to use a lower transmission power. We describe the proposed algorithm, present sketches of proofs of properties that are valid over the communication graph induced by the algorithm and we present a quantitative result based on simulation.
This paper is structured as follows. In Section II we describe the adopted system model. In Section III we formulate the topology control problem. In Section IV we describe our approach for topology control. In Section V we present the result of applying the algorithm to a simulated scenario. In Section VI we discuss related work. Finally, in Section VII we conclude the paper.
II. SYSTEM MODEL
In this paper, a wireless sensor network consists of a set of n static nodes. We model the behaviour of each node by a process associated with the node. So we have n processes, PI, P2, ... , Pn, one for each node. Since there is a one-to-one where: Eel ec is the energy spent by the transmitter electronics; d is the distance (in meter) between p and q; a is the power loss exponent (2 ::; a < 4); and E is a parameter characteristic of the transceiver and the channel [12] .
The energy spent to receive an l-bit message, denoted ERx(l), is given by:
where we assume that the energy spent to run the receiver electronics equals the energy used to run the transmitter electronics.
We assume additionally that each process knows its current geographic location (the nodes obtain this information from a positioning system, such as GPS, or by other means, such as using triangulation using some reference points in the network).
Communication channels are assumed to be reliable, i.e., a message sent by a process to another eventually arrives at its destination, uncorrupted and exactly once. Processes (and therefore nodes) do not fail. We assume additionally that the system is synchronous, i.e., there is a known upper bound on the time a message takes to arrive at its destination and to a process to execute each of its single steps.
We consider additionally that the nodes are distributed over a plane (i.e., the location of each node is given by a pair of correspondence between processes and nodes, we will use the terms process and node interchangeably.
We assume that each node can adjust its transmission power to any value between 0 and a certain maximum, referred to as Mpower' This maximum power level is the same to all nodes. Varying the transmission power of a node might change its set of neighbours. We assume that there is a path between any pair of nodes (processes) in the network, if all nodes transmit at Mpower (this property is formally presented in the next section).
We use the energy model described in [11] . According to this model, energy is spent by nodes during transmission, reception and during processing states. However, the energy spent during processing is neglected, since it is typically very low compared with the energy spent during transmission and reception. The energy spent to transmit is the energy spent to run the radio electronics and the power amplifier. Both are dependent on hardware characteristics, such as digital coding and modulation used. The energy spent to run the power amplifier is also dependent on the distance between the transmitter and receiver and is computed according to a specific power loss model.
Thus, the energy spent to transmit an l-bit message from process p to process q, denoted ETx (Z, p, q), is given by:
III. TOPOLOGY CONTROL
x, y-coordinates) and that the radio range of nodes is circular (with the node at the center of the circle).
Sensor nodes' radio devices usually support adjustable transmission power. It is not energy-efficient for each node to transmit at its maximum power if they can transmit at a lower power level. Topology Control refers to the set of techniques that can be used to define a communication topology for a network (by choosing a specific transmission power level to each node) in such a way that a certain property on the resulting communication graph is valid (e.g., connectivity) while reducing energy consumption (and/or interference) [1] .
Seeking an optimal power assignment for nodes of a sensor network such that the topology is connected (in the case of undirected graphs) or strongly connected (in the case of directed graphs) is NP-Complete [4] . Thus, many algorithms have been proposed to find power assignments which minimize total energy spenditure. In [3] the authors first described a distributed (localized) protocol to manage the transmission power of nodes in such a way that nodes can transmit with lower power and the induced communication graph has the minimum-energy property, as defined below. Our approach described in this paper follows similar principles.
Based on the notation introduced in [3] and [2] , we use
to represent the resulting communication network when all nodes transmit at maximum power. The set V represents the set of nodes (processes) and E m a x represents communication links between the nodes. An edge (p, q) E E m a x iff node q is in p's radio range when p transmits at maximum power. We assume that G m a x is strongly connected. We want to find a subgraph [2] , i.e., for each pair of nodes u, v E V, there is a path from u to v in G m i n that has the same cost as a minimum cost path between them in Gmax (considering the cost of edges as defined in (3), in section IV-A). Thus, G m i n is a subgraph of G m a x that is still strongly connected, might have less edges than G m a x , and preserves the cost of minimum cost paths. G m i n can be used instead of G m a x , for example, for finding minimum cost paths between all pair of nodes of the network with a potential decrease in the total amount of energy used (e.g. [3] ).
In particular, the topology control problem addressed in this paper is the problem of finding a G m i n subgraph of a given G m a x graph, with the properties above, by removing so-called redundant edges that are locally detectable (Le., at the vicinity of each node), considering the cost of overhearing. An edge (p, q) is k-redundant (k 2: 2) iff there is a path with length k (i.e., with k nodes), \P, nl, n2, ... , nk-2, q), such that sending a message from p to q along this path has a lower cost (i.e., it results in less energy being spent) than sending the message directly from p to q.
A. Algorithm Overview
Our approach follows general steps similar to algorithms described in previous work [5] , [6] . We, however, take into consideration the cost of overhearing and eliminate (locally detectable) k-redundant edges. The algorithm is fully distributed and localized, in the sense that the actions taken by each node depends solely on information about itself and its neighbours.
The algorithm finds the transmission power of a node (process) by finding this node's (process') reduced set of neighbours. A node q belongs to a node p's reduced set of neighbours iff q is one of p' s neighbours and the edge (p, q) is not k-redundant, considering p's local information. In other words, a node q belongs to a node p's reduced set of neighbours iff sending a message directly from p to q results in less energy being spent than sending the message through any other path composed by p's neighbours.
Each process executes the same algorithm. The algorithm has three phases. In the first phase, each process broadcasts its id and its x, y-coordinates at full transmission power. After this phase, each process will know the id and position of all of its neighbours.
In the second phase, each process broadcasts a message with the id and x, y-coordinates of itself and of all of its neighbours. After having received these messages from all its neighbours, each process will build a directed graph. The (directed) graph built by process p will be referred to as G~== (V;, E~). The set Vpc will contain p, p's neighbours and the neighbours of p's neighbours. The set of edges EZ will reflect the neighbourhood relationship, i.e., an edge (r, s) will be in EZ iff s is a neighbour of r.
In the third phase, each process calculates the shortest cost paths from itself to each of its neighbours. The cost of each edge, however, depends on the distance between the nodes (the power used to transmit the message) and the number of nodes that hear the transmission. The cost of an edge (p, q), i.e., the cost implied when process p sends a message to q (independently of the size of the message), denoted by Cost(p, q), is given by:
where Eel ec, E and a have the same meanings as described in section II, d is the distance between p and q, and h is the number of p's neighbours whose distances to p are less or equal to d (i.e., h represents the number of p's neighbours which would hear a transmission from p to q). Observe that the cost associated with a (p, q) edge is the cost of transmission
added to the cost of reception (Eelec.h). For a given process p, its reduced set of neighbours will be the set of its neighbours q for which the path (p, q) (i.e., the direct path from p to q) is a minimum cost path from p to q (according to p's local knowledge). , f -(p, (x p, yp) 
B. Detailed Description
The algorithm executed by a process p is shown in Fig.l (when transmitting at full power), and the neighbours of its neighbours (when transmitting at full power). I.e.: Fig. 1 ).
In the first phase of the algorithm, process p broadcasts a message containing its id and its x, y-coordinates (line 2, Fig.I ).
In the second phase (lines 3 and 4, Fig. 1 ), process p waits until all its neighbours send their respective ids and x, ycoordinates (line 3, Fig.I ). As described above, we assume a period~which is enough for all processes to receive this message from all its neighbours. When process p receives a (q, (xq, Yq)) message from process q, it adds the coordinates of process q to the Pos; set and it adds (p, q) to the RNbrs p set (lines 10-12, Fig.1 ). The pair (p,q) represents the fact that q is one of p's neighbours. After having received the messages from all its neighbours, process p broadcasts its set of neighbours with their respective ids and coordinates (line 4, Fig.I ).
In phase 3 (lines 5 to 9, Fig. 1 ), process p first waits until it receives the messages with neighbours data (id and position) from all of its own neighbours (line 5, Fig.1) . As described previously, we assume the time period~to be enough for that. When process p receives a (RNbrs q , Pos q ) message from process q, it updates its RNbrs p and Pos., sets (lines 13-15, Fig.1 ). I.e., it includes the information about neighbourhood of processes in RNbrs p and updates its knowledge about the coordinates of processes in its surrounding.
After having received the location information from all of its neighbours, process p calculates minimum cost paths from itself to each of its neighbours, but taking the cost of overhearing into consideration (i.e., each edge will have the cost as specified in (3) -see Section IV-A). Gr;:in is the resulting graph (i.e., the graph with such paths) (line 7, Fig.I) . The set Nbrs.; will be the set of processes which are direct neighbours of p in Gr;:in (line 8, Fig. 1 ). This set is returned by the algorithm (line 9, Fig. 1 
Nbrs p } .
The G min == (V, E min) graph (see section III) will be the directed graph induced by the G: directed graph of all nodes.
I.e., V is the set of all nodes and the set E min is defined as:
We impose as a requirement to the minimum cost path algorithm that, if the edge (p, q) is a minimum cost path between node p and some neighbour q, this edge is returned as the minimum cost path between these nodes, instead of any other longer path with the same cost that might exist. I.e., the algorithm prefers one-edge paths instead of longer paths with the same cost.
C. Proof of Properties
In this section, we present a sketch of the proof of the following properties of the algorithm: (a) if G max is connected, then G min is connected as well (i.e., the graph induced by the algorithm maintains connectivity); and (b) G min has the minimum-energy property. This property expresses the fact that minimum cost paths existing in the original graph are not eliminated by the algorithm (i.e., they continue to exist in
G min).
First, we introduce the G w graph. Let G w == (V, E w) be a weighted directed graph, such that: (a) G w and G max have both the same set of nodes (V); (b) G w and G max have both the same set of edges (i.e., E w == E max); and (c) each
Since G w and G max have the same set of nodes and edges, if G max is strongly connected then G w is strongly connected as well.
Theorem 1. If G max is strongly connected, then G min is strongly connected as well.
Sketch ofProof' Since G max is strongly connected, there is a path between every pair of nodes. Let us consider two nodes, p and q (P, q E V). Let us denote by (rl' r2, ..., r m ) , m 2: 2, rl == p, r m == q a minimum cost path between these two nodes.
First we prove that (ri, ri+l) E E~, Vi : 1 ::; i < m.
Observe that the edges belonging to E~i are all in E w (i.e.,
(e E E~i) =* (e E E w ) ) and Cost.; (p,q) was the cost used at node r i to find minimum cost paths, since this node has knowledge about all of its neighbours. Since edge (r i, r i+ 1) belongs to a minimum cost path in G max, then it is a minimum cost path between nodes ri and ri+l. Since G~is generated by an algorithm that finds minimum cost paths, (ri, ri+l) must belong to E~.
Since all edges belonging to a minimum cost path between nodes p and q belong to Ef, for some node s, there will be a path between p and q in G min (since E min is the union of the 
Sketch of Proof:
Using the same arguments of the proof of theorem 1, all edges belonging to a minimum cost path between p and q in G w will be in E m i n . So, a minimum cost path in G w will also exist in G m i n . Since the cost of edges will be the same in G w and G;:in, for all nodes r, the minimum cost path in G m i n will have the same cost, c.
• V. EVALUATION In this section we illustrate the result of applying the algorithm described in the previous section to a simulated scenario. The simulation was done using the ns-2 simulator [13] . The simulation scenario consists of 64 nodes randomly spread over a 400x400 region. The maximum radio range of each node is approximately 100 distance units. We used the radio parameters presented in [11] : the energy dissipated by transmitter and receiver electronics was assumed to be 50nJ/bit (Eel ec in equations (1), (2) and (3)) and the energy dissipated by the transmit amplifier was assumed to be 1oOpJ/bit/m 2 (E in equations (1) and (3)). We assumed additionally a path loss exponent equal to 2. Fig.2 shows the connectivity graph for the generated network, when all nodes transmit at full power. In order to make the presentation clearer, we do not show the orientation of edges. Since we assume that communication is simmetric when all nodes transmit at full power, each edge in the figure represents two directed edges (one for each direction). In the discussion of the previous sections, this graph was represented by G m a x . When we compare both figures, we see that many edges were eliminated from the graph of Fig.2 . As an example of a node which had its set of neighbours reduced, see the node at coordinates (7, 30) (the node that is closest to the origin of the axes). In the graph of Fig.2 , this node has six neighbour nodes (nodes in the following coordinates: (127,49), (116,34), (102,83), (95,40), (88,25), and (50,28)). After running the algorithm, this node has only the node at coordinates (50,28) as its neighbour, its closest one (see Fig.3 ). The edges to the other neighbours are redundant. Thus, this node only has to use enough transmission power to reach its closest neighbour.
If we assign to each node the power needed to reach the farthest node in its reduced set of neighbours, i.e., if each node uses this power to transmit messages, we achieve a power assignment to nodes that: mantains connectivity of the graph; and that results in less energy being spent by nodes during (local) broadcasts than assigning the maximum transmission power to them.
VI. RELATED WORK
Topology control has been studied in the context of static networks as well as of networks with mobile nodes (e.g., [1] - [3] , [5] - [10] , just to name a few). Finding an optimal mapping of transmission power to nodes in such a way that the overall energy consumption on the network is minimized was proven to be an NP-Complete problem [4] . In [3] the authors proposed a distributed algorithm run by each node of a WSN that defines a transmission power to each node in such a way that the induced graph has the minimum-energy property (see Section III). After this work, other researchers have proposed different approaches to this problem [2] , [7] , [8] (to name a few) .
The effect of overhearing, however, was not considered in these works ( [2] , [3] , [7] , [8] ), although the authors recognize its potential effect on power assignment (e.g., [3] ). Additionally, they aim at eliminating two-redundant edges (i.e., k-redundant edges for k == 2). In our approach, we consider the effect of overhearing and we eliminate all kredundant edges (i.e., not only two-redundant edges) that are detectable locally (i.e., in the radio range of a node).
The general structure of the algorithm described in this paper is similar, in some aspects, to the algorithms presented in [5] and [6] . In these works and in our algorithm, each node makes its decision based on a graph constructed with information about its neighbours and the neighbours of its neighbours. However, our approach differs from them in the following aspects: in [6] the objective of the algorithm is to eliminate two-redundant edges; and in [5] the authors do not consider overhearing.
The effect of overhearing is also considered in [9] and [10] . The authors of these papers, however, did not have as objective to propose a distributed algorithm for power assignment.
VII. CONCLUSION
This paper describes an approach to topology control in wireless sensor networks. We considered networks of static nodes only. Although the general idea of our approach was also used in previous work ( [5] , [6] ), our approach differs from them in certain aspects. The main difference comes from the fact that we take the effect of overhearing into consideration and that our approach is a distributed algorithm which eliminates k-redundant edges which are detectable locally. Previous work either focused on eliminating only tworedundant edges, ignored the effect of overhearing or did not provide a distributed algorithm.
Beyond providing a sketch of the proof of the main properties of the algorithm, we present a result of simulation, using ns-2. The scenario simulated represents an example where the algorithm is effective in eliminating redundant edges from the original G m a x graph. The algorithm can be used as a means to reduce the amount of energy spent by each node not only by reducing its transmission power, but also by reducing the number of its neighbours (what is useful when executing algorithms such as flooding, for example, over the network).
We assumed a failure-free system model (nodes and communication channels were assumed to be reliable). The occurrence of failures has an impact on some aspects of the algorithm, such as on the detection of the neighbours of a node. Topology control in such a more challenging scenario is the subject of current research.
