Active vibration control (AVC) based on adaptive finite impulse response (FIR) filters inhere delays in conditional signal dispersion. Reasons for these delays are geometrical arrangements, and computational time in analog digital converters (ADCs) and in digital analog converters (DACs). The delays represent a phase shift in periodic signals. These delays avoid instant feedback of the signals through the least mean square (LMS) algorithm. This can lead to instability and even divergence. This study presents a modification of the LMS algorithm by adjusting the underlying gradient descent algorithm. Using analytic considerations, it shows the conditions of convergence for the stepsize as well as the gradient. The result is that all delays occurring can be compensated entirely. Unlike the delayed LMS algorithm, the introduced method considers possible delays analytically and furnishes the possibility for a perfect delay compensation. Modifications are easy to put into practice and were researched and verified using various simulations. Measurements on a duct in a range from 100 Hz to 1000 Hz confirm the success of adjustment and show an excellent convergence over the whole tested frequency range. Signal manipulation, for example, with a low-pass filter, which allows reverse phase shifts between -π and π, results only in a small frequency range and may be omitted by using the delay compensated LMS algorithm. The analytic mathematical derivation of the required modification can be implemented easily.
INTRODUCTION
Typical uses of digital adaptive filters are in various algorithms on AVC. The LMS algorithm uses an FIR filter as an adaptive filter. The aim is to find an optimal set of filter coefficients to reduce vibration in an active way. The LMS algorithm is based on a gradient descent algorithm and is in place for the sake of simplicity and robustness. Considering the area of application, various modifications of the LMS algorithm such as filtered-x least mean square (FxLMS), leaky least mean square (LLMS) and normalized least mean square (NLMS) are used with well-known properties [1, 2] .
All descriptions of the LMS algorithms assume that changes of the signals feed back instantly through the adaptive FIR filter and are present in the next sample. This condition is not realized in real systems due to geometrical arrangements and computational delays of ADCs and DACs. Delays of the signal paths in the range of milliseconds evidently disturb the convergence of the LMS algorithm. Simulations and measurements verify this fact clearly.
A known modified version of the LMS algorithm is the delayed least mean square (DLMS) to compensate these delays. For this purpose, a quantity ∆ is established to describe these delays [2, 3, 4] . This quantity delays the signal dispersion in the algorithm. A property of the DLMS is, that this quantity should absorb delays based on geometrical arrangements and computational time in ADCs and DACs for the rest of the signal path. The optimal ∆ must be verified in practice. The quantity ∆ does not resolve the exact delays in any signal path. A further version of the DLMS considers a delay in the error signal path and attempts to compensate this delay in the reference signal path [5] .
Own experiences show that the use of analogue input filters such as low pass filters is another facility to compensate delays. These filters shift the phase as a function of frequency and compensate a possible delay on the input signal, but it is impossible to use such systems in a broadband frequency range. In contrast to this, the delay compensated LMS presented is independent of frequency in view of convergence behaviour as a function of frequency.
Through our mathematical modelling, all delays occurring in any signal path can be observed analytically and exactly. The delays have an effect on the basic LMS equations. A well-known and simple duct problem is used to verify our approach. The necessity to modify the known LMS could be highlighted, because delays lead to wrong gradients, which in turn avoid convergence. Furthermore, a review will take place, in which delays of any signal path are relevant. Nonsignificant delays will be specified, too. Our detailed derivation shows the possibility of increasing the convergence rate by using better digital signal processors (DSPs) work pieces or hardware. The approach to delay compensation is a simple emendation of the gradient in the LMS algorithm. The modifications lead to an algorithm which converges definitely. The convergence conditions can describe a simple way to put the theoretical results into practice. As a result, it is possible to thoroughly understand the system and similar problems.
Figure 1
Basic schematic arrangements of AVC on a duct. Figure 1 illustrates an AVC on a duct, which was used for the systematic verification of the acquired expertise by simulation and also by random experimental measurement. A function generator (FG) produces a disturbance signal to simplify the experiment. This signal is also needed as the reference signal .
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EXPERIMENTAL SETUP
As part of the experimental setup, figure 1 also includes signal paths with the expected delays. From the FG to the microphone via the duct, the reference signal requires the time t d . The time t refers to the signal running time from the FG into LMS algorithm including a potential delay of the ADC.
The control signal y needs, due to the DAC and the distance in the duct, a running time t y . When the error signal e(t) is available on the microphone at the moment t, the error signal e(t -t e ) is present at the LMS algorithm in the moment t because of delay t e that is caused by computational time in the ADC. All signals in figure 1 show an arbitrary point in time t. The coefficients (z) of the adaptive filter will be calculated step by step using the gradient descent algorithm shown in eqn (1) . Here µ is the stepsize.
The time domain t is approximated as a sample domain n ≈ t · ƒ s , which describes the signal delay as sample n by using the sample rate ƒ s . The vector (n) represents the set of coefficients of the adaptive filter on sample n. The LMS algorithm based on the gradient descent algorithm calculates the new set of coefficients (n + 1) using the mean square error (MSE) criterion ξ and the nabla operator ∇ = (∂/∂ (0),….,∂/∂ (z),….,∂/∂ (h -1)) T with the filter order h as shown in eqn (1).
(1)
AVC ON A DUCT 3.1 AVC without Delays
The following equations represent the known LMS algorithm without any delays [1, 2] . An array like eqn (2) can be expressed as vector (n) using the filter order h for applied implementation into the LMS algorithm.
Eqns (3-5) describe the AVC on a duct using the error signal e(n), the control signal y(n), the reference signal (n), the expectation E and the MSE criterion ξ.
The aim is to find a set of coefficients (n) with minimal MSE criterion ξ. The error signal with respect to the filter coefficients may be written as: (6) The expectation of the MSE criterion is approximated by the square of the momentary error signal for the computation of the new set of coefficients. Respectively, the gradient of the MSE criterion is followed in eqn (8) . (7) (8) Analytical consideration of the gradient result in eqn (9) using the autocorrelation matrix and the crosscorrelation vector (9) The coherence 0 is the necessary condition for an extremum. A positive definite Hessian matrix of R is the sufficient condition for the minimum 0 (n). The vector (n) 0 describes the desired optimal set of coefficients.
(10)
The intensive computational effort to solve eqn (10) justifies a stepwise computation by the gradient descent algorithm. The equation for the next set of filter coefficients, as given in eqn (1), using the error signal e(n) and the vector (n) is then:
(11)
AVC with Delays
Generally speaking, the delays
and n e ≈ t e · f s are constant and constitute new system parameters. Considering these delays, eqn (11) changes. The quantities e(n -n e ), (n -n d ) as well as (n -n ) are now available in place of e(n), (n) and → (n). Eqn (12) demonstrates the computation of the new set of coefficients and describes which signals were used in the LMS algorithm effectively for the calculation of the new set of coefficients.
(12) Consequently, the gradient of the MSE criterion extracted from eqn (12) is rewritten in eqn (13).
(13)
The vector (n -n ) known from eqn (2) can be verbalised for the modified LMS algorithm as an array as shown in eqn (14) using the filter order h. 
AVC CONSIDERING DELAYS 4.1 LMS Algorithm with Delays
On closer inspection of all delays, the eqns (3-5) must transfer into the eqns (15-17) to provide a full understanding of the real system. Under the new delayed conditions, the MSE criterion ξ(n) is also changed from the known eqn (5) into the MSE criterion of the delayed problem ξ(n) del represented in eqn (17). Also, the gradient of the adopted MSE criterion is changed, see eqn (21), by using the square error signal as expectation of the MSE criterion in the computation.
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(20) (21) At subsequent consideration of the expected value, the gradient of the delayed MSE criterion can be extracted with the delayed autocorrelation matrix
(n -n -ϕ)] as shown in eqn (22).
A zeroed gradient of the MSE criterion results in an extremum. This extremum is a minimum because R del has a positive definite Hessian matrix. The MSE criterion ξ del converges to zero with the optimal set of coefficients in eqn (23).
(23)
Comparison of Terms
A comparison of eqn (13) with eqn (21) reveals different gradients. The gradient of the MSE criterion in eqn (13) is wrong. Concretely, the vector (n -n ) is applied instead of vector (n -n -ϕ). The wrong gradient results in a set of coefficients that will not minimise the MSE criterion. Convergence cannot be expected for systems with wrong gradients. This negative effect onto convergence in short delays is caused by the wrong gradient. It is essential to modify the gradient for correction purposes. The parameter ϕ must be verified by measurement.
At first, the array for the reference signal vector is to expand at ϕ number of entries [6] . The correct gradient can be extracted from this array as shown in eqn (24).
Furthermore, a compensation of eqn (6) and eqn (19) shows a second difference. On the one hand, the error signal is produced by the set of coefficients (n) and on the other hand, the error signal is generated from the set of coefficients (n -ϕ). Whether or not the set of coefficients will improve, the LMS gets a response at the undelayed problem in the next sample, but at the delayed problem the LMS gets a response only after ϕ + 1 number of samples. During this time the LMS can go ϕ + 1 steps in the wrong direction in terms of the set of coefficients without any response through the error signal. A modification of the LMS , like a shift +ϕ, is not possible, because the set of coefficients utilized will only be known in the future. A mathematical consideration violates the causal coherence.
A derivation of the 1st order convergence offers a way to understand the problem [7] . The coefficients are random, so it is necessary to use the expectation of the coefficients. Modelling of eqn (1) as the delayed problem can be extracted in eqn (25) with the MSE criterion ξ del (n) and the stepsize µ del of the delayed problem.
(25)
The gradient ∇ ξ del (n) can be substituted using eqn (22).
(26) Now, we compose the vector (n) = (n) -
n) and transform all (n) into (n) to simplify the problem. If the set of coefficients converges to the optimal set of coefficients 0 (n), the vector E[ (n)] goes to zero. The optimal set of coefficients are constant like 0 (n + 1) = 0 (n). The addition of 0 (n + 1) on the left of eqn (26) and addition of 0 (n) on the right eqn (26) is shown in eqn (27). 
A fundamental approximation like E[ (n -ϕ)] ≈ (ϕ + 1) · E[ (n)] is necessary to simplify the problem. This approximation describes that the vector E[ (n -ϕ)]
is producible with further ϕ steps in the direction of vector E[ (n)], but the quality of the direction, convergent or not, is unknown. In the worst case, the LMS algorithm heads ϕ + steps wrongly before an error signal can communicate this
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occurrence to the LMS algorithm. Eqn (32) uses this approximation. If the sample goes to infinity using eqn (36) as convergence conditions, the limit of
The convergence condition in eqn (36) is a necessary condition to get the optimal set of coefficients 0 (n) after specific samples.
Eqn (36) also shows that ϕ + 1 is inherently coupled with µ del as a factor. This product is maintained with consideration of the 2nd order convergence [8, 9] .
It must be pointed out, though, that the necessary adjustment of the stepsize reduces the convergence rate. The convergence rate can be illustrated with the average time τ to converge the MSE to its minimum [2] . It is based on the undelayed problem as τ = 1 /µλ min , where λ min is the smallest eigenvalue of the autocorrelation matrix R. Considering the delays, the stepsize µ must transfer to stepsize µ del of the delayed problem and the average time of the delayed problem τ del changes like eqn (37). (37) Finally, all modifications of the delay compensated LMS algorithm are shown in eqn (38).
(38) At all times, the error signal e(n -n e ) is present at the LMS algorithm. Knowing the length of the delay n e is insignificant for perfect compensation of a vibration. Accordingly, the position of the error microphone has no influence on the general convergence. Only the convergence rate changes with the delay ϕ = n y + n e . Also, a changed position of the control loudspeaker manipulates only the delay ϕ. It is necessary to measure the delay ϕ without detailed knowledge of n y and n e . The delay ϕ represents the signal running time in the control path. If the error microphone or the control loudspeaker are repositioned, a revaluation of the delay ϕ is inevitable.
Also, the signal (n -n ) is present at the LMS algorithm at all times. Here, the behaviour of the system is independent of the size of the delay n . There is no reason to appraise this delay.
A similar effect shows the delay n d . The delay n d does not appear during the entire process of adaptation. Consequently, the real length of the duct or the position of the disturb loudspeaker is completely irrelevant. This quantity has no influence on the general convergence and on the convergence rate. The delay n d as a system parameter is arbitrary and insignificant. As a result, the delay n d can be used without any influence to the convergence as a free manipulable quantity.
The convergence conditions limit the effective stepsize µ/(ϕ + 1), which decreases with increasing delay ϕ. The calculation of the reduced effective stepsize can be easily undertaken on DSPs.
SIMULATIONS, MEASUREMENTS AND DISCUSSION
The modifications were verified with methodical and random simulations as well as with random measurements. Random simulations verify a convergence with delays up to ϕ = 1024 (equivalent to 102.4 ms) which is the borderline of the simulation range. The experimental random measurements on various frequencies corroborate the theory and the results of the random and methodical simulations. The methodical simulations present the condition of the stepsize µ del as a function of the delay ϕ. Two AVC systems were formulated on the basis of the above equations, one for a delay compensated, and one for a delay uncompensated problem. The maximum possible stepsize µ del versus n e , n y and n e + n y was determined for both cases where the LMS converged. The convergence rate is not an optimal criterion for the determination of the maximum stepsize because the convergence rate is a function of the stepsize µ itself. The better criterion is the stepsize standardised convergence rate. The maximum stepsize to a delay ϕ is the largest possible stepsize. The convergence criterion for this stepsize can be defined as follows: it must be greater than a previously agreed lower boundary. Figure 2 illustrates the results of the simulation, where the stepsize µ del (ϕ) is standardised at the absolute maximum of all stepsizes µ max termed as relative stepsize µ rel (ϕ). The simulations were executed on a frequency of 100 Hz and a sample rate of 10 kHz.
The graphs in figure 2 contain seven different lines. The first three lines in figure  2(a) show the result of the simulation using the delay compensation, as in eqn (38), and the first three lines in figure 2(b) without any compensation like eqn (12).For clarity purposes, the reading points of one line are marked. In contrast to the delay compensated LMS algorithm, which converges across the whole range, the uncompensated LMS does not converge in the range 25 < ϕ < 80. An explanation of several ranges will be discussed later.
The line ƒ (ϕ) in figures 2 represents the necessary adjustment of the stepsize as a function of the delay. This line is a limit, where a stepsize lower than this limit definitely converges. Above the limit, convergence is also possible in larger stepsizes. Yet, this is not necessarily definite, because the approximation E[ (n -ϕ)] ≈ (ϕ + 1) · E[ (n)] should absorb the worst case, which is that all further ϕ steps go in the wrong direction. In larger stepsizes ϕ the chance that a single step heads for right increases. Hence, it is possible to find convergences above this line on larger delays.
Consider eqn (38). If ϕ goes to zero, the system is transferred into the known undelayed LMS algorithm. A simulation verifies this assumption.
The delay ϕ is the summation of n e and n y . The single delays n e and n y always affect the algorithm as a sum and with the same influence. This effect is independent of the kind of LMS algorithm, delay compensated or delay uncompensated, and is apparent in figure 2 . This sum avoids a reciprocal compensation of ϕ by appropriate adjustment of n e relative to n y or contrariwise.
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In addition, you can see in figure 2(b) possible convergence in a range of 0 < ϕ < 25 and 80 < ϕ < 100 at the delay uncompensated LMS system. Yet the stepsizes are considerably smaller than eqn (36) because the gradient can be wrong.
Figure 2
Relative stepsize µ rel versus delay ϕ on a half-logarithmic scale: (a) Using the delay compensated LMS. (b) Using the known delay uncompensated LMS.
If the delay at the uncompensated LMS algorithm is an integer multiple of the periodic time T = ƒ -1 with ϕ = 2kƒ s f -1 k ∈ N of the disturbance signal, convergence is possible because (n) ≈ (n + ϕ) ⇒ ∇→ ξ(n) ≈ ∇ ξ(n + ϕ), the gradient is almost equal. This effect is also shown in figure 2 (b) at a delay ϕ > 80. The period is 100 samples at the disturb signal with a frequency of 100 Hz and a sample rate of ƒ s = 10 kHz. Accordingly, if the delay is an odd integer multiple of the periodic time of the disturb signal, the system can converge by inversion of the control signal. The inversion is realizable with filters having a phase shift of ≈ -π at the relevant frequency range or with a direct inversion of the control signal at the output of the LMS algorithm. Both effects were verified by measurements.
The AVC system gets a further additional parameter namely ϕ, which affects the convergence of the LMS algorithm. The system can be stabilised by adjusting ϕ as a convergence parameter. The optimal shift ϕ as measured of an AVC system comprised a measurement error. Variations within the error of ϕ on all critical frequency ranges in the real system lead the system to convergence.
CONCLUSION
A modification of the LMS algorithm, like eqn (38), stabilises the AVC system. The convergence was verified on a duct in a range from 100 Hz to 1000 Hz by methodical simulations and random measurements. The detailed and methodical derivations of necessary modification procedures can be transferred to other similar problems.
The modification adds a new further system parameter, namely the delay ϕ, which must be defined. Violations of ϕ lead the AVC system to convergence. Notice that, the delay reduces the effective convergence rate.
A higher convergence rate is available by reducing the ADC and DAC delay at the control unit. The summation of n e and n y can for example be utilised for the minimisation of the delay ϕ.
Generally, each AVC system that was based on a delay compensated LMS algorithm was converged.
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