ABSTRACT This paper proposes a subspace data fusion (SDF)-based direct positioning determination (DPD) method for noncircular sources with a moving nested array (NA). The DPD algorithms using a uniform linear array (ULA) and coprime (CP) array are available in the existing literature. Sparse arrays have larger apertures than ULAs, which enhances degrees of freedom (DOFs). However, the existing sparse CP arrays have limited DOF and also have poor detecting ability. In this paper, the physical sensors of NA are rearranged to obtain a difference sum NA (DSNA) and second-order super NA (II-SNA). The rearranged NA sensors are seen to increase array aperture. The noncircular characteristics of the sources are also used to improve accuracy in positioning. To obtain high DOF in NA, DSNA, and II-SNA, the covariance matrices are vectorized. The coherency of the virtual array is resolved by applying the spatial smoothing technique. Finally, the SDF-based DPD is used to establish the cost function and the target is localized. The simulation results are provided for the NA, DSNA, and II-SNA and are compared with the existing CP array DPD algorithm. The results show that the proposed method shows significant enhancement in localization accuracy. The Cramer-Rao lower bound (CRLB), complexity, and performance comparisons are also described in this paper.
I. INTRODUCTION
Passive source localization has been eliciting considerable interest in recent years and is an important area of array signal processing. Passive source localization has wide applications in fields of radar, sonar, seismology, and wireless sensor networks. One of the most common methods for passive source localization is two step localization. In the first step, signal measurement parameters such as angle of arrival (AOA) [1] and [2] , time of arrival (TOA) [3] , time difference of arrival (TDOA) [4] and frequency difference of arrival (FDOA) [5] are extracted. In the second step, the target is localized from the relevant parameters. Estimating and associating the intermediate parameters is the challenging part of two step localization. The decentralized processing approach is suboptimal.
A centralized approach-direct position determination (DPD) is a powerful technique to obtain target location
The associate editor coordinating the review of this manuscript and approving it for publication was Wanchen Yang. estimations in a single step using the received signal. This algorithm has been studied extensively in recent times [6] - [11] . Under low Signal-to-Noise-Ratio (SNR) scenarios, the DPD algorithm shows better positioning accuracy than the conventional two step localization methods [12] . The estimated accuracy can be improved by Capon iterative and Maximum Likelihood (ML) methods and have been studied in the past [8] . This algorithm can approach the Cramer Rao Lower Bound (CRLB). However, for multiple sources with unknown waveforms, the ML method requires high computational load and large communication bandwidths. In order to reduce computational load, Amar and Weiss [13] proposed an iterative ML algorithm of multiple unknown sources. However, this method requires extensive initialization.
A subspace-based estimator has been proposed in [14] , in which, subspace data fusion (SDF) with DPD algorithm efficiently localizes multiple sources. Localization of passive sources is achieved by combining the noise subspaces at all locations of the moving array. Maximum Likelihood (ML) estimator with DPD algorithm has been applied for finding the locations of multiple sources. The SDF-based DPD method renders localization with low dimension computational load. This method has become attractive for circular signals [7] - [15] and noncircular signals [10] , [11] , [16] and [17] .
In real time scenarios, the received signals are not circular signals (CS). Noncircular signals (NCS) like binary phase shift keying (BPSK), pulse amplitude modulation (PAM), offset quadrature phase shift keying (QPSK) and amplitude shift keying (ASK) are used in satellite and modern communication systems. The real and imaginary parts of the signal are not independent random variables. Using this noncircular property, the performance enhancement in terms of estimation accuracy can be achieved in a moving array. A uniform linear array (ULA) of N sensors can detect (N − 1) sources in the direction of arrival (DOA) and beamforming, and consequently has (N − 1) degrees of freedom (DOF) [18] , [19] . A ULA requires a larger number of sensors, to detect more signals, leading to cost penalties and mutual coupling effects.
To overcome these challenges, sparse array geometry has been introduced. Minimum redundancy arrays (MRA) [20] have larger sized array apertures and hence have increased DOF. However, MRA does not have general expressions for array geometry. Sparse array geometries such as coprime array (CA) [21] and nested array [22] have recently elicited interest due to the arrangement of the physical sensors. To increase the DOF of sparse arrays, Khatri Rao (KR) product is used for composing difference coarray (DC) with spatial smoothing-based multiple signal classification (MUSIC) algorithm. This method can be used to detect O(N 2 ). Difference coarray of coprime array has holes, and therefore the consecutive range of DC is small. This reduces the DOF. Various methods have been reported in literature, that have used extended coprime array (ECA) [23] , coprime multiperiod subarrays (CAMpS) [24] , and generalized coprime array (GCA) [25] to fill the holes. To address the challenges of CA, NA has been proposed in [22] . NA has dense ULA and a sparse ULA. This increases the DOF but causes mutual coupling effects. The rearrangement of dense sensors into sparse sensors of nested arrays (NA) has been investigated [26] . In augmented NA, DOF is less than twice the physical aperture. Difference and sum coarray (DSC) of NA (DSNA) give the extended physical aperture, by moving the dense sensors of NA to sparse sensors [27] . This has many advantages including higher DOF, reduced redundancy, large physical aperture, and accuracy in the estimation of DOA with less mutual coupling.
In [28] , a second order super nested array (II-SNA) was proposed and reported to have little mutual coupling, which was achieved by rearranging the nested array. In II-SNA, dense sensors were rearranged into sparse sensors systematically by visualizing the linear array as a two-dimensional representation. In recent times, SDF-based DPD method of noncircular signals with moving array has been extensively investigated in [10] , [11] , [16] and [17] . In [16] , SDF-based DPD method of strictly noncircular sources with a moving array was studied. In this algorithm, data association problem in two-step localization was not encountered. This method was reported to have higher estimation accuracy than other conventional two-step methods. In [17] , the cost function was formulated and solved using unitary transformed matrix and Newton iterative method. This method extensively reduced the computational load and achieved high localization accuracy. The target localization methods in [16] was based on a moving array and [17] was based on several seperated arrays. It was found to result in less array aperture and to suffer from mutual coupling problems. In order to increase the localization accuracy, sparse array-based target localization has been adopted. Among the sparse arrays, coprime arrays have drawn attention due to the spacing of sensors, large array aperture, high DOF, and less mutual coupling. An SDF-based DPD method of NCS with a coprime array was proposed by Zhang et al. [10] , [11] .
The coprime array has holes in its difference or sum coarray. Nested array has dense ULA sensors, resulting in high mutual coupling. If the sensors in dense ULA are shifted to sparse ULA, the preferences of NA can be enhanced. The advantages over CAs are less mutual coupling, large array aperture, large consecutive range in coarray, high DOF and high positioning accuracy. Based on a survey of literature and to the best of our knowledge, there have been no studies on SDF-based DPD techniques based on NA. In this paper, we introduce NA into the SDF-based DPD algorithm with a moving array of noncircular signals. The physical aperture of the DPD method with a moving array can be extended using nested arrays. This improves the estimation accuracy as this method has large array aperture. In this proposed method, the difference and sum coarrays are obtained through vectorization and Kronecker product. This increases the DOF, positioning accuracy and detection ability.
The contributions of this paper are as follows: 1) A DPD method is incorporated with the moving array, which is extended from coprime to nested array. The performance of the proposed method (DPD-DSNA) is compared to that of other NA types (DPD-NA, DPD-II-SNA) and also with coprime array. The physical aperture of the proposed NA is extended by difference and sum coarray concept. The composed virtual array increases the DOF. 2) The sparse arrays (DPD-DSNA, DPD-NA, DPD-II-SNA) enhance the positioning accuracy and detecting ability of the noncircular signals in under-determined conditions. 3) In this paper, complexity analysis and CRLB are provided to show the efficacy of the proposed algorithm. Simulation results show that the localization accuracy is significantly increased. The remainder of the paper is organized as follows: Signal Model is described in section II. The proposed method is presented in section III. CRLB and computational complexity performance are given in sections IV and V, respectively. In section VI, simulation results are discussed to show the effectiveness of the proposed method. We conclude the paper in sectionVII.
Notations: The vectors and matrices are represented with lower-case and upper-case bold characters, respectively. The superscripts (.) * , (.) T , (.) −1 and (.) H represent the conjugate, transpose, inversion, and Hermitian-transpose respectively. E[.] is the expectation operator and ⊗ indicates the Kronecker-product, Re{.} and Im{.} gives the real and imaginary values of the entries, respectively. I n is an n × n identity matrix, and . is the Frobenius norm. The diag{.} constructs the diagonal matrix with all entries on its maindiagonal.
II. SIGNAL MODEL
Consider a scenario, that a moving nested array (NA) of 
The number of snapshots, at each position is P. Assume all the receiving stations are synchronized with the known trajectory and the receivers are moving along an arbitrary. Fig. 1 shows the described scenario.
The observation vector at k th observation location with complex envelops of signals at p th snapshot can be expressed as,
where, A k (L) is the steering matrix and is given by,
for k = 1, 2, · · · , K and the steering vector is given by, where,
]. Since the distance between the array and target is large, the array is considered as a point. Then the geometric relationship of position coordinates in DPD can be given as q k,i ; d l is the distance between l th antenna to the first antenna of the receiving array. The noises are assumed to be uncorrelated and zero mean.
III. PROPOSED METHOD A. NESTED ARRAY (NA)
Nested array (NA) is the sparse array that consists of two concatenated uniform linear arrays (ULA): dense ULA and sparse ULA. Dense ULA consists of N 1 number of sensors with interelement spacing of N 1 units and sparse ULA consists of N 2 number of sensors with inter-element spacing of N 1 + 1 units. The sensor locations of the nested array can be represented as, S = S 1 ∪ S 2 , where
The unit inter-element spacing is d and the total number of sensors in NA is N NA = N 1 + N 2 . The geometry of NA is shown in Fig. 2 . The virtual sensor locations are obtained from difference coarray. The difference coarray is defined as
and N 2 = 5, the real sensor locations for dense and sparse ULA are {0, 1, 2, 3} and {4, 9, 14, 19, 24}, respectively and are shown in Fig. 3 . The virtual sensors are located at ±{0 − 24}. The consecutive range of the difference set of NA is [−(
]. This is illustrated in Fig. 4 .
B. DIFFERENCE SUM NESTED ARRAY (DSNA)
To increase the DOF as much as possible, a moving scheme of the nested array is used. The holes in the sparse arrays can be filled from the dense ULA. To move the dense sensors, dual pairs must be calculated. The closed form expression of the dual pair calculation is provided in [27] . In NA, the number of dual pairs (N d ) is half the number of dense sensors and can be expressed as,
Consider one element from each dual pair. The number of elements (N e ) to be moved can be given as,N e ≤ N d . The positions of the elements to be moved are
This is the periodic extension of sparse ULA (S 2 ) by thinning dense ULA (S 1 ). This forms a new NA. The difference and sum set of this new NA have larger aperture and redundancy reduction. However, it causes holes in the dense ULA (new sparse array). To mitigate this, the difference and sum NA (DSNA) [27] (satisfying
,that is N NA ≥ 5 can be expressed as,
where,
The consecutive range of DSNA can be represented as [−L r L r ]. If N 1 is even, Lr can be represented as,
If N 1 is odd, Lr can be given as,
where, N 11 = N 1 − 1 and
One example of moving scheme of NA with N 1 = 4 and N 2 = 5 is illustrated in Fig. 5 . The dual pairs calculated using [27] are (4, 1) and (3, 2) and the number of dual pairs is 2. 1 is taken from a pair (4, 1) and 2 is taken from (3, 2). 1 and 3 are moved to positions 29 and 34. To fill the holes in the dense ULA (new sparse array), the difference and sum set of sensors are used. This extends the virtual aperture. However, the consecutive range of this array is small. Therefore, DSNA is used to obtain large consecutive range in virtual 
C. SECOND ORDER SUPER NESTED ARRAY (II-SNA)
Second order super nested array (II-SNA) has all the good properties of NA. Rearranging the dense ULA sensors in some pattern reduces mutual coupling and achieves larger consecutive range than CP. However, the physical aperture of II-SNA is the same as NA [28] . To convert NA to II-SNA, a systematic procedure is adopted. First, one dimensional (1D) array configuration is represented in a two-dimensional (2D) array configuration; they are however not planar arrays. Then, the NA sensors are arranged as layers. Each layer has N 1 + 1 sensors. Lastly, the sensors in dense ULA are rearranged to sparse ULA. The procedure is provided in [28] . The second order super nested array (N 1 ≥ 4 and N 2 ≥ 3, that is N NA ≥ 7) is defined as,
where, The consecutive ranges for the virtual arrays of DPD-NA, DPA-DSNA and DPD-II-SNA are summarized in Table. 1. In DPD-NA, DPA-DSNA and DPD-II-SNA, the total number of sensors is N NA = N 1 + N 2 . Different combinations of N 1 and N 2 with N NA varying from 7 − 11 are listed in Table. 2. For the integers N 1 and N 2 satisfying N 1 ≥ 4 and N 2 ≥ 3, the consecutive ranges on one side are given in Table. 2. From the table, it is evident that NA and II-SNA (difference coarray) are strongly influenced by N 2 and DSNA (difference and sum coarray) is influenced by N 1 . The number of maximum detectable sources is determined by the degrees of freedom (DOF). The DOF is calculated from the smoothed virtual array. The number of subarrays is used for smoothing the virtual array and the DOF of the corresponding array is L v = L r + 1. The DOF of DSNA is higher than NA and II-SNA for all N 1 and N 2 values.
D. DPD METHOD FOR NONCIRCULAR SIGNALS USING MOVING NESTED ARRAY (DPD-NCS-MDSNA)
A DPD model for NA, DSNA and II-SNA are presented in sections III A, B and C. According to second order statistical properties, the sources can be classified into circular and noncircular sources. 
where, A k (L) is the steering matrix given in equations (2) and (3). The signal vector s k (p) is strictly a noncircular signal of maximum noncircular rate (ρ = 1) [16] . The NCS at k th location and p th snapshot can be given as,
and,
which is a noncircular signal, having noncircularity phase
k,0 (p) is the signal amplitude and is real valued. Using equation (10), the signal s k (p) can be written as,
where, is the noncircularity phase matrix and s k,0 (p) is a real vector contains signal amplitudes. The noncircularity
Using relation in equation (11), we can write the equation (8) as,
Applying noncircularity to the sources, the received signals can be defined as,
, equation (13) can be rewritten as,
,which is the steering matrix of the received NCS and can be written as,
and
which is the complex Gaussian noise vectors. The covariance matrix of the received signal at each observation position can be calculated as,
where, σ 2 k,i is the power of the i th signal at k th observation; σ 2 n is the noise power. Combining the sparse nested array concept and noncircular property, we vectorize the covariance matrix,
Equation (16) can also be expressed as,
where α denotes the signal power,ī = vec(I N NA ) and
According to equation (18) , the virtual sensor locations can be given as, (
From equation (18), differnce1 and difference2 represent difference coarray {D}. Sum1 and sum2 represent sum coarray {Z}. The consecutive range for the types of NA (DPD-NA, DPD-DSNA, DPD-II-SNA) is determined by the difference coarray and difference-sum coarray. By removing the discrete and repeated lags in equation (18), we obtain the ULA part of the virtual array. It is expressed as, where,Ḡ k (L) is the continuous ULA part of the virtual array, e k is the noise column vector of ULA part andb k is the response of the ULA part. This is the equivalent received signal similar to the signal model. However, it behaves like a single snapshot in the sparse array domain. The sparse array domain covariance matrix results in rank deficiency problem and multiple signals cannot be estimated. To resolve this coherence issue of the equivalent received signals, spatial smoothing is applied tob k . The virtual ULA part is centered at the origin and it is shown in Fig. 7 
where, n is the position of the subarray and can be given as, (−n
The averaged covariance matrices of the smoothed virtual array can be expressed as,
Applying eigenvalue decomposition (EVD) to the averaged smoothed virtual array results in,
where, U
k is the k th signal subspace and
and the relations
k,2 are the matrices having same dimensions. The target location can be estimated for noncircular signals and the subspace data fusion (SDF) objective function [16] is obtained as,
The source location coordinates can be obtained through spectral peak searching of M minimum points. The DPD algorithm based on moving NA for circular signals can be computed by varying the equations (13) and (23) . That is the noncircular characteristics should be excluded.
Algorithm steps of the proposed method are as follows:
Algorithm 1 Algorithm Steps of the Proposed Method (DPD-NCS-MDSNA) 1. For noncircular signals, DPD model of NA, DSNA and II-SNA configurations are composed with a single moving array using equation (8). 2. Calculate the covariance matrix R k using equation (15) and vectorize it to form the virtual array model. 3. According to the NA configuration, the difference coarray or difference and sum coarray is constructed. The corresponding response of the virtual array is modelled using equation (16). 4. Resolve the coherence issue by applying the spatial smoothing technique to virtual array using equations (19) and (20). 5. Apply EVD on the averaged smoothed virtual array covariance matrix, according to equations (21) and (22). 6. Formulate the cost function using SDF. Obtain the minimum points through spectral peak search (23), which provide the target locations.
IV. CRLB OF PROPOSED DPD-NCS-MDSNA
In this section, Cramer Rao Lower Bound (CRLB) for localization estimation of noncircular signals with a moving NA is described [10] , [11] , [29] , [30] . The noise vector n(p), follows the complex Gaussian distribution. The parameters to be estimated are given by,
where s Re (p) = Re{s(p)} and s Im (p) = Im{s(p)}. According to [14] , [16] , [29] and [30] , the compact form of CRLB for DPD-NCS-MDSNA can be expressed as,
where, 
V. COMPUTATIONAL COMPLEXITY
We present computational complexity in terms of parameters like observation station position, which moves K stations, snapshots P, the number of sensors in nested array, N NA = N 1 + N 2 , number of subarrays in spatial smoothing of virtual array N v , and the spectral search step J , that computes J = J x .J y , where J x and J y are the number of searches along x and y directions. The computational complexity depends on calculations of the covariance matrix (15), spatial smoothing (21), performing EVD (22) and location estimation using SDF (23) . Table. 3. shows the complexity comparison of the algorithm for CS and NCS. Fig. 8 . shows the complexity between CS and NCS. The complexity performance analysis is illustrated in Fig. 9 . The performance of [10] is mentioned in the Fig. 9 
Since the proposed method has larger consecutive range in the virtual ULA, the complexity of the proposed method is slightly higher than all other methods. This increases the localization accuracy and is shown in simulation results.
Complexity computations are calculated at K = 4, P = 100, M = 2, N NA = N CA = N ( ULA) = N varies from 7 − 16, J varies from 1000 − 10000 and N v and N ss are calculated for corresponding N NA and N CA , respectively. The complexity of the DSNA for CS and NCS is slightly higher than NA and II-SNA. In addition to this, the complexity of NCS is higher than CS.
VI. SIMULATION RESULTS
This section presents the validation of the proposed method (DPD-NCS-MDSNA) using numerical results. The performance of the proposed method is compared with the coprime array and other NA configurations in terms of root mean square error (RMSE). RMSE provides localization efficiency and can be expressed as,
whereP i (n) is the nth estimated position of the ith source location, N MC is the number of Monte Carlo simulations and M is the number of sources. The simulation parameters are listed in Table. 4. Simulation 1: In this experiment, we consider three transmitters placed at L 1 = (1000, −500), L 2 = (−1500, 200) and L 3 = (0, 250). The path of the station movement is illustrated in Fig. 10 . The noncircular phases considered are ϕ 1 = π/3 rad, ϕ 2 = π/4 rad and ϕ 3 = π/5 rad. When SNR = 0 dB, the cost function of the SDF-DPD algorithm of DPD-NCS-MDSNA is shown in Fig. 11 . From Fig. 10 and Fig. 11 , it is evident that the proposed method localizes the transmitter. At SNR = 0 dB, the three noncircular target sources located at L 1 = (990, −500), L 2 = (20, 510) and L 3 = (−1500, 200) are considered and the inverse cost function of the SDF-DPD algorithm of DPD-NCS-MDSNA is shown in Fig. 12 . From this figure, it is seen that the proposed method, DPD-NCS-MDSNA can distinguish the sources well and can exhibit sharp peaks at each transmitter location.
Simulation 2: Fig. 13 . and Fig. 14, show the scatter diagram of the proposed method for NCS and CS. In this experiment, two source positions are considered, L 1 = (800, −9800) and L 2 = (−1100, 680). The number of trials used is 100 and SNR is set as −10 dB. The proposed method performs well for NCS. Since it incorporates noncircularity of the sources and DPD technique. [17] . Fig. 15 shows RMSE vs SNR for NCS and Fig. 16 shows the RMSE vs SNR for CS. Overall, NA performs better than coprime array, as NA has large aperture. In particular, the performance of DPD-DSNA outperforms other arrays. When SNR = −10 dB, the accuracy is improved by 10m in NCS. The complexity of the proposed method is slightly higher than other conventional methods. However, the accuracy in localization is improved as evident from Fig. 15 and Fig. 16 .
Simulation 4: The experiment is carried out by considering 3 source positions, with SNR = 5 dB. The noncircular phase separation is given by ϕ =| φ 1 − φ 2 |. The distance between two source positions l can be given as, l =| L 1 − L 2 |. This experiment studies the effect of these two factors on positioning accuracy. Three source positions are considered: L 1 = (−800, −500) and L 2 = (1000, 200) for l ≈ 1824m; L 1 = (700, 300) and L 2 = (−1000, 100) for l ≈ 1711m; L 1 = (−600, 100) and L 2 = (1000, 300) for l ≈ 1612m. The noncircular phase of source 1 is fixed as π/4 rad and the noncircular phase of source 2 is varied. The results of noncircular phase separation of the proposed method are shown in Fig. 17 . The performance of the proposed method is sensitive to ϕ and it is verified for different l.
VII. CONCLUSION
In this paper, sparse arrays DPD-NA, DPD-DSNA and DPD-II-SNA with enhanced DOF are described. The SDF-based DPD is used to establish the cost function with improved localization accuracy for multiple sources. The noncircular characteristics of the sources are also exploited, which improves the estimation accuracy. The simulation results show that the proposed method can efficiently determine the locations of the noncircular as well as circular sources with improved localization accuracy. He has published over 100 journal papers (ISI) and 300 other academic publications, including international journal papers, papers in conference proceedings, and books/chapters. His research interests include optical soliton communications, laser physics, photonics, nonlinear fiber optics, 2D materials for optoelectronics devices, quantum cryptography, and nanotechnology and engineering.
