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Дана робота складається з вступу , чотирьох основних роздiлiв, висновкiв та
додатку лiстингу програмного коду.
Метою роботи було дослiдити актуальнi альтернативнi методи до аналiзу да-
них у фiнансовiй математицi та розробити на основi теорiї стохастичної фiнансової
математики практичнi програмнi iнструменти.
Об’єктом для дослiдження було вибрано клас дифузiйних процесiв, оскiльки
їх поведiнку можна теоретично визначати моментами перших порядкiв, що дає
змогу упоратись iз подальшими поставленими задачами оцiнки параметрiв дифу-
зiйних моделей за наявними даними.
Предметом дослiдження стали оцiнки параметрiв моделей блукання з перено-
сом та логарифмiчного i зв’язок мiж ними. Також нами були засвоєнi практичнi
навички моделювання процесiв, програмування та вiзуалiзацiї даних.
В першому роздiлi ми розглянемо основнi теоретичнi поняття теорiї стоха-
стичних диференцiальних рiвнянь, економiчної теорiї, наведемо теореми, на яких
будуть базуватися подальшi доведення та результати роботи. Основними першо-
джерелами для роздiлу були працi [1]. [2] А.Н. Ширяєва та Б. Оксендаля з теорiї
фiнансової математики та класичної теорiї стохастичних рiвнянь вiдповiдно.
У другому роздiлi буде розглянуто важливi типи стохастичних диференцiаль-
них рiвнянь, що знадобляться для аналiзу моделей реального свiту. Розглянуто
задачу оцiнювання параметрiв та зв’язок мiж логарифмiчним блуканням та блу-
канням з перенесенням, точнiше зв’язок мiж оцiнками їх параметрiв. Сформульо-
ванi та доведенi вiдповiднi теореми. У цьому роздiлi ми спиралися на працю [5]
Лiпцера та Ширяєва зi статистики випадкових процесiв.
Третiй роздiл присвячено практичнiй реалiзацiї теоретичних знань та моделю-
ванню розв’язкiв стохастичних рiвнянь. Буде розглянуто моделювання рiвнянь iз
другого роздiлу та проаналiзована поведiнка їх розв’язкiв при рiзних спiввiдно-
шеннях параметрiв. Проведено обґрунтування методу моделювання. На змодельо-
ваних процесах перевiренi оцiнки для параметрiв моделей та визначено межi їх
застосування. Враховуючи скiнченнiсть вибiрки та вiдсутнiсть загальноприйнятої
теорiї щодо оцiнювання параметрiв важливо було з’ясувати межi застосування.
Тут нам допомогла робота [3] С.С. Степанова, який дуже гарно пов’язав теорiю
та практичне застосування знань на практицi.
У попереднiх роздiлах була проведена пiдготовка до реалiзацiї нових iдей
для застосування на практицi. Були проаналiзованi проблеми, що виникають при
обробцi реальних даних. Розглянуто приклад iндексу бiржi та проведено аналiз
iсторiї еволюцiї показника. Запропоновано метод формування бази даних режимiв
процесу, у яких можна наближувати та моделювати процес блуканнями з деяки-
ми параметрами. Вiдповiдно було запропоновано напрям подальших дослiджень
бази даних режимiв процесу та виявлення закономiрностей їх чергування.
4Результати роботи також будуть представленi на Восьмiй мiжнароднiй науково-
практичнiй конференцiї «Математика в сучасному технiчному унiверситетi», що
пройде у м. Києвi 26-27 грудня. Також буде можливiсть представити результати
подальшого аналiзу режимiв процесу, якi не увiйшли до основної частини, оскiль-
ки ще не мають достатнiх обґрунтувань.
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Master’s Thesis: 37 pages, 6 primary sources, 10 illustrations, 15 slides for the projector.
This paper consists of an introduction, four main sections, conclusions and code listing
application. The purpose of this work was to investigate current alternative methods
for the analysis of data in financial mathematics and to develop on the basis of the
theory of stochastic financial mathematics practical software tools.
The object of the study was the class of diffusion processes, since their behavior
can be theoretically determined by the moments of the first order it gives be able to
cope with further tasks of estimating the diffusion model parameters based on available
data.
The subject of the study has been the estimation of the parameters of the walk-
through and logarithmic models and the relationships between them. We have also
learned practical ones skills in process modeling, programming and data visualization.
In the first section we look at the basic theoretical concepts of stochastic theory- of
the differential differential equations, the economic theory, we present the theorems on
which further proofs and results will be based. The main first- sources for the section
were works [1]. [2] A.N. Shiryaev and B. Oxendal from theory financial mathematics
and classical theory of stochastic equations, respectively.
The second section discusses the important types of stochastic differential equations
needed to analyze real-world models. Considered the task of parameter estimation and
the relation between logarithmic walks and walks with the transfer, more precisely the
relation between the estimates of their parameters. The corresponding theorems are
formulated and proved. In this section we have relied on work [5] Lipzer and Shiryaev
on statistics of random processes.
The third section deals with the practical implementation of theoretical knowledge
and the modeling of solutions of stochastic equations. Simulation of equations from
of the second section and the behavior of their solutions at different parameter ratios
is analyzed. The justification of the modeling method is carried out. The simulated
processes tested the parameters for the model parameters and determined the limits
of their application. Given the finality of the sample and the lack of conventional it
was important to understand the limits of application theory. Here we were helped by
[3] S.S. Stepanov, who very well connected the theory and the practical application of
knowledge in practice.
In the previous sections, the preparation for the implementation of new ideas was
carried out for practical application. Problems encountered with real data processing.
An example of stock exchange index is considered and analysis is made history of indi-
cator evolution. A method of forming a mode database is proposed a process where you
can approximate and model the process by walking with some parameters. Accordi-
ngly, the direction of further research was suggested a database of process modes and
revealing patterns of alternation.
The results of the work will also be presented at the Eighth International Scientific
the practical conference "Mathematics in the modern technical university which will
6be held in Kyiv on December 26-27. It will also be possible to present the results
further analysis of non-mainstream process modes as they do not yet have sufficient
justification.
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8Вступ
Сучасна фiнансова математика активно використовує iнструментарiй теорiї стоха-
стичних диференцiальних рiвнянь. Поява iнтегралу Iто, як нового типу iнтеграла
дозволила побудувати плiдну платформу для вивчення стохастичних процесiв у
фiзицi, бiологiї, соцiологiї та , звичайно, фiнансах.
У нашiй роботi буде розглядатися практичне застосування вже перевiрених
часом класичних моделей стохастичних процесiв, що зарекомендували себе у фi-
нансах. Зокрема найбiльше уваги буде придiлено моделi логарифмiчного блукан-
ня, що стала основою для виведення формули Блека та Шоулза справедливої цiни
опцiонiв. Також будуть обговоренi проблеми, що виникають при реальному ана-
лiзi даних. Нестацiонарнiсть ринкiв, оцiнка їх волатильностi та iнших параметрiв
є не менш важливими задачами, нiж побудова моделi, що описує їх еволюцiю.
У теоретичних дослiдженнях ми будемо спиратися на роботи з фiнансової ма-
тематики Ширяєва А.Н., теорiї стохастичних диференцiальних рiвнянь Б. Оксен-
даля, працi Лiпцера та Ширяєва для знаходження статистичних оцiнок процесiв
та на iнших авторiв i їх працi.
Бiльш конкретно, ми будемо поетапно пiдводити теоретичну базу до реалiзацiї
моделей на комп’ютерi та подальшiй оцiнцi параметрiв цих процесiв. Ми дослi-
димо деякi оцiнки, та знайдемо границi їх застосування на практицi. Нарештi,
ми прийдемо до спроб аналiзу реальних даних та запропонуємо метод їх оброб-
ки, спираючись на поняття накопиченої волатильностi. Нашою подальшою цiллю
буде навчитися найбiльш ефективно оцiнювати значення параметрiв та форму-
вати бази даних з еволюцiї процесiв, якi можливо буде використовувати для їх
подальшого моделювання та прогнозiв.
91 Теоретична частина
1.1 Вiнерiвський процес
Основоположним поняттям для побудови теорiї стохастичних диференцiальних
рiвнянь є броунiвський рух, або вiнерiвський процес. В першу чергу це пов’язано
з тим, що за допомогою приростiв цього процесу успiшно побудовано новий тип
iнтегралiв. Окрiм iнтегралiв Iто, якi будуть нами використовуватись, iснують ана-
логи, наприклад iнтеграл Стратоновича. Докладнiше теорiю можна розглянути в
пiдручнику Б. Оксендаля.
Означення 1. Процес 𝑤𝑡, 𝑡 ≥ 0 називається вiнерiвським, якщо:
1) 𝑤𝑡 є гаусовим, тобто
∀𝑛 ∈ N ∀𝑡1, 𝑡2, ..., 𝑡𝑛 : (𝑤𝑡1, 𝑤𝑡2, ..., 𝑤𝑡𝑛)𝑇 — гаусовий вектор.
2) E𝑤𝑡 = 0, 𝑡 ≥ 0
3) 𝑐𝑜𝑣(𝑤𝑡, 𝑤𝑠) = 𝑚𝑖𝑛(𝑡, 𝑠), 𝑡, 𝑠 ≥ 0
Основнi властивостi:
1) 𝑤𝑡 ∼ 𝑁(0, 𝑡)
2) 𝑤𝑡 має неперервну за 𝑡 модифiкацiю, тобто iснує процес ?˜?𝑡 – вiнерiвський i
неперервний за часом такий, що:
𝑃 (𝑤𝑡 = ?˜?𝑡) = 1
3) Незалежнiсть приростiв. ∀𝑛 ∈ N ∀0 ≤ 𝑡1 ≤ 𝑡2 ≤ · · · ≤ 𝑡𝑛 незалежними у
сукупностi є випадковi величини
𝑤𝑡1, 𝑤𝑡2 − 𝑤𝑡1, . . . , 𝑤𝑡𝑛 − 𝑤𝑡𝑛−1
4) Однорiднiсть приростiв .
∀𝑠, 𝑡 ≥ 0 : 𝑤𝑡+𝑠 − 𝑤𝑡 ∼ 𝑤𝑠
5) Вiнерiвський процес недиференцiйовний м.н., тобто
∀𝑡 ≥ 0 𝑃 (∃𝑤′𝑡) = 0
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1.2 Iнтеграл Iто
Нехай 𝐹𝑡 потiк 𝜎-алгебр:
∀ 𝑡1 ≤ 𝑡2 : 𝐹𝑡1 ⊂ 𝐹𝑡2
Означення 2. Вiнерiвський процес 𝑤𝑡, 𝑡 ≥ 0 називається узгодженим з потоком
𝐹𝑡, якщо:
1) ∀𝑡 ≥ 0 : 𝑤𝑡 — 𝐹𝑡 - вимiрна в.в.
2) ∀𝑡 ≥ 0, 𝑠 ≥ 0 : 𝑤𝑡+𝑠 − 𝑤𝑡 незалежнi вiд 𝐹𝑡
Спочатку iнтеграл Iто будується для простих процесiв вигляду:
𝜉𝑡 =
𝑛−1∑︁
𝑘=0
𝛼𝑘𝐼𝑡∈(𝑡𝑘,𝑡𝑘+1],
де випадковi величини 𝛼𝑘 обмеженi та вимiрнi вiдносно 𝐹𝑡𝑘 , 0 ≤ 𝑡1 ≤ 𝑡2 ≤ · · · ≤
𝑡𝑛 = 𝑇 . Клас таких процесiв будемо позначати ℒ0.
Означення 3. Нехай 𝜉𝑡 ∈ ℒ0, 𝑤𝑡–узгоджений вiнерiвський процес.
Iнтегралом Iто вiд простого процесу будемо називати випадкову величину∫︁ 𝑇
0
𝜉𝑡𝑑𝑤𝑡 :=
𝑛−1∑︁
𝑘=0
𝛼𝑘(𝑤𝑡𝑘+1 − 𝑤𝑡𝑘)
Основнi властивостi:
Якщо 𝜉𝑡, 𝜂𝑡 ∈ ℒ0; 𝑎, 𝑏 ∈ R, то
1)
∫︁ 𝑇
0
(𝑎𝜉𝑡 + 𝑏𝜂𝑡)𝑑𝑤𝑡 = 𝑎
∫︁ 𝑇
0
𝜉𝑡𝑑𝑤𝑡 + 𝑏
∫︁ 𝑇
0
𝜂𝑡𝑑𝑤𝑡
2)E
∫︁ 𝑇
0
𝜉𝑡𝑑𝑤𝑡 = 0
3)E
(︂∫︁ 𝑇
0
𝜉𝑡𝑑𝑤𝑡
)︂2
= E
∫︁ 𝑇
0
𝜉2𝑡 𝑑𝑤𝑡
4)E
(︂∫︁ 𝑇
0
𝜉𝑡𝑑𝑤𝑡
∫︁ 𝑇
0
𝜂𝑡𝑑𝑤𝑡
)︂
= E
∫︁ 𝑇
0
𝜉𝑡𝜂𝑡𝑑𝑤𝑡 =
∫︁ 𝑇
0
E(𝜉𝑡𝜂𝑡)𝑑𝑤𝑡
Остання властивiсть говорить про те, що Iнтеграл Iто зберiгає норму. Якщо де-
який процес можна наблизити простими процесами, то можна зробити граничний
11
перехiд у просторi 𝐿2. Таким чином iнтеграл Iто продовжується на замикання ℒ0.
Для процесiв iз замикання будемо використовувати тi ж самi позначення iнтегра-
лу. Властивостi 1-4 звичайно зберiгаються.
1.3 Стохастичнi диференцiальнi рiвняння
Означення 4. Процес 𝜉𝑡 = 𝜉(𝜔, 𝑡) називається прогресивно-вимiрним, якщо
∀𝑡 ∈ [0, 𝑇 ] : 𝜉(∘, ∘) є 𝐹𝑡 × ℬ([0, 𝑡])-вимiрним вiдображенням
Означення 5. Стохастичним диференцiалом для прогресивно-вимiрного процесу
𝜉𝑡, 𝑡 ∈ [0, 𝑇 ] будемо називати 𝑑𝜉𝑡 = 𝑎(𝑡)𝑑𝑡 + 𝑏(𝑡)𝑑𝑤𝑡, якщо:
1) 𝑎, 𝑏 – прогресивно-вимiрнi
2) ∫︁ 𝑇
0
|𝑎(𝑡)|𝑑𝑡 <∞,
∫︁ 𝑇
0
𝑏2(𝑡)𝑑𝑡 <∞
м.н.
3)
𝜉𝑡 = 𝜉0 +
∫︁ 𝑡
0
𝑎(𝑠)𝑑𝑠 +
∫︁ 𝑡
0
𝑏(𝑠)𝑑𝑤𝑠
м.н.
Наступна теорема,вперше доведена К. Iто є центральною у стохастичному ди-
ференцiальному численнi. Її доведення можна знайти у працях [2][3][6]
Теорема 1. Формула Iто
Нехай 𝑓 = 𝑓(𝑡, 𝑥) ∈ 𝐶1,2([0, 𝑇 ]× R)
Також припустимо, що
𝑑𝜉𝑡 = 𝑎(𝑡)𝑑𝑡 + 𝑏(𝑡)𝑑𝑤𝑡
Тодi
𝑑𝑓(𝑡, 𝜉𝑡) = 𝑓
′
𝑡(𝑡, 𝜉𝑡)𝑑𝑡 + 𝑓
′
𝑥(𝑡, 𝜉𝑡)𝑎(𝑡)𝑑𝑡 + 𝑓
′
𝑥(𝑡, 𝜉𝑡)𝑏(𝑡)𝑑𝑤𝑡 +
1
2
𝑓
′′
𝑥𝑥(𝑡, 𝜉𝑡)𝑏
2(𝑡)𝑑𝑡
Формула Iто дозволяє зводити однi рiвняння до iнших, розв’язки яких нам
вiдомi. Одночасно вона є дуже цiкавим фактом стохастичного диференцiйного
числення, оскiльки ми бачимо, як коефiцiєнт при стохастичному членi рiвняння
проникає у детермiнований зi своїм квадратом.
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Означення 6. Випадковий процес 𝜉𝑡, 𝑡 ∈ [0, 𝑇 ] є розв’язком стохастичного дифе-
ренцiального рiвняння
𝑑𝜉𝑡 = 𝑎(𝑡, 𝜉𝑡)𝑑𝑡 + 𝑏(𝑡, 𝜉𝑡)𝑑𝑤𝑡, 𝑡 ∈ [0, 𝑇 ]
з початковою умовою 𝜉(0) = 𝜉0, якщо
1)∀𝑡 ∈ [0, 𝑇 ] : 𝜉𝑡 − 𝐹𝑡-вимiрний
2)𝜉𝑡 – неперервний по 𝑡 м.н.
3)
𝜉𝑡 = 𝜉0 +
∫︁ 𝑡
0
𝑎(𝑠, 𝜉𝑠)𝑑𝑠 +
∫︁ 𝑡
0
𝑏(𝑠, 𝜉𝑠)𝑑𝑤𝑠 ∀𝑡 ∈ [0, 𝑇 ]
м.н.
Наведемо теорему iнування i єдиностi розв’язку стохастичного диференцiаль-
ного рiвняння. Її можна знайти, наприклад, у роботi [2].
Теорема 2. Припустимо, що
1) E(𝜉0)2 <∞
2)𝑎, 𝑏 задовольняють умову Лiпшиця по 𝑥
3)𝑎, 𝑏 задовольняють умову лiнiйного росту по 𝑥
Тодi iснує розв’язок СДР такий, що
1) E max
𝑡∈[0,𝑇 ]
𝜉2𝑡 <∞
2) Для будь-якого розв’язку 𝜂𝑡, 𝑡 ∈ [0, 𝑇 ] такого, що Emax𝑡∈[0,𝑇 ] 𝜂2𝑡 <∞ виконує-
ться:
𝑃 (𝜉𝑡 = 𝜂𝑡, 𝑡 ∈ [0, 𝑇 ]) = 1
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1.4 Вiдомостi з економiчної теорiї
Для довiдки означимо основнi типи фiнансових ринкiв та контрактiв, якi дослi-
джує фiнансова математична теорiя.
Умовно фiнансовi ринки можна подiлити на 4 основнi групи:
Ринок акцiй, або фондовий ринок являє собою бiржову або позабiржову тор-
гiвлю корпоративними правами. Акцiонернi спiльноти за допомогою проведення
додаткових емiсiй можуть залучати кошти для розвитку свого бiзнесу. Моло-
дi компанiї отримують стартовий капiтал продавши частину статутного фонду
(IPO). Акцiонери компанiї розраховують на те, що вартiсть їх акцiй з часом пiд-
вищиться, а частина прибутку буде виплачуватися у якостi дивiдендiв.
Ринок облiгацiй дозволяє компанiї та державi отримувати грошовi засоби у
iнвесторiв пiд фiксований вiдсоток. Процентна ставка, яка виникає на ринку облi-
гацiй, визначає вартiсть грошей, якi направляються на розширення бiзнесу ком-
панiї. Випуск облiгацiй – це дорогший спосiб залучених коштiв, нiж емiсiя акцiй,
але при цьому не вiдбувається розмивання капiталу вже наявних iнвесторiв. По-
купець облiгацiї отримує фiксований дохiд, за виключенням випадкiв банкрутства
компанiї або об’явлення дефолту державою.
Валютний ринок являє собою спiлку банкiв та iнших фiнансових органiза-
цiй, якi виконують операцiї по конвертацiї однiєї валюти в iншу. Валютний ринок
працює цiлодобово. Три основнi групи учасникiв ринку - це iмпортери, якi ку-
пують iноземну валюту, та експортери, якi її продають. Окрiм них в сучасному
свiтi вагому роль грають фiнансовi компанiї, якi змiнюють змiст своїх портфелiв,
приходячи з ринку однiєї країни на ринок iншої. Їх вплив на курс валют дуже
великий.
Товарнi ринки – це органiзованi майданчики по торгiвлi стандартизованими
видами товарiв. До яких вiдносяться нафта, золото, срiбло, зерно, кава i так далi.
Кожний вид товару має чiткий стандарт якостi, за яким слiдкує бiржа. Саме стан-
дартизацiя перетворює товарний контракт у фiнансовий iнструмент з якостями,
якi присвоюється усiм iншим фiнансовим активам.
На фiнансових ринках торгують як "спотовими"фiнансовими iнструментами
(акцiї, валюта та iншi), так i похiдними вiд них деривативами (ф’ючерсами та
опцiонами).
Ф’ючерс – це контракт (зобов’язання) на покупку або продаж активу у визна-
чений час у майбутньому. Якщо акцiя сьогоднi коштує 100$, то два контрагенти
можуть домовитися про те, що один купить, а iнший продасть цю акцiю за цiною,
наприклад, 110 $(ф’ючерсна цiна) з постачанням через один рiк. Iнколи реальна
передача акцiї може не вiдбутися. Тодi ф’ючерсний контракт стає рiзновидом па-
рi, при якому одна сторона виплачує iншiй суму, рiвну рiзницi мiж ф’ючерсною
та фактичною цiною акцiї на момент виконання контракту. Наприклад, через рiк
цiна акцiї буде рiвною 90$. В цьому випадку покупець повинен буде виплатити
продавцю чисту рiзницю в 20$=110$-90$.
Опцiон – це контракт, який дає його власниковi право купити (опцiон call) або
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продати (опцiон put) деякий актив по договiрнiй цiнi виконання 𝑥𝑠 (strike price)
у визначений час у майбутньому. На вiдмiну вiд ф’ючерса, опцiон – це право,
а не зобов’язання, тому покупець може вiд нього вiдмовитися. Той, хто продав
(виписав) опцiон, бере на себе зобов’язання виконати його на вимогу власника
опцiону. У випадку європейського опцiону дата реалiзацiї права фiксована. Для
американського – власник може скористатися своїм правом у будь-який момент
до дати закiнчення. Обидва види опцiонiв можуть торгуватися у довiльнiй країнi.
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2 Моделi та їх параметри
У цьому роздiлi буде розглянуто основнi типи рiвнянь, якi будуть необхiднi у
подальшому дослiдженнi, та будуть проаналiзованi методи оцiнки коефiцiєнтiв,
що визначають поведiнку їх розв’язку.
2.1 Вiнерiвський процес з переносом
Розглянемо стохастичне диференцiальне рiвняння з постiйними коефiцiєнтами ви-
гляду:
𝑑𝑋𝑡 = 𝜇𝑑𝑡 + 𝜎𝑑𝑤𝑡
Надалi коефiцiєнт 𝜇 будемо називати коефiцiєнтом переносу, а 𝜎 – коефiцiєнтом
волатильностi, або просто переносом i просто волатильнiстю.
Необхiдно задати початкову умову для цього рiвняння. Ми будемо вважати, що
початкова умова є константою 𝑋0 = 𝑥0 ∈ R.
Насправдi, ця модель є модифiкацiєю звичайного броунiвського руху, якщо ми по-
мiстимо частинку у середовище, яке рухається з постiйною швидкiстю i при цьому
надалi на частинку впливають випадковi удари, що можуть, як трохи змiнити її
рух, так i кардинально впливати на траєкторiю. Баланс цих впливiв регулюється
спiвiдношенням мiж коефiцiєнтами моделi.
Розв’язок явно записується через вiнерiвський процес:
𝑋𝑡 = 𝑥0 + 𝜇𝑡 + 𝜎𝑤𝑡
Вважаючи 𝑥0 = 0 математичне сподiвання та мiшаний другий момент цього про-
цесу легко знаходяться. Вони знадобляться у майбутньому, тому наведемо їх:
E𝑋𝑡 = 𝜇𝑡
E𝑋𝑠𝑋𝑡 = 𝜎2 min(𝑠, 𝑡) + 𝜇2𝑠𝑡
Даним процесом з деякими коефiцiєнтами нами будуть наближатись iншi процеси.
Дiйсно, якщо в деяких моделях стохастичних диференцiальних рiвнянь функцiї
при 𝑑𝑡 та 𝑑𝑤𝑡 на деяких часових iнтервалах не сильно змiнюються, то наближення
їх константами – це перший крок до побудови деякої апроксимацiї. Слiд також
зауважити, що вiнерiвський процес з переносом є стацiонарним у тому сенсi, що
його коефiцiєнти не змiнюються у часi. Враховуючи це, ми могли б вести вiдлiк
вiд будь-якого моменту часу, просто лiнiйно змiстивши час та скорегувавши по-
чаткову умову.
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2.2 Оцiнка параметрiв переносу та волатильностi
Задача оцiнки параметрiв полягає у визначеннi значень 𝜇, 𝜎 на основi спостере-
ження лише однiєї траєкторiї процесу, його деякої реалiзацiї. На вiдмiну вiд су-
купностi незалежних однаково розподiлених випадкових величин та вибiрки вiд
них, спостерiгаючи за процесом ми маємо деякий часовий ряд, хоча теоретично
розглядаємо неперервнi модифiкацiї процесiв. Тому, при моделюваннi буде при-
дiлено увагу коректностi дискретизацiї. Для блукання ми маємо дуже корисну
властивiсть незалежностi приростiв вiнерiвського процесу та знаємо їх розподiл,
тому розподiли у дискретнi моменти часу будуть визначатись статистично еквi-
валентно.
У оцiнюваннi параметрiв ми спирались на роботу Лiпцера та Ширяєва "Ста-
тистика випадкових оцiнок".
Нехай 𝑋𝑖 = 𝑋𝑡𝑖 - послiдовнi спостереження реалiзацiї процесу у рiвновiддаленi
моменти 𝑡𝑖 = 𝑖𝑇𝑛 , 𝑖 = 1..𝑛 на iнтервалi [0, 𝑇 ]. Тодi оцiнками для параметрiв 𝜇 та 𝜎
2
будуть:
?ˆ? =
1
𝑇
6
(𝑛 + 1)(2𝑛 + 1)
𝑛∑︁
𝑖=1
𝑖𝑋𝑖
𝜎2 =
10𝑛
(𝑛− 1)(𝑛 + 1)
𝑛∑︁
𝑖=1
(︂
𝑋𝑖 − ?ˆ?𝑖𝑇
𝑛
)︂2
Доведемо просте твердження про незмiщенiсть оцiнки переносу.
Твердження 1. Оцiнка ?ˆ? є незмiщеною оцiнкою параметра 𝜇
Доведення. Незмiщенiсть означає, що математичне сподiвання оцiнки збiгається
з оцiнюваним параметром.
E?ˆ? = E
(︃
1
𝑇
6
(𝑛 + 1)(2𝑛 + 1)
𝑛∑︁
𝑖=1
𝑖𝑋𝑖
)︃
=
=
1
𝑇
6
(𝑛 + 1)(2𝑛 + 1)
𝑛∑︁
𝑖=1
𝑖E𝑋 𝑖𝑇
𝑛
=
=
1
𝑇
6
(𝑛 + 1)(2𝑛 + 1)
𝑛∑︁
𝑖=1
𝑖𝜇
𝑖𝑇
𝑛
=
=
6𝜇
𝑛(𝑛 + 1)(2𝑛 + 1)
𝑛∑︁
𝑖=1
𝑖2 = 𝜇
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2.3 Логарифмiчне блукання
Однiєю з найважливiших моделей у фiнансовiй математицi є модель логарифмi-
чного блукання. Її iдею i динамiку дуже просто зрозумiти у застосуваннi до моделi
росту економiчного показника. Ми розумiємо, що чим бiльший маємо капiтал, тим
бiльше маємо можливостей для зростання i розширення. Але також i те, що при
зростаннi капiталiв зростають i ставки та ризики, отже зростає волатильнiсть. То-
му перше, що хочеться зробити, це додати залежнiсть переносу та волатильностi
вiд значення процесу.
Означення 7. Логарифмiчним блуканням називається випадковий процес 𝑋𝑡,
який задовольняє стохастичне диференцiальне рiвняння:
𝑑𝑋𝑡 = 𝜇𝑋𝑡𝑑𝑡 + 𝜎𝑋𝑡𝑑𝑤𝑡
Додавши початкову умову 𝑋0 = 𝑥0, застосувавши формулу Iто для ln𝑋𝑡 при-
ходимо до стохастичного диференцiального рiвняння:
𝑑 ln𝑋𝑡 =
(︀
𝜇− 𝜎2/2)︀ 𝑑𝑡 + 𝜎𝑑𝑤𝑡
Ми прийшли до звичайного блукання з переносом. Розв’язок вихiдного рiвняння
запишеться у виглядi
𝑋𝑡 = 𝑥0 exp
(︀(︀
𝜇− 𝜎2/2)︀ 𝑡 + 𝜎𝑤𝑡)︀
Зауважимо, що логарифмiчне блукання при додатнiй початковiй умовi залишає-
ться додатнiм. З одного боку це видно iз розв’язку, а з iншого якщо ми уявимо,
що процес наближається до нуля, то перетнути його йому не вдасться, оскiльки
тодi перенос i волатильнiсть прямують також до нуля i динамiка процесу немов
заморожується. Надалi є тiльки один варiант, це якось з допомогою флуктуацiй
знову вибратися до великих значень.
Також наведемо формулу для математичного сподiвання логарифмiчного блу-
кання:
E𝑋𝑡 = 𝑥0 exp(𝜇𝑡)
Що цiкаво, математичне сподiвання не залежить вiд 𝜎. Цього ще можна було
очiкувати у блуканнi з переносом оскiльки там вiнерiв процес лiнiйно входить до
розв’язку, а тут виявляється, що так побудованi iнтеграли Iто дають саме такий
результат. Це було зауважено, оскiльки iнтеграли Стратоновича, що є альтернати-
вою дають iнше середнє, але дають бiльш класичний розв’язок, де волатильнiсть
не переходить до переносу.
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2.4 Оцiнка параметрiв логарифмiчного блукання
Теорема 3. Нехай 𝑌𝑡 є розв’язком стохастичного диференцiального рiвняння з
константною початковою умовою
𝑑𝑌𝑡 = 𝜇𝑌𝑡𝑑𝑡 + 𝜎𝑌𝑡𝑑𝑤𝑡,
𝑌0 = 𝑦0 > 0,
𝜇 ∈ R, 𝜎 > 0. Задамо процес 𝑋𝑡 наступним чином:
𝑋𝑡 = ln
𝑌𝑡
𝑦0
Тодi процес 𝑋𝑡 є розв’язком рiвняння
𝑑𝑋𝑡 = 𝛼𝑑𝑡 +
√︀
𝛽𝑑𝑤𝑡,
𝑋0 = 0,
де 𝛼 = 𝜇− 𝜎2/2, 𝛽 = 𝜎2.
Доведення. Зрозумiло, що процес 𝑋𝑡 задовольняє початкову умову
𝑋0 = ln
𝑌0
𝑦0
= ln 1 = 0
Оскiльки рiвняння для 𝑌𝑡 задовольняє умовам теореми про iснування i єдинiсть
розв’язку, то 𝑌𝑡 є прогресивно-вимiрним та неперервним процесом. Ми вже знає-
мо, що це рiвняння задовольняє логарифмiчне блукання, тому 𝑌𝑡 > 0. Оскiльки ln
неперервна, а отже вимiрна функцiя на (0,∞), то процес 𝑋𝑡 також є прогресивно-
вимiрним та неперервним, отже може бути розв’язком стохастичного диференцi-
ального рiвняння Iто.
Оскiльки коефiцiєнти рiвняння для𝑋𝑡 тим паче задовольняють теорему iснування
та єдиностi, i ми знаємо, що другому рiвнянню задовольняє вiнерiвський процес
з переносом, то ми можемо просто перевiрити, чи є узгодженими параметри двох
процесiв.
Це є очевидним iз вигляду розв’язкiв цих процесiв, якi були наведенi вище, iз за-
уваженнями деяких переозначень параметрiв, що знадобиться нам в подальших
викладках.
Зауваження 1. Дане доведення вiдрiзняється тим, що використовує фактично
тiльки теорему iснування та єдиностi. Альтернативою було б використання фор-
мули Iто, але тодi б замовчувалися класи функцiй, до яких належать процеси, що
є важливим, особливо неперервнiсть, точнiше iснування неперервної модифiкацiї.
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Теорема 4. Нехай в умовах попередньої теореми маємо спостереження проце-
су {𝑌𝑡} у дискретнi послiдовнi моменти часу. Нехай {𝑋𝑡} - вiдповiднi значення
процесу 𝑋𝑡. Якщо за даними спостереженнями маємо незмiщенi оцiнки пара-
метрiв ?ˆ?, 𝛽, то незмiщеними оцiнками параметрiв ?ˆ?, 𝜎2 будуть ?ˆ? = ?ˆ? + 𝛽/2
та 𝜎2 = 𝛽 .
Доведення. Строго кажучи, коли ми маємо вибiрку, то дослiджуючи теоретично
незмiщенiсть вважаємо, що 𝑋𝑖 – це все ще випадковi величини iз розподiлом,
який залежить вiд процесу. Нашi процеси, згiдно з попередньою теоремою мають
прямий зв’язок мiж своїми параметрами у прямому функцiональному сенсi. Тож,
ми маємо функцiональний зв’язок мiж процесами для кожної елементарної подiї з
простору Ω. Зауваживши це, можемо рахувати математичне сподiвання вiд оцiнок
процесу 𝑌𝑡, що визначаються через оцiнки 𝑋𝑡 на загальному просторi.
E?ˆ? = E(?ˆ? + 𝛽/2) = E?ˆ? +
1
2
E𝛽 =
= 𝛼 + 𝛽/2 = |𝑡ℎ 3| = 𝑚𝑢− 𝜎2/2 + 𝜎2/2 = 𝜇
E𝜎2 = E𝛽 = 𝛽 = 𝜎2
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3 Комп’ютерне моделювання
З розвитком обчислювальної технiки стає дедалi простiше використовувати комп’ютерне
моделювання для дослiдження стохастичних процесiв, їх прогнозування, обрахун-
ку параметрiв. Якщо ранiше для використання обмежених ресурсiв необхiдно було
сильно оптимiзувати алгоритми перед їх використанням, то зараз вже на апара-
тному рiвнi iснує купа рiзних iнструкцiй процесора, що дозволяють, використо-
вуючи готовi програмнi пакети швидко моделювати стохастичнi диференцiальнi
рiвняння.
3.1 Моделювання загального процесу
Щоб змоделювати процес необхiдно знайти деяку його дискретну форму, оскiльки
тiльки таку розумiє машина. Ми можемо знайти цю форму у теорiї побудови сто-
хастичного iнтеграла Iто. Справдi з теоретичної частини видно, що iнтеграл Iто є
граничним переходом вiд простих процесiв. Дуже важливим є те, що на кожному
iнтервалi де процес має постiйне випадкове значення, випадкова величина вимiрна
вiдносно iсторiї до цього iнтервалу часу, тобто не дiє на випередження. Якщо звер-
нутися до iнтеграла Стратоновича ми бачимо iншу iсторiю, тож описаний надалi
метод, який можна назвати методом Ейлера для стохастичних диференцiальних
рiвнянь, не дивлячись на свою простоту та природнiсть має бути обґрунтованим.
Наша задача полягає у моделюваннi траєкторiї процесу 𝑋𝑡 , що задовольняє
стохастичне диференцiальне рiвняння:
𝑑𝑋𝑡 = 𝑎(𝑡,𝑋𝑡)𝑑𝑡 + 𝑏(𝑡,𝑋𝑡)𝑑𝑤𝑡
Якщо задана початкова умова𝑋0 = 𝑥0, то значення процесу𝑋𝑖 = 𝑋𝑡𝑖 у послiдовнi
моменти часу 0,∆𝑡, 2∆𝑡, . . . можуть бути обрахованi за наступною iтерацiйною
схемою:
𝑋𝑘+1 = 𝑋𝑘 + 𝑎(𝑡𝑘, 𝑋𝑘)∆𝑡 + 𝑏(𝑡𝑘, 𝑋𝑘)𝜀𝑘
√
∆𝑡,
де 𝜀𝑘 - незалежнi 𝑁(0, 1) випадковi величини. Якщо записувати розв’язок рiвнян-
ня в iнтегральному виглядi, то доданок 𝑎(𝑡𝑘, 𝑋𝑘)∆𝑡 являє собою частину звичайної
iнтегральної суми , а доданок 𝑏(𝑡𝑘, 𝑋𝑘)𝜀𝑘
√
∆𝑡 – частину iнтегральної суми Iто, де
прирiст вiнерiвського процесу записано через статистичну еквiвалентну гаусiвську
величину з дисперсiєю ∆𝑡. Всi цi доданки накопичуються на кожному кроцi, змi-
нюючи значення процесу. Як вже було сказано, основним для нас процесом буде
вiнерiвський процес з переносом. Вiн вирiзняється тим, що має постiйнi функцiї
переносу та волатильностi. Тому для нього ця схема навiть є статистично точною.
Це також можна легко побачити з того, що розв’язок мiстить в собi лiнiйне вхо-
дження вiнерiвського процесу, а моделювати процес з незалежними приростами
iз вiдомим розподiлом легко.
Також слiд зауважити, що комп’ютер оперує псевдовипадковими числами. Ми
будемо використовувати мову програмування Python 3 та модуль для наукових
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обчислень numpy. Його генератори ,написанi мовою Сi, вiдповiдають стандартам
та є кращими за генератор, що вбудований у Python. Тож брати на себе генеру-
вання псевдовипадкових чисел не будемо.
3.2 Приклади реалiзацiї
Наведемо приклади реалiзацiй рiзних типiв процесiв, розглянутих ранiше. У ко-
жному з випадкiв ми будемо генерувати багато траєкторiй, що мають однаковi
початковi умови. Це дозволить нам оцiнити зрiзи процесiв у часi та перевiрити
розподiли. Зауважимо, що сприймати графiки траєкторiй необхiдно окремо на
рiзних рисунках, оскiльки проводиться автоматичне масштабування. Будемо мо-
делювати процеси на часовому iнтервалi в 1 секунду та з кроком 0.0001 секунди
Рис. 1 Звичайний вiнерiвський процес
На рисунку 1 ми можемо бачити характернi риси гаусового процесу. Враховуючи,
що 𝑤1 ∼ 𝑁(0, 1), то iз ймовiрнiстю бiльше 98% ми будемо спостерiгати процес в
iнтервалi ±3𝜎 , що ми i бачимо.
Наступним розглянемо вiнерiвський процес з переносом. Необхiдно зрозумiти,
що спiввiдношення мiж параметрами переносу та волатильностi може дати нам
зовсiм не схожi на перший погляд траєктторiї однiєї i тiєї ж моделi.
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Рис. 2 Вiнерiвський процес з переносом 𝜇 = 1, 𝜎 = 0.2
На рис. 2 ми бачимо явно виражений перенос процесу вгору. Теоретично ми могли
очiкувати на значення математичного сподiвання через одну секунду (при стартi в
нульовому значеннi) у районi одиницi. Дiйсно, дивлячись на траєкторiї ми можемо
бачити це незбройним оком.
Але такi реалiзацiї не здаються нам чимось iз реального свiту. Може здатися,
що при додатному переносi процес приречений на зростання, але ж теоретично
навiть вiнерiвське блукання без переносу осцилює мiж нескiнченностями, тобто
може як далеко заходити вгору , так i вниз. Давайте спробуємо змiнити параме-
три.
Рис. 3 Вiнерiвський процес з переносом 𝜇 = 0.5, 𝜎 = 1
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На рисунку 3 ми вже бачимо дуже серйозний вплив волатильностi процесу, яка
в два рази вища за перенос. Якби нам надали не пучок траєкторiї, а лише одну,
то вiдрiзнити її вiд звичайного блукання було б дуже складно. Однак , придивив-
шись, можна помiтити що вище нуля траєкторiї розташованi щiльнiше, а саме в
околi значення 0.5, що є теоретичним значенням математичного сподiвання через
секунду. Тобто вплив переносу i його оцiнку отримати важче. Ми переконаємось
у цьому ще раз, коли будемо випробовувати наведенi нами оцiнки. А поки що
робимо промiжний висновок, що високоволатильнi процеси оцiнювати складнiше.
Вище розглянутi процеси звичайно дають деяке уявлення про спiввiдношення
мiж стохастичною i детермiнованою частиною рiвняння, але ми розумiємо, що в
реальному свiтi вимiрювана величина може впливати свойм значенням на пове-
дiнку системи. Дiйсно, у роздумах звичайної середньостатистичної людини може
виникнути помилкове уявлення про те, що умовний олiгарх вже нiчим не ризикує,
має достатньо грошей i надалi буде тiльки збагачуватись. Можливо при встанов-
леннi деяких монополiй так воно i є, але треба розумiти одну рiч. Чим бiльшi
капiтали, тим бiльшi ставки.
Постає питання, як врахувати цю залежнiсть вiд величини процесу у даний
момент часу? Нам на допомогу приходить модель логарифмiчного блукання. Дiй-
сно, дуже природно почати з лiнiйної залежностi переносу та волатильностi вiд
поточного значення процесу. Помноживши їх на коефiцiєнти 𝜇 та 𝜎 вже маємо
,насправдi, дуже гнучку модель. Особливо, якщо навчимося добре оцiнювати цi
коефiцiєнти всього лише за однiєю реалiзацiєю процесу, як це є у реальному життi.
Тепер дослiдiмо динамiку логарифмiчного блукання при рiзних спiввiдношеннях
мiж параметрами. Звичайно у ходi роботи над дисертацiєю були перебранi деся-
тки значень. Для порiвняння iз попереднiм процесом з переносом використаємо
такi ж параметри. Стартувати тепер будемо з додатного значення – з одиницi.
Рис. 4 Логарифмiчне блукання 𝜇 = 1, 𝜎 = 0.2
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Рис. 5 Логарифмiчне блукання 𝜇 = 0.5, 𝜎 = 1
На перший погляд, коли ми бачимо у розв’язку логарифмiчного блукання
швидку експоненцiйну функцiю, а також подивимось на математичне сподiвання
процесу, то може здатися, що це якийсь процес неухильного та невiдворотного
росту. Але ж подивiться на графiки траєкторiй. Дiйсно, у випадку низької вола-
тильностi (рис. 4) маємо чiтко виражене зростання. Нам навiть пощастило, що
всi траєкторiї в першу секунду є вищими за стартовий капiтал в одиницю. Якось
не схоже на реальну ситуацiю. На рисунку 5 маємо iншу картину. З одного боку
купа траєкторiй не змогли вийти у дохiднiсть i блукають бiля нуля, але висока
волатильнiсть дозволяє нам отримувати i траєкторiї, якi значно перевищують,
навiть при меншому коефiцiєнтi переносу, свої аналоги на рисунку 4. На рисунку
4 у нас багато траєкторiй досягають четвiрки, а на рис. 5 є одна, що досягає 16, i
декiлька у районi 6 – 8 пунктiв.
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3.3 Обчислення статистичних параметрiв, перевiрка теоре-
тичних результатiв
Маючи розумiння, що розглянутi вище двопараметричнi моделi можуть дiйсно
описувати рiзноманiтнi ситуацiї поведiнки частинки у рiдинi, чи iндексу фiнансо-
вої бiржi, можемо сподiватись на те, що природа пiдготувала для нас такi спiв-
вiдношення параметрiв, що данi моделi дiйсно будуть першим наближенням до
описання процесiв, якi вiдбуваються у реальному свiтi. То ж тепер необхiдно на-
вчитися якось оцiнювати параметри таких процесiв.
Вище нами вже була проведена робота по оцiнцi параметрiв вiнерiвського блу-
кання з переносом. Також були доведенi теореми, щодо можливостi оцiнки па-
раметрiв логарифмiчного блукання через його деформацiю у вiдповiдний процес
блукання з переносом, оцiнки його парамерiв i можливостi отримання за ними
незмiщених оцiнок логарифмiчного блукання. Слiд зауважити, що пiд час дослi-
дження та пошуку гарних оцiнок для блукання ми зiштовхнулися iз великими
труднощами, оскiльки навiть знайденi нами оцiнки, як виявилося, мають велику
дисперсiю, що не сильно зменшується при збiльшеннi обсягу спостережень.
Було встановлено, що найкраще оцiнки себе поводять при малiй волатильностi
вiдносно переносу. Наведемо один iз прикладiв процедури моделювання логари-
фмiчного блукання, її деформацiї до звичайного блукання та середнi значення
оцiнок при вiдомих нами модельованих параметрiв логарифмiчного блукання.
Рис. 6 Логарифмiчне блукання 𝜇 = 1, 𝜎 = 0.5 та його деформацiя
Обрахованi середнi значення по всiм траєкторiям 1.022 та 0.493, отже, використо-
вуючи деформацiю логарифмiчного блукання ми можемо оцiнювати його параме-
три. Ще раз зазначимо, що загальної теорiї, яка всих задовольняє, для оцiнювання
цих параметрiв поки що просто не побудовано.
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4 Дослiдження реальних даних
4.1 Накопичена волатильнiсть та її оцiнка
Як тiльки постає необхiднiсть дослiджувати процеси реального свiту ми зустрi-
чаємось iз багатьма факторами, що нам заважають.
Перша група факторiв, як для математикiв, що намагаються застосовувати те-
орiю на практицi полягає в тому, що люди, якi професiйно займаються питаннями
економiки чи фiзики часто вiддають перевагу простим та зрозумiлим правилам,
якi вони роками збирають iз досвiду професiйної дiяльностi, а не складним ма-
тематичним моделям. При цьому вони отримують необхiднi їм результати хоча
б методом спроб та помилок. Не маючи великого досвiду нам доведеться дуже
спрощувати моделi, якими ми описуємо економiчнi процеси. Але ж статистичнi
данi ми все ж таки вiзьмемо з реального свiту, а не з модельованого.
Друга група факторiв вже має бiльш математичну природу. Вiдомо, що розпо-
дiли дохiдностей фiнансових iнструментiв дуже часто мають важкi хвости. Тобто
малоймовiрнi з точки зору гаусового розподiлу, яким ми часто наближаємо данi,
подiї вiдбуваються i при тому регулярно. То ж спираючись на гаусовий вiнерiв-
ський процес ми сильно згладжуємо реальний свiт. Також, ми не можемо гаранту-
вати, що природа не змiнює своїх правил iз плином часу. Фiзичних законiв може й
нi, а от параметри економiчних, соцiальних процесiв не є стацiонарними. Тож по-
стає питання: у який момент часу ми повиннi перераховувати параметри моделей,
якими користуємось.
На даний момент ми маємо свободу обирати, як ми хочемо обробляти данi.
Запропонувати свiй метод, спираючись звичайно на математичнi структури та
iнтерпретацiю, яку ми їм надамо. Одним iз цiкавих iнструментiв для нас є нако-
пичувальна характеристика випадкового процесу — накопичена дисперсiя.
Означення 8. Накопиченою дисперсiєю нестацiонарного випадкового процесу iз
функцiєю волатильностi 𝜎(𝑡) називається функцiя часу
𝐺(𝑡) =
∫︁ 𝑡
0
𝜎2(𝑢)𝑑𝑢
Iз властивостей iнтеграла Iто ми бачимо, що це є фактично математичне спо-
дiвання стохастичного доданку у диференцiальному рiвняннi Iто. У роботi Ши-
ряєва даний iнтеграл використовується для проведення замiни часу таким чином,
щоб волатильнiсть процесу у новому часi була постiйною. Це могло би спростити
аналiз даних, але як тодi робити прогнози, знаходячись у замiненому часi, що
залежить вiд внурiшнiх параметрiв системи. У роботi Ширяєва такий час нази-
вається операцiйним. На прикладi економiчної мови, скажемо показнику бiржi
торгiвлi, можна розумiти це наступним чином:
1) У перiоди активного ринку на показник впливають дуже багато випадкових
факторiв i це спричиняє пiдвищення його волатильностi, у нього є бiльше мо-
жливостей вiдреагувати на операцiї купiвлi-продажу, бо просто таких операцiй
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бiльше. Тобто в цей момент функцiя 𝐺 зростає швидше.
2) Симетрична ситуацiя. Ринок не активний i функцiя 𝐺 зростає повiльнiше.
Замiна часу, розглянута у Ширяєвi пропонує прискорювати та уповiльнювати час
використовуючи обернену до 𝐺 функцiю. Ми будемо використовувати накопичену
дисперсiю, як мiру того наскiльки багато операцiй пройшло на ринку, i вiдповiд-
но приймати рiшення, щодо необхiдностi переглянути параметри, якими зараз
оцiнюється ринок.
Маючи лише спостереження у дискретнi моменти часу необхiдно навчити-
ся оцiнювати цей параметр. У статтi Нiкiтiна пропонується кiлька пiдходiв до
оцiнки цiєї величини. Якщо нашi данi не є сильно зашумленими, то ми може-
мо оцiнювати накопичену дисперсiю за допомогою емпiричної волатильностi, або
реальної волатильностi (realized volatility). Тут волатильнiсть використовується
не в тому ж сенсi, що в нашiй роботi. Для рiвновiддалених спостережень маємо
𝑋𝑖 = 𝑋𝑡𝑖, 𝑡0 ≤ 𝑡1 ≤ 𝑡2 ≤ · · · ≤ 𝑡𝑛 = 𝑇 :
?ˆ?(𝑡) =
𝑛−1∑︁
𝑖=0
(𝑋𝑖+1 −𝑋𝑖)2
Тут ми говоримо про рiвновiддаленi спостереження, оскiльки будемо мати саме
такi. Звичайно, для того, щоб оцiнка мала асимптотичний сенс необхiдно просто
прямування до нуля часових вiдстаней, але максимум, що ми можемо зробити – це
взятi данi на фiксованiй вiдстанi, iнтерполювати їх ми не будемо. Зауважимо та-
кож, що ми не претендуємо саме на точнiсть вимiрювання параметру накопиченої
волатильностi. Головна iдея полягає у тому, щоб порiвнювати рiзнi часовi iнтер-
вали саме за цим параметром, який ми iнтерпретуємо, як накопичену активнiсть
ринку.
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4.2 Метод формування наближень вiнерiвським процесом
з переносом
Нарештi, опишемо, у чому полягає суть обробки наявних даних та їх викори-
стання. Ми будемо формувати базу режимiв поведiнки фiнансового показника,
тобто часовi промiжки еволюцiї, на яких будемо наближати процес вiнерiвським
процесом з переносом, для чого вже була проведена пiдготовча робота. Запропо-
нований нами метод обробки даних для подальшого формування бази режимiв
процесу ми будемо називати методом кейсiв. Опишемо, як ми будемо видiляти
окремий випадок (режим, кейс) в iсторiї процесу.
Означення 9. Кейсом ми будемо називати частину еволюцiї процесу разом з
оцiнками переносу та волатильностi блукання з переносом на цих даних.
Тож ми боремося iз нестацiонарнiстю процесiв тим, що регулярно перерахо-
вуємо параметри моделi. Дане означення дає тiльки перше наближене описання
кейсу. Бiльш важливим буде те, як ми приймаємо рiшення щодо фiксацiї частини
даних. Послiдовно рухаючись у часi ми будемо вiдтинати часовi iнтервали вихо-
дячи з накопиченої волатильностi на них. Тож, якщо розглянути такi iнтервали
разом з оцiнками переносу та волатильностi, ми будемо мати кейси з приблизно
однаковими накопиченими волатильностями. Тут постає багато питань про те,
скiльки треба накопичувати волатильнiсть, яка похибка наближень, чому саме та-
кi часовi iнтервали є важливими для аналiзу процесу. Щоб не наводити загальний
алгоритм з усiма обмовками через абстрактнiсть даних, продемонструємо iдею на
конкретному прикладi.
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4.3 Застосування до даних iндексу Dow Jones
Iз вiдкритих джерел в iнтернетi ми знайшли щоденну еволюцiю iндексу амери-
канської бiржi DowJones вiд 2009 року протягом бiльш нiж 2500 днiв. Тут на-
водяться данi iндексу при щоденному закриттi торгiв. Час вимiрюється у днях.
Рис. 7 Dow Jones
Ми явно спостерiгаємо деяку тенценцiю росту iндексу за цi вiсiм рокiв. Можна
було б навiть намагатися наблизити це вiнерiвським блуканням з переносом, але
ми також розумiємо, що такi економiчнi показники в першу чергу описуються
логарифмiчним блуканням, оскiльки явним чином у ринку з’являється бiльше
можливостей для росту чи обвалу при бiльших капiталах. Тому першим кроком
буде перехiд вiд таких даних до логарифму вiд них, а отже вiд апрiорного лога-
рифмiчного блукання до звичайного з переносом.
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Рис. 8 Dow Jones деформований до вiдповiдного блукання
Тепер ми умовно бачимо показник експоненти у деякiй реалiзацiї логарифмiчного
блукання. Звичайно було б недоречно допускати, що протягом всього перiоду були
однi i тi ж самi коефiцiєнти переносу i волатильностi, тому будемо застосовува-
ти нашу методику розбиття iсторiї процесу на промiжки з рiвною накопиченою
волатильнiстю i з’ясуємо, чи можеми ми почати робити якiсь змiстовнi висновки.
На даному етапi дослiдження дуже важливою буде вiзуалiзацiя даних, а потiм на
основi цього ми опишемо нашу пропозицiю, щодо загального пiдходу.
Перше, що необхiдно зробити, це порахувати загальну накопичену волатиль-
нiсть. Потiм необхiдно зрозумiти, на яку кiлькiсть iнтервалiв ми будемо розбивати
наш процес. I нарештi зробити деякi промiжнi висновки про те, що може надати
таке розбиття.
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Рис. 9 Dow Jones деформований до вiдповiдного блукання розбитий на 12 кейсiв
Рис. 10 Кейси спiвставленi мiж собою
На основному рис. 10 , який ми будемо обговорювати кейси приведенi так, нiби
вони стартують iз нуля. Дiйсно, для блукання стартова точна не важлива, це не
впливає на параметри.
Перше, що хочеться сказати, це вберегти себе вiд передчаних суджень про
чергування кейсiв та їх схожiсть. Такої кiлькостi даних достатньо для наочної
демонстрацiї, але не для глибокого аналiзу. Тим не менш ми бачимо, що форму-
ються деякi трiйки та пари схожих зовнiшньо, та як нами було обраховано, за
параметрами блукання кейсiв. Деякi з них можна назвати iнтенсивним зростан-
ням, деякi пiслядiєю пiсля iнтенсивного, а деякi спонтанними провалами iндексу
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бiржi. Так, перше, що хочеться помiтити – це чергування цих режимiв. Не забу-
ваємо про те, що всi вони мають однакову накопичену волатильнiсть, тож окрiм
параметрiв процесу, як наближеного блуканням, ми бачимо схожi у тривалостi
режими. Наприклад, рiзкi провали з великою волатильнiстю довго не тривають.
Цьому може бути поясненням те, що ринки не можуть бути занадто довго у станi
невизначеностi, включаються регулятори та стабiлiзують процес. Також вiдповiд-
нi роздуми можна застосовувати до iнших режимiв. Так чи iнакше необхiдно мати
бiльш чiткi критерiї оцiнки невипадковостi слiдування кейсiв один за одним у часi.
Наприклад, можна рахувати кореляцiї мiж параметрами моделей, та з’ясовувати,
чи випадково пiсля падiння iде зростання, або пiсля зростання – помiрене зростан-
ня. Також можна робити двовимiрнi карти параметрiв переносу та волатильностi
на кейсах та об’єднувати їх за близкiстю на площинi. Можливо навiть формування
деяких груп, пов’язаних з полiтикою запровадженою на ринках.
Нами проведено бiльше дослiджень на бiльших даних, але на жаль їх вiзуалiза-
цiя дуже складна для паперу А4. Набагато простiше це робити в iнтерактивному
режимi побудови графiкiв i траєкторiй. Також можна було б, окрiм обрахування
кореляцiй, застосовувати штучний iнтелект для аналiзу залежностей мiж кейса-
ми та їх чередуваннями. Це потребує бiльших знань у цiй галузi, тому на цьому
ми поки що зупиняємо свої дослiдження.
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5 Висновки
У данiй роботi ми намагалися сфокусуватись на практичних аспектах застосуван-
ня стохастичних диференцiальних рiвнянь у фiнансовiй математицi. Ми зрозумi-
ли, що на даний момент сучасний стан теорiї фiнансової математики є динамiчним
i враховуючи прикладний аспект дозволяє проводити експериментальнi дослiдже-
ння, застосовуючи сучаснi обчислювальнi потужностi.
Нами проведено роботу по моделюванню стохастичних процесiв, оцiнюванню
їх параметрiв та виокремлювання станiв фiнансового ринку, що мають важливу
iнформацiю для передбачення поведiнки нестацiонарних даних.
Були отриманi теореми про зв’язок оцiнок логарифмiчного блукання та блу-
кання з переносом i вiдповiдний метод оцiнки. Подальший розвиток оцiнювання
волатильностi процесу та застосування iнших оцiнок не змiнює нашi результати.
Отриманий досвiд роботи з лiтературою, реалiзацiї комп’ютерних алгоритмiв
та вiзуалiзацiї даних дозволить продовжувати працю в обраному напрямку. А
використання сучасних iнформацiйних технологiй актуалiзує роботу i дозволяє
розвивати подальшi дослiдження.
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7 Додатки
Додаток А. Лiстинг коду програми( наведенi саме реалiзацiї необхiдних функцiй,
а не їх використання для побудови окремих дiаграм чи оцiнок)
import numpy as np
import matp lo t l i b . pyplot as p l t
import csv
def winner (mu, sigma ) :
def a (x , t ) :
return mu
def b(x , t ) :
return sigma
return a , b
def b lack shou l s (mu, sigma ) :
def a (x , t ) :
return mu * x
def b(x , t ) :
return sigma * x
return a , b
def o rns t e inu l enbek ( alpha , beta , sigma ) :
def a (x , t ) :
return −beta * ( x − alpha )
def b(x , t ) :
return sigma
return a , b
def t r a j e c t o r y (model , x0 ,T) :
a = model [ 0 ]
b = model [ 1 ]
X = [ x0 ]
for i in range ( len (T) − 1 ) :
X. append (X[−1] + a (X[−1] ,T[ i ] ) *
(T[ i + 1 ] − T[ i ] ) +
b(X[−1] ,T[ i ] ) * np . sq r t (T[ i + 1 ] − T[ i ] ) *
np . random . standard_normal ( ) )
return np . array (X)
def groupmean ( data , n ) :
k = len ( data ) // n
for i in range (n ) :
s r e z = data [ i * k : ( i + 1) * k ]
print ( s rez , s r e z .mean ( ) , s r e z . var ( ) )
def muestimatemnk (x ,T) :
n = len ( x ) − 1
I = np . arange (1 , n + 1 ,1)
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return np .sum( I * x [ 1 : ] ) * 6 / T / (n + 1) / (2 * n + 1)
def s igmaest imate (x ,T) :
n = len ( x ) − 1
I = np . arange (1 , n + 1 ,1)
return np .sum( ( x [ 1 : ] − muestimatemnk (x ,T) *
T / n * I ) ** 2) * 10 * n / (n − 1) / (n + 1)
def RVn(x ) :
return np .sum( ( x [ 1 : ] − x [ : −1 ] ) ** 2)
