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Abstract
Sparse-aperture telescopes are a promising technology to increase the resolution of a
telescope without the costs of creating very large optics. The individual subapertures
in a sparse-aperture system capture a portion of the incoming wavefront to synthesize
a monolithic telescope with a larger diameter. This allows higher resolutions to be
recorded than any of the individual subapertures are capable of. The resulting image
quality of a sparse-aperture system is poorer than obtained from a Cassegrain system
that has the same effective diameter. Published research to date on sparse-aperture
systems has focused on panchromatic imaging using a “gray-world” model where the
input is a monochrome image that is convolved with a specific point spread function.
This research uses the spectral sparse-aperture model Robert Introne created for his
Ph.D. dissertation to compare the image quality of the polychromatic and gray-world
models. Introne’s model creates both the polychromatic and gray-world scenarios. The
first experiment performed compares the Golay-6 and triarm configurations for both the
polychromatic and gray-world models. The second experiment calculates the threshold
when spectral artifacts become apparent and how they evolve in a restored image for the
triarm configuration. This is achieved by increasing the amount of introduced phase er-
ror in small increments. The behavior of the spectral artifacts can be observed for each
scene via this method. The next step in the research is the modeling of a multispectral
(MS) sparse-aperture system. This attempts to reduce the effect of spectrally induced
artifacts by capturing multiple bands and restoring each one separately, then summing
the bands into a panchromatic image to increase the signal-to-noise ratio (SNR). The
restorations for the previous experiments all use a scenario where the phase error intro-
duced into the pupil function is perfectly known for the restoration filter. This is not
a realistic scenario. An error analysis based on the expected performance of a phase
retrieval algorithm is employed to estimate the phase error of the true pupil function.
iv
vThe estimated pupil function is then used to restore the scene degraded by the true
pupil function.
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Chapter 1
Introduction
As science advances, technology needs to keep pace. For example, Einstein’s theory
of gravitational waves has only recently been tested because the technology to do so
is now available. Galileo’s quote, “I hold that the Sun is located at the centre of the
revolutions of the heavenly orbs and does not change place, and that the Earth rotates
on itself and moves around it,” was possible because of his use of the telescope. Since
then, the telescope has been used to study everything from the birth of the universe to
land management. The information gathered is vital to understanding today’s world.
Space-based telescopes have many benefits over ground or aircraft-based systems, how-
ever, they also have drawbacks. Launch costs are high and likely to stay so for the
foreseeable future. The resolution of a telescope is limited by the aperture diameter,
thus, space-borne telescopes are limited not only by cost, but also by volume constraints
of the launch vehicle. However, cost is not the only problem because as an optic gets
larger, it becomes more difficult to polish, thus harder to eliminate aberrations. These
are a few reasons to consider different methods to create large aperture systems.
There are several strategies to address the problems of cost and size. Meinel [1970]
proposed deploying an array of subapertures that synthesizes an optic with a larger
effective diameter giving a better resolution than any of the individual subapertures.
The subapertures have a smaller surface area than a filled optic or Cassegrain telescope
system. Such a system, if practical, will reduce the weight and size requirements while
retaining the spatial resolution of the large optics. The subapertures can be launched
separately and combined in space to form a specific configuration or they can be at-
tached to a structure that will unfold in space, such as the James Webb Space Telescope.
Previous research has shown that sparse-aperture systems suffer from a host of prob-
lems, including (but not limited to), lower signal-to-noise ratio (SNR), phasing errors
of the individual subapertures, reduced field of view (FOV) depending on the focal
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lengths of the elements, and sensitivity to aberrations. However, the potential benefits
of such a system provide the motivation for research that has continued to present day.
One fundamental reason why these systems suffer from low SNR is because their collect-
ing area is much less than that of a filled aperture system. The result is that it detects
fewer photons. Since the system has a lower SNR, the image quality will be worse
than a monolithic system. The other factor why a lower fill factor effects the image
quality is because only a portion of the wavefront is detected over the effective diameter.
As of yet, there has been no detailed research that has been published describing the
effects on image quality if spectral data is included in a sparse-aperture model. Up to
now, all reported research in the literature have dealt with averaging a series of spectral
point spread functions (PSF) into a single “polychromatic” PSF. The problem with this
approach is that it does not take into account the spectral nature of the scene. It makes
the PSF a purely spatial property. Introne [2004] has created the spectra-radiometric
sparse-aperture model for this study as his doctoral research. There is a need to study
the effects of using a spectral sparse-aperture model on image quality.
There are some limitations inherent in polychromatic sparse-aperture systems which
have not been a problem with traditional Cassegrain systems. The larger the sys-
tem passband, the wider the range of spectral components that are amplified dur-
ing restoration, however, a panchromatic scene is restored using a single spectral or
weighted OTF. This means that more spectral components are incorrectly amplified
during restoration as the system passband increases. However, for a sparse-aperture
system, collecting multispectral information so each recorded band can be restored in-
dependently might increase the image quality. Multispectral systems work differently
than panchromatic systems because a multispectral system separates the incoming light
into separate bands. There will still be the issue of each wavelength having a different
modulation transfer function (MTF), however, the passband of each channel is much
smaller than the system passband. It would seem as if less degradation would occur in
each band because the MTFs in the passband would not change as much as it would
through the passband of the entire system.
The thrust of the research is to test how a spectral-sparse aperture system will respond
to changing certain parameters such as increasing passband, changing configurations,
and increasing amounts of aberrations. This research uses the spectral sparse-aperture
model Robert Introne [2004] created to compare the image quality of the polychromatic
and gray-world models. Introne models the gray-world optical transfer function (OTF)
by weighting the polychromatic transfer functions into a single band. The first ex-
periment compares the Golay-6 and triarm configurations for both the polychromatic
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and gray-world models. The second experiment calculates the threshold when spec-
tral artifacts become apparent due to increasing amounts of phase error in the pupil
function and how they evolve in a restored image for the triarm configuration. This
is done by increasing the phase error by small increments to observe the behavior of
the spectral artifacts for each scene. The next step is the modeling of a multispectral
sparse-aperture system with the goal of reducing the effect of spectrally induced arti-
facts by capturing multiple bands and restoring each one separately, then summing the
bands into a panchromatic image to increase the signal-to-noise ratio (SNR) for the
panchromatic scene. Each of these restorations use the scenario where the phase error
introduced into the pupil function is perfectly known for the restoration filter. This is
not realistic; most likely a phase diversity algorithm would be employed to estimate
the phase error. To model the image quality of a deployed sparse-aperture system, an
estimated pupil function was created to model the phase error estimated by a phase
diversity algorithm. The estimated pupil function is then used to create a filter that
restores the scene degraded by the true pupil function.
Chapter 2
Objectives
• Find the amount of phasing error that introduces spectral artifacts in restored
sparse-aperture imagery for passbands of 0.4-0.7µm and 0.4-0.9µm (sections 4.3
and 4.4).
• Model a multispectral system and determine the number of bands that are needed
to reduce the spectral artifacts for passbands of 0.4-0.7µm and 0.4-0.9µm for a
sparse-aperture system (sections 4.5 and 4.6).
• Test the effect on image quality of a triarm configuration restoring the degraded
image with an estimated pupil function. The estimated pupil function is an
estimate of the true pupil function which is used to degrade the scene. The
estimated pupil function is designed to perform similarly to phase diversity algo-
rithms, however, it is simulated with a weighted random number generator and
is not an actual phase diversity algorithm (sections 4.7 and 4.8).
• Compare the image quality of triarm and Golay-6 configurations with equivalent
cutoff frequencies and fill factors. To create a scenario where the Golay-6 will
have a sufficiently large fill factor to produce reasonable image quality, the triarm
aperture will have overlapping subapertures which have to be cropped, and are
therefore not circular. (sections 4.9 and 4.10).
• Generate “best,” “expected,” and “worst” case examples of expected restored
imagery based on expected knowledge of instrument performance for the multi-
spectral model, estimated pupil function, and the triarm/Golay-6 comparison.
• For relevant data sets above, also include the corresponding monochromatic
(“gray-world”) model approximation.
4
Chapter 3
Theory
Simulating a sparse-aperture system not only requires modeling a Cassegrain telescope
but also correctly phasing the separate subapertures in the pupil function. The system
must be able to accurately model all subapertures and how they interact if the ele-
ments are incorrectly phased. If a subaperture is out of phase by very small amounts,
it can have the effect of degrading the image quality of the system. The optical trans-
fer function (OTF) of a sparse-aperture system is more attenuated than a traditional
Cassegrain telescope. These problems are compensated by their relative advantages
when very large apertures are required, particularly the expense and fabrication prob-
lems of large monolithic mirrors.
The method used thus far to model panchromatic sensing with sparse-aperture sys-
tems is to use a “polychromatic” OTF. This is a representation of the spectral OTFs
as a single system OTF. One method to create the OTFs or PSFs for the gray-world
sparse aperture system [Fiete, 2002] is to take a weighted sum of a number of spectral
OTFs to evaluate the “polychromatic” system OTF. The other method is to select a
single spectral OTF as the approximate system OTF. Either has the effect of making
the PSF/OTF wavelength independent. In other words, the resulting PSF/OTF eval-
uates a spatial convolution. This approximation has historically worked for Cassegrain
telescopes because the phase errors (piston, tip/tilt) do not produce detrimental spec-
tral artifacts in real systems, but the gray-world model has been shown to be a good
approximation for sparse-aperture systems under specific conditions [Block, 2004], [In-
trone, 2004], [Introne, 2005], [Block, 2005]. Some of these conditions depend on the
amount of aberrations in the pupil function and the passband of the system used. The
wavelength dependence for monolithic optical elements does not cause a large prob-
lem using the gray-world approximation because they exhibit a well-behaved OTF, as
shown in Figure 3.1. Sparse-aperture OTFs are not well behaved for reasons stated in
Figure 3.1 as-well-as that they have angularly dependent resolutions. As a result, the
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Figure 3.1: A sampling of configurations and their corresponding modulation transfer
functions (MTFs)
gray-world approximation is valid only within certain conditions. The model of sparse-
aperture system under study is an array of identical afocal Cassegrain telescopes, an
example of which is shown in Figure 3.2.
3.1 Spectral Radiance Scene
The continuous spectrum emitted by the sun has many interactions during its travel
through the atmosphere. The spectrums propagation through the atmosphere is not
as simple as a single transmittance term for the atmosphere, reflected off an object
and recorded by a detector. This description is overly simplified; the actual behavior
of the propagation for the visible spectrum includes terms for the interactions in the
atmosphere. These terms form the reflected portion of the “big equation” [Schott,
1997],
Lsource
[
Wm−2sr−1µm−1
]
=
[
E
′
sλcosσ
′
τ1 (λ)
r (λ)
π
+ FEdλ
rd (λ)
π
(3.1)
+ (1− F )Lbλavgrd (λ)
]
τ2 (λ) + Luλ
where E
′
sλ is the exoatmospheric irradiance, Edλ is the downwelled irradiance, Lbλavg
is the average radiance from the background, Luλ is the total upwelled radiance, τ1 is
the transmission from the sun to the target, τ2 is the transmission along the target-
sensor path, σ
′
is the solar declination angle to the target, r (λ) is the total spectral
reflectance of the target with no directional information, rd (λ) is the diffuse reflectivity
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Figure 3.2: Sparse-aperture design using an array of independent Cassegrain telescopes.
of the object, and F is the fraction of the sky that can be seen by the target.
The “big equation” is how DIRSIG (Digital Imaging and Remote Sensing Image Gener-
ation), a synthetic image generation model based on fundamental principles, calculates
the radiometry for a scene [Schott, 1999]. The transmittance through the atmosphere
is calculated by MODTRAN [Berk, 1989]. The spectral resolution of the spectrum
created by DIRSIG is limited only by the resolution of the spectral library. DIRSIG
uses more than the specific wavelengths desired for the output radiance cube. It ini-
tially calculates the radiance cube at the resolution of the spectral library. DIRSIG
then convolves the oversampled radiance cube with the sensor response function and
calculates the desired number of spectral bands. In this way the model captures the
spectral effects of the real world. These synthetic spectral radiance scenes are used as
one of the data sets for the polychromatic sparse-aperture model under study. Data
sets from real imaging spectrometers and 3-band visible sensors are also used for this
research. This differs from the gray-world model normally studied which only has spa-
tial properties and all of its spectral properties are lost when the image is captured
with a panchromatic sensor.
The first assumption made when modeling a polychromatic system is that the sig-
nal is incoherent. This means that there can be no optical interference, and thus none
of the speckle which is characteristic of coherent sources. The coherent light source
means the PSF/OTF needs to be calculated appropriately. The signal is assumed to
be “quasimonochromatic,” which satisfies the condition (∆λ/λ0 ≈ 0) [Easton, 2004],
this means the passband ∆λ under consideration is small when compared to the center
wavelength λ0. For example, if there is an image cube in the visible spectrum (0.4 -
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0.7µm) and 10nm passbands of the channels, it will give a result of: (.01µm/.55µm)
= 0.018 which is fairly close to zero. However, when a visible RGB image cube is
used (.10µm channels), this gives a result of (.10µm/.55µm) = 0.182 which does not
approximate zero nearly as well as the image-cube with a higher spectral resolution.
And a gray-world model with a visible passband is (.30µm/.55µm) = 0.545 which is a
poorer approximation.
3.2 Linear Image Model
An optical system is most easily modeled under the assumption of a linear shift-
invariant (LSI) system. If the entire field-of-view (FOV) cannot be modeled as LSI,
then an isoplanatic region in the field can be used. This is making the assumption that
the object distance (z1) is long enough that the entrance pupil is in the Fraunhofer
region, meaning that the field of view is most likely small enough for this assumption
to be valid for an optical system. Unfortunately, the LSI assumption might not be
true for an atmosphere that can vary spatially, this is where the statement that an
isoplanatic region can be used comes into use. The other assumption that needs to be
made is that the noise is zero mean Gaussian, this allows the noise to be additive in the
model. The LSI assumption is useful because the interaction between the scene and
impulse response of the system can be characterized with a convolution,
g (x, y) = f (x, y) ∗ h (x, y) + n (x, y) (3.2)
where (x, y) are the spatial coordinates of the image, g (x, y) is the degraded image,
f (x, y) is the scene (incident wavefront), h (x, y) is the PSF, and n (x, y) is the additive
noise. It is usually easier to implement the linear model in the frequency domain
because convolution becomes multiplication when the Fourier transform is taken. In
the frequency domain, the image model is,
G (ξ, η) = F (ξ, η) ·H (ξ, η) +N (ξ, η) (3.3)
where (ξ, η) are the coordinates in the frequency domain, G (ξ, η) is the degraded image
spectrum, F (ξ, η) is the spectrum of the incident wavefront, H (ξ, η) is the OTF, and
N (ξ, η) is the noise spectrum. The impulse response or PSF and the transfer function
or OTF are calculated from the system pupil function.
3.3 Pupil Function
The entrance pupil of the system determines its frequency response. The pupil has two
parts, size of the aperture, and the phase. The pupil function may be written:
p (x, y) eiφ(x,y) = p (x, y) e
i2π
λ
w(x,y) (3.4)
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where w (x, y) is the map of the optical path differences (OPD) in the pupil, which are
approximated using Zernike polynomials (defined in section 3.3.1). The pupil function,
p (x, y), can describe a filled aperture, a Cassegrain pupil, or a sparse-aperture system.
The mathematical form of the filled aperture can be described as a cylinder (CYL),
CY L
(r
d
)
≡
⎧⎨
⎩
0 where r > d2
1
2 where r =
d
2
1 where r < d2
(3.5)
The pupil function for a Cassegrain is created by subtracting two filled apertures of
different diameters,
p (x, y) = Cas (x, y) = CY L
(
r
d1
)
− CY L
(
r
d2
)
(3.6)
where d1 > d2. The pupil function for a sparse aperture can be written as the super-
position of the individual apertures at the correct locations.
p (x, y) =
K∑
k=1
pk (x− x0, y − y0) eiΦ(x−x0,y−y0)
=
K∑
k=1
Cask (x− x0, y − y0) eiΦ(x−x0,y−y0) (3.7)
where pk are the subaperture pupil functions, specifically the Cassegrain pupil function
(Cask) described in equation 3.6, the index k is a specific subaperture with center
location (x0, y0), and Φ is the phase of the pupil. The pupil function p (x, y) of a sparse
aperture system is a set of Cassegrain telescopes phased in an array to image at a
higher resolution than any of the separate Cassegrain telescopes are able to do.
3.3.1 Aberrations, Phase and Wavefront Distortions
The aberrations of a Cassegrain telescope must be described when modeling the sub-
apertures of a sparse-aperture telescope system. Sparse-aperture systems also suffer
from some additional problems that are not present in Cassegrain telescopes. These
new problems are due to improper phasing of the individual subapertures. These phas-
ing errors cause image quality degradation. Two of the most widely studied phasing
errors are piston error and tip/tilt. Piston error occurs if the position of one or more
subapertures along the z-axis is incorrect as seen in Figure 3.3(b). Tip/tilt phasing
errors occur if the axis of the subaperture is not positioned parallel to the optical axis
as seen in Figure 3.3(a).
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The effect of these phasing errors on the spectral nature of a signal are not correctly
captured in the gray world-model because each wavelength will experience a different
phasing error. For example, if one subaperture is out of its location by 100nm, at λ =
400nm, the error would be 1/4 wavelength, while the same position error evaluated at
900nm, would be 1/9 wavelength. This means that longer wavelengths are affected less
by incorrectly phased subapertures than shorter wavelengths. These effects cannot be
replicated in the gray-world model because each wavelength is not propagated through
the system. Concisely stated, if the subapertures are not all phased exactly, the phase
error at each wavelength will differ. The gray-world model implements the phase error
by using an average pupil function across the different wavelengths which will not nec-
essarily exhibit the same effects as the spectral model.
Phasing errors such as tip/tilt and piston misalignments have a negative impact on
image quality. Intrones model [2004] uses the equation of the Zernike polynomial in
polar coordinates to model the wavefront error. The Zernike polynomial in cartesian
coordinates is,
w (x, y) = w [x, y, x0, y0]
(3.8)
=
defocus
a1 (x2 + y2) +
x-tilt
a2xx0 +
y-tilt
a2yy0 +
piston
a3x20
+
spherical
b1 (x2 + y2)
2 +
x-coma
b2xx0 (x2 + y2) +
y-coma
b2yy0 (x2 + y2)
+
x-astigmatism
b3x2x20 +
y-astigmatism
b3y2y20
+
field curvature
b4x20 (x2 + y2) +
x-distortion
b5xx30 +
y-distortion
b5yy30
+ higher order terms
where (x, y) are the exit pupil coordinates, and (x0, y0) are the paraxial image plane
coordinates. The first term with coefficient a1 is the amount of “defocus” in the system,
a2 is the “tilt,” a3 is the “piston error,” b1 is the “spherical aberration,” b2 is the “coma,”
b3 is the “astigmatism,” b4 is the “field curvature,” and b5 is the “distortion.” The bi
terms are commonly referred to as the Seidel aberrations, and the ai terms are scaling
coefficients. The phase errors created from these distortions are then applied to the
pupil function as shown in the previous section,
paber (x, y) = p (x, y) e
2πi
λ
w(x,y) (3.9)
where paber (x, y) is the aberrated pupil function.
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(a) Tilt phasing-error (b) Piston and tilt phasing-error
Figure 3.3: A sampling of piston and tip/tilt phasing-errors that are introduced into
the sparse-aperture configurations.
The aberrations introduced into the pupil are described by the λ rms-error, which is the
phase error expressed as the rms deviation in optical path distance (OPD) in multiples
of λ,
λ rms-error =
√√√√√√√√
∑
x
∑
y
∑
λ
p (x, y) ·
[(
w (x, y, λ)
λ
)
− µ
]2
n ·
∑
x
∑
y
p (x, y)
(3.10)
where p (x, y) is the binary function that describes the aperture, n is the number of
spectral bands, w (x, y, λ) is the OPD at the location(x, y) for the wavelength λ, mea-
sured in wavelengths, and µ is the mean of the OPD error. Figure 3.4 shows an example
of incorrectly phased subapertures in a triarm configuration. The effect of subtracting
the mean OPD in equation 3.10 is to compensate the location of the focal plane if it
is shifted slightly by piston error from the subapertures. In most scenarios, the differ-
ence in value due to subtracting the mean OPD is very small. However, if the average
subaperture piston error is not near zero, the difference between the two calculations
increase. Equation 3.10 is the common method to calculate the wave error of an optical
system. This method is used to calculate the wave error for the pupil functions unless
otherwise noted.
3.3.2 Estimated Pupil Function
This is an attempt to estimate the performance of a phase diversity algorithm if the
phase errors of the subapertures are known. A degraded image restored using a known
pupil function will give an optimistic view of the image quality attainable from a sparse-
aperture system. It is not realistic to expect that the exact phase error of the subaper-
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(a) Phase profile of an aberrated pupil function (b) Surface rendering of an aberrated pupil func-
tion
Figure 3.4: An aberrated triarm configuration with 0.17λ rms-error.
tures will be known for a real system. However, we can hope that some knowledge
of the incorrectly phased subapertures is known via phase estimation algorithms. The
estimated pupil function is used to restore the image that is degraded with the true
pupil function, where the true pupil function is the one considered to have the accurate
phase errors. This is not implementing a phase diversity algorithm, nor perturbing an
unaberrated aperture, it is creating a separate pupil function that is an estimate of the
aberrated aperture. The estimated pupil function will try to mimic the performance
of a phase diversity algorithm. It has been stated that phase diversity algorithms can
estimate the true phase error of a pupil function to approximately 0.10λ rms-error
[Carrara, 2000] depending on how badly the pupil function is aberrated.
When piston, x-tilt, and y-tilt are introduced into a sparse-aperture system, the to-
tal error is distributed among the different aberrations. For the system being modeled,
the estimation error will be evenly distributed among the three error types. The amount
of error attributed to each type of phase error is
(
σ/
√
3
)
where σ is inversely propor-
tional to the expected performance of a phase diversity algorithm. The factor of
√
3
is because the error adds in quadrature. The pupil function with the true amount of
(Zernike) aberrations included can be written as,
pTrue (x, y) ei2π(atrueP P+atrueXX+atrueY Y ) (3.11)
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where P is the normalized Zernike polynomial for the piston error, atrueP is the scaling
coefficient for the piston error, X is the normalized Zernike polynomial for the x-tilt,
atrueX is the scaling coefficient for the x-tilt, Y is the normalized Zernike polynomial for
the y-tilt, and atrueY is the scaling coefficient for the y-tilt. Only these three sources of
error are introduced here. The error term associated with an arbitrary source of phase
error is:
a∆ =
σ√
3
·Rn · 2π (3.12)
A random number is multiplied by the standard deviation,
(
σ/
√
3
)
, and multiplied
by 2π to convert from wave error to radians. The error of the true pupil function is
∆-error, as shown in Figure 3.5. However the ∆-error is not used as the estimated
pupil function. The scale of the error could be completely incorrect because the ∆-
error will always be close to σ per subaperture. The average ∆-error across the entire
pupil function for a sparse-aperture will probably be around zero. This is because a
zero-mean Gaussion distribution is being used for the random number generator, as
more parameters are added together, the average will get closer to zero. The pupil
function for the ∆-error can be written as,
p∆ (x, y) ei2π(a∆P P+a∆XX+a∆Y Y ) (3.13)
where a∆P is the scaling coefficient associated with the error of the piston, a∆X is the
scaling coefficient associated with the error of the x-tilt, and a∆Y is the scaling coeffi-
cient associated with the error of the y-tilt. Figure 3.5 shows the pupil error associated
with the estimation.
To create the estimated pupil function, the estimated ∆-error is added to the true
error to create the estimated pupil function (Figure 3.6).
pest (x, y) ei2π((a∆P +atrueP )P+(a∆X+atrueX)X+(a∆Y +atrueY Y )) (3.14)
The estimated pupil function can be used to restore the aberrated image to estimate
the image quality of a real sparse-aperture system.
The OTF is calculated using the estimated pupil function by equation 3.29. Figure
3.7 compares the estimated OTF to the OTF of the true pupil function. The im-
plementation of the estimated OTF for restoring the image is implemented in section
3.7.2.
3.3.3 Fill Factor
The fill factor, also called the dilution ratio, is the percentage of the surface area of
the sub-elements (summation of all sub-elements) in the pupil function to the area of
a corresponding monolithic element:
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(a) Phase error in radians (b) Shade surface of mis-phased subapertures
Figure 3.5: The ∆-error of an estimated pupil function, for this specific simulation, the
average ∆-error is 0.016λ rms-error for the configuration.
Ffill =
∑
area
subapertures
∑
area
filled aperture
· (3.15)
As the fill factor decreases, the amount of surface area in the encircled aperture de-
creases. This has two effects; the OTF is further attenuated, as shown in Figure 3.9;
the second is the decrease in SNR because there are fewer detected photons.
The same image quality may be obtained from a sparse-aperture system as from a filled
aperture if there are no zeros in the OTF by increasing the exposure time. Fienup [2000]
and Fiete [2002] calculated the increase in exposure time needed when the fill factor is
decreased. Both Fiete and Fienup came to the conclusion that the exposure time must
be increased as the inverse cube of the fill factor to compensate for the decreased SNR
due to photon noise.
Fienup [2000] calculated that the effect of various integration times for different noise
sources depend on the fill factor (Table 3.1).
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(a) Phase error in radians of the true pupil func-
tion. This corresponds to 0.173λ rms-error.
(b) Shade surface of mis-phased subapertures of
the true pupil function.
(c) Phase error in radians of estimated pupil func-
tion. This corresponds to 0.200λ rms-error.
(d) Shade surface of mis-phased subapertures of
estimated pupil functions.
Figure 3.6: The true and estimated pupil functions.
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(a) (b)
Figure 3.7: An example of a partial knowledge OTF in the ξ and η-axes, the partial
knowledge OTF is an estimation of what a phase diversity algorithm would predict the
phase error of the subapertures to be.
Photon and Bias Noise Read Noise Dark Current Noise
Integration Time F−3fill F
−2
fill F
−4
fill
Table 3.1: The relationship between the fill factor (Ffill), noise type, and increase in the
integration time necessary to keep the SNR ratio the same between a sparse-aperture
and Cassegrain telescope.
3.3.4 s-d Ratio
The s-d ratio is the ratio of the diameter of the subapertures (d) to the distances
between their centers (s) as shown in Figure 3.8. Increasing the s-d ratio, whether by
increasing s or reducing d, will reduce the fill factor. If the s-d ratio is increased by
decreasing d and keeping s constant, the changes in the OTFs are seen in Figures 3.9(a)
and 3.9(b) for a triarm configuration. The OTF cutoff frequency decreases by a small
amount and the OTFs can become quite modulated.
3.4 Point Spread Function (PSF)
The PSF is created from the pupil function; it helps characterize the theoretical res-
olution of an optical system. One definition for the width of the PSF is the diameter
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Figure 3.8: s-d ratio, s is the distance between the subaperture centers and d is the
diameter of the subapertures.
(a) ξ-axis (b) η-axis
Figure 3.9: A sampling of OTFs as the fill factor decreases by increasing s while keeping
d constant for a triarm configuration. The OTF becomes more modulated as the s-d
ratio decreases.
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between the first nulls [Fiete, 2002],
PSFwidth = 2.44
λ0f
D
= 2.44λ0 (f#) . (3.16)
where λ0 is the wavelength of interest, f is the focal length, D is the diameter of the
exit pupil, and (f#) is the F-number. The achievable resolution as the diameter of the
Airy disk projected on the ground is [Fiete, 2002]:
PSFwidth(ground) = 2.44
λ0H
D
(3.17)
where H is the height of the sensor above the ground. This distance defines a possible
measure of resolution on the ground. This shows that the width of the PSF is inversely
proportional to the diameter of the aperture D. As the aperture size increases, the
resolution improves because the width of the PSF decreases.
The propagation for a point source from the object to the pupil changes the inten-
sity by a factor of [Goodman, 2005],
∣∣∣∣ 1iλ0z1 e+2πi
z1
λ0 e
+iπ x
2+y2
λ0z1
∣∣∣∣
2
=
1
λ20z
2
1
(3.18)
if the Fresnel approximation is assumed. The PSF of the pupil function is calculated
in the incoherent case by,
PSF (x, y, λ) =
∣∣∣∣F2 {p (x, y)} ∣∣ξ= x
λ0z2
,η= x
λ0z2
∣∣∣∣
2
(3.19)
=
(
1
λ0z2
)2 ∣∣∣∣P
[
x
λ0z2
,
y
λ0z2
]∣∣∣∣
2
where F2 is the two-dimensional Fourier transform operator, p (x, y) is the pupil func-
tion, P is the Fourier transform of p, λ0 is the wavelength, and z2 is the distance from
the exit pupil to the focal plane. If the object is located at infinity, (z1 = ∞), then z2
can be assumed to be the focal length f , where z1 is the distance from the object to
the entrance pupil. This approximation is established from the lensmakers equation,
which can be rewritten for an object imaged at the focal plane (in focus) as
z2 =
z1f
z1 − f (3.20)
if z1 = ∞, then the fraction approximates f . The geometry can be seen in Figure 3.10.
When equations 3.19 and 3.18 are combined, the complete expression for the PSF is
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Figure 3.10: Pupil geometry.
obtained:
PSF (x, y, λ) =
(
1
λ20z1z2
)2 ∣∣∣∣P
[
x
λ0z2
,
y
λ0z2
]∣∣∣∣
2
(3.21)
Graphs of the PSFs for both a Cassegrain and triarm aperture are shown in Figure
3.11. Note how the energy in the central lobe of the unaberrated triarm PSF spreads
to the surrounding area in the aberrated triarm PSF. Also of note is the fact that the
central lobe contains more energy in the Cassegrain PSF than in the triarm PSF.
The relationship between the width of the aperture and PSF is easier to understand
if a simple example is shown. A filled aperture collects the signal across its entire
surface so that larger diameters imply larger spatial frequencies passed by the system.
The larger the diameter, the higher the frequency it can resolve. A wavefront has an
infinite support , however, the wavefront becomes finite when it propagates through an
aperture. In this coherent example the aperture is a one-dimensional RECT function.
RECT
(
x− x0
b
)
≡
⎧⎨
⎩
0 where
∣∣x−x0
b
∣∣ > 12
1
2 where
∣∣x−x0
b
∣∣ = 12
1 where
∣∣x−x0
b
∣∣ < 12
(3.22)
The Fourier transform of the RECT function is,
Sinc (ξ) =
sin (πξ)
πξ
. (3.23)
The coherent example will use a form similar to equation 3.21. A coherent example
is being shown because it is easy to understand if the reader is familiar with Fourier
analysis. The principles of the coherent case are similar to the incoherent case that is
of interest. The incoming wavefront is acted constrained by the pupil
g (x) = f (x) ·RECT (x) . (3.24)
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(a) Unaberrated Cassegrain PSF
(b) Unaberrated triarm PSF (c) Aberrated triarm PSF with approximately
0.17λ rms-error
Figure 3.11: The PSF for three different apertures are shown. The introduction of
aberrations causes more energy to move into the sidelobes. This causes larger amounts
of degradations in image quality.
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The convolution of an arbitrary function f (x, y) with a Sinc function performs a low-
pass filtering operation and thus blurs f (x, y). It has the effect of moving the energy
from the center peak to the adjacent frequencies, in effect blurring the function. The
Sinc function approaches a delta function as the base of a RECT becomes infinite. A
delta function is any function that satisfies two conditions:
δ (x− x0) = 0 if x = x0 (3.25)∫ x2
x1
f (α) δ (α− x0) dα = f (x0) for x1 < x0 < x2
The Dirac delta function has infinitesimal support and finite area. Figure 3.12 shows
that the PSF of a rectangular aperture narrows as the aperture size increases with
the effect of increasing the resolution because the PSF is less deleterious to the image
quality. If a PSF is a δ function, then the output is the same as the input because of
the following relationship,
f (x, y) ∗ δ (x, y) = f (x, y) . (3.26)
A closed form solution of the spectrally dependent PSF for an ideal sparse-aperture
configuration made up of circular subapertures of the same size, no aberrations, and
no phasing errors is [Introne, 2004]
PSFsparse (x, y, λ) =
(
πD2
4λ0f
)2 ⎡⎣2J1
(
πDr
λ0f
)
πDr
λ0f
⎤
⎦
2 ∣∣∣∣∣∣
N∑
j=1
e
− 2πi
λ0f
(xxj+yyj)
∣∣∣∣∣∣
2
(3.27)
where the summation stems from the linear phase terms introduced from the off-axis
subapertures. They are summed over j, where j is the location of the subaperture
centers. Equation 3.19 is normally used to calculate the PSF of an optical system
instead of the closed form solution because lenses normally have aberrations which
cannot be described in the form of equation 3.27.
3.5 Optical Transfer Function (OTF)
The OTF is the frequency domain representation of the PSF:
OTF (ξ, η) = F2 {PSF (x, y)} (3.28)
it calculates how the sinusoidal components of the input propagate through the system.
The OTF may be easier to understand because the convolution in the space domain
becomes a point-by-point multiplication in the frequency domain. Thus, the effect of the
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Figure 3.12: Rectangular pupil functions and their corresponding point spread func-
tions. The PSF becomes narrower as the aperture (the series of RECTs on the left side)
become wider. a) RECT with width of 1, b) RECT with width of 2, and c) RECT
with width of 4. RECT(x) is proportional to RECT
(
x
λ0z2
)
for this example.
CHAPTER 3. THEORY 23
OTF is to attenuate or amplify the corresponding signal frequencies. The relationship
between the OTF and PSF is given in equation 3.28. The method to calculate the
incoherent OTF for any pupil function, (p (x, y)), with or without aberrations is the
normalized autocorrelation of the pupil function,
OTF (ξ, η) =
p (−λz2ξ,−λz2η) 	 p (−λz2ξ,−λz2η)∫ ∫ +∞
−∞ p (x, y) dxdy
(3.29)
where “	” is the correlation operation, the autocorrelation is,
f (x) ∗ f∗ (−x) = f (x) 	 f (x) (3.30)
The pupil function variables (−λz2ξ,−λz2η) are now negative because of the transform
of Fourier transforms property [Gaskill, 1978],
F {F (x)} = f (−x) (3.31)
The constants from the PSF in equation 3.21 are not included in the OTF calculation
because the normalization nullified their importance. The aberrations and phasing
errors introduced into the system are described in more detail in section 3.3.1. The
MTF is the magnitude of the optical transfer function,
MTF (ξ, η) = |OTF (ξ, η)| (3.32)
Examples of Cassegrain and triarm apertures MTF are shown in Figure 3.13. A larger
magnitude of mid-to-high range frequencies is transmitted through the Cassegrain sys-
tem than the triarm. An aberrated OTF is more modulated than an unaberrated OTF.
The OTF calculation in equation 3.29 depends on the wavelength λ, Figure 3.14
shows the variation in OTF for both the triarm and Cassegrain apertures. The cutoff
frequencies are approximately equal, but the attenuation of the OTF for the triarm is
much more significant.
The effect of the system on the incident wavefront is evident from the form of the
OTF. Cassegrain telescopes have a well behaved OTF that passes much of the signal
with little attenuation, as shown in Figure 3.13. However, sparse-aperture systems
have highly modulated OTFs because of the much smaller surface area to collect the
incoming wavefront. Many spatial frequencies in the image are highly attenuated be-
cause only specific locations of the wavefront are captured. A sparse-aperture system is
unlike a monolithic system where the attenuation of high spatial frequencies increases
monotonically. This has the effect of making the sparse-aperture systems blur the scene
to a greater extent than a filled aperture with a corresponding encircled diameter.
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(a) Unaberrated Cassegrain MTF
(b) Unaberrated triarm MTF (c) Aberrated triarm MTF with approximately
0.17λ rms-error
Figure 3.13: The Cassegrain aperture (a) has an MTF where more signal passes through
the system than a triarm aperture (b). When aberrations are introduced into the pupil
function, the MTF becomes more attenuated as shown in (c).
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(a) Unaberrated spectral Cassegrain MTF (b) Unaberrated spectral triarm MTF
Figure 3.14: Both the Cassegrain and triarm apertures cutoff frequencies vary similarly
with respect to wavelength. However, the spectral behavior of the OTFs differ for the
two apertures for frequencies less than the cutoff frequency.
The cutoff frequency is where the OTF first equals zero. It is difficult to estimate
the cutoff frequency for some sparse aperture configurations due to the angular depen-
dence of the OTF. Unfortunately, equation 3.16 does not apply for a sparse-aperture
system because the PSF/OTF is not circular. A few ways to measure the cutoff fre-
quency of a sparse-aperture system can be seen in Figure 3.15.
In Figure 3.15, the maximum cutoff frequency over-estimates the system cutoff fre-
quency, the minimum cutoff frequency will underestimate the system cutoff, because it
does not account for the higher cutoff frequencies at specific angles. Fiete [2002] pro-
posed to use the geometric average of the maximum and minimum cutoff frequencies
to describe the system cutoff frequency. The geometric mean of the x and y-axes are
calculated by
νcutoff,GM = [νcutoff (ξ) · νcutoff (η)]
1
2 (3.33)
where νcutoff is the cutoff frequency for the given axis. The OTF of a specific configu-
ration becomes more attenuated as the fill factor decreases, this is shown in Figure 3.16.
It should be noted the OTFs in Figure 3.16 are normalized. As the fill factor de-
creases, zeros will eventually appear in the OTF so that those frequencies are blocked.
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Figure 3.15: The different measures of the cutoff frequency of a sparse-aperture system
where, Eff is the effective diameter calculated by taking the geometric mean of the ξ
and η-axis. “Max” and “min”’ are the maximum and minimum cutoff frequencies.
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Figure 3.16: The effect on the OTF for an annulus as the fill factor decreases
This means that care must be taken when designing a sparse-aperture system to ensure
that the OTF is nonzero at all frequencies less than the cutoff frequency. This must be
done for every wavelength because Figure 3.14 shows that the OTFs shift is spectrally
dependent.
Another important aspect is the phasing of the subapertures. The phase errors to
be considered include piston and tip/tilt errors. As the incorrect phasing of the sub-
apertures worsens, the OTF becomes more attenuated and structured in the mid and
high frequencies, as shown in Figure 3.17. This results in poorer images than from an
array of subapertures with no phase errors. Figure 3.17 shows the serious effects of
phase errors on the quality of the MTF. Figure 3.18 shows what happens to the OTF
as the aberrations are incrementally increased.
3.5.1 OTF Properties of Common Sparse-Aperture Configurations
A number of configurations have been studied for their OTF and imaging properties,
many configurations are displayed in Meinel [1983]. A common set of configurations
usually discussed are the Golay-6, triarm, and annulus apertures.
Figure 3.1 showed that the OTFs of most sparse-aperture configurations are neither
monotonically decreasing nor circular. The only sparse-aperture system that is truly
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Figure 3.17: The effect of aberrations on a triarm configuration in the ξ axis.
(a) ξ axis OTF for triarm configuration with vary-
ing amounts of phase error
(b) η axis OTF for triarm configuration with vary-
ing amounts of phase error
Figure 3.18: A sampling of OTFs as the phase error increases for a triarm configuration
across the ξ and η axes. The OTF becomes more attenuated as the phase error increases,
and it also goes negative at lower frequencies, thus, a lower cutoff frequency occurs.
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circular and monotonically decreasing is the annulus (Figure 3.16). A Cassegrain tele-
scope can be considered a high fill factor annulus.
The OTF of the Golay-6 configuration in Figure 3.1 is approximately circular, though
its OTF does not decrease monotonically. It also exhibits a less angularly dependent
(more circular) OTF than the triarm aperture. This means that the Golay-6 image
quality will be more symmetric and the configuration will need a smaller encircled di-
ameter than a corresponding triarm configuration to achieve a commensurate cutoff
frequency. The cutoff frequency is evaluated by calculating the geometric mean of the
maximum and minimum cutoff frequencies, as explained in equation 3.33.
The triarm configuration is much less circular than the Golay-6. The effect of this
is that at many orientations the system has a lower resolution where the OTF ap-
proaches zero. This means that the actual size of the tri-arm configuration has to be
larger to obtain the same resolution as the corresponding Golay-6 aperture. There are
differing opinions on how to calculate the actual size of the configurations needed to
give the same resolution as a filled aperture. Fiete [2002] found the geometric mean of
the maximum and minimum cutoff frequencies to be a good approximation and easy
to calculate.
3.6 Governing Signal Equation
3.6.1 Polychromatic Model
An optical model allows the performance of an optical system to be estimated before
spending time and money to construct it. The governing signal equation has the nec-
essary parameters to model a telescope system, it looks quite large and complex, but
its foundation is still the general image model in equation 3.3. The governing signal
equation is essentially an OTF multiplied by the source spectrum with other terms
multiplied in to describe the optical system. The target radiance (Lsource) is a radiance
cube that can be either synthetically rendered or acquired from a real sensor. Lsource
becomes Lsource,FT when the Fourier transform of the source spectral radiance is per-
formed. The spectrum of the source spectral radiance is then used in the governing
signal equation that calculates the spatial signal spectrum recorded by the detector
[Introne, 2004],
Soutfreq (ξ, η) =
GconvGelec2n
SADC
π AdetTintFfill
4 (f#)2 hc
· (3.34)∫ ∞
0
OTF (ξ, η, λ)Lsource,FT (ξ, η, λ) τ (λ) η (λ)λdλ +N (ξ, η)
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Figure 3.19: Flow chart for the polychromatic sparse-aperture model.
where Gconv is the conversion gain, Gelec is the electronic gain, SADC is the input voltage
range of the analog-to-digital converter, n is the number of binary digits associated with
the A/D Converter, Adet is the area of the detector, Tint is the integration time, Ffill
is the fill factor, h is Plancks constant (6.626× 10−34J sec), c is the speed of light in a
vacuum (2.998× 108 m sec−1), f# is the system F-number, τopt is the transmission of
the optics, η is the quantum efficiency of the sensor, λ is the wavelength under study,
OTF (ξ, η, λ) is the optical transfer function for a specific wavelength, and N (ξ, η) is
the spectrum of the noise. The governing signal equation is implemented in its entirety
for the spectral sparse-aperture model. The flowchart of how this model is implemented
is shown in Figure 3.19. The equation can be simplified if some assumptions are made.
3.6.2 Gray-World Model
The gray-world model uses a grayscale image instead of a spectral radiance cube as the
scene for the model. It is necessary to model the performance of the imaging system
in the gray-world from the spectral OTFs. The first step is to average the spectral
OTFs to achieve the polychromatic OTF (OTFpoly), which is a spectrally independent
transfer function. This is used to model systems for images averaged over the full
spectrum.
OTFpoly (ξ, η) ≈
N∑
i=1
OTF (ξ, η, λ) · w (λ) (3.35)
where w (λ) is the weighting function for the spectral OTFs. The next step is to
separate the Lsource,FT into its components:
Lsource,FT (ξ, η, λ) =
Fobj,gray (ξ, η)
Fobj,gray (0, 0)
Lsource (λ) (3.36)
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Figure 3.20: Flow chart for the monochromatic sparse-aperture model.
where Fobj,gray is the Fourier spectrum of the gray-world object image intensity. Sub-
stituting these approximations into the governing signal equation 3.34, one achieves the
gray-world (monochromatic) approximation,
Soutfreq (ξ, η) =
GconvGelec2n
SADC
π AdetTintFfill
4 (f#)2 hc
Fobj,gray (ξ, η)
Fobj,gray (0, 0)
OTFpoly (ξ, η) ·∫ ∞
0
Lsource (λ) τopt (λ) η (λ)λdλ +N (ξ, η) (3.37)
where Lsource (λ) is the total source radiance reaching a sensor. The gray-world ap-
proximation separates the spatial and spectral information, thus making it possible
to model systems with grayscale images. The approximation diminishes the spectral
nature of the system, at times creating noticeable differences in image quality when the
two models are compared. Normally the gray-world model is a good approximation for
Cassegrain systems, but does not always work for sparse-aperture systems as discussed
in section 3.6.3. Figure 3.20 shows the implementation of the model.
3.6.3 Spectral Artifacts
It has been shown that spectrally induced artifacts are not noticeable in systems that
have small amounts of phase errors [Block, 2004], [Introne, 2005]. Figures 3.21(a) and
3.21(b) show the spectral OTF curves for the unaberrated system and for one quarter
wave of aberration, for three wavelengths: 0.45µm, 0.55µm, and 0.65µm. These curves
are a representative sample of the variation in the OTF with respect to wavelength.
Figure 3.21(a) shows that the spectral OTFs for unaberrated systems have oscilla-
tions, but the magnitude is approximately constant across the middle-to-large spatial
frequencies and the oscillations are not very large. When phase error is introduced
(Figure 3.21(b)), the middle and large frequencies now oscillate wildly, peaks of one
spectral OTF correspond to the trough of another. The effect of the aberrated OTFs
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on a restored image is easier to understand if the restoration filters are discussed. The
simplest restoration filter is the inverse filter, whose transfer function is the reciprocal
of the original system transfer function. The inverse filter is almost never used because
of its noise enhancement near zeros of the system OTF. The product of the system
OTF and the transfer function of the inverse filter evaluates to:
Hi (ξ, η) · 1
Hi (ξ, η)
=
{
1 where Hi (ξ, η) > 0
0 where Hi (ξ, η) = 0
(3.38)
This relationship is not valid if the polychromatic inverse filter is applied to the spectral
transfer function of a different band Hj (ξ, η), because they have different shapes and
cutoff frequencies, as shown in Figures 3.21(a) and 3.21(b). The Wiener-Helstrom filter
is similar to an inverse filter with a power spectrum ratio in the denominator. This
ratio is included so the filter does not amplify regions with a low SNR.
Hi (ξ, η) · H
∗
i (ξ, η)
|Hi (ξ, η)|2 + Pn(ξ,η)Ps(ξ,η)
≈
{
1 where Hi (ξ, η) > 0 and Pn/Ps << 1
0 where Hi (ξ, η) = 0 or Pn/Ps >> 1
(3.39)
where Pn (ξ, η) is the noise power spectrum and Ps (ξ, η) is the scene power spectrum.
This approximation is valid in Figure 3.21(c), where the 0.55µm band is used for the
restoration filter. The non 0.55µm bands approximate this relationship for the unaber-
rated case, however, they significantly deviate from this relationship for the aberrated
scenario as shown in Figure 3.21(d). This happens because as the amount of phase
error increases, the OTF becomes more attenuated, meaning that the OTF needs to
be amplified by a greater amount. Due to this, any error in the restoration will be
amplified as the phase error increases. If the value falls below 1, the signal is under
amplified, and if the value is above 1, the signal is over amplified. This can result in
a different color balance than the original scene due to the under/over amplification
of specific frequencies. Filled apertures do not normally exhibit this problem because
they do not suffer from the same phase errors of sparse-aperture systems, besides, filled
apertures have a high SNR for most frequencies before the cutoff frequency [Block,
2004], [Introne, 2005]. For the unaberrated triarm case in Figure 3.21(c), the different
channels are restored close to an OTF value of 1 except for the low frequencies. This
is not true for the aberrated case where all three channels, including the channel of the
restoration filter, are all oscillating to a large extent.
3.6.4 Multispectral Model
To reduce the spectral artifacts which can become apparent from the polychromatic
model, the multispectral sparse-aperture system will record a set of multispectral bands
instead of a single panchromatic image. To model the multispectral system, equation
3.34 is modified slightly by changing the bounds of integration and integration time.
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(a) Unaberrated spectral OTFs (b) 1/4λ rms-error spectral OTFs
(c) Unaberrated spectral OTFs (d) 1/4λ rms-error spectral OTFs
Figure 3.21: (a): A sampling of the red (0.65µm), green (0.55µm), and blue (0.45µm)
unaberrated spectral OTFs for the tri-arm system. (b): The same OTFs in (a), except
aberrated with 1/4λ rms-error phasing across the aperture. (c): The unaberrated
OTFs in (a) scaled by the green channel Wiener filter. (d): The aberrated OTFs in
(b) multiplied by the aberrated green channel Wiener filter.
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Each of the bands in the multispectral image cube is integrated:
Soutfreq,j (ξ, η, λ) =
GconvGelec2n
SADC
·
π Adet
(
Tint
# ms bands
)
Ffill
4 (f#)2 hc
· (3.40)
∫ bpj u
bpj l
OTF (ξ, η, λ)Lsource,FT (ξ, η, λ) τ (λ) η (λ)λdλ +N (ξ, η, λ)
where Soutfreq,j is the system signal for channel j in passband bpj . The limits of the
integral are “bpj l” and “bpj u,” (# ms bands) is the number of multispectral bands
created by the model, and the noise, N (ξ, η, λ), is also spectrally varying because each
channel has its own associated spectral noise. The integration time of the multispectral
system is reduced by the number of bands being created. This means that each band
will have a lower SNR because of the shorter integration time per band. It is assumed
that the detected image cube is perfectly registered and the spectral filters are replaced
over the detector instantly with no delay, also the filters have the same exact spectral
transmission curves as the panchromatic model. With these assumptions, the total
output for equation 3.40 is an image-cube with j multispectral bands. The multispectral
image is averaged to create the panchromatic image.
Soutfreq (ξ, η) =
∑
j
Soutfreq,j (ξ, η, λ) (3.41)
Each band can be restored individually prior to averaging, thus, reducing the spectral
artifacts. The flowchart of the multispectral model is shown in Figure 3.22.
3.6.5 Multispectral Sparse-Aperture Imagery
Both the SNR and sensitivity are generally small for a panchromatic sparse-aperture
system, and the separation of the signal into multiple bands will lower them even more.
Multispectral systems divide the incoming wavefront into the j channels via filters or
spectrometers, which makes the system even more “photon starved.” When deciding
to implement a multispectral system, it first has to be seen if the lower SNR will inhibit
the system from outputting useful information. Multispectral information (imagery)
is normally collected to operate spectral algorithms such as target detectors, anomaly
detectors, etc. If the data recorded with a multispectral sparse-aperture system is too
noisy due to the low sensitivity, then these algorithms will fare very poorly. However,
reducing the spectral artifacts might increase the image quality despite the lower SNR
[Block, 2005]. A multispectral system will exhibit less degradation from the spectrally
changing OTFs compared to a panchromatic system because the latter uses the pass-
band of the entire system while the OTF varies only over the passband at one channel
for the multispectral system.
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Figure 3.22: Flow chart for the multispectral sparse-aperture model.
3.6.6 Additive Noise
Introne [2004] calculates the noise introduced into the system via:
n (x, y) ≈
√
f (x, y) ∗ h (x, y) n1 (x, y) +
√
σdc (Tint) n2 (x, y) + σread n3 (x, y) (3.42)
where n1 (x, y) and n2 (x, y) are random Poisson noise distributions with the mean
subtracted for low SNR scenarios, n3 (x, y) is a zero-mean unit-variance Gaussian noise
distribution, and σread is a constant rms readout noise that includes quantization, elec-
tronic, and detector read noise sources. For high SNR scenarios, all of the ni (x, y)
noise sources can be approximated by zero-mean Gaussian distributions. Thus, n (x, y)
is a zero-mean Gaussian distribution.
To increase the image quality of a filled aperture system, lengthening the exposure
time by a factor of n will increase the SNR by
√
n . Unfortunately, a sparse-aperture
system is more complex making this simple scheme for reducing the noise is no longer
valid [Fienup, 2000], [Fiete, 2002]. The image quality of a sparse-aperture system can
be the same as its equivalent monolithic counterpart if a sufficiently long enough expo-
sure time is used [Fiete, 2002]. This is shown in Table 3.1 for the case of no zeros in
the MTF before the cutoff frequency. If there are zeros in the MTF, those frequencies
are blocked by the system.
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3.6.7 Signal-to-Noise Ratio (SNR) of the system
The SNR is calculated by,
SNR (x, y) =
Starget (x, y)
ntotal (x, y)
(3.43)
where the SNR for each pixel is the signal of the target calculated in equation 3.34
divided by the total system noise calculated in equation 3.42. As the SNR of the image
decreases, noise dominates the image and the image is more difficult to interpret or
restore.
Figure 3.1 shows that the structure of the OTF of sparse-aperture systems differ from
other configurations. When the restoration filter amplifies the OTF, the noise will
be amplified by different amounts at different frequencies. At frequencies with large
or small amplitudes, the SNR will be larger and smaller, respectively. This shows
the possibility that different configurations will exhibit different noise structures [In-
trone,2004]. As the fill factor decreases for a single configuration, the troughs are going
to increase (until zeros are introduced), as shown in Figure 3.16. As the troughs increase
in size and depth, the SNR levels for all of those frequencies are going to decrease even
further. There are a copious number of parameters that can effect the SNR of a system.
Table 3.1 shows that the integration time must increase by the inverse cube of the
fill factor to obtain the same image quality as a monolithic aperture of equivalent di-
ameter. However, other noise sources, such as read noise and dark current, need to be
considered when creating a model that achieves equivalent image quality for the two
systems.
3.7 Spatial Filtering to Correct Aberrations
The filters used to increase the image quality are called reconstruction or restoration
filters. They compensate for the action of the OTF by amplifying attenuated sinusoidal
components. The Wiener-Helstrom filter also minimizes the effect of noise.
The performance of the Wiener filter depends on several parameters. Fiete [2002]
showed the restoration for an OTF with aberrations in the gray-world model is ap-
proximately the same as an unaberrated system. Introne [2005] has shown that the
gray-world approximation only works for small amounts of aberrations with λ rms-
error < 0.10 waves for a passband of 0.4 - 0.7µm. If more aberrations are introduced,
the restored image exhibits some spectral artifacts. In other words, the gray-world ap-
proximation begins to fail. To compound the complexity of the situation, Block [2005]
CHAPTER 3. THEORY 37
shows that if the passband is increased to 0.4 - 0.9µm, the spectral artifacts become
more pronounced. Block [2005] also shows that if an aberrated image is restored using
an unaberrated OTF, the resultant image quality is extremely poor.
3.7.1 Inverse Filter
The inverse filter is the basic restoration filter, it “undoes” the action of the system
OTF. This is quite intuitive if it is shown in Fourier (frequency) space. The inverse
filter (IF) is simply the reciprocal of the transfer function,
IF (ξ, η) =
1
OTF (ξ, η)
(3.44)
The inverse filter is applied to the output spectrum G (ξ, η):
G (ξ, η) · IF (ξ, η) = F (ξ, η) ·OTF (ξ, η) · 1
OTF (ξ, η)
= F (ξ, η) (3.45)
The two OTFs cancel out to restore the original signal if (and only if) OTF (ξ, η) is
not close to zero. In a real system with noise, the performance of the inverse filter is
generally very poor. If the OTF attenuates the signal to a large extent, any additive
noise will be a large portion of the detected signal. Amplifying the frequency will am-
plify the noise a large amount when compared to the signal. This creates an image
that is dominated by noise.
In a theoretical case (one which is impossible) where the image is not band limited,
there is no noise, and there are no zeros in the OTF, a perfectly restored image is
obtained with the inverse filter. Noise will cause the restored image to be dominated
by noise because of low SNR regions when using the inverse filter. However, the sig-
nal will always be band limited and usually have noise making a perfect restoration
impossible. To make matters worse, sparse-aperture imagery usually has a low SNR
due to a highly attenuated OTF, thus the inverse filter will amplify the noise creating
extraordinarily noisy imagery. These aspects make the inverse filter a bad choice for
image restoration of sparse-aperture imagery or of most imagery for purposes other
than a learning exercise.
3.7.2 Wiener-Helstrom Filter
The Wiener-Helstrom (Wiener) filter is the most popular restoration filter used to pro-
cess sparse-aperture imagery. Fienup [2002] showed that the Wiener filter performed
as well or better than the nonlinear maximum-likelihood reconstruction filter in most
cases. The only time the nonlinear filter worked better was at small SNRs for Poisson
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distributed photon noise dominating all other noise sources. This is not a realistic sce-
nario, because Gaussian noise usually dominates at small SNR.
The Wiener filter is similar to the inverse filter except that it has a term to reduce
the noise gain,
W (ξ, η) =
H∗ (ξ, η)
|H (ξ, η)|2 + Pn(ξ,η)Ps(ξ,η)
(3.46)
Where H (ξ, η) is the system OTF, H∗ (ξ, η) is the complex conjugate of the system
OTF, Pn (ξ, η) is the noise power spectrum, and Ps (ξ, η) is the signal power spectrum.
The ratio of (Pn/Ps) is referred to as the power spectrum ratio (PSR). This ratio goes
to zero when there is no noise (Pn (ξ, η) = 0), the Wiener filter reduces to the inverse
filter. If there is a large amount of noise and the scene power spectrum at a specific
frequency is small, the fraction Pn (ξ, η)/Ps (ξ, η) becomes very large and dominates the
denominator, thus making W (ξ, η) go to zero. When the Wiener filter equals zero, it
blocks the frequency. The noise and scene power spectra are rarely known so a constant
is normally used as the power spectrum ratio. The constant is calculated by choosing
a value and inspecting the quality of the output image either visually or with image
quality metrics.
Wiener Filtering with an Estimated OTF
It is believed that creating a filter from the estimated OTF described in section 3.3.2
will result in a realistic restoration filter because the current method of using the true
OTF assumes too much knowledge. For example, the true phase error of the pupil will
not be known in a real system. A more realistic reconstruction filter is created using
equation 3.46 after replacing the true OTF by the estimated OTF, Hest.
West (ξ, η) =
H∗est (ξ, η)
|Hest (ξ, η)|2 + Pn(ξ,η)Ps(ξ,η)
(3.47)
The restored image spectrum is:
Fres (ξ, η) = GTrue (ξ, η) ·West (ξ, η) (3.48)
where Gtrue (ξ, η) is the signal degraded by OTFTrue. This expression should give a
more realistic idea of the image quality achievable from a sparse-aperture system. The
effect of restoring the spectral OTFs with the central-channel Wiener filter that created
the degraded image was shown in section 3.6.3. The effect of restoring the OTFTrue
with OTFest is shown in Figure 3.23. Note that the restored OTFs are less well behaved
than those restored using OTFTrue in Figure 3.21.
CHAPTER 3. THEORY 39
Figure 3.23: OTFTrue restored with OTFest for three spectral bands.
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3.7.3 Power Spectrum Estimation
The portion of the Wiener filter that differs from the inverse filter is the power spec-
trum ratio Pn/Ps. Unless there is a priori knowledge of the spectra of the scene and
of the noise, the power spectrum ratio can not be calculated exactly, however, it can
be estimated. The discrete Fourier transform (DFT) is evaluated at the same number
of spatial frequencies as samples of the space-domain function.
Due to the fact that images are composed of real components, it can be argued that the
number of frequencies calculated from the DFT will give half the number of frequencies
as the number of pixels in the image.
3.7.4 Periodogram
The periodogram [Gonzalez, 1993] is a method for estimating the spectrum of a signal
from incomplete or noisy data. The periodogram is a popular method for estimating the
power spectrum of a signal, which is the squared magnitude of the Fourier transform
of the object:
Power Spectrum = |F2 {f (x, y)}|2 (3.49)
There are several methods to increase the accuracy of the spectrum calculated by the
periodogram. The methods to increase the accuracy of the spectrum are dependent
upon the image composition. One problem that occurs when the Fourier transform
is taken of a finite image is that leakage occurs. Leakage is when the amplitudes of
frequencies are wrong in the spectrum. Leakage occurs because the discrete Fourier
transform (DFT) assumes that a finite-support signal is actually periodic with infinite
support. If the amplitudes at the endpoints of the array are very different, the periodic
signal will exhibit a “false” transition at the edges of the array. The false transition
creates false high-frequency information in the spectrum. Leakage can be reduced at
the cost of spectral resolution by multiplying the space-domain array by a window
function that decays to zero (or close to zero) at the endpoints of the array.
3.8 Image Quality Metrics
Several metrics for image quality are available for use to compare the performance of
imaging systems.
3.8.1 Normalized Root-mean-squared Error (nrmse)
The mean-squared error (mse) is one of the most basic and widely used metrics to
calculate image quality. A variation, the normalized root-mean-squared error (nrmse)
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is used to determine the image quality of the restored images. The nrmse of an N×M
image [Introne, 2004] is:
nrmse =
√√√√√√√
∑
N
∑
M
|g (x, y)− f (x, y)|2
∑
N
∑
M
|f (x, y)|2
(3.50)
The nrmse is meaningful for comparing images because the mean values of different
images could be different, thus giving rise to non-normalized errors that are less likely
to correlate with other data sets. This metric calculates the absolute error between
a restored and original image without any weighting factors. The nrmse calculates
the error based on the original scene, it does not always correlate to the visible image
quality for sparse-aperture imagery.
3.8.2 Normalized Root-mean-squared Error Variation (nrmsev)
The nrmsev uses a different object as the original scene than the nrmse in an attempt
to better correlate the visual restored image quality to the quantitative error. It does
this by replacing the original scene f (x, y) with a restored image. The restored image
is calculated by implementing the Wiener filter on a degraded image without adding
system or photon noise,
g (x, y)nna = W {f (x, y) ∗ hun (x, y)} (3.51)
where W {} is the Wiener filter operating on the degraded image, hun (x, y) is an
unaberrated impulse response, f (x, y) is the original image, and gnna is the image
restored from a degraded image that has no noise or aberrations introduced. The
nrmsev is:
nrmsev =
√√√√√√√
∑
N
∑
M
|g (x, y)− gnna (x, y)|2
∑
N
∑
M
|gnna (x, y)|2
(3.52)
The initial error decreases when the nrmsev is used because g (x, y)nna is a closer
approximation to g (x, y) than f (x, y). The desired effect is that the difference in
image quality due to the spectral artifacts will give a larger difference in error from the
baseline (unaberrated) error. If successful, it might give a better correlation between
visual image quality and the quantitative error.
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3.8.3 Signal-to-noise Ratio
The signal-to-noise ratio (SNR) measures how much noise is in the image with reference
to the amount of signal present. The signal-to-noise ratio [Fiete, 2001] is:
SNRimage =
E {image}
σnoise
(3.53)
where E is the expected value of the image and σnoise is the standard deviation of the
noise.
3.8.4 Restored Signal-to-noise Ratio
The restored SNR (SNRR) is calculated by equation 3.56, however, its parameters are
found by a different means than the normal SNR. Both the non-noisy degraded image
and additive noise are processed by the Wiener filter with a constant PSR,
noiseR (x, y) = W {noise (x, y)} (3.54)
gnn (x, y) = W {f (x, y) ∗ h (x, y)} (3.55)
where W {} is the Wiener filter implemented on the subject in the brackets, noiseR (x, y)
is the restored noise, gnn (x, y) is the restored image with no noise introduced (it can
have aberrations introduced), and noise (x, y) is the additive noise before it is added
to the degraded scene. Both parameters use the same PSR constant as the degraded
noisy image in the Wiener filter. The SNRR is calculated by,
SNRR =
E {gnn}
σnoiseR
(3.56)
The SNRR may be extracted from a restored image, though the amount of energy
transferred into surrounding pixels from the impulse response makes it difficult and
unreliable to implement for sparse-aperture systems.
3.8.5 Relative Edge Response
An edge response metric is used to find the effect of the OTF on an edge in a scene. An
edge spread function (ESF) is traditionally created by recording the image of a sharp
edge with the system. The system PSF is convolved with the edge, creating the effect
shown in Figure 3.24, which shows a reduction in contrast due to blurring of the edge.
The slope of the ESF defines the relative edge response (RER). The accepted points
for measuring the RER are located one-half pixel to the left and right of the original
edge, as shown in Figure 3.25.
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Figure 3.24: The original edge (a) and the edge after going through a system with an
imperfect MTF.
Figure 3.25: The locations that are used to calculate the relative edge response (RER)
from an edge spread function.
CHAPTER 3. THEORY 44
The RER is:
RER = ER (0.5)− ER (−0.5) (3.57)
The denominator for the slope is unity. The RER calculated from actual image data
would exhibit large errors because of the necessary interpolation. The edge response
(ER) is calculated mathematically using the known system MTF by [Driggers, 1997],
ERx,λ (x) =
1
2
+
1
π
∫ cutoffξ
0
MTFx,λ (ξ)
ξ
sin (2πxξ) dξ (3.58)
which is calculated separately for each azimuth and wavelength. The MTF in the edge
response (ER) equation is normalized by,
MTFnormalized =
MTF (ξ)
MTFmax
(3.59)
For monolithic apertures, only one azimuth is necessary to evaluate the RER because
the MTF is circularly symmetric. Unfortunately, sparse-aperture systems exhibit struc-
tured MTFs that are not circular, meaning the geometric mean of the ξ and η-axes
need to be calculated for reasons discussed in section 3.5. The geometric mean of the
RER (RERGM ) in the X and Y directions are calculated by using [Fiete, 2002],
RERGM = {[ERx (0.5)− ERx (−0.5)]× [ERy (0.5)− ERy (−0.5)]}
1
2 (3.60)
The RER is another quantitative metric that suggests how the edges will be affected
by the system.
3.8.6 Noise Gain
Noise gain is due to the enhancement of high-frequency information by the restoration
filter. The noise gain of an N × M image is [Introne, 2004],
Grms =
[∑
N
∑
M
|wwiener (x, y)|2
] 1
2
∑
N
∑
M
wwiener (x, y)
(3.61)
where wwiener (ξ, η) is the spatial domain representation of the Wiener filter:
wwiener (x, y) = F−12 {Wwiener (ξ, η)} (3.62)
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3.8.7 General Image Quality Equation (GIQE)
The general image quality equation (GIQE) has been used to calculate the national
imagery interpretability rating scale (NIIRS), or the δNIIRS (change in the NIIRS)
ratings of the image quality of sparse-aperture imagery by Fiete [2002]. He found in his
research that “the GIQE does not accurately predict the image quality loss in terms of
δNIIRS for sparse-apertures. An evaluation must be conducted in order to understand
the dependence of the image quality on the integration time and the fill factor” [Fiete,
2002]. Thus, the GIQE will be calculated as a secondary confirmation to this statement.
The GIQE for a visible system is [Leachtenauer, 1997]:
NIIRS = 10.251− a log10 (GSDGM ) + (3.63)
b log10 (RERGM )− 0.656HosGM − 0.344
Grms
SNR
where GSDGM is the geometric mean of the ground sampled distance, RERGM is the
geometric mean of the relative edge response, HosGM is the height overshoot (above a
value of 1) caused by the restoration filter, Grms is the noise gain from the restoration
filter, and SNR is the signal to noise ratio. The constants a and b are dependent
on RERGM , if RERGM ≥ 0.9 then a = 3.32 and b = 1.559, if RERGM < 0.9, then
a = 3.16 and b = 2.817.
The HosGM is the overshoot caused by the restoration filter. Figure 3.26 shows the
maximum overshoot of the RER, however, if there is no overshoot (derivative does not
equal zero), then the value at 1.25 pixels from the edge is used [Leachtenauer, 1997].
Figure 3.26 shows where the values for the overshoot term are located, when the RER
has a maximum peak (where the derivative equals zero), it corresponds with the value
B in the graph, if the RER increases monotonically, the value at pixel location 1.25
pixels corresponds with A.
The GSD is calculated from the parameters in the model as,
GSD = H · lo
f
(3.64)
where H is the flying height, lo is the length of a square detector, and f is the focal
length, all of the parameters in equation 3.64 are in meters, however, the GIQE GSD
input is in inches. Thus, while the GSD of the system in Table 4.1 is quoted as 1.0
meter, it is input into the GIQE equation as 41.8 inches.
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Figure 3.26: If the normalized edge response increases monotonically, then the value A
is the value of the curve at 1.25 pixels. B is where there is a maximum overshoot due
to restoration in the RER.
3.8.8 Strehl Ratio
The Strehl ratio quantifies the effect of aberrations on the performance of an imaging
system. It is calculated by [Roberts, 2004],
Strehl =
PSFaber,max (x, y)
PSFunaber (0, 0)
(3.65)
where PSFaber,max (x, y) is the maximum value of the aberrated PSF, and PSFunaber (0, 0)
is the maximum value of the unaberrated PSF of the same pupil configuration. The
principle is based on the fact that more power in the central lobe spreads to neighbor-
ing pixels as the aberrations are increased. Note that the maximum of the aberrated
PSF is not necessarily the center of the image plane as is normally the case for an
unaberrated PSF [Born, 1980]. From some initial results, it looks as if the distribution
of aberrations, and not only the amount affect the Strehl ratio which is shown in Table
3.2. The Strehl ratio might help quantify the image quality from an aberrated PSF.
The actual method used to calculate the Strehl ratio for this experiment is to evaluate
the inverse Fourier transform of both the aberrated and unaberrated OTFs, then use
these as the input parameters to equation 3.65. The Strehl ratio is calculated this way
because Introne [2004] creates and uses the OTFs, not PSFs to degrade the scenes.
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λ rms-error Strehl ratio
0.1597 0.3861
0.1641 0.4411
0.1872 0.1898
0.2085 0.2640
0.2609 0.3159
0.2699 0.1870
Table 3.2: The average pupil error and its corresponding Strehl ratio.
3.8.9 Restored Strehl Ratio
The restored Strehl ratio (StrehlR) is calculated from the restored PSFs. This is ac-
complished by restoring the actual OTF with a Wiener filter,
OTFRu = W {OTFu} (3.66)
OTFRa = W {OTFa} (3.67)
where OTFRu is the restored unaberrated OTF, OTFRa is the restored aberrated OTF,
OTFu is the unaberrated OTF, and OTFa is the aberrated OTF. The OTFs are restored
using their respective OTFs, thus OTFRa is restored using an aberrated OTF not the
unaberrated OTF. The restored OTF is calculated by multiplying the restoration filter
W by the OTF of interest. After calculating the restored OTFs, the PSF is obtained
from the inverse Fourier transform of the OTF, and equation 3.68 is used to calculate
the restored Strehl ratio.
StrehlR =
PSFRa,max (x, y)
PSFRu (0, 0)
(3.68)
where PSFRa,max is the maximum value of the restored aberrated PSF, and PSFRu(0, 0)
is the maximum value of the restored unaberrated PSF. The restored Strehl ratio is
calculated by taking the ratio of the maximum value of the restored aberrated PSF to
the maximum value of the restored unaberrated PSF. The effect of the Wiener filter
on the OTFs can result in a scenario where the StrehlR is above 1.0.
3.8.10 Theory Summary
To summarize this chapter, the main aspects are the creation of the aberrated pupil
function, the differences between the models being studied, the pupil configurations
being studied, the restoration filter applied to the degraded imagery, and an attempt
to explain why spectrally induced artifacts are apparent for sparse-apertures but not
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independent Cassegrain telescopes. The image chain from capture to display is being
described in this chapter. The first step is choosing which type of scene to use. The
gray-world model uses a grayscale image while a polychromatic model uses a spectral
scene. The spectral scene is more accurate with relation to the world as there are more
spectral bands, each having a smaller passband. The model created depends on the
type of input scene.
The aberrated pupil function, p (x, y) · ei 2πλ w(x,y), is created from the binary pupil func-
tion, p (x, y) and the OPD, w (x, y). The OTF is calculated from the pupil function
by taking the normalized autocorrelation in equation 3.29 for every spectral channel in
the radiance cube. For the gray-world model, there is a single OTF used to degrade
the single band grayscale scene.
The pupil function can take different forms or configurations. The ones under study are
the Golay-6 and Triarm-9, they can be seen in Figure 3.1. It is evident from viewing
the MTFs of the different configurations that the triarms resolution is more angularly
dependent than the Golay-6. The Golay-6 has fewer optical elements to control and
maintain which might make it easier to control phasing errors.
Once the configuration is chosen and the pupil function is created, the OTFs are calcu-
lated and are used to degrade the scene (radiance cube or grayscale image) under study.
The model Introne [2004] developed implements equation 3.34 in its entirety. This takes
into account the spectral character of the scene by degrading each band of the radiance
cube by its corresponding spectral OTF before it is integrated into a panchromatic
scene. The method published previously (gray-world) is shown in equation 3.37 where
the spectral and spatial properties are separated. The radiance cube and OTFs are
integrated before being multiplied. Some reasons for implementing a gray-world model
are they are easier to implement and require less processing as-well-as it more difficult
to get good quality radiance cube data sets.
The scene is degraded by propagating it through an electro-optical (EO) system, the
spectrum of the scene is multiplied by the corresponding spectral OTF. For the gray-
world model, the grayscale spectrum is multiplied by a single OTF. To make the scene
look visually better and attempt to make it appear more like the original scene, restora-
tion filters are employed. The restoration filter most commonly used is the Wiener filter
described in Section 3.7.2. This amplifies frequencies in the degraded image attenuated
by the system OTF. It also reduces the effects of noise gain seen in the inverse filter
by using the power spectrum ratio (PSR) which is a ratio of the noise power spectrum
divided by the scene power spectrum.
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An idea to reduce the spectral artifacts that are introduced when using the poly-
chromatic model is to collect multiple channels (multispectral system) and restore each
band in the degraded multispectral radiance cube by its corresponding spectral OTF as
described in Section 3.6.2. Restoring over a smaller passband should reduce the spec-
trally induced artifacts. However, the SNR decreases as the number of bands captured
increases.
Restoring an image with the exact OTF used to degrade it is not a realistic scenario
because there will be some error introduced when estimating the system OTF for an
aberrated pupil function. The amount of error introduced is dependent on the accuracy
of the phase retrieval algorithm employed. Not knowing the true phase error of the
aberrated pupil function will have a deleterious effect on the image quality.
Chapter 4
Approach and Results
To facilitate the flow of the technical discussion, for each of the four experiments un-
dertaken, the approach and results are presented sequentially for each experiment.
4.1 General Approach:
4.1.1 Data Sets
Terrapix Sensor
The Terrapix scene of the parking lot (Figure 4.1) has high spatial resolution (approx-
imately 0.2 meters) and spectral contrast but poor spectral resolution because it is a
3-band image with a visible passband. This scene is being used as a data set because
its content has a large amount of spectral diversity and contrast. Coupled with its high
spatial resolution, this image is a good prospect for observing the effect of spectrally
induced artifacts.
COMPASS Sensor
COMPASS is a hyperspectral whiskbroom airborne sensor that is sensitive from .413µm
to 2.5µm. The COMPASS scene shown in Figure 4.2 has high spectral resolution and
moderate spatial resolution. The sensor was stated to have a ground sampled distance
(GSD) of 1 meter. The lines on the street and parking lot are resolvable in the image
due to their high contrast. The width of the spectral bands is approximately 8nm.
A few pixels were saturated and they are easily found because the spectrum has zero
values in the vnir passband. The bad pixels were replaced by a neighboring pixel.
50
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(a) Color Terrapix scene
(b) Panchromatic Terrapix scene
Figure 4.1: The Terrapix scene is a 3-band RGB image with a GSD of 0.2 meters.
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Two data sets of the same scene are used for the experiment, one is with the visi-
ble passband and the other is with the vnir passband. The visible passband for this
system has 37 bands, and the vnir scene has 63 bands. Unfortunately the detector sam-
ples only 256 pixels, making the image chip extracted from the swath 256 x 256 pixels.
In contrast, the Terrapix scene is 512 x 512 pixels. The scene has moderate spectral
diversity due to the different colored cars in the parking lot as well as the red track
surrounding the field. However, the spatial resolution is not as good as the Terrapix
imagery. The lower spectral contrast combined with the lower spatial resolution might
cause the spectrally induced artifacts to be less pronounced.
Synthetic Scene
The synthetic scene being used is of the same region as the COMPASS data. The
synthetic scene is rendered using DIRSIG, which was introduced in section 3.1, and is
shown in Figure 4.3. It has similar spectral and spatial qualities as the COMPASS data.
The DIRSIG scene is 512 × 512 pixels with a GSD of 1 meter and channel passbands
of 10 nm. Discrepancies between the objects (trees, houses) and the texture map start
to become noticeable if a higher resolution is used in the synthetic scene. A possible
source of concern is that the texture maps are created by using data from the visible
region of the spectrum. The effect of this will be seen when comparing the DIRSIG
and COMPASS scenes. The synthetic scene was created from a larger focal plane array
than the COMPASS sensor, which means that a larger area is imaged in the synthetic
scene. The real scene superimposed over the synthetic scene is shown in Figure 4.4.
Note the vents on top of the school that were used as anchor points to warp the image.
The track is mostly aligned with the synthetic scene, though the building on the top
of the scene is not aligned.
The DIRSIG scene has a GSD of one meter which is used when calculating the gen-
eral image quality equation (GIQE). The flying height of the sensor was assumed to be
31685.5 km to achieve the 1-meter GSD. The other parameters used are shown in Table
4.1. It should be noted that the flying height in Table 4.1 is different than the height
just mentioned, this is because the flying height in the Table is used as a realistic flying
height for the sparse-aperture model while the flying height used to create the DIRSIG
scene is to achieve a 1-meter resolution. The flying height is a bit large, but should not
affect the image quality other than the GSD because no additional atmospheric effects
should be present
A GSD of 1 meter is used for all data sets when calculating the GIQE, to produce
a comparable metric across the different data sets. This GSD is accurate for the COM-
PASS and DIRSIG scenes. Even though this GSD is too large for the Terrapix scene, it
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(a) Color COMPASS scene
(b) Panchromatic COMPASS scene in the visible
region
(c) Panchromatic COMPASS scene in the visi-
ble/near infra-red region
Figure 4.2: The COMPASS scene has a 1-meter GSD with 8nm spectral channels.
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(a) Color DIRSIG scene
(b) Panchromatic DIRSIG scene in the visible re-
gion
(c) Panchromatic DIRSIG scene in the visible/near
infra-red region
Figure 4.3: The DIRSIG scene has a 1-meter GSD with 10nm spectral channels.
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Figure 4.4: The COMPASS scene superimposed on the DIRSIG scene (1-meter GSD).
CHAPTER 4. APPROACH AND RESULTS 56
was still used because the absolute value of the GIQE has been shown to be inaccurate
for sparse-aperture models. It was thought that using the GIQE as a comparative met-
ric between the three data sets would be more worthwhile than accurately predicting
the GIQE for the Terrapix scene.
4.1.2 Modeling Parameters
The generic parameters used for simulations are shown in Table 4.1. The jitter and
smear are fixed values and independent of the integration time or flying height. The
integration time is dependent on the fill factor to try to create a scenario where the
SNR of the sparse-aperture systems and a Cassegrain telescope will be equivalent (i.e.
long integration times were used).
Parameter Value
Imaging Incoherent
passband 0.4 - 0.7 µm, 0.4 - 0.9 µm
Phase Error 0.0, 0.10, 0.17, and 0.25λ rms-error
Pixel Pitch 6.03 µm
Integration Time 4.25ms·(fill factor −3)
Effective Focal Length 180.0 m
Sensor Height 6337.1 km
Image Smear 0.5 pixels
Image Jitter 0.25 pixels
Focal Plane Array Staring Frame CCD
Dynamic Range 11 Bits
Table 4.1: The system parameters used for the scenarios.
4.1.3 Phase Error
Three different amounts of phase error will be introduced, along with the unaberrated
case for three of the four main experiments. These will be comparative amounts of
prescription error, control, and amount of knowledge. The best-case scenario will have
only prescription error of 0.10λ rms-error, the probable scenario will have 0.10λ pre-
scription, 0.10λ knowledge, and 0.10λ control error. Since they are assumed to be
uncorrelated, the errors are added in quadrature, so the total error for the probable
case is 0.17λ rms-error. For the worst-case scenario, the prescription error will still be
0.10λ, though the error in the knowledge and control increases to 0.15λ. This creates
a total error of 0.23λ rms-error, which is close to the desired target of 1/4λ rms-error.
Since previous research used this value, it will be more useful for comparisons between
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different research scenarios. The phasing errors are only from piston and tip/tilt; defo-
cus, coma, astigmatism, etc. are assumed to be perfectly corrected for. The three error
budgets are listed in Table 4.2. The “Estimated amount” shown in Table 4.2 is the
phase error target for the experiments, “True visible” is the actual phase error achieved
for the scenes with a visible passband, and “True vnir” is the actual error calculated
for the scenes with a vnir passband. These two passbands result in slightly different
amounts of error because the extension of the passband into the infra-red will affect
the longer wavelengths differently. The same parameters are used to create aberrated
pupil functions for the visible and vnir passbands. The pupil functions will have the
same distribution and magnitude of OPD errors, only the interaction with the infra-red
bands will create a difference. The difference between the amount of error present in
the visible and vnir passbands should be noted, though a single value is used for this
document to maintain simplicity. The amount of expected error for each scenario is
shown with their constituent components in Table 4.3.
Error Type Best Case Probable Case Worst Case
Estimated amount 0.10λ rms-error 0.17λ rms-error 0.25λ rms-error
True visible 0.10λ rms-error 0.17λ rms-error 0.25λ rms-error
True vnir 0.11λ rms-error 0.18λ rms-error 0.26λ rms-error
Table 4.2: The amount of phase-error introduced for the separate scenarios tested.
Error Amount Error cause
Best Case 0.10λ rms-error Prescription
Expected 0.10λ rms-error Prescription
0.10λ rms-error Knowledge
0.10λ rms-error Control
Worst Case 0.10λ rms-error Prescription
0.15λ rms-error Knowledge
0.15λ rms-error Control
Table 4.3: The sources of error for the total amounts shown in Table 4.2.
4.1.4 Modeling the Aberrated Pupil
The polychromatic model creates an aberrated pupil from a synthetic set of ran-
dom variables along with user-defined parameters. The polychromatic sparse-aperture
model creates the Zernike OPD with the user-defined set of values, then weights the
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Figure 4.5: Pupil function created when only the user defined parameters are included
and not the random array.
Zernike polynomials by random numbers. Nine aberrations are modeled, and nine sub-
apertures are used in the triarm configuration. This creates a set of 81 Zernikes, these
81 Zernike arrays are multiplied by 81 (9 × 9 array) independent random numbers.
These weighted arrays are used as parameters to create the aberrated pupil function.
The random array of numbers changes the amount of error in each subaperture to give
a random distribution across the array. If the random array is not included in the
calculation, all subapertures would have the same deviations from the x, y, z plane. An
example is shown in Figure 4.5.
A random distribution of phase errors are obtained when the separate sources are
weighted by independent random numbers. An example is shown in Figure 4.6. The
distribution of errors can be changed in various ways; by changing the user-defined pa-
rameters, by a random array, or both. The pupils with fixed phase errors in Table 4.2
are created by changing both parameters, the user-defined parameters and the random
array until the desired amount of error is obtained. The parameters for the three error
pupils are stored to ensure that the same pupil functions are used in all experiments.
This creates a situation where the experiment can compare multiple configurations
without an extra error term introduced from a different distribution of phase errors.
A different distribution of phase errors can effect the image quality in sparse-aperture
systems.
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Figure 4.6: Pupil function created when the random array weights each of the OPD
errors.
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4.2 General Results:
4.2.1 Restoration Methods
The results of the experiments depend upon the data set used and the interactions
of the different parameters. The effect of the different implementations of the Wiener
filter impacts the image quality of the experimental results. Figure 4.7 shows different
implementations of the restoration filter using a false-color 3-band image. The dif-
ferent implementations affect the amount of spectral artifacts present in the restored
images. The false 3-color image in Figure 4.7 should not be confused with the multi-
spectral model described previously. This example is included to show the effect when
each band is restored using the “polychromatic” OTF, which is the same OTF used
to restore a panchromatic image. Each of the three bands are restored using the same
restoration filter. The restored panchromatic image quality is similar to averaging the
bands of the 3-band false-color image to form an averaged panchromatic image in this
scenario. This example shows in color what the rippling is an effect of in a panchromatic
image. Again, this example is not restored or created using the multispectral model,
but is only used to help understand the appearance of spectrally induced artifacts. The
results of the multispectral model are shown in Section 4.6.
The image quality of a reconstructed image depends on the implementation of the
reconstruction filter. Figure 4.7 shows the effect of different restoration methods on
a false-color image for the Terrapix scene. This is only a visual analysis, so no error
metrics are reported.
It can be seen from Figure 4.7 that the spectral artifacts are more severe for the
center channel restorations for both the full knowledge PSR (Pn/Ps) and constant PSR
scenarios than for the weighted OTF restoration filter. This is reasonable because the
center channel filter will incorrectly amplify the wavelengths at the end of the chan-
nel passband more than the wavelengths toward the center passband. The weighted
restoration filter will over/under amplify all wavelengths across the passband by a sim-
ilar amount (depending on the weights used). The next result of consequence is that
the spectrally induced artifacts are more severe for the known PSR filters than the
filters implemented with a constant PSR. Some insight can be inferred from Figure 4.8.
In the example shown, the known PSR filter is more apt to produce spectral artifacts
because it amplifies the signal more than the constant PSR filter. Normally this is
preferred, though the spurious peak at 15 mm−1 is larger for the known PSR filter.
This means that the degraded signal is over amplified. Another artifact is visible in
Figure 4.8(a) where the constant PSR filter seems to smooth the scene in the higher
frequencies. This effect is lost in Figure 4.8(b) because the curves are smoothed by an
averaging filter. In short, the known PSR filter seems to over amplify portions of the
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(a) Central OTF reconstruction, full PSR knowl-
edge
(b) Weighted OTF reconstruction, full PSR knowl-
edge
(c) Central OTF reconstruction, PSR constant (d) Weighted OTF reconstruction, PSR constant
Figure 4.7: The effect on image quality by using different methods of implementing the
Wiener filter with 0.27λ rms-error.
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signal more than the constant PSR, which causes the rippling seen in Figures 4.8(c)
and 4.8(d). However, the effect of the smoothing results in a restored image with edges
that are less sharp than a scene restored with the known PSR filter.
Spectral artifacts become a problem because of the attenuated OTFs. When a
panchromatic image is created using the polychromatic model, the radiance at each
pixel is composed of the spectral nature of the scene and how it is acted upon by the
system and atmosphere by the spectral OTFs. The radiance is therefore dependent
upon the dominant wavelength of the scene. When the scene is restored using a sin-
gle OTF, the dominant wavelength can be incorrectly amplified if the spectral OTF
in the restoration filter does not match the dominant wavelength of the pixel. The
gray-world model does not have this problem because the OTF used to degrade the
scene is normally used to restore it as well without incorrect spectral amplification is-
sues. A sparse-aperture system, especially if aberrated will have an OTF that is highly
attenuated when compared to a Cassegrain telescope. This means that the degraded
spectrum needs to be amplified to a greater extent for sparse-aperture systems, thus,
the incorrect amplification can be greater as well.
Figure 4.9 shows the effect of the restoration filters shown in Figure 4.7 on panchro-
matic data sets. The trend that was seen in Figure 4.7 also is apparent in the panchro-
matic scenario. The images from the constant PSR ratio filter looks noisier than the
known PSR ratio filter and the known PSR filter exhibits more spectral artifacts in this
example. This shows that the theory applies to the panchromatic scenario as well. The
weighted OTF is used for the restorations performed for all experiments to reduce the
spectral artifacts, unless specifically noted otherwise. When comparing the polychro-
matic model to a gray-world model, the results show that the image quality obtained
using the constant PSR filter for the two models are more similar than when the known
PSR is used (Figure 4.10). The gray-world model is restored with few degradations
while the polychromatic model is very degraded and exhibits large amounts of artifacts
when the known PSR filter is used. For the constant PSR cases, the polychromatic
image is still degraded more than the gray-world image, though the two image qualities
are more similar than the known PSR scenario. This does not say that the constant
PSR implementation is better, only that it has more spatial artifacts that are spectrally
independent than the known PSR Wiener filter implementation. The effect is that the
difference between the gray-world and polychromatic models will probably be more no-
ticeable using the known PSR implementation than the constant PSR implementation.
Both the constant and known PSR Wiener filters were implemented and most examples
use the constant PSR because it is a more realistic scenario. However, the known PSR
images are available in the attached DVD.
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(a) Power spectra (b) Smoothed power spectra with a 3 pixel averag-
ing kernel
(c) Scene restored using the constant PSR
Wiener filter
(d) Scene restored using the known PSR
Wiener filter
Figure 4.8: Power spectra for the original scene and the restored vnir DIRSIG image
with 0.16λ rms-error. Two implementations of the Wiener filter are shown, the first is
when the known PSR is used, the second is when a constant PSR is used. The power
spectra are shown using a log scale. The restored images are also shown.
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(a) Central OTF reconstruction, full PSR knowl-
edge
(b) Weighted OTF reconstruction, full PSR knowl-
edge
(c) Central OTF reconstruction, PSR constant (d) Weighted OTF reconstruction, PSR constant
Figure 4.9: The effect on image quality by using different methods of implementing the
Wiener filter with 0.27λ rms-error on panchromatic images.
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All visual analysis is performed on unquantized data, though a comparison in Fig-
ure 4.11 shows that there is little to no visible difference in image quality between the
quantized and unquantized images. This is because the quantization level is 11 bits.
A magnified region is shown in Figure 4.12 which confirms that there is no visible dif-
ference between the two data sets. Figure 4.13 shows that the spectral artifacts are
not affected by the quantization for a triarm configuration with 0.17λ rms-error. A
magnified region is shown in Figure 4.14. If quantized data is desired, it is available in
the DVD in the bound thesis.
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(a) Polychromatic, known PSR (b) Gray-world, known PSR
(c) Polychromatic, constant PSR (d) Gray-world, constant PSR
Figure 4.10: Comparing reconstruction methods for the polychromatic and gray-world
models with 0.27λ rms-error.
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(a) Panchromatic, unquantized (b) Panchromatic, quantized
(c) Multispectral model, unquantized (d) Multispectral model, quantized
Figure 4.11: Comparing quantized and unquantized images for the panchromatic and
multispectral models for an unaberrated triarm configuration.
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(a) Panchromatic, unquantized (b) Panchromatic, quantized
(c) Multispectral model, unquantized (d) Multispectral model, quantized
Figure 4.12: Magnified region comparing quantized and unquantized images for the
panchromatic and multispectral models for an unaberrated triarm configuration.
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(a) Panchromatic, unquantized (b) Panchromatic, quantized
(c) Multispectral model, unquantized (d) Multispectral model, quantized
Figure 4.13: Comparing quantized and unquantized images for the panchromatic and
multispectral models for triarm configuration with 0.17λ rms-error.
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(a) Panchromatic, unquantized (b) Panchromatic, quantized
(c) Multispectral model, unquantized (d) Multispectral model, quantized
Figure 4.14: Magnified region comparing quantized and unquantized images for the
panchromatic and multispectral models for triarm configuration with 0.17λ rms-error.
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4.3 Approach: Calculate Phase Error Threshold for Spec-
tral Artifacts
The gray-world model can be a good approximation to the spectral model if only small
amounts of phase errors are introduced. The validity of the approximation depends on
various parameters, such as the width of the passband and amount of error introduced
in the pupil. As the passband of the system increases, more wavelengths may be
amplified incorrectly during restoration. Two passbands are being researched: the
visible region (vis) from 0.4 - 0.7µm; and the visible/near infra-red region (vnir) from
0.4 - 0.9µm. The size of the passbands effect on image quality can be seen in Figures
4.15 and 4.16, which show that the image quality of the vnir scene is poorer than the vis
scene. Another problem is that the image quality depends in part on the distribution
of phase errors and not just the amount as demonstrated in Figure 4.20. To make a
valid comparison, the distribution of errors across the pupil are unchanged and only
the magnitude of the errors differ due to weighting by the random array of numbers
that created the original aberrated pupil (Rnorig,array) by a constant.
Rnnew,array =
λ rms− errornew
λ rms− errororiginal ·Rnorig,array (4.1)
This modifies the original random array of numbers to create a new array of “pseudo-
random” numbers (Rnnew,array) that is used to construct a pupil function that has the
desired λ rms-error while keeping the distribution the same. If the random array is
weighted by a single constant, then the new distribution will have the same relative
amount and type of errors as the original aberrated pupil which can be seen in Figure
4.17. The resultant effect on the OTFs can be seen in Figure 4.18. As the error in-
creases or decreases from the original pupil, it should give a better estimate of when
spectral artifacts become evident for a specific distribution. For this scenario, the newly
created phase error is the error of the system and is used for both the degradation and
restoration of the scene.
A series of images is created where the phase error is incremented by 0.01λ rms-error
and then visually inspected to ascertain when spectral artifacts become apparent.
Percent Change in Image Quality from Changing the Distributions of Phase
Errors in the Pupil Function
The reason why the same distribution of phase errors is being used in the spectral
thresholding section is because Introne [2005] demonstrated that different distributions
of phase error across the subapertures can affect the image quality while the average
λ rms-error stays unchanged. This change in image quality could potentially create a
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(a) DIRSIG rendered visible scene (0.4 - 0.7µm) (b) Restored visible scene (0.4 - 0.7µm)
(c) DIRSIG rendered visible/near infra-red scene
(0.4 - 0.9µm)
(d) Restored visible/near infra-red scene (0.4 -
0.9µm)
Figure 4.15: (a),(b) nrmse: 0.2910; (c),(d) nrmse: 0.3114
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(a) HyMap visible scene (0.4 - 0.7µm) (b) Restored visible scene (0.4 - 0.7µm)
(c) HyMap visible/near infra-red scene (0.4 -
0.9µm)
(d) Restored visible/near infra-red scene (0.4 -
0.9µm)
Figure 4.16: (a),(b) nrmse: 0.0884; (c),(d) nrmse: 0.1036, HyMap is a
multi/hyperspectral sensor whose passbands are approximately 15nm wide. The vis
image has 18 bands, and the vnir region has 33 bands in the image cubes used for this
example.
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(a) Pupil profile with 0.09λ rms-error (b) Pupil surface with 0.09λ rms-error
(c) Pupil profile with 0.17λ rms-error (d) Pupil surface with 0.17λ rms-error
Figure 4.17: Example showing aberrated pupils with 0.09λ rms-error and with 0.17λ
rms-error. The two errors are created by weighting the original pupil error parameters
with a constant before pupil function is created.
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(a) OTF with 0.09λ rms-error (b) OTF with 0.17λ rms-error
Figure 4.18: Example showing an aberrated OTF with 0.09λ rms-error and one with
0.17λ rms-error, the two errors are created by weighting the original pupil error pa-
rameters with a constant before pupil function is created.
problem in finding the threshold because it could be different for different distributions
of error. By using the same distribution, the deleterious effects can be measured as the
amount of error changes for a specific distribution of errors. To quantify the change in
image quality due to a different distribution of phase errors across the subapertures, a
series of images are tested to determine their nrmse values and by what amount they
deviate from the mean. The nrmse is calculated on the degraded images so that there
are no possible adverse effects of imperfect restoration for one scenario and not another.
The five images and their spectral fidelity (number of bands in the radiance cube) can
be seen in Figures 4.19(a) through 4.19(e), and their resulting change in image quality
in Figure 4.20. Figure 4.20 shows that changing the distribution of phase errors results
in a change in the image quality of up to 5% on average, with outliers over 5%.
The flowchart in Figure 4.21 shows that each image is propagated through the spec-
tral model, a random distribution of phase errors across the subapertures is created for
each simulation. The mean phase error used is approximately 1/4λ rms-error (horizon-
tal axis in Figure 4.20) which is defined by the user. In each simulation, the nrmse of
the degraded panchromatic image is calculated. This results in a set of nrmse values
for the entire set of scenarios. Thus, if j scenario’s are propagated through the system,
there will be a set of j nrmse values for the image, each corresponding to a separate
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(a) Sieman resolution target, 3 band (b) Sub-region in megascene, 3 band
(c) Sub-region in megascene, 7
band
(d) Sub-region in megascene, 13
band
(e) Sub-region in megascene, 61
band
Figure 4.19: The five scenes used to describe how the nrmse can deviate from the mean
nrmse due to different phase error distributions, this is shown in Figure 4.20. All of
the images shown are contrast enhanced for visibility. (a): There are some artifacts
present from the contrast enhancement.
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(a) Deviation from mean nrmse for both 3 band
images
(b) Deviation from mean nrmse for 7 band image
(c) Deviation from mean nrmse for 13 band image (d) Deviation from mean nrmse for 61 band image
Figure 4.20: The percent change of the nrmse values are deviations from the mean
nrmse divided by the mean nrmse value for each separate data set.
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Figure 4.21: The flow chart to calculate the change in image quality due to different
distributions of phase error across the subaperture with the same λ rms-error.
Figure 4.22: Example of the number of data sets from calculating the difference in
image quality due to different distributions of phase error with the same λ rms-error.
distribution of phase errors. This is done for every image to be tested. Now, the errors
are processed by the calculation shown in the last operation in Figure 4.21 for the spe-
cific image. The percent change in the image quality per distribution from the mean
nrmse is evaluated (Figure 4.22). Each image under investigation is processed in this
manner. For example, Figure 4.22 shows the coordinate system for a series of images,
where the random phase distribution is the average λ rms-error across the aperture.
This shows the change in image quality (nrmse) that is possible due to the different
distribution of phase errors.
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4.4 Results: Finding the Threshold for Spectral Artifacts
Spectrally induced artifacts may be introduced into the polychromatic model in two
ways. The contrast of the image may decrease, though this usually is not as noticeable
as the second type, which is exhibited by the introduction of banding or rippling into
the scene. The evolution of spectral artifacts are visualized by displaying a series of
restored images with increasing amounts of phase error. The distribution of phase error
stays the same and the only changing aspect is the magnitude of error per subaperture.
The pupil functions for the experiment are shown in Figure 4.23, the figure shows that
the error per subaperture has the same amounts of relative phase error, only that the
magnitude is different. The magnitude is shown as the sidebar with the minimum and
maximum amounts of phase error (in radians) in the pupil function. The scales for
the two pupil functions are quite different but the scaled images look identical, thus
showing the relative errors are the same. By increasing the amount of error in small
increments, the effect on the spectral artifacts can be seen.
The majority of the figures shown in this section were calculated using the con-
stant PSR Wiener filter with a weighted OTF implementation. The effects of changing
the constant as the amount of phase error varies has an effect on the image quality
as well as the metrics. Table 4.4 shows the constant PSR values used for the different
restorations. Refer to Table 4.4 if there are sudden changes in the metric values because
it might be due to changing the PSR constant in the Wiener filter. The PSR values
are generated by choosing a constant value for the PSR, then visually inspecting the
restored image. Continue this until the optimum constant is found.
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(a) Aberrated pupil function with 0.01λ rms-error (b) Aberrated pupil function with 0.30λ rms-error
(c) Surface rendering of pupil function with 0.01λ
rms-error
(d) Surface rendering of pupil function with 0.30λ
rms-error
Figure 4.23: Example of two pupil functions with the same distribution of error but
different magnitudes, a) has 0.01λ rms-error, and b) has 0.30λ rms-error
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Error Terrapix vis COMPASS vis DIRSIG vnir COMPASS vnir DIRSIG
0.00 0.00010 0.00050 0.00010 0.00050 0.00005
0.01 NA NA NA 0.00010 0.00005
0.02 NA NA NA 0.00010 0.00005
0.03 NA NA NA 0.00010 0.00005
0.04 NA NA NA 0.00010 0.00005
0.05 0.00010 0.00050 0.00010 0.00010 0.00005
0.06 0.00010 0.00050 0.00010 0.00010 0.00005
0.07 0.00010 0.00050 0.00010 0.00010 0.00005
0.08 0.00010 0.00050 0.00010 0.00010 0.00005
0.09 0.00010 0.00050 0.00010 0.00010 0.00005
0.10 0.00010 0.00050 0.00010 0.00010 0.00005
0.11 0.00010 0.00050 0.00010 0.00010 0.00005
0.12 0.00010 0.00050 0.00010 0.00010 0.00005
0.13 0.00010 0.00050 0.00010 0.00010 0.00005
0.14 0.00010 0.00050 0.00010 0.00010 0.00005
0.15 0.00010 0.00050 0.00010 0.00005 0.00005
0.16 0.00010 0.00050 0.00010 0.00005 0.00005
0.17 0.00005 0.00050 0.00005 NA NA
0.18 0.00005 0.00050 0.00005 NA NA
0.19 0.00005 0.00050 0.00005 NA NA
0.20 0.00005 0.00050 0.00005 NA NA
0.21 NA 0.00050 0.00005 NA NA
0.22 NA 0.00050 0.00005 NA NA
0.23 NA 0.00050 0.00005 NA NA
0.24 NA 0.00050 0.00005 NA NA
0.25 NA 0.00050 0.00005 NA NA
0.26 NA 0.00050 0.00005 NA NA
0.27 NA 0.00050 0.00005 NA NA
0.28 NA 0.00050 0.00005 NA NA
0.29 NA 0.00050 0.00010 NA NA
0.30 NA 0.00050 0.00010 NA NA
Table 4.4: The power spectrum ratio (PSR) constants used for the different restora-
tion scenarios in this section. NA means not applicable because the data set was not
produced for the specific amount of error.
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4.4.1 Terrapix scene
Figure 4.24 shows the effect on the Terrapix scene as the amount of phase error is
increased from zero to 0.20λ rms-error for the polychromatic model. The effect on the
gray-world model is shown in Figure 4.25 and magnified regions are shown in Figures
4.26 and 4.27. The visual image quality does not change noticeably between 0.00 -
0.11λ rms-error; a noticeable difference is apparent for 0.12λ rms-error at the interface
between the road and first row of cars. The effect of paint in the road stretching to the
cars becomes resolvable. This worsens, and spectral artifacts appear in other regions
of the image as the phase error increases. At 0.16λ rms-error, the spectral artifacts
start affecting the image interpretability. A comparison with the gray-world model for
specific cases is shown in Figures 4.30 through 4.32 to illustrate the spectral artifacts.
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(a) Object (b) Unaberrated (c) 0.05λ rms-error (d) 0.06λ rms-error
(e) 0.07λ rms-error (f) 0.08λ rms-error (g) 0.09λ rms-error (h) 0.10λ rms-error
(i) 0.11λ rms-error (j) 0.12λ rms-error (k) 0.13λ rms-error (l) 0.14λ rms-error
(m) 0.15λ rms-error (n) 0.16λ rms-error (o) 0.17λ rms-error (p) 0.018λ rms-error
(q) 0.19λ rms-error (r) 0.20λ rms-error
Figure 4.24: Degradation progression from zero to 0.20λ rms-error for the Terrapix
scene created by changing the magnitude, not the distribution of phase errors for the
polychromatic model; SNR: 270. The highlighted region outlined by the white box in
the object image is the area of magnification shown in Figures 4.26 and 4.27.
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(a) Object (b) Unaberrated (c) 0.05λ rms-error (d) 0.06λ rms-error
(e) 0.07λ rms-error (f) 0.08λ rms-error (g) 0.09λ rms-error (h) 0.10λ rms-error
(i) 0.11λ rms-error (j) 0.12λ rms-error (k) 0.13λ rms-error (l) 0.14λ rms-error
(m) 0.15λ rms-error (n) 0.16λ rms-error (o) 0.17λ rms-error (p) 0.018λ rms-error
(q) 0.19λ rms-error (r) 0.20λ rms-error
Figure 4.25: Degradation progression from zero to 0.20λ rms-error for the Terrapix
scene created by changing the magnitude, not the distribution of phase errors for the
gray-world model; SNR: 270
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(a) Object (b) Unaberrated (c) 0.05λ rms-error (d) 0.06λ rms-error
(e) 0.07λ rms-error (f) 0.08λ rms-error (g) 0.09λ rms-error (h) 0.10λ rms-error
(i) 0.11λ rms-error (j) 0.12λ rms-error (k) 0.13λ rms-error (l) 0.14λ rms-error
(m) 0.15λ rms-error (n) 0.16λ rms-error (o) 0.17λ rms-error (p) 0.018λ rms-error
(q) 0.19λ rms-error (r) 0.20λ rms-error
Figure 4.26: Degradation progression from zero to 0.20λ rms-error for a magnified
region of the Terrapix scene created by changing the magnitude, not the distribution
of phase errors for the polychromatic model; SNR: 270
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(a) Object (b) Unaberrated (c) 0.05λ rms-error (d) 0.06λ rms-error
(e) 0.07λ rms-error (f) 0.08λ rms-error (g) 0.09λ rms-error (h) 0.10λ rms-error
(i) 0.11λ rms-error (j) 0.12λ rms-error (k) 0.13λ rms-error (l) 0.14λ rms-error
(m) 0.15λ rms-error (n) 0.16λ rms-error (o) 0.17λ rms-error (p) 0.018λ rms-error
(q) 0.19λ rms-error (r) 0.20λ rms-error
Figure 4.27: Degradation progression from zero to 0.20λ rms-error for a magnified
region of the Terrapix scene created by changing the magnitude, not the distribution
of phase errors for the gray-world model; SNR: 270
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The nrmse values for the polychromatic and gray-world models are seen in Table 4.5
and Figure 4.29(d). The nrmse values correlate fairly closely with the visual analy-
sis. The nrmse starts by increasing by small increments, except for at 0.07λ rms-error
where it decreases, then starts increasing again. The slight decrease shows that this
is not a perfect metric. The nrmse then rises by 0.0022 when it goes from 0.11 to
0.12λ rms-error, the largest increase seen up to this point, and where it is stated that
the spectral artifacts were first resolvable. The nrmse then continues to increase in
large increments until it reaches 0.17λ rms-error when the nrmse flattens out. The
nrmse increases dramatically by 0.017 when the error increases from 0.16 - 0.17λ rms-
error. This is probably due to the combination of changing the PSR and the increase in
phase error. The visual image quality of the scene improves as the PSR in the Wiener
filter is changed. However, the metrics in Figures 4.28 and 4.29 do not necessarily
correlate with the increase in visual image quality. The increase in the nrmse value
makes sense because the image with 0.17λ rms-error appears to have a larger amount
of noise than Figure 4.24(n) and the nrmse metric seems to be very sensitive to noise.
Even though the nrmse increases by large amounts, there is only a small increase in
spectral artifacts seen in the restored image. This means that the nrmse appears to
weight the noise to a large degree and does not isolate effects from the spectral artifacts.
The metrics in Table 4.6 and Figures 4.28 and 4.29 explain some of the changes in
image quality. At 0.11 the StrehlR and RER begin to decrease at a faster rate, then
increasing when the PSR is changed. The SNRR sharply decreases when the PSR
changes while the noise gain sharply increases. The SNRR and noise gain look to be
inversely related. There are no large discrepancies in other metrics besides the GIQE,
which decreases slightly. The image quality does not change much in Figures 4.24(m)
and 4.24(n), but the artifacts increase slightly. Figure 4.24(o) looks similar to 4.24(n)
except more noise is present. This coincides with the noise gain and SNRR metrics.
The noise gain sharply increases and the restored SNR sharply decreases. The RER
and StrehlR follow the same trends. These two metrics corresponding to each other is
reasonable because the RER is based on the edge response, and the derivative of the
edge response is the PSF which is what the Strehl ratio is based on. The metrics have
a large shift in value from changing the PSR constant because it was deemed that it
increased the image quality.
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(a) RER (b) H Overshoot
(c) Noise Gain (d) SNRR
Figure 4.28: Metric values versus metric error for the Terrapix scene
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(a) GIQE (b) Strehl
(c) StrehlR (d) nrmse for polychromatic and gray-world mod-
els
Figure 4.29: Metric values versus metric error for the Terrapix scene
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error Polychromatic Gray-World
0.000 0.0863 0.0823
0.050 0.0869 0.0831
0.060 0.0880 0.0843
0.070 0.0877 0.0841
0.080 0.0883 0.0847
0.090 0.0896 0.0859
0.100 0.0901 0.0863
0.110 0.0915 0.0876
0.120 0.0937 0.0894
0.130 0.0968 0.0921
0.140 0.1011 0.0956
0.150 0.1056 0.0982
0.160 0.1074 0.0994
0.170 0.1245 0.1158
0.180 0.1246 0.1158
0.190 0.1271 0.1181
0.200 0.1300 0.1201
Table 4.5: nrmse for the Terrapix scene with amounts of phase error from zero to
0.20λ rms-error for the polychromatic and gray-world models. The PSR is changed
when going from 0.160 - 0.170λ rms-error.
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.000 0.867 1.049 18.371 270.015 24.663 4.010 1.000 1.000 41.8
0.050 0.859 1.048 18.549 270.010 24.444 3.994 0.911 0.997 41.8
0.060 0.855 1.048 18.629 270.207 24.083 3.984 0.874 0.995 41.8
0.070 0.851 1.047 18.725 270.090 24.206 3.978 0.832 0.993 41.8
0.080 0.846 1.047 18.840 270.703 24.073 3.968 0.786 0.990 41.8
0.090 0.840 1.046 18.975 269.943 23.744 3.954 0.736 0.987 41.8
0.100 0.834 1.046 19.134 270.525 23.795 3.944 0.684 0.983 41.8
0.110 0.828 1.045 19.324 270.680 23.539 3.929 0.632 0.977 41.8
0.120 0.821 1.045 19.542 270.296 23.324 3.914 0.594 0.970 41.8
0.130 0.815 1.045 19.771 270.426 23.019 3.896 0.554 0.962 41.8
0.140 0.808 1.045 20.011 269.847 22.590 3.877 0.513 0.953 41.8
0.150 0.801 1.045 20.248 270.458 22.361 3.860 0.471 0.943 41.8
0.160 0.794 1.045 20.475 271.316 22.188 3.844 0.429 0.935 41.8
0.170 0.825 1.043 28.536 270.271 15.787 3.587 0.390 0.952 41.8
0.180 0.818 1.043 28.925 270.732 15.749 3.567 0.349 0.947 41.8
0.190 0.811 1.041 29.325 270.304 15.466 3.536 0.310 0.940 41.8
0.200 0.803 1.039 29.770 270.688 15.347 3.511 0.274 0.930 41.8
Table 4.6: Metrics for the Terrapix scene with amounts of phase error from zero to
0.20λ rms-error. The PSR is changed when going from 0.160 - 0.170λ rms-error.
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The threshold where the spectral artifacts become apparent is shown in Figure 4.30.
The spectral artifacts are highlighted for both the constant and known PSR Wiener
filter; the highlighted region is magnified in Figure 4.31. The spectral artifacts are
not apparent in the gray-world model, which agrees with the interpretation that they
would not be considered spectrally induced artifacts. The spectral artifacts are more
apparent in the known PSR implementation of the Wiener filter for reasons explained
in Section 4.2.1.
The spectral artifacts start to become problematic for image interpretation at a level
of 0.16λ rms-error (Figure 4.32). When a Wiener filter with a known PSR is used, the
spectral artifacts are more apparent than when a Wiener filter with a constant PSR
is used. The gray-world model shows some of the same degradations as the polychro-
matic model. This shows that some degradations are spatially induced. However, even
though the gray-world model exhibits some of these features, they are more pronounced
in the polychromatic model. This means a degradation due to the spatial property of
the system OTF is exhibited in the gray-world model, however, the degradations can be
exacerbated by the spectral nature of the scene. The nrmse is lower for the gray-world
model, this corresponds to the lack of deleterious effects from the spectrally induced
artifacts.
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.0937
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.0769
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0894
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0705
Figure 4.30: For the Terrapix scene, spectral artifacts start to become apparent at
0.120λ rms-error; SNR: 270
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.0937
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.0769
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0894
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0705
Figure 4.31: Magnified region of the Terrapix scene, spectral artifacts start to become
apparent at 0.120λ rms-error; SNR: 270
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1074
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.0910
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0994
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0780
Figure 4.32: For the Terrapix scene, spectral artifacts start to effect image interpretabil-
ity at 0.160λ rms-error; SNR: 270
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4.4.2 Visible COMPASS scene
Figure 4.33 shows the effect on the visible COMPASS scene as the phase error in-
creases from zero to 0.28λ rms-error for the polychromatic model. The effect on the
gray-world model is shown in Figure 4.34 and magnified regions are shown in Figures
4.35 and 4.36. This scene has less spectral contrast than the Terrapix scene but high
spectral resolution (large number of spectral bands). This will affect the behavior of
the spectral artifacts. This scene exhibits small amounts of stereotypical spectral arti-
facts that were seen in the Terrapix scene. The largest effect is blurring the scene more
than the gray-world model. At 0.16λ rms-error, its image quality is different enough
from the gray-world model, shown in Figure 4.39, that this is the threshold chosen for
the visible COMPASS scene where the introduction of spectral artifacts is noticeable.
When the amount of spectral artifacts increase to 0.25λ rms-error, it can be considered
to affect the image interpretability.
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.33: Degradation progression from zero to 0.28λ rms-error for the visible COM-
PASS scene created by changing the magnitude, not the distribution of phase errors
for the polychromatic model; SNR: 333. The highlighted region outlined by the white
box in the object image is the area of magnification shown in Figures 4.35 and 4.36.
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.34: Degradation progression from zero to 0.28λ rms-error for the visible COM-
PASS scene created by changing the magnitude, not the distribution of phase errors
for the gray-world model; SNR: 333
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.35: Degradation progression from zero to 0.28λ rms-error for a magnified
region of the visible COMPASS scene created by changing the magnitude, not the
distribution of phase errors for the polychromatic model; SNR: 333
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.36: Degradation progression from zero to 0.28λ rms-error for a magnified
region of the visible COMPASS scene created by changing the magnitude, not the
distribution of phase errors for the gray-world model; SNR: 333
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The nrmse values for the polychromatic and gray-world models are shown in Table
4.7. No large noticeable changes in the visible image quality exist if the phase error is
incremented by gradations of 0.01λ rms-error for the visible COMPASS scene (Figures
4.33 through 4.36). The nrmse values in Table 4.7 correlate with visual analysis be-
cause the nrmse does not increase much when looking at Figure 4.38(d), the nrmse
does not increase by a large amount except between 0.18 - 0.22λ rms-error. An in-
teresting observation is that the nrmse values for the polychromatic and gray-world
are very close, this means that the degradation of the gray-world images are similar
in amount to the polychromatic for this metric. This is probably from a lack of spec-
trally induced artifacts because of the passband and spectral contrast of the scene.
The actual difference in image quality can be seen in Figures 4.39 and 4.40 for the
0.16 and 0.25λ rms-error pupil functions respectively. The metrics in Table 4.8 and
Figures 4.37 and 4.38 show some interesting effects. The noise gain and SNRR rate
of change reverse (slope changes sign) at 0.19λ rms-error. The reason for this is not
evident. The first thought would be from changing the PSR, however, the PSR stays
constant for the entire range of phase errors. This is not characteristic of the specific
parameters used to create the aberrated pupil function because it is not an aspect
seen when looking at the noise gain and SNRR for any of the other four scenes used
(except for the discrepancies caused by changing the PSR for the visible DIRSIG scene).
The RER, Strehl, and StrehlR all behave similarly when the λ rms-error increases.
Each of the mentioned metrics decrease then either begin to, or completely level off
toward 0.30λ rms-error. Comparing the trends to the visual image quality is difficult
because there are no large changes in image quality when the phase error is increased
by increments of 0.1λ rms-error.
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(a) RER (b) H Overshoot
(c) Noise Gain (d) SNRR
Figure 4.37: Metric values versus metric error for the visible COMPASS scene
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(a) GIQE (b) Strehl
(c) StrehlR (d) nrmse for polychromatic and gray-world mod-
els
Figure 4.38: Metric values versus metric error for the visible COMPASS scene
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error Polychromatic Gray-World
0.000 0.0902 0.0872
0.050 0.0908 0.0879
0.060 0.0910 0.0882
0.070 0.0913 0.0886
0.080 0.0917 0.0892
0.090 0.0923 0.0899
0.100 0.0931 0.0908
0.110 0.0941 0.0920
0.120 0.0955 0.0935
0.130 0.0970 0.0952
0.140 0.0990 0.0973
0.150 0.1007 0.0990
0.160 0.1021 0.1005
0.170 0.1035 0.1023
0.180 0.1052 0.1045
0.190 0.1077 0.1076
0.200 0.1115 0.1119
0.211 0.1161 0.1169
0.221 0.1221 0.1222
0.231 0.1279 0.1261
0.241 0.1310 0.1280
0.251 0.1321 0.1289
0.261 0.1336 0.1302
0.271 0.1349 0.1316
0.281 0.1364 0.1332
0.291 0.1383 0.1354
0.301 0.1400 0.1372
Table 4.7: nrmse for the visible COMPASS scene with amounts of phase error from
zero to 0.30λ rms-error for the polychromatic and gray-world models.
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.000 0.721 1.055 8.034 333.304 71.162 3.997 1.000 1.000 41.8
0.050 0.710 1.055 8.099 333.658 70.561 3.979 0.923 0.990 41.8
0.060 0.706 1.054 8.142 334.026 69.482 3.970 0.886 0.985 41.8
0.070 0.700 1.053 8.195 332.545 69.477 3.961 0.843 0.978 41.8
0.080 0.694 1.053 8.256 334.478 69.677 3.951 0.796 0.970 41.8
0.090 0.687 1.052 8.327 334.228 68.931 3.939 0.746 0.960 41.8
0.100 0.680 1.050 8.404 333.079 67.615 3.925 0.696 0.947 41.8
0.110 0.672 1.049 8.486 334.538 67.352 3.911 0.658 0.931 41.8
0.120 0.664 1.047 8.563 333.898 66.910 3.897 0.618 0.913 41.8
0.130 0.655 1.044 8.627 335.854 65.926 3.881 0.575 0.893 41.8
0.140 0.646 1.040 8.680 333.929 66.148 3.866 0.531 0.873 41.8
0.150 0.635 1.038 8.735 335.410 65.210 3.846 0.486 0.852 41.8
0.160 0.624 1.037 8.789 333.675 65.249 3.825 0.442 0.831 41.8
0.170 0.611 1.036 8.837 335.077 64.582 3.799 0.398 0.810 41.8
0.180 0.596 1.034 8.874 336.145 64.762 3.770 0.356 0.788 41.8
0.190 0.579 1.030 8.888 335.159 64.836 3.737 0.315 0.764 41.8
0.200 0.559 0.983 8.864 335.167 64.869 3.725 0.277 0.738 41.8
0.211 0.536 0.969 8.790 334.105 65.935 3.683 0.257 0.715 41.8
0.221 0.510 0.954 8.682 334.100 65.969 3.633 0.249 0.697 41.8
0.231 0.481 0.937 8.572 334.571 67.153 3.575 0.239 0.684 41.8
0.241 0.452 0.921 8.451 333.569 67.975 3.509 0.227 0.674 41.8
0.251 0.425 0.910 8.308 334.749 69.206 3.442 0.213 0.665 41.8
0.261 0.401 0.905 8.149 334.947 69.773 3.377 0.198 0.657 41.8
0.271 0.380 0.903 7.989 335.000 71.903 3.315 0.183 0.650 41.8
0.281 0.364 0.905 7.840 334.994 73.092 3.260 0.178 0.644 41.8
0.291 0.349 0.908 7.711 335.340 75.075 3.210 0.184 0.638 41.8
0.301 0.337 0.910 7.605 334.519 76.436 3.166 0.188 0.631 41.8
Table 4.8: Metrics for the visible COMPASS scene with amounts of phase error from
zero to 0.30λ rms-error.
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Figure 4.39 shows the polychromatic and gray-world models for the visible COMPASS
scene with 0.16λ rms-error. It shows that there is some banding in the field that is
not seen in the gray-world model. The banding is minimal, but it is showing that the
spectral artifacts barely become apparent for this scenario at 0.16λ rms-error. The
spectral artifacts have a more pronounced effect in the example with the known PSR
scene in Figure 4.39(b).
Figure 4.40 shows what happens when the phase error increases to 0.25λ rms-error.
It could be argued the difference in the image quality between the polychromatic and
gray-world is more similar for the constant PSR than the 0.16λ rms-error scenario
shown in Figure 4.39. The degradations from the restoration for the gray-world model
are a lot more severe, the same is true for the polychromatic model. Since the spatial
degradations are so severe, the contribution of degradation from the spectral artifacts
is not as large, and a small amount of spectral artifacts are exhibited in a visible pass-
band scene with a low spectral contrast. When the known PSR is utilized, the spectral
artifacts are quite apparent and there is a large difference in image quality between the
polychromatic and gray-world models.
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1021
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.0920
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.1005
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0865
Figure 4.39: For the visible COMPASS scene, spectral artifacts start to become appar-
ent at 0.160λ rms-error; SNR: 333
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1321
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1295
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.1289
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0961
Figure 4.40: For the visible COMPASS scene, spectral artifacts start effecting image
interpretability at 0.251λ rms-error; SNR: 333
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4.4.3 Visible DIRSIG scene
The effect of increasing the phase error in the visible DIRSIG scene is shown in Figure
4.41 for the polychromatic model. The effect on the gray-world model is shown in
Figure 4.42 and magnified regions are shown in Figures 4.43 and 4.44. The spectral
artifacts become apparent at 0.13λ rms-error and keep increasing until 0.16λ rms-error.
After that point, the artifacts appear to disappear. They become evident again at 0.20λ
rms-error. At this point, the interpretability of the image can be questioned. The rea-
son the spectral artifacts appear and then disappear so suddenly with increasing phase
error can be attributed multiple reasons, one is from changing the PSR constant. How-
ever, this is not the only one, the fundamental reason is because the over amplification
is nullified by the encroachment of the valley (lack of signal) into the same frequency
location where the over-amplification is located. When there are a large amount of
frequencies are nullified, the spectral artifacts reappear, a more thorough explanation
is given in Section 4.4.4. The constant for the PSR in the Wiener filter was changed at
this amount of error as well.
One factor that affects the noise gain is the introduction of more aberrations because
they attenuate the signal to a larger extent, this means that there is a smaller SNR. The
power spectrum of the restored visible DIRSIG scene is shown in Figure 4.55. This fig-
ure shows the power spectrum of a restored visible DIRSIG scene with varying amounts
of phase error. The scenes in Figure 4.55 are restored using a Wiener filter with known
PSR; the highlighted region shows the appearance of a “spike” in the power spectrum
at 0.16λ rms-error. This spike is thought to be responsible for the visible rippling be-
cause of the over-amplification of specific frequencies in the spectrum. The incorrect
amplification of the spectral component of the signal causes this effect. However, the
modulation becomes so poor in some areas that the filter cannot restore some frequen-
cies because the SNR is too low. Figure 4.55(d) shows that the spurious peaks seen in
Figure 4.55(c) are eliminated, thus reducing the effect of the rippling from that cause.
However, it is replaced by a trough where there is little or no signal present, which
causes a different degradation. This different degradation is associated with blurring
because instead of adding frequencies, it is removing some of the middle to high range
frequencies which are associated with edges. Thus the edges are softened. The net
effect is that the image quality still decreases because the frequency components are
no longer present in the restored image. This only becomes worse as the aberrations
increase.
When the two PSR restorations between 0.17 and 0.20λ rms-error are compared, the
spectral artifacts are visible, though the constant PSR restoration is noisier, and the
over amplified peak is attenuated by the restoration filter. An example is shown in Fig-
ure 4.45 for an rms error of 0.18λ. The spectral artifacts are apparent for the known
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PSR restoration, but are not as visible in the constant PSR restoration. The spectral
artifacts are most noticeable on the buildings roof in the bottom right of the image
where a very slight ringing effect can be seen, this effect is shown in the magnified
region in Figure 4.46.
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.41: Degradation progression from zero to 0.28λ rms-error for the visible
DIRSIG scene created by changing the magnitude, not the distribution of phase er-
rors for the polychromatic model; SNR: 306. The highlighted region outlined by the
white box in the object image is the area of magnification shown in Figures 4.43 and
4.44.
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.42: Degradation progression from zero to 0.28λ rms-error for the visible
DIRSIG scene created by changing the magnitude, not the distribution of phase er-
rors for the gray-world model; SNR: 306
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.43: Degradation progression from zero to 0.28λ rms-error for a magnified
region of the visible DIRSIG scene created by changing the magnitude, not the distri-
bution of phase errors for the polychromatic model; SNR: 306
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(a) Object (b) Unaberrated (c) 0.11λ rms-error (d) 0.12λ rms-error
(e) 0.13λ rms-error (f) 0.14λ rms-error (g) 0.15λ rms-error (h) 0.16λ rms-error
(i) 0.17λ rms-error (j) 0.18λ rms-error (k) 0.19λ rms-error (l) 0.20λ rms-error
(m) 0.21λ rms-error (n) 0.22λ rms-error (o) 0.23λ rms-error (p) 0.24λ rms-error
(q) 0.25λ rms-error (r) 0.26λ rms-error (s) 0.27λ rms-error (t) 0.28λ rms-error
Figure 4.44: Degradation progression from zero to 0.28λ rms-error for a magnified
region of the visible DIRSIG scene created by changing the magnitude, not the distri-
bution of phase errors for the gray-world model; SNR: 306
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The nrmse values for the images in Figures 4.41 and 4.42 are shown in Table 4.9 and
Figure 4.48(d). The nrmse does not change drastically except between 0.18 - 0.22λ
rms-error. This does not coincide with changing the PSR, but the spectral artifacts
again become apparent in the center of this range. The reintroduction of spectral ar-
tifacts for this scenario begins when slope of the nrmse increases, however, both the
nrmse and visual image quality level off shortly after they increase. The gray-world
model does not show the increased slope in the nrmse curve when the spectral arti-
facts reappear in the polychromatic model. Even though the spectral artifacts do not
increase in the constant PSR restoration from the range of 0.14-0.19λ rms-error, the
image quality still decreases. The reduction in image quality in this range is due to
increased noise and reduced contrast of the image. In Table 4.10, the metrics show no
abnormal differences if the error changes from 0.13 to 0.14λ rms-error, or from 0.19 to
0.20λ rms-error. These two amounts of phase error are where this scene was chosen
to have “just noticeable” and “just affecting image interpretability,” thresholds respec-
tively for spectrally induced artifacts. It is evident that the PSR constant was changed
at 0.17λ rms-error because the restored Strehl ratio, noise gain, and RER all suddenly
increased then decreased. The SNRR and GIQE showed the opposite behavior. Chang-
ing the PSR constant resulted in a large increase in the noise gain and a decrease in
the SNRR which probably helped to inhibit the spectral artifacts from being noticed.
The different PSR was needed to achieve the best image quality because the changing
amounts of phase error required the PSR to be changed during the experiment.
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2073
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1990
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.1976
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.1867
Figure 4.45: For the visible DIRSIG scene with 0.181λ rms-error, artifacts are present
in the known PSR implementation, the spectral artifacts are more difficult to observe
in the constant PSR scenario; SNR: 306
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2073
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1990
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.1976
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.1867
Figure 4.46: Magnified region of the visible DIRSIG scene with 0.181λ rms-error, spec-
tral artifacts are present in the known PSR implementation, the spectral artifacts are
more difficult to observe in the constant PSR scenario; SNR: 306
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(a) RER (b) H Overshoot
(c) Noise Gain (d) SNRR
Figure 4.47: Metric values versus metric error for the visible DIRSIG scene
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(a) GIQE (b) Strehl
(c) StrehlR (d) nrmse for polychromatic and gray-world mod-
els
Figure 4.48: Metric values versus metric error for the visible DIRSIG scene
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error Polychromatic Gray-World
0.000 0.1893 0.1834
0.050 0.1899 0.1841
0.060 0.1903 0.1846
0.071 0.1905 0.1850
0.081 0.1912 0.1856
0.091 0.1914 0.1860
0.101 0.1924 0.1869
0.111 0.1933 0.1877
0.121 0.1943 0.1885
0.131 0.1965 0.1902
0.141 0.1987 0.1918
0.151 0.2002 0.1928
0.161 0.2013 0.1940
0.171 0.2056 0.1963
0.181 0.2073 0.1976
0.191 0.2093 0.1990
0.202 0.2125 0.2007
0.212 0.2177 0.2038
0.222 0.2267 0.2075
0.232 0.2288 0.2076
0.242 0.2288 0.2088
0.252 0.2291 0.2099
0.262 0.2291 0.2112
0.272 0.2298 0.2132
0.282 0.2304 0.2146
0.292 0.2289 0.2178
0.302 0.2300 0.2195
Table 4.9: nrmse for the visible DIRSIG scene with amounts of phase error from zero
to 0.30λ rms-error for the polychromatic and gray-world models.
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.000 0.816 1.057 17.141 306.646 29.915 3.989 1.000 1.000 41.8
0.050 0.807 1.057 17.325 306.637 29.572 3.971 0.911 0.997 41.8
0.060 0.803 1.057 17.408 306.205 29.562 3.964 0.874 0.995 41.8
0.071 0.798 1.057 17.508 305.657 29.197 3.953 0.832 0.993 41.8
0.081 0.793 1.057 17.628 305.594 29.187 3.943 0.785 0.991 41.8
0.091 0.787 1.057 17.768 305.537 29.021 3.931 0.736 0.987 41.8
0.101 0.781 1.057 17.931 306.504 28.750 3.917 0.690 0.983 41.8
0.111 0.774 1.057 18.119 306.126 28.465 3.902 0.652 0.977 41.8
0.121 0.767 1.057 18.328 305.450 28.099 3.886 0.611 0.970 41.8
0.131 0.760 1.057 18.533 305.884 27.618 3.868 0.569 0.962 41.8
0.141 0.753 1.057 18.723 305.960 27.520 3.854 0.525 0.953 41.8
0.151 0.745 1.057 18.917 305.109 27.111 3.836 0.481 0.944 41.8
0.161 0.738 1.056 19.095 306.100 27.026 3.820 0.437 0.935 41.8
0.171 0.768 1.056 26.533 305.329 19.376 3.641 0.393 0.952 41.8
0.181 0.760 1.055 26.826 305.943 19.142 3.618 0.351 0.947 41.8
0.191 0.750 1.054 27.133 305.716 18.921 3.592 0.311 0.940 41.8
0.202 0.739 1.053 27.467 306.075 18.726 3.564 0.273 0.930 41.8
0.212 0.726 1.050 27.803 305.070 18.490 3.532 0.256 0.919 41.8
0.222 0.711 1.045 28.072 304.626 18.223 3.496 0.248 0.912 41.8
0.232 0.692 1.014 28.321 305.555 18.157 3.477 0.238 0.908 41.8
0.242 0.670 1.005 28.495 306.350 17.992 3.435 0.226 0.902 41.8
0.252 0.648 0.997 28.639 305.343 17.949 3.394 0.213 0.898 41.8
0.262 0.631 1.001 28.722 305.440 18.011 3.359 0.198 0.894 41.8
0.272 0.612 1.005 28.712 305.080 17.888 3.316 0.183 0.890 41.8
0.282 0.589 1.007 28.649 304.682 17.992 3.274 0.183 0.886 41.8
0.292 0.500 0.984 19.629 305.431 26.326 3.378 0.188 0.826 41.8
0.302 0.480 0.985 19.531 305.407 26.308 3.330 0.192 0.820 41.8
Table 4.10: Metrics for the visible DIRSIG scene with amounts of phase error from
zero to 0.30λ rms-error.
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Figure 4.49 shows that spectral artifacts become apparent in the scene for an error
of 0.131λ rms-error introduced, rippling is apparent in the field and in the forest. A
magnified region showing the effect of spectral artifacts in a field is shown in Figure
4.50. When the phase error increases to 0.202λ rms-error, the image becomes difficult
to interpret (Figure 4.51). The difference between the polychromatic and gray-world
models in this scene is larger than in the visible COMPASS scene. Magnified regions
that compare the two models are shown in Figure 4.52.
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1965
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1913
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.1902
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.1813
Figure 4.49: For the visible DIRSIG scene, spectral artifacts start to become apparent
at 0.131λ rms-error; SNR: 306
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1965
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1913
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.1902
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.1813
Figure 4.50: Magnified region of the visible DIRSIG scene, spectral artifacts start to
become apparent at 0.131λ rms-error; SNR: 306
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2267
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.2399
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2057
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.1930
Figure 4.51: For the visible DIRSIG scene, spectral artifacts start to effect image
interpretability at 0.222λ rms-error for the constant PSR and severely effect image
interpretability with the known PSR; SNR: 306
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2267
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.2399
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2057
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.1930
Figure 4.52: Magnified region of the visible DIRSIG scene, spectral artifacts start to
effect image interpretability at 0.222λ rms-error for the constant PSR and severely
effect image interpretability with the known PSR; SNR: 306
CHAPTER 4. APPROACH AND RESULTS 127
4.4.4 Effect of phase errors on the power spectrum
The reason spectrally induced artifacts (rippling) appear can be understood when look-
ing at the power spectrum of the restored vnir DIRSIG scene. Figure 4.53 shows that
the effect on the power spectrum of increasing the phase error is not very large as
the phase error increases from 0.010-0.094λ rms-error. There is a small difference in
image quality as the amount of error increases from 0.010 to 0.094λ rms-error if the
images are compared in Figure 4.69. When looking at the restored scene with 0.168λ
rms-error in Figure 4.69, it shows a much larger difference in image quality than the
visible passband scenarios for the polychromatic model. Figure 4.53(d) shows that the
majority of the frequencies present in the power spectrum are attenuated as the phase
error increases, except for the highlighted region, these spurious frequencies are partly
to blame for the fringes seen in restored polychromatic sparse-aperture images. This
is better shown in Figure 4.54 where a two-dimensional plot of the power spectrum at
-55 degrees is displayed, it shows a large amplification in the restored image not seen
in the original scene for the 0.168λ rms-error scenario. The plotted line is shown in
Figure 4.54(a) through the scenes power spectrum. The highlighted region in Figure
4.53(d) is most likely the cause of the rippling and is probably introduced from the
incorrect amplification due to the spectral nature of the scene. The resolution is also
shown to be affected by the angle of capture because the shape of the power spectrum
is not circularly symmetric. The power spectra are displayed by taking the log base 10.
The power spectra of the visible DIRSIG image with varying amounts of phase er-
ror are affected differently than the vnir DIRSIG scene as shown in Figure 4.55. The
peaks that were quite evident in the vnir DIRSIG power spectrum with 0.168λ rms-
error are only slightly apparent for the visible DIRSIG power spectrum as shown in
Figure 4.55(c). Next to the peaks are ravines, a different effect of the phase errors.
When the phase error increases, the ravines suppress the peaks as shown in Figure
4.55(d), the rippling becomes less pronounced while the image becomes blurrier. The
two-dimensional plots are shown in Figure 4.56, the 0.161λ rms-error power spectrum
shows some incorrect amplification, however, it is a smaller amount than seen in the
vnir DIRSIG scene.
The peaks apparent for the visible and vnir DIRSIG scenes are not apparent for
the Terrapix scene shown in Figure 4.57. The only obvious effect on the power spec-
trum is of attenuation and the introduction of ravines (zeroed regions). The rippling in
this scene is either an effect of spurious peaks present, only too small to be noticeable,
or the ravines also cause some rippling seen in Figure 4.24. The ravine theory is logical
because some of the rippling degradations seen in the polychromatic model are also
seen in the gray-world model for the Terrapix scene. Another possibility is the power
spectrum is reduced unevenly across the spectrum, this would cause some rippling as
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(a) Power spectrum of the vnir
DIRSIG scene
(b) Power spectrum of restored vnir
DIRSIG scene with 0.010λ rms-error
(c) Power spectrum of restored vnir
DIRSIG scene with 0.094λ rms-error
(d) Power spectrum of restored vnir
DIRSIG scene with 0.168λ rms-error
(e) Scene
Figure 4.53: The restored power spectra in b-d are restored using the Wiener filter with
a known PSR for the polychromatic model. The increasing amounts of phase error use
the same parameters, but are scaled. The distribution of phase errors are the same,
but the magnitude of the errors are different creating a different λ rms-error.
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(a) Power spectrum of the vnir
DIRSIG scene
(b) Power spectrum of restored vnir
DIRSIG scene with 0.010λ rms-error
(c) Power spectrum of restored vnir
DIRSIG scene with 0.094λ rms-error
(d) Power spectrum of restored vnir
DIRSIG scene with 0.168λ rms-error
(e) Scene
Figure 4.54: These are two-dimensional lines from the power spectra shown in Figure
4.53 for the vnir DIRSIG scene. The power spectra are shown as log plots and they
are smoothed using a three pixel averaging filter for display purposes.
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(a) Power spectrum of the visible
DIRSIG scene
(b) Power spectrum of restored vis-
ible DIRSIG scene with 0.050λ rms-
error
(c) Power spectrum of restored visi-
ble DIRSIG scene with 0.161λ rms-
error
(d) Power spectrum of restored vis-
ible DIRSIG scene with 0.302λ rms-
error
(e) Scene
Figure 4.55: The restored power spectra in b-d are restored using the Wiener filter with
a known PSR for the polychromatic model. The increasing amounts of phase error use
the same parameters, but are scaled. The distribution of phase errors are the same,
but the magnitude of the errors are different creating a different λ rms-error.
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(a) Power spectrum of the vnir
DIRSIG scene
(b) Power spectrum of restored vis-
ible DIRSIG scene with 0.050λ rms-
error
(c) Power spectrum of restored visi-
ble DIRSIG scene with 0.161λ rms-
error
(d) Power spectrum of restored vis-
ible DIRSIG scene with 0.302λ rms-
error
(e) Scene
Figure 4.56: These are two-dimensional lines from the power spectra shown in Figure
4.55 for the visible DIRSIG scene. The power spectra are shown as log plots and they
are smoothed using a three pixel averaging filter for display purposes.
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well. There are many possibilities that can effect the spectral artifacts. When the
two-dimensional plots are viewed in Figure 4.58, there are no large effects that are
discernible as was the case for the DIRSIG scenes. The spectral artifacts observable for
the Terrapix scene are not due to over amplifications because the plots in Figure 4.58
show there are none, so they must be due to under amplification from the restoration
filter.
4.4.5 Vnir COMPASS Scene
Spectral artifacts become apparent in the vnir passband with lower amounts of phase
error introduced into the pupil function than for the visible passband as previously
discussed in section 3.6.3. The set of images for the vnir COMPASS scene with an
increasing amount of phase error is shown in Figure 4.59 for the polychromatic model.
The effect on the gray-world model is shown in Figure 4.60 and magnified regions are
shown in Figures 4.61 and 4.62. Spectral artifacts for this scene are visible when the
error is 0.000λ rms-error (unaberrated). This is in contrast to the threshold found for
the visible COMPASS scene, which was 0.167λ rms-error. The spectral artifacts that
first become apparent at 0.000λ rms-error for the vnir COMPASS scene are the low
level type, a decrease in the contrast of the image, it is not until higher amounts of
phase error are introduced into the pupil function that the banding (ringing) effects
become noticeable. The higher level banding is first noticed at 0.125λ rms-error, and
the spectral artifacts begin to affect the interpretability of the image at 0.156λ rms-
error. The image quality does not change as the λ rms-error increases from 0.000 to
0.115λ rms-error except for the distribution of the noise, this can be validated by using
a flicker test for the images within the range mentioned.
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(a) Power spectrum of the visible
Terrapix scene
(b) Power spectrum of restored visi-
ble Terrapix scene with 0.050λ rms-
error
(c) Power spectrum of restored visi-
ble Terrapix scene with 0.170λ rms-
error
(d) Power spectrum of restored visi-
ble Terrapix scene with 0.200λ rms-
error
(e) Scene
Figure 4.57: The restored power spectra in b-d are restored using the Wiener filter with
a known PSR for the polychromatic model. The increasing amounts of phase error use
the same parameters, but are scaled. The distribution of phase errors are the same,
but the magnitude of the errors are different creating a different λ rms-error.
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(a) Power spectrum of the Terrapix
scene
(b) Power spectrum of restored Ter-
rapix scene with 0.050λ rms-error
(c) Power spectrum of restored Ter-
rapix scene with 0.170λ rms-error
(d) Power spectrum of restored Ter-
rapix scene with 0.200λ rms-error
(e) Scene
Figure 4.58: These are two-dimensional lines from the power spectra shown in Figure
4.57 for the Terrapix scene. The power spectra are shown as log plots and they are
smoothed using a three pixel averaging filter for display purposes.
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.59: Degradation progression from zero to 0.16λ rms-error for the vnir COM-
PASS scene created by changing the magnitude, not the distribution of phase errors
for the polychromatic model; SNR: 425. The highlighted region outlined by the white
box in the object image is the area of magnification shown in Figures 4.61 and 4.62.
CHAPTER 4. APPROACH AND RESULTS 136
(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.60: Degradation progression from zero to 0.16λ rms-error for the vnir COM-
PASS scene created by changing the magnitude, not the distribution of phase errors
for the gray-world model; SNR: 425
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.61: Degradation progression from zero to 0.16λ rms-error for a magnified
region of the vnir COMPASS scene created by changing the magnitude, not the distri-
bution of phase errors for the polychromatic model; SNR: 425
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.62: Degradation progression from zero to 0.16λ rms-error for a magnified
region of the vnir COMPASS scene created by changing the magnitude, not the distri-
bution of phase errors for the gray-world model; SNR: 425
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The reason why the image quality does not change over the range of error from 0.000
to 0.115λ rms-error is not readily apparent from the metrics in Table 4.12 and Figures
4.63 and 4.64. Most show the same rate of change between 0.000-0.115λ rms-error and
0.000-0.146λ rms-error. The initial effect of the OTF on the image quality of the vnir
COMPASS scene is sufficiently large to induce spectral artifacts. Apparently, the small
effect on the OTF from increasing the phase error by small amounts of aberrations is
negligible on image quality until about 0.115λ rms-error for this data set. There is a
notable difference at zero error and above 0.156λ rms-error because a different constant
was used for the PSR.
The Strehl ratio for phase errors of 0.010 and 0.021λ rms-error in Table 4.12 is above
1.0 which is impossible because the addition of aberrations will always decrease the
maximum value of the aberrated PSF. The discrepancy is believed to arise from sam-
pling error. This problem is not seen in the vnir DIRSIG scene which was 512 x 512
pixels instead of 256 x 256 which the vnir COMPASS scene is comprised of. The vnir
DIRSIG scene used the same parameters to create the aberrated pupil function as the
vnir COMPASS scene. The effect of such small phase errors on the OTF is quite min-
imal, it seems as if the sampling error from using scenes with low amounts of pixels is
greater than the effect from the phase error. In future research, either larger amounts
of error need to be used when the scene has a low number of pixels, or scenes with
larger numbers of pixels will remedy this problem.
The nrmse values for the images in Figures 4.59 and 4.60 are shown in Table 4.11
and Figure 4.64(d). The values for the polychromatic model agrees with the visual
analysis, they do not change by any great amount until 0.104λ rms-error. This is when
the increase in the nrmse values starts to become large enough to show a tangible
amount of change in image quality. The gray-world model shows a similar pattern ex-
cept that it does not increase in large increments after the phase error surpasses 0.104λ
rms-error like the polychromatic model does. The nrmse seems to increase relative to
the amount of spectral artifacts present in the image for this scene.
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(a) RER (b) H Overshoot
(c) Noise Gain (d) SNRR
Figure 4.63: Metric values versus metric error for the vnir COMPASS scene
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(a) GIQE (b) Strehl
(c) StrehlR (d) nrmse for polychromatic and gray-world mod-
els
Figure 4.64: Metric values versus metric error for the vnir COMPASS scene
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error Polychromatic Gray-World
0.000 0.1001 0.0922
0.010 0.1000 0.0884
0.021 0.1002 0.0885
0.031 0.1001 0.0887
0.042 0.1003 0.0889
0.052 0.0999 0.0888
0.063 0.1003 0.0895
0.073 0.1005 0.0896
0.083 0.1008 0.0899
0.094 0.1013 0.0904
0.104 0.1027 0.0912
0.115 0.1048 0.0919
0.125 0.1073 0.0925
0.135 0.1117 0.0935
0.146 0.1159 0.0950
0.156 0.1274 0.0973
0.167 0.1314 0.0981
Table 4.11: nrmse for the vnir COMPASS scene with amounts of phase error from zero
to 0.167λ rms-error for the polychromatic and gray-world models. The nrmse values
were calculated with images restored using the Wiener filter with a constant PSR.
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.000 0.662 1.076 14.044 425.633 52.691 3.826 1.000 1.000 41.8
0.010 0.661 1.076 14.017 426.141 52.737 3.824 1.0∗ 0.999 41.8
0.021 0.659 1.076 14.029 426.991 52.585 3.821 1.00∗ 1.166 41.8
0.031 0.657 1.076 14.049 427.241 52.363 3.817 0.984 1.165 41.8
0.042 0.654 1.076 14.076 425.463 51.783 3.810 0.959 1.164 41.8
0.052 0.650 1.075 14.111 424.200 52.486 3.804 0.927 1.163 41.8
0.063 0.646 1.075 14.153 423.834 50.966 3.792 0.890 1.161 41.8
0.073 0.640 1.075 14.202 426.387 52.214 3.784 0.847 1.159 41.8
0.083 0.634 1.075 14.257 426.340 52.003 3.773 0.815 1.156 41.8
0.094 0.628 1.074 14.320 425.480 51.553 3.759 0.779 1.152 41.8
0.104 0.621 1.074 14.389 425.781 50.408 3.744 0.739 1.148 41.8
0.115 0.614 1.073 14.466 425.612 50.355 3.730 0.695 1.141 41.8
0.125 0.607 1.072 14.549 426.113 50.589 3.715 0.649 1.133 41.8
0.135 0.600 1.071 14.623 425.357 50.379 3.700 0.601 1.125 41.8
0.146 0.592 1.070 14.670 426.773 49.905 3.684 0.552 1.115 41.8
0.156 0.618 1.074 20.664 424.799 35.589 3.636 0.503 1.170 41.8
0.167 0.610 1.073 20.748 426.242 35.325 3.619 0.455 1.163 41.8
Table 4.12: Metrics for the vnir COMPASS scene with amounts of phase error from
zero to 0.167λ rms-error. ∗ - The Strehl ratio is above 1.0, this is an impossible number
by the definition of the ratio. The reason for the discrepancy is believed to arise from
sampling error.
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Figure 4.65 shows the vnir COMPASS scene with 0.000λ rms-error. The most no-
table difference is in the highlighted region, this region is magnified in Figure 4.66.
In the polychromatic model, the houses/plots of land are not resolvable, they all just
blur together. In the gray-world model the separate plots are still resolvable. When
the amount of error is increased to 0.125λ rms-error, the banding most characteristic of
spectrally induced artifacts is visible both in the field and the high variance regions that
consist of houses and trees shown in Figure 4.67, the known PSR restoration contains
approximately the same amount of artifacts as seen in the constant PSR restoration.
When comparing the gray-world restorations for the two restoration filters (constant
and known PSR), the image qualities look to be about equal for the 0.000λ case. At
0.156λ rms-error the spectral artifacts increase enough to cause difficulty with image
interpretation as shown in Figure 4.68. The known PSR restoration contains a larger
amount of spectral artifacts than what is apparent in the constant PSR restoration for
this amount of phase error with this particular scene. As this example shows, a larger
passband causes spectral artifacts to appear when lower amounts of phase error (zero)
are introduced in the pupil function.
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1001
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.0966
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0922
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0838
Figure 4.65: For the vnir COMPASS scene, spectral artifacts start to become apparent
at 0.000λ rms-error (unaberrated); SNR: 425
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1001
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.0966
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0922
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0838
Figure 4.66: Magnified region of the vnir COMPASS scene, spectral artifacts start to
become apparent at 0.000λ rms-error (unaberrated); SNR: 425
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1073
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1061
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0925
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0871
Figure 4.67: For the vnir COMPASS scene, spectral artifacts start to effect inter-
pretability at 0.125λ rms-error; SNR: 425
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.1274
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.1475
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.0973
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.0898
Figure 4.68: For the vnir COMPASS scene, spectral artifacts destroy image quality at
0.156λ rms-error; SNR: 425
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4.4.6 Vnir DIRSIG scene
The introduction and behavior of spectrally induced artifacts in the visible passband
have been shown to be dependent on the scene used. The comparison of the vnir
DIRSIG and COMPASS scenes will help to find if this is true for the vnir passband.
The vnir DIRSIG scene is degraded with the same amounts and increments of phase
error as the other scenes to determine how well the spectral artifacts of the scenes
correlate, especially the the vnir passband scenes. This will also see if the behavior of
the spectral artifacts are similar for the same scene with different passbands. Figure
4.69 shows the set of images as the error increases from zero to 0.168λ rms-error for
the vnir DIRSIG scene for the polychromatic model. Figure 4.70 shows the same set of
images for the gray-world model, and Figures 4.71 and 4.72 show magnified regions of
the two models. Spectral artifacts are evident at 0.000λ rms-error as well, this was the
initial error level where spectral artifacts were found in the vnir COMPASS scene. The
polychromatic model is compared to the gray-world model to highlight the difference in
Figure 4.75. The rippling is first evident at 0.094λ rms-error, and at 0.147λ rms-error
the image interpretability is hindered from the amount of spectral artifacts present.
The full images of these examples, as well as the gray-world model comparisons can
be seen in Figures 4.77 and 4.79 respectively. Similar to the vnir COMPASS scene,
the image quality does not change a lot as the phase error increases from 0.000-0.084λ
rms-error. The range is a little smaller than the vnir COMPASS scene.
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.69: Degradation progression from zero to 0.16λ rms-error for the vnir DIRSIG
scene created by changing the magnitude, not the distribution of phase errors for the
polychromatic model; SNR: 445. The highlighted region outlined by the white box in
the object image is the area of magnification shown in Figures 4.71 and 4.72.
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.70: Degradation progression from zero to 0.16λ rms-error for the vnir DIRSIG
scene created by changing the magnitude, not the distribution of phase errors for the
gray-world model; SNR: 445
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.71: Degradation progression from zero to 0.16λ rms-error for a magnified re-
gion of the vnir DIRSIG scene created by changing the magnitude, not the distribution
of phase errors for the polychromatic model; SNR: 445
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(a) Object (b) Unaberrated (c) 0.01λ rms-error (d) 0.02λ rms-error
(e) 0.03λ rms-error (f) 0.04λ rms-error (g) 0.05λ rms-error (h) 0.06λ rms-error
(i) 0.07λ rms-error (j) 0.08λ rms-error (k) 0.09λ rms-error (l) 0.10λ rms-error
(m) 0.11λ rms-error (n) 0.12λ rms-error (o) 0.13λ rms-error (p) 0.14λ rms-error
(q) 0.15λ rms-error (r) 0.16λ rms-error
Figure 4.72: Degradation progression from zero to 0.16λ rms-error for a magnified re-
gion of the vnir DIRSIG scene created by changing the magnitude, not the distribution
of phase errors for the gray-world model; SNR: 445
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The nrmse values for the images in Figures 4.69 and 4.70 are shown in Table 4.13 and
Figure 4.74(d). The nrmse values stay fairly constant until 0.073λ rms-error, it then
noticeably increases by small increments until 0.115λ rms-error when it starts increas-
ing by a faster rate. The gray-world models nrmse does not show any shift in its rate
of increase, the introduction of spectral artifacts correspond to a sudden increase in
the rate of increase for the nrmse. This is very similar to the behavior of the vnir
COMPASS scene. This corresponds to the visual analysis of the image quality. The
other metrics are shown in Table 4.14 and Figures 4.74 and 4.73, none of them show
any discrepancies or change their rates of descent noticeably when large amounts of
spectral artifacts start to become apparent.
error Polychromatic Gray-World
0.000 0.2576 0.2372
0.010 0.2576 0.2372
0.021 0.2578 0.2373
0.031 0.2577 0.2376
0.042 0.2577 0.2378
0.052 0.2577 0.2379
0.063 0.2579 0.2384
0.073 0.2582 0.2388
0.084 0.2590 0.2394
0.094 0.2601 0.2400
0.105 0.2622 0.2407
0.115 0.2653 0.2415
0.126 0.2706 0.2423
0.136 0.2800 0.2435
0.147 0.2922 0.2448
0.157 0.2996 0.2461
0.168 0.3077 0.2473
Table 4.13: nrmse for the vnir DIRSIG scene with amounts of phase error from zero
to 0.168λ rms-error for the polychromatic and gray-world models.
CHAPTER 4. APPROACH AND RESULTS 155
(a) RER (b) H Overshoot
(c) Noise Gain (d) SNRR
Figure 4.73: Metric values versus metric error for the vnir DIRSIG scene
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(a) GIQE (b) Strehl
(c) StrehlR (d) nrmse for polychromatic and gray-world mod-
els
Figure 4.74: Metric values versus metric error for the vnir DIRSIG scene
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.000 0.692 1.077 20.582 445.537 36.851 3.779 1.000 1.000 41.8
0.010 0.691 1.077 20.570 445.915 36.779 3.778 1.000 1.000 41.8
0.021 0.690 1.077 20.591 445.938 36.755 3.775 0.989 1.000 41.8
0.031 0.687 1.077 20.626 446.368 36.736 3.770 0.971 0.999 41.8
0.042 0.684 1.077 20.674 444.881 36.322 3.762 0.946 0.999 41.8
0.052 0.680 1.077 20.734 445.744 36.525 3.755 0.915 0.998 41.8
0.063 0.675 1.077 20.804 445.400 36.353 3.744 0.878 0.997 41.8
0.073 0.669 1.076 20.882 446.295 36.409 3.734 0.836 0.996 41.8
0.084 0.663 1.076 20.964 445.761 35.945 3.719 0.804 0.994 41.8
0.094 0.656 1.076 21.050 444.722 35.576 3.704 0.768 0.992 41.8
0.105 0.649 1.076 21.135 445.125 35.536 3.690 0.728 0.990 41.8
0.115 0.642 1.076 21.220 445.360 35.659 3.676 0.684 0.986 41.8
0.126 0.635 1.075 21.304 446.594 35.620 3.661 0.638 0.982 41.8
0.136 0.627 1.074 21.382 445.421 35.507 3.646 0.591 0.977 41.8
0.147 0.619 1.073 21.422 445.761 35.129 3.627 0.543 0.972 41.8
0.157 0.610 1.072 21.422 445.594 35.347 3.612 0.494 0.966 41.8
0.168 0.601 1.071 21.401 445.790 35.211 3.593 0.447 0.960 41.8
Table 4.14: Metrics for the vnir DIRSIG scene with amounts of phase error from zero
to 0.168λ rms-error.
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The spectral artifacts are initially apparent when there is 0.000λ rms-error, Figure 4.75
highlights two of the differences, the highlighted region is magnified in Figure 4.76,
there is some banding in the polychromatic models not seen in the gray-world models.
There is also a large shift in contrast of the image. The image quality of the known
PSR restored image is similar to the constant PSR restored image, the nrmse values
correspond to this. When the phase error increases to 0.094λ rms-error, Figure 4.77
shows how the banding becomes slightly more apparent in the image. A magnified
area of one of the highlighted regions is shown in Figure 4.78. The highlighted regions
show new banding that is not evident in the 0.000λ rms-error scenario. The nrmse
difference between the two restoration methods increases, but is still small, for the mod-
erate amount (0.094λ rms-error) of phase error. Visually, there is not a large difference
for the scenario described. The image quality starts to have interpretability difficulties
when the phase error is increased to 0.147λ rms-error, this is shown in Figure 4.79, here
the nrmse values diverge between the two models. The known PSR restored image is
visually worse than the constant PSR because of the large amount of spectral artifacts
present even though it is a better restoration. The behavior of the two vnir images is
very similar in behavior, this is promising for predicting the behavior of scenes with a
visible/near infra-red passband if they all act in a similar manner.
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2576
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.2554
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2372
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.2323
Figure 4.75: For the vnir DIRSIG scene, spectral artifacts start to become apparent at
0.000λ rms-error (unaberrated); SNR: 445
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2576
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.2554
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2372
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.2323
Figure 4.76: Magnified region of the vnir DIRSIG scene, spectral artifacts start to
become apparent at 0.000λ rms-error (unaberrated); SNR: 445
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2601
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.2583
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2400
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.2347
Figure 4.77: For the vnir DIRSIG scene, spectral artifacts start to effect image inter-
pretability at 0.094λ rms-error; SNR: 445
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2601
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.2583
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2400
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.2347
Figure 4.78: Magnified region of the vnir DIRSIG scene, spectral artifacts start to effect
image interpretability at 0.094λ rms-error; SNR: 445
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(a) Polychromatic model restored with constant
PSR filter implementation; nrmse: 0.2922
(b) Polychromatic model restored with known
PSR filter implementation; nrmse: 0.3154
(c) Gray-world model restored with constant PSR
filter implementation; nrmse: 0.2448
(d) Gray-world model restored with known PSR
filter implementation; nrmse: 0.2384
Figure 4.79: For the vnir DIRSIG scene, spectral artifacts start to destroy image inter-
pretability at 0.147λ rms-error; SNR: 445
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Unaberrated vnir DIRSIG scene with no additive noise
The previous examples all have realistic amounts of noise that coordinate with the in-
tegration times. Figure 4.80 shows an example of an unaberrated scene restored with
a constant PSR for the visible and vnir DIRSIG scenes. There is one caveat, there
is no noise introduced. This shows that for an unaberrated scenario, the visible pass-
band shows small amounts of spectral artifacts which are most noticeable around high
contrast areas. However, when the vnir DIRSIG scene is observed in Figures 4.80(c)
and 4.80(d), there is a larger amount of spectrally induced artifacts. They are most
notable at the human made/vegetation interfaces. The high variance tree canopies are
also blurred in the polychromatic model which is not seen in the gray-world model for
the vnir DIRSIG scene. The spectral artifacts are most apparent in the vnir region
between human made and vegetation materials, this creates a high contrast region be-
tween the two types of materials. The reflectance of vegetation increases drastically in
the infra-red region while human made materials usually do not exhibit this property
as shown in Figure 4.81. The human made material shows a high reflectance in the
visible portion of the spectrum and decreases in the infra-red portion. The vegetation
has a lower reflectance in the visible portion of the spectrum than the human made
material, then at 0.7µm the reflectance increases dramatically and is much larger than
the reflectance of the human made material.
4.4.7 Testing the nrmsev
This will test how the nrmsev described in section 3.8.2 behaves when compared to
the nrmse. The nrmsev uses a restored non-noisy image as the object, not the orig-
inal scene. This might give a better description of the image quality with reference
to perception. The comparison of the nrmsev to the nrmse for the visible DIRSIG
scene is shown in Figure 4.82. This new metric shows a steeper increase in error as the
λ rms-error increases beyond 0.10λ rms-error, than the original nrmse. Both metrics
plateau at 0.22λ rms-error. The nrmsev also has a lower error than the nrmse which
is expected because the “object” is now a restored image instead of the regular scene.
The errors for the gray-world model are mostly characterized by a bias between the
nrmse and nrmsev, however, the error for the nrmsev increases by a slightly steeper
slope than the nrmse.
The nrmsev for the vnir DIRSIG passband is shown in Figure 4.83 along with the
nrmse. An interesting effect from using the nrmsev is that both the visible and vnir
scenes have the same nrmsev for the unaberrated scenario. However, the values are
different for the polychromatic and gray-world models. More research can be done on
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(a) Color Object (b) Grayscale object from the visible pass-
band
(c) Polychromatic model with the vnir
passband
(d) Gray-world model with the vnir pass-
band
(e) Polychromatic model with the visible
passband
(f) Gray-world model with the visible pass-
band
Figure 4.80: The DIRSIG scenes are degraded by unaberrated pupil functions and
without the addition of noise, they are restored using a Wiener filter with a constant
PSR.
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(a) Human made material object spectrum (b) Vegetation object spectrum
Figure 4.81: Spectral curves for a human made material and a selection of vegetation
in the vnir DIRSIG scene.
other scenes to find if this is scene specific, or if it is a property of the metric. When
looking at the polychromatic model, the rate of increasing error is much greater for the
nrmsev than the nrmse. This shows promise because the effect on image quality from
spectral artifacts are much greater for the vnir passband than the visible passband.
From this initial experiment, it looks as if the nrmsev might give better insight into
how the image quality is affected by spectrally induced artifacts.
Discussion for Finding the Threshold of Spectral Artifacts
The results for this section show that there is no specific threshold for the phase error
nor a metric for visible scenes that predict when spectral artifacts become apparent
in the image. It could be argued that sparse-aperture systems innately have spectral
artifacts apparent for the vnir passband. Both vnir scenes showed visible amounts of
spectral artifacts with 0.000λ rms-error, the amount of phase error needed to amplify
the spectral artifacts after the initial introduction is different for both vnir scenes.
Most of the data sets in their corresponding passbands (visible and vnir) behave simi-
larly except for the visible COMPASS scene. The Terrapix and visible DIRSIG scene
behave similarly in the manner of how they exhibit spectral artifacts. Initially they
show a reduced contrast compared to the gray-world model, then they start to show a
banding (rippling) in the scenes that gets progressively worse as the amount of phase
error increases. The spectral artifacts present in the visible COMPASS scene only
shows the lowering of contrast compared to the gray-world scene, and this is after more
phase error is introduced than either of the other two visible scenes. The reason why
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(a) The nrmse and nrmse variation errors
for the polychromatic model
(b) The nrmse and nrmse variation errors
for the gray-world model
Figure 4.82: The error values of the nrmse and nrmse variation for the visible DIRSIG
scene.
(a) The nrmse and nrmse variation errors
for the polychromatic model
(b) The nrmse and nrmse variation errors
for the gray-world model
Figure 4.83: The error values of the nrmse and nrmse variation for the vnir DIRSIG
scene.
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the visible COMPASS scene has fewer spectral artifacts present than the other two
scenes is because of the reduction in spectral contrast due to hazy conditions during
collection for the data set. This results in a larger upwelled radiance term which the
Terrapix and DIRSIG scenes do not have included. The discrepancy with the spectral
artifacts for the visible COMPASS scene are not prevalent with the vnir COMPASS
scene. The spectral artifacts exhibited by the vnir COMPASS scene correspond well
with those seen in the vnir DIRSIG scene. This means the spectral contrast is high
enough that the haze does not effect it to a large amount for the vnir passband.
Initially there do not seem to be trends in the metrics which would explain the intro-
duction or magnitude of spectral artifacts, however, there are some interesting results
when specific metric values are viewed for the different scenes. The results for when sig-
nificant amounts of spectral artifacts are introduced show a correlation in some metrics
between the different scenes. These metrics are shown in the following tables: Table
4.15 shows the metrics for all scenes when spectral artifacts were first noticeable, Table
4.16 shows the metrics for the scenes when it was determined that the spectral artifacts
became fairly evident, usually when banding became noticeable, and Table 4.17 shows
the metrics for the vnir scenes when the image quality becomes so bad due to spectral
artifacts that the image interpretability is deemed to be negatively impacted. One set
of metrics that show a trend are the RER, restored SNR, and restored Strehl ratio.
These three are very close in value for the visible DIRSIG and Terrapix scenes. Both
of these scenes react similarly to the introduction of spectral artifacts in the image,
and these metrics are different than the ones shown for the visible COMPASS scene
which exhibits the spectral artifacts in a different manner. To show that the impor-
tance of these metrics extend beyond the visible region, a different set of metric values
are similar for the two vnir images as well. The metric values are similar beyond the
initial introduction of spectral artifacts as shown in Table 4.16 which is when banding
begins to become evident, and Table 4.17 when the spectral artifacts begin to impact
image interpretability. When comparing the vis COMPASS and vis DIRSIG images,
the only metric that shows a similar value is the GIQE which has been shown to be
of questionable value for sparse-aperture systems. The GIQE shows a high correlation
in the image qualities for the vnir images as well. This initial study shows that there
are some metrics that can be compared for most scenes and correspond to the visual
analysis of spectral artifacts and its impact on the image quality. This is only shown
for a single distribution of phase errors, further work needs to be done to determine if
these metric values work for different scenes and distributions of phase error.
There also seems to be a trend evident in the metrics which do not correspond to
the introduction of spectrally induced artifacts. The Strehl ratio decreases to 0.4 when
the λ rms-error increases to approximately 0.16λ rms-error for every scene, this should
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happen because the Strehl ratio is based upon the aberrated PSF and each of the scenes
uses the same parameters (other than the spectral channels) to create the aberrated
PSFs. This means the Strehl ratio is scene independent. However, the GIQE seems
to decrease by 0.2δ NIIRS when the Strehl ratio decreases to 0.4. The reason for this
is not obvious because the Strehl ratio and GIQE are not directly related. It is quite
peculiar that this relationship exists because each of the five scenes shows this, however,
the metrics which are used as the parameters for the GIQE can be quite different for
the different scenes. At this juncture, it cannot be determined if it is a coincidence
that the numbers coordinate this way, or that the metrics will always interact in the
same way for the GIQE for a pupil function that has up to 0.16λ rms-error introduced
into it. After 0.16λ rms-error, the GIQE values do not correlate between the different
scenes.
Phase
Scene error RER Hos NG SNR SNRR Strehl StrehlR nrmse
Terrapix 0.120 0.821 1.045 19.54 270 23.32 0.594 0.970 0.094
vis COMPASS 0.160 0.624 1.037 8.79 334 65.25 0.442 0.831 0.102
vis DIRSIG 0.131 0.760 1.057 18.53 306 27.62 0.569 0.962 0.197
vnir COMPASS 0.010 0.661 1.076 14.02 426 52.74 1.0∗ 0.999 0.100
vnir DIRSIG 0.010 0.691 1.077 20.57 446 36.78 1.000 1.000 0.258
Table 4.15: Metrics for the threshold of when spectral artifacts become evident in the
image, the phase error is in λ rms-error. ∗ - The Strehl ratio is above 1.0, this is an
impossible number by the definition of the ratio. The reason for the discrepancy is
believed to arise from sampling error.
Phase
Scene error RER Hos NG SNR SNRR Strehl StrehlR nrmse
Terrapix 0.160 0.794 1.045 20.48 271 22.19 0.429 0.935 0.107
vis COMPASS 0.251 0.425 0.910 8.31 335 69.21 0.213 0.665 0.132
vis DIRSIG 0.222 0.711 1.045 28.07 305 18.22 0.248 0.912 0.227
vnir COMPASS 0.125 0.607 1.072 14.55 426 50.59 0.649 1.133 0.107
vnir DIRSIG 0.094 0.656 1.076 21.05 445 35.58 0.768 0.992 0.260
Table 4.16: Metrics for the threshold of when spectral artifacts become easily noticeable
in the image, the phase error is in λ rms-error.
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Phase
Scene error RER Hos NG SNR SNRR Strehl StrehlR nrmse
vnir COMPASS 0.156 0.618 1.074 20.66 425 35.59 0.503 1.170 0.127
vnir DIRSIG 0.147 0.619 1.073 21.42 446 35.13 0.543 0.972 0.292
Table 4.17: Metrics for the threshold of when spectral artifacts degrade the inter-
pretability of the image, the phase error is in λ rms-error.
CHAPTER 4. APPROACH AND RESULTS 171
4.5 Approach: Comparison of Restored Panchromatic and
Multispectral Imagery
For highly aberrated sparse-aperture systems, images restored using an OTF containing
the true phase error can still exhibit spectral artifacts [Introne, 2005], [Block, 2005] as
shown in the previous section. Section 3.6.3 explained how the larger the passband
of interest, the worse the spectral artifacts will become, it makes sense that as the
passband decreases, the effect of the spectral artifacts will decrease as well. This
has the potential to increase the restored image quality when each band is restored
independently. Each of the channels recorded by the multispectral system is restored
using the center channel OTF of the channels passband. This is different than the
restorations of the panchromatic image that use the gray-world OTF. The discrepancy
between using the gray-world and center channel OTFs on image quality should be
reduced as the passband becomes smaller because the range of OTFs averaged together
decreases. This section will determine how many bands are needed to reduce the
spectral artifacts for moderate to high amounts of spectral artifacts for both the vis
and vnir regions as defined by Table 4.2. Initially it might be thought that as more
bands are recorded, the restored image quality would get better. This is not necessarily
the case because the integration time per band is reduced by the number of bands in
the multispectral image, thus, the SNR for each channel decreases as more bands are
recorded. A worse restoration is possible for each band because of the lower SNR.
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4.6 Results: Using Multispectral Image Capture to Re-
duce the Spectral Artifacts
It has been shown that as the amount of phase error introduced into a pupil function
increases, it has the corresponding effect of proliferating the spectral artifacts in the
image. This effect is compounded for a system with a larger passband. The spectral
artifacts are an effect of restoring a large passband with a single OTF that incorrectly
amplifies the highly attenuated frequencies; if smaller passbands are used for restora-
tions, the incorrectly amplifications will not be as large. As a proof of concept, an
example of this is shown in Figure 4.84 where the integration time is large and each
band is integrated by the same amount of time. This example is shown to highlight
the effect as more bands are captured and restored without the effect of decreasing the
SNR. Figure 4.84 shows that the image quality increases dramatically when the number
of bands increases from one to three, but does not increase by a large amount when the
number of bands captured increases beyond three. The channel passband boundaries
are calculated by dividing the number of bands in the radiance cube by the number
of bands in the multispectral image. If there are any extra bands (not evenly divisible
radiance cube), then an extra band is included into the first channel, then second, until
there are no extra bands. The highlighted region shows that there are some locations
that are noticeably higher quality when restoring with a larger number of bands, but
overall, the difference image wide is not very large. The effect of capturing a multi-
spectral image with realistic integration times, reducing Tint by the number of bands
recorded, will have the effect of lowering the SNR as more bands are captured. This
reduction in SNR will reduce the image quality.
4.6.1 Terrapix Scene
Only a three band multispectral restoration is calculated for the Terrapix scene because
it is only a three band image. The Terrapix scene with 0.10λ rms-error does not show
much aberration as seen in Figure 4.85(a). The polychromatic model visually looks
to be of similar quality to the gray-world model. The multispectrally restored image
looks very similar visually to the polychromatic model even though the nrmse values
are quite different. The decrease in the SNR is noticeable, but not detrimental to the
image quality.
When the phase error increases to 0.17λ rms-error in Figure 4.86, the degradation due
to the structure of the OTF becomes apparent. Both the gray-world and polychromatic
models show similar structure across the image. The polychromatic model also shows
some spectral artifacts not seen in the gray-world model. The 3 band multispectrally
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restored image shows the same structure seen in the gray-world model and the noise is
very evident. The spectral artifacts present in the polychromatic model are not appar-
ent in the multispectral model.
The polychromatic model in Figure 4.87 shows an increase in spectral artifacts as
the phase error increases to 0.25λ rms-error, there is some structure in the gray-world
model that is also evident in the multispectral model. The amount of noise in the
multispectral model looks about equivalent to the amount when the error was 0.17λ
rms-error in Figure 4.86. The spectral artifacts are not visible. The initial results look
as if the multispectral model will reduce the effect of the spectral artifacts at the re-
duction of the SNR, for scenes with moderate to high amounts of spectral artifacts.
4.6.2 Visible COMPASS and DIRSIG Scene
The visible COMPASS scene shows small amounts of spectral artifacts when moderate
to high amounts of phase error are used as described in the previous sections. They
will be shown again to display the effect on the multispectral models image quality
as the phase error increases. There is not a large effect on the image quality of the
polychromatic model as the phase error increases from zero to 0.10 λ rms-error, so
the unaberrated scenario will not be presented, but the 0.10λ rms-error scene is shown
in Figure 4.88. The polychromatic and gray-world models are not visually different,
so there are no spectral artifacts present. This means the multispectral model is not
needed because there is no reduction of spectral artifacts needed, however, the three
and four band multispectral images look very similar to the polychromatic model ex-
cept noisier. The amount of noise does decrease the image quality overall because there
is no increase in image quality from decreasing the spectral artifacts.
When the phase error increases to 0.17λ rms-error, the image quality degrades for
the polychromatic model, however, most of the degradation is due to the spatial not
spectral structure of the OTF because there is not a large difference between the poly-
chromatic and gray-world models. There are some spectral artifacts present, however,
they are not present in the multispectral model. The higher amount of noise combined
with the spatial degradation creates a scenario where the multispectral model has worse
image quality than the panchromatic model because there is a small decrease in spec-
tral artifacts but a large increase in noise. It is even worse for the four band restoration
because there is even more noise from the lower SNR.
The multispectral model is most useful when larger amounts of spectral artifacts are
present. When the phase error is increased to 0.25λ rms-error in Figure 4.90 for the
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visible COMPASS scene, the polychromatic model starts to show some spectral arti-
facts in the field. These spectral artifacts are not evident in the multispectral model,
however, its SNR is a lower than the polychromatic model. The overall image quality
shows that the multispectral model is sharper and the spectral artifacts apparent in
the field are not noticeable, but the image is quite noisy. The interpretability of the
three band multispectral model seems to be better than the panchromatic. The extra
band in the four band multispectral model does not seem to decrease the amount of
artifacts any further, making its image quality worse than the three band multispectral
model because of the lower SNR.
CHAPTER 4. APPROACH AND RESULTS 175
Figure 4.84: A vnir DIRSIG scene, different location than previously used, multispec-
trally restored for different numbers of recorded bands with a 0.26λ rms-error. Note:
The 0.26λ rms-error in this example is a different distribution than used elsewhere
in this research. This is created using a long exposure time, so there are no SNR
constraints (not a realistic scenario).
CHAPTER 4. APPROACH AND RESULTS 176
(a) Polychromatic constant PSR restoration of
Terrapix scene with 0.10λ rms-error; SNR: 270,
nrmse: 0.0951
(b) Polychromatic known PSR restoration of Ter-
rapix scene with 0.10λ rms-error; SNR: 270,
nrmse: 0.0726
(c) Multispectral polychromatic restoration of Ter-
rapix scene with 0.10λ rms-error; SNR: 139,
nrmse: 0.6738
(d) Gray-world restoration of Terrapix scene with
0.10λ rms-error; SNR: 270, nrmse: 0.0939
Figure 4.85: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.10λ rms-error.
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(a) Polychromatic constant PSR restoration of
Terrapix scene with 0.17λ rms-error; SNR: 270,
nrmse: 0.1086
(b) Polychromatic known PSR restoration of Ter-
rapix scene with 0.17λ rms-error; SNR: 270,
nrmse: 0.0921
(c) Multispectral polychromatic restoration of Ter-
rapix scene with 0.17λ rms-error; SNR: 139,
nrmse: 0.6715
(d) Gray-world restoration of Terrapix scene with
0.17λ rms-error; SNR: 270, nrmse: 0.1011
Figure 4.86: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.17λ rms-error.
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(a) Polychromatic constant PSR restoration of
Terrapix scene with 0.25λ rms-error; SNR: 270,
nrmse: 0.1201
(b) Polychromatic known PSR restoration of Ter-
rapix scene with 0.25λ rms-error; SNR: 270,
nrmse: 0.1130
(c) Multispectral polychromatic restoration of Ter-
rapix scene with 0.25λ rms-error; SNR: 139,
nrmse: 0.6716
(d) Gray-world restoration of Terrapix scene with
0.25λ rms-error; SNR: 270, nrmse: 0.1010
Figure 4.87: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.25λ rms-error.
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(a) Polychromatic constant PSR restoration of vis
COMPASS scene with 0.10λ rms-error; SNR: 333,
nrmse: 0.0935
(b) Gray-world restoration of vis COMPASS scene
with 0.10λ rms-error; SNR: 333, nrmse: 0.0914
(c) Multispectral 3 band polychromatic restoration
of vis COMPASS scene with 0.10λ rms-error; SNR:
179, nrmse: 0.6717
(d) Multispectral 4 band polychromatic restora-
tion of vis COMPASS scene with 0.10λ rms-error;
SNR: 146, nrmse: 0.7536
Figure 4.88: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.10λ rms-error.
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(a) Polychromatic constant PSR restoration of vis
COMPASS scene with 0.17λ rms-error; SNR: 333,
nrmse: 0.1039
(b) Gray-world restoration of vis COMPASS scene
with 0.17λ rms-error; SNR: 333, nrmse: 0.1029
(c) Multispectral 3 band polychromatic restoration
of vis COMPASS scene with 0.17λ rms-error; SNR:
179, nrmse: 0.6730
(d) Multispectral 4 band polychromatic restora-
tion of vis COMPASS scene with 0.17λ rms-error;
SNR: 146, nrmse: 0.7546
Figure 4.89: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.17λ rms-error.
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(a) Polychromatic constant PSR restoration of vis
COMPASS scene with 0.25λ rms-error; SNR: 333,
nrmse: 0.1248
(b) Gray-world restoration of vis COMPASS scene
with 0.25λ rms-error; SNR: 333, nrmse: 0.1194
(c) Multispectral 3 band polychromatic restoration
of vis COMPASS scene with 0.25λ rms-error; SNR:
179, nrmse: 0.6745
(d) Multispectral 4 band polychromatic restora-
tion of vis COMPASS scene with 0.25λ rms-error:
SNR: 146, nrmse: 0.7555
Figure 4.90: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.25λ rms-error.
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The effect of the multispectral model on the visible DIRSIG scene is the same as the
visible COMPASS scene as shown in Figure 4.91 for the 0.25λ rms-error scenario. The
polychromatic model shows moderate amounts of spectral artifacts in the high variance
areas. The trees and houses are more resolvable in the three band multispectral model,
making the multispectral models image quality better than the polychromatic despite
the added noise. The four band multispectral model is much noisier than the three
band and it does not result in an increase in image quality by further reducing the
spectral artifacts. The visible scenes image quality for highly aberrated systems are
increased using the three band multispectral model for the scenes and parameters used.
4.6.3 Vnir COMPASS Scene
The multispectral model will help most in scenes that exhibit high amounts of spectral
artifacts such as a large passband (vnir) or high spectral contrast. The Terrapix scene
exhibited a large amount of spectral artifacts with a small passband because of its high
spectral contrast. The vnir COMPASS and DIRSIG scenes exhibit large amounts of
spectral artifacts because of the larger passband. A series of images showing the image
quality as the number of bands in the multispectral system increase for the vnir COM-
PASS scene with 0.25λ rms-error is shown in Figure 4.92
Figure 4.93 shows the unaberrated vnir COMPASS scene. The contrast for the gray-
world model is better than the polychromatic model. The image quality for the three
band multispectral model is better than the polychromatic model, but worse (noisier)
than the gray-world model. This statement is most easily observed in the highlighted
region where the three band multispectral image can resolve more of the image than the
polychromatic model, but less than the gray-world model. The four band restoration
decreases the image quality, it is worse than the three band restoration, it is about
as good as the polychromatic model. Figure 4.94 shows that the effect on the image
quality for a phase error of 0.10λ rms-error using the multispectral system is slightly
worse than the unaberrated scenario. This reduction in image quality is minor, the two
could almost be considered to have the same image quality, the nrmse agrees with this
observation. Section 4.4 also showed little difference when increasing the phase error
between 0.00-0.10λ rms-error.
When the phase error is increased to 0.17λ rms-error, the spectral artifacts become very
apparent as shown in Figure 4.95. The three band multispectral restoration does not
exhibit spectral artifacts, but is very noisy. The three band multispectral model has
better image quality than the polychromatic model, but is worse than the gray-world
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(a) Polychromatic constant PSR restoration of vis
DIRSIG scene with 0.25λ rms-error; SNR: 306,
nrmse: 0.2172
(b) Gray-world restoration of vis DIRSIG scene
with 0.25λ rms-error; SNR: 306, nrmse: 0.2050
(c) Multispectral 3 band polychromatic restoration
of vis DIRSIG scene with 0.25λ rms-error; SNR:
161, nrmse: 0.6859
(d) Multispectral 4 band polychromatic restora-
tion of vis DIRSIG scene with 0.25λ rms-error;
SNR: 130, nrmse: 0.7630
Figure 4.91: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.25λ rms-error.
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(a) Panchromatic; SNR:
306, nrmse: 0.1576
(b) 3 band; SNR: 161,
nrmse: 0.6758
(c) 4 band; SNR: 130,
nrmse: 0.7583
(d) 5 band; SNR: 108,
nrmse: 0.8044
(e) 6 band; SNR: 91,
nrmse: 0.8366
(f) 7 band; SNR: 78,
nrmse: 0.8600
(g) 8 band; SNR: 67,
nrmse: 0.8776
(h) 9 band; SNR: 59,
nrmse: 0.8912
(i) 10 band; SNR: 52,
nrmse: 0.9020
(j) Object
Figure 4.92: Demonstrating the decrease in SNR as multiple bands are captured for
multispectral restoration for a pupil function with 0.25λ rms-error for the vnir COM-
PASS scene.
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(a) Unaberrated polychromatic constant PSR
restoration of vnir COMPASS scene; SNR: 426,
nrmse: 0.1002
(b) Unaberrated gray-world restoration of vnir
COMPASS scene; SNR: 426, nrmse: 0.0923
(c) Unaberrated 3 band multispectral polychro-
matic restoration of vnir COMPASS scene; SNR:
233, nrmse: 0.6723
(d) Unaberrated 4 band multispectral polychro-
matic restoration of vnir COMPASS scene; SNR:
195, nrmse: 0.7557
Figure 4.93: Comparing the polychromatic model to the gray-world and multispectral
models for an unaberrated pupil function.
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(a) Polychromatic constant PSR restoration of
vnir COMPASS scene with 0.10λ rms-error; SNR:
426, nrmse: 0.1014
(b) Gray-world restoration of vnir COMPASS
scene with 0.10λ rms-error; SNR: 426, nrmse:
0.0921
(c) Multispectral 3 band polychromatic restora-
tion of vnir COMPASS scene with 0.10λ rms-error;
SNR: 233, nrmse: 0.6713
(d) Multispectral 4 band polychromatic restora-
tion of vnir COMPASS scene with 0.10λ rms-error;
SNR: 195, nrmse: 0.7552
Figure 4.94: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.10λ rms-error.
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model. The four band multispectral restoration results in better image quality than
the polychromatic model, but worse than the three band multispectral model because
the increase in noise offsets any increase in image quality due to a decrease in spectral
artifacts.
Figure 4.96 shows an interesting effect when the phase error is increased to 0.26λ
rms-error. The degradation and amount of spectral artifacts are so large that both
the gray-world and polychromatic models image quality is quite poor. The interesting
aspect is that both the three and four band multispectral model have better image
quality than the gray-world model. The four band multispectral model seems to have
the best image quality of the set. The decrease of spectral artifacts increases the image
quality more than the poor SNR reduces it for this scenario.
An interesting effect of the multispectral model is that nrmse is very poor when com-
pared to the polychromatic or gray-world models. The nrmse is sensitive to noise
because it calculates the absolute difference between the object and restored image.
Even though the visible image quality of the restored multispectral model is better
than the polychromatic model, the nrmse is much worse. There is a poor correlation
between the nrmse for the multispectral model and visual image quality. A different
metric needs to be found to accurately describe the image quality of a multispectral
system. The nrmsev was tested to find if it would correlate better with the visual image
quality, however, its performance was similar to the nrmse for the multispectral model.
4.6.4 Vnir DIRSIG scene
The vnir DIRSIG scene has a large passband and has been shown in the previous
experiment to exhibit a lot of spectral artifacts as the amount of phase error increases.
An example of what happens to the image quality as the number of bands used for image
capture and restoration increase, meaning the SNR decreases, is shown in Figure 4.97
with 0.25λ rms-error introduced.
CHAPTER 4. APPROACH AND RESULTS 188
(a) Polychromatic constant PSR restoration of
vnir COMPASS scene with 0.17λ rms-error; SNR:
426, nrmse: 0.1325
(b) Gray-world restoration of vnir COMPASS
scene with 0.17λ rms-error; SNR: 426, nrmse:
0.0987
(c) Multispectral 3 band polychromatic restora-
tion of vnir COMPASS scene with 0.17λ rms-error;
SNR: 233, nrmse: 0.6717
(d) Multispectral 4 band polychromatic restora-
tion of vnir COMPASS scene with 0.17λ rms-error;
SNR: 195, nrmse: 0.7554
Figure 4.95: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.17λ rms-error.
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(a) Polychromatic constant PSR restoration of
vnir COMPASS scene with 0.25λ rms-error; SNR:
426, nrmse: 0.1576
(b) Gray-world restoration of vnir COMPASS
scene with 0.25λ rms-error; SNR: 426, nrmse:
0.1417
(c) Multispectral 3 band polychromatic restora-
tion of vnir COMPASS scene with 0.25λ rms-error;
SNR: 233, nrmse: 0.6758
(d) Multispectral 4 band polychromatic restora-
tion of vnir COMPASS scene with 0.25λ rms-error;
SNR: 195, nrmse: 0.7583
Figure 4.96: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.25λ rms-error.
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(a) Panchromatic; SNR:
445, nrmse: 0.3368
(b) 3 band; SNR: 245,
nrmse: 0.6964
(c) 4 band; SNR: 205,
nrmse: 0.7709
(d) 5 band; SNR: 175,
nrmse: 0.8161
(e) 6 band; SNR: 152,
nrmse: 0.8460
(f) 7 band; SNR: 134,
nrmse: 0.8677
(g) 8 band; SNR: 118,
nrmse: 0.8841
(h) 9 band; SNR: 105,
nrmse: 0.8956
(i) 10 band; SNR: 95,
nrmse: 0.9053
(j) Object
Figure 4.97: Demonstrating the decrease in SNR as multiple bands are captured for
multispectral restoration for a pupil function with 0.25λ rms-error for the vnir DIRSIG
scene.
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When looking at the two vnir DIRSIG scenes that have zero and 0.10λ rms-error which
are shown in Figures 4.98 and 4.99, the polychromatic model begins to show spectral
artifacts. There is no noticeable change in the image quality for the multispectral
model as the error increases from zero to 0.10λ rms-error. Visually the image quality
of the polychromatic model changes slightly as more spectral artifacts are introduced,
however, the increased noise of the multispectral model at this level of error degrades
the image quality more than the spectral artifacts do in the polychromatic model. At
low levels of spectral artifacts, the polychromatic model seems to have better image
quality than the multispectral model.
The quality of the multispectral restoration for the 0.17λ rms-error starts to de-
grade as shown in Figure 4.100. Visually the gray-world model has slightly better
image quality than the multispectral model because of the SNR ratio. The multispec-
tral model has has much better image quality than the polychromatic model. The four
band restoration is very similar to the three band, there is not a noticeable reduction
of spectral artifacts when capturing four bands. Thus, the reduced SNR means a three
band restoration has better image quality than a four band restoration for a moderate
amount of spectral artifacts present.
Figure 4.101 shows that the panchromatic image has worse image quality than the
multispectral model. The gray-world model has better image quality than the multi-
spectral model. This is similar to the previous results shown. At high amounts of phase
error (0.25λ rms-error), the four band restoration results in better image quality than
the three band restoration for the vnir DIRSIG scene. This is most noticeable in the
highlighted region where some residual banding is evident in the three band restoration
but not the four band restoration.
4.6.5 Discussion of Multispectral Model
The multispectral model improves the image quality of a polychromatic model by de-
creasing the spectral artifacts. It is most useful for large passband scenes, although, it
did slightly increase the visual image quality for the visible passband scenes with high
amounts of phase error. The image quality of the Terrapix scene is the data set with
a visible passband that showed the most benefit when using the multispectral model.
This is because it has the highest spectral contrast of the visible scenes. The scenarios
where the multispectral model is most useful is for scenes with large passbands, high
spectral contrast, and high amounts of phase error (scenes with large amounts of spec-
trally induced artifacts).
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(a) Unaberrated polychromatic constant PSR
restoration of vnir DIRSIG scene; SNR: 445,
nrmse: 0.2577
(b) Unaberrated gray-world restoration of vnir
DIRSIG scene; SNR: 445, nrmse: 0.2373
(c) Unaberrated 3 band multispectral polychro-
matic restoration of vnir DIRSIG scene; SNR: 245,
nrmse: 0.6930
(d) Unaberrated 4 band multispectral polychro-
matic restoration of vnir DIRSIG scene; SNR: 205,
nrmse: 0.7690
Figure 4.98: Comparing the polychromatic model to the gray-world and multispectral
models for an unaberrated pupil function.
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(a) Polychromatic constant PSR restoration of
vnir DIRSIG scene with 0.10λ rms-error; SNR:
445, nrmse: 0.2588
(b) Gray-world restoration of vnir DIRSIG scene
with 0.10λ rms-error; SNR: 445, nrmse: 0.2416
(c) Multispectral 3 band polychromatic restoration
of vnir DIRSIG scene with 0.10λ rms-error; SNR:
245, nrmse: 0.6935
(d) Multispectral 4 band polychromatic restora-
tion of vnir DIRSIG scene with 0.10λ rms-error;
SNR: 205, nrmse: 0.7692
Figure 4.99: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.10λ rms-error.
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(a) Polychromatic constant PSR restoration of
vnir DIRSIG scene with 0.17λ rms-error; SNR:
445, nrmse: 0.3082
(b) Gray-world restoration of vnir DIRSIG scene
with 0.17λ rms-error; SNR: 445, nrmse: 0.2487
(c) Multispectral 3 band polychromatic restoration
of vnir DIRSIG scene with 0.17λ rms-error; SNR:
245, nrmse: 0.6953
(d) Multispectral 4 band polychromatic restora-
tion of vnir DIRSIG scene with 0.17λ rms-error;
SNR: 205, nrmse: 0.7702
Figure 4.100: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.18λ rms-error.
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(a) Polychromatic constant PSR restoration of
vnir DIRSIG scene with 0.25λ rms-error; SNR:
445, nrmse: 0.3368
(b) Gray-world restoration of vnir DIRSIG scene
with 0.25λ rms-error; SNR: 445, nrmse: 0.2561
(c) Multispectral 3 band polychromatic restoration
of vnir DIRSIG scene with 0.25λ rms-error; SNR:
245, nrmse: 0.6964
(d) Multispectral 4 band polychromatic restora-
tion of vnir DIRSIG scene with 0.25λ rms-error;
SNR: 205, nrmse: 0.7709
Figure 4.101: Comparing the polychromatic model to the gray-world and multispectral
models for a pupil function with 0.25λ rms-error.
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The metrics for each of the polychromatic (not multispectral) models scenes are re-
ported in sections 4.10 and 4.4. The only metrics used to describe the restored images
from the multispectral model are ones that can be calculated from the final image.
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4.7 Approach: Estimated Pupil Function
The creation of the estimated pupil function and OTF are described in section 3.3.2.
The average rms-error across the pupil is calculated by using the demeaned error in
equation 3.10. The retrieved phase error is expected to be within 0.1λ rms-error of
the true pupil function, however optimistic and pessimistic amounts of error are also
being researched, the set of scenarios that are being tested can be seen in Table 4.18.
The estimation parameter is calculated in equation 3.12. Table 4.18 shows that this
experiment has 9 permutations, and each permutation is run multiple times because of
the random nature of the method. This is an initial attempt to partially characterize
the image quality by using an estimated OTF to restore an image degraded by the
true OTF, a large number of simulations would be needed to fully characterize the
different image qualities achieved from the randomly estimated OTFs. The estimated
OTF is used to restore an image created by the original pupil function to approximate
the image quality from a real system whose original (unknown) phase error is retrieved
by a phase diversity algorithm. Thus, the estimated pupil function is not changing
the system (original) OTF, only estimating it, to implement an imperfect restoration
which would be expected if a real system is deployed. An example of an estimated pupil
Phase Diversity True Pupil Error
Algorithm Performance
σ1 = 0.05 0.10λ1 rms-error
σ1 = 0.05 0.17λ2 rms-error
σ1 = 0.05 0.25λ3 rms-error
σ2 = 0.10 0.10λ1 rms-error
σ2 = 0.10 0.17λ2 rms-error
σ2 = 0.10 0.25λ3 rms-error
σ3 = 0.20 0.10λ1 rms-error
σ3 = 0.20 0.17λ2 rms-error
σ3 = 0.20 0.25λ3 rms-error
Table 4.18: The σ and λ rms-error permutations used for the estimated pupil function
experiment.
function and the true pupil function can be seen in Figure 4.103, notice the different
scales on the right-side of the pupil functions. The difference between the subaperture
λ rms-errors for the true and estimated pupil functions in Figure 4.103 are shown in
Table 4.19. These Figures and Tables are for σ = 0.10λ rms-error and a true pupil error
of 0.17λ rms-error. Remember that σ is the expected performance of the phase retrieval
algorithm. The relationship between σ and the probable amount of error introduced
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Figure 4.102: Relationship between σ and the probable amount of error introduced by
the estimation using a zero-mean Gaussian distribution.
by the estimation can be seen in Figure 4.102. As σ decreases, the range of error values
in the distribution decreases meaning it is more probable to calculate a better estimate
of the true pupil function.
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(a) True pupil function, 0.17λ rms-
error
(b) Estimated pupil function, 0.19λ
rms-error
(c) True pupil function surface plot (d) Estimated pupil function surface
plot
Figure 4.103: The true pupil function and an estimated pupil function for σ = 0.10λ
rms-error, and true pupil error = 0.17λ rms-error.
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True subaperture Estimated subaperture
0.1393 0.1058
0.1700 0.1939
0.0822 0.0226
0.1168 0.1395
0.1035 0.1318
0.0636 0.1047
0.2131 0.2561
0.1383 0.1249
0.0942 0.0902
Table 4.19: The λ rms-errors for the subapertures of the true and estimated pupil
functions for σ = 0.10λ rms-error and a true pupil error of 0.17λ rms-error.
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4.8 Results: Estimated Pupil Function
This section is studying how sensitive the restoration of sparse-aperture imagery is with
relation to how well the true pupil function is estimated. The implementation of restor-
ing degraded imagery with an estimated OTF is described in section 4.7. Restoring the
degraded images with an estimated OTF will result in poorer image quality. This is
important because it will better approximate the attainable image quality a real sparse-
aperture system will produce. To model this simulation, a scene is degraded with the
true OTF and restored using the estimated OTF. The OTF is estimated by attempting
to model the performance of a phase diversity algorithm as explained in Section 4.7.
This is not changing the OTF of the system, only which OTF is used to restore the
degraded imagery because knowing the exact phase error of the telescope is not likely
for a real system. This is performed for both the gray-world and polychromatic models,
for the polychromatic model, the estimation is performed on the single OTF used to
restore the degraded scene.
This experiment has nine permutations per scene for five scenes. Figures 4.104 through
4.112 show four scenarios for each scene. The first image (on the left side) is restored
using the true OTF, the next three images are restored using an estimated OTF. Three
images are displayed because the estimated pupil function is created using random
numbers, thus, showing three possible scenarios for each permutation gives an initial
idea of how the different parameters will effect the possible restorations.
Figure 4.104 shows that there is no noticeable change in image quality when the true
pupil function has 0.10λ rms-error and the estimated pupil function is approximated
using a phase diversity algorithm with an expected performance of 0.05λ rms-error.
At this low amount of phase error and estimation error, the effect on image quality
is small. The visual analysis is reinforced by the nrmse values shown in Tables 4.20
through 4.29. Multiple Tables are cited because each Table contains the nrmse val-
ues for a specific data set over all nine permutations, five restorations using random
estimates, and the restoration using the true pupil function. Figures 4.104 to 4.112
coordinate to the Table of nrmse values as the image subscript states. True OTF
corresponds to TRUE, and estimate 1 corresponds to est 1, etc. in Tables 4.20 through
4.29. The Figures show three estimates while the Tables have five estimates displayed.
This is because more trials were run than displayed, however, it was thought the nrmse
values of these other images should be included in the Tables.
When the same true pupil error of 0.10λ rms-error is used and the expected per-
formance of the theoretical phase diversity algorithm decreases to 0.10λ rms-error, the
effects of the decreased performance of the theoretical phase diversity algorithm begins
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.104: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.10λ rms-error and σ = 0.05. This
is displaying the polychromatic model imagery.
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to become apparent in all of the scenes as shown in Figure 4.105, however, the degrada-
tions are not that bad yet. The scenes that show a noticeable amount of degradations
due to the estimation are the Terrapix and vnir COMPASS scenes.
When the expected performance of a theoretical phase diversity decreases to 0.20λ
rms-error and the phase error of the true pupil function remains at 0.10λ rms-error,
the effects due to the estimation become more apparent. Figure 4.106 shows the effects
on the five scenes. The degradations are most apparent in the Terrapix and scenes
with the vnir passband. The scenes that show large amounts of degradations also show
that small amounts of degradation are possible as well with these parameters. For this
permutation, it is probable that estimated restorations will degrade the image quality,
however, the amount may stay fairly small as seen in Figure 4.106. Spectral artifacts
have not been mentioned yet because at 0.10λ rms-error they are negligible for the
visible scenes and small for the vnir scenes.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.105: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.10λ rms-error and σ = 0.10. This
is displaying the polychromatic model imagery.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.106: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.10λ rms-error and σ = 0.20. This
is displaying the polychromatic model imagery.
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For this next permutation, the phase error of the true pupil function is increased to
0.17λ rms-error and the expected performance of the theoretical phase diversity algo-
rithm is 0.05λ rms-error. The effect of restoring a degraded image with a noticeable
amount of spectral artifacts using an estimated OTF for this scenario can have the effect
from no noticeable change to a large amount of degradations as shown in Figure 4.107.
This is most noticeable in the Terrapix scene. There is one Terrapix estimated scene
that has a degradation completely separate from the effect of the spectral artifacts.
Most of the other scenes shows an increase in the severity of the spectral artifacts. At
a moderate amount of phase error and a theoretical phase diversity algorithm that has
a performance with a low amount of expected error estimating the true phase error,
the restored scene will most likely increase the effect of the spectral artifacts present.
However, there is a chance that it will add a noticeable amount of degradations inde-
pendent of the distribution of the spectral artifacts.
Figure 4.108 shows the permutation where the true phase error is 0.17λ rms-error
and the expected performance of the theoretical phase diversity algorithm is 0.10λ
rms-error. At these levels of error, the degradations increase dramatically. They also
start to follow a distribution independent of the spectral artifact distribution more fre-
quently. At these levels of error, most of the estimated images are still interpretable,
there are some random estimates that degrade the image quality enough to affect the
image interpretability.
The effect of restoring imagery with a true phase error of 0.17λ rms-error when the
expected performance of a phase diversity algorithm is 0.20λ rms-error is that it be-
comes highly degraded as shown in Figure 4.109. The image interpretability becomes
impacted for most of the estimated restorations. Figure 4.109(n) shows an example
that low degradations are possible but that is not probable because few of the fifteen
randomly estimated pupils in Figure 4.111 show small amounts of degradations. Most
likely, the estimated restored image will have degradations large enough to affect image
interpretability.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.107: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.17λ rms-error and σ = 0.05. This
is displaying the polychromatic model imagery.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.108: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.17λ rms-error and σ = 0.10. This
is displaying the polychromatic model imagery.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.109: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.17λ rms-error and σ = 0.20. This
is displaying the polychromatic model imagery.
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Figure 4.110 shows scenes with 0.25λ rms-error and a theoretical phase diversity al-
gorithm with an expected performance of 0.05λ rms-error. The possible variation in
distribution is best exhibited by the Terrapix scene. This same scene also shows that
the severity of the degradation stays about constant even when the distribution of
degradations changes due to the random nature of the estimation. This is also evi-
dent in the other scenes. Even the degradations in the vnir DIRSIG scene stay fairly
constant even though the scene is completely uninterpretable because of the spectral
artifacts.
When the phase error of the true pupil function in the images shown in Figure
4.111 is 0.25λ rms-error and the expected performance of the theoretical phase diver-
sity algorithm decreases to σ = 0.10 from σ = 0.05, the amount and variability of the
degradations in the restored images increase causing a decrease in the image quality.
The degradations due to the estimated restoration are so large that the spectral arti-
facts do not seem to have an influence on the distribution of degradations. The spectral
artifacts are important for the baseline image quality that the estimated restorations
will affect. For example, the Terrapix scene shows noticeable spectral artifacting in the
top left corner of the scene. The spectral artifacts are noticeable but not severe enough
to say that the image interpretability is highly impacted, the effect on the estimated
degradations is that the cars are still resolvable but the degradations are quite severe.
The same is true for the other two visible scenes, they exhibit a lot of degradations
from the estimated restoration, but most of the image is resolvable. The vnir DIRSIG
scenes image quality is quite poor due to spectral artifacts, so the decrease in image
quality from the estimated restorations is worse, but it is not much worse because the
image quality is already quite low.
When the true pupil error is 0.25λ rms-error and the expected performance of the
theoretical phase diversity algorithm is 0.20λ rms-error, the resultant image quality is
severely impacted. Figure 4.112 shows that all of the scenes have large amounts of
degradations. The image interpretability of this permutation is quite poor. All that
needs to be said is that if the system has these two parameters, the imagery acquired
from the system will most likely be of low quality.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.110: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.25λ rms-error and σ = 0.05. This
is displaying the polychromatic model imagery.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.111: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.25λ rms-error and σ = 0.10. This
is displaying the polychromatic model imagery.
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(a) True OTF (b) estimated 1 (c) estimated 2 (d) estimated 3
(e) True OTF (f) estimated 1 (g) estimated 2 (h) estimated 3
(i) True OTF (j) estimated 1 (k) estimated 2 (l) estimated 3
(m) True OTF (n) estimated 1 (o) estimated 2 (p) estimated 3
(q) True OTF (r) estimated 1 (s) estimated 2 (t) estimated 3
Figure 4.112: The first image is restored using the true OTF. The next three images
are restored using estimated pupil functions with 0.25λ rms-error and σ = 0.20. This
is displaying the polychromatic model imagery.
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4.8.1 Gray-World Comparison
Terrapix scene
The previous section showed the effect that varying the phase error of the true pupil
function and the expected performance of the phase diversity algorithm had on poly-
chromatic image quality. What needs to be shown is if the degradations affect the
polychromatic and gray-world models differently. Figure 4.104 showed how little degra-
dation was introduced when the true phase error is 0.10λ rms-error and the expected
performance of the phase diversity algorithm is 0.05λ rms-error. Figure 4.113 shows
that there is very little difference between the polychromatic and gray-world models
for this scenario. The nrmse values correspond to this observation.
Figures 4.114 through 4.116 show the effect as the true pupil phase error stays the
same, but the expected algorithm performance decreases. It has already been seen that
the amount of degradation for the polychromatic model increases as the expected per-
formance of the phase diversity algorithm decreases. The Figures show that the same
is true for the gray-world model. The amount and distribution look to be the same for
the two models as well. The nrmse values converge as the expected error of the phase
diversity algorithm gets worse. When analyzing the images, the prevalence of spectral
artifacts decrease as the expected error of the phase diversity algorithm increases (de-
creasing performance). In Figure 4.116, the spectral artifacts are not visible because of
the large amounts of degradations present from the estimated pupil restoration. The
spectral artifacts are most visible in Figure 4.114 which has an expected algorithm per-
formance of 0.05λ rms-error. This initial result means that as the performance of the
phase diversity algorithm decreases, the importance of using the polychromatic model
decreases because it better approximates the gray-world model.
Visible COMPASS Scene
Figures 4.117 and 4.118 show the effect of increasing the true pupil phase error from
0.17 to 0.25λ rms-error, and keeping the expected performance of the phase diversity
algorithm the same at 0.05λ rms-error. The nrmse values are similar for the two models
in Figure 4.117. Visually, there is a larger difference between the two models for Figure
4.117 than Figure 4.118 because the spectral artifacts seen in the field are visible in
the estimated polychromatic model, but not in the gray-world model. In Figure 4.118,
the degradation is large enough to visually subdue the spectral artifacts even though
the difference in the nrmse is larger for the two models than for the other scenario in
Figure 4.117.
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(a) Polychromatic model; nrmse:
0.0909
(b) Gray-world model; nrmse:
0.0.868
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.0950
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.0906
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.0962
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.0925
Figure 4.113: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.10λ rms-error for the Terrapix scene; σ = 0.05, SNR = 270.
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(a) Polychromatic model; nrmse:
0.1093
(b) Gray-world model; nrmse:
0.1015
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1172
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1090
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.1364
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.1259
Figure 4.114: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the Terrapix scene; σ = 0.05, SNR = 270.
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(a) Polychromatic model; nrmse:
0.1093
(b) Gray-world model; nrmse:
0.1015
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1600
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1533
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.2697
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.2637
Figure 4.115: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the Terrapix scene; σ = 0.10, SNR = 270.
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(a) Polychromatic model; nrmse:
0.1093
(b) Gray-world model; nrmse:
0.1015
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1971
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1938
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.4674
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.4646
Figure 4.116: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the Terrapix scene; σ = 0.20, SNR = 270.
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(a) Polychromatic model; nrmse:
0.1009
(b) Gray-world model; nrmse:
0.0969
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1071
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1060
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.1087
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.1081
Figure 4.117: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the visible COMPASS scene; σ = 0.05, SNR
= 333.
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(a) Polychromatic model; nrmse:
0.1174
(b) Gray-world model; nrmse:
0.1058
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1380
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1348
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.1334
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.1297
Figure 4.118: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.25λ rms-error for the visible COMPASS scene; σ = 0.05, SNR
= 333.
CHAPTER 4. APPROACH AND RESULTS 221
Visible DIRSIG Scene
Figure 4.119 shows the comparison between the two models for a pupil error of 0.17λ
rms-error and an expected algorithm performance of 0.10λ rms-error. This figure shows
a difference in image quality from the image restored using the true OTF, and those re-
stored using the estimated OTFs for both models. However, the difference between the
nrmse values for the two models for the images restored using the true OTFs in Fig-
ures 4.119(a) and 4.119(b) is 0.007. The difference in the nrmse between the estimated
images for one of the scenarios in Figures 4.119(d) and 4.119(f) is the same as the true
OTF scenario. However, when looking at the other images restored using the estimated
OTF the difference in the nrmse values increases to 0.014. Thus, the change in image
quality between the two models can be larger for the estimated pupil than the true
OTFs. However, the visual image quality for all three scenarios looks to be equivalent
when comparing the relative restorations between the two models. The difference be-
tween the various estimated nrmse values are small, this corresponds to visual analysis.
Figure 4.120 shows that when the pupil error is 0.25λ rms-error and the estimated
performance of the algorithm is 0.05λ rms-error. The differences between the nrmse
for the two models is the same when comparing all three images in the Figure. There
are some spectral artifacts present in the polychromatic model restored using the true
OTF, however, the banding in the polychromatic estimated models looks a bit more
severe (higher contrast) than the gray-world model. The difference between the two
models is fairly noticeable.
The other metrics for the this experiment are not reported here because the metric
values for the true pupil function have already been shown, and it would require a
copious number of Tables to show all of the metrics for every example. In general, if
the image quality of the estimated pupil is similar to the true pupil, then the metrics
are very similar. If the image quality differs a lot between the estimated and true pupil
functions, then it is seen as well in the metrics. The interested reader can find the
metric values on the DVD in the thesis.
Vnir COMPASS Scene
Figure 4.121 shows the Vnir COMPASS Scene with 0.17λ rms-error and the expected
performance of the algorithm is 0.05λ rms-error. Both the gray-world and polychro-
matic models did not change much in this scenario with the estimated restorations. The
nrmse values correspond with the visual analysis because they do not change much.
The spectral artifacts do not change much during the different scenarios either.
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(a) Polychromatic model; nrmse:
0.2029
(b) Gray-world model; nrmse:
0.1955
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.2248
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.2176
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.2799
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.2656
Figure 4.119: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the visible DIRSIG scene; σ = 0.10, SNR =
305.
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(a) Polychromatic model; nrmse:
0.2175
(b) Gray-world model; nrmse:
0.2052
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.2586
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.2453
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.2378
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.2241
Figure 4.120: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.25λ rms-error for the visible DIRSIG scene; σ = 0.05, SNR =
305.
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When the phase error is 0.17λ rms-error and the expected performance of the algo-
rithm decreases to 0.10λ rms-error, the result is shown in Figure 4.122. The estimated
restorations in Figures 4.122(c) and 4.122(d) show a small amount of degradation. The
polychromatic model exhibits spectral artifacts which correspond to the difference in
the nrmse values between the two models. When looking at a different estimated
restoration in Figures 4.122(e) and 4.122(f), the polychromatic estimated restored im-
age still shows more degradation than the gray-world model from the spectral artifacts.
The different degradations do not seem to directly correlate with the spectral artifacts.
This means spectral artifacts can be responsible for larger amounts of degradations
from the estimated restoration in the polychromatic model; even if the distribution of
the degradation is partially independent of the distribution of the spectral artifacts.
This creates a larger difference between the estimated image qualities of the polychro-
matic and gray-world models for this scenario. This is in contrast to what was seen
for the Terrapix scene where the distribution of degradations was independent of the
spectral artifacts present.
Vnir DIRSIG Scene
When the error of the vnir DIRSIG scene is 0.17λ rms-error and the expected perfor-
mance of the phase diversity algorithm is 0.10λ rms-error, Figure 4.123 shows that the
polychromatic model shows large amounts of spectral artifacts. The estimated restora-
tions in Figures 4.123(c) and 4.123(d) show some slight decreases in image quality.
For the gray-world model, the image is a little blurrier, the polychromatic model is
also blurred, this has the effect of blurring the trees and houses, as well as blurring
the spectral artifacts, in effect reducing their severity. When another random esti-
mated restoration is performed in Figures 4.123(e) and 4.123(f), the degradations are
extremely bad and destroy the image quality. The degradations for the polychromatic
model is worse than the gray-world model, however, they seem to have the same distri-
bution. The nrmse corresponds with this because it increases drastically for the bad
restoration.
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(a) Polychromatic model; nrmse:
0.1341
(b) Gray-world model; nrmse:
0.0994
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1363
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1020
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.1386
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.1038
Figure 4.121: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the vnir COMPASS scene; σ = 0.05, SNR =
426.
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(a) Polychromatic model; nrmse:
0.1341
(b) Gray-world model; nrmse:
0.0994
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.1391
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.1131
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.1782
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.1478
Figure 4.122: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the vnir COMPASS scene; σ = 0.10, SNR =
426.
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(a) Polychromatic model; nrmse:
0.3081
(b) Gray-world model; nrmse:
0.2487
(c) Estimated polychromatic pupil
function, scenario 1; nrmse: 0.3100
(d) Estimated gray-world pupil
function, scenario 1; nrmse: 0.2622
(e) Estimated polychromatic pupil
function, scenario 2; nrmse: 0.4286
(f) Estimated gray-world pupil func-
tion, scenario 2; nrmse: 0.3363
Figure 4.123: Comparing the polychromatic model, gray-world model, and estimated
pupil functions with 0.17λ rms-error for the vnir DIRSIG scene; σ = 0.10, SNR = 446.
CHAPTER 4. APPROACH AND RESULTS 228
nrmse Tables
Figures 4.104 to 4.112 coordinate to the Table of nrmse values image captions as: True
OTF is TRUE, estimate 1 is est1, etc. When looking at Figures 4.113 through 4.123,
the correlation between the gray-world and polychromatic models nrmse values and
visual image quality is fairly good.
Finding patterns in the nrmse values is difficult because there are nine permutations
and the values do not follow easily discernable patterns. One trend that seems to be
fairly consistent is that the nrmse for the σ = 0.10λ rms-error has a larger difference be-
tween the polychromatic and gray-world models. The image quality is worse when the
algorithm performance is σ = 0.20λ rms-error than when its σ = 0.10λ rms-error, this is
evident by the nrmse values. The difference between the gray-world and polychromatic
models nrmse values is less for the σ = 0.20 algorithm because the polychromatic and
gray-world models look more similar due to the increased amount of degradations than
when σ = 0.10 for the phase diversity algorithm. There are factors that help explain
this, one is that the spatial degradations from the degrading true OTF is worse. It
has been shown more spatial degradations usually decrease the nrmse difference be-
tween the two models. What is more likely is that the degradations introduced when
the algorithm performance is 0.20λ rms-error are so large that the effect on the image
quality from spectral artifacts are mitigated and the disparity between the two models
is decreased. What is very interesting, but not understood is that for some scenarios,
the nrmse is larger for the gray-world than the polychromatic model. This is seen in
Tables 4.26 and 4.27 for the visible DIRSIG scene. One possible reason is that the
image quality is so bad because of the introduction of massive amounts of degradations
due to the large error and poor algorithm performance that the spectral artifacts do
not matter and for some reason the gray-world model fairs worse.
4.8.2 Discussion for the Estimated Pupil Function
The performance of the phase diversity algorithm is only one aspect that determines
how well the imagery is restored. The baseline image quality is dependent upon the
amount of true pupil error. The relationship between these two parameters (phase
error and knowledge of phase error) will determine the amount and severity of the
degradations that result from restoring an image degraded with the true pupil function
and restored using the estimated pupil function. The effect of the degradations with
respect to the spectral artifacts seems to be scene dependent. Such as, the Terrapix
scenes spectral artifacts were mitigated as large amounts of degradations were intro-
duced, the vnir DIRSIG scene has large enough spectral artifacts that the degradations
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pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.0909 0.0909 0.0909 0.1093 0.1093 0.1093 0.1204 0.1204 0.1204
est 1 0.0950 0.0967 0.1827 0.1172 0.1974 0.3300 0.1436 0.2575 0.4787
est 2 0.0921 0.1012 0.1631 0.1234 0.1560 0.3862 0.1656 0.2152 0.5434
est 3 0.0916 0.1179 0.1950 0.1518 0.2697 0.1971 0.1686 0.2847 0.4072
est 4 0.0962 0.1442 0.1147 0.1256 0.1985 0.2012 0.1506 0.2333 0.3165
est 5 0.0944 0.1193 0.1283 0.1364 0.1600 0.4674 0.1881 0.2704 0.4181
mean(e) 0.0939 0.1159 0.1568 0.1309 0.1963 0.3164 0.1633 0.2522 0.4328
stddev(e) 0.0020 0.0187 0.0345 0.0136 0.0456 0.1176 0.0173 0.0280 0.0848
Table 4.20: nrmse for the polychromatic model Terrapix scene with estimated pupil
functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the theoretical
phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error, and λ3 = 0.25λ
rms-error. True is the scene restored with the true pupil function, est 1-5 are scenes
degraded with the true pupil function but restored with five randomly estimated pupil
functions. mean(e) is the mean of the estimated pupil function nrmse’s, and stddev(e)
is the standard deviation of the estimated pupil function nrmse’s.
and spectral artifacts combine to create a severely degraded image.
The factors affecting the quality of the restored images are: as the pupil function
becomes more aberrated, the OTF becomes more attenuated. This means that smaller
amounts of estimation error will cause a larger amount of incorrect amplification, creat-
ing larger amounts of degradations. As the performance of the phase diversity algorithm
declines, it will cause a higher variability in estimating the true OTF, thus, also incor-
rectly amplifying the OTF a greater amount. Lastly, the scene seems to have an effect
on the amount of degradations apparent, the reason for this is not as obvious and there
is no good explanation determined at this juncture in time.
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pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.0868 0.0868 0.0868 0.1015 0.1015 0.1015 0.1103 0.1103 0.1103
est 1 0.0906 0.0928 0.1806 0.1090 0.1906 0.3248 0.1359 0.2498 0.4768
est 2 0.0878 0.0973 0.1614 0.1159 0.1507 0.3823 0.1551 0.2067 0.5382
est 3 0.0880 0.1154 0.1932 0.1433 0.2637 0.1938 0.1598 0.2728 0.4037
est 4 0.0925 0.1404 0.1110 0.1193 0.1938 0.1997 0.1455 0.2257 0.3114
est 5 0.0907 0.1152 0.1254 0.1259 0.1533 0.4646 0.1808 0.2592 0.4149
mean(e) 0.0899 0.1122 0.1543 0.1227 0.1904 0.3130 0.1554 0.2428 0.4290
stddev(e) 0.0020 0.0188 0.0352 0.0130 0.0457 0.1172 0.0169 0.0265 0.0850
Table 4.21: nrmse for the gray-world model Terrapix scene with estimated pupil func-
tions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the theoretical
phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error, and λ3 = 0.25λ
rms-error. True is the scene restored with the true pupil function, est 1-5 are scenes
degraded with the true pupil function but restored with five randomly estimated pupil
functions. mean(e) is the mean of the estimated pupil function nrmse’s, and stddev(e)
is the standard deviation of the estimated pupil function nrmse’s.
pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.0936 0.0936 0.0936 0.1009 0.1009 0.1009 0.1174 0.1174 0.1174
est 1 0.0942 0.0978 0.1192 0.1087 0.1231 0.2123 0.1380 0.1549 0.3271
est 2 0.0943 0.0967 0.1133 0.1071 0.1244 0.2740 0.1354 0.2237 0.2892
est 3 0.0947 0.1023 0.1168 0.1057 0.1190 0.1523 0.1293 0.1965 0.2336
est 4 0.0935 0.1014 0.1667 0.1093 0.1168 0.1570 0.1345 0.1704 0.3034
est 5 0.0940 0.1010 0.1927 0.1072 0.1495 0.1811 0.1334 0.1611 0.2607
mean(e) 0.0941 0.0998 0.1417 0.1076 0.1266 0.1953 0.1341 0.1813 0.2828
stddev(e) 0.0004 0.0024 0.0359 0.0014 0.0132 0.0500 0.0032 0.0285 0.0365
Table 4.22: nrmse for the polychromatic model visible COMPASS scene with estimated
pupil functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the
theoretical phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error,
and λ3 = 0.25λ rms-error. True is the scene restored with the true pupil function, est
1-5 are scenes degraded with the true pupil function but restored with five randomly
estimated pupil functions. mean(e) is the mean of the estimated pupil function nrmse’s,
and stddev(e) is the standard deviation of the estimated pupil function nrmse’s.
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pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.0907 0.0907 0.0907 0.0969 0.0969 0.0969 0.1058 0.1058 0.1058
est 1 0.0925 0.0961 0.1199 0.1081 0.1231 0.2149 0.1348 0.1582 0.3250
est 2 0.0924 0.0945 0.1138 0.1060 0.1243 0.2749 0.1292 0.2228 0.2944
est 3 0.0926 0.1007 0.1160 0.1045 0.1184 0.1540 0.1258 0.1968 0.2298
est 4 0.0916 0.0993 0.1697 0.1088 0.1150 0.1571 0.1304 0.1780 0.3043
est 5 0.0923 0.0997 0.1971 0.1075 0.1459 0.1824 0.1297 0.1567 0.2601
mean(e) 0.0923 0.0981 0.1433 0.1070 0.1253 0.1967 0.1300 0.1825 0.2827
stddev(e) 0.0004 0.0026 0.0379 0.0017 0.0121 0.0501 0.0032 0.0279 0.0378
Table 4.23: nrmse for the gray-world model visible COMPASS scene with estimated
pupil functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the
theoretical phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error,
and λ3 = 0.25λ rms-error. True is the scene restored with the true pupil function, est
1-5 are scenes degraded with the true pupil function but restored with five randomly
estimated pupil functions. mean(e) is the mean of the estimated pupil function nrmse’s,
and stddev(e) is the standard deviation of the estimated pupil function nrmse’s.
pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.1013 0.1013 0.1013 0.1341 0.1341 0.1341 0.1577 0.1577 0.1577
est 1 0.1037 0.1116 0.1360 0.1581 0.1573 0.3188 0.1630 0.1858 0.2185
est 2 0.1019 0.1036 0.2676 0.1363 0.2123 0.1712 0.1629 0.1697 0.2278
est 3 0.1019 0.1045 0.1162 0.1386 0.1782 0.3076 0.1630 0.1864 0.2128
est 4 0.1039 0.1066 0.1369 0.1381 0.1549 0.2852 0.1602 0.1797 0.2093
est 5 0.1020 0.1039 0.1852 0.1377 0.1391 0.2331 0.1622 0.2053 0.2381
mean(e) 0.1027 0.1060 0.1684 0.1418 0.1684 0.2632 0.1623 0.1854 0.2213
stddev(e) 0.0010 0.0033 0.0610 0.0092 0.0282 0.0611 0.0012 0.0130 0.0117
Table 4.24: nrmse for the polychromatic model vnir COMPASS scene with estimated
pupil functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the
theoretical phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error,
and λ3 = 0.25λ rms-error. True is the scene restored with the true pupil function, est
1-5 are scenes degraded with the true pupil function but restored with five randomly
estimated pupil functions. mean(e) is the mean of the estimated pupil function nrmse’s,
and stddev(e) is the standard deviation of the estimated pupil function nrmse’s.
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pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.0920 0.0920 0.0920 0.0994 0.0994 0.0994 0.1424 0.1424 0.1424
est 1 0.0939 0.1022 0.1268 0.1133 0.1250 0.2843 0.1476 0.1714 0.2034
est 2 0.0927 0.0954 0.2620 0.1020 0.1748 0.1445 0.1491 0.1553 0.2111
est 3 0.0928 0.0952 0.1090 0.1038 0.1478 0.2499 0.1495 0.1652 0.2019
est 4 0.0947 0.0970 0.1293 0.1055 0.1234 0.2335 0.1456 0.1642 0.1963
est 5 0.0926 0.0952 0.1797 0.1034 0.1131 0.1893 0.1478 0.1881 0.2289
mean(e) 0.0933 0.0970 0.1614 0.1056 0.1368 0.2203 0.1479 0.1688 0.2083
stddev(e) 0.0009 0.0030 0.0621 0.0045 0.0247 0.0544 0.0015 0.0122 0.0127
Table 4.25: nrmse for the gray-world model vnir COMPASS scene with estimated pupil
functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the theoretical
phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error, and λ3 = 0.25λ
rms-error. True is the scene restored with the true pupil function, est 1-5 are scenes
degraded with the true pupil function but restored with five randomly estimated pupil
functions. mean(e) is the mean of the estimated pupil function nrmse’s, and stddev(e)
is the standard deviation of the estimated pupil function nrmse’s.
pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.1926 0.1926 0.1926 0.2029 0.2029 0.2029 0.2175 0.2175 0.2175
est 1 0.1938 0.2018 0.2134 0.2135 0.2258 0.2577 0.2361 0.2892 0.3654
est 2 0.1941 0.1984 0.2363 0.2091 0.2248 0.4581 0.2305 0.3124 0.3774
est 3 0.1953 0.1984 0.2045 0.2100 0.2799 0.3848 0.2378 0.3368 0.4869
est 4 0.1944 0.1989 0.2305 0.2140 0.2381 0.3399 0.2586 0.2525 0.4260
est 5 0.1944 0.1998 0.2284 0.2258 0.2530 0.5693 0.2378 0.2715 0.3847
mean(e) 0.1944 0.1995 0.2226 0.2145 0.2443 0.4020 0.2402 0.2925 0.4081
stddev(e) 0.0006 0.0014 0.0132 0.0067 0.0229 0.1184 0.0107 0.0332 0.0496
Table 4.26: nrmse for the polychromatic model visible DIRSIG scene with estimated
pupil functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the
theoretical phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error,
and λ3 = 0.25λ rms-error. True is the scene restored with the true pupil function, est
1-5 are scenes degraded with the true pupil function but restored with five randomly
estimated pupil functions. mean(e) is the mean of the estimated pupil function nrmse’s,
and stddev(e) is the standard deviation of the estimated pupil function nrmse’s.
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pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.1876 0.1876 0.1876 0.1955 0.1955 0.1955 0.2052 0.2052 0.2052
est 1 0.1889 0.1976 0.2110 0.2047 0.2221 0.2622 0.2359 0.2907 0.3755
est 2 0.1892 0.1942 0.2361 0.2006 0.2176 0.4527 0.2179 0.3065 0.3869
est 3 0.1906 0.1938 0.2024 0.2030 0.2656 0.3667 0.2241 0.3334 0.5025
est 4 0.1894 0.1947 0.2289 0.2034 0.2292 0.3299 0.2453 0.2437 0.4406
est 5 0.1893 0.1958 0.2280 0.2126 0.2372 0.5612 0.2352 0.2532 0.3929
mean(e) 0.1895 0.1952 0.2213 0.2049 0.2343 0.3945 0.2317 0.2855 0.4197
stddev(e) 0.0007 0.0015 0.0140 0.0046 0.0190 0.1158 0.0108 0.0373 0.0525
Table 4.27: nrmse for the gray-world model visible DIRSIG scene with estimated pupil
functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the theoretical
phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error, and λ3 = 0.25λ
rms-error. True is the scene restored with the true pupil function, est 1-5 are scenes
degraded with the true pupil function but restored with five randomly estimated pupil
functions. mean(e) is the mean of the estimated pupil function nrmse’s, and stddev(e)
is the standard deviation of the estimated pupil function nrmse’s.
pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.2590 0.2590 0.2590 0.3081 0.3081 0.3081 0.3362 0.3362 0.3362
est 1 0.2597 0.2625 0.2866 0.3044 0.4286 0.3322 0.3467 0.3775 0.5362
est 2 0.2601 0.2647 0.2729 0.3166 0.3100 0.4182 0.3428 0.3538 0.4757
est 3 0.2610 0.2646 0.2745 0.3162 0.3105 0.3621 0.3370 0.3982 0.4943
est 4 0.2604 0.2650 0.2803 0.3038 0.3688 0.3748 0.3450 0.4566 0.4814
est 5 0.2604 0.2651 0.2963 0.3007 0.3343 0.4095 0.3446 0.3513 0.4656
mean(e) 0.2603 0.2644 0.2821 0.3083 0.3504 0.3794 0.3432 0.3875 0.4906
stddev(e) 0.0005 0.0011 0.0096 0.0075 0.0498 0.0352 0.0037 0.0431 0.0275
Table 4.28: nrmse for the polychromatic model vnir DIRSIG scene with estimated
pupil functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the
theoretical phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error,
and λ3 = 0.25λ rms-error. True is the scene restored with the true pupil function, est
1-5 are scenes degraded with the true pupil function but restored with five randomly
estimated pupil functions. mean(e) is the mean of the estimated pupil function nrmse’s,
and stddev(e) is the standard deviation of the estimated pupil function nrmse’s.
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pupil σ1 λ1 σ2 λ1 σ3 λ1 σ1 λ2 σ2 λ2 σ3 λ2 σ1 λ3 σ2 λ3 σ3 λ3
TRUE 0.2418 0.2418 0.2418 0.2487 0.2487 0.2487 0.2564 0.2564 0.2564
est 1 0.2427 0.2469 0.2725 0.2525 0.3363 0.2823 0.2682 0.2931 0.4845
est 2 0.2429 0.2488 0.2574 0.2544 0.2622 0.3520 0.2653 0.3097 0.4131
est 3 0.2437 0.2480 0.2603 0.2536 0.2660 0.3245 0.2636 0.3381 0.4330
est 4 0.2430 0.2489 0.2632 0.2508 0.3115 0.3211 0.2657 0.3810 0.4335
est 5 0.2429 0.2485 0.2811 0.2528 0.2756 0.3650 0.2674 0.2872 0.4010
mean(e) 0.2430 0.2482 0.2669 0.2528 0.2903 0.3290 0.2660 0.3218 0.4330
stddev(e) 0.0004 0.0008 0.0098 0.0013 0.0323 0.0320 0.0018 0.0385 0.0319
Table 4.29: nrmse for the gray-world model vnir DIRSIG scene with estimated pupil
functions. σ1 = 0.05, σ2 = 0.10, and σ3 = 0.20, where σ is the variance of the theoretical
phase diversity algorithm. λ1 = 0.10λ rms-error, λ2 = 0.17λ rms-error, and λ3 = 0.25λ
rms-error. True is the scene restored with the true pupil function, est 1-5 are scenes
degraded with the true pupil function but restored with five randomly estimated pupil
functions. mean(e) is the mean of the estimated pupil function nrmse’s, and stddev(e)
is the standard deviation of the estimated pupil function nrmse’s.
Polychromatic model, STDDEV of STDDEVs
σ1λ1 σ2λ1 σ3λ1 σ1λ2 σ2λ2 σ3λ2 σ1λ3 σ2λ3 σ3λ3
0.0007 0.0075 0.0207 0.0044 0.0154 0.0390 0.0067 0.0109 0.0276
Gray-world model, STDDEV of STDDEVs
σ1λ1 σ2λ1 σ3λ1 σ1λ2 σ2λ2 σ3λ2 σ1λ3 σ2λ3 σ3λ3
0.0007 0.0076 0.0210 0.0047 0.0129 0.0398 0.0068 0.0106 0.0270
Table 4.30: This is showing the standard deviation of the standard deviations of the
nrmse values for the five data sets shown in Tables 4.20 through 4.29
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4.9 Approach: Comparison of Triarm and Golay-6 Con-
figurations
The triarm and Golay-6 configurations are compared by equating some of the important
parameters to make the comparison meaningful. The fill factor used for the comparison
is 0.24 which is larger than possible for the triarm configuration to maintain circular
subapertures, the triarm has a maximum fill factor of 0.173 when the circular subaper-
tures abut each other. The fill factor is increased for the triarm by overlapping the
subapertures and cropping the edges that overlap, an example of a cropped aperture is
shown in Figure 4.124(c). The 0.24 fill factor is chosen because Fiete [2002] used this
fill factor for some of his simulations. This gives an example that is comparable to the
literature. Using a fill factor of 0.173 for the Golay-6 will result in poor image quality.
Both configurations having a fill factor of 0.24 mean they have the same amount of sur-
face area to capture photons, and the s-d ratio (size of the subaperture to the distance
between subapertures) is chosen so that the geometric mean of the cutoff frequency for
the two configurations and a Cassegrains OTFs are equal. The comparison will use
amounts of phase error mentioned in Table 4.2.
4.9.1 Cropping subapertures
As seen in Figure 4.124, the subapertures in the triarm aperture need to be cropped
to achieve a fill factor of 0.24 because without cropping the maximum fill factor is
0.173. This is shown in Figure 4.126, where the complex pupil function is separated
into its real and imaginary parts, the center of overlap is found between the overlapping
subapertures by,
midpoint =
center1 + center2
2.0
+ center1 (4.2)
where center1 and center2 are two arbitrary subapertures that are next to each other.
The line is then created that lies on the center point by,
line (x, y) = midpoint (y)1 − slope ·midpoint (x)1 (4.3)
where the portions of the subaperture that lie over the line are cropped. The imaginary
and real portions are then recombined to create the cropped complex pupil function.
The cutoff frequency is calculated by using the geometric mean of the maximum and
minimum cutoff frequencies as seen in Table 4.31. The Cassegrain telescope used for
comparison purposes also has the same cutoff frequency as the Golay-6 and triarm
configurations.
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(a) Unaberrated Golay-6 configuration, Fill Factor
= 0.24
(b) Aberrated Golay-6 configuration, Fill Factor =
0.24
(c) Unaberrated cropped triarm configuration, Fill
Factor = 0.24
(d) Aberrated cropped triarm configuration, Fill
Factor = 0.24
Figure 4.124: The apertures shown all have approximately 0.10λ rms-error.
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(a) Unaberrated Golay-6 configura-
tion, Fill Factor = 0.24
(b) Unaberrated triarm configura-
tion, Fill Factor = 0.24
(c) Unaberrated Golay-6 OTF (d) Unaberrated triarm OTF
(e) Comparison maximum of OTF cutoff
frequencies
(f) Comparison minimum of OTF cutoff
frequencies
Figure 4.125: The relative cutoff frequencies for the Golay-6, triarm, and Cassegrain
are shown in (e) and (f) in this scenario. The 2-D MTFs in c and d are displayed using
a log plot for viewing purposes.
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Minimum cutoff Maximum cutoff CutoffGM
Golay-6 65.72 mm−1 78.78 mm−1 71.75 mm−1
Triarm 59.38 mm−1 86.70 mm−1 71.95 mm−1
Cassegrain 71.30 mm−1 71.30 mm−1 71.30 mm−1
Table 4.31: Geometric mean used for the cutoff frequency of the OTF, it should be
noted the cutoff frequency used is where ξ, η < 0.001
Figure 4.126: Flow chart for the cropping of subapertures in the triarm configuration
so fill factors greater than 0.173 are attainable.
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4.10 Results: Comparison between the Golay-6 and Tri-
arm Configurations
4.10.1 Terrapix Scene
The Golay-6 and Triarm configurations are compared to find how each configuration
effects image quality. Initially it looks as though the image quality is the same when
looking at the unaberrated Terrapix scene in Figure 4.127 for the two configurations,
there is no visible difference between the two configurations. There is also no visual
difference when comparing the gray-world and polychromatic models for the two con-
figurations. Quantitatively, there is a small difference in the nrmse values, there is
approximately a 5% difference between the two configurations, where the triarm has
the better quality.
When the same scene is observed with a slightly aberrated pupil function in Fig-
ure 4.128, a larger difference between the two configurations is observed. Visually, the
Golay-6 has some minor noticeable differences to the triarm such as a little rippling
next to the bush in the middle of the street for both the polychromatic and gray-world
models. When the polychromatic image is compared to the gray-world, there is no
noticeable difference for the triarm configuration, the Golay-6 is starting to show some
spectral artifacts which is exhibited as rippling in the roadway, this rippling is not
observed in the gray-world model. This difference in image quality is also shown in the
nrmse, there is very little difference in the nrmse for the triarm configuration. The
Golay-6 has a larger numerical disparity between the two models than the triarm. The
initial results show a correlation between visual analysis and the nrmse.
The Terrapix scene with a moderately aberrated pupil function with 0.17λ rms-
error is shown in Figure 4.129, where the triarm now has a worse quantitative value,
albeit by only a 1.9% difference in the nrmse. What is interesting to note is the types
of degradations each configuration exhibits, there are some mixed results. They both
have a similar rippling in the street that goes across the scene, and some vertical band-
ing by some of the cars. The Golay-6 has a very distinct diagonal rippling at the top
of the scene not seen in the triarm, while the triarm exhibits a lot of small diagonal
banding. The polychromatic Golay-6 model seems to have larger amounts of spectral
artifacts present than seen in the triarm configuration. The degradations in the Golay-6
configuration seem to be more of an effect from spectral artifacts while the triarm is
more of an effect from the spatial degradations because the difference between the two
triarm models is smaller than the Golay-6 models. This is true despite the fact that
the difference between the two models image qualities are approximately the same for
both of the configurations.
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(a) Unaberrated polychromatic Golay-6 of Ter-
rapix scene; nrmse: 0.0780
(b) Unaberrated polychromatic triarm of Terrapix
scene; nrmse: 0.0743
(c) Unaberrated gray-world Golay-6 of Terrapix
scene; nrmse: 0.0751
(d) Unaberrated gray-world triarm of Terrapix
scene; nrmse: 0.0717
Figure 4.127: Comparing restored unaberrated image quality for a Golay-6 and a triarm
configuration for the Terrapix scene. SNR: 168
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(a) Polychromatic Golay-6 of Terrapix scene with
0.10λ rms-error; nrmse: 0.1203
(b) Polychromatic triarm of Terrapix scene with
0.10λ rms-error; nrmse: 0.1127
(c) Gray-world Golay-6 of Terrapix scene with
0.10λ rms-error; nrmse: 0.1160
(d) Gray-world triarm of Terrapix scene with 0.10λ
rms-error; nrmse: 0.1101
Figure 4.128: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the Terrapix scene with 0.10λ rms-error. SNR: 168
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When the Terrapix scene with a highly aberrated pupil function of 0.25λ rms-error
is shown in Figure 4.130, both configurations result in highly degraded imagery. The
nrmse of both configurations are very similar, only a difference of 3.7% for the poly-
chromatic models. Both images look similar with respect to the amounts of degradation
in the polychromatic images even though the distributions are different. The big dif-
ference is when the gray-world models are observed. The gray-world Golay-6 model
looks fairly similar to the polychromatic model, while the difference between the two
models in the triarm configuration is easier to discern because of the larger amount of
spectral artifacts. This is also shown by the fact that the difference in the nrmse for
the Golay-6 polychromatic and gray-world models is 5%, while it is 7% for the triarm
models. For this scene and distribution of phase errors, it would seem as if the Golay-
6 image quality is not as spectrally dependent as the triarm. The effect of spectral
artifacts on the image quality is larger for the triarm configuration for this scenario.
The restored polychromatic image quality of both configurations is approximately the
same. The differences are probably within the margin of error of possible variation in
image quality due to the distribution of errors explained in section 4.3.
The metrics for the Terrapix scene can be seen in Tables 4.32 and 4.33 for the
Golay-6 and triarm configurations respectively. The definitions for each of the metric
terms are shown in Table 4.34. Most of the metrics for this scene do not show a lot
of variation when comparing the two configurations. However, visual analysis shows
that one configuration can have better image quality than the other depending on the
collection parameters. The only metric that corresponded to the visual analysis was
the nrmse. Besides the nrmse, there are three metrics that consistently correspond
to lower image quality of the scene as the amount of phase error increases, these are
the noise gain, Strehl ratio, and restored SNR. The problem with these three metrics
is that they behave differently than the visual analysis of the image quality. They
show the largest difference in value when the aberrations increase from zero to 0.10λ
rms-error, while visual analysis shows there is almost no difference with this increase in
phase error. While there is a large visual difference when the phase error increases from
0.17 - 0.25λ rms-error, the metrics show a smaller increase in value for this increase
in phase error. The other metrics do not show a constant correlation, for example,
the GIQE in Table 4.32 shows a better restoration for an image with 0.25λ rms-error
than one with 0.17λ rms-error. The only metric that seems as if it could account for
this would be the overshoot (Hos, because it is worse for the pupil function with 0.17λ
rms-error. The same problem with the GIQE seen for the Golay-6 is also true for the
triarm configuration whose metrics are shown in Table 4.33. The only term in the
GIQE that does not necessarily get worse as the amount of phase error increases is the
overshoot as well, the GIQE has a higher value for the 0.17λ rms-error scenario than
for the 0.10λ rms-error scenario. When looking at Figures 4.128 and 4.129, they show
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(a) Polychromatic Golay-6 of Terrapix scene with
0.17λ rms-error; nrmse: 0.1293
(b) Polychromatic triarm of Terrapix scene with
0.17λ rms-error; nrmse: 0.1318
(c) Gray-world Golay-6 of Terrapix scene with
0.17λ rms-error; nrmse: 0.1219
(d) Gray-world triarm of Terrapix scene with 0.17λ
rms-error; nrmse: 0.1248
Figure 4.129: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the Terrapix scene with 0.17λ rms-error. SNR: 168
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(a) Polychromatic Golay-6 of Terrapix scene with
0.25λ rms-error; nrmse: 0.1491
(b) Polychromatic triarm of Terrapix scene with
0.25λ rms-error; nrmse: 0.1436
(c) Gray-world Golay-6 of Terrapix scene with
0.25λ rms-error; nrmse: 0.1422
(d) Gray-world triarm of Terrapix scene with 0.25λ
rms-error; nrmse: 0.1342
Figure 4.130: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the Terrapix scene with 0.25λ rms-error. SNR: 168
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the visual image quality for 0.10λ is better than a pupil function with 0.17λ rms-error.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.844 1.034 7.116 168.686 39.580 4.181 1.000 1.000 41.79
0.10 0.971 1.044 19.757 168.598 14.237 3.687 0.687 1.253 41.79
0.17 0.941 1.051 20.517 168.710 13.738 3.625 0.443 1.227 41.79
0.25 0.900 1.028 22.881 168.668 12.309 3.685 0.286 1.177 41.79
Table 4.32: Metrics for the Terrapix scene with the different amounts of aberrations
for the Golay-6 configuration.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.838 1.050 6.355 174.513 45.679 4.175 1.000 1.000 41.790
0.10 0.938 1.050 18.758 174.104 15.523 3.721 0.673 1.227 41.790
0.17 0.885 1.039 20.626 174.514 14.156 3.796 0.378 1.166 41.790
0.25 0.858 1.043 21.477 174.252 13.567 3.713 0.216 1.078 41.790
Table 4.33: Metrics for the Terrapix scene with the different amounts of aberrations
for the triarm configuration.
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Term Definition
error λ rms-error
RER Relative edge response
Hos Overshoot of the restored edge response
NG Noise gain
SNR Signal-to-noise ratio
SNRR Signal-to-noise ratio of restored image
GIQE General image quality equation
Strehl Strehl ratio
StrehlR Strehl ratio of restored image
GSD Ground sampled distance (inches)
Table 4.34: Metric definitions.
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4.10.2 Visible COMPASS and DIRSIG Scenes
The COMPASS and DIRSIG scenes are of the same location in Rochester, NY, the
overlapping region can be seen in Figure 4.4. Not only are the effects of the two dif-
ferent configurations being researched, but the effects on a synthetic and real data set
with the same content can be observed.
When the two unaberrated configurations are compared using the visible COMPASS
scene in Figure 4.131, there is a location where a noticeable change in image quality
is apparent for the Golay-6 configuration. It is the bright spot on the building at the
bottom center of the image in the magnified region in Figure 4.132. It is not a spectrally
induced artifact because it is also apparent in the gray-world model in Figure 4.131(a).
The ringing is only apparent in the Golay-6 configuration, thus, it is a spatial artifact
from this configuration. Even with these differences noted, the image quality between
the two configurations is very similar, and the nrmse shows this as well. From these
initial results, it looks as if the triarm configuration has slightly better image quality
for the parameters modeled.
When the unaberrated DIRSIG scene is observed in Figure 4.133, there is not a no-
ticeable difference between the two configurations, the nrmse difference is even smaller
than for the unaberrated visible COMPASS scene in Figure 4.131. However, the gray-
world scenario shows a 3.5% difference between the two models for both configurations,
the difference is not visually discernable.
When a low amount of aberrations, 0.10λ rms-error, are included in the visible COM-
PASS scene, the result is shown in Figure 4.134. There is no noticeable difference be-
tween this scenario and when there are no aberrations present as seen in Figure 4.131.
The nrmse values for the polychromic Golay-6 and triarm configurations increase by
7.1% and 4.6% respectively. The gray-world simulations nrmse values increase at a
higher rate and the difference in image quality for the two models is now 2% on average
for the two configurations. The visible DIRSIG scene with 0.10λ rms-error in Figure
4.135, shows approximately the same behavior as the visible COMPASS scene, no vis-
ible change when the pupil error increases from zero to 0.10λ rms-error.
A moderate change in the image quality can be seen when the amount of error
increases to 0.17λ rms-error for the visible COMPASS scene in Figure 4.136. There
do not appear to be the normal spectrally induced artifacts seen in section 4.10.1, the
effect here is that the images are blurred. Visually it appears the Golay-6 is less blurred
than the triarm, The Golay-6 nrmse changes by 8% while the triarm nrmse changes
by 14%. This is a large increase in the nrmse when compared to the increase seen
from zero to 0.10λ rms-error. This agrees with the visual analysis which shows a large
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(a) Unaberrated polychromatic Golay-6 of visible
COMPASS scene; nrmse: 0.0900
(b) Unaberrated polychromatic triarm of visible
COMPASS scene; nrmse: 0.0886
(c) Unaberrated gray-world Golay-6 of visible
COMPASS scene; nrmse: 0.0868
(d) Unaberrated gray-world triarm of visible
COMPASS scene; nrmse: 0.0858
Figure 4.131: Comparing restored unaberrated image quality for a Golay-6 and a triarm
configuration for the visible COMPASS scene. SNR: 210
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(a) Unaberrated polychromatic Golay-6 of visible
COMPASS scene; nrmse: 0.0900
(b) Unaberrated polychromatic triarm of visible
COMPASS scene; nrmse: 0.0886
(c) Unaberrated gray-world Golay-6 of visible
COMPASS scene; nrmse: 0.0868
(d) Unaberrated gray-world triarm of visible
COMPASS scene; nrmse: 0.0858
Figure 4.132: Magnified region comparing restored unaberrated image quality for a
Golay-6 and a triarm configuration for the visible COMPASS scene. SNR: 210
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(a) Unaberrated polychromatic Golay-6 of the vis-
ible DIRSIG scene; nrmse: 0.1905
(b) Unaberrated polychromatic triarm of the visi-
ble DIRSIG scene; nrmse: 0.1927
(c) Unaberrated gray-world Golay-6 of the visible
DIRSIG scene; nrmse: 0.1839
(d) Unaberrated gray-world triarm of the visible
DIRSIG scene; nrmse: 0.1863
Figure 4.133: Comparing restored unaberrated image quality for a Golay-6 and a triarm
configuration for the visible DIRSIG scene. SNR: 191
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(a) Polychromatic Golay-6 of the visible COM-
PASS scene with 0.10λ rms-error; nrmse: 0.0964
(b) Polychromatic triarm of the visible COMPASS
scene with 0.10λ rms-error; nrmse: 0.0926
(c) Gray-world Golay-6 of the visible COMPASS
scene with 0.10λ rms-error; nrmse: 0.0941
(d) Gray-world triarm of the visible COMPASS
scene with 0.10λ rms-error; nrmse: 0.0909
Figure 4.134: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the visible COMPASS scene with 0.10λ rms-error. SNR: 210
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(a) Polychromatic Golay-6 of the visible DIRSIG
scene with 0.10λ rms-error; nrmse: 0.1957
(b) Polychromatic triarm of the visible DIRSIG
scene with 0.10λ rms-error; nrmse: 0.1958
(c) Gray-world Golay-6 of the visible DIRSIG
scene with 0.10λ rms-error; nrmse: 0.1890
(d) Gray-world triarm of the visible DIRSIG scene
with 0.10λ rms-error; nrmse: 0.1907
Figure 4.135: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the visible DIRSIG scene with 0.10λ rms-error. SNR: 191
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change in image quality as well. The effect on the gray-world model is about the same,
the nrmse increases by 9% for the Golay-6, and increases by 15% for the gray-world
triarm scenario.
The effect of increasing the amount of phase error to 0.17λ rms-error for the synthetic
DIRSIG scene in the visible passband in Figure 4.137 is different than the COMPASS
scene in Figure 4.136. What is most apparent is not the blurring that was seen in
the visible COMPASS scene, but the introduction of spectrally induced artifacts. The
two configurations exhibit the spectral artifacts in different ways. They are classified
as spectral artifacts because they are not in the gray-world model. For the Golay-6
configuration, they are most noticeable on the roof of the building in the top right of
the scene, and some minor diagonal banding in the field. The polychromatic triarm
configuration shows banding on the building in the bottom right of the scene, and some
banding is discernable in the high variance locations by the trees and houses (clutter).
The banding in the field is at least partially from the error in the restoration because
it is evident in the gray-world triarm model as well. The effect on the nrmse is not as
severe for the synthetic scene as compared to the visible COMPASS scene because the
nrmse for the polychromatic Golay-6 only increased by 4%, and 6% for the triarm. The
increase in the nrmse is smaller for the gray-world which is contrary to what happened
to the visible COMPASS scene which had a slightly larger increase for the gray-world
than the polychromatic model. So far it seems as if the effect of the aberrated sparse-
aperture system is not only dependent on the amount and distribution of phase errors,
but also the scene being used.
When the amount of aberrations introduced into the pupil function results in 0.25λ
rms-error, the effect on the visible COMPASS scene is shown in Figure 4.138. The ef-
fect is similar to what happened when it increased to 0.17λ rms-error, it just gets blur-
rier for both the polychromatic and gray-world models. There are not any noticeable
degradations due to spectral artifacts, just degradations due to the poor restoration.
Of note is that the Golay-6 configuration for both the gray-world and polychromatic
models nrmse values increase by approximately 20%, and approximately 30% for the
triarm configuration for the gray-world and polychromatic models. The visible COM-
PASS scene does not visually exhibit spectral artifacts. For the Golay-6 configuration,
the nrmse values are about the same for the two models. However, there is a larger
difference between the nrmse values for the two models within the triarm configuration.
The effect of increasing the phase error to 0.25λ rms-error for the visible DIRSIG
scene on the amount of spectral artifacts is evident when Figure 4.139 is observed. The
most pronounced aspect for the Golay-6 is the large vertical banding that is not appar-
ent in the gray-world model and the reduced contrast. While the effect on the triarm
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(a) Polychromatic Golay-6 of the visible COM-
PASS scene with 0.17λ rms-error; nrmse: 0.1041
(b) Polychromatic triarm of the visible COMPASS
scene with 0.17λ rms-error; nrmse: 0.1055
(c) Gray-world Golay-6 of the visible COMPASS
scene with 0.17λ rms-error; nrmse: 0.1021
(d) Gray-world triarm of the visible COMPASS
scene with 0.17λ rms-error; nrmse: 0.1047
Figure 4.136: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the visible COMPASS scene with 0.17λ rms-error. SNR: 210
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(a) Polychromatic Golay-6 of the visible DIRSIG
scene with 0.17λ rms-error; nrmse: 0.2029
(b) Polychromatic triarm of the visible DIRSIG
scene with 0.17λ rms-error; nrmse: 0.2084
(c) Gray-world Golay-6 of the visible DIRSIG
scene with 0.17λ rms-error; nrmse: 0.1944
(d) Gray-world triarm of the visible DIRSIG scene
with 0.17λ rms-error; nrmse: 0.1999
Figure 4.137: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the visible DIRSIG scene with 0.17λ rms-error. SNR: 191
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(a) Polychromatic Golay-6 of the visible COM-
PASS scene with 0.25λ rms-error; nrmse: 0.1254
(b) Polychromatic triarm of the visible COMPASS
scene with 0.25λ rms-error; nrmse: 0.1411
(c) Gray-world Golay-6 of the visible COMPASS
scene with 0.25λ rms-error; nrmse: 0.1247
(d) Gray-world triarm of the visible COMPASS
scene with 0.25λ rms-error; nrmse: 0.1361
Figure 4.138: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the visible COMPASS scene with 0.25λ rms-error. SNR: 210
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is some artifacting that is difficult to describe. It is most notable on the building in the
top right of the scene, and the reduced contrast of the scene. The gray-world model
shows some reduced contrast as well, but far less than exhibited by the polychromatic
model. The difference in the nrmse is approximately 6% for all four examples for
this scene, this is in contrast to a 25% change on average for the visible COMPASS
scene. The interesting aspect when comparing the two data sets is that there is a dis-
parity with the amount and type of spectral artifacts that are apparent for the visible
COMPASS and visible DIRSIG scenes. The visible COMPASS scene shows very low
amounts of spectral artifacts while the visible DIRSIG scene shows a moderate amount.
The metrics for the Golay-6 and triarm configurations for the visible COMPASS
scene are in Tables 4.35 and 4.36 respectively, and the metrics for the Golay-6 and
triarm configurations for the visible DIRSIG scene are in Tables 4.37 and 4.38 respec-
tively. The GIQE is not good at predicting the image quality for the data sets in this
section. For the COMPASS scene, the GIQE decreases as the phase error increases
which is wanted, but it does not decrease as much as it probably should. For the GIQE
scale, a difference of 0.1 is a “just noticeable difference” between two images. The
difference in the GIQE for Golay-6 configurations shows a difference of 0.16 when going
from zero to 0.10λ rms-error, however, there is no visible difference between the two.
However, there is a very large difference visually for the scene when going from 0.17-
0.25λ rms-error, and the GIQE shows a difference of 0.09, under the “just noticeable
difference.” When the GIQE of the triarm is observed, it fairs better for predicting the
image quality. There is a difference of 0.09 when going from zero to 0.10λ rms-error,
and increases to larger than 0.10 when increasing the phase error above 0.10λ rms-error.
The Strehl ratio consistently decreases as the amount of aberrations increase, how-
ever, the rate at which it does so is contrary to the rate at which the image quality
changes depending on the introduction of phase errors. As this section showed, when
a little phase error is included in the pupil function, there is not much difference in
the image quality as seen in Figure 4.134, but as a moderate amount is introduced,
the difference is greater as seen in Figure 4.136. In this example, the first 0.10 waves
of error did not introduce much degradation into the system, but the addition of 0.07
waves more creates a large difference in the image quality. The Strehl ratio decreases
quickly when the image quality does not change much, from zero to 0.10λ rms-error,
and changes very little when the image quality changes a lot, from 0.17λ rms-error to
0.25λ rms-error.
The different results seen for the visible COMPASS and DIRSIG scenes are most likely
due to collection conditions. The DIRSIG scene used a generic atmosphere from MOD-
TRAN (mid-latitude summer). The COMPASS scene was collected on a very hazy day.
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(a) Polychromatic Golay-6 of the visible DIRSIG
scene with 0.25λ rms-error; nrmse: 0.2147
(b) Polychromatic triarm of the visible DIRSIG
scene with 0.25λ rms-error; nrmse: 0.2227
(c) Gray-world Golay-6 of the visible DIRSIG
scene with 0.25λ rms-error; nrmse: 0.2064
(d) Gray-world triarm of the visible DIRSIG scene
with 0.25λ rms-error; nrmse: 0.2094
Figure 4.139: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the visible DIRSIG scene with 0.25λ rms-error. SNR: 191
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This results in a reduction of spectral contrast for the COMPASS scene. This factor is
probably why the two scenes show such disparate results, the introduction of haze into
the real data reduces the spectral contrast, thus, there is a reduction in the amount of
spectrally induced artifacts.
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.782 1.034 6.417 210.369 55.840 4.110 1.000 1.000 41.79
0.10 0.689 1.038 6.724 210.197 52.991 3.949 0.688 0.913 41.79
0.17 0.646 1.014 6.732 210.389 53.072 3.885 0.470 0.848 41.79
0.25 0.570 0.927 6.412 211.175 56.138 3.793 0.315 0.726 41.79
Table 4.35: Metrics for the visible COMPASS scene with the different amounts of
aberrations for the Golay-6 configuration.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.776 1.057 5.754 217.326 64.299 4.095 1.000 1.000 41.79
0.10 0.715 1.038 6.025 217.724 62.704 4.004 0.671 0.911 41.79
0.17 0.605 1.027 6.355 217.249 58.220 3.803 0.380 0.758 41.79
0.25 0.517 0.992 5.670 216.821 64.998 3.642 0.223 0.618 41.79
Table 4.36: Metrics for the visible COMPASS scene with the different amounts of
aberrations for the triarm configuration.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.960 1.063 17.403 191.402 18.433 3.819 1.000 1.000 41.79
0.10 0.913 1.055 18.440 191.295 17.353 3.749 0.687 0.982 41.79
0.17 0.868 1.057 19.308 191.408 16.693 3.864 0.465 0.962 41.79
0.25 0.820 1.037 20.937 191.813 15.420 3.738 0.313 0.923 41.79
Table 4.37: Metrics for the visible DIRSIG scene with the different amounts of aberra-
tions for the Golay-6 configuration.
4.10.3 Vnir COMPASS and DIRSIG Scenes
The image quality expected when propagating a scene with a larger passband will be
poorer. The scenes in the previous sections are the same as in this section except they
have a wider passband, the same parameters used to create the aberrated pupil func-
tions for the visible scenes are used for the vnir scenes as well. The only difference is
the number and passband centers of the spectral OTFs created. Figure 4.140 shows
the restored vnir COMPASS scene where no aberrations have been introduced into
the pupil function. The nrmse values are exactly the same for the two configurations
in the gray-world model, and very similar for the polychromatic model. The Golay-6
has a slightly better angular resolution than the triarm, it is not a very noticeable
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.909 1.060 16.984 197.636 19.470 3.809 1.000 1.000 41.79
0.10 0.884 1.060 17.667 197.615 18.662 3.956 0.673 0.981 41.79
0.17 0.820 1.050 19.367 197.626 17.109 3.808 0.383 0.932 41.79
0.25 0.793 1.043 19.459 198.069 17.065 3.767 0.221 0.862 41.79
Table 4.38: Metrics for the visible DIRSIG scene with the different amounts of aberra-
tions for the triarm configuration.
amount when viewing the restored images. More importantly, there are small amounts
of spectrally induced artifacts present in the Golay-6 configuration for the unaberrated
scenario, this is shown in a magnified region in Figure 4.141. The figure shows a dark
region that is evident for the triarm and filled aperture scenarios as-well-as the gray-
world Golay-6 model. However, the Golay-6 polychromatic model does not contain the
dark area, thus, for the unaberrated scenario, the Golay-6 model exhibits low amounts
of visible spectral artifacts whereas the triarm and filled apertures do not. It should be
noted that the images in Figure 4.141 are restored using a Wiener filter with a known
PSR while the images in Figure 4.140 is restored using a constant PSR for the Wiener
filter. This should not effect the experiment or conclusions derived thereof, only that
specific scenarios are being shown to highlight important features. For an unaberrated
pupil function, the Golay-6 performs slightly worse than the triarm configuration for
the vnir COMPASS scene because of the introduction of low amounts of spectrally
induced artifacts.
The unaberrated vnir DIRSIG scene shown in Figure 4.142 is not as well behaved
as the vnir COMPASS scene when spectral artifacts are concerned. At the unaber-
rated level, there are spectral artifacts present in both of the configurations for the
vnir DIRSIG scene. The spectral artifacts for both configurations are exhibited in the
same manner in this scenario. The spectral artifacts are apparent at the edge of the
building on the bottom right of the scene. The nrmse for the two configurations are
approximately the same. However, the models (polychromatic and gray-world) differ
by about 10% for both configurations.
When a phase error of 0.10λ rms-error is introduced into the vnir COMPASS scene
in Figure 4.143, differences between the polychromatic and gray-world models become
more evident. The introduction of spectral artifacts is less obtrusive in this scene than
seen in the unaberrated vnir DIRSIG scene. As phase error is introduced for the vnir
COMPASS scene, the main effect is of a lower contrast. There is only a little of the
rippling that has been evident in the Terrapix and synthetic data sets. The minor
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(a) Unaberrated polychromatic Golay-6 of the vnir
COMPASS scene; nrmse: 0.1007
(b) Unaberrated polychromatic triarm of the vnir
COMPASS scene; nrmse: 0.0982
(c) Unaberrated gray-world Golay-6 of the vnir
COMPASS scene; nrmse: 0.0919
(d) Unaberrated gray-world triarm of the vnir
COMPASS scene; nrmse: 0.0919
Figure 4.140: Comparing restored unaberrated image quality for a Golay-6 and a triarm
configuration for the vnir COMPASS scene. SNR: 270
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(a) Polychromatic Golay-6 of the vnir COMPASS
scene
(b) Gray-world Golay-6 of the vnir COMPASS
scene
(c) Polychromatic triarm of the vnir COMPASS
scene
(d) Gray-world triarm of the vnir COMPASS scene
(e) Polychromatic filled aperture of the vnir COM-
PASS scene
(f) Gray-world filled aperture of the vnir COM-
PASS scene
Figure 4.141: Comparing restored image quality for a Golay-6, a triarm configuration,
and a filled aperture for an unaberrated vnir COMPASS scene using a Wiener filter
with the known PSR.
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(a) Unaberrated polychromatic Golay-6 of the vnir
DIRSIG scene; nrmse: 0.2588
(b) Unaberrated polychromatic triarm of the vnir
DIRSIG scene; nrmse: 0.2595
(c) Unaberrated gray-world Golay-6 of the vnir
DIRSIG scene; nrmse: 0.2351
(d) Unaberrated gray-world triarm of the vnir
DIRSIG scene; nrmse: 0.2381
Figure 4.142: Comparing restored unaberrated image quality for a Golay-6 and a triarm
configuration for the vnir DIRSIG scene. SNR: 282
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amount of rippling is noticeable in the aberrated image by doing a flicker test with the
unaberrated restored image. The only effect in the gray-world model is some blurring
and not the large reduction in contrast seen in the polychromatic model. The increase
in the nrmse for all but the polychromatic triarm configuration increase by approx-
imately 6% or more. The polychromatic triarm configuration only increases by 2%.
Visually the image quality for the two configurations is very similar, the nrmse values
correspond to this.
The spectral artifacts are readily apparent in the vnir DIRSIG scene shown in Fig-
ure 4.144 with 0.10λ rms-error. The two configurations now start to exhibit spectral
artifacts in different ways. It is easy to see them in the Golay-6 configuration in the
field, but they are also evident throughout the high variance portions of the scene.
The spectral artifacts are less obvious in the triarm configuration, but they are still
present in both the uniform and high variance regions. In the uniform region, the
spectral artifacts highlight the track, while the high variance region does not show as
much rippling as the Golay-6 configuration. The introduction of the spectral artifacts
is not shown by the nrmse, it decreases for the polychromatic triarm configuration.
This means the nrmse is calculating an increase in image quality as a small amount
of phase error is introduced. This does not make intuitive sense. The nrmse takes an
absolute difference between the original and restored image, apparently this example
shows that it has some problems correctly describing the image quality when spec-
tral artifacts are present. The Golay-6 polychromatic configuration shows a noticeable
amount of spectral artifacts present, the nrmse increases by 3%, the gray-world model
which cannot exhibit spectral artifacts increases by 2%. The difference in the nrmse
values between the two models for both configurations is fairly large and corresponds to
the extra degradation from the spectral artifacts present in the polychromatic models.
The spectral artifacts are quite visible for the vnir COMPASS scene with 0.17λ rms-
error introduced into the pupil function as shown in Figure 4.145. Visually, the two
configurations look as if they have similar amounts of spectral artifacts. The distribu-
tion looks different, but the resultant image quality looks fairly similar. The difference
in the nrmse between the polychromatic configurations is only 1%, the same difference
is true for the gray-world model as well. The polychromatic image quality is highly
degraded, it is questionable whether the houses are resolvable. The gray-world model
is also highly degraded, but in this scenario it can be argued that some of the houses
are resolvable.
The disparity between the polychromatic and gray-world model becomes quite large
when the vnir DIRSIG scene has 0.17λ rms-error introduced into the pupil function
as shown in Figure 4.146. The gray-world model shows very little degradation at this
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(a) Polychromatic Golay-6 of the vnir COMPASS
scene with 0.10λ rms-error; nrmse: 0.1078
(b) Polychromatic triarm of the vnir COMPASS
scene with 0.10λ rms-error; nrmse: 0.1006
(c) Gray-world Golay-6 of the vnir COMPASS
scene with 0.10λ rms-error; nrmse: 0.0998
(d) Gray-world triarm of the vnir COMPASS scene
with 0.10λ rms-error; nrmse: 0.0977
Figure 4.143: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the vnir COMPASS scene with 0.10λ rms-error. SNR: 270
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(a) Polychromatic Golay-6 of the vnir DIRSIG
scene with 0.10λ rms-error; nrmse: 0.2673
(b) Polychromatic triarm of the vnir DIRSIG scene
with 0.10λ rms-error; nrmse: 0.2594
(c) Gray-world Golay-6 of the vnir DIRSIG scene
with 0.10λ rms-error; nrmse: 0.2405
(d) Gray-world triarm of the vnir DIRSIG scene
with 0.10λ rms-error; nrmse: 0.2429
Figure 4.144: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the vnir DIRSIG scene with 0.10λ rms-error. SNR: 282
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(a) Polychromatic Golay-6 of the vnir COMPASS
scene with 0.17λ rms-error; nrmse: 0.1202
(b) Polychromatic triarm of the vnir COMPASS
scene with 0.17λ rms-error; nrmse: 0.1189
(c) Gray-world Golay-6 of the vnir COMPASS
scene with 0.17λ rms-error; nrmse: 0.1102
(d) Gray-world triarm of the vnir COMPASS scene
with 0.17λ rms-error; nrmse: 0.1117
Figure 4.145: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the vnir COMPASS scene with 0.17λ rms-error. SNR: 270
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amount of phase error. The polychromatic model now exhibits a large amount of spec-
tral artifacts that have different distributions for the two configurations. The two large
buildings are easier to see in the Golay-6 configuration than the triarm. The nrmse of
the Golay-6 is better than the triarm, this seems to agree with the visual analysis.
The “normal” spectral artifacts, rippling, still are not apparent for the vnir COMPASS
scene with 0.25λ rms-error as seen in Figure 4.147. The difference visually between the
polychromatic and gray-world Golay-6 models are not very apparent in this example.
This is not true for the difference in image quality for the two models with the triarm
configuration. It is hard to resolve individual houses in either triarm model, but the
field is easily resolved in the gray-world model, it is more difficult to interpret in the
polychromatic model. The visual difference between the two polychromatic configura-
tions is correlated with the nrmse values. The polychromatic triarm model has the
worst image quality of all four images in Figure 4.147, the most noticeable difference
between the other three images and the one in Figure 4.147(b) is the lack of inter-
pretability of the field. The other three images have easily discernable fields. It is
difficult to resolve the houses or trees in any of the four images, thus the image quality
of the other three images, polychromatic Golay-6, and both gray-world configurations,
seem fairly similar. The nrmse values correspond with this statement.
The image quality of the vnir DIRSIG scene with 0.25λ rms-error is shown in Figure
4.148. The gray-world models nrmse values increase slightly, and this seems to corre-
spond with the image quality. Visually the gray-world scenes seem to be noisier than the
less aberrated scene in Figure 4.146. The polychromatic model shows extremely large
amounts of spectral artifacts. They are bad enough to destroy the image interpretabil-
ity, especially for the triarm configuration. The polychromatic Golay-6 configuration
shows large amounts of spectral artifacts, but the distribution and amount is less than
seen in the polychromatic triarm configuration. The nrmse values correspond with the
visual analysis performed.
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(a) Polychromatic Golay-6 of the vnir DIRSIG
scene with 0.17λ rms-error; nrmse: 0.3012
(b) Polychromatic triarm of the vnir DIRSIG scene
with 0.17λ rms-error; nrmse: 0.3152
(c) Gray-world Golay-6 of the vnir DIRSIG scene
with 0.17λ rms-error; nrmse: 0.2444
(d) Gray-world triarm of the vnir DIRSIG scene
with 0.17λ rms-error; nrmse: 0.2493
Figure 4.146: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the vnir DIRSIG scene with 0.17λ rms-error. SNR: 282
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(a) Polychromatic Golay-6 of the vnir COMPASS
scene with 0.25λ rms-error; nrmse: 0.1354
(b) Polychromatic triarm of the vnir COMPASS
scene with 0.25λ rms-error; nrmse: 0.1521
(c) Gray-world Golay-6 of the vnir COMPASS
scene with 0.25λ rms-error; nrmse: 0.1280
(d) Gray-world triarm of the vnir COMPASS scene
with 0.25λ rms-error; nrmse: 0.1378
Figure 4.147: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the vnir COMPASS scene with 0.25λ rms-error. SNR: 270
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(a) Polychromatic Golay-6 of the vnir DIRSIG
scene with 0.25λ rms-error; nrmse: 0.3080
(b) Polychromatic triarm of the vnir DIRSIG scene
with 0.25λ rms-error; nrmse: 0.3399
(c) Gray-world Golay-6 of the vnir DIRSIG scene
with 0.25λ rms-error; nrmse: 0.2517
(d) Gray-world triarm of the vnir DIRSIG scene
with 0.25λ rms-error; nrmse: 0.2572
Figure 4.148: Comparing restored image quality for a Golay-6 and a triarm configura-
tion for the vnir DIRSIG scene with 0.25λ rms-error. SNR: 282
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The metrics for the Golay-6 and triarm configurations for the vnir COMPASS scene
are in Tables 4.39 and 4.40 respectively, and the metrics for the Golay-6 and triarm
configurations for the vnir DIRSIG scene are in Tables 4.41 and 4.42 respectively. The
GIQE has a similar trend that was seen in the visible Compass Golay-6 scenario for the
vnir COMPASS Golay-6 configuration, and both configurations for the vnir DIRSIG
scene. The largest difference in the GIQE is from the unaberrated to 0.10λ rms-error,
and the rate of change decreases as more aberrations are increased which is opposite
of what happens visually to the image quality. Only the vnir COMPASS scene with
the triarm configuration does not have a decreasing rate of change for the GIQE as the
amount of aberrations increase.
The Strehl ratio consistently decreases in the same manner described in the previ-
ous section for this scenario as well. However, if the restored Strehl ratio is observed,
a different rate is seen. Tables 4.40 to 4.42 show the restored Strehl ratio decreases
more when larger amounts of aberrations are included than when the initial amount of
0.10λ rms-error is introduced. Unfortunately, this was not shown universally because
the Golay-6 configuration with the vnir COMPASS scene shows a larger increase for
the initial introduction of phase error, than from the 0.10 to 0.17λ rms-error. This
inconsistent correlation of the metrics to the image quality is also technically true for
the nrmse as well. However, the nrmse seems to correlate to the visual image quality
better than the other metrics.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.622 1.026 5.116 270.340 90.838 3.854 1.000 1.000 41.79
0.10 0.531 0.982 5.180 270.366 89.059 3.689 0.686 0.918 41.79
0.17 0.464 0.993 5.071 270.330 91.613 3.518 0.464 0.858 41.79
0.25 0.416 0.896 4.544 270.978 102.743 3.453 0.311 0.739 41.79
Table 4.39: Metrics for the vnir COMPASS scene with the different amounts of aber-
rations for the Golay-6 configuration.
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error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.613 1.059 4.635 278.272 102.913 3.819 1.000 1.000 41.79
0.10 0.547 1.035 4.605 279.101 104.524 3.697 0.670 0.915 41.79
0.17 0.452 1.001 4.660 278.222 103.253 3.486 0.390 0.769 41.79
0.25 0.373 0.944 3.942 277.646 118.116 3.291 0.215 0.630 41.79
Table 4.40: Metrics for the vnir COMPASS scene with the different amounts of aber-
rations for the triarm configuration.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.829 1.079 21.218 281.682 22.458 3.867 1.000 1.000 41.79
0.10 0.769 1.072 22.134 281.658 21.493 3.749 0.687 0.990 41.79
0.17 0.680 1.057 22.893 281.705 20.787 3.585 0.466 0.978 41.79
0.25 0.679 1.055 23.085 281.529 20.673 3.579 0.312 0.953 41.79
Table 4.41: Metrics for the vnir DIRSIG scene with the different amounts of aberrations
for the Golay-6 configuration.
error RER Hos NG SNR SNRR GIQE Strehl StrehlR GSD
0.00 0.778 1.078 20.590 290.631 23.926 3.818 1.000 1.000 41.79
0.10 0.744 1.076 21.055 290.573 23.321 3.751 0.673 0.989 41.79
0.17 0.663 1.070 22.083 290.609 22.224 3.583 0.385 0.958 41.79
0.25 0.635 1.048 20.915 291.018 23.494 3.579 0.216 0.914 41.79
Table 4.42: Metrics for the vnir DIRSIG scene with the different amounts of aberrations
for the triarm configuration.
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4.10.4 Discussion of Golay-6 and Triarm Configuration Comparison
There is no clear answer to which configuration is better, or their exact effects on the
image quality. The results presented are for a specific distribution of phase errors and
will most likely change if a different distribution is introduced. There was not an ex-
periment to test the Golay-6’s sensitivity to the phase error distribution, thus, it can
only be inferred that it would because the triarm is.
The metrics do not show a constant correlation with the visual image quality. The
GIQE was shown to be completely inconsistent, it did not always decrease in value as
the amount of phase error increased. The other metrics used to calculate the GIQE
show some of the similar characteristics of the GIQE, some change at rates not consis-
tent with the image quality, and others do not consistently decrease in image quality.
The restored Strehl ratio seemed to fair better in terms of the rate it changed with
respect to the amount of phase errors introduced. For most scenarios it changed more
as larger amounts of error were introduced, it did not always do this, but in this aspect
it behaved similar to the nrmse. The nrmse normally increased at a larger rate as
more aberrations were included, but occasionally it did not do this. Part of the problem
could be that completely different parameters were used to create pupil functions with
different amounts of phase error, this is unlike how the pupil functions were created in
the threshold experiment where the parameters were scaled in Section 4.4. The metrics
in the threshold experiment seemed to be slightly better behaved, however, they were
as poor at predicting or analyzing image quality.
The distribution of the spectrally induced artifacts for the two configurations were
different for most scenarios. The configuration that was deemed to have better image
quality, or lower amounts of spectral artifacts, depended on the scene and amount of
phase errors introduced. Neither of the configurations performed consistently worse
than the other. The nrmse was usually consistent with the visual analysis when com-
paring the two configurations. The difference between the polychromatic and gray-
world models was not consistently different for the two configurations. It depended on
the distribution of phase errors, an example can be seen in the Terrapix scenario. Fig-
ure 4.129 is an example of the Terrapix scene with 0.17λ rms-error, the polychromatic
triarm initially looks as if it has larger amounts of spectral artifacts present than the
Golay-6. However, when the gray-world models are looked it, the degradation in the
triarm configuration more closely resembles the polychromatic image. This means the
structure seen in the restored images degraded by the polychromatic triarm configu-
ration is more a function of the spatial not spectral degradation. There are spectral
artifacts present for the polychromatic triarm configuration, though there is less than
the Golay-6 configuration exhibits.
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The unaberrated restored scenes need to be compared when trying to determine which
configuration fares better because of the effect that changing the distribution of phase
errors can have on image quality. When this is done in Figure 4.141 using a known
PSR to give a best possible restoration using a Wiener filter, it looks as though the
triarm has an innately higher threshold to the introduction of spectral artifacts. The
polychromatic Golay-6 configuration shows the complete removal of a dark area in
the middle of the field, this is not true for the polychromatic/gray-world triarm con-
figuration, gray-world Golay-6 configuration, nor the polychromatic/gray-world filled
aperture. For the triarm, the dark area is smaller, but is still resolvable. From this
result, an initial conclusion that the Golay-6 is more sensitive to spectral artifacts can
be made. It is only an initial conclusion, more experimentation needs to be made before
this statement can be considered definitive.
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4.11 Results: Ancillary Experiments
This section contains small experiments that help to answer some questions not dealt
with in the main sections previously discussed.
4.11.1 OTF Directional Effects on Image Quality
The effect of the sparse-aperture system on image quality is due to both the structure
of the OTF and the introduction of spectrally induced artifacts. For this scenario the
scene is rotated 90 degrees and propagated through the model. A Cassegrain system is
circularly symmetric, thus, the rotation of the scene has no effect on the image quality.
Figures 4.149 and 4.151 compares the same Terrapix scene for two scenarios where one
is rotated 90 degrees. Both the spatial and spectral artifacts differ when the rotated and
unrotated scenes are compared. Some types of degradations in the rotated scene are
similar to what was seen previously, only rotated. An example of how collection angle
affects the spectral artifacts and degradations can be seen in Figure 4.150. The effect is
not as pronounced for the rotated scene in this example at specific areas, as seen in the
magnified region in Figure 4.150 (top image). The spectrally induced artifacts seem to
be as prominent, although, the form is sometimes slightly different. For example, Figure
4.150 (bottom image) shows that the paint on the street does not induce the same arti-
facts for the two scenarios. For the unrotated, the paint looks stretched into the street,
while for the rotated, the effect is more subtle. There are also other areas throughout
the image that show how the collection angle affects the artifacts (spatial and spectral).
The vnir COMPASS scene was also rotated and propagated through the spec-
tral sparse-aperture model, the results can be seen in Figures 4.152 and 4.154 for the
constant and known PSR restorations. The gray-world models do not exhibit as large
a difference in image quality as the polychromatic model when the scene is rotated.
This makes sense, because the polychromatic model is directionally dependent for both
the spectral and spatial artifacts, while the gray-world model is only dependent on the
spatial artifacts. There is a difference in the gray-world model highlighted in Figure
4.153. The direction of the objects on the top of the building appear to point in slightly
different directions for the two orientations of propagation, this could be problematic
if spatial match filters are used because they will probably perform worse than would
normally be expected. When looking at the polychromatic model, the location where
spectral artifacts are most apparent for the unrotated scene is shown in Figure 4.153.
The rotated scene could be argued to have better image quality for this scenario be-
cause the divisions between the different land plots are resolvable, they are not in the
unrotated image.
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(a) Unrotated polychromatic model (b) Rotated 90 degree polychromatic model
(c) Unrotated gray-world model (d) Rotated 90 degree gray-world model
Figure 4.149: Comparison of two images where one is rotated 90 degrees before prop-
agation, then rotated -90 degrees for viewing, restored using a constant PSR in the
Wiener filter. This is the Terrapix scene with 0.16λ rms-error.
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(a) Unrotated polychromatic model (b) Rotated 90 degree polychromatic model
(c) Unrotated gray-world model (d) Rotated 90 degree gray-world model
Figure 4.150: Magnified region comparison of two images where one is rotated 90 de-
grees before propagation, then rotated -90 degrees for viewing, restored using a constant
PSR in the Wiener filter. This is the Terrapix scene with 0.16λ rms-error. The top
image is from the top of the scene, the bottom image is a section from the road.
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(a) Unrotated polychromatic model (b) Rotated 90 degree polychromatic model
(c) Unrotated gray-world model (d) Rotated 90 degree gray-world model
Figure 4.151: Comparison of two images where one is rotated 90 degrees before propa-
gation, then rotated -90 degrees for viewing, restored using a known PSR in the Wiener
filter. This is the Terrapix scene with 0.16λ rms-error.
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(a) Unrotated polychromatic model (b) Rotated 90 degree polychromatic model
(c) Unrotated gray-world model (d) Rotated 90 degree gray-world model
Figure 4.152: Comparison of two images where one is rotated 90 degrees before prop-
agation, then rotated -90 degrees for viewing, restored using a constant PSR in the
Wiener filter. This is the vnir COMPASS scene with 0.01λ rms-error.
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(a) Unrotated polychromatic model (b) Rotated 90 degree polychromatic model
(c) Unrotated gray-world model (d) Rotated 90 degree gray-world model
Figure 4.153: Magnified region of the comparison of two images where one is rotated
90 degrees before propagation, then rotated -90 degrees for viewing, restored using a
constant PSR in the Wiener filter. This is the vnir COMPASS scene with 0.01λ rms-
error. The left side is the lower left corner of the scene, and the right side is the top of
the roof.
CHAPTER 4. APPROACH AND RESULTS 283
(a) Unrotated polychromatic model (b) Rotated 90 degree polychromatic model
(c) Unrotated gray-world model (d) Rotated 90 degree gray-world model
Figure 4.154: Comparison of two images where one is rotated 90 degrees before propa-
gation, then rotated -90 degrees for viewing, restored using a known PSR in the Wiener
filter. This is the vnir COMPASS scene with 0.01λ rms-error.
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4.11.2 Discussion of Rotating the Scene
This shows the effect that rotating the scene can have on the image quality due to the
angular resolution of a sparse-aperture OTF. The angle the scene is recorded at has
the ability to affect image interpretability for some scenarios. The final image quality
seems to be an effect of both the scene and the orientation the scene is captured at.
The degradations in the restored images are a product of both the structure of the
OTF and the content of the scene.
The interaction between the scene structure and OTF result in a situation where some
artifacts (spatial and spectral) seem to rotate with respect to collection angle. However,
this is not always true, there are also situations where the degradations show different
patterns at different collection angles. At this time, it cannot be predicted which ar-
tifacts will exhibit different behaviors when the collection angle changes. It should be
noted that rotating the scene is an arbitrary term because there is no correct rotation
of the scene, it is only rotated from the previously captured scene.
4.11.3 Effect of piston error on image quality
The effect of increasing the piston error of a subaperture for a monochromatic signal
decreases the image quality until the subaperture error increases past 0.28 microme-
ters, or half a wavelength. Here the wavefront of the subaperture is completely out
of phase with the rest of the aperture. However, as the piston error increases toward
a full wavelength (0.55 microns), the phase of the monochromatic signal is now the
same as the unaberrated subapertures and the image quality should increase. This is
not necessarily true for a polychromatic signal with multiple wavelengths comprising
the wavefront. The coherence length of a signal decreases as a signal contains a larger
breadth of wavelengths. The piston error for two of the scenarios can be seen in Figure
4.155, where the two images look exactly the same except for the scale of the piston
error. This is to show a single subaperture is being displaced in specified increments to
increase the phase error of the pupil function.
Figure 4.156 shows the effect on the image quality of both the polychromatic and
gray-world scenarios as the piston error of a single subaperture increases. The image
quality of the polychromatic model reacts unpredictably as the piston error increases.
This means that the polychromatic model does not act as a monochromatic signal
when the image quality increases as the piston error increases from 0.28 to 0.55 mi-
crons, the polychromatic nrmse plot in Figure 4.157 agrees with this. The gray-world
model image quality shows a different relationship than the polychromatic model. The
gray-world model image quality first decreases, then begins to increase again as the
piston error passes a specific threshold, this is shown in the gray-world nrmse plot in
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(a) Pupil function with single piston error of 0.10
microns.
(b) Pupil function with single piston error of 0.50
microns.
Figure 4.155: The piston error is introduced into a single subaperture, there are no
other errors included. All other subapertures are unaberrated.
Figure 4.157. This is also seen in Figure 4.156 where Figure 4.156(d) (0.28 microns)
has worse image quality than Figures 4.156(b) (0.10 microns) and 4.156(f) (0.50 mi-
crons), therefore, it can be said that the gray-world model acts in a similar manner to a
monochromatic signal because the image quality begins to increase again. The decrease
in the gray-world image quality in Figure 4.156(d) is most obvious when looking at the
minor rippling in the streets, this rippling is not evident in the other two gray-world
scenes shown. In short, the polychromatic model does not behave as a monochromatic
signal while the gray-world model does for this situation. The visual analysis agrees
with the nrmse values shown in Figure 4.157.
Figure 4.157 shows that the nrmse for the gray-world model increases and then
decreases similar to what monochromatic theory says it should. Its behavior is less well
behaved than monochromatic theory would predict. One deviation from theory is that
the maximum error is not at half a wavelength of piston error, but at approximately
0.35 microns. The shift in the maximum error could be because the amount of error
is in terms of the center band, if this is not the dominant wavelength, then the peak
nrmse will probably be shifted from 0.28 microns. Table 4.43 shows that the blue band
has the highest value of all three bands in the original scene, this is probably why the
peak is shifted.
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(a) Polychromatic model with 0.10
microns error, nrmse: 0.0681
(b) Gray-world model with 0.10 mi-
crons error, nrmse: 0.0642
(c) Polychromatic model with 0.28
microns error, nrmse: 0.1378
(d) Gray-world model with 0.28 mi-
crons error, nrmse: 0.0729
(e) Polychromatic model with 0.50
microns error, nrmse: 0.2157
(f) Gray-world model with 0.50 mi-
crons error, nrmse: 0.0676
Figure 4.156: Comparison of the resultant image quality for both the polychromatic
and gray-world models restored using a Wiener filter with a known PSR for the Terrapix
scene.
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Figure 4.157: The nrmse of the restored images using a Wiener filter with the known
PSR with varying amounts of piston error introduced into a single subaperture.
Red band Green band Blue band
avg value 0.00495 0.00453 0.00627
Table 4.43: Average value of each band in the Terrapix scene before being integrated
for the gray-world model.
Chapter 5
Conclusions
The image quality of sparse-aperture systems is dependent on a number of variables.
This research has shown the effect that some of the variables have on the image qual-
ity. One parameter that has a large effect on the image quality is the passband of the
system. Large passband scenes result in large amounts of spectral artifacts. An aspect
that has a smaller impact than the passband on the image quality is the configuration
used to capture the scene. Two configurations under consideration are the Golay-6
and triarm. When looking at their imaging characteristics, the Golay-6 was found to
have larger amounts of artifacts than the triarm for the unaberrated situation. This
means that the Golay-6 has an innately lower image quality than the triarm, albeit
by a very small amount. The artifacts being mentioned are very small and do not
decrease the image quality by a large degree. The effect of the configurations on image
quality when aberrations are introduced are questionable because as more aberrations
are introduced, the Golay-6 seems to exhibit fewer spectral artifacts than the triarm.
Thus, the Golay-6 seems to be less sensitive to aberrations at high amounts of phase
error than the triarm, however, it seems to be more sensitive to phase errors at lower
amounts of aberrations than the triarm. This could either be an effect of a specific
distribution of phase errors or a sensitivity of the configurations to relative amounts of
phase error. There is no conclusive evidence for either theory as of yet.
The implementation of the restoration filter also has an effect on the restored image
quality. This is an obvious statement, however, it is not so obvious that using a known
PSR Wiener filter increases the amount of visible spectral artifacts. There are normally
fewer spectral artifacts, i.e. ringing, noticeable when the constant PSR Wiener filter is
used. A couple theories can help explain why this happens. One is that the noise gain
is lower making the image “cleaner,” so that there is less noise to compete with the
visibility of the spectral artifacts. The other is that using a constant PSR suppresses
more frequencies than the known PSR. As a scene has a lower SNR, the constant PSR
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needs to be changed to suppress more of the frequencies so the image does not become
dominated by noise. When the known PSR is used, some of the frequencies may be
attenuated that have a low SNR, however, there are many that will be restored to the
correct amount. Amplifying a larger number of frequencies results in more frequencies
being over amplified because of the spectral reasons explained previously.
It was found that capturing multiple bands can increase the image quality at the ex-
pense of an increase in the noise, but this is not seen in the nrmse metric. The nrmse
metric is quite poor for the multispectral scenario. It does not match the image quality
whatsoever. The multispectral model is most useful for large passband scenes with high
amounts of aberrations because it results in a large decrease in spectral artifacts. This
decrease in spectral artifacts benefits the image quality more than the lower SNR hurts
it. For pupils with low aberrations or smaller passbands, the spectral artifacts are not as
large, thus, the image quality is not as hindered by the introduction of them. The main
result found from the multispectral restoration of scenes with a visible passband was an
introduction of a high amount of noise. The multispectral model is not very useful for
the visible passband because there are not large amounts of spectral artifacts to reduce.
The threshold at which spectral artifacts start to become noticeable is dependent on
the scene and configuration. The phase error when spectrally induced artifacts first
became noticeable was the same for both vnir passband scenes. The amounts of in-
troduced phase error were similar, not the same, for the increase in artifacts as well.
For the visible passband, the threshold for the introduction of the spectral artifacts
is dependent on the spectral contrast of the scene. The visible passband scenes were
found to be more variable with respect to the amount of phase error introduced into the
pupil before spectral artifacts were introduced into the imagery than the vnir passband
scenes.
These experiments were all performed using a best case scenario where the true phase
error of the aberrated pupil function is known. The restored image quality is depen-
dent on the amount of introduced aberrations and the passband under consideration.
Restoring a degraded scene with a filter that is estimated from the true OTF results
in worse image quality. The degradations from the estimated restoration are difficult
to define because they are dependent on the parameters used and the scene.
The effect of spectral artifacts on the image quality is dependent on a variety of fac-
tors. For example, in the Terrapix scene, color does not seem to have a consistent
effect. The white cars seem to exhibit the most spectral artifacts, this is probably
because the contrast difference between the foreground (car) and background (parking
lot) is the largest. As far as blue or red cars are concerned when restoring using an
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averaged (gray-world) restoration filter, there does not seem to be a noticeable amount
of spectral artifacts associated with them. When restoring using a spectrally averaged
filter, the largest effect from spectrally induced artifacts in the visible spectrum seems
to be from the overall panchromatic contrast.
When observing the vnir DIRSIG scene the spectrally induced artifacts start to become
apparent at the constructed(man-made material)/vegetation interface. This interface is
most notable because it is the location in the spectrum in the vnir passband where the
two types of materials spectral properties diverge. When modeling a multispectral sys-
tem, it was shown that the vnir passband collecting three bands dramatically reduces
the spectral artifacts. Collecting more than three bands does not decrease the amount
of spectral artifacts much more than the three band collection. However, it does re-
sult in a lower SNR, making the three band collection the best overall in the experiment.
The end result is that the image quality acquired from a sparse-aperture system is
dependent on a lot of parameters. Any of which can impact the image quality. When
designing a system, the types of scenes that are going to be imaged need to be known
so that it can be determined whether or not a multispectral system would need to be
implemented as well as the tolerances needed to keep the phase error acceptable, and
how well the pupil function needs to be estimated to reduce the degradations from
poorly estimated pupils. Designing one of these systems is a complicated task that
requires well phased subapertures in the construction of the system to produce images
that are not highly impacted by spectral artifacts or other types of degradations.
Chapter 6
Future Work
This research has only touched upon many aspects that can be delved into further. The
comparison between the Golay-6 and triarm configurations only looked into a specific
fill factor and three aberrated pupil functions. It could be found whether the initial
research presented here is indicative of all scenarios or if the relative image quality will
change dependent upon the fill factor. It could also be studied whether the differences
in image quality are due to the specific aberrated pupil functions used, or if there is a
fundamental difference in image quality between the two configurations.
Another aspect that could be investigated is how the spectral resolution affects the
introduction or behavior of spectral artifacts. This could be useful to reduce computa-
tion time if an image-cube with a fewer number of bands could be used.
The multispectral model showed that capturing three bands can dramatically increase
the restored image quality for aberrated vnir imagery. It could be investigated if cap-
turing two bands would give an acceptable restored image quality. It would be most
sensible to do two different passbands, the first band being 0.4 - 0.7µm, and the second
band being from 0.7 - 0.9µm. These passbands are chosen because it is where vegeta-
tion and human made objects spectral curves diverge.
Find when the image quality would benefit from using an unaberrated OTF instead of
an estimated OTF in the restoration filter.
The effect of GSD on the introduction or distribution of spectral artifacts could be
looked into as well. Besides the recommendations stated above, any of the experiments
could be compared with similar experiments by changing the fill factor, distribution of
phase errors, integration time, and a number of other possible parameters that could
be altered.
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