In this paper we argue that the Spatial Durbin Model (SDM) is an appropriate framework to empirically quantify different kinds of externalities. Besides, it is also attractive from an econometric point of view as it nests several other models frequently employed. Up to now the SDM was applied in cross-sectional settings only, thereby ignoring individual heterogeneity. This paper extends the SDM to panel data allowing for non-spherical disturbances and proposes an estimator based on ML techniques. Results from a Monte Carlo study reveal that the estimator has satisfactory small sample properties and that neglecting the non-spherical nature of the errors leads to inflated standard errors. Moreover, we show that the incidence of type two errors in testing procedures for parameter significance of spatially lagged variables is the higher the denser the spatial weight matrix.
Introduction
Externalities play a central role in various fields of economics. They often can be regarded as spatial phenomena as activities have to spread over space in order to affect the well-being of others. For example, homes that are surrounded by houses with beautiful gardens exhibit positive externalities.
These externalities mainly affect direct neighbors and become less effective for distant houses.
Further examples for spatial externalities include, amongst others, knowledge spillovers affecting economic growth, fiscal externalities relevant in the tax competition literature or pollution issues in environmental economics. Due to the increased amount of research in spatial econometrics more elaborate tools for analyzing such phenomena empirically have become available. So far, focused on modeling spatial dependence via two different sources: spatial correlation between nonobservable explanatory variables (disturbance term), and spillover effects between the observations of the dependent variable. In contrast, spatial externalities working through the explanatory variables have received far less attention.
Only recently, the Spatial Durbin Model (SDM) (see Anselin, 1988 ) is gaining popularity in the economics literature as it includes a spatial lag on the dependent and independent variables and is thus suitable to capture externalities and spillovers arising from different sources. Applications in the field of regional science include Brasington and Hite (2005) who show that the SDM is the preferred model specification for explaining housing prices in a cross-sectional setting. Specifically, the spatial lag on the dependent variable controls for the fact that offer prices are often set with the knowledge of the selling prices of similar houses in the neighborhood, whereas the spatial lag on the explanatory variables, like school quality of neighboring entities, captures positive spillover effects arising through e.g. peer group effects. An interesting application of the SDM at the inter-country level can be found in Ertur and Koch (2007) who develop a spatially augmented Solow model assuming technological interdependence and physical capital externalities among economies. In their model, the SDM arises as the empirical representation of the derived steady state and convergence equations. Based on a sample of 91 countries they show that the nonlinear transformations of the SDM parameter estimates are in line with their assumptions concerning the existence of both, physical capital externalities arising through knowledge spillovers, and global technological interdependence among economies.
Besides its capability to reflect interdependencies originating from a variety of economic channels, the SDM also occupies an interesting position from an econometric point of view. Since it nests the models that include a spatial lag on the dependent variable or on the disturbances, it may be applied for model selection purposes. In this context, the common factor test (Burridge, 1981 ) is of particular importance as it permits discrimination between the SDM and the model with spatially lagged disturbances, and hence may indicate whether spatial externalities are substantive phenomena or rather random shocks diffusing through space.
2 Another important feature of the SDM that should be mentioned at this point is its performance in the case of spatially dependent omitted variables. As was shown in LeSage and Pace (2009, p.60) , applying the SDM may mitigate the bias relative to OLS estimates when unobservable factors like location amenities 1 Theoretical contributions include Baltagi et al. (2003) , Conley (1999) , Das et al. (2003) , Driscoll and Kraay (1998) , Kapoor et al. (2007) , Kelejian and Prucha (1998) , Kelejian and Prucha (1999) , Lee (2004) , Lee and Yu (2008) and LeSage and Pace (2009) . For a detailed literature review on theoretical and empirical applications of spatial econometric models see Anselin et al. (2004) .
2 See also Mur and Angulo (2006) for alternative tests and a comparison based on Monte Carlo evidence.
or neighborhood prestige exert an influence on the dependent variable. This provides a strong econometric motivation for employing the SDM in applied work when modeling phenomena that are located in space.
3
To our knowledge, the Spatial Durbin Model has been solely applied to cross-sectional data, thereby ignoring individual heterogeneity. The objective of this paper is to extend the SDM to panel data and to provide an adequate estimator within a fixed effects setting. To account for the non-spherical nature of disturbances often encountered when applying panel data models, we additionally allow for an AR(1) and heteroskedastic error structure. A distinctive feature of the SDM is that it cannot be estimated via Two-stage Least squares, as proposed by e.g. Kelejian and Prucha (1998) , because the available instruments already enter as regressors in the model.
We therefore propose an ML estimator, which involves a data transformation proposed by Lee and Yu (2008) to avoid the incidental parameter problem. Unlike often argued in the spatial econometrics literature, Maximum Likelihood estimation is also feasible for very large samples 4 due to many improvements in computational methods and computing power. Hence, the applied estimation routine for the proposed estimator remains feasible even when the number of time periods becomes large.
5
To investigate the finite sample properties of the estimator we perform a Monte Carlo study.
Results reveal that coefficient estimates are virtually unbiased for reasonable large samples and that ignoring serial correlation and heteroskedasticity inflates standard errors of the estimates.
Moreover, we show by means of simulation that the occurrence of type 2 errors in the usual significance tests for parameter estimates of the spatially lagged variables crucially depends on the density of the spatial weight matrix. The more neighboring entities are exhibiting an influence on the dependent variable, the more often the null hypothesis of no influence of the parameter estimates is wrongly accepted. This points to the need to further investigate the properties of the power function for models with spatially lagged explanatory variables.
In the following section we extend the SDM to the panel case. The estimation approach is then presented in section 3. In section 4 we describe the Monte Carlo design, and present the results in section 5. Section 6 summarizes the main results and discusses several interesting and useful extensions for future research.
3 An extensive analysis of the SDM for cross-section data and its properties are provided in LeSage and Pace (2009) .
4 Models involving samples of more than 60,000 cross-section observations can be estimated within a few seconds on desktop and laptop computers (see e.g. LeSage and Pace, 2009) .
5 The Matlab code is available from the authors upon request.
The Spatial Durbin Model (Anselin, 1988 ) is a modification of a model originally developed by Durbin (1960) in the context of time series analysis. In its spatial version, it is the unrestricted reduced form of a model with cross-sectional dependence in the errors and appears as the nesting model in a more general approach of model selection. Let w denote an N × N spatial weight matrix and y and vectors of dimension N including the dependent variable and the error term, respectively. Moreover, let X be an N ×k matrix of independent variables. Then the cross-sectional SDM can be written in the following way:
By imposing certain restrictions it turns out that several other spatial models can be regarded as special cases of the SDM. In particular, imposing the restriction γ = 0 leaves us with the spatial lag model, also referred to as the spatial autoregressive model (Cliff and Ord, 1981) . If the restriction γ = −ρβ is imposed the SDM reduces to the frequently applied spatial error model, where the spatial structure enters through the error term solely (Cliff and Ord, 1981) . To discriminate between the SDM and the spatial error model the common factor test can be applied.
For a discussion on testing procedures and their properties see e.g. Burridge (1981) and Mur and Angulo (2006) . Lastly, if ρ = 0 an OLS type regression arises that includes a spatial lag on the regressors.
As in the cross-sectional setting, the extension of the SDM to the panel case may serve as a model selection framework for various spatial panel data models frequently applied in the literature.
Additionally, the usual advantages of panel data can be exploited, including a higher sample variability, an increase in the degrees of freedom, more accurate inference and the possibility to control for the impact of time-constant omitted variables. To extend the model to the panel case we order the dependent variable as y = (y 11 . . . y 1T , . . . , y N 1 . . . y N T ) , where the slower index denotes the cross-sectional units i = 1, . . . , N and the faster index refers to the time dimension t = 1, . . . , T .
The model can then be written as follows:
Assuming that the neighborhood relationship does not change over time, we can write the weight matrix as W = w ⊗ I T 6 . To control for unobservable individual-specific effects each cross-section is assumed to have a time-constant term, modeled as a fixed parameter. These individual effects are collected in Z = I N ⊗ ι T , where ι T is a vector of order T containing ones with µ 1 being the corresponding parameter vector. In contrast to random effects error components the fixed effects specification has the advantage of robustness as the fixed effects are allowed to be correlated with the regressors in the model. Since in the SDM each regressor enters in its spatial lag form, we also include W Z in our specification. As a generalization, the error term is assumed to follow an AR(1) process with φ being the autoregressive parameter, where serial correlation is accounted for in the matrix ω T , where
Moreover, the cross-sectional units do not necessarily exhibit the same variance. Specifically, we allow for heteroskedasticity by assuming that Σ N = diag σ 
Estimation Approach
In a frequentist framework, the SDM in its cross-sectional form has been estimated exclusively by implementing Maximum Likelihood techniques, because the Two-stage Least Squares estimator
proposed by e.g. Kelejian and Prucha (1998) cannot be applied in this kind of setting. Specifically, the spatial lag on the dependent variable wy may no longer be instrumented by wX as the variables in wX themselves are part of the data generating process of y (see equation (1)). This distinctive 6 In the following I k denotes an identity matrix of dimension k.
feature of the SDM also applies to its panel version, so that we proceed to derive a ML estimator.
It is well known that in a fixed effects setting the number of parameters to be estimated increases with the number of cross-sectional units. This may lead to the incidental parameter problem and to an inconsistent estimator of the variance in a ML environment (see Neyman and Scott, 1948) .
In order to avoid these problems we apply a data transformation proposed by Lee and Yu (2008) , which eliminates variables that are constant over time. Unlike the demeaning matrix proposed by e.g. Baltagi (2005) that subtracts the time mean of each observation, the transformation proposed by Lee and Yu (2008) , which can be regarded as a generalization of the Helmert transformation, results in a variance-covariance matrix of full rank.
Before applying the above transformation to our model we first adopt a Cochrane-Orcutt (1949) procedure to deal with serial correlation in the disturbances. Contrary to the Prais-Winsten (1954) transformation, the Cochrane-Orcutt procedure leaves the fixed-effects constant over time, such that the Lee and Yu (2008) transformation can be effectively applied in a second step. 7 For this purpose, we construct the block diagonal matrix
Next, we follow Lee and Yu (2008) to construct the transformation matrix F . Define F T T −1,T −2 as the matrix of eigenvectors corresponding to the eigenvalues of 1 of the matrix Lee and Yu, 2008, p.5) . This transformation matrix deviates from Lee and Yu (2008) in two respects. First, it is rearranged according to our data organization. Second, due the application of the Cochrane-Orcutt procedure in a first step the number of available time periods is reduced by one, i.e. F is of dimension
Applying the above transformation matrices F and P −1 to equation (3) and reducing the weight matrix by two time dimensions, i.e. W = w ⊗ I T −2 , the model can be written as
To keep the number of parameters to be estimated small, we impose a functional form for the individual variances. This is particularly important in panel data settings with large N and
variances as being dependent on the matrix Λ i containing potential explanatory variables (see e.g. Griffiths, 2003) . Note that the variables in Λ i may be equal to those inZ. As the variances are assumed to be equal over time periods, Λ i may be specified in terms of time averages of the explanatory variables.
For δ and σ 2 we can maximize the log-likelihood function analytically to obtain the following
For the other parameters the concentrated log-likelihood function,
has to be maximized numerically. This is accomplished by applying a gradient-based method, implemented in the Optimization Toolbox of Matlab, that attempts to find a minimum of the negative multivariable log-likelihood function under the constraint that φ and ρ are smaller than one in absolute values. To derive standard errors for the Maximum Likelihood estimates we compute the second derivatives of the log-likelihood function, where the Hessian matrix is reported in the Appendix.
Design of the Monte Carlo Study
The purpose of our Monte Carlo experiments is twofold. First, we investigate the finite sample properties of the estimator outlined in the previous section (henceforth M L 1 ) and compare it to an estimator that does not take into account serial correlation and heteroskedasticity (henceforth M L 2 ). Second, we want to call attention to the potentially misleading conclusions drawn from applying standard t−tests in a Spatial Durbin Model for Panel data. Here we focus on the impact of the density of the weight matrix on the performance of the tests.
In both experiments the data generating process is assumed to be of the form specified in equations (3)- (5), where we additionally allow for spatial dependence in the explanatory variables X, i.e. :
The explanatory variables X and the error terms ζ are drawn from a standard-normal distribution, where the observations in X are assumed to be weakly spatially dependent (ϑ = 0.3).
Regarding the matrix Ω, ω T is constructed as in equation (6). The elements of Σ N are defined by 
First experiment
In the first experiment we run M = 2, 000 Monte Carlo trials and investigate the finite sample properties of the estimator by means of the average bias, the empirical standard deviation derived from the Monte Carlo trials (E-SD), and the root mean squared error (RMSE). 8 Additionally, we judge the quality of the variance estimates derived from the Hessian (T-SD) by comparing them to the empirical standard deviation.
We repeat this experiment with M L 2 to assess the impact of neglecting the non-spherical nature of the error term. Hence, instead of maximizing the log-likelihood function outlined in equation 8 The average bias is defined as Bias=
, where θ refers to the value of the coefficient in the data generating process andθ i to the estimated value. Moreover, E-SD=
where y and Z arrive by transforming equation (3) only by the matrix proposed by Lee and Yu (2008) to get rid of the fixed effects. Note that there is no need to apply the Cochrane-Orcutttransformation as Ω in equation (4) reduces to the identity matrix. Consequently, T − 1 instead of T − 2 time periods are available in the estimation.
9
The parameter vectors used in the first experiment are shown in table 1. We use θ 0 as basic specification and subsequently vary the values of γ, ρ, φ, and α. The first three modifications (θ 1 to θ 3 ) aim to investigate the behavior of the estimators under different specifications of spatial dependence. In the first modification (θ 1 ) the spatially lagged dependent variable has a negative impact on y and in the second modification (θ 2 ) it is not present in the data generating process.
Modification (θ 3 ) evaluates the estimators in a scenario in which the spatially lagged independent variable does not show up in the data generating process (i.e. γ = 0).
By means of the final four modifications (θ 4 to θ 7 ) we want to assess the reliability of the estimators for different degrees of serial correlation and heteroskedasticity. First, we apply the estimators to a setting with relatively high serial correlation but homoskedasticity (θ 4 ), whereas in θ 5 the errors do not display serial correlation but pronounced heteroskedasticity. After investigating the impact of serial correlation and heteroskedasticiy separately, we apply the parameter vector θ 6 in which both, serial correlation and heteroskedasticity are high. To receive an impression regarding the effect of changing α on the extent of heteroskedasticity, observe that in the basic specification with α = 1 the individual variance parameters σ i range from 1 to e ≈ 2.27 with a mean of e 1 2 ≈ 1.65, whereas with α = 2.5, σ i ranges from 0 to e The spatial weight matrix w is constructed by applying first-order rook contiguity (see e.g. Anselin, 1988, p.17) to an r-board where r = 4, . . . , 11. Hence, the number of cross sectional units N ranges from 16 to 121.
9 To estimate this model we use the SDM function available in James LeSage's Econometric Toolbox (http: //www.spatial-econometrics.com).
Second experiment
In the second experiment we are interested in the performance of simple hypothesis tests for the null-hypotheses that each, β, γ and ρ are equal to zero when their values in the data generating process are actually different. Specifically, we the set the values of the parameters of interest in the data generating process to 0.2, and use the values of the basic specification in the first Monte Carlo experiment for the other parameters. This results in the parameter vector (β, γ, ρ, σ 2 , φ, α) = (0.2, 0.2, 0.2, 1, 0.5, 1).
The elements of the weight matrix w are drawn from a Bernoulli distribution with success probability d. We allow for different degrees of sparseness of the weight matrix by varying the success probability of the Bernoulli distribution from 0.1 to 0.9 in steps of 0.1. We make sure that each observation has at least one neighbor by randomly assigning a neighbor in those cases where the procedure outlined above does not assign a neighbor. For both, a time dimension of T = 10
and T = 20 we consider 16, 36, 49, and 64 cross-sectional units. In this experiment the number of trials equals 10,000. The number has to be considerably higher than in the first experiment because our interest focuses on the tails of the distribution (see e.g. Mooney, 1997, p.58) . Apart from these modifications the setup of the second Monte Carlo experiment is the same as in the first experiment.
To gain insights in the performance of simple hypothesis tests, we calculate the fraction of Monte Carlo trials in which a Type 2 error occurs. This fraction is henceforth called acceptance rate and is calculated as follows: after estimating the coefficients, we obtain the standard errors of the estimates from the diagonal elements of the inverted Hessian and perform a t-test for the null-hypotheses that each, β, γ, and ρ is equal to zero. The significance level is set to 10%. We then calculate the acceptance rates i.e. the proportion of Monte Carlo trials in which the null hypotheses is wrongly not rejected. Hence, by subtracting the acceptance rates from 1, one obtains an estimate for the value of the power function at the paramter value set in the data generating process (i.e., 0.2).
Results

First experiment
The results of the first Monte Carlo experiment are presented in tables 2 and 3. Table 2 provides good estimates for the variance of the estimator. On the other hand the number of non-zero elements in the weight matrix is independent of T . For β an increase in sample size leads to lower acceptance rates, irrespective whether the increase is due to higher N or higher T . In contrast, for γ and ρ the positive effects of an increase in N on acceptance rates are outweighed by the negative effects of the higher number of neighbors.
Second experiment
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Figures 1 and 2 about here 11 This is a special feature of the weight matrix used. If instead a weight matrix corresponding to first order rook contiguity is applied, acceptance rates for ρ and γ drop in N . (Results not reported here.)
These results point out an additional advantage of panel data models because in cross-sectional settings it is not possible to cope with this problem. Our results thus show that it is not unlikely to wrongly conclude that spatial lags of the dependent or the explanatory variable should be excluded from the econometric specification used in the estimation. As this could lead to an omitted variable bias we advise special caution when applying standard t−tests in a Spatial Durbin Model for Panel data.
Conclusion
In this paper we argue that the Spatial Durbin Model is a suitable framework for modeling spillovers and externalities of different sorts and that it may be used for model selection purposes as it nests several models frequently applied in empirical work. Motivated by its theoretical and econometric practicality, we extend the SDM to panel data allowing for non-spherical disturbances. We propose an estimator based on Maximum Likelihood techniques and show by means of a Monte Carlo analysis that it has fairly good small sample properties as measured by the bias, the empirical and theoretical standard deviations and the root mean squared error. A comparison with an estimator that ignores heteroskedasticity or serial correlation among disturbances reveals that standard errors of parameter estimates may be largely inflated when the non-spherical error structure is not considered. Whereas employing the proposed estimator in the case of spherical errors does hardly harm estimation results.
Additionally, the estimator is applicable in spatial autoregressive models with non-spherical disturbances. This is of particular relevance when the impact of the non-spatial regressors on the dependent variable is low, as IV estimates can be biased due to the weak instrument problem.
Moreover, we analyze the likelihood of committing a type 2 error in testing procedures for parameter significance of spatially lagged variables and show that it is the higher the higher the connectivity of regional entities. Applying standard testing procedures may therefore lead to wrong conclusions concerning the influence of spillovers and to incorrect model specifications. Therefore, we advise special caution when applying standard t−tests in spatial models. Further investigation of the power of hypothesis tests in such settings may thus be beneficial.
A final remark needs to be made regarding the interpretation of parameter estimates in the SDM. Unlike in OLS type regressions where independence of observations is assumed, parameter estimates in models containing spatial lags of the dependent variable have not a straightforward interpretation because of the embedded feedback effects among units. LeSage and Pace (2009) therefore develop summary measures for cross-sectional data reflecting the impact of a change in a single unit and of changes on a single unit. In order to meaningfully interpret parameter estimates in the context of the proposed SDM, the development of summary measures seems to be a promising field for future research.
A.1 Hessian
The second order derivatives read
(31)
where,
A.2 Transformed errors
To see that E[˜ ˜ ] = Σ N ⊗ I T −2 , note that
Sine Hω T H = I T −1 , by denoting the expectations of the individual variance elements as σ i we
where the second equality follows from F T F T = I T −2 . Notes: The weight matrix is derived using first order rook contiguity. E-SD denotes the empirical standard deviation of the Monte Carlo results, RMSE the root mean squared error and T-SD the theoretical standard deviation derived from the inverse of the Hessian. 
