Ordering optimisations are optimisations that can be applied to a concurrent logic program when the atoms of a clause are known to be ordered. In this paper ordering optimisations are reviewed, reformulated and refined. The paper explains how ordering optimisations can be realised in terms of abstract interpretation and shows that by, building on schedule analysis, simple, efficient and accurate forms of abstract interpretation can achieved. The paper outlines how to: identify instances of unification which can be simplified or removed; distinguish repeated synchronisation instructions; indicate which redundant checks can be removed when producers are ordered before consumers in the same thread; identify which variables can be accessed without dereferencing; indicate where variable initialisation and unification can be simplified; and show which variables can be allocated to an environment. Some safety checks can also be removed by using mode information.
Introduction
Schedule analysis [l] can be used to introduce sequential threads into a concurrent logic program. The analysis is an adaptation of the dependence analysis [2] proposed by Traub for lenient functional languages. A partial schedule of processes is determined at compile-time which does not contradict any data-dependence of the program. The data-dependencies are inferred from producer and consumer analysis [3] . In general all processes cannot be totally ordered and so the analysis leads to a division into threads of totally ordered processes. In this way the work required of the run-time scheduler is reduced to ordering sequential threads rather than ordering individual processes. This is likely to be a useful optimisation since the overhead of invoking a scheduler is significant.
Parlog supports sequential conjunction and thus provides a way to order to order the evaluation of atoms within a clause. Typically its use as a programming device is linfited, and Gregory[4] argues for its inclusion in Parlog primarily as a mechanism for controlling granularity. Schedule analysis builds on this work by providing a mechanism which is both automatic and formally proven (the behaviour of the program is preserved) for removing the overheads of fine-grained parallelism.
Gregory [4] documents several optimisations that can be applied in connection with sequential conjunction. These optimisations, which we collectively call ordering optimisations, generalise to threads. Gregory advocates that. the programmer should indicate where sequential conjunction can be introduced into the program. Schedule analysis, instead of relying on the programmer, systematically generates threads. Schedule analysis is likely, therefore, to identify circumstances for which atoms can be ordered, which the programmer does not. A consequence of this is likely to be more scope for optimisation. Indeed, in connection with schedule analysis, ordering optimisations first proposed for sequential conjunction might assume a new importance. A notable special case for Which ordering optimisations are of particular value is when a concurrent logic program is compiled to a uniprocessor.
In this paper we review, reformulate and refine ordering optimisations. We explain how ordering optimisations which relate to sequential conjunction can be reformulated in terms of abstract interpretation. We argue that by building on threads, simple and effective forms of abstract interpretation can be achieved. This approach not only extends the scope of the ordering optimisations, but additionally, the information inferred by abstract interpretation can be used to identify where other optimisations can be applied. We show how optimisations reported in the Prolog literature can be adapted to threads by combining mode analysis and type analysis, described in Section 2, with reference analysis, described in Section 3. (Section 3.2 presents an exception to this since we detail how to perform the safety check at compile-time. This optimisation is just as applicable to Prolog as it is to a concurrent logic language, and yet it does not seem to have been mentioned in the Prolog literature.) Section 4 presents our concluding discussion.
Mode analysis and type analysis
Mode analysis is a well-established analysis technique which infers how the arguments of a predicate (or an atom) can be expected to be bound when the predicate (or the atom) is invoked. Knowing that an argument is bound, or unbound, for instance, enables unification to be specialised. Type analysis can be regarded as an extension of mode analysis. Instead of inferring that arguments are expected to be unbound, bound or ground, the classification is refined to additionally deduce type information. Type aalalysis typically might infer that a variable is unbound or bound to a number, string, list or tuple. A knowledge of which types can be anticipated can, for example, be used to further simplify unification.
Mode analysis and type analysis can be regarded as forms of top-down abstract interpretation. A consequence of this is that the analyses critically depend on control. Debray[5] explains how modes call be inferred when a total (left-toright) ordering of the atoms of a clause is replaced with a partial ordering. This approach can be refined to deduce type information too. However, the generality of substituting a total ordering with a partial ordering reduces the accuracy, and therefore the usefulness, of the mode or type information. Furthermore, the and-parallelism of a concurrent logic program means that the only ordering that exists between the atoms of a clause is imposed by the data-dependencies between the atoms. Therefore, without considering the ordering imposed by datadependencies, the mode or type information inferred by the technique of Debray [5] is likely to be of little use.
