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CAPITULO 1
Introducción
El objetivo de este trabajo consiste en la descripción teórica, la puesta en práctica y el estudio
empírico del funcionamiento de un nuevo algoritmo para la estimación por máxima verosimilitud de
modelos ARMA multivariantes estocásticos. El problema de la estimación se estudia diferenciando
claramente entre evaluación y maximización de la función de verosimilitud. Esta distinción permite
analizar en detalle, integrar adecuadamente y sacar el máximo partido de todos los elementos que
componen el problema global de la estimación. Además, los problemas asociados a cada una de esas dos
tareas son tan diferentes entre si, que su estudio por separado resulta imprescindible si se desea prestar
la debida atención a los aspectos críticos de su utilización en la práctica.
Esta distinción entre evaluación y maximización de la función de verosimilitud no ha recibido
mucha atención en la literatura sobre estimación de modelos ARMA. Si bien existe una gran cantidad
de trabajos teóricos sobre la evaluación de la función de verosimilitud [por ejemplo Hilímer y Tiao
(1979), Nicholís y Hall (1979), Hall y Nicholís (1980) y Shea (1984, 1987)], son muy escasas las
referencias que prestan atención al problema de su maximización. Además, dicha atención suele Limitarse
a sugerir en unas pocas lfneas el empleo de algún método de optimización estándar para maximizar la
función de verosimilitud evaluada según se describe ampliamente en dichos trabajos [vid, por ejemplo
Hilímer y Tiao (1979) y Hall y Nicholís (1980)]. Una interesante excepción es el trabajo de Shea (1984).
Por otro lado, aunque el problema de la evaluación de la función de verosimilitud ha recibido
muchísima atención desde la publicación del libro de Box y Jenkins (1970), las diferentes alternativas
existentes en la actualidad no pueden considerarse, desde nuestro punto de vista, plenamente
satisfactorias. Esto es debido a que todas las propiedades que, en nuestra opinión, debe reunir un
algoritmo para llevar a cabo dicha evaluación se encuentran dispersas entre los muchos trabajos existentes
sobre el tema, de manera que si bien ciertos procedimientos poseen una serie de características
interesantes, carecen de otras que sf pueden encontrarse en procedimientos alternativos.
Así, aunque los algoritmos de Shea (1984, 1987) [incorporadosen la submtina G13DCF de la
librería N.A. G. (1987)f pueden considerarse los más eficientes desde el punto de vista computacional
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y
entre los disponibles actualmente, su empleo no permite detectar automáticamente situaciones de no
invertibilidad ni evaluar el vector de residuos analíticamente exactos correspondientes a la muestra y a e
los valores numéricos de los parámetros considerados. Estas tareas si tienen cabida en el algoritmo de
Hall y Nicholís (1980) y en la extensión al contexto multivariante del procedimiento de Ljung y Box
(1979). No obstante, el primero implica un elevado coste computacional y el segundo cierta ineficiencia
y pérdida de precisión numérica, debidas a la necesidad de evaluar explícitamente la inversa de una
matriz. Por último, el procedimiento de Hilímer y Tiao (1979) [ofrecidopor Jlze 5. C.A. Statistical
System; vid. Liu y Hudak (1986, 1992)] no permite, para procesos con parte autorregresiva, evaluar ni
a
la función de verosimilitud ni el vector de residuos de forma analíticamente exacta, lo cual puede suponer
un grave inconveniente cuando, por ejemplo, la muestra considerada contiene anomalías importantes
dentro de las primeras observaciones.
a
Teniendo en cuenta este panorama, en el presente trabajo se diseña un procedimiento
cornputacionalmente eficiente para estimar por máxima verosimilitud procesos ARMA multivariantes,
a
integrando, tras un análisis detallado por separado, los problemas de la evaluación y posterior
maximización de la función de verosimilitud. El nuevo procedimiento que se propone como alternativa
a los disponibles actualmente está basado en argumentos teóricos rigurosos y proporciona en la práctica:
[1] Buenas estimaciones de los parámetros en situaciones tanto bien como mal condicionadas (muestras
cortas, parámetros cercanos a la no estacionariedad o a la no invertibilidad, presencia de
observaciones influyentes, ...).
[2] Indicadores automáticos de especificaciones inadecuadas (no estacionarias o no invertibles) así como
instrumentos (residuos analíticamente exactos> para efectuar la diagnosis de los modelos estimados.
El algoritmo que se propone en este trabajo parte de un profundo análisis de las ideas contenidas
en los procedimientos disponibles actualmente. De esta forma, se pueden descubrir y explotar nuevas u’
posibilidades ignoradas en dichos trabajos. Este análisis, junto con ciertas innovaciones, permite recoger
en un sólo algoritmo las ventajas que se encuentran por separado en los procedimientos disponibles
actualmente, a la vez que permite demostrar que dichos algoritmos son simplemente un caso particular
(en ocasiones, arbitrariamente particular) del procedimiento descrito en este trabajo. Con el fin de
aprovechar efectivamente las ventajas que dicho algoritmo puede ofrecer, a lo largo del trabajo se
describen tanto su estructura teórica básica como los detalles de su puesta en práctica (algo habitualmente a
ignorado en los trabajos teóricos sobre el tema).
a
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La exposición que se utiliza en el trabajo, encaminada a conseguir los objetivos mencionados, está
organizada sobre dos pilares fundamentales:
[1] La descripción teórica (con instrumentos matemáticos y estadísticos sencillos) y codificada de un
nuevo procedimiento para evaluar y maximizar eficientemente la función de verosimilitud de
procesos ARMA multivariantes, así como la comparación (teórica y empírica) de dicho
procedimiento con los algoritmos disponibles en la actualidad.
[21 La comprobación del correcto funcionamiento en la práctica de los métodos propuestos, mediante
un amplio conjunto de ejercicios empíricos con datos tanto simulados como reales.
El trabajo está estructurado en cuatro capítulos (el primero de los cuales es esta introducción) y
cinco apéndices, cuyo contenido se repasa brevemente a continuación.
Los Capítulos 2 y 3 constituyen la parte central del trabajo, tanto en extensión como en contenido.
En concreto, en el Capitulo 2 se trata el tema de la evaluación de la función de verosimilitud exacta de
procesos ARMA multivariantes estacionarios. Tras un resumen de la formulación y propiedades de dichos
modelos, se revisan detenidamente los procedimientos más relevantes disponibles actualmente para tal
fin. Partiendo de algunas sugerencias extraídas de este repaso, se describe un nuevo procedimiento para
evaluar la función de verosimilitud exacta, que reúne todas las ventajas que se encuentran esparcidas entre
los algoritmos revisados y carece de sus inconvenientes. El Capitulo 2 se cierra con un resumen
comparativo que revela la potencial superioridad del algoritmo propuesto en este trabajo frente a los
disponibles actualmente.
El CapItulo 3 se abre con la descripción detallada de un algoritmo, basado en algunas de las ideas
sugeridas por Shea (1984>, para maximizar la función de verosimilitud exacta evaluada según el algoritmo
del CapItulo 2. También se contrasta el funcionamiento en la práctica del procedimiento de estimación
resultante de la combinación de ambos algoritmos, mediante un conjunto de estimaciones en situaciones
tanto simuladas como reales. A continuación, se estudian otros procedimientos de estimación derivados
del de máxima verosimilitud exacta (incluidos los procedimientos basados en el criterio de mínima suma
de cuadrados) y se comparan sus resultados con los proporcionados por dicho método. A modo de
conclusión práctica, el Capitulo 3 se cierra con algunos ejemplos de situaciones en las que los métodos
propuestos en este trabajo resultan más adecuados que los ofrecidos por uno de los programas
comerciales más utilizados en el análisis de series temporales (lite 5. C.A. Sratistical System).
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e
Por último, en el Capitulo 4 se resumen las principales aportaciones del trabajo y se sugieren tanto
posibles ampliaciones del mismo como futuras lineas de investigación apoyadas en él. e
Por su parte, Los Apéndices están estructurados de la siguiente manera. En el Apéndice AA se st
resumen algunos resultados de álgebra matricial, utilizados en el Capitulo 2 y en el Apéndice A.4, en
el que se presenta un procedimiento para evaluar las primeras derivadas de la función de verosimilitud, e
Por último, en el Apéndice A.5 se resume la metodología empleada en los ejercicios de simulación
realizados en el Capitulo 3. e
Los Apéndices A.2 y A.3 merecen un comentario especial. Uno de los objetivos principales de este
trabajo ha consistido en desarrollar procedimientos adecuados para ser empleados en la práctica
econométrica habitual. Pensamos que la descripción teórica y el análisis empírico de dichos
eprocedimientos no constituyen por si solos, aunque se expongan muy detalladamente, materiales
suficientes para lograr tal objetivo (aunque, por supuesto, sí necesarios). Por este motivo, se ha
e
considerado fundamental incluir la descripción de los algoritmos propuestos de la forma más adecuada
para su codificación en algún lenguaje de programación (como Pascal o Cj, de manera que su puesta en
marcha resulte prácticamente inmediata. Con este propósito, en el Apéndice A.2 se describe en forma
de pseudoccldigo [vid. Dennis y Schnabel (1983)j el algoritmo propuesto en el Capitulo 2 para evaluar
la función de verosimilitud exacta, mientras que en el Apéndice A.3 se describe el algoritmo propuesto
en el Capituto 3 para su maximización. La traducción det pseudocddigo a un lenguaje como Pascal o C
resulta (para alguien familiarizado con la programación de ordenadores) muy sencilla, por lo que se
dispone de un procedimiento de estimación completo que puede ponerse en marcha y utilizarse en la
práctica inmediatamente, u
Para concluir, puede seflalarse que, si bien el objetivo de este trabajo no es la modelización de O
series temporales, está bastante claro que la estimación eficiente de un modelo es una parte crucial en
dicho proceso. Por ello, pensamos que es importante disponer de métodos que proporcionen tanto las a
mejores estimaciones posibles como los instrumentos de diagnosis más adecuados en cualquier situación,
ya que las decisiones que se tomen sobre la posible reformulación de un modelo dependen críticamente
de ambos factores. Los algoritmos que se proponen en este trabajo responden a dicha finalidad, por lo
que pensamos que su empleo en la práctica econoniétrica puede resultar verdaderamente útil.
a
e
e
CAPITULO 2
Evaluación de la función de verosimilitud exacta de procesos
ARMA estacionarios
El estudio de la función de verosimilitud exacta (FVE en adelante) de procesos ARMA estacionarios
muJtivariantes, constituye tanto el punto de partida como el núcleo del presente trabajo. Como es bien
sabido, la expresión matemática de la FVE puede escribirse de distintas formas. Dependiendo de los
objetivos perseguidos, algunas de estas formas resultan más útiles que otras. En concreto, mientras que
algunas formulaciones son especialmente adecuadas a la hora de evaluar numéricamente la FVE en un
punto del espacio paramétrico, otras lo son para interpretar las propiedades del proceso ARMA cuyos
parámetros se desea estimar, así como para diagnosticar dicho modelo y para obtener previsiones a partir
de él. No obstante, como se muestra en este capitulo, es posible encontrar una formulación adecuada para
todos estos propósitos. A continuación se resume brevemente el contenido de este capitulo:
Sección 2.1: Formulación de los procesos ARMA estacionarios. En esta sección introductoria
se describe la formulación matemática y estadística de los modelos objeto de estudio, así como sus
condiciones de estacionariedad e invertibilidad. Estos temas constituyen la base para la obtención de la
FI/E de dichos modelos.
Sección 2.2: Repaso de procedimientos existentes. En esta sección se revisan los procedimientos
más relevantes disponibles actualmente para evaluar la FVE. Aunque el contenido de esta sección es,
básicamente, un repaso de temas conocidos, también se presentan en detalle ciertas cuestiones
computacionalmente interesantes, ignoradas habitualmente en los trabajos teóricos sobre el tema.
Sección 2.3: Un nuevo procedimiento para evaluar la función de verosimilitud exacta. A partir
de algunas ideas sugeridas por los procedimientos descritos en la sección anterior, se puede diseñar un
método computacionalmente eficiente para evaluar la FVE, que tiene ciertas ventajas respecto a los
procedimientos disponibles en la actualidad. Además, este método permite demostrar la equivalencia
matemática (aunque no computacional) de las formulaciones más utilizadas entre las propuestas en la
literatura y puede utilizarse como punto de partida para el diseño de otros métodos de estimación,
alternativos al de máxima verosimilitud exacta, que, en la práctica, pueden resultar extremadamente útiles
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a
(vid. CapItulo 3). En esta sección se describe con todo detalle este nuevp procedimiento, prestando
especial atención a determinados aspectos computacionales y numéricos, que resultan fundamentales para
su puesta en práctica.
a
Sección 2.4: Análisis comparativo de distintos procedimientos. Finalmente, en esta sección se
comparan la eficiencia computacional (en términos de tiempo de cálculo, precisión numérica y
necesidades de almacenamiento) y las ventajas prácticas de los métodos descritos en las secciones 2.2 y
2.3. El procedimiento de la sección 2.3 resulta al menos tan eficiente como el mejor de los disponibles
actualmente, con el añadido de presentar ciertas ventajas prácticas sobre estos últimos.
2.1. Formulación de los procesos ARMA estacionarios e
A lo largo del presente trabajo, supondremos que se dispone de N observaciones o realizaciones
simultáneas de m variables aleatorias ordenadas en el tiempo. Denotaremos por ~t=(yI1,~2~,...,y»9T al
vector (mx 1) del nivel de cada serie original en el periodo t (t= l,2,...,A9. Supondremos también que
a
cada una de las m series consideradas admite una transformación de Box-Cox, caracterizada por dos
parámetros (X1,m~) y definida como:
a
1
(X1,m~) (y~1+m1) ‘—1ti = ~ 0< >~J =2 [2.1.1]¡ ln(y1~+m1) , si X1=0
e
que estabiliza su varianza e induce linealidad y normalidad [vid. Box y Cox (1964); Hox y Jenkins
(1910), cap. 4; Jenkins y Alavi (1981)]. Por otro lado, si ~ es el componente determinista de la i-ésima
serie transformada en el periodo t, definimos el componente puramente estocdstico de dicha serie como:
e
(X1,m~)
= — ~it [2.1.21
Por tanto, el vector (mx1) s=(z11,zn, z,,.~)T es el vector del nivel de los componentespuramente
estocásticos de las series transformadas en el periodo 1 (t= 1,2 1V). Finalmente, definimos w¿.= V(B);,
con V(B)=diag[V1(B),V2(B),.. .,V,~(B)], de manera que cada serie w11= V¿B)z1, (i= 1,2 m) resultante
de esta transformación sea estacionaria en iÉedia y en covarianza1. La matriz (m >< m) diagonal V(B) tiene a
como elemento característico un polinomio V~(B) definido en el operador de retardos B (Bk; =
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normalizado (V/0)= 1) y de orden d~, que contiene los factores no estacionarios del modelo (K(BÁO
— 181 = 1) (vid. Jenkins y Alavi (1981); Tiao y Box (1981); Wei (1990), cap. 14).
2.1.1. Procesos ARMA<p,q> multivariantes estocésticos
En estas condiciones, diremos que la serie temporal múltiple n’, (t= 1,2,..., u), con
n=N—mdximo{d~, i=l ,2~..,m}, ha sido generada por un proceso ARM¡Q»,q) multivariante estocclstico
estacionario (vid. Hannan (1970); Zelíner y Palm (1974); Wallis (1977); Jenkins y Alavi (1981); Tiao
y Box (1981); Granger y Newbold (1986), cap. 8; MilIs (1990), cap. 14; Wei (1990), cap. 14) cuando
dicha serie admita la siguiente representación:
0(B)a, , t=1,2 ,...,n [2.1.3]
donde:
$(B)=Im — [2.L41p
0(B)=Im —0~B — 0,82 [2.1.5]
y ix es el vector que contiene la media de cada serie. En [2.1.41 y [2.1.5], •~ (fr 1,2 p) y 0,
(i= 1,2 q) son matrices (ni xm) de parámetros, ‘m es la matriz identidad de orden ni yR es el operador
de retardos. En principio, supondremos que los polinomios de [2.1.4] y [2.1.5] satisfacen las siguientes
condiciones:
4(8)1 = O— R{>l [2.1.6]
19(8)1 = o~ s~>í [2.1.7]
a las que nos referiremos como condiciones de estacionariedad y de invertibilidad, respectivamente (vid.
Jenkins y Alavi (1981); Tiao y fox (1981); Wei (1990), cap. 14). Dichas condiciones aseguran que las
siguientes sumas infinitas:
00
t(B) — •(R§’6(R) = + [2.1.8]
J~1
11(8) = 0(8<0(8) = — [2.1.9]
j= 1
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e
a
convergen para 181 =1.En concreto, [2.1.61y [2.1.7] aseguran que las secuencias de matrices *~ y fl~
se amortiguan a medida que el indice] crece, de manera que, por un lado, las matrices de covarianzas
de n’, son finitas y, por otro lado, wt depende menos de su pasado mas lejano que de su pasado reciente.
a
Por último, en [2.1.3], supondremos que a, es una sucesión de vectores (mx 1) aleatorios idéntica
e independientemente distribuidos caracterizados por:
E[a,] = 0(mXl)
TE[a ,aÍ#k] I ~Qqnx n,~ k=0ni) k!=0
[2.1.10]
[2.1.11]
e
a
a
u.
con ¿>0 y Q simétrica y definida positivt Por tanto, las matrices de covarianzas teóricas del proceso
estacionario w, están dadas por:
a
e
00
~Y tJQtJ~ = ¿IN~k)T , k=O,l,2~.. [2.1.12]j=O
st
donde 0,=w,—g. Las matrices *j pueden calcularse recursivamente de la siguiente manera:
<ji* j=0st. — ¡>131
e
y se entiende que %=O paraj>p
las matrices II de [2.1.9]:
y O~=O paraj> q. Una recursión similar puede utilizarse para calcular
e
j=O
= { $ [2.1.14]j+ yo,ry, ,j=1 •4
Alternativamente [vid. [2.2.8] y (3.7) de Jenkins y Alavi (1981)], las matrices de covarianzas
teóricas pueden expresarse como:
T T
= E[,y~W,] = ¿r(k) =
e
[2.1.13]
e
e
st
e
e
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¿r(k) = ~ r(k—OIQ + ¿r3,,¿k) — ¿s rwa(k-.j)OjT, k0,1,2,...
¡=1 j~I
[2.1.15]
donde ¿1’~0(h)=E[Osf+h] son las matrices de covarianzas cruzadas entre w1 y a~ (vid. [2.2.4]-[2.2.6]).
2.1.2. Formulación compacta de procesos ARMA(p,q) multivauiantes estocásticos
Para obtener una forma cerrada de la FVEde las observaciones w~ generadas por el proceso [2.1.3],
resulta conveniente escribir [2.1.3] para r= 1,2,...,n y reorganizar el resultado de forma compacta. Para
ello [vid. Hilimer y Tiao (1979); Ljung y Box (1979); Nicholís y Hall (1979)], definimos los vectores
de observaciones O (nmx 1), de residuos a (nmx 1) y de valores premuestrales u,~, ((p+q)mx 1) como:
Gj
0= , 0 ~2
O an n
01 -p
1V2 -p
*0
—q
02-q
a
0
1
= t a* [2.1.16]
donde 0. es (pmxl) y a~ es (qmx 1). Según esto, el proceso [2.1.3]
de forma campacta como sigue:
puede escribirse para t= 1,2,...
D0¿ = D0~a + Vii,
[2.1.17]
donde Ves una matriz de orden (mnX&+q)m), definida en dos bloques como:
y = G0~) [2.1.18]
y las matrices D,~ (mnxmn), D9~ (mnxmn), G,~ (mnxmp> y G0~ (mnxmq) se definen como:
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o
o
‘ni
o
o
o
o2 ~i ~m
‘2
o
o
o
O
~2 ~1 ‘ni
~02 —01 ~m
si.
$3
sp
o
o
o o
O O
o o
sp-’
sp
o
‘—si a
[2.1. 19] a
=
Do,n =
o —,1’
o
‘ni
—O’
ni
—si
—5p
o
o
‘ni
—0~
~04
o
o
=
e
4
[2.1.20]
u
e5p—1
sp
o
o
sp
o
o
o
o
o
[2.1.21]
1
e
e
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O
O
O
O
O
— ~ 1
~04
O
O
O
O
~04~¡
—04
O
O
O
~02
~03
O
O
[2.1.22]
A la vista de [2.1.20], resulta inmediato comprobar [vid.Hilimer y Tiao (1979)] que:
—1
=
E’
E2
O O
4 0
~I ‘ni
O
o
E2 E1 ‘~
[2.1.23]
donde ¡asti matrices (mxm) ~k (k=1,2,...,n—1) pueden caicularse recursivamente de la siguiente forma:
[2.1.24]E,, = Y ~ k=1,2,...,n—1
j=1
con ~ Y ~k
0 para k<O.
Para concluir, nótese, en primer lugar, que la representación [2.1.17]para un proceso AR&> puro
(q=0) se reduce a I>~ ¿=a+Vu*, con V=G,~ y u~=0.; anílogamente, para un MA(q) puro (p=O),
tenemos 0=D
6 ~a-s-Vsa., con V=G0,~ y u=a,. Y, en segundo lugar, a la vista de [2.1.11], resulta
evidente que:
=
e
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E[aaT] = ¿(J@Q) [2.1.25]
donde 0 representa el producto de Kronecker (vid. Apéndice A.1). Si suponemos que as— i.i.d. N(O,t?Q> 4
para todo t, el proceso ARMA multivariante estocástico queda completamente especificado, de manera
que ya se puede formular la FVE de la muestra considerada.
¿
2.1 .3. Referencias y notas para la sección 2.1 U
Tratamientos sencillos y actnales de la especificación y propiedades de procesos ARMA multivanantes, S
pueden encontrarse en Granger y Newbold (1986), cap. 8, Milís (1990), cap. 14, y Wei (1990), cap. 14. Estos
libros, además, constituyen una fuente considerable de referencias bibliográficas. Concretamente, en Hannan (1970),
Zellner y Palm (1974) y Wallis (1977), se discuten, entre otros temas, la unicidad de la representación [2.1.3] y
su relación con los modelos de ecuaciones simultáneas tradicionales. En Jenkins y Alavi (1981) puede encontrarse e
un resumen de la interpretación e implicaciones de estos modelos, incluyendo las condiciones [2.1.6) y 12.1.7] y
la posible incorporación de estructura estacional. Esteúltimo tema también es considerado por Tiao y Box (1981>,
quienes, además, generalizan la condición [2.1.6] permitiendo que algunas raíces de la ecuación característica
14(B) =0 estén sobre el circulo unitario, con el fin de evitar la no invertibilidad provocada por la sobre-
diferenciación de las series estocásticas transformadas y los problemas derivados de ello. Además, Jenldns y Alavi
(1981), Tiao y fox (1981) y Tiso y Tsay (1983, 1989) son puntos de referencia fundamentales sobre los principios
de construcción de modelos ARMA multivariantes.
[11 Que cada serie sea estacionaria, junto con las condiciones [2.1.6] y [2.1.7], no es la única forma de e
especificar un modelo ARMA multivariante estocístico. Para ganar generalidad, podrían incluirse en el vector w
variables no estacionarias siempre y cuando estuviesen coinsegradas. En el contexto de un modelo ARMA e
multivariante estocástico, la cointegración podría reflejarse en la existencia de raíces del polinomio ¡ 4(B) 1 = O
con módulo ¡Bj = 1 sin que existiesen factores comunes con módulo unitario en ninguna columna de la matriz -
4(B). No obstante, como el objeto de este trabajo es tan sólo la estimación de este tipo de modelos, se da por
supuesto que estas circunstancias y cualesquiera otras relacionadas con la modelización de series multívanantes 2
estocásticas ya han sido tenidas o se tendrán posteriormente en cuenta.
[2] La descomposición de la matriz de covarianzas [2.1.11] es un artificio empleado simplemente por
conveniencia computacional. Brevemente, dicha descomposición permite concentrar la FVE en el estimador
maximoverosímil de A con lo que (i) se consigue una aceptable estabilidad numérica en los cálculos, al tener el e
resto de parámetros a estimar un orden de magnitud homogéneo y (U) el logaritmo de la FVE concentrada puede
escribirse de una forma muy adecuada para su maxímización mediante algoritmos eficientes de propósito general
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(métodos cuasi-Newton) y algoritmos específicospara sumas de cuadrados (tipo Gauss-Newton). Todos estos temas
son tratados con detalle en el CapItulo 3.
2.2. Repaso de procedimientos existentes
La utilidad inmediata de la Fi/E asociada a un vector de series temporales generado por [2.1.3],
reside en la estimación de los parámetros que aparecen en el modelo (<‘a, 11,2,.. .,p, 01, 1=1,2,..
y Q), tarea que se llevará a cabo maximizando la función obtenida (o alguna aproximación a ella;
vid. Capitulo 3). Ademas, el estudio de la forma funcional de la Fi/E y de las distintas expresiones de
sus componentes, resulta fundamental para entender tanto sus propiedades estructurales como las del
proceso ARMA cuyos parámetros se desea estimar.
A partir de la exposición de la metodología Box-Jenkins para el análisis univariante de series
temporales [Box y ¿Ienkins (1970)], la fase de la estimación de los parámetros del modelo previamente
identificado ha recibido una considerable atención en la literatura. Por ello, puede resultar útil presentar
un breve resumen de los resultados más relevantes conocidos hasta hoy.
En el dominio del tiempo, Newbold (1974), Mi (1977), Dent (1977) y Ljung y Box (1979) obtienen
expresiones alternativas de la Fi/E de procesos univariantes; los dos últimos trabajos también describen
con cierto detalle cómo evaluar numéricamente sus expresiones. A partir de Ansley (1979), el interés
sobre el tema se desvía hacia la evaluación y la maximización práctica de la FVE, en vez de hacia la
obtención de expresiones analíticas calculables de la FVE. Estos trabajos se basan siempre en la
aplicación de técnicas de modelización en espacio de los estados [vid. Cancio (1989)] y culminan en
Kohn y Ansley (1985), donde también se obtienen expresiones de las primeras y segundas derivadas de
la FI/E de procesos univariantes. En Kohn y Ansley (1985) se combinan los algoritmos de Ansley (1979)
y Pearíman (1980) [programadoen Melard (1984)] para evaluar la FI/E de procesos univariantes de la
forma más eficiente, desde el punto de vista computacional, conocida en la literatura [elmétodo de Kohn
y Ansley (1985) es superior, en concreto, al basado en elfiltro de Kalman de Gardner, Harvey y Phillips
(1980) y al basado en las ecuaciones de Chandrasekhar de Pearíman (1980)]. Como contrapartida a su
eficiencia, el método de Kohn y Ansley (1985) es de una complejidad extrema, debido a lo cual la
interpretación de las propiedades estructurales de la Fi/E resulta difícil.
4e
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e
La literatura sobre estimación de modelos univariantes en el dominio del tiempo, se completa con
los trabajos de McLeod (1975, 1977) Y Tunnicílife Wilson (1979) (sobre el cálculo eficiente de las
autocovarianzas teóricas, necesarias para evaluar la Fi/E), Dent y Mm (1978) y Ansley y Newbold (1980) 4(donde se comparan las propiedades en muestras pequeñas de los distintos estimadores propuestos en la
literatura; vid. CapItulo 3) y Godolphin y Unwin (1983) (un procedimiento sencillo de calcular la matriz -
de covarianzas del estimador por máxima verosimilitud). Finalmente, Tuan (1987) describe una forma
de evaluar laFi/E y sus primeras derivadas haciendo uso de la técnica de la rerrovisión de Box y Jenkins
(1970) y Koreisha y Pukkila (1990) presentan un estimador por mínimos cuadrados generalizados que 4
equivale numéricamente, bajo ciertas condiciones, al estimador por máxima verosimilitud. a
U
Las técnicas basadas en la representación de procesos ARMA en espacio de los estados, han sido
u
aún más utilizadas recientemente en la literatura sobre estimación de procesos ARMA multivariantes (vid, e
apanado 2.2.3). De hecho, desde los trabajos de Hilimer y Tiao (1979), Nicholís y Hall (1979) y Hall
y Nicholís (1980), ninguna referencia en la literatura Qiasta donde conocemos) se ha dedicado a la
obtención, evaluación y maximización práctica de la Fi/E de procesos ARMA multivariantes en el
dominio del tiempo como un problema en sí mismo en vez de como un caso panicular de la estimación
de modelos más generales, ya que puede demostrarse que la aplicación de las técnicas basadas en la
representación de procesos ARMA en espacio de los estados, no es sino un caso particular de esa misma 4e
estrategia aplicada a la representación general de cualquier modelo lineal y dinámico en forma espacio
de los estados [vid. Cancio (1989) y Sotoca (1992)]. 1
En Shea (1989) se presenta un algoritmo para evaluar la FI/E, aplicando el filtro de Chandraseleiuir
[vid. Morf, Sidhu y Kailath (1974); Shea (1987)] a la representación en espacio de los estados del
proceso ARMA multivariante cuyos parámetros se desea estimar. Este método es más eficiente que el
de Ansley y Kohn (1983) [que es una generalización de Jones (1980), basado en el filtro de Kalman; vid,
Kalman (1960) Y Anderson y Moore (1979)1 cuando no faltan observaciones en la muestra considerada.
Sin hacer uso de estas técnicas, el trabajo de Tunnicliffe Wilson (1973) puede considerarse pionero
en el contexto de la estimación de procesos ARMA multivariantes. Posteriormente, Osborn (1977),
Phadke y Kedem (1978) y Hilímer y Tiao (1979) han obtenido expresiones de la FI/E para un proceso 74
MA puro. En este último trabajo también se propone una aproximación a la FI/E de procesos mixtos.
Estrictamente hablando, sólo Nicholís y Hall (1979) [con el énfasis puesto en la práctica en Hall y
Nicholís (1980)] han derivado una expresión operativa de la FI/E para procesos ARMA multivariantes e
en el dominio del tiempo sin recurrir a las técnicas basadas en la representación en espacio de los estados.
á
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Finalmente, Koreisha y Pukkila (1989) discuten varios procedimientos para obtener estimaciones
preliminares de los parámetros, mientras que Ansley (1980) presenta un procedimiento eficiente
[mejoradoen Kohn y Ansley (1982)] para calcular las matrices de autocovarianzas teóricas, necesarias
para evaluar la Fi/E.
A la vistade todos estos resultados, nuestrosobjetivos en este capítulo son: (II exponer y comparar
los distintos procedimientos disponibles actualmente para evaluar la Fi/E (secciones 2.2 y 2.4) y [2]
describir en detalle un nuevo procedimiento para llevar a cabo dicha evaluación (sección 2.3). Este
procedimiento permite [3) demostrar la equivalencia matemática entre las formulaciones más relevantes
propuestas en la literatura (sección 2.3) y (~I interpretar de distintas formas los términos que aparecen
en la expresión de la Fi/E, así como generar los medios necesarios para diagnosticar el modelo ARMA
estimado y para obtener previsiones a partir de él (sección 2.3). Es importante subrayar que algunas de
estas Ultimas cuestiones no son inmediatas cuando se hace uso de las técnicas basadas en la representación
en espacio de los estados [por ejemplo, Kohn y Ansley (1985); Shea (1989)]. Además, a partir del
procedimiento de la sección 2.3, pueden diseñarse otros métodos de estimación, alternativos al de
máxima verosimilitud exacta que, en la práctica, pueden resultar muy útiles (vid. Capitulo 3).
2.2.1. Evaluaci6n directa de la función de verosimilitud exacta
LaFi/E de los parámetros *¡ (1= l,2,...,p), O~ (1= 1,2,.Ñ,q), ji, <0 y Q, para una muestra w dada,
puede escribirse, bajo la hipótesis a—MO, o2(I~@Q)], como:
donde L = (1/¿)EIWWTI es la matriz (nmxnm) de autocovarianzas teóricas del proceso w~generado por
[2.1.3j Es inmediato comprobar que E
11 = (1I¿)E[W10~] = I’(j—i) y que £11 = (1/¿)E[W1sPf] — I’Q—j)
= rq~oT = EfJ (¡¿=1,2,.. .,n); luego para obtener la matriz E necesitamos calcular 1’(k) desde k=0
hasta k=n—1 (n matrices (mxm) distintas). Para calcular estas it matrices, conviene expresar el proceso
multivariante [2.1.3] en términos de [2.1.41y [2.1.51:
[2.2.1]
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s
WttiWt~t’$2Wt~2•”””’~4pWt.~p = a¡—Ola¡..¡~Q2aí..2~”~~Oqaí...q [2.2.2] -
e
Entonces, postmultiplicando [2.2.2] por ~ tomando val ores esperados y reordenando la
expresión resultante, tenemos que:
T T 7” +4>PE[0,...Pa[+k] [2.2.3]E[
0~a~+k] = •
1E[W1....1 a1~] +%E[ 0¡.2 G¡+k] ~ +
T T T nrr7”1 1E[auaí+k] —01E[a,...1 Gí+k] —OZE[aÍ..2a(+k] ... ~t~LG¡....qGt+k] s
5
Si tenemos en cuenta que E[a,qzf]=O paraj*0 (a1 es ruido blanco) y que EIui¼AT]=0 paraj>0 á
no depende de valores futuros de a), resulta inmediato comprobar los siguientes resultados:
ue
r~4(o) = IE[4%afl = Q [2.2 4] —
o2
Uwa(k) = 1 T ~, k>0 [225]
~Eh¡at+k]
k
r~i—k) = 1 T = •1r~¿—k+i) — , —
~EI~Dpt...k] 2 0k2 k=1,2,... [2.2.6]
En esta última expresión, $~0 para i>p Y O~=0 para i>q. Por tanto, dada Q, las matrices rwa(k) para
kcO pueden calcularse recursivamente según la expresión [2.2.6]. Por otro lado, para obtener los
elementos de la matriz L, transponemos [2.2.2], premultiplicamos el resultado por P¡~k y tomamos
valores esperados, de forma que, reordenando la expresión resultante:
T+,.rwwTl,T++Er
00Tl,T+ s
= E[Wt....k
0¡....¡]4’í ‘-tt—k¡~2J2tt—kt—pip [2.2.7]
7” 7” T 7” T 4
Escribiendo [2.2.7] para k=0,1,2,... y dividiendo por <0, se obtiene lo siguiente (vid. [2.1.15]): e
qI’(k) = yr(k—04P
1 + rwa(k) — E I’~0(k—J)01 , k=O,1,2,... [2.2.8] -
¡=1 j=1
Recordando que r(h)T—P( —h), [2.2.8]puede escribirse parak=0, 1,2,... ,p, sin más que transponerdicha e
expresión, como sigue:
4
e
74
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1’
r(—k) — E 41r(i—k) = W(k) , k=0,1,2,...,p
W(k) = r~.(k)T — É 9j~0(k—J)T,j=l
Definiendo y(h) = vedI’(h)] y w(h) = vec[W(h)] y aplicando
[2.2.9], tenemos que:
k0,1,2,...,p [2.2.10]
el operador vee (vid. Apéndice A. 1) a
p
— E (¡m®hí)T(¡k) = w(k) [2.2.11]
En esta expresión, aparecen como incógnitas y(—p), y(—p+ 1), ..., y(—1), y(O), y(1), ..., ‘y(p—I) y
y(p). Pero como ‘y( —Ii)= vec[r( —h)] = vec[INhff ] =Pvec¡7r(h)] = I>y(h), para alguna matriz depennutación
P (m2Xm2) (vid. Apéndice A.1), [2.2.11] puede expresarse sólo en términos de y(O), y(1), ..., y(p—1)
>‘ ~‘&)como:
k
Py(k) — ~ (Im®$i)PY(k1) — E (¡m®híh(¡k) = w(k) , k=O,1,...,p [2.2.12]
1=1
Esta expresión constituye un sistema lineal de n?q>+ 1) ecuaciones con m%’+ 1) incógnitas [losni2
elementos de cada uno de los p+ 1 vectores y(O), «1), ..., y(p)]. Dicho sistema puede escribirse de
forma compacta como 4’y = u, donde yT=[y(Q)fl y(1)7” ..., y&F] (&Q+ 1)X 1), ú3qú,(Off, w(1)T
wq~V”] (m2&+1)xl) y la matriz$ (m~+1)xm2&+1» está definida como $=F
1+F2, donde:
¡m2 O
1’
— (¡m® ‘1’¿PP
o
o
P
O
o
O
O
o
o
“«¡mG
‘Wm@p~iW
P
~(lm®*i)P
donde:
[2.2.9]
— (lme ‘~)
O
Iv
[2.2.13]
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e
O ‘Á¡m®t) 9m®%) ‘ ‘ ‘ “‘Um®p-¡) —~m®p)
O ““(¡m®%) ‘Á¡m®t) “‘(¡m®~’p) O
O ““(¡m03) “‘(¡m®ts) . O O
u
O “‘(¡m@p) O ‘ O O
O O O O O
[2.2.14]
s
La primera columna de la matriz F1 se ha escrito teniendo en cuenta que U(O) es una matriz
simétrica, por lo que Py(0)=y(0) y entonces no es necesario postmultiplicar ningún componente de la
primera columna de F1 por P. Una vez resuelto el sistema [2.2.12] y recuperadas las matrices I’(k),
k=0,1,...,p, del vector y. las restantes matrices 1’(k), k=p+1,p+2,...,n—I, pueden calcularse
recursivamente según [2.2.8].El procedimiento CGAMMA del Apéndice A.2 puede utilizarsepara llevar
a cabo todos estos cálculos. Un procedimiento más eficiente, aunque bastante más complicado, para
calcular las matrices de autocovarianzas teóricas, puede encontrarse en Kohn y Ansley (1982).
Finalmente, es interesante señalar que cuando m= 1, el mecanismo descrito [quees equivalente al de Hall
e
y Nicholís (1980)] se reduce al propuesto por Ljung y Box (1979).
Una vez obtenida la matriz de autocovarianzas 5, la evaluación de la Fi/E [2.2.1] resulta, al menos
en teoría, inmediata. No obstante, en la práctica, la utilización directa de [2.2.1] para evaluar la Fi/E
puede resultar ineficiente, en términos tanto de tiempo de cálculo como de necesidades de almacena- á
miento. Por esta razón, toda la literatura sobre la forma de evaluar la Fi/E se reduce a la obtención de
expresiones operativas del determinante SI y de la forma cuadrática 0t”’w que aparecen en [2.2.1]. U
A pesar de estas circunstancias, la expresión [2.2.1] es interesante para ciertos propósitos. En
primer lugar, permite contrastar la validez numérica de otros procedimientos más eficientes para evaluar
la FI/E, ya que la codificación de un procedimiento basado en el cálculo directo de ¡ S¡ y de 07”5 0
es muy sencilla (como se discute más abajo). En segundo lugar, la comparación de los componentes de
[2.2.1] con los resultantes de otros procedimientos más eficientes, permite interpretar dichos componentes
en términos de las características estructurales del proceso generador de la muestra. Por último, cuando
p=O (es decir, cuando el proceso es un MA(q> puro), la evaluación directa de [2.2.1] sI puede resultar
eficiente en la práctica, ya que, en tal caso, I’(k)=O para k> q y entonces 5 es un matriz simétrica de
e
1e
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banda con anchura de banda máxima igual a mq [esta última circunstancia es, de hecho, la que se
encuentra detrás del procedimiento de Ansley (1979)].
La forma más eficiente y numéricamente estable de evaluar directamente ¡L¡ y 0T5 10 consiste
en obtener la descomposición de Cholesky [vid. Manin, Peters y Wilkinson (1965)] de la matriz 5 =ppT,
donde P es una matriz (nmxnm) triangular inferior. Entonces, ¡SJ — ¡Pi2 (¡Pl es simplemente el
producto de los elementos de su diagonal principal) y 0TE10~vTv (que es simplemente una suma de
nm cuadrados), donde v=r’sV. Las siguientes observaciones son interesantes:
[1] La descomposición S — 1>1>7” sólo existe cuando S es definida positiva. Puede demostrarse [vid.
Pagano (1973); Ansley (1979)] que si el proceso [2.1.3] es estacionario (en el sentido de [2.1.6]),
entonces E es definida positiva, aunque el recíproco no es en general cierto (salvo para procesos
AR(p) puros). Luego siempre que el proceso [2.1.3] sea estacionario, es posible encontrar la
descomposición E = PPT. independienumente de si el proceso es o no invenible. Es importante
señalar que, en este contexto, estamos hablando de estacionariedad numérica, es decir, de aquellos
valores de los parámetros autorregresivos que hacen que la matriz E sea definida positiva.
[2] La obtención de P requiere el cálculo de nm raíces cuadradas y de aproximadamente (nm916
multiplicaciones; además, la solucióndel sistema triangular Pv=O requiere (nm9/2 multiplicaciones
y tun divisiones adicionales. No obstante, cuando p=O, la estructura especial de la matriz E
(I’(k>=0 para k> q) permite obtener P, utilizando el algoritmo de Martin y Wilkinson (1965) con
tan sólo u¡m raíces cuadradas y aproximadamente nm(mq+ 1)(mq+2)/4 multiplicaciones y resolver
el sistema triangular Pv=0 con aproximadamente (nnz)(mq+ 1) multiplicaciones y nm divisiones
adicionales. Esta ganancia es siempre interesante por cuanto que it debe ser bastante mayor que q.
[3] Cuando el proceso no es invertible (en el sentido de [2.1.7]), el cálculo del determinante IP 1 como
el producto de los elementos de la diagonal principal de P, puede plantear problemas numéricos
(overflow) cuando n es grande. No obstante, almacenar P¡ en la forma a2b [vid. Martin y
Wilkinson (1965)] es suficiente para resolver el problema.
En definitiva, la evaluación directa de [2.2.1] permite calcular el valor de la Fi/E en cualquier
punto del espacio paramétrico que satisfaga las condiciones de estacionariedad, aunque no necesariamente
las de invertibilidad. No obstante, cuando p*O, la matriz P contiene nm(nm+ 1)12 elementos distintos
que hay que almacenar simultáneamente; si n y/o m son grandes (it siempre deberla serlo), la carga
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computacional es muy elevada. Por ello, resulta conveniente disponer de otros métodos para evaluar ¡L¡
y 0~S”1W, que reduzcan tanto la carga computacional como los requisitos de almacenamiento
4
2.2.2. La formulación de Nicholis y MalI (1979)
Siguiendo a Nicholís y Hall (1979), para obtener expresiones de ~I í empezamos
escribiendo el proceso ARMA multivariante como en [2.1.17]:
D,~0—D
0¿ +Vu~ [2.2.15]
Premultiplicando esta expresión por D~’~ (D9~ es no singular; vid. [2.1.20] y [2.1.23]), resulta que:
a = KO + Zu~ [2.2.16]
donde:
—1
Z=—D0~V
Nótese que K es (nmxnm) y Z es (nmx(p+q)m). Por tanto, podemos escribir el siguiente sistema:
[2.2.17]
[2.2.18]
= -l
I :1 =f E
Definimos ahora dos matrices R (mxm) y T «p+q)mx(p+q)m) tales que si:
E[a~aTI = <0Q<mxm>
E[u*uh = ¿ú<Q~+q)mx~+q)m)
[2.2.19]
e
RQR
T —
TOTT = ‘Q’+q)m
(~ Q~~l - RTR)
(n O~ — TTT)
a
a
1e
e
e
74
4e
I +
-j
j
entonces:
[2.2.20]
á
[2.2.21] á
[2.2.22] u
[2.2.23] 4
e
a
e
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Si premultiplicamos
tenemos que:
o bien:
[2.2.19] por diag[T,(¡~@R)] (matriz diagonal por bloques de orden <p+q+n)m),
nTzoaI
L
[EA
= 0 +
— [(I~0R)K] 1V +
I I(l~@R)
¡ (¡~eR)zr’j e*
o, finalmente:
e = TO + Ae~ [2.2.26]
donde e ((p+q+n)mxfl, e. «p+q)mX 1), e (nmXl), T «p+q+n)m<nm) y A ((p+q+n)mx(p+q)m)
se definen de acuerdo con [2.2.24]-[2.2.26].Para obtener la función de densidad del vector e, basta con
tener en cuenta que:
= E[Tu*uitT7”] = ¿TOTT —
E[eeT] = E[Tu,aT(I~0R)Tl = TO(I~ GR)T — 0(~+q)mxnm)
E[eeT] = E1(I~®R)aaT(I~@R)T] = <0(l~0R)(I~@Q)(¡~®R)T = ~Ñnm
[2.2.27]
[2.2.28]
[2.2.29]
donde se han utilizado 12.2.22], 12.2.23] y 12.1.25], así como la independencia entre ay u~ y 12.1.25].
Teniendo en cuenta [2.2.27]-[2.2.29],resulta evidente que:
T TI
eA~ e.e —
EfreT] = E ¡[ 7” ee7” ¡ — (p+q+n)m
ee* J
[2.2.30]
Finalmente, bajo la hipótesis a~ — i. i.d. N(O,0Q) para todo t, tenemos que la función de densidad del
vector e es la siguiente:
f(e) = (2102)! +q+n)m [ 2<0 T
8 J
[2.2.24]
[2.2.25]
[2.2.31]
donde, reescribiendo [2.2.26]:
e
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e
e = (T [2.2.32]
Para expresar la función de densidad conjunta de w y e*, tan sólo hay que calcular el jacobiano de
la transformación [2.2.32], que será el valor absoluto del determinante ¡ (Y A) 1. Teniendo en cuenta -;
(vid. [2.2.25]-[2.2.26» que: e
4
(1 A) = L¡~®R)K (¡~®R)zr’j [2.2.33] S
s
el determinante de esta matriz es:
4
—¡(I~®R)Kl = —¡R¡~ [2.2.34]
donde seha tenido presente que, por [2.2.17], ¡Kl =1. Además, utilizando [2.2.22],resulta evidente que
IRQRTI =1, por lo que ¡R¡2= ¡Ql —l y entonces ¡Rl = Ql ~. Sustituyendoesteresultadoen [2.2.34],
el jacobiano de la transformación [2.2.32]resulta ser 1 Ql ‘~. Por tanto, la función de densidad conjunta e
de w y 6* es la siguiente:
ó
—.Jp+q+n)m —— [2.2.35]
f(w,e~) = (2r¿) 2 2.exP[1(T0+M)T(TO+Ae)J
Para obtener la función de densidad de w, empezamos calculando el estimador por máxima
verosimilitud del vector e~ en el modelo [2.2.26] (reescrito TO= —Ae~+e). Evidentemente, dicho
estimador está dado por: S
8. = —(ATAf1ATTO [2.2.36]
s
A partir de esta expresión, resulta inmediato comprobar que:
(TO+Ae~)T(TO+Ae*) = (TO+ Al.) T(TW+A&) + (e~ —4) 7”(A TA)(e ~¿.) [2.2 37]
ya que:
74
e
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[2.2.38](TO+A¿,)T(TO+A4) = 0T[TrT—TTA(ArAy~1ATT]0
7” 7”
= e~(A A)e~ + 20TTTAC~ + WTTTA(ATAY”1ATTO [2.2.39]
Por tanto, podemos factorizar [2.2.35]como sigue:
nm n
(2ir02) T. ¡Ql 2. IATAI 2.exP[..A(T0+A¿)T(T~+Ae~ x
1
.IATA¡2.exP[ — — (e~ — ¿*) 1’(A TA)(e~ ~¿*)
= f(w) >< f(e~iw)
Entonces:
nm n 1
f(w) = (2r¿) Y. Ql ~ ~Al 2.exP(....1(TO+A¿)T(TW+Aé)j
Considerando [2.2.41] como función de los parámetros $~ (i=1,2,...,p), 0~ (i1,2 q), ~, 02
y Q que en ella intervienen, obtenemos finalmente la Fi/E para una muestra w dada, que es:
La función de verosimilitud sólo depende,para una muestra dada, de los parámetros mencionados.
Para verlo, basta tener en cuenta la definición de las matrices 7 y A en [2.2.33] y la definición del vector
8~ en [2.2.36]. Tan sólo resta obtener una expresión para la matriz O de [2.2.21] y [2.2.23] en función
de los parámetros del modelo ARMA multivariante. Dicha matriz puede particionarse de la siguiente
manera:
[2.2.43]0=
02 ~u5r=—E[u
donde:
f(w,e*)
x (2-ir¿)
[2.2.40]
[2.2.41]
[2.2.42]
1 7”
rA<¡,~xpm> = E[0~0~I [2.2.44]
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e
.2n 7”UD(pmxqm) = EPVA~] [2.2.45]
á
¿C<qmxqm) =E[a4jI [2.2.46]
ComoA~ = (1/02)É[0. 03?>,. = ¡y—¡>ynfi = (1/<r)E[W1...,, ,4 — r(1—j)=rQ—i)T=4 S1(ij= 1,2,.. .,p), para obtener la matriz A necesitamos calcular I’(k) desde k0 hasta k=p— 1 <p matrices -e
distintas). Además, R~ = (1/¿)E[0j...~
2,U3?q] = r~jj—i—q+p) (i=1,2,...,p;j=1,2,...,q); por tanto,
para obtener B necesitamos calcular rwa(k) desde k= —q+ 1 hasta k=p— 1 (p+q— 1 matrices distintas). e
Por último, es evidente que:
C = (Iq®2) [2.2.47] e
Todos los cálculos referentes a las matrices A y E pueden llevarse a cabo según [2.2.8]-[2.2.14]
y [2.2.4]-(2.2.6], respectivamente. Llegados a este punto, la evaluación de la FI/E [2.2.42] en un punto
del espacio paramétrico (definido por unos valores numéricos concretos de •~ (i= 1,2,.. .,p), O~
(i= 1,2,.. .,q), ji, 02 y Q) puede llevarse a cabo mediante el siguiente procedimiento (algoritmo [NH]):
e[NH.1] Calcular r~.(k) según [2.2.4]-[2.2.6](k=0,1,...,q).
jNH.2] Calcular W(k) según [2.2.10] (k=0,1,...,p).
e[NH.3] Formar el sistema [2.2.12] y resolverlo para y(k) (k0,1,. .
1[NH.4] Recuperar las matrices I’(k) (k=0,1,...,p) a partir de los vectores ~(k) (k0,1,...,p).
Estas cuatro operaciones generan la matriz O de [2.2.43], según lo expuesto anteriormente. Para
evaluar los determinantes y la forma cuadrática de [2.2.42], resulta interesante escribir esta última (vid.
[2.2.38]) como:
(T0+A¿~ff(T0+~U~) = (TO)T[I,», — A(ATAf’A 7”](To) [2.2.48] S
[11H31 Obtener» (y, simultáneamente, ¡Q¡) según [2.2.22]y r’ según [2.2.23]. S
[1111.61Calcular el vector TO y la matriz A según [2.2.25]-[2.2.26].
[NH.71 Evaluar ¡ATA¡ y la forma cuadrática [2.2.48].
Respecto a [NHJ], es suficiente tener presente que Q= Q1Qf (su descomposición de Cholesky),
por lo que, según [2.2.22] R-’Q”’ (~ Ql = IQi 12, que es simplemente el producto de los elementos
de la diagonal principal de Q1 al cuadrado); análogamente, ú=ú~4, por lo que, según [2.2.23], 0
e
e
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T’=01 (nótese que tan sólo se necesita r’, no 1). Ya que Q es siempre definida positiva (vid.
[2.1.11]), su descomposición de Cholesky siempre existe; respecto a la descomposición de Cholesky de
O, existirá siempre que O sea definida positiva, para lo cual es condición suficiente que el proceso ARMA
cuyos parámetros se desea estimar sea estacionario [vid. Pagano (1973); Dent (1977); Ansley (1979)].
Por tanto, el paso [1111.5]proporciona una comprobación necesaria para la estacionariedad del proceso.
Respecto a [NH.6] y a la vista de [2.2.25], sólo es necesario calcular (l~®R)K0 y (I~®R)ZTt
Hall y Nicholís (1980) describen cómo calcular recursivamente (I~0R)K0 y (¡~®R)Z; también proponen
evaluar (T0+Aé~)T(T0+A4) directamente (haciendo uso de [2.2.361)o utilizando [2.2.481,que es la
suma de residuos al cuadrado de la regresión de TO sobre A. Sin embargo, este método tiene el
inconveniente de requerir una gran cantidad de almacenamiento (en concreto, los (p+q+n)mx(,p+q)m
elementos de A). Esta cuestión, así como la velocidad de cálculo, pueden mejorarse considerablemente
explorando con mayor profundidad la estructura de la Fi/E, tal y como se hace en la Sección 2.3.
2.2.3. TécnIcas basadas en las representaciones en espacio de los estados
Las contribuciones más recientes sobre la evaluación de laFi/E de procesos ARMA estacionarios,
están invariablemente basadas en alguna representación en espacio de los estados (EE en adelante) del
proceso cuyos parámetros se desea estimar. En concreto, la utilización de los filtros de Kalman y de
Chandrasekhar, como un medio computacionalmente eficiente para evaluar la Fi/E, puede encontrarse
en Gardner, Harvey y Phillips (1980), Pearíman (1980), Melard (1984) y Kohn y Ansley (1985) en el
contexto univariante y en AnsLey y Kohn (1983) y Shea (1984, 1987, 1989) para procesos multivariantes.
En Shea (1989) se propone un algoritmo para evaluar la Fi/E, que puede considerarsecomo el más
eficiente (y, hasta donde conocemos, el más reciente) disponible en la actualidad. Además, para calibrar
el interés práctico del nuevo algoritmo de la sección 2.3 respecto a los ya existentes, en la sección 2.4
se presentan algunas pruebas comparativas de las prestaciones de distintos algoritmos [incluido,
lógicamente, el de Shea (1989)1. Por todo ello, puede resultar útil resumir este trabajo. El proceso [2.1.3]
puede escribirse en EE como:
= T~,....1 + Ra,1 [2.2.49]
[2.2.50]
= H%2, + a,
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a
donde fl~ es el vector de estado de dimensión gm (g=máximo{p,q}), [2.2.49] es la ecuación de estado,
[2.2.50]es la ecuación de observación [vid. Anderson y Moore (1979)] y:
•1 ¡ 0 0
“‘2 0 ¡ 0
~OO1
OO...O
4
sg
=
4—8g g
‘nl
0
o
a
e
e[2.2.51]
e
edonde 4~=O para i>p y 81=0 para!> q (las matrices» y Tde [2.2.49]y [2.2.51]no deben conflindirse
con las matrices R y T de 12.2.22] y 12.2.23], respectivamente). Si definimos b,í~...1 como el estimador
lineal con error cuadrático medio mínimo de U~, dada toda la información hasta r— 1, y el proceso de
innovaciones como v~=01—E[0<j0,...1,0~2 0í]0~—H2”b~i1...1, puede demos~arse que Eh~]=0,
E[v,vf]=¿F, y que E[VIVT+k]=O para k*0. Además, la FI/E de la muestra considerada está dada por:
e
e
e
ePor tanto, la clave para evaluar eficientemente la Fi/E consiste en disponer de un procedimiento
eficiente para evaluar las innovaciones t~ junto con sus matrices de covarianzas F~. Dicho procedimiento
está descrito por el siguiente conjunto de ecuaciones recursivas (ecuaciones de Chandrasekhar):
vt =
,... ¡
¡4=
=77, -l-Kt—I 7.
Fk —HTL11M ~‘
= M~....¡ + M11Lfl¡HF7’H7”L~¡M1I
e
[2.2.53]
á
e
donde M1 es (mxm), L1 es <jmxm) y K~=EL8~+¡v~?] es laganancia delfiltro de Kalman. Las condiciones
iniciales para las ecuaciones [2.2.53] están dadas por:
e
e
26
[2.2.52]
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= O; K1 = = TP11<>H + RQ; F1 = HTP111/I + Q; As!1 = —F’ [2.2.54]
donde, considerando P1 ioH—E[MAI]H como un vector de g matrices (mxm), puede demostrarse que
la i-ésima componente de P1 0H está dada por:
(1>11011)1 = , i—1,2,...,g [2.2.55]>3$~INj—i+1) — re~r~0(i—i+1í
j=i j=i
(vid, apanado 2.2.1 para el cálculo de las matrices de covarianzas que aparecen en [2.2.55]).
En este contexto, el proceso ARMA es estacionario cuando los autovalores de T están dentro del
círculo unitario (condición equivalente a [2.1.6]). Análogamente, cuando los autovalores de T—RHT
satisfacen esta misma condición, el proceso es invertible (condición equivalente a [2.1.7]). Para un
proceso estacionario e invertible, puede demostrarse que el filtro descrito por las ecuaciones [2.2.53]
alcanza un estado estacionario con 14 -. RQ, F~ -. Q y v~ -. a~ en media cuadrática. En la práctica, esto
ocurre a medida que r en [2.2.53] se va haciendo más grande. Una vez alcanzada esta situación, las
restantes matrices F~ pueden igualarse a Q y las innovaciones y
1 pueden calcularse recursivamente a partir
de la forma [2.2.2] del proceso ARMA como:
p q [2.2.56]
= o, — s 4j01-j + sj=1 j=1
Esta forma de proceder se conoce como Mswitching to quick recursions” (para un proceso AR<p), las
ecuaciones (2.2.531 convergen exactamente en p recursiones).
En la práctica, puede considerarse que el filtro descrito por [2.2.531ha alcanzado un estado
estacionario cuando:
F/i,i) —Q(i,i) 1 1
máximo Q(i,i) < 5 , ¡=1,2,...,m [2.2.57]
El criterio de convergencia (representado por 5), puede hacerse lo suficientemente rígido como para
que la diferencia F
1—Q sea despreciable, de forma que la diferencia entre el valor de la Fi/E y el
resultado de esta estrategia sea también despreciable (el valor de la función de verosimilitud es cada vez
más exacto a medida que 5 — 0). Si, cuando ocurre, no se reconoce esta convergencia, continuar con las
4
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recursiones [2.2.531 hasta t=n implica una gran pérdida de tiempo y puede provocar problemas
numéricos (underflow) cuando n es grande.
Shea (1989) examina tres criterios de convergencia: (i) 6<0 (Fi/E), (u) fird0~ (función de 4
verosimilitud aproximada) y (iii) 5 co (función de verosimilitud condicional). Los resultados de este . -
examen ilustran los obtenidos por Dent y Mm (1978) y Ansley y Newbold (1980) en el contexto e
univariante (vid. CapItulo 3 para más detalles).
s
Finalmente, es importante señalar dos aspectos. Primero, aunque el procedimiento descrito es más
eficiente que el propuesto por Kohn y Ansley (1983), basado en el filtro de Kalman [excepto para s
procesos AR(1), AR(2) y ARMA(2,1); vid. Shea (1987)], no puede ser empleado cuando faltan
observaciones en la muestra considerada (en el caso de observaciones ausentes o de datos agregados e
temporalmente), ya que, para afrontar esta situación, es necesario permitir que las matrices R, T y H de
[2.2.491-[2.2.511varien en el tiempo y las recursiones [2.2.53]están derivadas bajo el supuesto de que
R, T y H son constantes a lo largo del periodo muestral. Por dítimo, estrictamente hablando, este
procedimiento no permite calcular directamente (como un subproducto) los residuos correspondientes a 4
ela muestra y a los parámetros estimados, cuya utilidad reside en la diagnosis del modelo estimado y en
el cálculo de previsiones de valores futuros.
e
2.2.4. La aproximación de Milimer y Tiao <1979>
Hilimer y Tiao (1979) han demostrado que una aproximación adecuada a la Fi/E de procesos
ARMA(p,q) puede obtenerse mediante el siguiente procedimiento (algoritmo 1H11):
[IIT.1] Evaluar la secuencia u, = 0, — S~=1 •~W~—~ (t = p+1,p+2,...,n) considerando 0~ (t =
1,
2,...,p) como números fijos.
JHT.21 Considerar la secuencia u, como n—p observaciones generadas por un proceso MA(q). - -
[HT.3] Utilizar dicha secuencia en el cálculo de la Fi/E de un proceso MA(q) puro.
La forma de evaluar la Fi/E de un proceso MA(q) utilizada por Hilímer y Tiao (1979) (paso S
[HT.3]) es matemáticamente equivalente a las propuestas de Ljung y Box (1979) y de Nicholís y Hall
(1979) (vid, nota [1] al final de la Sección 2.3). Por otro lado, aunque el algoritmo [111] resulta
adecuado (vid. Capitulo 3) en muchas ocasiones e implica una evaluación computacionalenmete más
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eficiente que una evaluación analíticamente exacta (cuando el proceso contiene parte AR), es importante
subrayar tres inconvenientes que pueden surgir en su aplicación práctica: (i) la ausencia de detección,
como subproducto de ciertos cálculos, de situaciones de no estacionariedad, (u) la imposibilidad de
estimar los primeros p residuos y (iii) a consecuencia de ello, la imposibilidad de detectar anomalías
(posiblemente importantes) en la muestra cuando tienen lugar dentro de las primeras p observaciones.
Como se ilustra en el CapItulo 3, no es difícil encontrar situaciones prácticas en las que alguna de
estas tres circunstancias produce estimaciones de los parámetros que pueden conducir a conclusiones
erróneas. No obstante, en el caso de procesos MA(q) puros o cuando no tienen lugar los inconvenientes
citados anteriormente, el procedimiento de Rilímer y Tiao (1979) puede resultar adecuado.
2.3. Un nuevo procedimiento para evaluar la función de verosimilitud exacta
El algoritmo que se presenta en esta sección (algoritmo LFVEI) tiene su origen en la formulación
de laFI/E de Nicholís y Hall (1979) (vid, apanado 2.2.2). El resultado permite demostrar la equivalencia
matemática entre la formulación de Nicholís y Hall (1979) y la extensión multivariante de la formulación
de Ljung y Box (1979). Esta equivalencia permite, además, interpretar de distintas formas los factores
que aparecen en la FI/E [2.2.42]. También es posible demostrar la equivalencia matemática entre las
formulaciones de Nicholís y Hall (1979) y de Hilímer y Tiao (1979)’. Por tanto, el algoritmo [FVE]
engloba las formulaciones de la Fi/E más utilizadas entre aquellas que no se basan en alguna
represemación en EE. Además (vid, sección 2.4) el algoritmo [FVE]puede competir (y en muchos casos
resultar superior) en términos de eficiencia computacional con los algoritmos más eficientes basados es
alguna representación en EE [en concreto, Shea (1989)].
2.3.1. El algoritmo [FVEI
Una primera cuestión relevante para evaluar eficientemente laFi/E [2.2.42] consiste en escribir la
forma cuadrática [2.2.48] como:
(YO +AD.) T(T0÷A¿~)= (T0VÚ0~ — (A TT0~ kA TÁ) - 1(A 7”u> [2.3.1]
Es
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De esta forma, sólo es necesario calcular y almacenar los vectores U «,p+q+n)m xl), ATTW —
((p+q)mx 1) y la matriz ATA ((p+q)mx(p+q)nz). Como los (p+q)m primeros elementos de U soncero 4
(vid. [2.2.25])y la matriz ATA es simétrica, tan sólo hay que calcular y almacenar [nm]+[(p+q)m]+
[(p+q)m((p+q)m+1)12] elementos distintos. d
Para evaluar los nm elementos no nulos del vector YO, necesitamos calcular primero el vector KW.
Si definimos [en la notación de Ljung y Box (1979)] áoEtal w,u.=0], es evidente, por [2.2.16], que
KO=60. Por tanto, teniendo en cuenta la expresión [2.2.2] del proceso ARMA multivariante, los n
vectores (m x 1) que componen 4 pueden calcularse recursivamente como:
4
d
p q
= — ~ ~ + > ~ , i=1,2,...,n [2.3.2]
j=l j=l e
con 0=0 para i< 1 y ~=0 para i< 1. Entonces, cada uno de los ti vectores ¿~ (mxl) que componen
el vector ii=(1~®R)K0 están dados por ~=Rá<~(i=1,2,...,n>.
--.4
s
Para evaluar los (p+q)m((p+q)m+ 1>12 elementos distintos de ATA, hay que tener en cuenta que,
por [2.2.331:
ATA — ‘Q’+q)m + r
tTxr1 [2.3.3] 4
donde:
X = ZT(1,,@RT)(I~@R)Z [2.3.41 a
o, por [2.2.18]:
X = VTD~f(I~®RT)(I~GR)D
0%V [2.3.51 4
o, finalmente:
x = V~I.JH’V [2.3.6]
donde, si definimos g=máx¿mo[p,q}, 1’1 (gmx(p+q)m) contiene las primeras gm filas de V y H
(nmxgm) contiene las primeras ¡ni columnas de (I~®R)D5’~. Teniendo en cuenta [2.1.23],resulta
inmediato comprobar que H=(H1 ><2 11), con cada H1 (nmxm) de la forma:
4
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REO o o
111= RZ<., ;H8= [2.3.7]14=
RZnI »~n~2 RZfl~g
donde, por [2.1.24],las n matrices Z~ (k = 0,1,...,n—1) se calculan recursivamente como sigue:
4
= Y 0j~k—j k=1,2,...,n—1 [2.3.8]j=1
con ~c>~m y Xk=O para kC0. Si definimos P~~~HTH (¡ni Xgm), para evaluar [2.3.6]sólo necesitamos
calcular las ¡(¡+1)12 matrices P~, (i= 1,2,...,g; j= 1,2,...,i) que componen la diagonal principal y el
triángulo inferior de HTH. Pero esta operación tan sólo requiere el cálculo de P
11 (i = 1,2,... ,g) como:
~
4R~RXk+i...¶ , i=1,2,...,g [2.3.9]
k=O
ya que, como puede comprobarse fácilmente, las demás matrices P
9 pueden calcularse recursivamente
como:
— E,~L1~1R~RX ..~ , i=2,3,...,g, j=2,3,...,i [2.3.10]
Por tanto, una vez evaluada la matriz HTH, podemos evaluar [2.3.6] y [2.3.3] para obtener los
elementos requeridos de la matriz ATA. Esta tarea puede llevarse a cabo teniendo en cuenta que [2.3.3]
también puede escribirse como:
ATA~1
— (p+q)m + ATHTHA [2.3.11]
donde los elementos de la matriz (Sm x (p + q)m) A = ~ se calculan de la siguiente manera:
p—i ~-1
= E p~kTk+Í,j — Y , frl,2,...,g , j=1,2,...,p+q [2.3.12]
k=O Oq~~kTk+p+ij
Por último, necesitamos calcular los (p+q)m elementos del vector ATTO. Teniendo en cuenta
[2.2.33]:
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ATTW —
donde el vector (nmxl) p«I~GR)K0 ya se evaluó para calcular TW. Además, por [2.2.18]:
ATTW = ~rITVTD;I,Yq,IeRT),
o bien:
ATTW = —r ~
donde:
g = vTh
h =
Los p+q vectores (mx 1) g~ que componen el vector g pueden calcularse como:
L T
¡=1
7.
~~Oqj+¡+ph¿ ,j=p+1,p+2,...,p+q
e
[2.3.18]
e
donde los g vectores <m xl) hj, necesarios en esta expresión, se calculan como:
e
n—j
= Y X~RS, , j 1,2 g
¡=0
[2.3.19]
e
Nótese que, aunque [2.3.16]sugiere calcular Is~ desdej= 1 hasta jzzn, la expresión [2.3.18] deja
bien claro que dicho cálculo sólo es necesario desdej= 1 hasta j=g. Una vez calculado el vector g, los
elementos de ATTW pueden evaluarse directamente de [2.3.151.No obstante, por [2.3.15] y [2.3.16]:
ATT0 = ~r¶TvTh — —r’~vTA — ATh [2.3.20] e
donde A es la matriz de 12.3.1 1]-12.3. 12] y A = (14, 4, ..., >49~. Por tanto, para evaluar ATTW tan sólo
es necesario evaluar 12.3.19], ya que la matriz A ya se calculó para obtener [2.3.11].
e
[2.3.13]
e
e
[2.3.14] a
e[2.3.15]
[2.3.16]
[2.3.17]
e
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Una vez descrita la evaluación de los elementos de TW, 1J10 y ATA, el cálculo de la Fi/E [2.2.42]
puede llevarse a cabo mediante la siguiente secuencia de operaciones (algoritmo [FVE’U:
[FVE’.I]Realizar los pasos [NH.1]-[NH.5Idel algoritmo [NR][Hally Nicholís (1980)].
IIFVE’.21 Evaluar los nm elementos no nulos (vector i) de ISP según [2.3.2].
[FVE’.3]Evaluar ATA según [2.3.11].
[FVE’.4]Evaluar ATTW según [2.3.20].
!jFVE’.5I Obtener la descomposición de Cholesky de (ArA)~LLT y evaluar ATA 1 = ¡LI2.
[FVE’.6J Resolver el sistema triangular LX(ATTW).
[FVE’.7J Evaluar (TWff(TWtnTn y (ATTW)T(ATAy¡(AT~N)~XTX.
Respecto a [FVE’.5I, ATAI = LI2 (el producto de los elementos de la diagonal principal deL al
cuadrado). Por otro lado, la estrategia en ¡iFVE’.6J-[FVE¼7] permite expresar la forma cuadrática [2.3.1]
como la diferencia entre dos sumas de cuadrados (vid. Capftulo 3). Por último, análogamente a [NH.5],
que proporcionauna verificación suficiente de la no estacionariedad del proceso, [FVE’.3]lo proporciona
respecto a la no invertibilidad, ya que la naturaleza recursiva de las expresiones [2.3.8]-[2.3.10] hace que
estos cálculos resulten explosivos cuando el proceso no es invertible y n es lo suficientemente grande.
Es importante señalar que, mientras (FVE¼2] es equivalente al procedimiento de Hall y Nicholís
(1980) para evaluar (I~®R)XW, los pasos [FVE’.3]-[FVEt.7]son nuevos respecto a la literatura
existente. Además, aunque el procedimiento (FVE’] resulta satisfactorio en la mayor parte de los casos
encontrados en la práctica econométrica (vid, sección 2.4), la eficiencia computacional de este
procedimiento puede mejorarse considerablemente cuando g = mdxinw{p,q} es sensiblemente inferior a
p+q (cuandop y q son ambos elevados y, en cualquier caso, cuando p!=0y q!=0simultáneamente).
La clave para mejorar la eficiencia del algoritmo [FVE’)en estos casos, consiste en reemplazar la
descomposición de Cholesky de las matrices de orden (p+q)mx<,p+q)m 1) y ATA (pasos [FVE’.1] y
[FVE’.5])por la de dos matrices de orden tan sólo gmxgm. Para ello, es suficiente tener en cuenta que,
en la expresión [2.2.481para la forma cuadrática de la Fi/E [2.2.42J,por la definición de A en [2.2.331:
‘AT — ¡ (I~@R)zr¡<ATArí (,~®R)zrl(ATÁri7~~”zT(J~®RT) 1(2.3.21]
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Además, ya que TWÁOT, ;T)T con:
ti =
a0 = EtaIw,u*=O1 = KW
(vid. [2.3.2]),la forma cuadrática [2.2.48]puede escribirse como:
(TW+A¿~)T(TW+A4) = ,1T, — ;T(leR)Zrl(ATArIrITZT(JeRT);
Pero teniendo en cuenta [2.3.3],[2.3.6]y [2.2.23]:
TTATAT = 0-t + VTHTHVI
y entonces:
rl(ATAFIr¡T — [r¡+v[HTHV1rI
por lo que [2.3.24]puede escribirse como:
(TW+A¿~)T(TW+A¿~) = ,12;,
— ,,Tq®,¿)zbo—l + V(HTHV, ]¡ZT(J~®RT),
y teniendo en cuenta (2.2.18] y 12.3.17]:
(TW +A4) T(TW+Á¿)
o bien:
(T0+A¿~)T(TW+A¿~) = jjT;
= ,T,, — hTV[W¡+V[HTHV,V.¡VTh
— ¡¡TV, [W’ +v[HT¡¡v,]—lvfA
donde (vid. Apéndice A. 1):
1’, [W’ + VfHTHVIII—IVT — [(VIOVTY” +HTHFI
por lo que [2.3.291puede escribirse también como:
(tW+A¿~)T(T0+Aé~) = ~T> —
Ee
[2.3.22]
[2.3.23]
e
e
4[2.3.241
e
(2.3.25] e
[2.3.26]
1
e
[2.3.27] e
[2.3.28]
e
4
[2.3.29]
[2.3.301
e
ue
[2.3.31]
e
e
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Nótese que para evaluar [2.3.31]sólo es necesario obtener la descomposición de Cholesky de las
matrices de orden gm xgm (V,OVj’) y [(V10VjY”+~Tgj~ Estas operaciones proporcionan simultánea-
mente la forma de evaluar el determinante ArAl, que puede escribirse, por [2.3.25],como:
ATA! — olxiW1+vi¡’HTHViI = vllvf¡xí~v1ov[r¼~HTH¡ [2.3.32]
No obstante, las expresiones [2.3.31]y [2.3.32]presentan un ligero inconveniente desde el puntO
de vista numérico, que consiste en la necesidad de calcular explícitamente la inversa de la matriz
(V1OV{). En muchos casos, esto no supone ningún problema, pero en otros, la precisión de los cálculos
puede verse seriamente afectada por esta circunstancia. Para evitar dicha inversión, es suficiente tener
presente que, si definimos Al (gmxgm) como el factor de Cholesky de (V1OV?j):
(V10i/[) — MMT * MT(VIOVfV1M = ‘gm [2.3.33]
entonces, es evidente que:
por lo que:
[(V,OVb...í+HTH] — M¡TMT[(VIOi/ k’ +HTH]MMI
= M”.¡TII +MTHTHM]M-lgm
[2.3.34]
[2.3.35][(V1OVff’ +.uTHr¡ = M[4» +MTHTHMF¡MT
y entonces, la forma cuadrática [2.3.31]puede escribirse definitivamente como:
(T*+ A¿*) T(Tg +A¿~) = ~ — (AlTA) T[Igm + MTHTHM] —‘ (AlTA)
Por último, a la vista de [2.3.32]-[2.3.34],resulta inmediato comprobar que el determinante ¡ATA 1
puede escribirse como:
ATA! = II~+MTHTHMI
[2.3.37]
.1
[2.3.36]
á
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Por tanto, para evaluar la Fi/E de un proceso ARMA estacionario, basta con introducir las
expresiones 12.3.36] y 12.3.37] en la formulación 12.2.42] de Nicholís y Hall (1979). Ya que tanto el
cálculo de los g vectores h1, necesarios en 12.3.36], como el cálculo de la matriz H
TH, necesaria en 4
[2.3.36]y [2.3.37], están descritos en [2.3.19]y [2.3.9]-[2.3.10], respectivamente, tan sólo falta evaluar
los gm(gm+ 1)12 elementos distintos de la matriz (V
1UVT), operación que puede llevarse a cabo, para 4
i1,2,...,g,j1,2,...,i, como sigue:
(V,flVf)~, = P’..k(0~i>k+i,j — Z OQ...k(OVI)k+p+iJ [2.3.38]k=O k=O
donde, paraj=1,2,...,g:
e
4—1 2’
(OVf)
0 = Y F%*3’Lk...¿+J — Y Pwa(~Q+P+k)Oq...k...í+j , i=í,...,p [2.3.39]
k=j—i k=j—i
2’ 2’ — , i=p+1,...,p+q [2.3.40]
(Oi/)¿y E rWÚ(q+pk)%Pk....Í+J QOq2’+p~¿+jkp +j—i
s
con r(k)=r(~~k)T para k<0, rwa(k)=o para k>0 y 9~=0 para i>q. En definitiva, el algoritmo
propuesto para evaluar eficientemente laFVE, puede resumirse en los siguientes pasos (algoritmo [FVE]): 4
[FVE.1] Realizar los pasos (NH.1]-[NH.SJ del algoritmo [NHJ (sin calcular T ‘).
[FVE.2] Evaluar los nm elementos no nulos (vector i~) de TW según [2.3.2].
(FVE.3] Evaluar h
1, i=t,2,...,g, segdn [2.3.19]. 4
(FVE.4] Evaluar HTH según 12.3.9] y (2.3.103.
[FVLS]Evaluar (V,OVT) según [2.3.38]-[2.3.40].
[FVE.6]Obtener Al tal que (V,OVT)—MMT.
[FVE.7]Obtener L tal que [Ig~+MTHTHM]=LLTy evaluar!ATA¡ = I¡gm+M”HTHMI — li!2.
[FVE.8]Resolver el sistema triangular LX=«MTÑ.
[FVE.9]Evaluar la forma cuadrática [2.3.36] como (~?~ — >tTA).
s
Antes de comentar algunos detalles computacionales del algoritmo (FVE], es importante tener en
cuenta las siguientes observaciones: S
s
e
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[1] La estrategia empleada para obtener las expresiones [2.3.31]y [2.3.32], consiste básicamente en
la extensión al contexto multivariante de algunas de las ideas sugeridas por Ljung y Box (1979).
En concreto, cuando m = 1, las expresiones [2.3.27]y [2.3.32]se reducen a las expresiones (2.6)
y (2.4), respectivamente, de Ljung y Box (1979). Por tanto, ya que dichas expresiones se han
obtenido a partir de la formulación [2.2.42] de Nicholís y Hall (1979), constituyen una
demostración implícita de la equivalencia matemática entre ambos trabajos.
[2] No obstante, la estrategia que evita invertir explícitamente la matriz (V,OVT) y que conduce a las
expresiones [2.3.361y [2.3.37],no se encuentra sugerida en ninguna referencia (basta donde
conocemos). Además de la mejora, en términos de precisión numérica, que supone dicha estrategia
frente a una extensión estricta del trabajo de Ljung y Box (1979), también proporciona una mejora
en términos de velocidad de cálculo, ya que para invertir la matriz (1’1OVf) son necesarias n1 —
g
2m2(gm + 2) multiplicaciones y divisiones, mientras que para evaluar las expresiones MTHTHM
y MTh sólo son necesarias ti
2 = tm
2(xm+ 1)+gm(gm+ 1)/2 multiplicaciones (nótese que u
1 —
= gm(gm—1)12 > 0, excepto cuando m = g = 1).
[3] La estrategia que se utiliza para evaluar la forma cuadrática [2.3.36]como la diferencia entre dos
sumas de cuadrados (pasos [FVE.8]-IFVE.9]),permite maximizar la FI/E utilizando tanto
algoritmos de propósito general (tipo cuasi-Newton; vid. Capítulo 3) como algoritmos específicos
para sumas de cuadrados (tipo Gauss-Newton; vid. Capitulo 3), de manera que el algoritmo [FVE]
puede adaptarse a los métodos más eficientes de optimización numérica disponibles en cualquier
librería científica.
[4] El vector de residuos correspondientes a la muestra considerada y a los valores numéricos de los
parámetros del proceso ARMA, puede obtenerse directamente a partir de las operaciones descritas
para evaluar [2.3.36]y [2.3.37].En concreto, teniendo en cuenta [2.2.16],áK0+Zú~, donde
KW=á0 (ya calculado; vid. [2.3.2])y, por [2.2.24]-[2.2.25],O~=T”’¿~, donde é*=E[e*Iw] está
definido en [2.2.36].Por lo tanto, 4,— —r”(A
TAy”ATTW y, teniendo en cuenta [2.3.15],
[2.3.16]y [2.3.26],resulta finalmente que:
O_ — [!U’+VTH2’HV
1V”V2’h [2.3.41]
A partir de esta expresión, es inmediato comprobar que:
Ae
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e
a = a0 — D~T’~ —g)mX 1 j [2.3.42]¡M[Igm+MTHTHM]~IMTi¡
Por tanto, a partir de cantidades ya evaluadas en el algoritmo [F’VE], el vector de residuos
estimados a puede calcularse mediante la siguiente secuencia de operaciones (algoritmo [CRES]): 4
[CRES.1]Resolver el sistema triangular L
Tc—X y evaluar el vector d=Mc. 4
[CRES.21Evaluar el vector r=D~’~(dT,
0T)T y calcular a=a0—r.
La evaluación de los n vectores r1 que componen el vector r de [CRES.2],puede llevarse a cabo,
teniendo en cuenta la estructura de la matriz D5’~ (vid. 12.1.231), de la siguiente forma:
= ~¡. .d. ~ [2.3.43]5—~J 3con d.=O, para j>g. El vector de residuos así calculado puede emplearse para diagnosticar el
modelo estimado y para generar previsiones con dicho modelo. S
[5] Los pasos [FVE.6]y [FVE.4]proporcionan una comprobación automática de la estacionariedad U
y la invertibilidad del proceso considerado, ya que (i) la matriz (V
1OVf) será definida positiva
(condición necesaria y suficiente para la existencia de Al) sí y sólo silo es O (condición necesaria
para que el proceso sea estacionario y suficiente cuando q=0) y (u) la recursividad de [2.3.8]hace
que su cálculo resulte explosivo cuando el proceso no es invertible (vid, apartado 2.3.2). 4
[6] Aunque el procedimiento descrito en el apanado 2.2.1 es válido para calcular las autocovarianzas 4
teóricas (necesarias en [FVE.1I),podría incorporarse al algoritmo [FVE]el procedimiento más
eficiente de Kohn y Ansley (1982). Evidentemente, este procedimiento también podría incorporarse
a cualquier otro algoritmo para evaluar la FI/E.
2.3.2. Algunos aspectos computacionalea e
La principal ventaja del procedimiento descrito en el apanado 2.2.3 [Shea(1989)1, consiste en la
posibilidad de adoptar la estrategia conocida como switching to quick recw’sions (SQR en adelante) en
á
e
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algún momento del proceso de evaluación de la función de verosimilitud. Como escribe Shea (1989, Pp.
169): “7bis ‘quick recursions ‘ proper¡y gAyes ¡he Kalman fUer a major computational advantage over
other me¡hods “. La idea original de esta estrategia, en el contexto de procesos univariantes, puede
encontrarse en Gardner, Marvey y Phillips (1980) y ha sido aplicada (dentro de un algoritmo más
eficiente) por Melard (1984), también para procesos univariantes.
Una estrategia similar a SQl? puede aplicarse dentro del algoritmo [FVEJ. En concreto, si e!
proceso multivariante considerado es invertible, no suele ser necesario calcular las matrices E~ según
[2.3.8] hasta i=n— 1 ya que, a medida que i crece, E~ -.0 tanto más rápidamente cuanto mayores sean
los módulos de las raíces del polinomio característico (2.2.7]. Evidentemente, para un proceso AR puro
«¡=0), esta convergencia ocurre exactamente cuando ¡=1. Además, una verificación de la invertibilidad
del proceso considerado consiste únicamente en comprobar que esta convergencia ocurre (tarea trivial
en comparación con el cálculo explicito de las raíces de [2.1.7]). Esta propiedad (al igual que SQR)
supone un importante ahorro en el número de operaciones requeridas para evaluar la función de
verosimilitud (sobre todo, cuando it es grande; vid. [2.3.8]-[2.3.10] y [2.3.19], operaciones contenidas
en (FVE.3] y [FVE.4fl. El valor de la fthnckln de verosimilitud, calculado haciendo uso de esta
propiedad, puede considerarse como una aproximación al valor de la Fi/E; por tanto, podemos hablar
de una función de verosimilitud aproximada (Fi/A en adelante), en contraposición a la Fi/E, para cuyo
cálculo no se hace uso de la propiedad de convergencia de las 21 (excepto, lógicamente, para procesos
AR puros, ya que en este caso los valores de la Fi/E y de la Fi/A coinciden).
En la práctica, podría pensarse que las matrices E1 han convergido a O cuando se cumple la
siguiente condición:
c a [2.3.U]
No obstante, para evitar posibles complicaciones en modelos con algunas matrices O~O para i<q
(en concreto, modelos estacionales), una vez satisfecha la condición [2.3.«], resultaconveniente calcular
las q matrices E1 siguientes a Z~., con el fin de asegurar que el cumplimiento de [2.3.U] se debe
efectivamente a que las 21 han convergido y no a la existencia de alguna 0~=~O. En concreto, para
determinar correctamente el índice (r*) a partir del cual las E~ (i> r~) se consideran 0, puede utilizarse
el procedimiento descrito en el Apéndice A.2 (algoritmo CXI).
En estas circunstancias, para i>r* puede considerarse que 21=0 y utilizarse este hecho para
s
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e
evaluar las expresiones [2.3.9],[2.3.10],[2.3.19]y, en su caso, [2.3.43]. El criterio de convergencia
(representado por 8), puede hacerse lo suficientemente estricto (pequefio) como para que la diferencia
entre los valores de la FI/E y de la FI/A sea despreciable (en concreto, cuando 8=0los valores de la Fi/E
y de laFI/A coinciden). Para ilustrar todas estas cuestiones, consideremos el siguiente proceso bivariante: S
fí—:BS 1M fZ~] = ¡1—BBS i—tssl [tI (2.3.45]
4
En la Tabla 2.3.1, se presentan los resultados de la evaluación de la función de verosimilitud del
proceso [2.3.45] (con n=300), para distintos valores de S, de ~ y de O. Nótese que para ~=0.999 y
6=0.998, el proceso es casi no estacionario y no invertible, respectivamente. En esta tabla también se
presentan el indice r* (obtenido para 8— 1t~3), a partir del cual se considera que ~1=~ (1> r*) y el
cociente entre el número de operaciones (multiplicaciones, divisiones y raíces cuadradas) requeridas para
evaluar la FI/E (A/E) y la FI/A (~Á)~
4—0.5:6—0.3 •=0.999;O—0.3 4—0.5;6—O.998 •—0.999:é—0.998
ARMMI.I)
<5—1)
-/og F1’E
—log FVA
,
ATyN
4
l566.46Q4@8~ 1036.08930170 104157.50462232 2201.89340436
1566.46050727 1036.08913686 104757.50462232 2201.89340436
6 6 299 299
2.82 2.82 1.09 1.09
ARMA(1.1)4
(S4)
- I.og FVE
-Iq FVA
,
Ng’N4
1895.62320334 19~.77848932 9274.77420320 2209.18545073
1895.62327167 lQ8O.7728564S 9214.77420320 2209.12545073
24 24 296 296
2.54 2.54 1.09 1.09
ARMA<l.1)12
(5—12)
-log FVE
—¡og FVA
,
RiNA
2226.74584052 2920.91385243 2~1.83186&6 2212.02468385
2226.74657421 2930.92252921 2W7.83l868~ 2212.02468385
72 72 288 288
1.W 1.66 1.01 1.01
TABLA 1.3.1. Comparación en términos de piccisión y carga computacional entre la evaluación
exacta (FVE) y aproximada (FV.4) de la función de verosimilitud d¿l proceso [2.3.45]
(Qíí=Q2í=Qn=
10~ 222=2.0, ¿1.0).
Estos resultados sugieren las siguientes conclusiones [vid,sección 2.4]: (i) la evaluación de la FI/A
es extremadamente precisa en relación a la evaluación de la Fi/E; (u) cuando el proceso considerado es
claramente invertible, la ganancia en términos de tiempo de cálculo por evaluar la FI/A en vez de la FI/E
es considerable; (iii) cuando el proceso es casi no invertible, evaluar laFI/A es prácticamente equivalente
a evaluar la FI/E, ya que las matrices E
1 convergen a O muy lentamente y, por ello, r* es prácticamente
igual a n —1 (la discrepancia entre r* y n —1 que ocurre en las dos últimas columnas de los procesos
ARMA(1,1)4 y ARMA(1,1)12, se debe ala presencia de matrices O¡=O para 1<4 e 1<12, respectiva-
mente; no obstante, como debe ser, los valores calculados de la FI/A y de la FI/E son idénticos).
4
d
e
e
4
4
e
e
4
e
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4
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Finalmente, para comprobar la invertibilidad del proceso considerado, es suficiente comprobar si
el cálculo de las matrices E1 resulta convergente o explosivo. En concreto, podemos considerar que el
proceso no es invertible cuando:
s[mm IEhQJ)I] max(h,q) [mm IEk(1~JDIj [2.3.46]
para al menos un h < it— 1. En general, cuando el proceso considerado no es invertible, la ocurrencia
de la condición anterior tiene lugar para h ligeramente mayor que q, por lo que la detección de no
invertibilidad suele ser casi inmediata (el procedimiento CXI del Apéndice A.2 también contiene esta
comprobación de invertibilidad).
Un segundo aspecto importante, desde el punto de vista numérico, consiste en la caracterización
de la matriz (V1OVf) como no definida positiva, indicando esta situación la no estacionariedad del
proceso considerado. Es importante subrayar que los problemas planteados por la no estacionariedad son
bastante distintos, al menos desde el punto de vista numérico, de los planteados por la no invertibilidad.
En concreto, mientras que el hecho de que (V1OVf) no sea definida positiva implica la imposibilidad de
realizar el paso [FVE.6] (y, por tanto, de evaluar la FI/E>, el hecho de que el proceso sea no invertible
tan sólo ocasiona problemas numéricos (oveflow) cuando n es lo suficientemente grande y el módulo de
alguna de las raíces de [2.1.7] es claramente menor que la unidad (en panicular, no existe ningún
problema para evaluar la Fi/E en la frontera de la región de invertibilidad). Por ello, la caracterización
de la matriz (V1OVf) requiere especial atención (nótese, por otro lado, que estas últimas observaciones
sugieren que, a la hora de construir un modelo ARMA, la sobrediferenciación puede resultar menos
costosa que la infradiferenciación de las series estocásticas).
El mecanismo que se ha utilizado para caracterizar la matriz (V1OVf), consiste en una modificación
del algoritmo para obtener la descomposición de Cholesky de una matriz cuadrada propuesto por (1111,
Murray y Wright (1981) y desarrollado, en forma de pseudocódigo, por Dennis y Schnabel (1983).
Básicamente, la modificación realizada sobre este algoritmo (vid. Apéndice A.2, procedimiento
CHOLDCMP) consiste en forzar el carácter definido positivo de la matriz (V1OV?j), solamente cuando
en la descomposición de Cholesky estándar [vid. Martin, Peters y Wilkinson (1965)] se detecta que
(V1QVf) no es definida positiva debido a errores numéricos. Dichos errores numéricos surgen cuando
(1) el proceso es casi no estacionario y/o (u) el orden de magnitud de los elementos de la matriz Q (que
forma parte de O) es pequeño. En estos casos, la descomposición de Cholesky estándar puede concluir
J
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(erróneamente) que (V1OVf) no es definida positiva.
El procedimiento CHOLDCMP también se emplea en JjFVE.7], para obtener la descomposición
de Cholesky de Ugm+MTHTHMI y para calcular su determinante. Respecto a este segundo cálculo, se
ha evitado la posible presencia de problemas numéricos (overflow o underflow), almacenando dicho
determinante en la forma a2
1’ [vid.Martin y Wilkinson (1965); Ansley (1979); Melard (1984)]. La misma
estrategia se ha seguido paracalcular ladescomposición de Cholesky de Q y su determinante en jjFVE.1].
Un último aspecto computacionalmente relevante, consiste en la discusión de las necesidades de
almacenamiento que presenta el algoritmo (FVEJ. Dado que este punto se trata con detalle en el Apéndice
A.2, baste seflalar ahora que: (i) salvo para procesos MA puros, lacantidad máxima de almacenamiento
4
requerida suele venir dictada por la necesaria para evaluar las autocovarianzas teóricas y (ji) a modo de
ejemplo, resulta posible evaluar la FI/E de procesos ARMA con m4, p=q= 13 y n=300 dentro de los
límites reducidos de un ordenador personal (concretamente, todos los cálculos presentados en este trabajo,
se han llevado a cabo en un HP Yedra 386/25 operando bajo MS-DOS 5.0, lo que supone disponer de
algo menos de 600 Kb de memoria RAM para código y datos).
e
1
a
2.3.3. Natas para la sección 2.3
[1] Dado que Hilimer y Tiao (1979) sólo obtienen la FI/E para un MA(q) puro, nos limitaremos a exponer la
equivalencia en este caso. Cuandop=0, O=(¡
4®Q) (vid. [2.2.43]-[2.2.47]).Por tanto, teniendo en cuenta [2.3.32],
[2.3.61,[2.3.4) y [2.2.22),es evidente que:
ArAl = jQ~~xj(Iq®Q”¡)+ZT(Iq®Q”’í)Z~ 4
Por otro lado, sustituyendo [2.3.22]-[2.3.23]en [2.3.27],obtenemos que: 4
(T*+A¿.)T(T*.I.M,) = *TKT{(I~®Q-~ ~ ‘)ZV ‘ZT(I~®Q ‘)}K0
Finalmente, sustituyendo estas dos expresiones en la Fi/E [2.2.42],teniendo presente que para un MA(q) a
y se obtiene la formulación propuesta por Hiímer y Tiao (1979).Z ~D~’~G
0~ O,n’
a
4
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2.4. Análisis comparativo de distintos procedimientos
Partiendo del planteamiento realizado en las secciones 2.2 y 2.3, puede concluirse que el algoritmo
(FVE] tiene el potencial de ser computacionalmente más eficiente (en términos de velocidad de cálculo
y necesidades de almacenamiento) que los algoritmos de Hall y Nicholís (1979), Hilímer y Tiao (1979)
(para procesos MA puros) y la extensión multivariante del algoritmo de Ljung y Box (1979), puesto que
el algoritmo [FVE] explota hasta sus últimas consecuencias la estructura de los factores que aparecen en
la FZ t2.2.42]. En este sentido, puede decirse que los tres trabajos mencionados no explotan todas las
posibilidades que parecen ofrecer, incluso ignorando los aspectos computacionales descritos en el
apanado 2.3.2 (en panicular, la discusión sobre la evaluación de la FI/A).
Por este motivo y porque una comparación teórica con los algoritmos basados en representaciones
en forma EE resulta complicada y confusa, se ha considerado conveniente comparar el algoritmo [FVEI
sólo con el más relevante de los basados en alguna representación en forma EE [Shea (1987, 1989)],
prestando especial atención a las cuestiones prácticas.
Para realizar la comparación empfrica se han escrito programas de ordenador basados en la
evaluación directa de la Fi/E (apartado 2.2.1), en el algoritmo de Hall y Nicholís (1980) (algoritmo
[NHI, apartado 2.2.2), en el algoritmo [FVE’] (apartado 2.3.1), en la extensión multivariante del
algoritmo de Ljung y Box (1979) (apanado 2.3.1), en el algoritmo [FVEI (apartado 2.3.2) y en el
algoritmo de Shea (1989) (apanado 2.2.3). Los resultados de distintas comparaciones confirman,
lógicamente, las conclusiones expuestas más arriba.
Todos los programas mencionados se han escrito en Pascal utilizando precisión doble, se han
compilado con Turbo Pascal 6.0 y se han ejecutado en un HP i/ectra 386/25 con un coprocesador
matemático Intel 387DX-25 (un equipo que, actualmente, puede considerarse estándar). Al escribir en
Pascal el algoritmo de Shea (1989), publicado en FORTRAN, se ha respetado absolutamente la estructura
del código origina], de forma que el programa resultante es al menos tan eficiente como el origina] (en
algunos casos, al hacer uso de características propias de Pascal, incluso más).
Para comparar la eficiencia computacional (en términos de tiempo de cálculo) entre el
procedimiento de Shea (1989) y el algoritmo [FVEJ, se ha evaluado la FI/E de un amplio conjunto de
procesos ARMA multivariantes (vid. Tabla 2.4.1) para distintos valores de m y de it.
EVALIJA ClON DE LA FUNCION DE VEROSIMILITUD EXACTA
M 1 ARCI) M 9 AR(l)
4 M 17 AR(I) x .ARMA<1,l)4 MiS MAC!) X MA(1)12
M 2 AR(2) Al lO MA(l)4 Al it ARO) X ARO)12 Al 26 MAO) x ARMA(l,l) 12
M 3 MA<I) Al 11 ARMACI,1)4 Al 19 AR(l) >< MA(1)12 Al 27 ARMA(l.I) i< AR<1)4
Al 4 MACI) Al 11 AR(I)12 Al 20 AR(l) x ARMA<l.i>12 Al 28 ARMA<1,l) >< MAC!)4
MS ARMA(I.I) Al II MA(l)12 Al 21 MA<I) X AR(I)4 M29 ARMA(1.I) x ARMA(l.!)4
M 6 ARMA<2,l) Al 14 ARMAd,!)12 Al 22 MA(fl x MA(l)4 M30 ARMA(l.l) >< AR(I)12
Ml ARMA(1,2) Al 15 ARCI) x AR(fl4 Al 23 MA(l) >< ARMA(I,l)4 Al 31 ARMAd,!) x MACI),,
MS ARMA(24) Al 16 ARO) > MA(1)4 Al 24 MA<I) >< AR(l)u Al 32 ARMA(I.1) X ARMA(l,I),2
TABLA 2.4.1. Modelos empleados para comparar la eficiencia computacional dc
los algoritmos de Shea <1989) y IFVEI <m2, 4; n100, 200, 300).
MODELOS
m=2 m4
n=I00 n20
0 n=300 n100 n200 n300
Ml 1.01* 1.01* 1.00* ¡.05* 1.03* [.02*
Ml 0.99 0.99 1.00* 1.00* 1.00* 1.00*
M3 2.38 * 2.40* 2.41 * 2.31 * 2.53 * 2.54*
M4 1.35* 1.33 • 1.39w 1.95 * 1.98* 1.99w
M 5 2.42 * 2.46 * 2.47 * 2.65 * 2.69 * 2.70 *
M6 222 * 2.07 * 2.09 * 2.14 * 2.20* 2.22 *
M7 1.90* 1.94* 1.96* 2.05* 2.09* 2.11 *
MS ¡,94* 1.99* 2.01* 2.12* 2.18* 2.21*
M 9 0.31 0.33 0.91 0.73 0.81 0.86
Mio 1.44 * 1.51 * 1.53 * 1.53 * * 1.63 *
Mil 1.32* 1.63w 1.68* 1.65* ¡79* 1.85*
M 12 0.30 0.39 0.46 0.23 0.29 0.34
MiS 0.77 0.96 1.06 * 0.78 1.01 * 1.12 *
M14 0.70 0.96 1.10* 0.69 0.99 1.16*
M 15 0.71 0.80 0.85 0.61 0.71 0.76
1.48* ¡35* l.58~ ¡.58* 1.66* ¡.69*
M 17 1.46 * 1.61 * 166 * 1.50 * ¡.69 * 1.76 *
M 18 0.27 0.35 0.42 0.21 0.26 0.31
M 19 0.77 0.97 1.07 * 0.79 1.02 * 1.13 *
M 20 0.69 0.97 1.12 * 0.63 0.95 1.13 *
M21 1.48* ¡.59* 1.63* 1.51 * 1.64* 1.69*
Mil 1.32* 1.4¡~ ¡44* I.40~ 1.30* ¡.53*
Mli 1.33 * 1.51 * [.56 * 1.48 * 1.64 * 1.71 *
MU 0.38 0.79 0.90 0.52 0.73 0.85
M25 0.71 0.92 1.02~ 0.72 0.95 107 *
M26 0.65 0.91 1.05 * 0.64 0.93 2.10 *
M27 1.30 * 1.43 * 1.49 * 1.30 * 1.46 * 1.52 *
MiS 1.34 * 1.44 * 1.41 * ¡43 * 1.54 * ¡59 *
M29 138k l.52~ 1.38* ¡.47* ¡.66* 174*
M 30 0.52 0.73 0.84 0.46 0.66 0.79
M 31 0.71 0.92 1.03 * 0.72 0.96 ¡.08 *
M 32 0.64 0.90 ¡04 * 0.63 0.92 1.09 *
TABLA 2.4.2. Eficiencia cómputacional
(un * indica cuándo [FVE]es más
relativa de los algoritmos de Shea (1989) y IFVE)
eficiente en términos de tiempo de cálculo>.
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Este conjunto de modelos es bastante representativo de los utilizados habitua]mente en la práctica
y contiene el suficiente número de ellos como para poder sacar conclusiones, respecto a la eficiencia de
los dos algoritmos considerados, generalizables para cualesquiera valores dep y q. Con este propósito,
la Tabla 2.4.2 contiene el cociente entre el número de operaciones (multiplicaciones, divisiones y raíces
cuadradas) requeridas por el algoritmo de Shea (1989) y las requeridas por el algoritmo !FVEI, para
eva]uar la Fi/E de los modelos considerados (por tanto, un cociente superior a la unidad implica que el
algoritmo [FVEI es más eficiente, en términos de tiempo de cálculo, que el de Shea (1989), para las
especificaciones de p, q, m y it correspondientes).
A la vista de estos resultados, pueden extraerse las siguientes conclusiones importantes: (i) la
eficiencia relativa del algoritmo [FVE] aumenta con it (excepto en procesos AR de orden bajo) y con m
(excepto sip es elevado y bastante mayor que q) y (u) el algoritmo de Shea (1989) sólo es sensiblemente
superior a ¡IFVE] cuando p es elevado y bastante mayor que q, o cuando p y q son ambos elevados y la
muestra considerarada no es larga (en este segundo caso, las diferencias son pequeñas).
Por tanto, ya que en la práctica econométrica es poco realista suponer que a una serie corta se le
puede ajustar un modelo de orden elevado, puede concluirse que el algoritmo [FVEIes más eficiente que
el de Shea (1989) en todos los casos de interés práctico, excepto cuando p es elevado y bastante mayor
que q. Para ilustrar esta conclusión, en la Tabla 2.4.3 se presenta el mismo tipo de información que en
la Tabla 2.4.2, ampliada y reorganizada para contemplar la eficiencia relativa de ambos algoritmos
cuando se aplican a modelos adecuados para datos anuales, trimestrales y mensuales, con tamaños
muestrales equivalentes a disponer de 25 años de datos (para que los resultados variasen significativa-
mente, deberla contemplarse un número de años bastante inferior a 25, lo cual sería poco realista).
Para finalizar la comparación, desde el punto de vista computacional, entre los algoritmos de Shea
(1989) y [FVEI puede señalarse que: (i) las necesidades de almacenamiento del algoritmo [FVE] son,
con algunas excepciones, ligeramente superiores a las del algoritmo de Shea (1989) (vid. Apéndice A.2),
aunque, en ambos casos, dichas necesidades sonextremadamente pequeñas comparadas, por ejemplo, con
las requeridas para evaluar la FI/E directamente <apartado 2.2.1) o mediante el algoritmo de Hall y
Nicholís (1989) (apartado 2.2.2); (u) en todos los casos considerados, los resultados numéricos de los
algoritmos de Shea (1989) y [FVEJ, coinciden hasta al menos la octava posición decimal significativa;
(iii) a modo de curiosidad, para la evaluación de la FI/E de todos los ejemplos considerados en Shea
(1987, 1989>, el algoritmo [FVE] requiere menos operaciones que el propuesto en dichos trabajos.
EVALUACION DE LA FUNCION DE VEROSIMILITUD EXACTA
MODELOS Modelos pan datos anuales (a = 25)
m2 m4
Mi
Ml
M3
M4
MS
M6
M7
MS
1.04* ¡¡4*
0.97 ¡.00*
2.24~ 2.39*
l.68~ ¡73*
2.23w 2.46*
¡.76* ¡34*
1.69* ¡.81*
¡.68 * ¡.81 *
MODELOS
Modelos para datos trimestrales (n — 100)
m2 m4
M9
MiO
Mii
M 15
M16
M17
Mli
MII
M23
M17
M28
M29
0.81 0.73
¡44* ¡53*
¡.52* ¡.65*
0.71 0.61
1.48* ¡.58*
1.46* ¡.50*
¡48 * 1.31 *
1.32* 1.40•
1.38* l.48*
1.30* ¡.30*
1.34* 1.43*
1.38* 1.47*
MODELOS
Modelos pan datos mensuales (n = 300>
,n2
Mil
MU
5414
MiS
M19
MiO
54 24
MiS
5426
M30
5431
5432
0.46 0,34
1.06* 1.12*
¡.10*
0.42 0.31
¡.07* ¡¡3*
¡.12*
0.90 0.83
1(12* 1.07*
1.05* 1.10*
0.84 0.79
1.03* 1.08*
1.04* 1.09*
TABLA 2.4.3. Eficiencia computacional relativa de los algoritmos de Shea <¡989) y (FVE)
cuando se aplican a modelos pan datos anuales, trimestrales y mensuales
(un * indica cuándo [FVE] ea más eficiente en términos de tiempo de cálculo).
Como se indicó en el apartado 2.3.2, una propiedad interesante del algoritmo [FVE] [compartida
por el de Shea (1989)] consiste en la posibilidad de controlar el grado de precisión en la evaluación de
la función de verosimilitud. Haciendo uso en el algoritmo ¡FVFj de la propiedad de convergencia de las
matrices E1 [o de la convergencia de K1, F y y1 en el de Shea (1989)], puede obtenerse una evaluación
numéricamente precisa de la función de verosimilitud, tanto más cuanto más rígida sea la tolerancia
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(valor del parámetro A) empleada. Si, además, las raíces de [2.1.7] están claramente fuera del circulo
unitario, la ganancia en tiempo de cálculo, utilizando cualquiera de los dos algoritmos, respecto a una
evaluación exacta puede ser considerable. En este sentido, la Tabla 2.4.4 contiene la ganancia media en
el número de operaciones y el error relativo medio en el valor del logaritmo de la función de
verosimilitud, resultantes de la evaluación aproximada (con A = 1(W3) frente a la evaluación exacta de
la función de verosimilitud de los modelos de la Tabla 2.4.1 (excluidos los procesos AR puros).
Los resultados se han tabulado para las aproximaciones implícitas en los dos algoritmos
considerados (vid, apartados 2.2.3 y 2.3.2 para Shea (1989) y IPVEI, respectivamente). Los valores
numéricos de los parámetros MA se han escogido de tal forma que los procesos resultantes son
claramente invertibles. Evidentemente, para procesos cerca de la no invertibilidad la ganancia en el
número de operaciones resultaría inferior a las presentadas en la tabla, ya que, en este caso, la
convergencia de E~, E,, F, y i’, ocurre más lentamente.
m—4
Nuca
(I9~
Ganancia media
Errorrehtivomcdio
3.53 4.76 5.22
022x10 0.23X10 O.24~<lO
5.07 6.59 7.9!
0.25x10 O.29X10 0.29x10
A~srtmo
Ifl’EI
Ganancia media
Error r.Wi~o medio
1.53 2.29 2.56
OSIXiO 6 0.45x10’ 0.30X105
2.04 2.76 3.22
0.41 ,r 10 0.21 X!08 0.14x105
TABLA 2.4.4. Comparación entrs las evaluaciones aproximada y exacta de la función de verosimilitud
de los modelos de la Tabla 2.4.¡ utilizando los algoritmos de 51ra (¡989) y [FVEI.
Si bien la ganancia media en el ndmero de operaciones es, en el contexto del algoritmo de Shea
(1989), algo más del doble que en el contexto del algoritmo [FVEI, el error relativo medio asociado a
la evaluación aproximada es, en aquel caso, del orden de 1000 veces mayor que en el caso del algoritmo
[FVE], En ambos casos, la ganancia en tiempo de cálculo es grande y creciente con it y con nr. No
obstante, la precisión numérica de la evaluación aproximada en el caso del algoritmo [FVEI es
considerable y aumenta con la dimensión del modelo (it y m), lo cual no parece ocurrir en el caso del
algoritmo de Shea (1989). En definitiva, estas propiedades hacen de la FI/A, implicada por cualquiera
de los dos algoritmos, un interesante candidato como función objetivo en el proceso de estimación de los
parámetros de cualquier modelo considerado (vid. Capitulo 3).
Para concluir el análisis comparativo de esta sección, es importante tener en cuenta, apane de la
eficiencia computacional, otras propiedades de los algoritmos considerados, que pueden hacer a uno de
4
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ellos más interesante que los otros en determinados contextos. En concreto, creemos que el siguiente
conjunto de propiedades debe tenerse en cuenta a la hora de comparar las prestaciones de distintos
algoritmos para evaluar la función de verosimilitud de procesos ARMA (no necesariamente por orden
de importancia): (i) que la evaluación sea analfticamente exacta; (Li) la posibilidad de realizar una 4
evaluación aproximada, no consistente en ignorar cienos términos de las expresiones analíticas exactas
(vid. CapItulo 3), que sea numéricamente precisa y considerablemente más rápida que la evaluación
exacta; (iii) su eficiencia computacional, en términos de tiempo de cálculo y necesidades de
almacenamiento; (iv) su precisión numérica, sobre todo en situaciones mal condicionadas; (y) detección 4
auwmcUica (como subproducto de ciertos cálculos) de situaciones de no estacionariedad o no
invertibilidad, sin necesidad de resolver complicados polinomios; (vi) finalmente, la posibilidad de
generar, a partir de cálculos ya efectuados para evaluar la función de verosimilitud, el vector de residuos
anal(ricamente exactos correspondiente a los valores numéricos de los parámetros considerados.
En base a estos criterios, la Tabla 2.4.5 contiene un resumen comparativo de las prestaciones de
todos los algoritmos considerados en este capítulo.
ER.cidn
directa
Hall y Nicbc&
(19ff)
L~uq y8n
(1979)
Humar yrko
(1979)
Lbs
(1917, 1919)
Aigottno
(FVEI
Ewluacidee ciada (FI’!) SI SI SI NO SI SI
Ewh.ación sproxims~ (FVA) NO SI sí sí sí sí
Eficiencia coínputacional NO NO NO Si SI Si
Precisión nuw¿rim SI Si NO NO Si Si
Detección de no eaciosrie&.d Si SI SI NO SI SI
Detcco¡dei dc nc invcítibiiiéd NO Si Si SI NO SI
Vector d. rc.idus slftksmecu ca NO SI SI NO NO SI
TABLA 2.4.5. Comparación de los distintos algoritmos pan evaluar la función de verosimilitud 4
de procesos ARMA mukivariantes.
El algoritmo [FVEJ reúne, por tanto, un conjunto de propiedades, que se encuentran por separado
en los algoritmos disponibles actualmente para evaluar la función de verosimilitud de procesos ARMA
y no tiene ninguno de los inconvenientes que presentan dichos algoritmos. No obstante, aunque la validez
teórica de este procedimiento queda fuerade duda, el análisis debe completarse con su puesta en práctica,
frente a situaciones tanto simuladas como reales, en el contexto de la estimación de los parámetros de
los modelos considerados. Este aspecto, junto con otros temas afines, se tratan en el capitulo siguiente.
CAPITULO 3
Estimación de procesos ARMA estacionarios por máxima
verosimilitud
Una vez conocida la forma de evaluar la FI/E de procesos ARMA estacionarios, es importante
estudiar detalladamente la forma de maximizar dicha función (o alguna aproximación a ella), para obtener
estimaciones de los parámetros que aparecen en los modelos considerados. Como es bien sabido, bajo
ciertas condiciones generales, el criterio de estimación por máxima verosimilitud exacta (MI/E en
adelante) proporciona estimadores asintóticamente normales, consistentes [Whittle (1953)] y
asintóticamente eficientes [Aigner (1971)]. Además, a partir del estudio de la estimación por MI/E,
pueden diseñarse otros mecanismos de estimación alternativos, con propiedades asintóticas equivalentes
a las del estimador por MI/E, que implican un coste computacional generalmente más reducido. Tanto
el correcto funcionamiento en la práctica como el comportamiento en situaciones mal condicionadas
(muestras pequeñas y parámetros redundantes o cerca de las fronteras de no estacionariedad y no
invertibilidad) son aspectos que requieren un estudio cuidadoso para cualquiera de los métodos de
estimación considerados. A continuación se resume brevemente el contenido de este capitulo:
Sección 3.1: Estimación por máxima verosimilitud exacta. En esta sección se describe un
procedimiento computacionalmente eficiente para obtener los valores numéricos de los parámetros que
maximizan la FI/E, correspondientes a una muestra y una especificación dadas. También se ilustra la
validez en la práctica del procedimiento descrito, a través de un conjunto de estimaciones en situaciones
tanto simuladas como reales.
Sección 3.2: Otros procedimientos de estimación. A partir del criterio de estimación por máxima
verosimilitud, se proponen y se estudian dos alternativas a su versión exacta (MI/E): máxima verosimi-
litud aproximada (MI/A) y máxima verosimilitud condicional (MI/Q. También se describe el criterio de
estimación por m(nima suma de cuadrados y sus posibles versiones.
Sección 3.3: Análisis comparativo de distintos procedimientos de estimación. Finalmente, se
comparan las propiedades de las tres versiones de la estimación por máxima verosimilitud (descritas en
las secciones anteriores) y del procedimiento ofrecido por 77w S. C.A. Statistical System.
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3.1. Estimación por máxima verosimilitud exacta
La maximización numérica de la FI/E para una muestra y una ~zspeciflcacióndadas, requiere una 4
formulación adecuada de la función a optimizar y un algoritmo eficiente de optimización numérica que
se adapte a las características de esa formulación y, en la medida de lo posible, las aproveche. 4
Básicamente, dichas características consisten en la necesidad de que los parámetros del modelo
considerado cumplan determinadas condiciones, en especial las matrices Q (vid. [2.1.11]) y •~ 4
(1= L,2,...,p) (vid. [2.1.61 y apartado 2.3.2). Por ello, el procedimiento que se utilice para maximizar
la FI/E debe contemplar los requerimientos de dicha función para poder ser evaluada, así como las j
propiedades de un algoritmo de optimización que sea capaz de tener en cuenta dichos requerimientos,
además de aprovechar la estructura de una formulación adecuada de la función objetivo.
Los trabajos sobre la optimización numérica de la FI/E (o de alguna aproximación) de procesos
ARMA son muy escasos. En el contexto univariante, Ansley (1979) y Kohn y Ansley (1985) demuestran
que maximizar la FI/E equivale a minimizar una suma de cuadrados y proponen para ello la utilización
de algoritmos específicos parasumas de cuadrados (vid. Dennis y Schnabel (1983), cap. 10; (1111, Murray
y Wright (1981>, cap. 4). También en este contexto, Dent (19’7’7) propone el empleo del algoritmo
PRAXIS (un método de propósito general que no emplea derivadas; vid. Brent (1973), cap. 7) para
maximizar la FI/E. Esta es también la propuesta de Hall y Nicholls (1980) para procesos multivariantes. 4
En este contexto, Hilímer y Tiao (1979) proponen un procedimiento de estimación en dos etapas.
En la primera etapa, sugieren estimar a2Q mediante las covarianzas muestrales de los residuos
correspondientes a unas estimaciones (iniciales) de $~ (i= 1,2,...,p), O~ (11,2,...,q) y p. En la segunda
etapa, proponen el empleo de un algoritmo para sumas de cuadrados para maximizar su aproximación
a la FI/E, con ¿Q fija según el cálculo de la primera etapa. Las estimaciones de 5, (i=1,2,...,p), 0,
(1= 1,2,...,q) y p así obtenidas, seutilizan en la primera etapa para obtener una nueva estimación de o2Q 4
y el proceso se repite hasta que los elementos de ¿Q convergen. Este procedimiento es el que ofrece 77w
S. C.A. Síatistical System para la estimación de modelos ARMA, tanto univariantes como multivariantes,
incluso en su versión más reciente [vid. Liu y Hudak (1986, 1992)]. 4
En todos estos trabajos, las propuestas mencionanadas sólo se discuten brevemente y no se tratan,
entre otros, temas tan fundamentales como las posibles estrategias a seguir cuando el algoritmo de J
optimización empleado genera un punto en el que no es posible evaluar la FI/E. Esta cuestión se trata
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detalladamente en Shea (1984, pp. 99-100) para procesos multivariantes. Una adaptación de las ideas de
ese trabajo junto con ciertas extensiones, forman la base de esta sección.
3.1.1. Formulación de la función objetivo
Teniendo en cuenta las expresiones (2.3.36] y [2.3.37], la FI/E [2.2.42] puede escribirse, en
términos de los elementos evaluados por el algoritmo (FVEJ (vid, apartado 2.3.1) como:
‘un n _ 1
L(41,0¡,s,titQlw) = (2ir¿ T.1Q1 2•IDI 2.exP[.....L~lTIrXTX)j [3.1.1]
donde:
D=Img +MTHTHM [3.1.2]
En [3.1.2], M (mg xmg) es el factor de Cholesky de (V
1OVf) (vid. [2.3.33]) y IITH=P (mg Xmg)
está definida en [2.3.9]-(2.3.10]. En [3.1.1],i (mnxl) está definido en [2.3.22]-[2.3.23] y X (mgxl)
es lasolución del sistema triangular LX~(MTh), donde L (mg xmg) es el factor de Cholesky de la matriz
Dde [3.1.2] y los elementos deh (mgxl) están dados en [2.3.19]. El problema de maximizar [3.1.1]
equivale a minimizar el opuesto de su logaritmo neperiano (log), que está dado por la siguiente expresión:
l(4Í,Obp,a2,QIw) = 1 [mn.lo~(2ro2)+n•log¡QI +logID¡ + ±(iITII...4Tx)j [3.1.3]
En principio, cualquier algoritmo de propósito general puede utilizarsepara minimizar [3.1.3]. No
obstante, algunas manipulaciones sobre dicha expresión pueden simplificar el problema considera-
blemente. En concreto, es evidente que el estimador por MVE del parámetro ¿ resulta de igualar a cero
la derivada parcial de [3.1.3] respecto a &. Despejando ¿ de la expresión resultante:
— _____ [3.1.4]
.
0MVE mt,
Entonces, sustituyendo g2 en [3.1.3] por la expresión [3.1.4], se obtiene el opuesto del logaritmo
J
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neperiano de la FI/E concemrada [vid,por ejemplo Ansley (1979)], que puede escribirse como:
1*01s1,0¿,p,QIw) = £! [loa (3!] + + .~log(111 xW)
11~ = ú,7;ATX)m
= QIxiDI~
Por tanto, las estimaciones por MI/E de los parámetros 5.
pueden obtenerse minimizando la función:
11(x) = >< “2
(i=1,2,...,p), % (i=l,2,...,q), pyQ
donde x es un vector (¡<xl) que contiene todos los parámetros a estimar (k). A la vista de [3.1.6] y
[3.1.7], la función objetivo [3.1.8] no tiene ninguna estructura especial, por lo que para su minimización
numérica debe utilizarse un método de propósito general. El método de Newton o algún método cuasi-
Newton podrían ser los candidatos a tener en cuenta
1.
Alternativamente, la función [3.1.51puede escribirse como:
+ ~!log(A
1xA) [3.1.9]
donde:
A1 = (qT,?....ATX)
1
A2 = QImx Di»tm
[3.1.10]
[3.1.11]
Por tanto, las estimaciones por MI/E de los parámetros $~ (i= l,2,...,p), 0~ (i= 1,2,.. .,q), ¡¿ y Q
también pueden obtenerse minimizando la función:
donde:
J
[3.1.5] a
[3.1.6] 4
[3,1.7] a
a
4
[3.1.8]
4
4
4sA(x) = A
1 >< [3.1.121
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Entonces, si definimos:
[3.1.13]
xx [3.1.14]
es evidente que minimizar 13.1.12] equivale a minimizar la siguiente expresión:
1 = ~ ....¡r¡ — 1 1 -2 [3.1.15]
1-7’- 1 —~ mg2 2 Z..2 rx1¡=1
Dado que [3.1.151es la diferencia entre dos sumas de cuadrados, su minimización numérica puede
llevarse a cabo utilizando una modificación de algún método especifico para sumas de cuadrados (Gauss-
Newton o Levenberg-Marquardí9.
Por tanto, la forma de evaluar la FI/E descrita en el Capítulo 2, permite, en principio, el empleo
para su maximización numérica tanto de algoritmos de propósito general (para minimizar [3.1.8]) como
de algoritmos específicos para sumas de cuadrados (para minimizar [3.1.15]). En cualquiera de los dos
casos, la estimación de los parámetros •~ (i=l,2,...,p), O~ (i=1,2,...,q), ¡¿ y Q se lleva a cabo
simultóneamente. Una vez obtenidas dichas estimaciones por cualquiera de los dos procedimientos
descritos, la estimación correspondiente de o~ se calcula a partir de [3.1.4]. Finalmente, la estimación
por MI/E de la matriz de covarianzas de los residuos del modelo se obtiene multiplicando por [3.1.4]
cada componente de la matriz Q estimada (vid. [2.1.11]). A este respecto, es interesante señalar que el
procedimiento propuesto porHilímer y Tiao (1979) no proporciona, estrictamentehablando, un estimador
por MI/E (ni siquiera dando por válida la aproximación a la FI/E propuesta en ese trabajo), a menos que
los elementos de la matriz ¿Q sean conocidos (vid. Hilímer y Tiao (1979), Pp. 659).
3.1.2. DescrIpción del procedImiento de optimización
El mecanismo de maximización de la FI/E que se propone en este trabajo, está basado en la
minimización de la función objetivo [3.1.8] mediante un método cuasi-Newton. El resultado es un
algoritmo computacionalmente eficiente, que genera verdaderas estimaciones por MI/E al minimizar la
función objetivo respecto a todos los parámetros del modelo considerado (incluida la matriz Q).
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El punto de partida para la minimización de [3.1.8] (o de [3.1.15]), consiste en unas estimaciones
iniciales de los parámetros 4~ (i1,2,...,p), 9~ (i1,2,...,q), ji y Q, que se recogen en el vector x<> á
Correspondientes a dichas estimaciones iniciales, se dispone de dos valores II~<> y Wo~ de manera que
11(x<>) = ‘ha >< W<> (vid. [3.1.8]) [si se estuviera minimizando [3.1.15], se dispondrfa de A(x0)]. A
continuación, el mecanismo iterativo de minimización de [3.1.8] (o de [3.1.15]), genera una secuencia
de puntos x1~1 (¡=0,1,2,...) mediante la siguiente regla: 4
x~4.1 =x¡+ a¿d¡ [3116] 4
donde el vector (¡<xl) d1 es una dirección de búsqueda y el escalar a1 es una longitud de paso, tales que 4
II(x1~1><TI(x1) [o bien gx1~1)<gx¿d. Si converge, el límite de la secuencia [3.1.16] es
aproximadamente un mínimo local de la función objetivo (vid. Dennis y Schnabel (1983), cap. 7 para
una discusión detallada de distintos criterios de convergencia). La forma de calcular la dirección de
búsqueda d1 en cada iteraciónes lo que distingue a unos algoritmos de otros. No obstante, en el contexto 4
de algoritmos que utilicen al menos primeras derivadas de la función objetivo, la dirección de búsqueda
d3 suele ser la solución del sistema de k ecuaciones lineales: 4
G1d1 = —VF(x1) [3 1.17] 4
donde VF(x1) es el vector gradiente de la función objetivo ((3.1.8] ó [3.1.15])evaluado en x~ y Ges una 4
matriz (kxk) simétrica y no singular. Si, además, G~ es definida positiva en cada iteración, entonces la
dirección d1 (solución del sistema [3.1.17]) es una dirección de descenso3 de la función objetivo en 4(1=0,1,2,...). La importancia de disponer de una dirección de descenso d
1 en cada iteración consiste en
que, bajo esta circunstancia, es seguro que existe una longitud de paso cr1 >0 tal que el valor de la
función objetivo decrece estrictamente al pasar de una iteración a otra. Esto, junto con otras condiciones,
garantiza la convergencia de la sucesión [3.1.161 a un mínimo local de la función objetivo,
independientemente de los valores de las estimaciones iniciales x<> (Dennis y Schnabel (1983) se refieren
a esta propiedad como convergencia global, lo cual no debe confundirse con la convergencia de [3.1.16]
a un mínimo global de la función objetivo).
a
En nuestro contexto, la utilización de un algoritmo eficiente y globalmente convergente para
minimizar [3.1.8] ó [3.1.15], requiere prestar especial atención a ciertos problemas. En primer lugar,
para hacer uso de [3.1.17], es necesario evaluar el vector gradiente de la función objetivo en cada
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iteración. Aunque pueden obtenerse expresiones analíticas de las primeras derivadas de (3.1.81 y de
[3.1.151 (vid. Apéndice A.4), la evaluación de dichas expresiones, aunque teóricamente exacta, es muy
costosa en términos de tiempo de cálculo. La alternativa consiste en evaluar dichas derivadas mediante
djferencias finitas de los valores de la función objetivo4. La aproximación implícita en esta alternativa
supone un importante ahorro computacional y tan sólo una ligera pérdida de precisión numérica
(despreciable en todos los casos analizados en este trabajo), aunque para su correcto funcionamiento debe
instrumentarse cuidadosamente. En concreto, es muy importante que los valores que puede tomar la
función a minimizar estén acotados por un intervalo cuya ampliwd sea suficientemente pequeña. Además,
esta circunstancia puede mejorar considerablemente el rendimiento global del algoritmo de optimización
empleado [vid. Shea (1984)].
El segundo problema a tener en cuenta está estrechamente relacionado con el anterior. En la i-ésima
iteración del algoritmo empleado para minimizar [3.1.8] (o [3.1.15]), es necesario evaluar la función
objetivo [3.1.8] (o los m(n+g) elementos de [3.1.15])en un conjunto de puntos, generados a partir de
x
1, para calcular (i) el vector gradiente de la función objetivo en x1 y (u) la longitud de paso a~. En
principio, nada garantiza que en todos los puntos de dicho conjunto sea posible evaluar esas cantidades.
Concretamente, si alguno de esos puntos corresponde a una matriz Q no definida positiva o a unos
valores numéricos de los parámetros AR que implican no estacionariedad, ni la función objetivo [3.1.8]
ni los m(n+g) elementos de [3.1.151pueden ser evaluados en dicho punto. Una forma sencilla y efectiva
de tratar este tipo de situaciones [vid. Shea (1984)] consiste en minimizar, en vez de [3.1.8], la siguiente
función normalizada:
11(x)11¡ “2
donde 1110 y ~2o son los valores de [3.1.6] y [3.1.7] en la estimación inicial x<> (11(x<>) = lío x
El interés de minimizar [3.1.18] en vez de [3.1.8] consiste en que, si el algoritmo de minimización
generaen todas las iteracionesuna dirección de descenso, el valor de [3.1.18] está acotado superiormente
por 1. En concreto, bajo esta condición, el valor de [3.1.18] en rodos los puntos generados por el
algoritmo será siempre inferior a 1 (también será siempre mayor que cero, ya que los dos factores de
[3.1.18] son siempre positivos; vid. [3.1.6]-[3.1.’7]).Evidentemente, un mínimo de [3.1.18] es también
un mínimo de [3.1.8] (una estimación por MI/E de los parámetros del modelo considerado).
En los casos en los que es necesario evaluar [3.1.18] cuando Q no es definida positiva o cuando
los valores numéricos de los parámetros AR implican no estacionariedad, es suficiente igualar a 1 el valor
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de [3.1.18] para (i) poder evaluar numéricamente sus primeras derivadas y (u) para que el algoritmo de
minimización rechace tales puntos como posibles candidatos a ser la solución del problema. Si se desea,
esta misma penalización puede imponerse cuando el algoritmo [FVE] detecta que los valores numéricos
de los parámetros MA implican no invertibilidad, aunque, salvo en casos de clara ausencia de
invertibilidad, no sea estrictamente necesario (vid, apanado 2.3.2). Es importante señalar que, en el
contexto de la minimización de [3.1.15]mediante un método para sumas de cuadrados, el diseño de una 4
estrategia similar a la descrita no es inmediato, sobre todo a la hora de evaluar numéricamente las
derivadas necesarias. Probablemente, seria interesante investigar soluciones en ese contexto. 4
Para poder aplicar la estrategia descrita es necesario, por tanto, que el algoritmo que se utilice para
minimizar [3.1.18] genere en cada iteración una dirección de descenso. Un método cuasi-Newton basado
en la fórmula BFGS (vid. Dermis y Schnabel (1983), cap. 9; Gilí, Murray y Wright (1981), cap. 4) es, 4
probablemente, uno de los métodos de optimización numérica más eficientes para generar direcciones
de descenso en cada iteración. Apane de esta característica, un método cuasi-Newton basado en la
fórmula BFGS tiene otras propiedades que, en el contexto de la estimación de parámetros por MVE, lo
hacen especialmente interesante. En concreto, la aproximación en el óptimo a la matriz de segundas
derivadas que se actualiza en cada iteración en un método de este tipo, proporciona una forma sencilla
y suficientemente precisa para evaluar las covarianzas de las estimaciones obtenidas minimizando
[3.1.180. Los errores estándar estimados que se derivan de esta aproximación (como cualesquiera otros
obtenidos por medios teóricamente exactos), sólo deberían utilizarse como un indicador del resultado en
la inferencia sobre cualquier parámetro estimado. Para contrastar formalmente una hipótesis nula H<>,
consistente en r restricciones sobre los k parámetros considerados, puede utilizarse un test de la razón
de verosimilitudes (vid, por ejemplo Engle (1983); Maddala(1977), pp. 179-SO):
eRV = —2 [logL(tH0)— logL(t~) — [3.1.19]
donde L() representa el valor de la FI/E [3.1.1] evaluada en los argumentos correspondientes. Para
evaluar la FI/E del proceso ARMA considerado bajo la hipótesis nula H<>, es necesario estimar los
parámetros con las restricciones representadas por H<>. Siempre que dichas restricciones permitan escribir
los parámetros $¿ (i=1,2,...,p), % (i=1,2,...,q), ji y Q como función expilcita de los parámetros a 4
estimar bajo 14, no es necesario recurrir a métodos numéricos de optimización con restricciones para
minimizar [3.1.18] bajo H0 (vid. GUI, Murray y Wright (1983), caps. 5 y 6). En caso contrario, el
problema que se plantea puede resultar muy complicado; probablemente, seria interesante investigar
posibles soluciones en ese contexto.
4
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Un método de optimización basado en todas estas sugerencias tendría, en definitiva, la siguiente
estructura (algoritmo [MAXFV]):
[MAXFVAJ (Comprobarpreestimaciones). Escoger unas estimaciones iniciales x<> y evaluar ~10 y Iko
según [3.1.61y [3.1.7], respectivamente, haciendo uso del algoritmo [FVEJ.Si las estimaciones iniciales
no son admisibles, parar; en caso contrario, pasar a (MAXFV..21.
[MAXFV.2] (Asignar valores iniciales>. Hacer F(x<>)~ 1; evaluar VF(x<>); hacer Go=Ik (nótese que el
factor de Choleslcy de G<> es I~<) ; hacer i0 y pasar a (MAXFV.31.
[MAXFV.3] (Paso principal: iteración cuasi-Newton).
[MAXFV.3.1] (Dirección de búsqueda). Resolver el sistema G~d~ = —V’F(x1).
[MAXFV.3.2J(Lnngi¡’ud de paso). Encontrar cr1>O tal que F(x1+a,<4)<F(x1).
[MAXFV.3.31 (Nueva estimación). Hacer x¡+t=xí+a4; evaluar F(x1~1) y VF(x1~1).
fjMAXFV.3.4] (Actualizar a1). Obtener el factor de Cholesky de G1~1 actualizando el
factor de Cholesky de (3~ mediante la fórmula BFGS.
(Comprobar convergencia). Si se cumplen las condiciones de conver-
gencia, pasar a [MAXFV.4j;en caso contrario, hacer i=i+ 1 y volver
a [MAXFV.31].
[MAXFV.3.51
(MAXFV.4] (Estimación de errores estándar, correlacionesy residuos). En base a las estimaciones
obtenidas (k>,~,gx5~1), evaluar su matriz de covarianzas y, mediante una última llamada al algoritmo
[FVE], evaluar [3.1.4], el vector de residuos y su matriz de covarianzas estimadas.
En el Apéndice A.3 se describe detalladamente el algoritmo [MAXFVJpara minimizar [3.1.18],
haciendo uso del algoritmo FFVEI descrito en el Capitulo 2 (vid, también Apéndice A.2) e incluyendo
la posibilidad de incorporar restricciones sencillas del tipo mencionado anteriormente. En resumen, la
estructura del algoritmo [MAXFV] consiste en una extensión de un método cuasi-Newton (iteración
[MAXFV.3])basado en la fórmulaBFGS (paso [MAXFV.3.4]),que contempla las características propias
del contexto en el que se está aplicando. Básicamente, estas características consisten en (i) la
incorporación de la estrategia descrita anteriormente para evaluar la función objetivo en puntos no
admisibles, detectados por el algoritmo [FVEI(pasos [MAXFV.3.2]y (MAXFV.3.3]), (II) la estimación,
una vez el algoritmo ha convergido, de los errores estándar y las correlaciones entre los parámetros (paso
[M?AXFV.4])y (iii) la evaluación de los residuos correspondientes y de su matriz de covarianzas (paso
[MAXFV.4])(los detalles pueden encontrarse en el Apéndice A.3).
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3.1.3. Análisis y aplicaciones del procedimiento de estimación
a
Para contrastar empíricamente la validez de los métodos propuestos (algoritmos rFVE] y
[MAXFV])para la estimación por MI/E de procesos ARMA multivariantes, se han estimado, en primer
lugar, una serie de modelos diagonales (por sencillez y claridad), seleccionados de la Tabla 2.4.1 (vid.
Sección 2.4), simulados según se describe en el Apéndice A.5. Todos los modelos estimados tienen la
forma:
= 9(B)a, [3120] 4
con:
4(R) = [í —~11B—~12B2 O ~[1—11B5 0 1 [3.L21][a 1— 4~
1R — ~B
2 J [ 0 1— 420
0(R) = fi — 6MB— 0
12B
2 — 0
21B 012B
2 1 t ~ 1 [3.1.22]
(2 2
T _ ~il ~I2 1 [3123] 4E[a
1a,] 2 2
~12 ~22 4
donde, dependiendo del modelo considerado, algunos parámetros de [3.1.21] y [3.1.22] son iguales a
cero. Cada modelo (12 en total) se ha estimado con 100 realizaciones independientes <le tamaño n=5O 4
(excepto n = 100 para los modelos con período estacional S= 12) utilizando los algoritmos IiMAXFVI y
WVE] (1200 estimaciones en total). Los resultados de cadasimulación se encuentran en las Tablas 3.1.1-
3.1.12, que contienen, para cada modelo, los valores teóricos de los parámetros, las medias y los errores
estándar muestrales de la estimaciones obtenidas por MVE.
La brevedad en el tamaño de las muestras consideradas y los valores numéricos de los parámetros 4
(muchos de ellos cerca de las fronteras de no invertibilidad o no estacionariedad), obedecen a dos
propósitos: (i) contrastar la validez de los algoritmos propuestos en situaciones d<ffciles y (u) comparar
las propiedades de distintos estimadores por máxima verosimilitud en dichas situaciones (vid, sección
3.3). Es lógico esperar que si los algoritmos propuestos funcionan bien en estos casos, también lo harán
en situaciones mejor condicionadas [en concreto, para muestras largas no cabe esperar grandes diferencias
en las estimaciones obtenidas por criterios distintos al de MI/E; vid. Ansley y Newbold (1980)].
a
3.1
ESTIMA
ClON
P
O
R
MÁXIMA
VEROSIMILITUD
E
X4
CTA
59
0%
t
—
o
e
.~
8~
dd
ó
~2
~
~
enS~
8
ó
d
11-• il11
o1gII1u•1Oooe.;.5au1-
d
•
—
d
á
o
—¡¡
~
O
¡
e
.
O
~
~
~
1k ti1
CM
e.
—
aÑ
caI
o
o
—
o
o
—
—
o
.1•1‘e.JI1•11.O‘o41aen.1au
&‘E•
.1
~Ii .11gII•1.0ee¡‘0•1oo3e,en.5a
60
ESTIMA
ClON
D
E
P
ROCESOS
A
R
M
A
ESTACIONARIOS
C
M
—
á
o
o
—
O
d
d
o
—
0
d
‘
e
.
o
~
h1..
•11
t
q
1.
A
-
CM
.
.
.
e
N
f
l
t
-
o
~
~
E
—
iooou,.5.1y.01a11.5o1~.1en.5au
‘Ea”A
- it~*
A
-
A-
A
-
aáj
.1II11.01s•1o11une,.1‘1E-
44444
1gII1‘o‘0•1.01’OO‘o‘u.5o‘eo~0A1-4.1auE-
4
-1
44ss
3.1
ESTIMA
ClON
P
O
R
MÁXIMA
VEROSIMILITUD
E
X
ACTA
os
t
—
O
—
ó
ó
e
;
O
d
d
O
d
ó
ó
ó
tó
—
—
d
ó
~11.A. :11
1•1~gIIIIotxII•1¡.5oge.;.5‘auE-
CMd
C
%
t~
¡
—
á
á
O
O
¿
4
ó
ci
s~d
d
-O
—
O
~
<
‘
1•11to•1.0rlxa1.5o11ocvi.5aeE-
‘Ea”tA
-
t
ti
‘aA.
it
el
~14gLIu
‘1
o1.0
~0
11e
II
:9•1o¡.5u,1e.,.5auE-
a
ES
TIMA
ClON
D
E
P
ROCESOS
A
R
M
A
ESTACIONARIOS
62
ti
á
O
O
o
O
-
O
~
O
~
o
:ti
‘E1.A.1 14‘a•1A.1~h. 1¡4‘aA.1‘aA.t
8
2
o
’
rl
§O
e
a
1
iE
.
II
j
O
.1•1~II~1‘o.5‘e1.01xu.:91.511áe,.5auE-
1a”A
- 11
‘a
4
A-
it
1•1gII.5-1.5~01<11II‘0•1.5o¡te;.5‘a0E-
CM
0%
á
r~
8.
•
g~
~
—
4
¡
E.
44.
¡¡
d
o
.
¡
E
.
1
1A. :14‘a1A
- :14‘aA.1~‘aA.b
ae4
1•1~II1‘o.5‘e1.5.0rl1:911.5~1e.;.5.00E-
44
A44a44e41a4
3.1. ESTIMAClON POR MÁXIMA VEROSIMILITUD EXACTA 63
En todos los casos considerados, las diferencias entre los valores teóricos de los parámetros y los
valores medios estimados son muy pequeñas. Por ello, los valores teóricos de los parámetros se
encuentran siempre en un intervalo, alrededor de sus valores medios estimados, de amplitud igual a tan
sólo dos errores estándar. Esta circunstancia se refleja también en el error relativo medio cometido en
laestimación de cada modelo, calculado como el cociente entre la suma de los errores relativos asociados
a cada parámetro y el número total de parámetros estimados en cada modelo. En ningún caso, el error
relativo medio es superior al 2.8%, excepto en el modelo sobreparaznetrizado de la Tabla 3.1.5; en este
caso, el error relativo medio alcanza el 12.0%, lo cual está de acuerdo con los grandes errores estándar
asociados a los parámetros redundantes.
Por supuesto, estos resultados no se restringen al caso de modelos diagonales. A modo de
ilustración, se han estimado dos modelos bivariantes, cada uno de ellos con 100 realizaciones
independientes de tamaño n= 100, generadas según se describe en el Apéndice A.5. Los modelos
estimados han sido un MA(2):
= (‘2 — 0
1R — 02B
2)a~ [3.1.24]
con:
1—1.00 —1.80 1 1—0.80 —1.40 1 11.00 ] [3.1.25]
Oi=¡ 0.50 1.00j’ ~2 = ¡ o.~so 0.70]’ E[a~a,I = [1.00 2.00 j
y un ARMA (1,1):
(~2 — •
1B)w~ = (‘2 — 01R)a~ [3.1.26]
con:
1.10 0.50 1 = .00 1.00 1 11.00 1 [3.1.27]11 I ; E[apf] =[—1.90 0.40 j (—0.80 —1.20 j [1.00 2.00
Los resultados (medias y errores estándar muestrales) de las 100 estimaciones por MI/E para el proceso
MA(2) [3.1.24143.1.25] son los siguientes:
—1.00444 —1.80205
(0.09690) (0.06039)
[3.1.28]
0.49525 1.00033
(0.08539) (0.05867)
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02
T
=
—0.8113 1
(0.17570)
0.40894
(0.14342)
0.97809
(0.12805)
0.99949
(0.16319)
— 1.403 17
(0. 11880)
[3.1.29j
0.70187
(0.09402)
st
s[3.1.30]
1.96114
(0.29378)
Y para el proceso ARMA(1,1) [3.1.26]-[3.1,27]:
~1 —
TE[d~d,] =
1.09940
(0.05432)
—0.97760
(0. 10193)
1.00543
(0.08782)
—0.77610
(0.11808)
0.98058
(0.13201)
0.98418
(0.16752)
0.51538
(0.04248)
[3. 1.31]
0.38480
(0.07739)
1.02248
(0.08462)
[3.1.32]
— 1.20312
(0.07670)
1.93 134
(0.29255)
[3.1.33]
En conjunto, la precisión de las estimaciones obtenidas es considerable. Como antes, los valores
teóricos de todos los parámetros se encuentran siempre en un intervalo, alrededor de sus valores medios
estimados, de amplitud igual a sólo dos errores estándar. Para concluir, cabe señalar que el error relativo
medio en la estimación del proceso ARMA(1,1) es de un 2.0% y tan sólo de un 0.8% en la del MA(2).
J
4
4
s
4
4
4
5
4
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Los resultados anteriores sugieren con claridad que los algoritmos [FilE] y [MAXPV] resultan
adecuados para sus fines. No obstante, para ilustrar el uso en la práctica de las ventajas que presentan
estos algoritmos frente a otros alternativos, se han aplicado dichos procedimientos a una situación con
datos reales (que también se emplea en las secciones siguientes). En Flores (1987) y Cancio (1989) se
estima un modelo cuatrivariante de la macroeconomía de los Estados Unidos, con la siguiente estructura:
1—~11B O O O sr~ 1 0 —01B O a1,
o í 0 0 PibctL 0 1 —02E —03B ~
O O 1-413B O r, 0 0 1 —04B a3,
O O O (1—*14B—~b,~B2)(1—aB) mi, 0 0 0 1 a4,
[3.1.34]
donde sr,=Vlog(SR~), pib,=Vlog(PIB,), r,=Vlog(1 +R,) y m1,=Vlog(ML,) (vid. Flores (1987) para la
definición y fuente de las variables SR,, PIE,, R, y Mí,). Las principales características del modelo
[3.1.34] pueden resumirse en (i) la presencia del factor (1—aB) en la posición (4,4) de la matriz AR,
cuya estacionariedad se desea contrastar (vid. Flores (1987), Pp. 177), (u) el elevado número de
parámetros a estimar (20, incluyendo la matriz de covarianzas de los residuos) y (iii) la brevedad en el
tamafio <lela muestra considerada (n=31 observaciones anuales: 1953-1983). Si a 1, la representación
[3.1.34] se simplifica eliminando el factor (1 —aB) y reemplazando ml,=Vlog(ML,) por mi,— V2log(M1,)[lo cual implica neutralidad monetaria; vid. Flores (1987)].
En la Tabla 3.1.13 se presentan las estimaciones, obtenidas con el algoritmo [MAXFV],del modelo
[3.1.34] en dos situaciones: (i) imponiendo a=1 [eliminando de [3.1.34] el factor (1 —aB) y
reemplazando ml,= VIog(M1,) por ml,= V2log(Ml,)] y (u) no imponiendo dicha restricción [estimando
todos los parámetros de [3.1.34] con m1,e~Vlog(M1)]. En esta tabla también se presenta el valor del
logaritmo neperiano de la FI/E evaluada en ambos puntos del espacio paramétrico.
*13 *14 ~4 a 0, 04 Log F1’E
EtÉindaca.
~n uxI
0.029
(0.033)
0.236
(0.088)
0.362
(0.083)
—0.536
(0.069>
—0 339
(0065)
•
•
0 503
(0351)
1 782
(0515)
—0.746
(0.141)
—0.522
(0.045)
365.545
EthIo.a..
— a Un
0.029
(0.033)
0.244
(0.083>
0.353
(0.0W)
—0.542
(0.06~
—0354
(0064)
0 997
(0034)
0 546
(0302)
1 976
(0513)
—0.714
(0.144)
—0.492
(0.043)
375.964
Tabla 3.1.13. Estimaciones por M1~E del modelo [3.1.34)con y sin la restricción ~ 1, obtenidas
con el algoritmo (MAXFV] (un * indica que el parámetro correspondiente no se ha estimado).
s
66 ESTIMAClON DE PROCESOS ARMA ESTACIONARIOS
a
La estimación de la matriz de covarianzas de los residuos, correspondiente al modelo estimado con —
a1, es la siguiente: S
O.56x io-’~
ELA1dT] = 0.soxíO’~
4 0.16x10”’3 [3.1.35]
—O.75x10”’4 —0.16x10”’4 0.33x1W4 4
0.4lxlW’3 O.72x10”~4 —0.43x1r4 0.35x10”’3
mientras que la correspondiente a la estimación que no impone a= 1 es6: S
1
T = 0.57x1W4 0.18>UO~ [3.1.361E[L1~6J —0.75 x 1O”’~ —0.54 x ío5 0.34 x ir4
0.4lxlW3 0.58x1W4 —0.43xlW4 O.36x1W3 4
En conjunto, los resultados de ambas estimaciones no pueden considerarse significativamente 4
distintos. Esta conclusión puede justificarse, además, examinando en primer lugar las Figuras 3.1.1-
3.1.8, que contienen los residuos (estandarizados) correspondientes a ambas estimaciones (evaluados
según el algoritmo [CRES] del apartado 2.3.1), sus medias y sus desviaciones típicas muestrales. Este
examen no sugiere diferencias significativas entre los residuos de las dos estimaciones y, además, justifica
ala inclusión del parámetro ji en [3.1.341,ya que la no inclusión de dicho parámetro podría generar unos
residuos á,~, con media no nula [comoocurre con los resultados obtenidos por Cancio (1989)].
Otro argumento favorable a la conclusión citada anteriormente, puede obtenerse examinando los
perfiles de la FVE alrededor de la estimación puntual de cada uno de los parámetros de la especificación S
13.1.34]. Este examen proporciona, además, una comprobación de la convergencia del algoritmo
[MAXFVIa un máximo local de la FVE. Con este propósito, en las Figuras 3.1.9-3.1.18 se representa,
para cada parámetro (x
1), el cociente entre (1) el valor del logaritmo neperiano de la FVE, evaluada en
200 puntos que recorren un rango de ±4.0errores estándar alrededor de cada estimación puntual [log
L(x1) x*)] y (u) el valor del logaritmo neperiano de la FVE evaluada en la estimación por Mi/E [log
L(x*)]. En todos los casos, el rango de variación de este cociente se ha representado entre los mismos á
lImites (0.975 y 1.0). Por último, en cada gráfico también se representa el intervalo de confianza del
95.0% para cada parámetro (aunque, como se discute más abajo, no tiene sentido calcular de la forma
habitual un intervalo de confianza para el parámetro a si su verdadero valor es la unidad).
4
a
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FUE. 3.1.1: an (con a=I); a1,=o.aoi <0.004); ft~,=0.O24.
—4
—4
55 57 59 SI 63 68 67 5* 71 73 76 77 79 61 53
Hg. 3.1.3: d31 <con a¡); ¡3~sO.000 (0.001); 031=0.006.
2
o
—4
67
60 62
Flg. 3.1.5: d1~ (con a libre); a1<=o.ouz (0.004); ~
2
55 57 59 SI 63 65 57 69 7! 73 75 77 79 Sl 63
Hg. 3.1.2: á21 (con al); 021=0.001 (0.002); 0~=0.013.
—4
54 56 56 60 62 64 66 68 70 72 74. 76 76 60 62
Flg. 3.1.6: á21 (con a libre); ¡21=0.001 (0.002); 021=0.013.
64 55 65 50 62 64 66 SS 70 72 74 76 76 60 62
FIs. 3.1.7: á3, <con a libre); ¡310.000 <0.001); 031=0.006.
4- .——
55 57 59 SI 63 65 67 69 II 73 75 77 79 SI 53
—4
54 56 56 60 62 64 66 65 70 72 74. 76 76 80 92
FIg. 3.1.5: a41 (con a libre); a4,=0.003 (0.003); 84<=0.019.
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Estas representaciones pueden resultar útiles para contrastar, además de la validez de las
estimaciones puntuales, la validez de los errores estándar calculados según el procedimiento descrito en
el apanado 3.1.2. Los rangos de variación de las cantidades representadas en cada eje implican que, si
los errores estándar de los parámetros están correctamente estimados, todos los perfiles deben presentar
una apariencia similar: la de una campana &or normalidad) centrada en la estimación puntual, cuya base
ocupa la prácticatotalidad del eje horizontal (suponiendo que la FVE pueda evaluarse en todos los puntos
representados en dicho eje; vid. Fig. 3.1.14). Un perfil más apuntado (más estrecho) podría indicar que
el error estándar del parámetro correspondiente ha sido sobreestimado, mientras que un perfil menos
apuntado (más ancho) podría sugerir la subestimación de dicho error estándar.
4
3 .000
0.995
‘¾
.4
0~
0.990
0,985
0.980
0,975
0.035 0.041
e
—4
s
0.576
Hg. 3.1.10: Perfil pan *¡¡ [0.244(0.083)].
3 .000
0.995
j. 0.990
.~ 0.955
0.980
0.975
0.673
Hg. 3.1.11: Perfil pan *13 [0.353(0.080)1.
a
a
u
a
e
4
—0.~l0 —0.278 4
a
a
4
J
J
e
1 .000
0.995
~ 0,990
oÑ
0.985
0,980
0,975
1.000
0.995
0.017 0.023 0.029
Hg. 3.1.9: Perfil pata t’ [0.029 <0.003)].
—0.088 0.078 0.244 0.4~O
cz,
0.990
0.985
0.980
0.975
0.033 0.193 0.353 0.513 —0.808 —0.674 —0.542
•1•
Hg. 3.1.11: Perfil pan *14 (—0.542 (0.066)].
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1.000.
0.995
—J 0.990
o
N
a 0.985.
0.950
—0.354 —0.226 —0.098 0.981 0.989 0.997 1.005 4.013
Hg. 3.1.14: Perfil para a [0.997 (0.004)1.
1.000
0,9 95
‘~. 0.990o
S 0.955
0.980
0.975
1 .754
0,
FI. 3.1.15: Perfil para 6~ [0.546<0.302)].
—0.426 —0.438
1.000
0.995
~. 0.990
8
0.980
0.975
—0.078 0 950 1.976 3.002
Hg. 3.1.16: Perfil para 62(1.976 <0.513)].
4,026
—0.884 —0.578 —0.492 —0.408 —0,320
04
Hg. 3.1.18: Perfil para 64 [—0.492 <0.043)].
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1.000
0.995
o, 0.990
0.965
0.980
0.975
1.000
0.995
—0.640 —0.482
Hg. 3.1.13: Perfil para *~ (—0.354 <0.064)].
o,
cl,
0.990
0.965
0.980
0.9 75
—0.662 —0.058 0.546 1.450
1.000
0.995
~ 0<990
N
8 0.985
0.980
0.975
—4.290 —1.002 —0.714
95
Hg. 3.1.17: Perfil para 63 [—0.714 (0.144)].
4
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Las Figuras 3.1.10-3.1.13 podrían indicar una ligera sobreestimación de los errores estándar
correspondientes a los parámetros autorregresivos (que, en cualquier caso, resultan claramente
significativos). Por su parte, la Figura 3.1.14 sugiere una clara subestimación del error estándar
correspondiente al parámetro a. Esto es razonable cuando el verdadero valor de dicho parámetro es 1, J
ya que, en tal caso, la FVE no satisface las condiciones de regularidad necesarias para justificar las
propiedades asintóticas del estimador por MVE (vid, por ejemplo Pella (1989), Pp. 611-12). La Figura S
3.1.14 ilustra claramente esta última observación (nótese que IaFVE no estádefinida para a~ 1). Todas
estas consideraciones sugieren concluir que el parámetro a no es significativamente distinto de la unidad, S
por lo que la especificación [3.1.34]sin el factor (1—aB) y con m11=V2log(MI) puede considerarse ade-
cuada [estaconclusión es la misma que la obtenida por Flores (1987), aunque no por Cancio (1989)]. 4
4
3.1.4. Notas para la sección 3.1
4
[1] Para minimizar numéricamente un campo escalar Y:r-.E dos veces diferenciable, mejen eniplearse
algoritmos de optimización no lineal con la siguiente estructura: 4
PASO lNICIA.L: escoger una estimación inicial x
0 de la solución y unos criterios de convergencia (tolerancias,
máximo número de iteraciones, ...); hacer k=O y ejecutar el paso principal. á
PASO PRINCIPAL:
[P.1] evaluar F(xk), VF(xk) y <k’ donde VF(xk) es el gradiente de F(4) y Gk esuna matriz simétrica y no singular; 4
[P.2] calcular una dirección de búsqueda 4 resolviendo el sistema lineal GAt =
[IP.3]calcular una longitud de paso ~k tal que F(xk+a14) .C F(x~) (vid, nota [31más abajo); 4
[P.5] obtener una nueva estimación de la solución óptima como Xk+ ¡ = Xk +
[P.6] si se cumplen los criterios de convergencia, parar; en caso contrario, hacer k = k+ 1 y volver a [P.1].
En este contexto, la diferencia entre unos algoritmos y otros reside en el cálculo de la matriz Gk de [P.1] y $
[P.2]que, a su vez, determina la dirección de búsqueda en cada iteración. Si = 1,,, el método resultante es el
del gradiente; este método (i) sólo requiere primeras derivadas, (u) genera en cada iteración una dirección de
descenso (vid, nota [3])y (iii) presenta una tasa de convergencia global lineal. Por otro lado, si <k = H(x¡<7) [matriz S
hessiana de F(xkfl, tenemos el método de Newton, que (i) requiere primeras y segundas derivadas, (u) en general,
4debe ser modificado para generar direcciones de descenso (ya que H(x0 no siempre es definida positiva) y <iii)
presenta una tasa de convergencia local cuadráica <,global con ciertas modificaciones). Por último, cuando Gk es
una aproximación definida positiva (vid, nota [5])a H(x~, tenemos un método cuasi-Newton, que (i) sólo requiere
primeras derivadas, (ji) genera siempre direcciones de descenso y (iii) converge globaly superlineat’nente (vid. Gilí,
Murray y Wright (1981), Pp. 56-8 y 99-133; Dermis y Schnabel (1983), Pp. 5 y caps. 6, 7 y 9).
e
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[2] Para minimizar numéricamente un campo escalar F:r-..E dos veces diferenciable, definido como la suma
de m campos escalares al cuadrado [F(x)= ½E7=1 f1(x9I, resulta conveniente sacar provecho de ¡a estructura
especial que en este caso tienen el vector gradiente VF(x0 y la matriz hessiana H(xk) de la función objetivo. Resulta
inmediato comprobar que VF(x>) = J(X0TAX0 y que il(xk) = J%)TJ<10+M(10, dondeftx0 Lf¡(Xttfi(X0,
..•,fm(4>]T~ J(xÉ)~ = bf,(x~/&r1 (i=1,2,...,m;j=1,2 n)y M(x0 ET=if¡(xÉ)H¡(x*» siendo HÍ(xk) la matriz
heesiana def,(x~. Cundo en el algoritmo tipo de la nota [11G~ = J(4)TJ(x~) se obtiene el método de Gauss-
Newton para sumas de cuadrados, cuyas propiedades de convergencia son similares a las del método de Newton
cuando el término de segundo orden M(x0 es suficientemente pequeño (a pesar de que sólo se utilizan primeras
derivadas). Por otro lado, si Gk = (J(xkj0J(xk) + X¿~), el método resultante es el de Levenberg-Marquardt, que,
manipulando adecuadamente el valor del parámetro Xk >0, implica un compromiso entre el método de Gauss-
Newton (cuando ~k~0) y el del gradiente (cuando Xk..¿e) (vid. OH], Murray y Wright (1981), Pp. 133-8; Dennisy Scbnabel (1983), cap. 10).
1~
[3] Si un campo escalar F~r-.E es diferenciable en XkEr, entonces 4 es una dirección de descenso de F en
Xk si y sólo si existe un escalar Ok>O tal que F(xk+0k4) <F(xk) para todo akE(OAk). A partir de esta definición,
resulta inmediato comprobar que si VF(x0Td* < 0, entonces ¿4 es una dirección de descenso de F en X*. Además,
en el contexto del algoritmo tipo de la nota [1], donde 4 —G ‘VF(x0, resulta evidente que si <k es definida
positiva en ¡odas las iteraciones, entonces VF(xk)T4 < 0, por lo que las direcciones de búsqueda 4k generadas por
el algoritmo son siempre direcciones de descenso. Por este motivo resulta fundamental garantizar el carácter
definido positivo de la matriz 6k en cada iteración, lo cual requiere especial atención en los métodos de Newton,
Gauss-Newton y Levenberg-Marquardt (vid, por ejemplo Gilí, Murray y Wright (1981), Pp. 101-15) mientras que
en un método cuasi-Newton este requisito está, porconstrucción, garantizado (vid, por ejemplo Dennis y Schnabel
(1983), Pp. 198-211). El carácter definido positivo de Gk garantiza, por tanto, la existencia de una longitud de paso
tal que el valor de la función objetivo decrece estrictamente de una iteración a otra. Sobre las posibles estrategias
de cálculo de dicha longitud de paso, pueden consultarse GUI, Murray y Wright (1981), Pp. 100-2 y Dennis y
Schnabel (1983), Pp. 116-29, cuyas sugerencias se han empleado en el algoritmo [MAXEV](vid. Apéndice A.3).
[4] Para evaluar numéricamente las primeras derivadas de un campo escalar F:r-.’E diferenciable, pueden
utilizarse dos aproximaciones. La primera de ellas ( 7orward d(fferencefonnula”) está dada por:
F(xk+hIeI) — F(xk
)
[VF(x~]
1 — /a, , ¿=1,2 n
donde e1 es el i-ésimo vector de la base canónica de t’ y h1 es una perturbación que, en términos matemáticos,
tiende a cero, La fórmula anterior requiere tan sólo una evaluación adicional de la ftnción objetivo, y supone un
error implícito 0</a,). La segunda aproximación (
6cernral d(fferenceformulo 9 está dada por:
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s
IVF(x0]1 — F(xk+ h1e~) F(xk—h¡e¿) , i=í,2
Esta aproximación requiere dos evaluaciones adicionales de la función objetivo por variable, pero el error implícito
es tan sólo 0(14). Esta segunda fórmula es la que se emplea en el algoritmo [MAXFV] (vid. Apéndice A.3) y su
utilización pone de manifiesto el interés en disponer de un método computacionalmente eficiente (rápido y preciso)
para evaluar la función objetivo (la FIlE en nuestro caso). Para más detalles (incluida la elección de los valores de
he), puede consultarse Dennis y Scbnabel (1983), Pp. 77-SO y 103-6.
e
[5] Como es bien sabido [vid, por ejemplo Nicholís (1976, 1977); Anderson (1980)], para evaluar la precisión -
de las estimaciones puntuales (x*) obtenidas por MVE, pueden utilizarse los elementos de la diagonal principal de 4
la inversa de la matriz de información, evaluada en las estimaciones puntuales 1I(x*) “‘Ii, que es un estimadcn
consistente de la matriz de covarianzas de la distribución (normal) asintótica del estimador por MllE. Teniendo en
cuenta que, en el óptimo (x*), las expresiones [3.1.1](FIlE) y [3.1.5](FIlE concentrada) coinciden, la matriz de
información para un proceso ARMA multivarianto puede escribirse como: 4
[_ 1 “ H(x) 11(x) = E
t 2fl(x9 Vfl(r)V11(x)T + 211(x)
donde H(x) esla matriz hessiana de 13.1.81. Una estimación de lamatnz de ccvananzas entre los parámetros puede
obtenerse, a partir de esta expresión, ignorando el operador esperanza y teniendo en cuenta que Vfl(x*) =0. Dicha
estimación vendrá dada por:
COV(x*) — 2F(x*)H(x*f¡
donde H(x*) es ahora la matriz hessiana de [3.1.18] evaluada en el óptimo (nótese que, en [3.1.18],
11(x0) =~10 x1120 es una constante). La principal ventaja de trabajar con la expresión anterior, consiste en que su
cálculo es inmediato a partir de la información acumulada en elcurso de las iteraciones de un método cuasi-Newton.
Básicamente, partkndo de
6o = ¡9(x
0) i >< 4 = 4 (matriz identidad de orden k, con k = n0 de parámetros a
estimar), en cada iteración de un método cuasi-Newton basado en la fórmula EFOS, se actualiza la información
4sobre la curvatura de la función objetivo (en nuestro caso, F(x) en 13.1.18]) actualizando la matriz G,, que
determina la dirección de búsqueda (vid. [3.1.17]), mediante la siguiente fórmula:
s
T
61+1 = + .22±...+ VF(x»VF(x?T1’a
1,1 d1 VF(x,)Td1 s
s
e
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donde y~ = VF(x1~ ¡) —VF(x,). Cuando el algoritmo ha convergido, la última actualización, obtenida mediante la
fórmula anterior, contiene la información suficiente sobre la curvatura de la función objetivo en el óptimo como
para que la inversa de dicha actualización pueda considerarse una aproximación razonable a H(x*)1 (vid. Dennis
y Schnabel (1983), Pp. 206-7 y las referencias allí citadas). En cualquier caso, una comprobación de la validez de
las covarianzas así obtenidas, puede llevarse a cabo como se describe al final del apartado 3.1.3 (la descripción
detallada de todos estos cálculos puede encontrarse en el Apéndice A.3).
[6] El algoritmo [MAXFV]optimizala función objetivo [3.1.18] respecto a losparámetros 9~ (i=1,2,...,p), 0<
(i= 1,2 q), p y Q. Cuando el procedimiento ha convergido, el parámetro c?que aparece en la FIlE [3.1.1] se
estima segdn [3.1.4] y, a la vista de [2.1.11], la estimación correspondiente de la matriz de covarianzas de; se
obtiene multiplicando por [3.1.4]cada componente de la matriz Q estimada, tal y como se describe al final del
apartado 3.1.1. En la práctica, se ha observado que esta estrategia por si sóla evita posibles problemas de escala
cuando el arden de magnitud de las covarianzas de a
1 bastante inferior al del resto de parámetros del modelo (9,
(i=1,2 p), O, (i=1,2 q)yp); como se ilustraen la estimación de [3.1.34],esta situación no es, ni mucho
menos, improbable.
3.2. Otros procedimientos de estimacion
Como es bien sabido (vid, por ejemplo Box y Jenkins (1970), cap. 7; Ansley y Newbold (1980),
Pp. 159-61), para estimar los parámetros de un proceso ARMA, puede emplearse, además del criterio
de máxima verosimilitud, el de nuhima suma de cuadrados (MSC en adelante). Este criterio puede
justificarse per se (minimizar las diferencias entre valores observados y ajustados) o partiendo de la
expresión [3.1.9] e ignorando el término [3.1.11] (si el tamaflo muestral ¡a es lo suficientemente grande
y el modelo está bien condicionado, el segundo factor de [3.1.11] puede considerarse despreciable).
Entonces, teniendo en cuenta (2.3.36] y [2.2.23]-[2.2.26],es inmediato comprobar que la expresión
[3.1.10] puede escribirse como:
ATA) — úTo...¡ú~ + AT(I®Q—l)a [3.2.1]
donde I2~=EIu~ 1w] (vid. [2.3.41])y *=E[a 1w] (vid. [2.3.42]).Por otro lado, a partir de las expresiones
[2.1.16], [2.2.43] y [2.2.47] se deduce, para un proceso MA(q) puro &=0), que:
4
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s
o
é[ur’é~ = y; af~—’a1 [3.2.2]
t=t—q
Por tanto, dado que cualquier proceso ARMA&,q) estacionario puede expresarse (aproximada -4
mente) como un proceso MA puro de orden infinito, puede demostrarse que. cuando p *0:
d
(,T~XTA) — ú[o—la~ + É afQ—’a, = É afQ—’81 [3.2.3] -
t=1 t=—oo s
A partir de esta expresión, puede diseflarse, una primera versión del criterio MSC consistente en 4
minimizar:
II
S(4¡,01,p,Q¡w) = S aTQ’a~ (3.2.4]
4
En la práctica [3.2.4] se evalúa haciendo uso de la técnica de la retrovisión (“backcasflng9 de Box
y Jenkins (1970), donde L es un número entero lo suficientemente grande como para que pueda
a
considerarse que 61 = O para t < 1—L (nótese que para un MA(q) puro ~‘=0), L=q; vid. [3.2.2]).
Estrictamente hablando, la expresión [3.2.4]es tan sólo una aproximación a la suma de cuadrados exacta
e[3.2.3], ya que, numéricamente, Les un número finito y, aunque el cálculo de retrovisiones descrito por
Box y Jenkins (1976) es un proceso iterativo, en la práctica suele llevarse a cabo en una sóla iteración,
probablemente por conveniencia computacional.
En particular, el estimador basado en minimizar [3.2.4](MSC con retrovisión) es de dudosa validez S
cuando el módulo de alguna de las rafces de (2.1.6] y(o de (2.1.71 es cercana a la unidad yfo el tamaño
muestral ¡a es pequefio. En estas circunstancias, resulta necesario escoger L bastante grande yio iterar
varias veces en el cálculo de las retrovisiones [vid.por ejemplo Newbold (1974)], lo cual hace perder
a este procedimiento su principal atractivo: la eficiencia computacional. Unprocedimiento aún más rápido
para obtener estimadores por MSC se deriva de igualar u a su valor esperado de cero; la función a
minimizar es en este caso: S
S($¿,01,s,QIw,ua=0) = E 4Q4 [3.2.5]
t=1
donde los 6<~ se calculan recursivamente según [2.3.2] (nótese que [3.2.51se obtiene directamente de s
[3.1.9] ignorando el factor [3.1.11] y el segundo sumando de [3.1.10]).
s
4
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Este procedimiento (MSC condicional) presenta problemas aún más graves que el procedimiento
MSC con retrovisión cuando el proceso ARMA está cerca de o en la no invertibilidad yio el tamaño
muestral ¡a es pequeflo (vid. Ansley y Newbold (1980) para un análisis detallado de las propiedades en
muestras pequefias de estos dos estimadores en el contexto univariante). No obstante, puede demostrarse
que las propiedades asintóticas de los estimadores por MSC con retrovisión y por MSC condicional son
equivalentes a las del estimador por MI/E [vid, por ejemplo Whittle (1953); Kabaila (1980, 1983)].
En el contexto univariante, las propiedades asintóticas y en muestras pequeñas de distintos criterios
de estimación (máxima verosimilitud y mínima suma de cuadrados) y de las posibles versiones de los
mismos (exacta, aproximada y condicional) son, por tanto, conocidas. Por ello, esta sección se limita a
ilustrar la extensión de dichas propiedades al contexto multivariante, haciendo uso de las posibilidades
que ofrece el mecanismo de estimación por MI/E descrito en el Capítulo 2 y en la Sección 3.1.
Probablemente, sería interesante realizar un análisis detallado de las propiedades en muestras pequeñas
de los distintos estimadores disponibles para procesos ARMA multivariantes, aunque, en principio, no
cabe esperar diferencias respecto a los resultados ya conocidos sobre procesos univariantes.
3.2.1. Estimación por máxima verosimilitud aproximada
En los casos en que el proceso ARMA considerado es claramente invertible, puede obtenerse un
importante ahorro computacional si en el proceso de estimación se evalúa la función de verosimilitud
haciendo uso de las propiedadesdescritas en el apanado 2.3.2 (vid, también Sección 2.4). Para contrastar
empíricamente la validez del estimador por MI’A, se ha llevado a cabo, en primer lugar, el mismo
ejercicio de simulación que en el apartado 3.1.3 (un total de 1200 estimaciones por MI/A,
correspondientes a 100 simulaciones de cada uno de los 12 modelos derivados de [3.1.20]-[3.1,23]).Los
resultados obtenidos, para un criterio 8 de convergencia de las matrices 11 igual a 1W3 (vid. [2.3.44]),
son idénticos a los resumidos en las Tablas 3.1.1-3.1.12 del apanado 3.1.3. Por supuesto, la diferencia
entre ambos ejercicios se encuentra en el tiempo medio requerido por cada estimación (vid. Sección 3.3).
En segundo lugar, también se han estimado por MI/A (con5= 1W3) las representaciones bivariantes
[3.1.24]-[3.1.25] y [3.1.26]-[3.1.27],cada una de ellas con 100 realizaciones independientes de tamaño
n= 100. En este caso, los resultados tampoco difieren significativamente de los obtenidos por MI/E,
aunque, debido, probablemente, a que ahora los modelos no son diagonales, los resultados no son
idénticos. En concreto, para el proceso MA(2) [3.1.24]-[3.1.25]los resultados son:
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Ó1=
Ó2=
T
—1.00443
(0.09689)
0.49521
(0.08533)
—0.81135
(0.17558)
0.40897
(0.14335)
0.97807
(0.12806)
0.99948
(0.16319)
Y para el proceso ARMA(1,1) [3.1.26]-[3.1.27]:
~1 =
Ó1=
E[d~d[] —
1.09883
(0.05413)
—0.97644
(0.10147)
1.00455
(0.08251)
—0.77457
(0.11869)
0.98 152
(0.13270)
0.98478
(0.16770)
1.961 15
(0.29377)
s
1.93074
(0.29193)
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á
4
— 1.80204
(0.06038)
1 00036
(0.05863)
—1.40314
(0. 11874)
[3.2.61
0.70185
(0.09400)
[3.2.7] s
4
[3.2.8]
0.51528
(0.04243)
0.38540
(0.077 18)
1.02254
(0.02497)
— 1.20280
(0.07624)
A
[3.2.9]
ji
s
[3.2.10] 1
e
s
[3.2.11]
41
a
e
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Comparando [3.2.6143.2.111 con [3.1 .28]-[3. 1.33], es evidente que no existen diferencias
significativas entre las estimaciones por MI/A y por MI/E [al igual que entonces, el error relativo medio
en la estimación del proceso ARMA(1,1) es de un 2.0% y tan sólo de un 0.8% en la del MA(2)].
Por último, también se han estimado por MI/A (con 5 10-’~) las dos representaciones alternativas
del modelo [3.1.34] consideradas a] final del apanado 3.1.3. Los resultados obtenidos son idénticos a
los que se resumen en la Tabla 3.1.13 de dicho apanado y en las ecuaciones [3.1.35] y [3.1.36] (por
supuesto, también coinciden los residuos de las Figuras 3.1.1-3.1.8 y los perfiles de las Figuras 3.1.9-
3.1.18). Para completar el análisis de dicho apartado, aprovechando la coincidencia de resultados, se
ofrecen a continuación los perfiles de la FI/A (que coinciden con los de la FVE) para la representación
[3.1.34] obtenida eliminando el factor (1 —aB) y reemplazando m1~=VIog(M1) por m1~=V2log(M1).
1.000
0.995
o
7!
0.990
0.985
0.980
0.975
0.040
Hg. 3.2.1: Perfil poza p (0.029 (0.003)1.
1.000
0.995
0.990
0.985
0.980
0.975
0.413 0.590
1 .000
0.995
o~ 0.990
0,985
0.980
0.975
0.694
0.019 0.024 0,029 0,035
—0.117 0.060 0.236
4~
0.030 0.196 0.362 0.528
Hg. 3.2.2: Perfil pan *~ (0.236 (0.066)1. Hg. 3.2.3: Perfil para *13 (0.362 (0.063)].
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—0.811 —0.674 —0.530 —0399
~I4
Sg. 3.2.4: Perfil para *14 [—0,536 (0.069)1.
a
N
—0.262
—0,902 —0,199 0.503 ‘.205 1.907
1.000
0.995
~, 0.990
&. 0.985
0.980
0.975
Oí
Hg. 3.2.6: Perfil pan 6~ [0.503(0.35!)].
—0.746 —0.463 —0.180
1.000
0.995
~, 0.990
~ 0.985
0,980
0.975
83
—0.598 —0.468 —0.339 —0.210
Sg. 3.2.5: Perfil pan 4>24 (—0.339 (0.065)].
—0.080
3.844
—0.343
78
4
1.000
0.995
~.0.990
S 0.985
0,980
0.975
—0.280 0.751 782 2.813
62
Hg. 3.2.7: Perfil pan 62(1.782 (0.515)1.
1.000
0.995
~, 0.990
o
S. 0.985
0,980
0,975
—1.311 —1.029 —0.700 —0811 —0.522 —0.433
0~
Hg. 3.2.9: Perfil para 64 [—0.522(0.045)1.FI. 3.2.8: Perfil pan 6~ [—0.746(0.141)].
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Al igual que en la estimación por MI/E de la representación [3.1.34]completa, las Figuras 3.2.2-
3.2.5 podrían indicar una ligera sobreestimación de los errores estándar correspondientes a los parámetros
autorregresivos, que, en cualquier caso, resultan claramente significativos.
Sobre la base de todos estos resultados, puede concluirse, como era de esperar según lo expuesto
sobre la FI/A en el apartado 2.3.2 y en la Sección 2.4 del Capítulo 2, que el empleo de la FI/A como
función objetivo a maximizar en vez de la FI/E no supone ninguna pérdida de fiabilidad de las
estimaciones resultantes. Además, como el grado de precisión en la evaluación de la función de
verosimilitud puede controlarse manipulando simplemente latolerancia ¿5, sedispone de un procedimiento
de estimación general, que incluye, como casos particulares, la estimación por MI/E y por MI/A, con la
ganancia en tiempo de cálculo que puede suponer ésta sobre aquélla (vid. Sección 2.4 y Sección 3.3).
3.2.2. Estimación por máxima verosimilitud condicional
Una última versión del criterio de estimación por máxima verosimilitud puede obtenerse, al igual
que en el contexto del criterio MSC, igualando el vector u. de valores premuestrales (vid. [2.1.16]>a su
valor esperado de cero. Es inmediato comprobar que, en tal caso, la función de verosimilitud (condicio-
nal en u.=0) resulta ser:
L($.O.iru2fllwu=0~ = (2r¿) 1 T’ [3.2.12]T. Ql 2’exp ——~~ q202 j
(compárese esta expresión con la FI/E [3.1.1]). Concentrando la FI/C [3.2.12] en el estimador por
máxima verosimilitud de 02 (como al principio del apanado 3.1.1), resulta evidente que maximizar
[3.2.12] es equivalente a minimizar la siguiente expresión:
1 1
IQ¡mx~s — lQlrnxraQ~lao [3.2.13]
t=I
(vid. [3.2.5]). Para examinar las propiedades del estimador resultante de minimizar (3.2.13] (estimador
por MVQ, se ha efectuado, en primer lugar, el mismo ejercicio de simulación que en los apartados 3.1.3
(MI/E) y 3.2.1 (MVA) (1200 estimaciones por MVC, correspondientes a 100 realizaciones de cada uno
de los 12 modelos derivados de [3.1 .20]-[3. 1.23]). Los resultados se resumen en las Tablas 3.2.1-3.2.12.
4
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Según estos resultados, pueden hacerse las siguientes observaciones: (i) tanto en procesos AR puros
como en procesos mixtos, las estimaciones de los parámetros autorregresivos son bastante precisas; (u)
no obstante, las estimaciones de los parámetros MA sólo son precisas cuando no hay parte AR y,
además, el proceso es claramente invertible; (iii) en el caso de procesos mixtos, los parámetros MA están 4
siempre infraestimados (aunque el proceso sea claramente invertible), tanto más cuanto más cerca están
dichos parámetros de la no invertibilidad (esta jiltima matización también es cierta para el caso de
procesos MA puros); (iv) las estimaciones de las covaxianzas del vector de residuos son, prácticamente
en todos los casos, de dudosa validez, en especial si el orden del proceso es elevado o los parámetros á
MA están infraestimados (cuando están cercanos a la no invertibilidad o en el caso de procesos mixtos).
4
En segundo lugar, también se han estimado por MVC las representaciones bivariantes [3 1 24]-
[3.1.25] y [3.1.26]-[3.1.27], cada una de ellas con 100 realizaciones independientes de tamaño n=100.
Para el proceso MA(2) [3.1.241-L3.1.25]los resultados (medias y errores estándar muestrales) de las 100
estimaciones por MVC son los siguientes:
—106436 —1.76612
(0.13396) (0.08863)
= (3.2.14] 40.53437 0.97410
(0.08800) (0.06567)
s
—0.80281 —1.41293
(0.13732) (0.10181) 4
[3.2.151
0.40595 0.70775 á(0.11209) (0.07903)
4
1.16385
(0.27423)
T [3.2.16] áE[8161] =
0.89940 2.01798
(0.21726) (0.31977)
Y para el proceso ARMA(1,1) [3.1.26]-[3.1.27]:
s
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1.09819 0.51648
(0.05660) (0.04202)
4 = [3.2.17]
—0.97440 0.38473
(0.11406) (0.07496)
1.02303 0.92862
(0.01780) (0.15723)
[3.2.18]
—0.93498 —1.00358
(0.20814) (0.17697)
1.37578
(0.43956)
T
= [3.2.19]
0.62649 2.61557
(0.35157) (0.91577)
El error relativo medio en la estimación del proceso MA(2) es de un 4.5% (frente al 0.8%
correspondiente a las estimaciones por MI/E y MI/A), mientras que el cometido en la estimación del
proceso ARMA(1,1) alcanza el 14.4% (frente al 2.0% en las estimaciones por UVE y UVA). En
panicular, el error relativo medio en la estimación de las covarianzas de los residuos es de un 9.1% para
el proceso MA(2) y de un 35.3% para el proceso ARMA(1,1) (frente al 1.4% y al 2.3%,
respectivamente, obtenidos por MI/E y MI/A).
Por último, también se han estimado por MI/C las dos representaciones alternativas del modelo
[3.1.34] consideradas al final de los apanados 3.1.3 y 3.2.1. Los resultados obtenidos se resumen en la
Tabla 3.2.13.
4íí 4,3 4>4 a 62 03 64
Edhnadone
— a1
0.032
<0.033)
0.211
<0.089)
0.395
<0.105)
—0.496
<0.072)
—0.312
<0.071)
*
*
0.435
<0.306)
1.615
<0.571)
—0.689
(0.168)
—0.506
<0.055)
Eauack.e.
aatre
0.029
<OXE3>
0.283
(0.085)
0.463
<0.103)
—0.506
<0.068)
—0.316
<0.087>
1012
<0011)
0.364
<0.356)
1.576
<0.586)
—0.753
(0.150)
—0.511
<0.053)
Tabla 3.2.13. Estimaciones por MVC del modelo [3.1.34]con y sin la restricción a1
(un * indica que el paxtnetro correspondiente no se ha estimado).
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La estimación de la matriz de covarianzas de los residuos, correspondiente al modelo estimado por
MVC con a=i, es la siguiente:
0.57 x
0.58 x ir4
•o.sox ir4
0.42 x
0.20x ío’3
0.44x ir5
0.43 x
0.40 x
—0.51 x ío4 0.36 x
mientras que la correspondiente a la estimación por MVC que no impone a= 1 es:
O.58x ío-’3
0.89x io—4
—0.62 x
0.44x ío-’~
0.23 x ir3
0.49x ío5
0.52x ío4
0.33 x ir4
—0.43x104 0.40x1W3
Es interesante observar que el parámetro a estimado es mayor que la unidad. En el contexto de la
estimación por MVC es perfectamente posible que las estimaciones puntualesde algunos parámetros estén
fuera de las regiones de estacionariedad o de invertibilidad, ya que, como puede observarse en [3.2.12]
y [3.2.13], el único requisito para evaluar la FVC consiste en quela matriz Q sea definida positiva (sobre
esta cuestión, pueden encontrarse más detalles en Ansley y Newbold (1980), pp. 162-3).
Por lo demás, es evidente que, en conjunto, las estimaciones obtenidas por MI/C (Tabla 3.2.13)
no pueden considerarse significativamente distintas de las obtenidas porMI/E y MI/A (Tabla 3.1.13). Esta
afirmación puede contrastarse, si sedesea, con caráctermásformal , haciendo uso del estadístico [3.1. 19],
cuyo valor, considerando lahipótesis nula de igualdad entre las estimaciones obtenidas por MYC y MI/E
(o MI/A) es ~RV=5.’ (el valor de la FI/E evaluada en las estimaciones por MI/Ces igual a 366.006).
En resumen, el mecanismo de estimación por MI/C puede proporcionar estimaciones fiables en
situaciones bien condicionadas (como se muestra en el último ejemplo considerado). No obstante, en
determinados casos (sobre todo, cuando algunos parámetros están cercanos a la no invertibilidad), la
validez de las estimaciones obtenidas por MI/C es más que cuestionable. Sin embargo, dada la sencillez
y la eficiencia computacional (vid. Sección 3.3) de este procedimiento, su utilización puede resultar
interesante en los primeros pasos de modelización de un proceso ARMA (vid. Tiao y Box (1981), Pp.
4
14á
TE[á~d~] =
4
4
4[3.2.20]
TE[d~A~] =
s
4
4
[3.2.2 1]
s
4
4
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809) y en la obtención de estimaciones preliminares de los parámetros, que sirvan de punto de partida
para un algoritmo dc estimación por MI/E o UVA [sobrela obtención de estimaciones preliminares de
los parámetros, pueden consultarse Shea (1987); Koreisha y Pukkila (1989)].
3.3. Análisis comparativo de distintos procedimientos de estimacion
Sobre la base de los resultados obtenidos en los apanados 3.1.3 (FI/E), 3.2.1 (FI/A) y 3.2.2 (FVC)
pueden realizarse los siguientes comentarios:
[1] En todos los casos analizados, las estimaciones obtenidas por MI/E, utilizando el algoritmo
[MAXFV], son adecuadas, incluso con los tamaños muestrales considerados y con algunos de los
parámetros cerca de no estacionariedad o no invertibilidad.
[2] En ninguno de los casos analizados, las estimaciones obtenidas por MI/A difieren significativamente
de las obtenidas por MI/E.
[3] Las estimaciones por MVC de modelos bien condicionados suelen ser aceptables. No obstante, en
determinados casos, las estimaciones de los parámetros MA y de las covarianzas entre los residuos
no pueden considerarse adecuadas, sobre todo cuando los parámetros MA están cerca de no
invertibilidad. En estos casos, los resultados obtenidos por MI/E o por MI/A son claramente
superiores a los obtenidos por MVC.
Para finalizar la comparación entre las tres versiones del criterio de estimación por máxima
verosimilitud consideradas en este capitulo, en la Tabla 3.3.1 se recogen los tiempos empleados por el
algoritmo [MAXFV]en la estimación por MI/E, MI/A y MVC de todos los ejemplos examinados. En el
caso de los 14 modelos de [3.i.20]-[3.1.23] y [3.1.24]-[3.1.27], los tiempos que se presentan son
tiempos medios (la suma de los tiempos empleados en cada una de las 100 estimaciones dividida entre
100), mientras que para las dos representaciones alternativas de [3.1.34], los tiempos son los de la única
estimación llevada a cabo. El código empleado se ha compilado con Turbo Pascal 6.0 y se ha ejecutado
en un ordenador personal HP Vectra 386/25 con un coprocesador matemático hael 387DX-25. Por
supuesto, los tiempos variarán si se utilizan otros lenguajes, compiladores y ordenadores.
ESTIMA~ION DE PROCESOS ARMA ESTACIONARIOS
MW MV,4
AR(I) bivariante diagonal 6” 6” 4”
AR<2) bivariante diagonal 19” 19” 10”
MA(1) bivariante diagonal 8” 6” 3”
MA(2) bivariante diagonal 39» 39” 15”
ARMA(I,l) bivariante diagonal sobrepanmetrizado 35” 27» 13”
ARMA(í,I) bivariante diagonal 21» 15” 8”
AR(l)XAR<l)4 bivariante diagonal ¡‘5” 1’? 13”
AR(l)XAR(l)12 bivariante diagonal II’ 40” 11>40” 51”
MA(1)XMA(l)4 bivariante diagonal 1’ 22” 1’ 22” 24”
MA(l)XMA(1)12 bivariante diagonal 7’ 31” 7’ 31» 1’25”
ARMA(I,l)4 bivañante diagonal I’39” I’4” 18”
ARMA<l,I)12 bivariante diagonal II’ 24” lO’ 27” ¡‘20»
MA(2) bivariante 3’ ¡‘20” 54”
ARMA(l,l) bivariante 3’2” 1’ 57” ¡‘14»
Modelo [3.1.34)sin <l—a) y con m —~V
2log(Ml
1) l/s 18’ 33” lh 6’ ¡3” 6’ 37”
Modelo [3.1.34]completo 4h48’ 42” 3h 18’ 28” 13’ 54”
Tabla 3.3.1. Tiempos empleados en la estimación dc los modelos considerados en este capítulo.
En contra de los defectos mencionados anteriormente, la estimación por MVC es, con diferencia,
el procedimiento computacionalmente más rápido. Por otro lado, en consonancia con lo expuesto en el
Capítulo 2, la estimación por MI/A es significativamente más rápida que la estimación por MI/E, excepto
para procesos AR puros y para procesos con parte MA cerca de no invertibilidad. Es imponante subrayar
que el tiempo de estimación de cualquier proceso es altamente dependiente de (i) el número de
parámetros a estimar, (u) el tamaño de la muestra y (iii) la proximidad de los parámetros AR y MA a
las fronteras de sus conjuntos admisibles. Por tanto, los resultados anteriores tan sólo deben considerarse
como una ilustración de la carga computacional implícita en la estimación de procesos ARMA
multivariantes. Dichos resultados pueden variar sensiblemente con tan sólo un cambio en los valores
teóricos de los parámetros o en el tamaño de las muestras consideradas.
Para concluir esta sección, se han realizado con la versión exacta del procedimiento de Hilímer y
Tiao (1979>, ofrecida por 77w S.C.A. StatisflcalSystem [vid.Liu y Hudak (1986)], los mismos ejercicios
de estimación que en las secciones anteriores. Los resultados correspondientes a las 100 estimaciones de
cada uno de los 12 modelos derivados de [3.1.20]-[3.1.23]se resumen en las Tablas 3.3.2-3.3.13.
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Si bien, en conjunto, estas estimaciones no pueden considerarse significativamente distintas de las
obtenidas por MI/E (o MI/A) con los algoritmos (MAXFV] y (FVE] (vid. Tablas 3.1.1-3.1.12), es
interesante señalar lo siguiente: (i) con muy pocas excepciones, los errores estándar de las estimaciones
obtenidas con 5. C.A. son ligeramente mayores que los obtenidos por MI/E, lo cual parece reflejar una
mayor eficiencia del algoritmo [MAXF’V],debida a la estimación simultánea de todos los parámetros;
(u) la estimación proporcionada por S.C.A. del modelo sobreparametrizado de la Tabla 3.3.6, es
claramente inferior incluso a la obtenida por MI/C (vid. Tabla 3.2.5); (iii) las estimaciones de la matriz
de covarianzas de los residuos en las Tablas 3.3.11 y 3.3.13 son ligeramente inferiores a las
correspondientes de las Tablas 3.1.10 y 3.1.12.
Esta última circunstancia se puede observar más claramente en las estimaciones obtenidas con
5. C.A. de las representaciones bivariantes [3.1.24)43.1.25] y [3.1.26J-[3. 1.27]. Para el proceso MA(2)
[3.1.24]-[3.1.25] los resultados (medias y errores estándar muestrales) de las 100 estimaciones con
S. CA. son los siguientes:
—1.0118 —1.7974
(0.0938) (0.0586)
[3.3.1]
0.4975 0.9983
(0.0862) (0.0599)
—0.8158 —1.4006
(0.1761) (0.1208)
[3.3.2]
0.4161 0.6947
(0.1441) (0.0963)
0.9256
(0.2680)
T
= . [3.3.3]
0.9616 1.8765
(0.2912) (0.5558)
Y para el proceso ARMA(1,1) [3.1.26]43.1.27]:
ESTIMA ClON DE PROCESOS ARMA ESTACIONARIOS
•1 =
TE[4,8,] =
1.0985
(0.0532)
—0.9759
(0.1042)
1 0026
(0.0898)
—0.7733
(0.1187)
0.9267
(0.2669)
0.938 1
(0.2873)
0.5157
(0.0411)
[3.3.4]
0.3849
(0.073 1)
1.0240
(0.0856)
—1.2024
(0.0736)
1.8325
(0.5476)
[3.3.5]
El error relativo medio en la estimación del proceso MA(2) es de un 2.4% (frente al 0.8%
correspondiente a las estimaciones por MI/E), mientras que el cometido en la estimación del proceso
ARMA(1,1) alcanza el 3.4% (frente al 2.0% en las estimaciones por MVE). En particular, el error
relativo medio en la estimación de las covarianzas de los residuos es de un 5.8% para el proceso MA(2)
y de un 7.3% para el proceso ARMA(1,1) (frente al 1.4% y al 2.3%, respectivamente, obtenidos por
MI/E con los algoritmos IIMAXFVI y (FVE3).
Por último, también se han estimado con S. C.A. las dos representaciones alternativas del modelo
[3.1.34] consideradas al final de los apanados 3.1.3 y 3.2.1. Los resultados obtenidos se resumen en la
Tabla 3.3.14.
•1I •24 a 6, 62 03 64
Etknadou
CO» «o’ ¡
0.029
<0.032)
0.232
(0.086)
0.357
<0.0W)
—0.5Ñ
<0.061>)
—0354
(0062)
•
•
0525
<0347)
1749
<0 4*3)
—0.753
<0.136)
—0.562
(0.047>
EÉI,tsdoaes
~n a Une
0.026
(0.033>
0.257
(0.099)
0.313
<0.081)
—0.SM
<0.073)
—0401
(0064)
1(03
<0(09)
0543
(0344)
1 465
<0476)
—0.791
<0.137>
—0.492
<0.045)
94
4
4
4
a
4
4
4
4
[3.3.6]
4
s
4
4
J
Tabla 3.3.14. Estimaciones con S.C.A. del modelo (3.1.34] con y sin la restricción a1
(un * indica que el parínietro correspondiente no se ha estimado).
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La estimación de la matriz de covarianzas de los residuos, correspondiente al modelo estimado con
S.C.A. con a=1, es la siguiente:
o.áox
r 0.11X103 0.17X103 [3.3.7]E[é~d~] =
—0.73x10”’4 —0.20x10”” 0.32x10”’4
o.44x1r3 0.94x1W4 —o.40x1r4 0.38x1W3
mientras que la correspondiente a la estimación con 5. C.A. que no impone a= 1 es:
o.6ox ¡o—3
T = 0.13x10”’3 O.20x10”’3 [3.3.8]E[d~ú
1] —O.76x 1W
4 —0.16x 10”’~ 0.34x10”~4
0.46x io3 0.12 x io—3 —0.42 x 1W4 0.41 >< lo—3
Por tanto, estas estimaciones no difieren significativamente de tas obtenidas porMI/E, aunque puede
apreciarse un ligero aumento en las varianzas estimadas de los residuos respecto a las obtenidas con los
algoritmos [MAXFV]y [FVEI (vid. [3.1.35]-[3.1.36]).También es interesante señalar que el parámetro
a estimado es mayor que la unidad; lo cual es imposible que ocurra cuando se está maximizando la FI/E
(vid, apanados 2.2.4, 2.3.2 y 3.2.2).
Las pequeñas diferencias entre los resultados obtenidos con los algoritmos [FVEI y [MAXFVI y
los obtenidos con 71w 5. C.A. Siatistical System podrían sugerir que, en la práctica, ambos procedimientos
son equivalentes. Sin embargo, no resulta diffdll encontrar ejemplos reales que rechazan claramente esta
posible equivalencia. Para ilustrar el mejor comportamiento de los algoritmos [FVEJ y [MAXFV]
respecto a useS.C.A. S:aflsticalSys:em, se ha ajustado un modelo ARIMA(O,1,1)x(2,i,1)
12 univariante
a dos series económicas mensuales (Consumo Aparente de Cemento e I.P.I. Energía) de tamaño n =
107. Los resultados obtenidos con los dos procedimientos citados (que se presentan en las hojas resumen
1 a 8) son claramente distintos cuando hay anomalías importantes dentro de las 24 (orden AR) primeras
observaciones de la mues~a. Esto es debido a que dichas observaciones son tratadas por 71w 5. C.A.
Statistical System como números fijos para calcular una serie que se supone generada por la parte MA
del proceso (vid, apartado 2.2.4). Más importante adn es observar que estas situaciones no pueden
detectarse utilizando 77w S.C.A. Staflsrical System, ya que los 24 primeros residuos no son calculados.
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Hoja resumen 1: CONSUMO APARENTE DE CEMENTO.
- Muestra 1/82 - 12/91(10 años = 120 observaciones). Fuente: Doler/ti Estad/saco del Banco de Espafia.
- Efectos extraídos: [1] Semana Santa (—10.6%).
Estimaddn con los algoritmos [FVE]-[MAXFVJ(107 observaciones efectivas):
(1 — .561B12 +(.106)
166824)VV
12
(.112)
logY~ = (1 — .713B)(1
(.060)
— 1.000B
12)a~
(.543)
53 84. 85 80 87 80 89 90
nA JbAkkAÚM APIAIVAAA..ADSA ihi
5
Residuos: ~ = —.0007 (.006); 8~ = 6.54%.
0,00-
a ti ¡
—0.25.
liii 1
i3~061’fl17 20 23 26 20 32 33 38
a
a
a
9,
4-
2
o
—2
—4
0.00
1 35 20111417 20 23 26 39 33 33 36
4
4
A.C.F. residuos [9(39) = 38.41. P.A.C.F. residuos. J
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Hoja ruumen 2: CONSUMO APARENTE DE CEMENTO
- Muestra 1/82 - 12/91(10 años = 120 observaciones). Fuente: Bole«n Estad/nico delBanco de Espafla.
- Efectos extraídos: [1] Semana Santa (— 10.6%).
Estimación con S.C.A. (107 observaciones efecavas):
(1 — .067B’2(.164)
4
2
o
—2
—4
+ .204t)VV
(.111) 12 log~ = (1
— .714B)(1
(.070)
2/83 1/85
Residuos: ~ = .0076 (.0079); ft3 = 7.41%.
Iii IILI.j.I.LI 1.¡ Iii
III 1 • ‘1~1 II’ III’ ~j ~•‘¡‘¡I —1
—0.20]
3570V 6 720332620323338
- . 269B’2)a~
(.163)
7.00
0.20.
—0.33.
307916,41220233620233338
A.C.F. residuos [Q(39) = 44.3]. P.A.C.F. residuos.
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Hoja resumen 3: CONSUMO APARENTE DE CEMENTO.
- Muestra 1/82 - 12/91 (10 años = 120 observaciones). Fuente: Boletín Estadístico delSanco de Espafla.
- Efectos extraídos: [1] Semana Santa (—10.6%).
[2] Impulsos en 2/83 (— 13.0%), 3/84 (—9.3%) y 1/85 (— 16.9%).
Estimación con los algoritmos [FVEI-IjMAXFV](107 observaciones efectivas):
(1 — .662B’2(.100)
+ .356t)VV
12 logY, = (1
(.105)
— .700B)(1
(.063)
— 1.000B
12)a
1
(1.188)
85 86 87 88 59 90 91
1:.
1 ílA Ah APV’\AI\.,1 ¿LÁAÁ’U\MIY
,-.ji~yL7~Yiztiiyj
Residuos: ~ = —.0017 (.0054); 8~ = 5.83%.
0.80
0.2S
1É1 ~ . ¡
—0.35.
4
±.. ~1Ii 4III 1 ¡( III
4
1 3 9201114” 20 23 25 20 32 33 38
P.A.C.F. residuos.
1
4
4
4
8j3 8~-
4
4
o
—2
—4
J
4
4
0.00.
0,20
-.0.25
1252511 4 ¡7 20 23 25 25 32 33 3*
A.C.F. residuos [Q(39)= 47.7].
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Hoja resumen 4: CONSUMO APARENTE DE CEMENTO.
- Muestra 1/82 - 12/91 (10 años = 120 observaciones). Fuente: Boletín Estadístico del Banco de España.
- Efectos extraídos: [fiSemana Santa (— 10.6%).
[2] Impulsos en 2/83 (—13.0%), 3/84 (—9.3%) y 1/85 (—16.9%).
Estimación con S.C.A. (107 observaciones efectivas):
(1 — .563512 + .426B2’5VV12 logl = (1
(.100)
2
o
—2
—4
(.106)
— .802B)(1
(.069)
— 1.192B
12>a,
(.084)
Residuos: ~ = .0008 (.006); b~ = 5.22%.
Ii..,. 1
•,¡. 1 II iii’ liii—’ II 1,1 . .1 ¡1 i 1
—0.38-
1 3 5 7 Oíl 417 20 23 26 20 32 30 38
2/83 1/85
8.00
0.3S
1 2 $7011 1411 20 33 26 20 33 33 3*
A.C.F. residuos [Q(39) 41.3]. P.A.CSF. residuos.
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Hoja resumen 5: I.P.I. ENERGíA (10.3% DEL INDICE GENERAL).
- Muestra 1/82 - 12/91 (10 años = 120 observaciones>. Fuente: Boletín Estadístico delBanco de España.
- Efectos extraídos: (1] Semana Santa (—3.7%).
(2] Impulso en 2/90 (—9.3%).
Estimación con los algoritmos (FVEI-(MAXFVI (107 observaciones efectivas):
(1 + .046B12 + .227B24)VV>2
(.140) (.121>
4
2
o
—2
—4
logY = (1 — .537B)(1 —
(.156) (.152) 4
e
0.50,
1. ..~I1.~Li-.1~ti. II a 0.00’ 11.11
‘liii’ ri í ¡ III
—0.30
357051 4 720232020303338
‘hIll’’ 111111 ‘I¡ 111—~’1 ¡
327011 *1720 23 20 30 32 35 30
A.C.F. residuos [Q(39) = 45.8]. P.A.C.F. residuos.
4
Residuos: a = — .0016 (.0027); G~ = 2.93%.
0.50
—0.22
4
4
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Hoja resumen 6: I.P.I. ENERGíA (10.3% DEL INDICE GENERAL).
- Muestra 1/82 - 12/91(10 años = 120 observaciones). Fuente: Boletín Estadístico del Banco de España.
- Efectos extraídos: [1] Semana Santa (—3.7%).
[2] Impulso en 2/90 (—9.3%).
Estimación con S.C.A. (107 observaciones efectivas):
(1 + .110B12(.09%
4
2
o
—2
—4
+ .230t)VV
12 log~
(.098)
2/83 1/85
(1 — .626B)(I
(.092)
— l.087B
12>a
1
(.078)
0.00.
0.35 -
‘II ‘‘Ir’ 11~5 u -ti
II ~
—0.25
3570.1 0 7 20 23 76 3* 32 55 36
Residuos: U = —.0001 (.0024); é~ = 2.40%.
0.14
—C.25
1357011 4 72025262033 353*
A.C.F. residuos [Q(39)= P.A.C.F. residuos.
4
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4
- Muestra 1/82 - 12/91(10 años = 120 observaciones). Fuente: Boletín Estadístico del Banco de España.
- Efectos extraídos: [1] Semana Santa (—3.7%).
[2] Impulsos en 1/85 (7.7%) y 2/90 (—9.3%).
Estimación con los algoritmos [FVE]-[MAXFV](107 observaciones efectivas):
(1 + .121B12 +(.140)
4
2
o
—2
—4
33482tVV
12
(.119)
log~ = (1 — .392B)(1 — .640B’
2)a~
(.151) (.143)
0.00.
0.25.
¡ LI iii Ii ~I.111~1~ III II’- ¡II~~’ III 0.—
0.25
02 07011 ¡*1720V 2025323805
A.C.F. residuos [Q(39) 44.2].
i Ii. ¡
l1~.~I ¡ .111 ¡ II-’ U’IlIl ‘1
¡ 3079’’ ¡4172023 28 20 32 35 30
P.A.C.F. residuos.
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Hoja resumen 7: I.P.I. ENERGIA (10.3% DEL INDICE GENERAL).
e
4
e
4
J
4
4
0.50
Residuos: U = —.0015 (.0026); O~ = 2.80%.
A
e
4
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Hoja resumen 8: I.P.I. ENERGíA (10.3% DEL INDICE GENERAL).
- Muestra 1/82 - 12/91(10 años = 120 observaciones). Fuente: Boletín Estadístico delBanco de España.
- Efectos extrafdos: [1] Semana Santa (—3.7%).
[2] Impulsos en 1/85 (7.7%> y 2/90 (—9.3%).
Estimación con S.C.A. (107 observaciones efectivas):
(1 + .175B12(.108>
4
2
o
—2
—4
+ .314t) VV
12 logY~ = (1
(.103)
— .492B)(1
(.103)
2/83 1/85
Residuos: U = .0005 (.0028); &~ = 2.66%.
0.50
liii ‘I•¡ - 1•t1 1 ‘1’
1 II¡ a II u.,.III ¡6 11111• ‘‘¡1 l’’i liii 1
135701• ‘6 ¡7 20 23 26 20 35 353*
— .703B’
2)a~
(.090)
0,50
0.25
0.00 i •m .11 I~’ .1.
—0.30
-0.00
3579V 4 II 20 232629 32 303*
A.C.F. residuos [Q(39) = 35.5]. P.A.C.F. residuos.
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á
Una comparación entre las hojas resumen 1 y 2, es suficiente para poner claramente de manifiesto
lo inadecuado del procedimiento de estimación empleado por 77w S. C.A. Statisticol Sysrem cuando la
muestra considerada contiene valores anómalos dentro de lasp primeras observaciones. Ladiferencia más
interesante entre ambas hojas se encuentra en las estimaciones del parámetro MA estacional, que resulta
no invertible cuando el modelo es estimado con los algoritmos [MAXFVJy (flTEJ, mientras que es
claramente distinto de 1 (incluso prácticamente no significativo) cuando el modelo es estimado con 77w
3. C.A. Statistical System. También es interesante señalar que el posible carácter influyente de las
observaciones 2/83, 3/84 y 1/85 no podría detectarse mediante la inspección del gráfico de residuos de e
la hoja resumen 2, ya que los residuos correspondientes al periodo 2/83-1/85 (24 observaciones) no son
calculados por 77w 5. C.A. SraflsttcojSystem. Por último, es posible señalar que el funcionamiento de los 4
algoritmos [MAXFVI y [FVEI si puede considerarse adecuado en este tipo de situaciones, ya que las
estimaciones resumidas en las hojas 3 y 4 (con las observaciones 2/83, 3/84 y 1/85 corregidas) no 4
difieren sensiblemente de las presentadas en la hoja 1; concretamente, en los tres casos el parámetro MA
estacional resulta no invertible (esta situación podría sugerir que la estacionalidad de la serie no puede
captarse adecuadamente mediante la modelización utilizada, pero este es un tema que cae fuera del ámbito
del presente trabajo).
Una situación similar es la que se presenta en las hojas resumen 5-8. En este caso, el parámetro
MA estacional si es claramente invertible (como se muestra en las hojas 5, 7 y 8), aunque cuando el
modelo es estimado con 77w 5. C.A. Sraflsrical System sin corregir el dato 1/85 (cuyo residuo no aparece
en el gráfico de la hoja 6), dicho parámetro resulta no invertible. En definitiva, las estimaciones
generadas por el procedimiento de Hilímer y Tiao (1979) pueden resultar inadecuadas en ciertos casos,
casos en los que, por otro lado, los algoritmos IIMAXFVI y (FVEI si funcionan correctamente.
Para concluir este capitulo, puede seflalarse que, debido a la coincidencia en los valores numéricos
de la FI/E evaluada con los algoritmos de Sbea (1984, 1987, 1989) y [FVEI (vid. Sección 2.4), no cabe
esperar diferencias apreciables entre las estimaciones por MI/E obtenidas con el algoritmo [MAXFV]y
con la subrutina G13DCF de la librería N.A.G. (1987), basada en Sbea (1987). En concreto, si el
algoritmo de optimización empleado en ambos procedimientos fuese el mismo (vid. Shea (1984), Pp. 99- 4
100), los resultados deberían ser muy similares. No obstante, el algoritmo tFVEI presenta una serie de
ventajas prácticas (vid, secciones 2.3 y 2.4) que sugieren su utilización en la mayoría de las situaciones
que ocurren en la práctica econométrica habitual.
e
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CAPITULO 4
Conclusiones
La estimación eficiente de un modelo ARMA constituye una fase critica dentro del proceso iterativo
de modelización de series temporales, ya que de sus resultados (incluyendo los instrumentos que
proporciona para la fase de diagnosis) dependen en gran medida las decisiones que se toman sobre la
posible reformulación del modelo considerado.
En situaciones bien condicionadas, caracterizadas por muestras largas, modelos claramente
estacionarios e invertibles y ausencia de anomalías importantes, no suele ser necesario recurrir a la
estimación por MI/E para obtener resultados satisfactorios. En dichas situaciones, otros métodos de
estimación más sencillos, computacionalmente más eficientes y con las mismas propiedades asintóticas
(MVC, MSC con retrovisión o MSC condicional) pueden proporcionar resultados que no difieren
significativamente de los obtenidos por MI/E.
No obstante, en la práctica, no es difícil encontrar situaciones en las que los resultados obtenidos
con un método difieren sustancialmente de los obtenidos con otro. En concreto, en situaciones
caracterizadas por muestras cortas, modelos cercanos a la no invertibilidad o a la no estacionariedad o
por la presencia de anomalías importantes en la muestra, es muy recomendable utilizar el criterio de
estimación por MI/E. De lo contrario, los resultados obtenidos pueden conducir a conclusiones erróneas
sobre lo adecuado o la posible reformulación de un modelo. Por supuesto, la estimación por MI/E
también funciona correctamente en situaciones bien condicionadas, por lo que su empleo debería
considerarse más como una norma que como una posible alternativa.
Teniendo en cuenta este tipo de conclusiones (que no son nuevas), en este trabajo se ha diseñado
un nuevo procedimiento para la estimación por MVE de procesos ARMA multivariantes estocásticos. Las
principales aportaciones respecto a la literatura existente sobre la materia, pueden resumirse en los
siguientes puntos:
[1] Se ha diferenciado claramente entre evaluación (CapItulo 2> y maximización (CapItulo 3) de laFI/E.
Esta distinción ha permitido estudiarsoluciones detalladas a ambos problemas, en lugarde proponer
105
4
106 CONCLUSIONES á
la aplicación rutinaria de un algoritmo estándar de optimización numérica a una tbrmulación más
o menos adecuada de la FVE.
[2] Se han integrado las soluciones propuestas a ambos problemas en un algoritmo completo de
estimación por MI/E, cuyo funcionamiento en la práctica ha sido contrastado (Capitulo 3) mediante -
un amplio conjunto de estimaciones en situaciones con diferentes estructuras de condicionamiento,
tanto simuladas como reales.
13] Dado que la utilidad de un trabajo de estas características debe contrastarse, sobre todo, en la
práctica, se ha prestado especial atención a facilitar la utilización efectiva de los algoritmos 4
propuestos, de manera que, junto con un análisis teórico riguroso, se han descrito (Apéndices A.2
y A.3) todos los detalles necesarios para su codificación en algún lenguaje de programación 4
Además de estas aportaciones de carácter general, respecto al nuevo algoritmo propuesto para 4
evaluar la FVE (algoritmo [FVE])pueden destacarse las siguientes:
[1] Se han explotado al máximo las posibilidades ofrecidas y no exploradas en los trabajos más
relevantes sobre el tema.
s
[21 A consecuencia de lo anterior, se han reunido, en un sólo algoritmo, todas las ventajas que se
encuentran por separado en los procedimientos disponibles en la actualidad, a la vez que se han
evitado sus posibles inconvenientes. ¡
En concreto, el algoritmo [FVEI(Capitulo 2) evalúa la función de verosimilitud de forma analitica-
mente exacta [algo no contemplado, por ejemplo, en Hilímer y Tiao (1979)] y permite realizar una
evaluación aproximada, que es numéricamente precisa y considerablemente más rápida que la evaluación
exacta [propiedad compartida con el algoritmo de Shea (1989)]. Por otro lado, el algoritmo [FVE]
permite detectar como subproducto de cienos cálculos situaciones de no estacionariedad [imposiblesde
identificar con el algoritmo de Hilimer y Tiao (1979)] y de no invertibilidad [imposiblesde identificar
con el algoritmo de Shea (1989)1. Por último, el algoritmo (FVEJ proporciona los residuosanalltipamente
exactos correspondientes a la especificación considerada [nocalculables directamente con los algoritmos
de Hilímer y Tiao (1979) y de Shea (1989)] y resulta superior, en términos de eficiencia computacional,
a los algoritmos de Hall y Nicholís (1979) y a la extensión multivariantede Ljung y Box (1979), a la vez
que puede competir en estos términos (y resultar superior en muchos casos) con el algoritmo de Shea (1989).
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Con el fin de aprovechar las ventajas ofrecidas por el algoritmo JjFVE], se ha diseñado un
procedimiento de maximización de la FVE (algoritmo (MAXFVJ), basado en uno de los métodos de
optimización numérica más eficientes disponibles en la actualidad (un método cuasi-Newton, basado en
la versión factorizada de la actualización BFGS, que utiliza primeras derivadas evaluadas mediante
diferencias finitas). La simple descripción de los detalles para acoplar dicho método a las peculiaridades
de la función objetivo (derivada a partir de la FVE), constituye una interesante aportación desde el punto
de vista práctico, ya que esta cuestión ha sido pasada por alto sistemáticamente en los trabajos existentes
sobre estimación de modelos ARMA [por ejemplo, en Hilímer y nao (1979) y Hall y Nicholís (1980)1.
El resultado de la combinación de los algoritmos [FVE] y [MAXFVJes un procedimiento de
estimación computacionalmente eficiente que, además de proporcionar estimaciones adecuadas y los
medios necesarios para llevar a cabo la diagnosis del modelo estimado, permite demostrar cómo algunos
procedimientos, teóricamente válidos, pueden fallar en la práctica (como se ilustra, respecto al algoritmo
de Hilímer y Tiao (1979), en los últimos ejemplos del Capitulo 3).
Aparte de algunas extensiones inmediatas (como la incorporación del algoritmo de Kohn y Ansley
(1982) para el cálculo de las autocovarianzas teóricas), a lo largo del proceso de elaboración de este
trabajo, han surgido varias cuestiones cuya solución se puede ver facilitada por los algoritmos desarrolla-
dos en los Capítulos 2 y 3. En concreto, creemos que seria interesante investigar los siguientes temas:
[1] La estimación simultánea de un modelo ARMA junto con los componentes deterministas asociados
a un vector de series temporales.
[2] La estimación simultánea de la estructura ARMA junto con la matriz de coeficientes de
cointegración, en modelos multivariantes con series no estacionarias cointegradas.
[3] La estimación de representaciones alternativas a la estacionalidad estocástica multiplicativa, un
ejemplo de cuya posible presencia se encuentra al final del Capitulo 3.
[4] El diseño de nuevos instrumentos de diagnosis de la estimación, basados en el análisis y en la
integración numérica de curvas semejantes a las presentadas en el Capitulo 3.
El análisis de estos temas, sobre la base de los resultados obtenidos en este trabajo, puede resultar
muy útil a la hora de mejorar las técnicas disponibles para la modelización de series temporales.
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APENDICE A.1
Resultados de álgebra matricial
En este apéndice se presentan los instrumentos de álgebra matricial utilizados en los Capítulos 2
y 3 y en el Apéndice A.4. A continuación de cada resultado se cita una referencia donde puede
encontrarse su demostración, aunque en general, dicha demostración también puede encontrarse, en
diferentes versiones, en muchos de los manuales de Econometría más conocidos. Tan sólo en dos casos
se presenta la demostración a continuación del enunciado, ya que tales resultados no figuran en ninguna
de las referencias consultadas.
[A.1.1] Sean A y B dos matrices de orden (mxn) y (pxq), respectivamente. El producto de Kronecker
de las dos matrices se denota por A<&B y se define como la siguiente matriz de orden (mp xnq):
a11B a12B a1~B
A@B= a21Ba~B”.a2¿
dmíB a~B a,~B
(vid. Dhrymes (1984>, pp. 449-52).
[.4.1.2]Sea A una matriz (mxn). Se representa por vec(Á) al vector columna de mn elementos formado
por las n columnas de A dispuestas una debajo de la otra. Es decir, si denotamos la i-ésima columna de
A por a~ (1 = 1,2,... ,n), entonces vec(Á) = [of,4 ..., a~ff (vid. Dhrymes (1984), Pp. 508-13).
[A.1.31 Sean A y A dos matrices de orden (mxn) y (nxq), respectivamente. Entonces, puede
demostrarse que vec(AB) — (BT®I,4)vec(A) = (Iq@A>vec(B) (vid. Dhrymes (1984), Pp. 509).
(.4.1.4] Si A es una matriz cuadrada de orden n, entonces existe una matriz (n2 X¿) de permutación P
tal que Pvec(A) = vec(AT) (vid. Nicholis y Hall (1979), pp. 260). En concreto, todos los elementos de
la matriz P son cero, excepto P
1+~~, k+í+(í—í)n = 1 (i = 1,2,...,n; k = 0,1,...,n—1).
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[.4.1.5] Sean A, P y Q matrices de orden (nxn), (pxp) y (nxp), respectivamente, con A no singular.
Entonces (A+QPQTY¡ — Al~AíQ[P¡+Q~A¡Qf¡ QTA—t , siempre que (rí+QTA—¡Q) sea no
singular (vid. Maddala, pp. 44547).
[.4.1.6] Sea A una matriz cuadrada no singular, cuyos elementos son funciones de un escalar a.
Entonces:
OJAl
= lAIxtraza[¿C’4~4]
(vid. Dhrymes (1984), pp. 523-5).
1.4.1.71 Sea A una matriz cuadrada no singular, cuyos elementos son funciones de un escalar a.
Entonces:
—C1 OAÁ~l
(vid. Dhrymes (1984), pp. 529-30).
e
[.4.1.8] Sea Q una matriz simétrica y definida positiva tal que = RTR y cuyos elementos son
8A’
funciones de un escalar a. Entonces:
25 _ __
Oa 2 Oa
Demostración. En primer lugar, teniendo en cuenta [.4.1.7] y que = RTR:
8Q’
=
-IQ-’= 2 Oa
....IQIOQRTR
=
2
- lQ-4 OQQ-t
2 Oa
— !RTRPIQ.I
2 Oa
Y en segundo lugar:
RTAS
1á
s
4
4
s
s
4
8(RTR
)
aRT
e
+
Como Q1 = RTR, estas dos expresiones deben coincidir, por lo que:
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_ íQ-fl 2~RTR~ Da !RTR?2Q12 Sa
de donde se deduce inmediatamente el resultado propuesto E.
[.4.1.9] Sea M una matriz simétrica y definida positiva tal que M = LLT y cuyos elementos son
funciones de un escalar a. Entonces:
DL laDM L
Da 2 Da
Demostración. Si definimos W’ = M — LA!, teniendo en cuenta [.4.1.71:
_ ir’ É!w’
Da Da
2 Da
2 Da
- 1ir-125w-l
2 Da
— ILLTÉIKW.[2 ea
Por otro lado:
D(LLT)
Da
kSLT+L
Da
aLT
Como W1 = LiT, estas dos expresiones deben coincidir, por lo que:
1 p
1—IDW~J,T
Da — ILLT2YKW-1 — DLLT + iDi2 Da da Da
de donde:
SL _
Da2
aRT
— R
Da
+ RTBR
que, teniendo en cuenta que PC
1 = M, es el resultado propuesto O.
APENDICE A.2
Codificación del algoritmo [FVEI
u
Introducción
En este apéndice y en el siguiente se presentan, en forma de pseudocódigo, los algoritmos [FVE] 4
y [MAXFV]desarrollados en los Capítulos 2 y 3. El objetivo fundamental consiste en proporcionar una
descripción lo suficientemente detallada de estos algoritmos como para que su codificación en algún
lenguaje de alto nivel (Fascal, FORTRAN o C) resulte razonablemente sencilla. Con ello, se pretende
ofrecer todo lo necesario para disponer en la práctica de un método de estimación preciso y
computacionalniente eficiente, que puede utilizarse por si sólo o, mejor aún, en combinación con otras
herramientas propias del análisis de series temporales multivariantes (vid. Capítulo 4).
e
Dado su carácter, la lectura de estos apéndices puede resultar incómoda (incluso ininteligible) para
quienes no estén familiarizados con la programación de ordenadores. No obstante, se ha considerado
fundamental su inclusión en este trabajo, ya que la exposición de los algoritmos (FVE] y (M.4XFV] en
un formato similar y fácilmente convertible a un lenguaje de programación de alto nivel, permite: S
[1] Proporcionar un grado de detalle en la descripción de los algoritmos imposible de alcanzar sólo con
texto y fórmulas. De hecho, muchos de los aspectos prácticos simplemente apuntados en los
Capítulos 2 y 3, se desarrollan completamente en estos apéndices, permitiendo así una mayor
comprensión del funcionamiento de los algoritmos en la práctica.
á
[21 Mostrar que los algoritmos propuestos en el texto pueden ponerse a funcionar en la práctica sin
t
grandes dificultades. De esta forma, se pretende subrayar la importancia de disponer de técnicas
que, basadas en argumentos teóricos rigurosos, sean útiles y eficaces en la práctica habitual.
[31 Proporcionar, en fin, todos los medios necesarios (junto con el Apéndice A.5) para contrastar la
validez de los resultados empíricos presentados en los Capítulos 2 y 3, así como para comparar
dichos resultados (o cualesquiera otros relativos a distintas especificaciones) con los obtenidos
mediante otras técnicas maximoverosimiles o incluso mediante otros criterios de estimación.
it
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El pseudocódigo se ha elaborado a partirdel cddigo fuente en Pascal, siguiendo las pautas descritas
en Dennis y Schnabel (1983), Pp. 262-71, que no se transcriben aquí. No obstante, como complemento
a dichas pautas, se describen a continuación las reglas que se han seguido en estos apéndices para
almacenar ciertas cantidades que entran en juego en los algoritmos ¡FVE] y [MAXFVJ,así como las
alternativas más relevantes a dichas reglas.
El almacenamiento de los elementos de un vector (nx 1) vEr y de una matriz (nxn) MEEYXn,
se ha llevado a cabo asignando, respectivamente, el i-ésimo elemento de va vec[iJ (i = l,2,...,n) y el
elemento (i,j)-ésimo de Ma MA7TiJ], donde vec y MAT son dos variables de tipo “array” definidas de
acuerdo con el lenguaje de programación empleado (p.e. “wc: ARRAY¡’J. .nJ OF reala en Pascal o
“double MAT[nJ[n]” en Q. Para almacenar los elementos de una secuencia de matrices MkE E” ><» (k =
1,2,...,O, se ha asignado el elemento (4ñ-ésimo de 4<k a MA7(k)UJI (1< = l,2,...,l; ij =
Aunque esta es la forma más intuitiva de almacenar los elementos de MkEEYXn (k = 1,2 O~ su
instrumentación tan sólo es inmediata en Pascal (p.e. “fl’PE mann: ARRAY[1. .n, 1.. nJ OF real; I/AR
MAT: ARRAYJI. .1] OF matnn 9. En FORTRAN y C, resulta conveniente asignar el elemento (i,j)-ésimo
de ?*fk a MA7Ti, j+(k— 1)n] (k = 1,2 1; ij = l,2,...,n), donde MAT es ahora una variable de tipo
“arra>”’ <~p.e. definida en C como “double MAT[nJflnJ’9. Esta ha sido, de hecho, la regla seguida para
almacenar los elementos de una secuencia de vectores VkEEY (k = 1,2 l), de forma que se ha
asignado el elemento i-ésimo de Vk a vec[i+(k—l)n] (1< = 1,2,...,l; 1 = 1,2,...,n), donde vec es una
variable de tipo “array” (p.e. “vec: ARRAYJI. .ini OF real” en Pascal o double vecflnJ” en C). Por
último, el problema de almacenar los elementos de una secuencia de matrices MkEEYXn (k =
se ha resuelto asignando el elemento (ij)-ésimo de 54k a MA77(k)[i,j] en algún caso y a
vec[k¿+(i—1)n+j] en otros (1< = 0,í,...,l; ¡4 = l,2,...,n), contemplándose así tanto las facilidades
ofrecidas por Pascal como los condicionantes de FORTRAN y C (vid, algoritmo CGAMMA).
Los algoritmos que se describen en este apéndice están englobados en tres categorías: algoritmo
principal (FVE), algoritmos internwdios (CGAMM.4, CXI y CRES) y algoritmos auxiliares (LUDCMP,
LUSOL, CHOLDCMP, CHOLBACK y CHOLFOR). El algoritmo principal tiene el propósito de
evaluar la FI/E (o laFVA) del modelo especificado. Los cálculos de las matrices de covarianzas teóricas,
de lasecuencia de matrices [2.1.24]y del vector de residuos (opcional) se llevan a cabo en los algoritmos
intermedios. Finalmente, tanto el algoritmo principal como los intermedios hacen uso de los algoritmos
auxiliares, que contienen procedimientos de cálculo matricial estándar (excepto el algoritmo
CHOLDCMP), utilizados también por el algoritmo MAXFVCN (vid. Apéndice A.3). Por tanto, para
incorporar todas estas rutinas en un sistema de análisis multivariante más amplio (vid. Apéndice A.3),
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tan sólo se requiere una llamada al algoritmo principal. La Figura A.3.1 muestra las dependencias y
llamadas entre el algoritmo F’VE (principal) y los algoritmos intermedios y auxiliares.
Ftp. A.3.I: Diagrama de dependeacias del algoritmo FVE.
Con el fin de centrar la atención sobre los métodos propios de la evaluación de la FVE de modelos
ARMA multivariantes, en el apartado Descripción de algunos algoritmos auxiliares puede encontrarse,
en lugar de una descripción del algoritmo, una referencia donde dicha descripción se encuentra con todo
detalle (también para evitar en lo posible la transcripción literal de ciertas fuentes). Por último, puede
seflalarse que, en general, se ha intentado que el pseudocódlgo resulte lo más eficiente posible en
términos de necesidades de almacenamiento. No obstante, cuando se ha considerado algún artificio para
ahorrar memoria demasiado complicado u oscuro, se ha sacrificado eficiencia por claridad (naturalmente,
esta no ha sido la regla a la hora de escribir el código fuente). Salvo por estas excepciones, la redacción
del pseudocódigo se ha efectuado directamente sobre eL código fuente en Pascal, por lo que esperamos
que la posibilidad de encontrar algún error en el mismo haya quedado reducida al mínimo.
Algoritmo LUDCMP
Propósito.- Descomposiciónde una matriz cuadrada M’ = LI]. M’ está formada mediante permutaciones
de las filas de la matriz M (que puede ser una matriz a invertir o la matriz de un sistema de
ecuaciones a resolver), L es triangular inferior con unos en la diagonal principal y U es triangular
e
4
e
e
e
e
á
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e
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superior (vid. Press, Flannery, Teukolsky y Vetterling (1989), cap. 2).
Llamada.- LUDCMP(MJ4T, n, ¡mlx, dcmpok).
Parámetros de entrada.- nEZ: dimensión de la matriz a descomponer.
Parámetros dc entrada-salida.- MATEFYxn: a la entrada, el elemento (ij)-ésimo de M (la matriz
original, no la permutada) se almacena en M,4711j] (41 = 1,2,. ..,n); a la salida, MA7lij] (i =
2,3,.. .,n; j = 1,2,.. .4—1; triángulo inferior de MM) contiene el elemento (ij)-ésimo de L y
MA7IiJ] (1 = 1,2,...,n;j = i,i+1 n; diagonal principal y triángulo superior de MA?) contiene
el elemento (ij)-ésimo de U (la descomposición de la matriz permutada M’).
Parámetros de salida.- [1] tncfrEZ’: vector de ndmeros enteros que registra las permutaciones
efectuadas sobre la matriz original. [2] dcmpokE{TRUE, FALSE}: cuando la matriz M es
singular, el algoritmo devuelve dcmpok = FALSE; en caso contrario, devuelve dcmpok = TRUE.
Abnacenaniiento intermedio.- Un vector auxiliar vtmp E E”.
Otras consideraciones.- Este algoritmo se utiliza junto con LUSOL para resolver el sistema de
ecuaciones lineales [2.2.12].
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Press, Flannery, Teukolsky y Vetterling (1989), Pp. 3947.
Algoritmo:
(* Asignación de valores iniciales 4)
1: dcmpok .- TRUE.
(“< Cálculo de la mayor componente en cada fila *)
2: POR i = 1 TO n DO
2.1: mJYL v- max1~,=~(¡M47Liu]¡).
2.2: IP (mfil = 0.0) TEEN
(* Matriz singular — fin anormal algoritmo LUDCMP *)
2.2.1: dcmpok ~ FALSE.
2.2.2: RETURN.
2.3: vrnzp[i] .- 1.0 1 infil.
(* Bucle principal: algoritmo de Crou: con pivoteo parcial ‘<)
3: PORJ = 1 TO n DO
3.1: POR 1 1 TOj—1 DO
MAII4Í] 4- M24flJj] —
3.2: mill 4- 0.0.
3.3: POR 1 = JTO n DO
3.3.1: MAlIió] — MAI¡ij] — E11 M~42¡i,k]
3.3.2: tmnp .- vtmp[i] x ¡ MA7Ii¿II.
1:1 M..471i,k] ><
x MATLkJI.
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3.3.3: IP (¡mp =¡nf!) THEN
3.3.3.1: mfil — ¡mp.
3.3.3.2: un¿u .-,.
(* END POR 3.3 *) a
3.4: IP (1 ~ imax) TEEN
3.4.1: POR k = 1 TOn DO
34.1.1: (mp .~ MA7Umar,kl.
3.4.1.2: MAlIimar,kJ MAZTJ,k].
3.4.1.3: MAITJ,k] - ¡mp.
3.4.2: v¡mp[lmax] .- vrmp[jJ.
(* END IP 3.4 *)
3.5: ineLrU] — imar.
3.6: IP (MAZIJJ] = 0.0) THEN
MAIIjJ] — í.o...20. a
3.7: IP (1 ~ n) IHEN
3.7.1: imp 1.0 1 MATTJal.
3.7.2:PORI =j+JTOnDO
MA7IIJ] — MA7Iij] >< ¡mp.
(* END IP 3.7 *)
(* END POR 3*)
4: RETURN. (* Fin nonnal algoritmo LUDCMP 4)
a
Algoritmo LUSOL
Propósito.- Solución del sistema de ir ecuaciones lineales Mx = b, haciendo uso de la descomposición
de la matriz Al calculada por el algoritmo LUDCMP.
Llamada.- LUSOL(MAT, ir, ¿mlx, rhso!).
Parámetros de entrada.- [11MATES’ >‘~: descomposición de lamatriz Aldel sistema, según es devuelta
por el algoritmo LUDCMP. [21nEZ: dimensión del sistema (n0 de ecuaciones). (3] imfrEZ”: 0
vector de números enteros devuelto por el algoritmo LUDCMP.
Parámetros de entrada-salida.- rhsol E E”: a la entrada, el elemento i-ésimo de b (el lado derecho del
sistema) se almacena en rlzsol[i] (1 = 1,2,.. .,n); a la salida, rhsol[i] (i = 2,3,.. .,n) contiene el
elemento i-ésimo de x (la solución del sistema). S
Otras consideraciones.- Este algoritmo se utiliza junto con LUIDCMP para resolver el sistema de
ecuaciones lineales [2.2.12] (vid, algoritmo CG.4MMA). S
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
á
APiA/DICE A .2 119
Press, Flannery, Teukolsky y Vetterling (1989), Pp. 3947.
Algoritmo:
1: k —0.
(* “Forward substitwion’ *)
2: POR 1 = 1 TO n DO
2.1: Lx — in&x[i].
2.2: ¡mp - rhso4lx].
2.3: rhsol[ix] .- rhsol[i].
2.4T: IP (k ‘~ 0) IHEN
¡mp.- ¡mp — EykMA7lid] x rhsolli].
2.4E: ELSE IP (¡mp + 0.0) TEEN
k—1.
2.5: rhsollli] 4— ¡mp.
(* END POR 2 *)
(* “Backsubsti¡ution
3: POR 1 = n DOWNTO 1 DO
3.1: ¡mp.. rhsol[i] — ~7..t1.,.1 MA7IIJ] >< rhsol[j].
3.2: rhsolIIi] <— ¡mp 1 MA7LI,i].
4: RETURN. (* Fin normal algoritmo LUSOL *)
Algoritmo CHOLDCMP
Propósito. - [1] Encontrar la descomposición LLT (Cholesky) de una matriz Al simétrica y definida
positiva, perturbada según el algoritmo de Gilí, Murray y Wright (1981) cuando se detecta que
dicha matriz no es definida positiva por errores de redondeo. (21 Cálculo del determinante de M.
Llamada.- CHOLDCMP(MAT, ir, di, d2, dpok, epsmaq).
Parámetros de entrada.- [1] ir EZ: dimensión de la matriz a descomponer. [2] epsmaqE E: épsilon
máquina (vid, algoritmo CEPSMQ en el Apéndice A.3).
Parámetros de entrada-salida.- MATE E” XL a la entrada, MA7IiJ] contiene el elemento (ij)-Esimo de
Al (tan sólo es necesario el triángulo superior y la diagonal principal); a la salida, MAIIiJ] contiene
el elemento (ij)-ésimo deL (i = 1,2,...,n;j 1,2,...,i; nótese que Les triangular inferior).
Parámetros de salida.- [11dí CE: factor a en la expresión del determinante jM( = a2P. (21 d2EZ:
factor b en la expresión del determinante MI = a2b. (3) dpokE {TRUE, FALSE): el algoritmo
devuelve dpok = FALSE cuando Al no es definida positiva y dpok = TRUE cuando silo es.
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Descripción (vid. Dennis y Schnabel (1983), pp. 318-9).- Elalgoritmo intenta obtener la descomposición 4
de Cholesky estándar de Al, a la vez que va actualizando los factores a y A’ para el cálculo de su
determinante. No obstante, cuando se detecta que Al no es definida positiva debido a errores 4
numéricos, se perturban los elementos de su diagonal principal lo justo para garantizar su buen
condicionamiento; si el carácter no definido positivo no es debido a errores numéricos, el algoritmo 1
se interrumpe devolviendo dpok = FALSE.
Algoritmo: S
(“< Asignación de valores iniciales *)
s
1: dpok-TRUE.
2: di -1.0.
3:d2..-0.
4: mini — 0.0.
5: maxoffl.- max1~,=~(IMA7TidU). S
6: minl2 — (epsmaq)½>< maxoffl.
7: maxadd — 0.0.
(* Bucle principal: cálculo de laj-ésima columna de L *) S
8: POR] =1 TOn DO
8.1: MAIIjJ] e. MAIT]Ji — E~i (MA IT] ,1]9. a
8.2: IP (MAIIjJ] + ¡MAITj,jfl) AND (IMAIIiJII > minl2) TREN
(* Matriz Al no definida positiva ~ fin anormal algoritmo CHOLDCMP *)
8.2.1: dpok <- FALSE.
8.2.2: RETURN.
8.3: min¡jj 4-0.0.
8.4: POR¿ =j+í TOnDO
8.4.1: MA7IiJ] ~- MA1TJ,i] — E11 MAITi,k] >< MAITJ,k].
8.4.2: minfrj .- max( ¡ MAITiJ]I, mir4¡j).
LS: minUj .- max(min4j 1 ,naxoffl, mm!).
8.6: IP (MAIIjJJ > ¡ninUj
2) a
8.6T: TREN (* Descomposición de Cbolesky estándar *)
MA7IJJ] e. (MAIIjJI)’h.
8.6E: ELSE (* Perturbación de la diagonal principal 4)
8.6E.1: IP (min~j] < minl2) TREN eminW .— minl2.
LEE.2: maxadd — max(maxadd, minufl - M
14ITjJ]).
8.6E.3: MAI1JJJ —
a
4
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(‘ Actualización de los factores para el cálculo de ¡MI *)
8.7: di e. di 5< (MA2TjJD2.
8.8: WHILE (¡dli ~ 1.0) DO
8.8.1: di e.dl >< 0.0625.
8.8.2: d2 .- <12 + 4.
8.9: WHILE (¡dlj < 0.0625) DO
8.9.1: di .-d1 X 16.0.
8.9.2:d2.-d2 —4.
8.10: POR 1 =j+1 TONDO
MA714/] — MAZVJ¡ ¡ MAZTjJJ.
(* END FOR 8 *)
9: RETURN. (* Fin normal algoritmo CROLDCMP *)
Algoritmo CI-IOLFOR
Propósito.- Solución del sistema de ir ecuaciones lineales Lx = b, con L triangular inferior.
Llantada.- CHOLFOR(MA7L, ir, rhso!).
Parámetros de entrada.- [11nEZ: dimensión del sistema (n0 de ecuaciones>. [2] MATLEFY5<~: el
elemento (i,j)-ésimo de L se almacena en M<47L[ij] (1 = 1,2 n;j = 1,2 o.
Parámetros de entrada-salida.- rhsolE E’: a la entrada, el elemento i-ésimo de b (el lado derecho del
sistema) se almacena en rhsol[i] (1 = 1,2,. ..,n); a la salida, rhsol[i] (1 = 2,3,.. .,n) contiene el
elemento i-ésimo de x (la solución del sistema).
Otras consideraciones.- Este algoritmo puede utilizarse sólo, o seguido de CHOLBACK para resolver
el sistema Mx = b; en este caso, L (MATL) es el resultado del algoritmo CHOLDCMP con Al
(MA?) como parámetro de entrada (vid, algoritmo FVE).
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Dennis y Schnabel (1983), Pp. 47-51.
Algoritmo:
(* “Forward subaitution» *)
1: rhsol[i] e. rhso4l] 1 MATL[l,1].
2: POR 1 = 2 TO n DO
2.1: ¡mp — rhsofli] — LI MA7L[ij] >< rhsolfj].
2.2: rhsoljjj — ¡¡np 1 MAli[i,i].
3: RETURN. (~ Pin normal algoritmo CHOLFOR *)
1
s
122 CODIFICA ClON DEL ALGORITMO (Pl/EJ
s
Algoritmo CHOLBACK 4
Propósito.- Solución del sistema de ir ecuaciones lineales LTx — A’, con L triangular inferior.
Llamada.- CHOLBACK(M47L, n, rhsoO. S
Parámetros de entrada.- (II ir EZ: dimensión del sistema (n’> de ecuaciones). [2] MAlLE E’ Xn: el
elemento (ij)-ésimo deL se almacena en MAILI4j] (1 = 1,2,...,n;j = 1,2 O.
Parámetros de entrada-salida.- rhsol EL”: a la entrada, el elemento i-ésimo de A’ (el lado derecho del
sistema) se almacena en rhsol[i] (i = 1,2,.. .,n); a la salida, rhsoffi] (2 = 2,3,.. .,n) contiene el
elemento i-ésimo de x (la solución del sistema).
Otras consideraciones.- Este algoritmo puede utilizarse sólo, o precedido de CHOLFOR para resolver 4
el sistema Mx = b; en este caso, L (MAIL) es el resultado del algoritmo CHOLDCMP con M
(MA?) como parámetro de entrada (vid, algoritmo FVE). e
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Dennis y Schnabel (1983), Pp. 41-51.
e
Algoritmo:
(* “Backsubstitution” *)
1: rhso4n] 4— rhsol[n] 1 MAIlJn,n]. á
2: POR 1 = ,z—1 DOWNTO 1 DO
2.1:¡mp’.-rhso4i]— S’~.,+
1 MA7L(j,i] 5< rhsol[fl.
2.2: rhsol[i] e- ¡mp 1 MAI’L[4i].
3: RETURN. (* Pin normal algoritmo CHOLBACK *)
Algoritmo CGAMMA
Propósito.- Cálculo de las matrices de autocovarianzas I’(k) (k = 0,1,. ..,p) y de covarianzas cruzadas S
r~0(k) (k = O,—1,...,—q), según [2.2.7]-[2.2.14] y [2.2.4]-[2.2.6], respectivamente.
Llamada. - CGAMMA(PHI, TRETA, QQ, ni, p, q, G14MWA, gamma, covok).
Parámetros de entrada.- [1] mEZ: n
0 series. [21 pEZ: orden AR. [31qEZ: orden MA. [41
QQCEmXm: matriz Q (covarianzas del término de mido cuando «2 = 1); el elemento (i,fl-ésimo e
de la matriz Q de [2.1.11] se almacena en QQ[ijJ (14 = 1,2,...,m). [5] PHJ(k)EEmxm (k =
1,2,.. .,p): matrices AR; el elemento (i,j)-ésimo de 4~ se almacena en PR¡Qtj[i,j] (k 1,2 p; á
14 = 1,2,...,m). [61 THETA(k)EFyxm (k = 1,2,...4: matrices MA; el elemento (4fl-ésimo de
a
- u
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se almacena en IWETA(k)[41] (k = 1,2,.. .,q; 14 = 1,2,..
Parámetros de salida.- [1] gamma EEm2<P+ 1): matrices de autocovarianzas teóricas; el elemento (¿4)-
ésimo de J(k) se almacena en gamma[m2k+m(i—l)+j] (k = ~ 14 = 1,2,...,m). [2]
GAMwA(k)E Etm5<m (k = 0,1,...,q): matrices de covarianzas cruzadas teóricas; el elemento (14)-
ésimo de r~0(—k) se almacena en GAMWAQ)[i¿] (k = 0,1,...,q; 14 = 1,2,...,m). [3]
covok6 {TRUE, FALSE}: cuando el sistema lineal [2.2.12]es resuelto sin problemas, se devuelve
covok = TRUE; en caso contrario, se devuelve covok = FALSE (esta situación indicarfa que los
parámetros AR están en o cerca de la no estacionariedad).
a
Almacenamiento intermedio.- [1] MJ4TPHI EE(m <P+1)WQfl
2(p+!.)): matriz del sistema lineal [2.2.12];
el elemento (i,fl-ésimo de $ = F
1+F2 (vid. [2.2.13j-[2.2. 14]) se almacena en MATPHI[ijJ [14—
1,2 ,...,m
2Q,+ 1)]. [2] mdx eZm2(p+1): vector de números enteros requerido por las rutinas de
solución de sistemas lineales (vid, algoritmos LUDCMP y LUSOL>.
Otras consideraciones.- [1] El vector (m2(p+1)) w del sistema [2.1.12] se calcula (vid. [2.2.10]) y
almacena en gamma y pasa como parámetro de entrada-salida al algoritmo LUSOL, que devuelve
en gamma los elementos de las matrices de autocovarianzas teóricas; por tanto, no se requiere
almacenamiento adicional para w (vid, algoritmo LUSOL). (2] Para instrumentar en FORTRAN,
Pascal o C el almacenamiento de las matrices r~
4(—k), •k y 0k’ vid, la introducción a este
apéndice.
Descripción (vid, apartado 2.2.1).- En primer lugar, el algoritmo calcula recursivamente las matrices de
covarianzas cruzadas r~j—k) según [2.2.4] y [2.2.6]. A continuación, calcula y almacena los
elementos del vector w y de la matriz 4 para, finalmente, resolver el sistema lineal [2.2.12]
mediante dos algoritmos auxiliares (LUDCMP y LUSOL).
Algoritmo:
(* Asignación de valores iniciales *)
1: covok e. TRISE.
2: POR 1 = 110 m2X(p-4-1) DO
2.1: PORj = 1 10 m1x<p+í) DO
MATPHI[iJ]—0.O.
2.2: gamma[i] .-. 0.0.
2.3: inefr[i] — O.
3: POR k = OTO q DO
3.1: POR 1 = 1 10 inflO
3.1.1: PORJ = 1 10 inDO
GAMWA(k)[iJ] 0,0.
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(* Cálculo de las q+1 matrices (mxm) r~(k) (k = 0,—1 —q); vid? [2.2.4]-[2.2.6]*)
4: GAMWA(0) — QQ.
5: FOR k = 1 TO q DO
5.1: POR i = 1 TO inDO
5.1.1: PORj = 1 TO in DO
5.1.1.1: sum — — S~1 THETA(k)[i,h] x QQ[h 4].
e5.1.1.2: POR 1 = 1 TOpDO
5.1.1.2.1: IP (k—l a 0) IHEN
swn .-swn + ~ PHJ(!)[i,h] x GAMW.4(k—l)[h 4].
5.1.1.3: GAMW.4(k)[iJ] e. swn.
(* Cálculo y almacenamiento del vector u en gamma y de la matriz* en MATPHI; vid. [2.2.12]-[2.2. 14] *)
6: POR k = o Top DO
6.1: POR ¡ = 1 TO in DO
‘:1
6.1.1: PORj = 1 TO ni DO
6.1.1.1: ¿ — kxn0+inx(i-.1)+j.
6.1.1.2: IP (k = 0) THEN 1.
go.mma[L] .- QQ[¿J].
6.1.1.3: IP (k > O) AND (k s q) THEN
garnma[1] e. gan¡ma[¿] — ~1 THETJ4(kflj,h] >C QQ[i,h].
6.1.1.4: FOR U = k+í TO q DO
ganmza[L] — ganmma[l] — E7~ THETA(iiflj,h] X GAMWA(ii—k~[i,h]. k L
6.1.1.5: MATPH4LJ] -~1.0. 1!
6.1.1.6: POR Ii = 1 TOp DO 1
61.1.6.1: POR kk = 1 TO inflO
6.1.1.6.1.1T: IP (k a u) THEN
‘1~
114— (k—ii)Xin2+(¿—1)Xn¡+kk
6.1.1.6.1.1E: ELSE ¿1¡U.— (ii—k)Xm2+Q*—1)X,n+i.
6.1.1.6.1.2: MATPH4¡,II] — MA7PH4¡,ll] — PHIQflU,kk].
7: IP (p> 0) THEN 1
(* Solución del sistema [2.2.12] (nótese que sólo se necesitan las autocovarianzas cuando hay parte AR) *)
(* Descomposición LU de la matriz MATPHI; vid. algoritmo LUDCMP *)
7.1: CALLLUDCMP(MAWHJ, ,n2X(p+1), iwlr, covok). u
7.2: IP (NOT covok) THEN
(* Matriz M,4TPHJ singular ~ fin anormal algoritmo CGAMMA *) d
RETURN.
(* Solución del sistema; vid, algoritmo LUSOL *) 4
7.3: CALLLUSOL(MAIPH¡, m2x(p+1), mcix, gamma).
8: RETURN. (* Fin normal algoritmo CGAMMA “9
e
¿
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Algoritmo CXI
Propósito.- [1] Cálculo y premultiplicación por R (vid. [2.2.22])de las matrices 4 según [2.3.8](k —
0,1 r*). [2]Cálculo del límite superior r* de la secuencia (2k = O para k> r*). [2]Detección
de no invertibilidad.
Llamada.- CXI(7HETA, Q1INV, RIf, ni, ir, q, rt, 5, xiok).
Parámetros de entrada.- [1] mEZ: n<’ series. [21i’¿EZ: n0 observaciones. [3] qEZ: orden MA. [4]
THETA(k)EE~xm (k = 1,2,...,q): matrices MA; el elemento (i,j)-ésimo de 0k se almacena en
THETA(k)[i JI (k = 1,2,...,q; 4/ = 1,2,...,m). [51Q1INVEEY~5<m: matriz R de [2.2.22] (factor
de Cholesky inverso de Q); el elemento (ijy-ésimo de Rse almacena en Q1¡NI¶iJ] (i = 1,2 ni;
j = 1,2,...,i; nótese que R es triangular inferior). [6] SEE: tolerancia para determinar la
convergencia de la sucesión de matrices X~; vid. [2.3.U].
Parámetros de salida.- [1]RXI(k)EEmxIn (k = O,1,...,rt): el elemento (i,j)-ésimo de l¿Xk se almacena
en RXJ(k)[lJj (k = 0,1 r*; ¿4 = 1,2,...,m); vid. Descripción. [21r*EZ: límite superior de la
secuencia de matrices Zk (Zk = O para k>r4). [31xiokE {TRUE, FALSE}: indicador de
invertibilidad (xiok = TRUE) 1 no invertibilidad (xiok = FALSE).
Almacenamiento intermedio.- Por motivos de claridad, para realizar las premultiplicaciones de cada
matriz Ek calculada por la matriz R, se hace uso de una matriz auxiliar M7MPEEXm.
Otras consideraciones.- [11Para instrumentar en FORTRAN, Pascal o C el almacenamiento de las
matrices 0k y 2k’ vid, la introducción a este apéndice. [21Dado que el limite superior r4 no se
conoce a priori, conviene reservar almacenamiento suficiente para, en el peor de los casos
(procesos casi no invertibles), poder calcular las matrices Zk hasta k = n— 1. [3] El algoritmo está
diseñado para que se interrumpa si se satisface la condición [2.3.46). No obstante, dicha
interrupción puede ignorarse eliminando las instrucciones ‘7.4, 7.5, 7.6.3.5 y 7.6.3.6; esto
permitiría evaluar la FVE fuera de la región de invertibilidad, aunque con el riesgo de problemas
numéricos (overftow).
Descripción (vid, apartado 2.3.2).- El algoritmo calcula recursivamente las matrices 2k según [2.3.8]
y, simultáneamente, va actualizando un Indice r4 que indica el punto a partir del cual pueden
considerarse despreciables dichas matrices. El cálculo de r* se realiza en base al criterio de
convergencia [2.3.~], teniendo en cuenta la posible presencia de matrices O~ = O para iCq. Si
se desea evaluar la FVE, debe asignarse a 6 un valor negativo; un valor positivo de 5 implica una
evaluación aproximada de la función de verosimilitud, tanto más precisa cuanto más pequeño sea
8. El algoritmo también comprueba la condición [2.3.46] y devuelve xiok = FALSE si dicha
condición se cumple, indicando no invertibflidad del proceso considerado. Finalmente, por motivos
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de conveniencia computacional, cada matriz 2k (k = 0,1,...,r*) se devuelve premultiplicada por
R (vid. [2.3.9], [2.3.10] y [2.3.19]). e
Algoritmo:
(‘< Asignación de valores iniciales *)
1: xiok e. TRUE.
2: delta — FALSE.
3: mar <-0.0. S
4: FORk = OTO n—1 DO
4.1: POR ¿=1 TO m DO e
4.1.1: FORj = 1 TO m DO
RJU(k)[4j] — 0.0.
5: POR i = 1 TO in DO
RXI(0)[i,i] e. 1.0.
(* Actualización del Indice rt y evaluación de las matrices 2,. en RXIQ*) *)
6: r* <-.0.
7: REPEAT e7.1: r* — r* + 1.
(* Cálculo de 2,.. en RX¡(r*); vid. [2.3.8] *)
7.2: POR] 1 TO q DO
7.2.1: IF (r*~j =0) THEN
7.2.1.1: POR Ii = 1 TO inDO
7.2.1.1.1: PORJ¡ = 1 TO inDO
RXJ(r*) — RXJ(r*) + E~..
1 THETA (,¶ii,h] x RXI(r~—j)[hj¡].
(* Lado izquierdo de [2.3.44]y [2.3.46]*)
7.3:s2e. E7...1E7..i IRXI(tflij]L.
(* Actualización del lado derecho de [2.3.46]“9 —
7.4: IP (r”’ S ¿y) THEN
mc~ mar + s2. U
(* Comprobación de (2.3.46] *)
7.5: IP (s2 > nzax) THEN
7.5.1: xiok — FALSE. a
7.5.2: RETURN. (* No invertibilidad fin anormal algoritmo CXI “9
(* Convergencia aparente: comprobar que no es debida a matrices e1 = Oparai.Cq*)
7.6: IP (s2 < 5) THEN
7.6.1: nq — 1.
7.6.2: delta — TRISE. S
7.62: WHILE (nq ~ q~ AND « .C n— 1) AND <delta) DO
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7.6.3.1: ng — ng + 1.
7.6.3.2: r~ .— r’# + 1.
7.6.13: FORJ = 1 TO q DO
7.6.3.3.1: IP (,~—j a O) THEN
7.6.3.3.1.1: POR U = 1 TO m DO
7.6.3.3.1.1.1: PORJ¡ = 1 TO ni DO
RXJ(r*)<-RXNr*) + S~ THETA (f411,h] xRXJ(r*~~j)[h4j].
(* Lado izquierdo de [2.3.46]*)
7.6.3.4: s2 e. E 7,x E7=1 ¡ RXI(r*fli¿II
(* Actualización del lado derecho dc [2.3.46] “9
7.6.3.5: IP (r* =¿y) THEN
,nax e. inax + s2.
(* Comprobación dc [2.3.46]*)
7.6.3.6: IP (s2 > inax) THEN
7.6.3.6.1: xiok .- PALSE.
7.6.3.6.2: RETURN. (* No invertibilidad ~ fin anormal algoritmo CXI *)
7.6.3.7: IF (s2 > 6) THEN
delta 4- PALSE.
(* END WHILE 7.6.3 *)
7.6.4: IP delta THEN
— r* — ng. (* Convergencia efectiva 9
(* END IP 7.6 *)
7U: UNTIL (delta) OR (r* = n—1).
(“< Premultiplicar cada Zk por R y sobreescribir RXl(k) “9
8: FOR k = OTO r” DO
ti: POR i = 1 TO in DO
t1.1: FORj = 1 TO m DO
M7MPI4Í] — Ek.., Q1INI4i,h] x RXJ(kflhj].
8.2: RXI(k) e. MTMP.
9: RETURN. (“‘ Pm normal algoritmo CXI *)
Algoritmo CRES
Propósito.- Evaluación analíticamente exacta, según [2.3.42], del vector de residuos correspondientes
a la muestra y los valores numéricos de los parámetros considerados, a partir de cantidades
previamente evaluadas por el algoritmo FIJE.
Llamada.- CRES(RXI, Ql. MA7M, MAR, lambda, m, n,p, q, g, r4, res).
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Parámetros de entrada.- [1] mEZ: n0 series. [2] nEZ: n0 observaciones. [3]pEZ: orden AR. [4]
qEZ: orden MA. [51gEZ: máximo(p, q). [6] rtEZ: indice tal que 2k = O para k>r* (vid.
algoritmo CXI). [71RXI(k)EE~nxm(k = O,1,...,r*): matrices REk (vid, algoritmo CXI); el
elemento (iJ)-ésimo de ‘~2k se almacena en RXI(k)[iJ] (k = 0,1,...,r*; 24 = 1,2,...,m). ~8] S
Ql EEm~m: factor de Cholesky de Q = Q
1Qf; el elemento (iJ)-ésimo de Q1 se almacena en Q1[i4]
(i = 1,2,...,m;j = 1,2,...,i; nótese que Q1 es triangular inferior). [9]~ factor de S
Cholesky de (‘/1OVf) = MMT (vid. [FVE.6fl; el elemento (i4)-ésimo de M se almacena en
MATMI2J] (i = 1,2,...,m; j = 1,2,...,i; nótese que M es triangular inferior). [10] S
~ factor de Cholesky de [1 +MTHTHM] = LLT (vid. [FVE.4] y [FVE.7D; elgm
elemento (i4)-ésimo deL se almacena en MAIL[i¿1 (2 = 1,2,...,m;j = 1,2 1; nótese que Les S
triangular inferior). [11] lambda E ~gm~solución del sistema triangular LX — MTI¡ (vid. [FVE.8]);
el elemento i-ésimo de X se almacena en lambda[i] (i = 1,2,...,gm). á
Parámetros de entrada-salida.- res E E~?m: a la entrada, res[i+ (t— 1)m] contiene el elemento i-ésimo del
vector~1(t 1,2,...,n; ¡ = 1,2 ni; vid. [2.3.22],[2.3.23]y[2.3.2]>; alasalida, res[i+(t—1)m]
contiene el elemento i-ésimo del vector de residuos á~ (t = 1,2,...,n; i = 1,2,...,m; vid. [2.3.42]
y [2.1.16]).
Almacenamiento intermedio.- Un vector auxiliar vtmp EF”.
Otras consideraciones.- Para instrumentar en FORTRAN, Pascal o C el almacenamiento de las matrices
R4, vid, la introducción a este apéndice.
Descripción (vid, apartado 2.3.1).- El algoritmo recibe las matrices ~k (que forman parte de D~’~; vid.
a
[2.1.23]) y el vector 4 premultiplicados por R. Por ello, se evalúa en primer lugar la expresión
[2.3.42]premultiplicadapor R y, a continuación, el resultado se premultiplica por la inversa de
a
dicha matriz (que entra en el algoritmo en Qí) para obtener el vector de residuos evaluado según
[2.3.42]. El algoritmo hace uso de la rutina CHOLBACK para resolver en e el sistema triangular
1/e = A. e
Algoritmo: S
(* Cálculo de e (en Jainbda) tal que l/c = X (lambda es sobreescrito; vid, algoritmo CHOLBACK)”9 e
1: CHOLBACX(MA7L, gXm lambda).
(* Cálculo de d = Mc (lambda se sobreescribe gradualmente para almacenar d) *)
2: FOR i = m:><g DOWNTO iDO
2.1 si e. E}.¡ MATMiij] x lambda[j].
2.2: lambda[i] e. sí.
(* Evaluación de [2.3.42]preinultiplicada por A (res se sobreescribe gradualmente) *)
a
e
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3:FOR¿:= 1TOnDO
3.1: FORJ = 1 TO iDO
3.1.1: IP (i—j S r«) AND (1 ~ g) THEN
3.1.1.1: POR]! = 1 TOin DO
rnW-4-(i—1)Xm] e. res[j/+Q—1)Xm] — Z~..1 RXJ(i—PW,h] >< lwnbda[h+(j—1)Xm].
(“< Premultiplicar el resultado anterior por Ql para obtener los residuos en res
4: FORJ = 1 TO n DO
4.1: FOR i = 1 TO inDO
vtmp[i] e. E~=1 Q1[i,h] >< rn[h+<j—1)xin].
4.2: POR = 1 TO in DO
res[i+(j—1)Xn¡] — vtnzp[i].
5: R?ETURN. (* Pm normal algoritmo CRES *)
Algoritmo FVE
Propósito.- Evaluación del logaritmo de la FVE o de la FVA de un proceso ARMA(p,q) multivariante,
haciendo uso de las expresiones [2.2.42], [2.3.36]y [2.3.37].
Llamada.- FVE(PHI, THETA, QQ, mu, w, a, m,p, q, g, ti, 6, aIf f1,f2, u2, log/t’, reícd, epsmaq).
Parámetros de entrada.- [1] mEZ: n
0 de series (dimensión del modelo). [2] pEZ: orden AR. [3]
qEZ:orden MA. [4] gEZ: máximo&,q). [5] nEZ: n0 observaciones. [61PRI(k)EEmxm (k =
1,2,...,p): matrices AR; el elemento (ij)-ésimo de 4k se almacena en PH¡(k)[ij] (k = 1,2,. ..,p;
¿4 = 1,2,...,m). [7] THETA(k)EFYXm (k = 1,2,...,q): matrices MA; el elemento (iJ)-ésimo de
se almacena en THETA(k)[iJ] (k 1,2,...,q; ¿4 = 1,2,...,ni). [8] QQEEYx~~: matriz Q de
[2.1.11] (en general, matriz de covarianzas del término de ruido); el elemento (iJ)-ésimo de Q se
almacena en QQ[i4] (i = 1,2,...,m;j = ¿,i+1,...,ni; tan sólo se utiliza el triángulo superior y la
diagonal principal). [9]muEErn: vector de medias; el elemento i-ésimo de ¡¿se almacena en mu[i]
(i = 1,2,... ,m). [10] wEE”’~: vector de observaciones (series transformadas y diferenciadas); la
observación r-ésima de la i-ésima serie (elemento i-ésimo de u’) se almacena en w[i+(t—1)ni] (í
= 1,2 ti; ¿ = 1,2 ni). [11] o2~E: factor ~?en [2.1.11] (en general, u2 = 1.0). [12] 66E:
tolerancia para determinar la convergencia de la sucesión de matrices E
1 (vid, algoritmo CXI). [13]
aifE {TRUE, FALSE): si se desea calcular el vector de residuos, debe entrar a¡f= TRUE; en caso
contrario, debe entrar aif = FALSE. [14]epsmaqEE: épsilon máquina (vid, algoritmo CEPSMQ
en el Apéndice A.3).
Parámetros de salida.- [1] aEE””’: vector de residuos (sólo cuando af = TRUE); a[i+(t— 1)ni]
contiene el elemento i-ésimo del vector á~ (r = 1,2,...,n; i = 1,2,...,ni). [2]JIEE: valor de la
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forma cuadrática [2.3.36] (raiz m-ésima de [3.1.6]). [3]/2EE: valor de la expresión [3.1.7]. [3]
logfi’EE: logaritmo de la FVE (cuando 5<0)0 de la FVA (cuando 6>0). [4] rercdEZ: indicador
de la causa de terminación del algoritmo; puede tornar uno de los siguientes valores:
0: fin normal (evaluación de la función de verosimilitud sin problemas);
1:matrizQnodefinidapositiva;
2: sistema [2.2.12] singular (imposibilidad de calcular las autocovarianzas teóricas);
3: matriz (V1OV?j) no definida positiva (~ proceso no estacionario);
4: proceso no invertible (vid, algoritmo CXI);
5: matriz [
1gm+MTHTHMI no definida positiva.
4Almacenamiento intermedio.- [1] Ql EE~~xm: factor de Cholesky de Q. [2] Q1INVEE~~xm: factor de
2
Cholesky inverso de Q (matriz R de [2.2,22]).[3]gamma EEm <~‘~ ‘>: matrices de autocovarianzas
teóricas; el elemento (iJ)-ésimo de 17(k) se almacena en gam,na[m2k+niQ— l)+jl (k =
4/ = 1,2 ni). ~ 0,1,...,q): matricesdecovarianzascruzadasteóricas;
el elemento (4j)-ésimo de 17wa(~k) se almacena en GAMWA(k)[iJ] (k = 0,1,...,q; ¿¿ = 1,2,...,ni). 4
[5] RX.1(k)EEmxm (k = 0,1,...,n— 1): secuencia de matrices REk; el elemento (iJ)-ésinio de REk
se almacena en RXJ(k)[i,j] (k = 0,1,...,r*; ¿4 = 1,2,...,m). [6]vtmpl ,vrnip2 EL”’; vechEEm~;
MIMP1 ~~m(~+q)Xmg. MTMP2,MTMP3,0M1
6~fltgXmR~ vectores y matrices para almacenar
‘1resultados intermedios.
Otras consideraciones.- [1] Para instrumentar en FORTRAN, Pascal o C el almacenamiento de las
matrices
tk’ 0k’ 17(k), I’~.(—k) y RZk, vid, la introducción a este apéndice. [2] Para evaluar la
función de verosimilitud, es suficiente almacenar la matriz de covarianzas del término de ruido en
QQ con o2 = 1.0; la descomposición que se hace en [2.1.11] sólo es relevante para maximizar
s
dicha función, como se describe en el Capítulo 3 y en el Apéndice A.3.
Descripción (vid. Sección 2.3).- El algoritmo empieza calculando, haciendo uso del algoritmo
CHOLDCMP, el determinante Ql y el factor de Cholesky Q
1 de la matriz Q, así como la matriz
R=Q71de [2.2.22]. En segundo lugar, haciendo uso del algoritmo CGAMMA, se calculan las
matrices de autocovarianzas 17(k) (k 0,1,.. .,p) y de covarianzas cruzadas I’~«(—k) (k =
0,1,...,q). A continuación, se evalúa la matriz (‘/
1OVf), según [2.3.38]-[2.3.40],y se obtiene su
descomposición de Cholesky con el algoritmo CHOLDCMIP (matriz M de [2.3.33]).
Seguidamente, haciendo uso del algoritmo CXI, se evalúa la secuencia de matrices RXk (k =
0,1,.. .,r*) y el limite superior r
t de dicha secuencia. El algoritmo prosigue evaluando el vector ~
según [2.3.22]-[2.3.23] y [2.3.2]. A continuación, se evalúa el vector MTII haciendo uso de
[2.3.19]. Seguidamente, haciendo uso de [2.3.9]-[2.3.10],se calculan los elementos de la matriz
D = [I
8~+MTHTHM1,así como su determinante ¡Di y su factor de Cholesky L (con el algoritmo
u
á
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CHOLDCMP), para, posteriormente, resolver el sistema triangular LA — AlTA con el algoritmo
CHOLFOR. El algoritmo devuelve las expresionesfl = ;T~ — ATA, f2 = Ql X IDI ~“‘ y logfv
evaluada según [3.1.1]. Por último, si entró a(f TRUE, se evalúa el vector de residuos haciendo
uso del algoritmo CRES.
Algoritmo:
(* Asignación de valores iniciales “9
1:fl e. 0.0.
242 — 0.0.
3: lote. 0.0.
4: retal — O.
(* Cálculo de R (en Q1) y de ¡Q¡ (en detq) “9
5: Ql e. QQ.
6: CHOLDCMP(Q1, in, di, d2, ok, epsnuzq). (“‘ Pactor de Cholesky de Q en Ql “9
7: IP (NOT ok) THEN
(* Matriz Q no definida positiva *)
7.1: reted <— 1.
7.2: RiETURN. (* Fin anormal algoritmo ¡‘VE “9
8: POR i = 1 TO m DO (* Factor de Cholesky inverso de Q en Q1JNV”9
8.1: PORJ = 1 TOni DO
vimplIj] e. 0.0.
8.2: vrtnpl [1].- 1.0.
8.3: CHOLFOR(QL, in, vfrnpl).
8.4: FORJ = i TOm DO
Q1JNVrJ.i] 4- vtmpl [fi.
9: derq —di x
(4 Cálculo de las autocovarianzas y de las covananzas cruzadas “9
10: CGAMMA(PHJ, THETA, QQ, in, p, ¿y, G~4MW,4, gainina, ok).
11: IP (NOT ok) THEN
(4 Matriz del sistema [2.1.12] singular 4)
11.1: raed e. 2.
11.2: RETURN. (4 pm anormal algoritmo TVE 4)
(4 Cálculo de M [factorde Cholesky de (V111Vb] en OMI y verificación de estacionariedad 4)
12: POR i = 1 TO mxg DO
12.1: FORJ = 1 TO mxg DO
OM1[iJJ — 0.0.
13: POR i = 1 TO rnx(p+q) DO (4 Cálculo de IWf en MTMP1 según [2.3.39]-[2.3.40]4)
13.1: PORJ = 1 10 mxg DO
4
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s
M2MP1UJ] — 0.0.
14: POR i = 1 TOp DO (* Evaluación de [2.3.39]”9
14.1: PORJ = 1 TOg DO
14.1.1: PORk =j—iTOp—IDO
14.1.1.1: POR ti = 1 TO m DO
14.1.1.1.1: FOR]! = 1 TOin DO
14.1.1.1.1.1: suin e. 0.0. 4
14.1.1.1.1.2: POR kl = 1 TOin DO
14.1.1.1.1.2.1T: IP (k a 0) TREN
le. kxm2+Qi—1)Xm+kk
14.1.1.1.1.Z.1E: ELSE
le. —kxin2+(kk—1)Xin+U. 4
14.1.1.1.1.2.2: swn e. swn + ganmu4l] x PHJ(p—k—i+j)[jj,kic].
14.1.1.1.1.3:fil.- U+(i—1)xm. 4
14.1.1.1.1.4: col e.jj+(j—1)xm.
14.1.1.1.1.5: MIMP1[fil,col] e. MIMP1[fil,col] + swn.
(4 END POR 14.1.1.1.1 4)
14.1.2: FOR k = j—i TO ¿y—iDO
14.1.2.1: IP (—q+p+k S 0) TREN s
14.1.2.1.1: POR U = 1 TO ni DO
14.1.2.1.1.1: FORJJ = 1 TO inflO
14.1.2.1.1.1.1:sun:e. S kk— ¡ (3AMWA(q—p —k)[U,kk] X THET,4(q—k—i +j4jj,kk].
14.1.2.1.L1.2:fil e. U+(i— 1) xm.
14.1.2.tl.I.3: col .‘-jj+(j—1)xrn.
14.1.2.1.1.1.4: MIMP1[fil,col] .- MTMP1IfiI,coll — sun:.
(4 END POR 14.1.2.1.1 4)
(4 END POR 14.1 4)
15: POR i = p+l ‘[O p+q DO (4 Evaluación de [2.3.40]’9
15.1: PORJ = 1 TO g DO
15.1.1: FOR k = p+j—i TO 2Xp—i DO
15.1.1.1: IP (—q+p--k S 0) ‘[HEN
15.1.1.1.1: POR U = 1 ‘[Orn DO
15.1.1.1.1.1: POR]! = 1 ‘[Orn DO
15.1.1.1.1.1.1:sume. ETk—1 GAMWA(q—p+kilkk.UI x PHI(2 xp—k—i+illhi.kkl. S
15.1.1.1.1.1.3: col ‘-]!+(j—1)Xm. S
l5.1.1.1.1.1.4: MTMPXWI,coll — MTMPI[fil,cot] + sun:.
(4 END POR 15.1.1.1.1.1 4)
15.1,2: IP (p—i+j S 0) THEN
á
e
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15.1.2.1: POR U = 1 ‘[Orn DO
15.1.2.1.1: FOR]! = 1 ‘[Orn DO
15.1.2.1.1.1: sun: — ETk¡ GAMWA(O)[ii,kk] x THETA(q+p—i+j)[jj,kk].
15.l.2.1.1.2:fll — ii+(i—flxin.
15.1.2.1.1.3: col “-ji+<j—l)xrn.
15.1.2.1.1.4: M7MPl[fil,col] — MTMP1¡fll,col] — sun:.
(* END POR 15.1.2.1.1 *)
(“‘END POR 15.1 9
16: POR i = 1 ‘[0 g DO (4 Evaluación de [2.3.38]4)
16.1: PORj = ¡‘[0 g DO
16.1.1: FORk = O TOp—iDO
16.1.1.1: POR u = 1 ‘[Orn DO
16.1.1.1.1: POR]! = 1 ‘[Orn DO
16.1.1.1.1.1: col.—jj+q—1)xrn.
16.1.1.1.1.2: swn e. ET*¡ PHI(p—k)[ii,kk] x MTMP1[kk+(k+i—1)z,n,col].
16.L1.1.1.3:fil — ii+(i—1)xn:.
16.1.1.1.1.4: OM1[fil,col] — OM1[fil,col] + sunh.
(4 END POR 16.1.1.1.1 4)
16.1.2: POR k = OTO q—i DO
16.1.2.1: POR U = 1 ‘[Orn DO
16.1.2.1.1: POR]! = 1 TOrn DO
16.1.2.1.1.1: coL e.jj+(j—1)xrn.
16.1.2.1.1.2: non e. ~7k...I IHETÁ(q—kili4kkI X MIMPI[Idc+(k+p+i—1)xrn,col].
16.1.2.1.1.3:jU — U+(i—1)Xrn.
16.1.2.1.1.4: OM1[fil,col] e. OM1[fil,col] — swn.
(“‘ END POR 16.1.2.1.1 9
17: CHOLDCMP(OM1, rnxg, di, d2, ok, epsrna¿fl.
18: IP (NOT Ok) ‘[HEN
(* Matriz (V
10Vf) no definida positiva — proceso no estacionario 4)
18.1: retal — 3.
18.2: RETURN. (4 Fin anormal algoritmo ¡‘VE “9
(4 Cálculo de la secuencia RZ~ (k = 0,1 r~<) en RU(k) 4)
19: CXI(IYJETA, Q>IN¾AY!, ni, n, q, rS 6, ok>.
20: IP (NO’[ ok) ‘[HEN
(4 Secuencia Zk explosiva — proceso no invertible 4)
20.1: retal —4.
20.2: RETURN. (4 Fin anormal algoritmo ¡‘VE 4)
(4 Evaluación del vector ,~ en a 4)
21: POR i = 1 ‘[0 ,nxn DO
4
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a[i] — 0.0. 4
22: POR i = 1 ‘[0 n DO (4 Cálculo recursivo de los residuos condicionados según [2.3.2]4)
22.1: PORj = 1 ‘[Orn DO
ninpl[f] e. 0.0. S
22.2:FORj= 1TOpDO
22.2.1: IP (i—j a 1) TREN 4
21.2.1.1: POR U = 1 TO ni DO
21.2.1.1.1: sum — ET.-i PHRf)[U,k] >C (w[k+(i—j—I)Xrn] — niu[k]).
22.2.1.1.2: nmpí[ii] — vtnipí[it] + swn. 4
22.3:PORj= iTOinDO
vtrnp2[j]e. 0.0.
21.4: PORj = 1 ‘[0 ¿y DO
22.4.1: IP (i—j a 1) ‘[HEN
22.4.1.1: POR U = 1 TO ni DO
21.4.1.1.1: sum — ET—1 THETA(j>[U,k] x a[k+«—j—1)x ni].
21.4.1.1.2: virnp2[ii] e. vmrnp2[¿i] + swn. 4
21.5: POR U = 1 ‘[Orn DO
a[ii+(i— 1)Xrn] .— (w[ii+(i—1)Xm] — rn¡4ii]) — vtrnpl[U] + vtnip2[ii].
(“a END POR 21*)
23: POR i = 1 170 n DO (4 Evaluación de ~en a según [2.3.22]”9
23.1: PORJ = 1 ‘[Orn DO
ninpl[j]e. Sj~=1 QlJNI’Tj,k] >( a[k+Q—1)xm].
23.2:PORj= lTOniDO
u
aU+(i—1)Xni] — vtnipl[jj.
(4 Cálculo del vector MTI¡ en vech 4)
24:PORI= lTOgxrnDO S
vechli] e. 0.0.
25: PORj = 1 170g DO (4 Evaluación del vector fi según [2.3.191*)
25.1:FORI = OTO n—jDO
25.1.1: IP (i S ¡“9 ‘[HEN
25.1.1.1: POR» = 1170 in DO
25.1.1.1.1: sum~ S7~ RA7(i)[kjfJ X a[k+Q+j—1)Xrn].
25.1.1.1.2: vechW+fj—l)xrn] 4- vechw+(j—1)Xm] + sun:. s
(4 END POR 25.1.1.1 4)
26: FOR i = 1 170 ni xg DO (4 Premultiplicacién de A por M’” “9
26.1: sume. S2~f OM1[k,i] x vech[kJ.
26.2: vech[i] — sun:.
(4 Almacenamiento temporal de Al en AIIMP3 si aif = TRUE (cálculo de residuos solicitado) “9
27: IP afTHEN
e
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27.1: POR 1 = 1 ‘[0 mxg DO
27.1.1: PORJ = 1 ‘[0 i DO
MIMPS[ij] — OML[ij].
(4 Cálculo de D = [Igm+MTHTHM] (en OM1) y de IDI (en deron~) “9
28: POR ¡ = 1 ‘[0 mxg DO (4 Cálculo de HTHenMTA’1P2 según [2.3.9]-[2.3.10] 4)
28.1: PORJ = 1 ‘[0 rnxg DO
MTMP2[¡J] — 0.0.
29: POR ¡ = 1 ‘[0 g DO (4 Evaluación de [2.3.9]4)
29.1: POR k = OTO ¡¿—¡DO
29.1.1: IP (k+i—1 s rl’) TREN
29.1.1.1: POR U = 1 ‘[Orn DO
29.1.1.1.1: POR]! = 1170 ¡‘~ DO
29.1.1.1.1.1: surn .— ETk...¡ RXJ(k)[kk,ui] x RXI(k+i—1)[kk,ffJ.
29.1.1.1.1.2: M7MP2[¡i+(i—1)Xrnd¡i e. MTMP2[ii+(i—1)xinjj] + sun:.
30: POR i = 2 ‘[Og DO (4 Evaluación de [2.3.10] ‘<)
30.1: PORJ = 2170 iDO
30.1.1: POR U = 1 ‘[Orn DO
30.1.1.1: POR]! = 1 ‘[Orn DO
30.1.1.1.1: swn e. 0.0.
30.1.1.1.2: IP (n—i+1 =rl’) AND (n—j+1 =rl’) TREN
swn- ETk=1 RXI(n—i+1)(kk,U] >< RYJ(n—j+1)[kkjfl.
30.1.1.1.3:MTMP2[U+Q—1)xrnjj+(j— 1)xrn]e.M7MP2[U+Q—2)xrnjj+(j—2»<rn].-swn.
31: POR i = 1 ‘[0 rnxg DO (4 ¡Fil es simétrica 4)
31.1: POR] = ¡+1 TOrnXgDO
MTMP2[i4] e. MIMP2y,í].
32: POR i = 1 ‘[0 ni Xg DO (4 Cálculo de MTHTH en MIMP1 4)
32.1: PORj = 1 ‘[0 rnXg DO
MIMP1[¿4] e. E7~f OM1[k,i] >< MIMP2[k4].
33: MTMP2 — OMI. (4 Almacenamiento de Al en MTMP2 4)
34: POR i = 1 170 rnxg DO (4 Cálculo de [Igm+MTHTHM]en OM1 “9
34.1: POR] = iTOrnxgDO
34.1.1: OM1[i,j] — ET2 MTMP1[i,k] >< MTMP2I[kj].
34.1.2: OM1[j,i] — OM1[i ói.
34.2: OMí[i,i] — 1.0 + OML[i,i].
35: CHOLDCMP(OMí, n¡Xg, di, ¿12, ok, epsrnaq).
36: IP (NOT ok) ‘[HEN
(4 Matriz [‘gm+MTHTHM] no definida positiva 4)
36.1: rerai—5.
36.2: RETURN. (4 Pin anormal algoritmo ¡‘VE 4)
4
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37: deton: e. di >< 24F.
(* Cálculo de la forma cuadrática [2.3.36] enfi 4) J
38: sí — E7~? (a[i])2. (4 ti2”; 4)
39: CHOLFOR(0M1, mxg, vec*). (4 Solución del sistema U — MTfi 4) 4
40: s2 e. Z7~f (vech[i]9. (4 >3>. *>
41:fIe.sl —s2. 4
(4 Cálculo de la expresión 13.1.7] enj2 4)
42:12 — log(detoin) 1 n.
43: j’2e.det¿y X exp(ft). 4
(4 Cálculo del logaritmo de la función de verosimilitud en logfi’ (vid. [3.1.1] y [3.1.3]) ‘l’)
44: logfv— —0.5 x (n x ni >< log(2.0Xrxu2) + n x log(detq) + log(detom) +f1 1 a2). 4
(4 Evaluación del vector de residuos a si <nf = TRUE 4)
45: IP a(fTHEN
C11ES(RX¡, Qí, MIMP3, 0M1, vech, m, n, p, ¿y, g, r4, a).
46: RETURN. (4 Fin normal algoritmo ¡‘VE 4)
4
e
a
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APENDICE A.3
Codificación del algoritmo [MAXFVJ
Introducción
En este apéndice se describe en forma de pseudocódigo un algoritmo para maximizar laFVE (o la
FVA) de procesos ARMA multivariantes, haciendo uso de las ideas expuestas en el Capítulo 3 y del
algoritmo [¡‘VE], descrito en el CapItulo 2 y codificado en el Apéndice A.2. En dicho apéndice puede
encontrarse también una descripción detallada de las normas seguidas para la redacción delpseudocód¿go.
La Figura A.3.1 representa el diagrania de dependencias y llamadas entre los módulos que
componen el algoritmo de estimación (algoritmo MAXFV).
Hg. A.3.l: Diagrama de dcpendencin del algoritmo MAX}V.
El algoritmo MAXFV actúa tan sólo como intermediario (driver) entre un supuesto programa
principal y el algoritmo de estimación MAXFVCN. También realiza algunos cálculos auxiliares (como
el del épsilon máquina, mediante una llamada al algoritmo CEPSMQ). Por tanto, para utilizar el
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mecanismo dc estimación propuesto en este trbajo, como parte integral de un programa de análisis de
series temporales, tan sólo es necesaria una llamada al algoritmo MAXFV. El algoritmo MAXFVCN
(algoritmo principal) contiene el procedimiento de estimación propiamente dicho, descrito en el Capítulo
3. Este procedimiento minimiza la función objetivo [3.1.18] haciendo uso de un método cuasi-Newton
basado en la versión factorizada de la fórmula BFGS (algoritmos CNBFGS y ACTBFGS). El vector
gradiente de la función objetivo se evalúa mediante diferencias finitas con el algoritmo CGRADDC,
mientras que la longitud de paso en cada iteración se calcula con el algoritmo CLP. Estos dos algoritmos
4
hacen aso de los procedimientos CFOBJ (para evaluar la función objetivo [3.1.181)y DEFPAR «Jara
definir el vector de parámetros a estimar). El algoritmo FIJE del Apéndice A.2 se utiliza directamente
en los algoritmos CFOBJ, MAXFVCN y MAXFV. Por último, las rutinas CONVO y CONV evalúan
la convergencia del proceso iterativo, mientras que los algoritmos CHOLFOR y CHOLBACK (vid.
Apéndice A.2) se emplean para resolver el sistema de ecuaciones lineales que proporciona la dirección
de búsqueda en cada iteración y para invertir la matriz de segundas derivadas en la última iteración.
4
Algoritmo CEPSMQ
Propésito.- Cálculo del épsilon máquina.
Llamada.- CEPSMQ(epsmaq).
Parámetros de salida.- epsniaqEE: épsilon máquina,
Algoritmo:
1: epsrna¿y e. 1.0.
2: REPEAT
epsrnaq e. epsmaq / 2.0
21): UNTIL (epsmaq + 1.0) = 1.0.
3: epsrnaq — 2.0 >C epsniaq.
4: RETURN. (4 Pm normal algoritmo CEPSMQ 4) 4
Algoritmo DEFPAR
Propósito. - Asignar a los parámetros estándar del modelo considerado (4~ %, ¡~ y Q) los valores
numéricos derivados de (i) los valores numéricos de los parámetros que efectivamente se desea
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estimar y (u) las posibles restricciones sobre los parámetros estándar. El algoritmo está codificado
contemplando la posibilidad de fijar el valor de cualquier parámetro de las matrices 4~, 6~, p y Q,
de manera que dicho parámetro no se estime. En el apartado Otras consideraciones se describe
cómo incorporar otro tipo de restricciones sencillas entre parámetros.
Llamada. - DEFPAR(npar, x, ni, p, ej FMI, ¡Ff11, THETA, JINETA, mu, ¡mu, QQ, ¡QQ).
Parámetros de entrada.- [1] nparE Z: n0 de parámetros a estimar. [2]x E EtP~r: valores numéricos de
los npar parámetros que se desea estimar. [3] mEZ: n0 de series (dimensión del modelo). [4]
pEZ: orden AR. [5] qEZ: orden MA. [6]JPHJ(k)EZYxm (k = l,2,...,p): si IPH¡(k)[ij] = 1,
el elemento (i¿)-ésimo de tk es un parámetro a estimar y, por tanto, forma parte del vector de
parámetros x; en caso contrario, el elemento (41)-ésimo de •k se mantiene fijo durante la
estimación. [7]JTHETA(k)EZYxm (k 1,2,.. .,q): si ITHETA(k)[i,j] = 1, el elemento (ij)-ésimo
de 0k es un parámetro a estimar y, por tanto, forma parte del vector de parámetros x; en caso
contrario, el elemento (ij)-ésimo de 0k se mantiene fijo durante la estimación. [8] imueZ?: si
imz4i] = 1, el elemento i-ésimo dep es un parámetro a estimar y, por tanto, forma partedel vector
de parámetros x; en caso contrario, el elemento i-ésimo de p se mantiene fijo durante la estimación.
[9]JQQEZmxm: si IQQIij] = 1, el elemento (i,j)-ésimo de la matriz Q es un parámetro a estimar
y, por tanto, forma parte del vector de parámetros x; en caso contrario, el elemento (ij)-ésimo de
Q se mantiene fijo durante la estimación.
Parámetros de entrada-salida.- [UPHJ(k)EEmnxm(k I,2,...,p): matrices AR; el elemento (4ñ-Esimo
de tk se almacena en PHJ(k)[ijl (1< 1,2,.. .~p; 4/ = 1,2 m). 12] THETA«c~EEmxm Q< —
1,2,... ,q): matrices MA; el elemento (ij)-ésimo de 0k se almacena en THETA(k)[i,j] (k —
1,2 q; 1,/ = 1,2,...,m). [31QQErxm: matriz Qde [2.1.11]; el elemento (ij)-ésimo deQse
almacena en QQ[íjI (1 = I,2,...,m; j = 1,2 m). [4]mUEEM: vector de medias; el elemento
i-ésimo de ji se almacena en mu[iJ (1 =
Otras consideraciones. - Si el único tipo de restricciones consideradas consiste en fijar el valor de
algunos parámetros de las matrices 4~, O~, p y Q, el algoritmo no requiere modificaciones. En tal
caso, los parámetros de entrada-salida [1]-[4]contienen a la entrada, en sus respectivas posiciones,
los valores de los parámetros que se mantienen fijos y, a la salida, tanto dichos valores como los
de los parámetros que se están estimando (que entran en el vector x). Por el contrario, si se
contemplan otro tipo de restricciones, éstas deben poder ser resueltaspor sustitución y, en tal caso,
debe codificarse explícitamente la dependencia de cada componente de las matrices 4~, O~, p y Q
respecto a los parámetros que se desea estimar, a lavez que todas las referencias a los parámetros
¡PH!, ¡THETA, ¿mu e ¡QQ pueden ser suprimidas de todo el sistema. La presencia de restricciones
más complejas implica el uso de un algoritmo de optimización con restricciones (vid. Capítulo 3).
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Descripción.- El algoritmo coloca, en las posiciones correspondientes a los parámetros de las matrices
•~, 0~, ji y Q que se están estimando, los valores numéricos de dichos parámetros (contenidos en J
el vector x) en diversas fases de la estimación. Al mismo tiempo, mantiene tanto las posiciones
como los valores numéricos de los parámetros que son fijos (si hubiera alguno). Por supuesto,
cualesquiera que sean las restricciones, éstas pueden codificarse explícitamente en cada caso. No
obstante, la utilidad de este algoritmo consiste en proporcionar una forma estándar para definir los j
parámetros de $~, ~ ji y Q que puede emplearse en muchas ocasiones.
4
Algoritmo: 4
1: ¡¿¡¿“-0.
(* Definición del vector ji en términos de los parámetros a estimar”)
2: POR ¡-1170 rnDO 4
2.1: IF (irnuU] = 1) ‘[BEN
2.1.1: >¡n 4- nn + 1. 4
2.1.2: mullí] — x[nnl.
(* Definición de las matrices tk en términos de los parámetros a estimar “9
3:PORk= íTOpDO J
3.1:PORj~ lTOrnDO
3.1.1: FOR ¡sitO m DO
3.1.1.1: IP (¡PH¡(kflij] = 1) TREN
3.1.1.1.1: ¡¿¡¿e. nn + 1. 4
3.1.1.1.2: PWQCfl¿J] .- 4nnI.
(* Definición de las matrices 0k en términos de los parámetros a estimar “9
4:PORk=’ l17OqDO
4.1: PORj = 1 ‘[Orn DO
4.1.1: PORI —1 ‘[Orn DO 4
4.1.1.1: IP (fll.IETA(k)[ij] — 1) ‘[HEN
4.1.1.1.1: ¡¿p¡ e. mi + 1.
4.1.1.1.2: THETA(kflij] —4~n1.
(* Definición de la matriz Q en términos de los parámetros a estimar 4)
5: POR ¡ = 1 ‘[0 rn DO
5.1: FORJ = i 170 rn DO
5.1.1: IP (IQQ[ij] = 1) Ok (IQQIj,i] = 1) ‘[HEN
5.1.1.1: ¡¿ti “— ¡¿pi + 1.
5.1.1.2: QQ[ijJ .-4nn].
5.1.1.3: QQfj,i] — QQ(ij].
6: R.E’[URN. (“Fin normal algoritmoDEFPAR “9
4
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Algoritmo CFOBJ
Propósito.- Evaluar la función objetivo [3.1.18]haciendo uso del algoritmo FVE del Apéndice A.2.
Llamada.- CFOBJ(PHJ, THETA, QQ, mu, w, a, m, p, q, g, n, 1110, 1120, 8, epsmaq, 111, 112,fobj).
Parámetros de entrada.- [1] mEZ: n0 de series (dimensión del modelo). [2]pEZ: orden AR. [3]
qEZ:orden MA. [4] gEZ: máximo~,q). [51nEZ: n0 observaciones. [6] PHI(k)EEmxm (k =
1,2,.. .,p): matices AR. [7] THETA(k)EE”’><m (k = 1,2,.. .,q): matrices MA. [8] QQEE¿xm:
matriz Qde [2.1.11]. [9] muEEm: vector de medias. [10] wEE»”’: vector de observaciones. [11]
a~Em’: vector auxiliar. [12] fl1OEE: valor de la forma cuadrática [2.3.36] (raiz m-ésima de
[3.1.6]) en las estimaciones iniciales. [13] II2OEE: valor de la expresión [3.1.7] en las
estimaciones iniciales. [14] 5EE: tolerancia para determinar la convergencia de la sucesión de
matrices E
1. [151epsmaqEE: épsilon máquina.
Parámetros de salida.- [1] 111 EE: valor de la forma cuadrática [2.3.361(raiz m-ésima de [3.1.6])
evaluada en el punto representado por los valores de entrada de $~, %, ~¿y Q. [2] 1126E: valor
de la expresión [3.1.7] evaluada en el punto representado por los valores de entrada de 5~, O~,¡¿
y Q. [3]fobjEE: valor de la función objetivo (3.1.18] evaluada en el punto representado por los
valores de entrada de 0~, 9~, ji y Q; cuando dicho punto no es admisible, se devuelveft>bj = 1.0.
Descripción.- El algoritmo evalúa las expresiones [3.1.6] y [3.1.7] haciendo uso del algoritmo FIJE y
devuelve (i) el valor de [3.1.18] cuando el código de retorno del algoritmo ¡‘VE es O (indicando
una evaluación correcta) d (u) 1.0 en caso contrario (cuando Q no es definida positiva o cuando
el proceso es no estacionario o no invertible; vid. Apéndice A.2).
Algoritmo:
(* Evaluación de la función de verosimilitud 4)
1: FVE(PHI, THETA, QQ, ¡¡¿u, w, a, m, p, ¿y, g, n, 6, PALSE, 111, 112, 1.0, ¡mp, mcd, epsmatfl.
2T: IP (retal $ 0) ‘[BEN
(4 Punto no admisible 4)
fobj— LO
2E: ELSE
(4 Evaluación adecuada 4)
fobj.-(111 inior x (fl2/fl20).
3: RETURN. (4 Pm normal algoritmo CFOBJ 4)
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Algoritmo CGRADDC
Propósito.- Evaluación mediante diferencias finitas del gradiente de la función objetivo [3.1.18].
Llamada.- CGP..ADDC(PH¡, ¡FUI, THETA, ¡THETA, QQ, ¡QQ, mu, imu, w, a, m, p, q, g, n, 1110,
1120, 6, epsmaq, x, grad, npar).
Parámetros de entrada.- (11 mEZ: n0 de series (dimensión del modelo). (21 pEZ: orden AR. [3)
qEZ:orden MA. [4]gEZ: máximo(p,q). [5]nEZ: n0 observaciones. [6]PH¡(k)EE~>~xm (k =
1,2,...,p): matrices AR. [7] ¡PHI(k)EZYxm (k = l,2,...,p) (vid. algoritmo DEFPAR). [8]
THETA(k)Erxm (k = l,2,...,q): matrices MA. [9] ¡THETA(k)EZPxm (k = í,2,...,q) (vid.
algoritmo DEFPAR). [10] QQEEmXm: matriz Q de [2.1.11]. [11] IQQEZ~~x»1 (vid, algoritmo
DEFPAR). [12] muEEm: vector de medias. [13] imuEZ’Y (vid, algoritmo DEFPAR). (14]
wEE’~>’: vector de observaciones. [15] aEE””: vector auxiliar. [16] II1OEE: valor de la forma
cuadrática [2.3.36] (raiz m-ésima de [3.1.6])en las estimaciones iniciales. [17]IUOEE: valor de
la expresión 13.1.7] en las estimaciones iniciales, [18] BEE: tolerancia para determinar la
convergencia de la sucesión de matrices 21. [19] epsmaqEE: épsilon máquina. (201 nparE Z: n0
de parámetros a estimar. (211 xEE~hI~<Jr: valores numéricos de los ¡¿par parámetros a estimar.
Parámetros de salida.- gradE EYar: vector gradiente de la función objetivo [3.1.18].
Descripción. - El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Dennis y Schnabel (1983), pp. 323-5 (vid, también nota [4] al final de la Sección 3.1).
Algoritmo:
1: mU — (epsmaqV’3.
2: POR A = 1 ‘[0 ¡¿par DO
2.1:hí.—m13 >< rnax( x[i]¡, 1.0).
2.2: xtmp¿ e. 41].
2.3:xDle.xtmpi + hi.
2.4: DEFPAR(npar, x, m, p, q, Pu, IFNI, THETA, ¡THETA,
2.5: CFOBJ(PHI, THETA, QQ, mu, w, a, m, p, ¿y, g, n, 1110,
2.6: 4:’] e. xrmpi — hi.
2.7: DEFPAR(npar, x, ¡ti, p, ¿y, PH!, ¡PH!, THETA, ¡THETA,
2.8: CFOBJ(PHJ, THETA, QQ, mu, w, a, m, p, ¿y, g, ti, 1110,
2.9: gradli] —(4 —fin) ¡ (/ñ + hi).
2.10: x[i] — nmpi.
2.11: DEEPAR(¡¿par, .r, m, p, q, FF11, ¡FUI, THETA, ¡THETA, mu, ¿mu, QQ, ¡QQ).
3: RETURN. (4 Fin normal algoritmo CGRADDC 4)
mu, ¿mu, QQ, ¡QQ).
1120, 6, epsmaq, tmpI, tmp2,fp).
mu, imu, QQ, ¡QQ).
nio, a, epsmaq, imp 1, ¡mpl,fin).
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Algoritmo OLP
Propósito.- Calcular en la i-ésima iteración una longitud de paso a1 tal que F(x1+cr¡) S F(x1) +
Xa1VF(x1)7d1, donde x1 contiene las estimaciones actuales de los parámetros, d~ es la dirección de
búsqueda, VF(x1) es el vector gradiente de la función objetivo [3.1.18] evaluado en x1 (con
VF(x1)Td1 .C O) y X — í04 (vid, nota [3] al final de la Sección 3.1).
Llamada.- CLP(PH¡, ¡PH!, THETA, ¡THETA, QQ, ¡QQ, mu, imu, w, a, m, p, q, g, ti, 1110, 1120,
8, epsmaq, tipar, xold,fold, goid, doid, xnew, III, 112, fnew, maxp, rolp, mxi, rezcd).
Parámetros de entrada.- [1] mEZ: n0 de series (dimensión del modelo). [2] pEZ: orden AR. [31
qEZ:orden MA. ¡4] gEZ: máximo(p,q). [5] ¡¿EZ: n0 observaciones. [61PH¡(k)EEmxm (1< —
l,2,...,p): matrices AR. [‘7]IPH¡(k)6Z¡¿xm (k = l,2,...,p) (vid, algoritmo DEFPAR). [81
THETA(k)EEPnxm (k = 1,2,...,q): matrices MA. [9] ¡774ETA(k)EZ~km (k = 1,2,...,q) (vid.
algoritmo DEFPAR). [10] QQEEmxm: matriz Q de [2.1.11]. [11] JQQErXm (vid, algoritmo
DEFPAR). [12] muEE”’: vector de medias. [131 imuEV (vid, algoritmo DEFPAR). [14]
wEE»W: vector de observaciones. [15]aEE’>’~: vector auxiliar. [16]H1OEE: valor de la forma
cuadrática [2.3.361(raiz m-ésima de [3.1.61)en las estimaciones iniciales. [17111206E: valor de
la expresión [3.1.7] en las estimaciones iniciales. [18]8EE: tolerancia para determinar la
convergencia de la sucesión de matrices E
1. [19]epsmaqEE: épsilon máquina. [20] nparEZ: n
0
de parámetros a estimar. [211xoldEEf~r: valores numéricos de los parámetros en la iteración
actual (x
1). [22]foldEE: valor de la función objetivo [3.1.18] en la iteración actual [F(x1)].[23]
goldE EYar: vector gradiente de la función objetivo en la iteración actual [VF(x1)].[24]
doldEEY
0T: dirección de búsqueda (d
1). [251maxpEE: máximo tamaño permitido del paso a,41.
[26] zolpEE: tamaño relativo del paso a141 para el cual se considera que x14~ difiere lo
suficientemente poco de x1 como para terminar el algoritmo.
Parámetros de salida.- [11x,wwErpor: valores actualizados de los parámetros (x1.,.1 = x1+aA¿). [2]
HiCE: valor de la forma cuadrática [2.3.36](raiz m-ésima de [3.1.6])en las nuevas estimaciones.
[31112 CE: valor de la expresión [3.1.7] en las nuevas estimaciones. [4] fnewEE: valor de la
función objetivo [3.1.18] en las nuevas estimaciones. (5] mnE{TRUE, FALSE): el algoritmo
devuelve tiar = TRUE cuando el tamaño del pas.o a~d1 es el máximo permitido; en caso contrario,
devuelve mxi = FALSE. [6]rercdEz: indicador de la causa de terminación del algoritmo (código
de retorno); puede tomar los valores O (fin satisfactorio ~ nueva iteración) ó 1 (imposible encontrar
11+1 suficientemente distinto de x1 posible convergencia).
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Dennis y Schnabel (1983), pp. 116-29.
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Algoritmo: 4
1: mxt — FALSE.
2: retal e. 2.
3: X”- ío—4.(4Taniañodeladireccióndebdsqueda: 3<432”) 4
4: sIn.’- IdoldN
2.
5: IP (sin> maxp) ‘[BEN
(4 Tamaño del paso mayor que el máximo permitido “9
5.1: doW.- (maxp ¡sin) ~<doM.
5.2: sIn e. maxp. a
6: sip e. gokITdold. (* VFXX,)Td1 c 0 4)
7: rin — mc1 ~ 1 ma4jxoldIflJ ,1.0)).
8: minalpha — tdp 1 rin. (4 ,ninalpha es el menor tamaño de paso permitido “9
9: alpha e. 1.0.
(4 Comprobar si la actualización es adecuada; si no, calcular una nueva longitud de paso 4)
10: REPEA’[
10.1:xnewe.xold + alpha x doM. (
4x
1+1 = x~+cr1<4”)
10.2: DEFPAR(¡¿par, xnew, m, p, ¿y, PH!, ¡PH!, THETA, ¡THETA, ¡¡¿u, imu, QQ. ¡QQ).
10.3: CFOB,J(PHI, THETA, QQ, mu, w, a, m, p, ¿y, g, n, ¡110, 1120,6, epsmaq, ¡11, 112, frew).
10.4k IPfizew <= «oid + XX alpha X sip) TREN
(4 x~.1 es una actualización adecuada de las estimaciones ~> 4
10.4L1: retad.- 0.
10.4A.2: IP (alpha = 1.0) AND (sin > (0.99 x ¡¡¿¿np)) ‘[BEN 4
¡¡at — TRUE.
(* Fin satisfactorio algoritmo CL?”) a
10.4B: SSE IP (alpha .c minalpha) ‘[HEN
(“No puede encontrarse x1.4.1 suficientemente distinto de x1”)
10.411: ¡tale. 1.
10.4B.2: xnew e. xold.
10.413: DEFPAIR(npar, xnew, in, p, ¿y, PUL ¡PH!, THETA, ¡THETA, mu, irnu, QQ, ¡QQ). a
10.4B.4: CFOBJ(PH¡, THETA, QQ, ¡¡¿u, w, a, m, p, ¿y, g, n, 1110, 1120, 6, epsmaq, nl, 112,fnew).
(“Pm algoritmo CL? *)
10.4C: ELSE (“Reducción de la longitud de paso alpha *)
10.4C.1T: IP (alpha = 1.0) ‘[BEN
(“Interpolación cuadrática”) 4
alplmunp e. - dpI (2.0 x (f¡¿ew - foid - sip)).
10.4C.1E: ELSE
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(“Interpolación cúbica *)
1O.4C.lE.1: tl.-fi¡ew —foid - alpha >< sip.
1O.4C.1E.2: t2.—pfiaew -foid - palpha x sip.
1O.4C.tE.3: t3 e. 1.0 1 (alpha — palpha).
1O.4C.lE.4: a — t3 x (11 1 alph¿? — a 1 palpha2).
1O.4C.1E.5: b — d >< (C x alpha 1 palpha2 — ti x palpha 1 alpha2).
1O.4C.1E.6: ¿¡¡sc — — 3.0 x a x sip.
1O.4C.1E.7T: lF <a = 0.0) ‘[BEN
alpharmp <-—sip /(2.0 >< b)
tO.4C.1E.7E: ELSE
alpho.tmp—(—b +disc”t/(3.0 >< a).
1O.4C.1E.8: IP (alphatmp > 0.5 >c alpha) ‘[HEN
alphwmp — 0.5 x alpha.
(* END ELSE 1O.4C.1E *)
1O.4C.2: palpha — alpha.
1O.4C.3: pfnew “-fnew.
1O.4C.4T: IP (alphatmp <= 0.1 >< alpha) ThEN
alpha”-O.1 >< alpha
1O.4C.4E: ELSE
alpha e. alphatmp.
(* END ELSE 1O.4.C <9
1013: UNTIL (retal < 2).
11: RE’[URN (* Fin normal algoritmo CL?”9
Algoritmo ACTBFGS
Propósito.- Dada una matriz (nxn) LT triangular superior y dos vectores (nx 1) u y y, obtener una
matriz 4 triangular superior tal que L+LT = (L+yur)(LT+uvT). Nótese que L4 = R.
1.
(triangular superior) en la descomposición <¿Ji de J3 = (LT+UvT) = Q~R.,., dado que J4{ =
R4Q{Q~R+ = 4R+, puesto que la matriz Q~ es ortogonal.
Llantada. - ACTBFGS(R, u, y, ti).
Parámetros de entrada.- [1] nEZ: dimensión del problema. [21uEE”: vector u. [31vEr: vector y.
Parámetros de entrada-salida.- REE” Xn: el triángulo superior de R contiene la matriz LT a la entrada
y la matriz LT a la salida.
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
flennis y Schnabel (1983), pp. 311-2.
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Algoritmo: 4
1: k.-n. 4
2: WHILE (u[k] = 0.0) AND (k > 1) DO
k — k —. 1.
(* Obtener la matriz R~ en la descomposición (LT+ «y?’) = Q~R~”) 4
3: POR 1 = k-.1 DOWNTO IDO
3.1T: IP (‘4~1 = 0.0) ‘[HEN 4
3.IT.1: PORJ = ¿‘[0 ¡¿DO
3.IT.1.1: tmp — R[i,j].
e. R[i+lj]. J
3.IT.1.3: RU+ 1j~ — Imp.
3..IT.2: u[iI e. u[i+ 11. 4
3.1E: ELSE
3.1E.1: y — ¡~[iI 1 (u[i9 + u[i+ 1]2)’h
3.1E.2: s~ —u[i+í] 1 (4iJ2 + u[i+íÑ½. e
3.1E.3: POR] = i ‘[O pi DO
3.1E.3.1: y — R[ij]. 4
3.IE.3.2: z.’- R[i+ U].
3.1E.3.3: R[ij] e. e >< y — s x z.
3.1E.3.4:R[i+1j1e.s >y + e xz
3.1E.4: u[i] — (u[i]
2 + u[i+1Ñ½.
4: FORj = 1 ‘[0 pi DO
R[1,j].-R[1j] + u[1] >< vfj].
5:FORI= 1TOk—IDO 4
tíT: IP (R[i,i] = 0.0) THEN
5.1T.1: POR] = i ‘[O ti DO a
5.1T.1.1: nnp R[idl.
5.1T.1.2: ¡¿[¡ji .-R[i+IjJ.
5.1T.1.3: RU+ la] e. rmp. 4
LíE: ELSE
L1E.1: e — R[iJ] 1 (R[i,if + R[i+ ld]2)’h.
5.1E.2: se. —R[¿+ 1,1] 1 (R[i,i]2 + R[iI~1,i]2)½.
L1E.3: FORJ = ¿‘[O ti DO
5.1E.3.i: y<- ¡¿ItJi
5.1E.3.2: z — R[i+1j].
L1E.3.3: ¡¿[¿JI e. c >< y — s X z.
5.1E.3.4: R[i+lj] —s X y + e >c
6: RE’I’URN. (“Fin normal algoritmo ACTBFGS”)
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Algoritmo CNBFGS
Propósito.- Actualizar el factor de Cholesky L (triangular inferior) de la matriz (nY it) G = U?’ para
obtener el factor de Cbolesky L~ de la matriz G~ = ~ donde G~ se obtiene a partir de G
mediante la fórmula 13F05 (vid, nota [51al final de la Sección 3.1).
Llamada.- CNBFGS(xold, goid, xnew, gnew, L, it, epsmaq, ¿¡it, noact).
Parámetros de entrada.- [1] it E Z: dimensión del problema. [2]xoldE AY: x1. [3] goldE AY: VF(x¡). [4]
xnewEE”: x1.~.1. 151 gnewEE”: VF(x1~1). [6]epsmaqEE: épsilon máquina. [‘7]itnEZ: iteración
actual (O.
Parámetros de entrada-salIda.- [1]L EH¡x~: el triángulo inferiory la diagonal principal deL contienen
la matriz L a la entrada y la matriz L~ a la salida. [2] noactE (TRUE, FALSE}: indicador de si
se ha llevado a cabo alguna actualización.
Almacenamiento intermedio.- Cuatro vectores s,y,u,vEV.
Descripción.- El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Dermis y Schnabel (1983), Pp. 198-201 y 356-8.
Algoritmo:
1: IP (Un = 1) ‘[HEN
twact — TRUE.
2: se. xnew — xold. (“s = x1.~.1 — x1 = a>d1 4)
3: y— gnew — goid. (“y = VF(x1~1) — VF(x,) *)
5: IP (denl > (epsmaq)’k Y I~I2 Y IyIz) THEN
(“En caso contrario, el algoritmo termina”)
5.1: den2 e. 0.0.
5.2: POR 1 = 1 ‘[0 n DO
5.2.1: ¡41] — E%.,í L[j,i] Y s(fl. (<‘ u — Cx”)
5.2.2: den2 e. den2 + u[i]
2. (“‘ dciii = s?’LIYs”)
5.3: alpha — (den 1 1 den
2)’h. «~ a — <yTs 1 JLIA)’~ *)
5.4: IP noan THEN
(“Sólo en la primera iteración”)
5.4.1: FOR ¿ = 1 ‘[0 ti DO
5.4.1.1: «(1] e. alpha x uIjI. (* u = a x u”)
5.4.1.2: FORJ = 1 TOnDO
L[j,i] — alpha Y LIj.i]. (* L = a x L *)
5.4.2: noacg .- FALSE.
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5.4.3: den2-denl.
5.4.4: alpha — 1.0. a
5.5: reltol e. (epsma¿y)½.
5.6: en e. ‘[RUS. a5.7: POR ¿ = 1 TO ti DO
5.8:/e. 1.
5.9: WHILE (i Sn) AND (en-) DO
5.9.1T: IP (jy[i] — vMI a reltol x max(¡gold[i]I,Ignew(i]I»’[HEN
en- e. FALSE
5.9.1E: ELSE
¿ — ¿ + 1.
5.10: IP NOT (en-) ‘[BEN
3.10.1: v.-y — alpha x y. (‘4< y =y — aLlis”)
5.10.2: u e. alpha ¡ denl Y u. (“u — fis 1 &s Y ¿uTs)’A 4<)
(“Copiar fi en el triángulo superior de L”) ¶
5.10.3: FOR ¿=2 TO ¡¿DO
5.10.3.1: PORJ = 1 ‘[0 ¿—1 DO
5.10.3.1.1: LU,i] e. L[ijj.
5.10.3.1.2: L[iJ] ~ 0.0.
(“Cálculo del factor Ji en la descomposición de .1?’ — (17+uv~’) — QA”)
5.10.4: ACTEFGS(L, u, y, ti).
(“Copiar Ji?’ en el triángulo inferior de L *)
5.10.5: POR i = 2 TOnDO S
5.10.5.1: FORj = 1 ‘[01—1 DO
L[ij] — LU,i]. a
(* END IP 5.10 y 5”)
6: RE’[URN. (“Pm normal algoritmo CNBFGS *)
s
Algoritmo CONVO
Propósito. - Comprobar si las estimaciones iniciales constituyen aproximadamente un punto estacionario
(gradiente igual a cero) de la función objetivo.
Llamada.- CONVO(xO, gO, JO, ti, sucpmax, retcd).
Parámetros de entrada.- [11nEZ: n0 de parámetros a estimar. [2]xOEE’: x0. [3]gOEAY: VF(x0). [4]
JOEE: F(x0).
Parámetros de salida.- [11 sucpmaxEz: n
0 de pasos consecutivos de tamaño igual al máximo
s
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permitido. [2] re:cdE Z: el algoritmo devuelve retcd = 1 si x0 constituye aproximadamente un
punto estacionario de la función objetivo y retcd = O en caso contrario.
Descripción. - El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
Dennis y Schnabel (1983), Pp. 348-9.
Algoritmo:
1: gritA — 106. (“Criterio de parada estándar; pueden emplearso otros”)
2: sucpmax — 0.
3T: IFmaxi=¡=~(Ig0[i]lY max(j.xO[¿]¡,1.0)/ max(LM,1.0» ~ gnol’[HEN
retal — 1
3E: ELSE
retal e. 0.
4: RETURN. (“Fin normal algoritmo CONVO ‘4<)
Algoritmo CONV
Propósito.- Comprobar si se veritlca alguna de las condiciones descritas más abajo para concluir el
proceso iterativo de minimización de la función objetivo [3.1.181.
Llamada.- CONV(xold, xnew, gnew, ft¡ew, it, clpcd, Un, maxirs, mxt, sucpmax, retal).
Parámetros de entrada,- [11nEZ: n
0 de parámetros a estimar. [2] xoldEFY: x
1. [31xneweE”: x1~1.
[4] gnewE E”: VF(x1~1). [5]fnewEE: F(x1~1). [6]clpcdEz: código de retomo del algoritmo
CL?. [71UnEZ: n
0 de la iteración actual (i). [8]maxits E 2: máximo ti0 de iteraciones permitido.
[9]inflE {TRUE, FALSE}: indicador del tamaño del paso actual devuelto por el algoritmo CL?
Parámetros de entrada-salida.- sucpnuax E Z: n0 de pasos consecutivos de tamaño igual al máximo
permitido.
Parámetros de salida.- reícd E 2: código de retorno; puede tomar uno de los siguientes valores:
O: no se satisface ninguno de los criterios de convergencia (el algoritmo prosigue);
1: norma del gradiente escalado en x
1.~.1 menor que la tolerancia fijada;
2: distancia escalada entre x1 y xN.1 menor que la tolerancia fijada;
3: longitud de paso (calculada por el algoritmo CL?) muy pequeña;
4: alcanzado el máximo n
0 de iteraciones permitido;
5: alcanzado el máximo n0 permitido de pasos consecutivos de tamaño igual al máximo permitido.
Descripción. - El funcionamiento y la descripción detallada de este algoritmo pueden encontrarse en
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Dennis y Schnabel (1983), pp. 347-8.
Algoritmo:
a
1: griol — iot (“Criterios de parada estándar; pueden emplearse otros”)
2: xrtol e. 106
3: retcd.-O.
4: maxí — max1 ~,=~(¡gnew[iJI Y niax(¡xnew[i]¡ ,1.0) 1 max(¡ftuew~ ,1.0)).
5: max2 .r.~max¡=¡=~4Isnewfi]— xoid[ilI 1 max(JxnewflJl,l.0)).
6A: IP (mart 5 grrnl> THEN
retal — 1 s
6K ELSE IP (mafl 5 x.rtol) ‘[HEN
retcd e. 2
6C: ELSE IP (cipal = 1) TREN
retal — 3
61): ELSE IP (Un ~ ,naxits) ‘[BEN
raed — 4
6E: ELSE IP (mxt) ‘[HEN 4
EE.1: sucpmax e. sucpmax + 1.
LE.2: IP (sucpmax = 4) ‘[HEN (“El lImite 4 es arbitrario y puede cambiarse por otro”)
reted e. 5 4
6F: ELSE
sucpmax e. o. 4
7: RElVAN. (“Fin nonnal algoritmo CONV”)
Algoritmo MAXFVCN 4
Propósito.- Maximizar la función de verosimilitud de un proceso ARMA multivariante, mediante la
minimización numérica de la función objetivo [3.1.18]con un método cuasi-Newton basado en la
fórmula BFGS (vid, apartados 3.1.1 y 3.1.2).
Llamada.- MAXFVCN(PH¡, ¡PW, THETA, ¡THETA, QQ, ¡QQ, mu, imu, w, a, m, p, q, g, it, 8,
epsmaq, npar, xnew, MCOV, sigma2, retcd).
Parámetros de entrada.- [1] mEZ: n
0 de series (dimensión del modelo). [2] pEZ: orden AR. [3] 4
qEZ:orden MA. [4] gEZ: máximo<,p,q). [5] nEZ: n0 observaciones. [6] ¡PH¡(k)EVxm (k =
1,2,.. .,p) (vid, algoritmo DEFPAR). [7] ¡THETA(k)EZmxm (k = 1,2,.. .,q) (vid, algoritmo 4
DEFPAR). [S~¡QQEzrxm (vid, algoritmo DEFPAR). [9] imueV (vid, algoritmo DEFPAR).
4
S
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[101wEE””’: vector de observaciones. [11]aEE¡¡m: vector auxiliar. [12] 5EE: tolerancia para
determinar la convergencia de las matrices E1. [~31epsmaqEE: épsilon máquina. [14] npar6Z:
n
0 de parámetros a estimar.
Parámetros de entrada-salida.- (Los parámetros [1] a [4] contienen a la entrada las estimaciones
iniciales y a la salida las estimaciones finales) [1]PH¡(k)EFYxm (k = 1,2 p): matrices AR. [2]
THETA(k)EFrxm (1< = 1,2,...,q): matrices MA. [3) QQErxm: matriz Q de [2.1.11]. [41
muE Em: vector de medias. [5]xnewEEY<~T: valores iniciales (a la entrada) y finales (a la salida)
de los ¡¿par parámetros a estimar.
Parámetros de salida.- [1]MCOVEE”P<¿rx»~r: matriz de covarianzas estimadas entre los parámetros.
[2] sigma2EE: estimación del parámetro ¿ de [2.1.11] según [3.1.4]. [31retcdEZ: código de
causa de terminación del algoritmo; puede ser uno de los devueltos por el algoritmo CONV o rercd
= 6, indicando que las estimaciones iniciales no son válidas.
Almacenamiento intermedio.- [1]xold, gnew, goid ,doldEFYI~<Jr. [2] M14TGEErpar~<~par.
Descripción (vid, apartado 3.1.2).- Partiendo de unas estimaciones iniciales, el algoritmo minimiza la
función objetivo [3.1.18] utilizando un método cuasi-Newton basado en la versión factorizada de
la fórmula BFGS (algoritmos CNBFGS y ACTBFGS). En cada iteración, el vector gradiente se
evalúa mediante diferencias finitas centrales de la función objetivo (algoritmo CGRADDC) y se
calcula una longitud de paso adecuada mediante un método de “Une search” (algoritmo CL?).
Cuando converge, se evalúa la matriz de covarianzas entre parámetros, haciendo uso de la última
actualización de la matriz de segundas derivadas y se estima el parámetro ~2 de [2.1.11].
Algoritmo:
(“Límites estándar; pueden fijarse otros”)
1: maria e. 15. (“Máximo n0 de iteraciones”)
2: maxp e. 10~ Y max(Ixnewlvl.0). (“Máximo tamaño del paso”)
3: tolp e. 106. (“Mínimo tamaño relativo del paso”)
(“Evaluación dc [3.1.6] y [3.1.7] en las estimaciones iniciales *)
4: FVE(PH¡, THETA, QQ, mu, w, a, ni, p, q, g, pi, 6, PALSE, ¡110, 1120, 1.0, :mp,fvcd, epsmaq).
5: IP (frcd ~ 0) THEN (“Estimaciones iniciales no válidas; vid. algoritmo EVE”)
5.1: retad —6.
5.2: RiE’[URN. (“Pin anormal algoritmo MAXFVCN”)
(“Función objetivo [3.1.18] y vector gradiente en las estimaciones iniciales”)
6:frew.— 1.0.
7: CGRÁDDC(PH¡, ¡PHL THETA, ¡THETA, QQ, ¡QQ, mu, ¿mu, w, a, m, p, q, g, ti, filO, ¡120, 6, epsmaq,
new, gnew, tipar).
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(“Comprobar si las estimaciones iniciales constituyen un punto estacionario *)
8: CONVO(xnew, gnew,jhew, ¡¿par, sucpmax, retal).
9: IF (raed = O) THEN
(“ ~ó = ¡npar ‘4<)
9.1: POR ¿ = 1 ‘[0 tipar DO
9.1.1: PORJ = 1 ‘[0 ¡¿par DO
MAIfliJ] e. 0.0.
9.1.2: MATO[¿,¿] e. 1.0.
(“Bucle principal: iteración del algoritmo”)
10: WHILE (raed = 0) DO
10.1: ¿¡ti e. ¿ni + 1.
10.2: foid e. fnew.
10.3: xo/d e. new.
10.4: go/ti 4- gnew.
(“Si se desea, puede presentarse el estado del proceso: ¡¡ti, xo/d, fo/ti, go/ti y MATO”)
(“Dirección de búsqueda ¡4: 4<4 = —VF(x?”)
10.5: do/ti e. —goid.
10.6: CHOLFOR(MATO, npar, do/ti).
10.7: CHOLBACK(MA7G, ¡¡par, do/ti).
(4 Nueva estimación x1.~.1 — x +a4: F(x, +aje4) C F(x)”)
10.8: CLP(PH¡, ¡PH¡, THETA, ¡THETA, QQ, ¡QQ, mu, ¿mu, w, a,
xo/ti, fo/ti, go/ti, do/ti, xnew, 1711, 112, Jhew, maxp, ¡olp,
10.9: CGRÁDDC(PH¡, ¡PH¡, THETA, ¡THETA, QQ, ¡QQ, mu,
eps¡naq, new, gnew, ¡¿par).
(“Comprobar si se cumple algún criterio de convergencia”)
10.10: CONV(xold, xnew, gnew, jhew, ¡¿par, ciped, ¿¡pi, nw.x¿ts, mxl, sucpmax, retal).
(“Cálculo del factor de Cholesky de O¡~¡ mediante la actualización BFGS”)
10.11: CNBFGS(xold, go/ti, new, gtiew, MATO, ¡¿par, epsmaq, ¿iii, noacr).
(“END WHILE 10”)
(“Estimación de ¿ según [3.1.4]”)
11: s¿gma2 <-111/ (ti Y m).
(“Estimación de la matriz de covarianzas entre parámetros; v¿d. nota [5]al final de la Sección 3.1”)
12: POR ¿ = 1 ‘[0 npar DO
12.1: PORj = 1 ‘[0 ¡¿par DO
xo¡dlj] e. 0.0.
12.2: xo/s4¿] e. 1.0.
12.3: CHOLFOR(MA7Y3, ¡¡par, xo/d).
12.4: CHOLBACK(MAIU, ¡¿par, xo/d).
m,p, q, g, pi, ¡110,1120,6, epsmaq, npar,
ma, cíped).
¿mu, w, a, m, p, q, g, ti, 1110, ¡120, 6,
152
a
u
e
e
e
4
4
4
4
d
1
4
a
1
4
APENO/CE A.3 153
12.5: PORj = 1 ‘[0 pipar DO
MCOV[4/] — 2.0 Y fiww x xo/drj] 1 pi.
13: RETURN (“ Pm normal algoritmo MAXFVCN”)
Algoritmo MAXFV
Propósito.- Estimar por MVE o por MVA los parámetros de un proceso ARMA multivariante.
Llamada.- MAXFV(PH¡, ¡PHI, THETA, ¡THETA, QQ, ¡QQ, mu, imu, w, a, m, p, q, n, 6, sigma2,
MCOV, logfv, re¡cd).
Parámetros de entrada.- [1] m EZ: n0 de series (dimensión del modelo). [2] pEZ: orden AL [3]
qEZ:orden MA. [4] nEZ: n0 observaciones. [5]¡PHJ(k)EZ?~~xm (k = I,2,...,p): si ¡PH¡(k)[ij]
= 1, el elemento (¿j)-ésimo de 4k es un parámetro a estimar; en caso contrario, el elemento (ij)-
¿simo de tk se mantiene fijo durante la estimación. [6]¡THETA(k)EZmxm (k = 1,2,...,q): si
¡THETA(k)[ij] = 1, el elemento (ij)-¿simo de 0k es un parámetro a estimar; en caso contrario,
el elemento (ij)-¿simo de 0k se mantiene fijo durante la estimación. [71¡QQEZ¡x~~: si JQQ[ij]
= 1, el elemento (ij)-ésimo de la matriz Q es un parámetro a estimar; caso contrario, el elemento
(ij)-¿simo de Q se mantiene fijo durante la estimación. [8] imuEZ”’: si ¿mu[i] = 1, el elemento
i-ésimo de ¡¿ es un parámetro a estimar; en caso contrario, el elemento ¿-ésimo de ji se mantiene
fijo durante la estimación. [9] wEE~~U: vector de observaciones (series estocásticas transformadas
y diferenciadas); la observación ¡-¿sima de la ¿-¿sima serie (elemeto i-ésimo de it’) se almacena en
w[i+ (t— 1)m] (¡=1,2,... ,n; ¿=1,2,... ,m). [10]ÓEE: tolerancia para determinar laconvergencia de
las matrices E
1 (vid, algoritmo CXI); si se desea una estimación por MVE debe entrar 6 < O; si
se desea una estimación por MVA debe entrar 6 > O (por ejemplo, 6 = í03).
Parámetros de entrada-sailda. - (Los parámetros [1] a [4] contienen a la entrada las estimaciones
iniciales y a la salida las estimaciones por MI/E o por MI/A) [1] PH¡(k)Erxm (1< =
matrices AR; el elemento (ij)-ésimo de •k se almacena en PHI(k)[ia1 (st = 1,2,.. .,p; ij —
1,2,... ,na). [21THETA(k)EEnhxm (st — 1,2,.. .,¿fl: matrices MA; el elemento (4j)-ésimo de 0k se
almacena en THETA (k)[4j] (st = 1,2 ,...,q;4j= 1,2,...,m). [3]QQEE~~><m: matriz Qde [2.1.11];
el elemento (ij)-¿simo de Q se almacena en QQ[ij] (1 = 1,2 m; j = ¿,i+1 ,. . .,m; tan sólo se
utiliza el triángulo superior y la diagonal principal, aunque se devuelve la matriz completa). [4]
muEEY: vector de medias; el elemento ¿-¿simo de ji se almacena en mu[i] (1 = 1,2,..
Parámetros de salida.- [1] aEE~m: vector de residuos evaluados en las estimaciones finales;
a[¿+Q—1)m] contiene el elemento ¿-¿simo del vector 4 (¡ = 1,2,...,n; ¿ = 1,2,...,m). [2)
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s¿gma2 CE: estimación del factor ¿ de [2.1.11]. [3]MCOVEEYPÉ#xnPor: matriz de covaríanzas
estimadas entrelos parámetros. [4] logfrEE: logaritmo de la función de verosimilitud (vid. [3.1.3])
1
evaluada en las estimaciones finales. [5] retcdEZ: código de causa de terminación del algoritmo;
puede ser uno de los devueltos por el algoritmo CONV o reícd = 6, indicando que las estimaciones
iniciales no son válidas. 4
Almacenamiento intermedio.- Un vector xEE~I~ar, donde npar es el n0 de parámetros a estimar
(calculado por el algoritmo). 4
Consideraciones adicionales.- [1] Este algoritmo sólo actúa de intermediario (driver) entre el usuario
y el algoritmo de estimación propiamente dicho (algoritmo MAXFVCN). [2] Es recomendable que
las estimaciones iniciales (incluidas las de la matriz Q) tengan un orden de magnitud homogéneo; S
dichas estimaciones pueden tomarse de los resultados obtenidos al estimar el modelo considerado
4por otros procedimientos más rápidos (MI/C, MSC con retrovisióit oMSC condicional). [3]Cuando
m = 1 (modelos univariantes), la descomposición [2.1.11] no tiene sentido, por lo que QQ[1,1]
4debe entrar igual a 1.0 e JQQ[1,1] igual a O (sólo es necesario estimar «2). [4] El algoritmo
devuelve en MCOV la matriz de covarianzas estimadas entre parámetros, que puede utilizarse
posteriormente para evaluar las desviaciones típicas y la matriz de correlaciones. [5] Para estimar e
la matriz E[&9’] debe realizarse posteriormente el producto de sigma2 por cada componente de QQ
(vid. [2.1.11] y nota [6) al final de la Sección 3.1); a este respecto, es importante seflalar que las 4
covarianzas devueltas en MCOV se refieren a los parámetros de QQ, no a los de E[&2T]. [6]Para
instrumentar en FORTRAN, Pascal o C el almacenamiento de las matrices ~‘» 0k (y sus 4
correspondientes IPH¡ e ¡THETA), vid, la introducción al Apéndice A.2. [71Si el único tipo de
restricciones consideradas consiste en fijar el valor de algunos parámetros de las matrices 1. O~, e
ji y Q, el algoritmo no requiere modificaciones. Por el contrario, si se contemplan otro tipo de
restricciones, ¿stas deben poder ser resueltas por sustitución y, en tal caso (i) debe codificarse
explícitamente la dependencia de cada componente de las matrices $~, 9~, ji y Q respecto a los
parámetros que se desea estimar (vid, algoritmo DEFPAR), (u) deben sustituirse las lineas 3-7 por 4
la definición explícita de las variables x y npar y (iii) todas las referencias a los parámetros ¡I’HJ,
¡THETA, ¿mu e ¡QQ deben ser suprimidas de todo el sistema.
Descripción.- En primer lugar, se define el vector de parámetros a estimar sobre la base de las
especificaciones de entrada. A continuación, se estima el modelo consideradomediante una llamada 4
al optimizador MAXFVCN. Por último, sobre la base de las estimaciones obtenidas, se evalúa el
vector de residuos y el logaritmo de la función de verosimilitud mediante una última llamada al
algoritmo [FVfl.
J
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Algoritmo:
(“Asignación de valores iniciales”)
1: /ogfv — 0.0. raed e. O. s¿gma2 e. 0.0.
2: POR ¿ = 110 mx,, DO a[¿] — 0.0.
(“Definición del vector de parámetros a estimar”)
3: ¡¿pare. O.
4: POR ¿ = 1 10 m DO
4.1: IP (¿mubl = 1) IHEN
4.1.1: ¡¿par e. ¡¡par + 1.
4.1.2: x[npar] e. mu[i].
5:FORk= lTOpDO
5.1: FORj = 1 ‘[Orn DO
5.1.1: POR ¿ = 1 ‘[Orn DO
5.1.1.1: IP (¡PHI(k)[4j] = 1) TREN
5.1.1.1.1: npar~ ¡¿par + 1.
5.1.1.1.2: 4¡¿par] — PH¡(k)[4.f].
6:PORk= 1TOqDO
6.1: FORj = 1 10 m DO
6.1.1: POR ¿ = 1 10 m DO
6.1.1.1: IP (¡THETA(kfl¿j] = 1) IHEN
6.1.1.1.1: tipar <—¡¿par + 1.
6.1.1.1.2: 4t¡par] e. THETA(k)[¿ ji.
7: POR ¿ = 1 ‘[0 m DO
7.1: PORJ = ¿10 m DO
7.1.1: IP (¡QQ[ij] = 1) OR (¡QQfJ,¿] = 1) IHEN
7.1.1.1: ¡¿pare. ¡¿par + 1
7.1.1.2: x[tipar] e. QQfi,j].
(“ Cálculos auxiliares “)
8: CEPSMQ(epsmaq).
9: g — max(,p,q).
10: POR ¿ = 1 10 ¡¿par DO
10.1: FORj = 1 ‘[O ¡¿par DO MCOlj4j] e. 0.0.
(“Estimación de los parámetros mediante el algoritmo MAXFVCN”)
11: MAXFVCN(PH¡, IPH¡, THETA, ¡THETA, QQ, ¡QQ, mu, ¿mu, w, a, m, p, ¿y, g, it. 6, epsmaq, ¡¿par, x,
MCOV, s¿gma2, raed).
(“Evaluación del logaritmo de la función de verosimilitud y del vector de residuos”)
12: FVE(PH¡, THETA, QQ, mu, w, a, m, p, ¿y, g, ti, 6, ‘[RIlE, tnzpl. ¡mp2, s¿gma2, /ogtI’, intmpl, epsmaq).
13: RETURN (“ Pin normal algoritmo MAXFV”)
eAPENDICE AA
El vector gradiente de la función objetivo
e
Para minimizar [3.1.8]mediante un método de propósito general (vid, nota [1]al final de la Sección 4
3.1) utilizando primeras derivadas analíticas, es necesario evaluar el vector gradiente de dicha función
objetivo . Derivando [3.1.81 con respecto a un parámetro genérico x1 (que será alguna componente de
•k’
0k’ Q o ji) se obtiene laj-ésima componente de su vector gradiente, que es: S
1 s611(x) tit...xTxvn~lx8(IlSXTX) YIQIXIDI~ +
— = OxOx~
(,Tq....XTX)mY.9i.9j.Y IDI~ + [A.3.1]
QJ,ATX)mY Ql Y±jD¡~X O¡Dj
n Ox
1
Si la función a minimizar es [3.1.15], para emplear un método especifico parasumas de cuadrados
con primeras derivadas analíticas (vid, nota [2] al final de la Sección 3.1), es necesario evaluar las
derivadas de cada sumando con respecto a x1. Derivando la i-ésima componente de [3.1.13] con respecto
a un parámetro genérico x~, se obtiene lo siguiente:
e
O4~¡1(x) 8 1 1
Ql >< lDI~” +
1—ini 1
1
,?1Y.IQI ini ~2i9i~¡DI2”»’ + [A.3.2]2m Ox1 á
1 l—2mn
1 OIDI2»:.:
2mn 8x,~
con ¿ = 1,2,...,mn. Por otro lado, derivando la ¿-¿sima componente de [3.1.14] con respecto a x1, se
obtiene lo siguiente:
4
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8X1(x) _ OX.
Ox1 Ox1
1X5Y~IQl
A- 2m
xiDI2»”’ +
1—2»’
2m Y O¡Q¡
8x,~
x + [A.3.3]
1—2»’.:
YÉIÉI
Ox,
11x—IDI2mn
con ¿ = 1,2,...,mg. Pinalmente, teniendo en cuenta en [A.3.1]que:
es evidente que para evaluar las derivadas [A.3.1], [A.3.2]y [A.3.3]es necesario evaluar previamente
las derivadas de ¡Ql, ‘~ Di y A con respecto a x1. En primer lugar (vid. Apéndice A.1):
— A7\)
8x,~
OIQI = Ql Y traza
Ox1
Ox1
[A.3.5][~~1&
En segundo lugar, teniendo en cuenta que >k = R4~ (k = 1,2,.. .,n; vid. [2.3.22]-[2.3.23]), es
evidente que:
Ox1
OR
+
.1
OdOk
Ox1
[A.3.6]
donde (vid. Apéndice A. 1):
dR
Ox1 [A.3.7]2 Ox1
Ox1
[A.3.4]
y derivando [2.3.2] con respecto a
A [os. OWk..q~
— L[~y-Wk~í+t Ox. ¡
¿‘=1 j J ±[!4kk~¿+OíOti1
con st = 1,2 ti. Nótese que 0~ = = OWJOxj = Od<>,/8x1 = O para i < 1. En tercer lugar, para
evaluar 01 DI/Ox,1 es necesario evaluar previamente la derivada de la matriz D con respecto a x1, ya que
000k
r j
_ OWk
Ox1
[A.3.8]
(vid. Apéndice A.1):
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!IRL= IDIxtraza¡jir¡2~~ [A39]
Ox1 Ox
Entonces, teniendo en cuenta [3.1.2]:
— — HTHM + [A.3.10] SOMT MTO(H¡~M+MTHTH2MOx,> Ox,> Ox,> Ox,>
á
Para evaluar esta expresión, hay que tener en cuenta que (vid. [2.3.33]y Apéndice A.!): 4
OM — !(V10V15 O(V10V1) [A.3.11]
Ox1 2 Ox1 d
donde (vid. Apéndice A. 1): s
T = T—i _______ [A.3.í2] 4
O(V10V1 §1 O<V¡O V1) Ti
Ox1 —(V101’) Ox.
y en [A.3.12]: a
T _ 0<
O(V10V1) _ OV~T OCr [A.3.13]
Ox,> Ox,> Ox. 1 J
Dado que los elementos de V1 sólo dependen de los parámetros AR y MA (vid. [2.1.18], [2 121]
ay [2.1.22]), para evaluar [A.3. 131 tan sólo hay que calcular la derivada 00/Ox,>, lo cual implica (vid.
[2.2.43]-[2.2.46])evaluar las expresiones Or~(—st)/Ox,> (st = 0,1,...,q) y Or(k)/0x1 (st = O,1,...,p). Para 4
el primer cálculo, es inmediato comprobar, por [2.2.6], que:
rO1’~4(—k) _ 4’ I±2rWa(~k+o+síOrwa(st)1—~e —e OQ [A.3.14]
_ ‘O jOx,> L> Ox> J Ox1
con st = 1,2 q y 041/x,> = 001/x,> = O para i > p e i > q, respectivamente. Para el segundo cálculo,
derivando la expresión [2.2.12] con respecto ax,>, se obtiene un sistema de m
2~+ 1> ecuaciones lineales
con m2(p+ 1) incógnitas (los ni2 elementos de cada uno de los p+1 vectores &y(k)IOx,>, st = 0,1,... ,p).
Dicho sistema puede escribirse de forma compacta como SU x, donde 5 = + F’2 (vid. [2.2.13]
y [2.2.14]),
12T = [O.y(0)T/Ox,>,Oy(1)T/Ox,>, ..., &yq)T/Ox,>], 0 = [ir(O)~’,ir(19 ..., rQuff] y los
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elementos del vector x se calculan como sigue:
0’I.
ir(st) — Ox,> Ox,>
para st = 0,1,... ,p, donde Ogst)/Ox,> puede obtenerse aplicando el operador vec a
(vid. [2.2.10]):
OW(k) _ Or~.(k)T
Ox> Ox,>
‘7
-r
i=1
[A.3.15]
la siguiente expresión
Fao. Or~.(st~OT
~ Ox
i
[A.3. 16]
Por tanto, una vez que sedispone de todas las cantidades necesarias para evaluar [A.3.11], tan sólo
hay que calcular O(HTH)/Ox,> para poder evaluar [A.3.10]. Si definimos P = HTH, teniendo en cuenta
[2.3.9], [2.3.10] y [2.2.22], es inmediato comprobar que, para ¿ =
[oxkí¡ XTOQ’x 2T~..i 03k+i-1 1Ox,> ¡
i J J
[A.3.17]
y para i = 2,3,...,g, h
,h —1
Ox,>
TOEn~i+I Q~I~ — T
h+I —z,Ñ1+1Q—’ 0~nh+1Ox~ ~n~~¿+ 1r- ‘2 Ox,>
[A.3.18]
Finalmente, para evaluar [A.3.17]y [A.3.18]hay que tener en cuenta que, por [2.3.8]:
Ox.
j k=I
[ k 1
Ox J
i i
[A.3. 19]
Ox,> Ox,>
y, por otro lado (vid. Apéndice A. 1):
_ [A.3.20]
En definitiva, las expresiones [A.3.10]-[A.3.20] permiten evaluar [A.3.9],por lo que para evaluar
las derivadas [A.3.1]-[A.3.3] de la función objetivo tan sólo resta obtener la expresión analítica de
OX/Ox~. Para ello, tan sólo hay que tener en cuenta que, como X es la solución del sistema LX =
1 •~ los¡ Py(k O ~r 1 ‘m®
j —. í=k+i Ox. jT(i....st)i
Ox,>
4
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entonces X = L..IMTh, por lo que:
OX _
Ox,> Ox,> 1W Ox.j
donde, teniendo en cuenta [A.3.11], tan sólo hay que evaluar (vid. [2.3.19]):
Ohk n—k
Ox,> = L
OZT T aRTOx,> + XTRT.92Qkl
Ox.
J J
[A.3.22]
con st = 1,2 g, y (vid. Apéndice A.1):
OL-‘
Ox,>
[A.3.23]
Ox,>
Todas las derivadas que aparecenen [A.3.22)ya están calculadas (vid. LA.3.61-[A.3.8] y [A.3.19]),
mientras que para evaluar [A.3.23] tan sólo hay que tener en cuenta que, como L es el factor de
Cholesky de la matriz Dde [3.1.2], entonces (vid. Apéndice A.!):
OL
Ox,>
01< _
Ox,>
— lDODL
2 Ox,>
[A.3.24]
[A.3.25]
Oxj
y esta última expresión puede evaluarse haciendo uso de [A.3.101.
En resumen, el cálculo ordenado de las derivadas que aparecen en [A.3.1]-[A.3.3] puede llevarse
a cabo mediante el siguiente procedimiento (algoritmo [AGRD]):
[AGR.D.1]Cálculo de O ¡Ql/Ox,> (evaluación directa de [A.3.5]).
[AGRD.2] Cálculo de
[2.1] Evaluar [A.3.8] con st = 1,2,...,n.
[2.21Evaluar [A.3.7].
[A.3.21]
a
4
1á
donde:
e
á
a
a
a
a
a
á
s
a
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[2.3] Evaluar [A.3.6] con st = 1,2 n.
[AGRD.3] Cálculo de O
[3.1] Evaluar [A.3.14] con st = 1,2,...,q.
[3.2] Evaluar [A.3.16] y [A.3.15]con st = 0,2,...,p.
[3.3] Resolver para U el sistema ~U= r con 5 = + F2 (vid. [2.2.3] y [2.2.4]) y = [x(09”,
..., irQ,)r], donde los x(k) son el resultado del paso [3.2].
[3.4] Formar la matriz 00/Ox, a partir de los pasos (3.1] y [3.3] (vid. [2.2.43]-[2.2.46]).
[3.5] Evaluar, por este orden, [A.3.13], [A.3.12]y [A.3.11] (OMIOx,».
[3.61Evaluar [A.3.20j y [A.3.191.
[3.7] Evaluar [A.3.17] y [A.3.18] [8(HTH)IOx,>].
[3.8] Evaluar [A.3.10] (ODIOx,>) haciendo uso de [3.5] y [3.7].
[3.9] Evaluar [A.3.9].
[AGRD.4] Cálculo de OX/Ox,>:
[4.1] Evaluar [A.3.22]con st = 1,2,...,g haciendo uso de cantidades evaluadas en [AGR.2] y [3.6].
(4.2] Evaluar [A.3.25]haciendo uso de [3.81.
[~~31Evaluar, por este orden, [A.3.24]y [A.3.23].
[4.4] Evaluar [A.3.21].
Para concluir, es importante señalar que el procedimiento [AGRD)ha de llevarse a cabo, en cada
iteración del proceso de minimización de (3.1.8] o de [3.1.15],un número de veces igual al número de
parámetros a estimar. La elevada carga computacional implícita en esa tarea sugiere la conveniencia de
evaluar numéricamente las primeras derivadas de la función objetivo. No obstante, podría tener inter¿s
codificar el procedimiento [AGRD]y hacer uso de él en la estimación, aunque a partir de la experiencia
práctica resumida en los resultados que se presentan en el Capitulo 3, esa tarea no se ha considerado
fundamental.
APENDICE A.5
Simulación de procesos ARMA multivariantes S
a
En este Apéndice se describe un procedimiento para simular observaciones generadas por un 4
proceso ARMA<,p,q) multivariante estocástico. Las series obtenidas con este procedimiento se han
empleado para realizar los ejercicios de estimación, en situaciones simuladas, que se presentan en el
CapItulo 3. Básicamente, el procedimiento utilizado es una simple extensión al contexto multivariantede
la metodología descrita en Ansley y Newbold (1980, pp. 181-2). 4
El problema consiste en obtener n observaciones m-variantes w~ (:= 1,2,... ,n) generadas j
recursivamente por la siguiente ecuación (vid. (2.! .3]-[2. 1.5]): á
= ji + ~ ~ + a1— [AS 1]
donde ~ = w,—ji y a1 (t= 1,2,.. .,n) es una sucesión de n observaciones independientes generadas por
una distribución Normal m-variante, caracterizada por: a
E[a1J = O [A.5.2]
«2’>T ?CQpiX»’) stO 14.5.3] SE[aíaí+k] =
con ¿>0 y Qsimétrica y definida positiva. En [A.5.l]-[A.5.3], ji, <‘¿ (frl,2,...,p), O~ (i=1,2, ,q),
¿ y Q son parámetros conocidos.
Para evaluar [A.5.1] desde ¡=1 hasta t=n, es necesario disponer de los p+q valores iniciales
Wi~p~ W2~p~ ..., %, ~i—q, ~ ..., a0, que recogemos en el vector u. (vid. [2.1.16]). Es inmediato
comprobar que u~—N(O, ¿O), donde O es la matriz de [2.2.43J-[2.2.47].Entonces, para estimar el 4
vector u~, tan sólo se necesita disponer de una sucesión e1 (t= 1,2,...,p+q) de p+q observaciones
1
independientes generadas por una distribución Normal m-variante, caracterizada por:
162 S
á
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E[e~] = [A.5.4]
E[eÍe~+k] = (m><m)’ —
WmXnO
ya que, si definimos ú~ = 01e, donde e~’ = [ef, 4, ..., <4 y O~ es el factor de Cholesky de O (O =
entonces es evidente que uZ~ tiene la distribución apropiada para constituir un conjunto adecuado
de valores iniciales (en concreto, E[d.] = O y E[Lú~] = ¿O).
Sobre la base de estas consideraciones, el procedimiento que se ha utilizado para generar una
realización de tamafio n de un proceso ARMA(p,q) multivariante, ha sido el siguiente:
[1] Generar 2000 observaciones procedentes de una distribución Normal m-variante con media O y
matriz de covarianzas ¿Q (vid. [A.5.2]-[A.5.3]).
[2] Seleccionar las n últimas observaciones, que componen la sucesión a~ (t= 1,2,...,n).
[3] Generar 2000 observaciones procedentes de una distribución Normal m-variante con media O y
matriz de covarianzas ¿1 (vid. [A.5.4]-[A.5.5]).
[41 Seleccionar las p+q últimas observaciones, que componen la sucesión e, (t= 1,2,. ..,p+q).
[5] Evaluar los elementos de la matriz O (vid. [2.2.43]-[2.2.47])y obtener su descomposición de
Cholesky (O =
[6] Evaluar los elementos del vector A. = 01e y utilizarlos como valores iniciales (vid. [2.1.16]) para
evaluar [A.5.1] desdet = 1 hastat = n.
La generación de números aleatorios, contenida en los pasos [1] y [3],se ha llevado a cabo
utilizando las rutinas oftecidas por 77w S.C.A. Sta:istical Sysrem (vid. Hudak y Liu (1991), cap. 12),
basadas en el método de Box y Muller (1958). Por último, cada una de las 100 realizaciones de a~ y e,
ha sido generada utilizando una semilla distinta en cada caso, por lo que los resultados de cada estimación
pueden considerarse razonablemente independientes entre sí.
4u
a
u
4
a
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