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Abstract
We propose a number of new algorithms for
learning deep energy models from data motivated
by a recent Stein variational gradient descent
(SVGD) algorithm, including a Stein contrastive
divergence (SteinCD) that integrates CD with
SVGD based on their theoretical connections,
and a SteinGAN that trains an auxiliary gener-
ator to generate the negative samples in maxi-
mum likelihood estimation (MLE). We demon-
strate that our SteinCD trains models with good
generalization (high test likelihood), while Stein-
GAN can generate realistic looking images com-
petitive with GAN-style methods. We show that
by combing SteinCD and SteinGAN, it is possi-
ble to inherent the advantage of both approaches.
1 Introduction
Energy-based models (EBMs) capture dependencies be-
tween variables by associating a scalar energy to each con-
figuration of the variables. Learning EBMs consists in find-
ing an energy function that assigns low energy to correct
values, and high energy to incorrect values. Energy-based
learning provides a unified framework for many learning
models, such as undirected graphical models (LeCun et al.,
2006), deep generative models (Ngiam et al., 2011; Xie
et al., 2016).
Maximum likelihood estimator (MLE) provides a funda-
mental approach for learning energy-based probabilistic
models from data. Unfortunately, exact MLE is intractable
to calculate due to the difficulty of evaluating the normal-
ization constant and its gradient. This problem has attracted
a vast literature in the last few decades, based on either ap-
proximating the likelihood objective, or developing alter-
native surrogate loss functions (see e.g., Koller & Fried-
man, 2009; Goodfellow et al., 2016, for reviews). Con-
trastive divergence (CD) (Hinton, 2002) is one of the most
important algorithms, which avoids estimating the normal-
ization constant by optimizing a contrastive objective that
measures how much KL divergence can be improved by
running a small numbers of Markov chain steps towards
the intractable energy model. CD has been widely used
for learning models like restricted Boltzmann machines and
Markov random fields (Carreira-Perpinan & Hinton, 2005;
Hinton & Salakhutdinov, 2006).
Although being able to train models that have high testing
likelihood, CD and other traditional energy-based learning
algorithms can not generate high quality samples that re-
semble real-world instances, such as realistic-looking im-
ages. This is because the real world instances live a rela-
tively low manifold which the the energy-based models can
not capture. This problem has been addressed by the recent
generative adversarial networks (GAN) (e.g., Goodfellow
et al., 2014; Radford et al., 2015; Salimans et al., 2016; Ar-
jovsky et al., 2017, to name only a few), which, instead of
training energy models, directly train generative networks
that output random samples to match the observed data by
framing the divergence minimization problem into a mini-
max game. By designing the generator using deep convolu-
tional networks (Radford et al., 2015), the prior knowledge
of the real-world manifold can be incorporated into learn-
ing. However, GAN does not explicitly assign an energy
score for each data point, and can over-fit on a subset of the
training data, and ignore the remaining ones. A promising
direction is to combine GAN-type methods with traditional
energy-based learning to integrate the advantages of both.
Based on a recent Stein variational gradient descent
(SVGD) algorithm for approximate inference (Liu &
Wang, 2016), we propose a number of new algorithms for
training deep energy models, including a Stein contrastive
divergence (SteinCD) that combines CD with SVGD based
on their theoretical connections, and a SteinGAN algorithm
that approximates MLE using a sampler (generator) that
amortizes the negative sample approximation. We show
that SteinCD and SteinGAN exhibit opposite properties,
SteinCD tends to learn models with high testing likelihood
but can not generate high quality images, while SteinGAN
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generates realistic looking images but does not generalize
well. Our SteinGAN approach suggests that it is possible to
generate high quality images comparable with GAN-type
methods using energy-based models, opening the possibil-
ity of combining the traditional energy-based learning tech-
niques with GAN approaches. In experiments, we show
evidence that by simply mixing SteinCD and SteinGAN
updates it is possible to obtain algorithms that combine the
advantage of both.
Outline Section 2 introduces background on Stein vari-
ational gradient descent and energy-based models. Sec-
tion 3 and 4 discuss our SteinCD and SteinGAN methods
for training energy-based models, respectively. Empirical
results are shown in Section 5. Section 6 concludes the
paper.
2 Background
In this section, we first introduce the background of Stein
variational gradient descent (SVGD) which forms the foun-
dation of our work, and then review energy-based proba-
bilistic models and contrastive divergence (CD). Our intro-
duction highlights the connection between SVGD and CD
which motivates us to propose SteinCD in Section 3.
2.1 Stein Variational Gradient Descent (SVGD)
Stein variational gradient descent (SVGD) (Liu & Wang,
2016) is a general purpose deterministic approximate sam-
pling method. The idea is to iteratively evolve a set of par-
ticles to yield the fastest decrease of KL divergence locally.
Let p(x) be a positive density function in Rd that we want
to approximate. Assume we start with a set of particles
{xi}ni=1 whose empirical distribution is q0(x) =
∑
i δ(x−
xi)/n, and want to move {xi}ni=1 closer to the target dis-
tribution p(x) to improve the approximation quality. To do
so, assume we update the particles by a transform of form
x′i ← xi + φ(xi), ∀i = 1, · · · , n,
where  is a small step size and φ is a velocity field that de-
cides the perturbation direction of the particles. Ideally, φ
should be chosen to maximally decrease the KL divergence
with p; this can be framed as the following optimization
problem:
φ∗ = arg max
φ∈F
{
KL(q0 || p)−KL(q[φ] || p)
}
, (1)
where q[φ] is the (empirical) distribution of x′ = x+φ(x)
when x ∼ q0, and F is a predefined function space that we
optimize over. Note that although KL(q0 || p) can be infi-
nite (or illy defined) when q0 is an empirical delta measure,
the difference of KL divergence in Eq. (1) can be finite be-
cause the infinite parts cancel out with each other. This can
be checked by first approximating q0 by a Gaussian mixture
with variance σ, and then show that the limit exists and is
finite when taking σ to zero.
Equation (1) defines a challenging nonlinear functional op-
timization problem. It can be simplified by assuming the
step size  → 0, in which case the decreasing rate of KL
divergence can be approximated by the gradient of the KL
divergence w.r.t.  at  = 0, that is,
φ∗ = arg max
φ∈F
{
− d
d
KL(q[φ] ‖ p)
∣∣
=0
}
. (2)
Further, Liu & Wang (2016) showed that the gradient ob-
jective in (2) can be expressed as a linear functional of φ,
− d
d
KL(q[φ] || p)
∣∣
=0
= Ex∼q0 [Tpφ(x)]
with Tpφ(x) def= 〈∇x log p(x), φ(x)〉+ 〈∇x, φ(x)〉,
where Tp is a linear operator acting on a d×1 vector-valued
function φ and returns a scalar-valued function, and Tp is
called the Stein operator in connection with the so called
Stein’s identity, which says that Ex∼q[Tpφ(x)] = 0 when
q = p as a result of integration by parts.
Therefore, the optimization in (2) reduces to
D(q0 || p) def= max
φ∈F
{
Ex∼q0 [Tpφ(x)]
}
, (3)
where D(q0 || p) provides a notation of discrepancy mea-
sure between q0 and p and is known as the Stein discrep-
ancy. If F is taken to be rich enough, D(q0 || p) = 0 only
if there exists no velocity field φ that can decrease the KL
divergence between p and q0, which must imply p = q0.
The problem can be further simplified by taking a set F
to have “simple” structures, but still remain to be infi-
nite dimensional to catch all the possible useful veloc-
ity fields. A natural choice, motivated by kernel meth-
ods (e.g., Scholkopf & Smola, 2001), is to take F to be
the unit ball of a vector-valued reproducing kernel Hilbert
space (RKHS) H = H0 × · · · × H0, where each H0 is
a scalar-valued RKHS associated with a positive definite
kernel k(x, x′), that is,
F = {φ ∈ H : ||φ||H ≤ 1}.
Briefly speaking, H is the closure of functions of form
φ(x) =
∑
i aik(x, xi), ∀ai ∈ Rd, xi ∈ Rd, equipped
with norm ||φ||2H =
∑
ij a
>
i ajk(xi, xj). With this choice,
Liu et al. (2016) showed the optimal solution of (3) is
φ∗/||φ∗||, where
φ∗(x′) = Ex∼q0 [Tp ⊗ k(x, x′)]
= Ex∼q0 [∇x log p(x)k(x, x′) +∇xk(x, x′)]. (4)
where Tp ⊗ f def= ∇ log p(x)f(x) + ∇xf(x) denotes the
outer product version of Stein operator, which acts on a
scalar-valued function f and outputs a d× 1 vector-valued
function (velocity field).
Therefore, φ∗ provides the best update direction within
RKHSH. By repeatedly applying this update starting with
a set of initial particles, we obtain the SVGD algorithm:
xi ← xi + φ∗(xi), ∀i = 1, . . . , n, (5)
φ∗(xi) =
1
n
n∑
i=1
[∇xj log p(xj)k(xj , xi) +∇xjk(xj , xi)].
Update (5) mimics a gradient dynamics at the particle level,
where the two terms inφ∗(xi) play different roles: the term
with the gradient ∇x log p(x) drives the particles toward
the high probability regions of p(x), while the term with
∇xk(x, xi) serves as a repulsive force to encourage diver-
sity as shown in Liu & Wang (2016).
It is easy to see from (5) that φ∗(xi) reduces to the typical
gradient ∇x log p(xi) when there is only a single particle
(n = 1) and ∇xk(x, xi) = 0 when x = xi, in which cases
SVGD reduces to the standard gradient ascent for maxi-
mizing log p(x) (i.e., maximum a posteriori (MAP)).
2.2 Learning Energy Models
SVGD is an inference process in which we want to find a
set of particles (or “data”) {xi}ni=1 to approximate a given
distribution p(x). The goal of this paper is to investigate
the learning problem, the opposite of inference, in which
we are given a set of observed data {xi}ni=1 and we want to
construct a distribution p, found in a predefined distribution
family, to best approximate the data.
In particular, we assume the observed data {xi}ni=1 is i.i.d.
drawn from an unknown distribution pθ = p(x | θ) indexed
by a parameter θ, of form
p(x | θ) = 1
Z(θ)
exp(f(x; θ)),
with Z(θ) =
∫
x
exp(f(x; θ))dx,
(6)
where f(x; θ) is a scalar-valued function that represents
the negative energy of the distribution, and Z(θ) is the par-
tition function which normalizes the distribution. A fun-
damental approach for estimating θ is the maximum likeli-
hood estimation (MLE):
θˆ = arg max
θ
{
L(θ | X) ≡ 1
n
n∑
i=1
log p(xi | θ)
}
, (7)
where L(θ | X) is the log-likelihood function. For the
energy-based model in (6), the gradient of L(θ | X) can
be shown to be
∇θL(θ | X) = Eq0 [∇θf(x; θ)]− Epθ [∇θf(x; θ)], (8)
where we still use q0(x) = 1n
∑n
i=1 δ(x−xi) to denote the
empirical distribution of data {xi}ni=1. This gives a gradi-
ent ascent update for solving MLE:
θ ← θ + µ(Eq0 [∇θf(x; θ)]− Epθ [∇θf(x; θ)]),
where µ is the step size. Intuitively, this update rule itera-
tively decreases the energy of the observed data (or the pos-
itive samples), while increases the energy of the negative
samples, drawn from the hypothesized model pθ. When
the algorithm converges, we should have∇θL(θ | X) = 0,
which is a moment matching condition between the empir-
ical and the model-based averages of∇θf(x; θ).
However, critical computational challenges arise, because
it is intractable to exactly calculate the model-based ex-
pectation Epθ [∇θf(x; θ)] and efficient approximation is
needed. One way is to use Markov chain Monte Carlo
(MCMC) to approximate the expectation (e.g., Geyer,
1991; Snijders, 2002). Unfortunately, MCMC-MLE is of-
ten too slow in practice, given that we need to approximate
the expectation repeatedly at each gradient update step.
Contrastive Divergence Maximum likelihood estima-
tion can be viewed as finding the optimal θ to minimize
the KL divergence between the empirical data distribution
q0 and the assumed model pθ:
min
θ
KL(q0 || pθ). (9)
Contrastive divergence (Hinton, 2002) is an alternative
method that optimizes a different objective function:
min
θ
{
CDk
def
= KL(q0 || pθ)−KL(qk || pθ)
}
, (10)
where qk is a distribution obtained by moving q0 towards pθ
for k steps, more precisely, by running k steps of Markov
transitions whose equilibrium distribution pθ, starting from
the empirical distribution q0. CDk is always non-negative
because running Markov chain forward can only decrease
the KL divergence (Cover & Thomas, 2012), and equals
zero only if q0 matches pθ. Observe that Eq. (10) and (1)
share a similar objective function, but optimize different
variables (φ vs. θ). Their similarity is the main motivation
of our Stein contrastive divergence algorithm (Section 3).
Taking gradient descent on the CDk objective (without dif-
ferentiating through qk) gives the following update rule:
θ ← θ + µ(Eq0 [∇θf(x; θ)]− Eqk [∇θf(x; θ)]). (11)
Compared with the MLE update (8), the CD-k update re-
places the “ideal” negative sample drawn from pθ with a
local k-step perturbation of the observed data. Although
CD-∞ can be viewed as MLE, the key observation of Hin-
ton (2002) is that even by using a small k, such as k = 1,
we obtain useful contrastive information about how the pa-
rameter θ should be improved.
Algorithm 1 Stein Contrastive Divergence (SteinCD)
Goal: Learn energy model (6) from data {xi}ni=1.
while no Converged do
1. Draw a minibatch of positive sample {x+i }mi=1 from
the training set.
2. Perform one step of SVGD update (Eq. 5) on
{x+i }mi=1 to get negative samples x−i by
x−i ← x+i + φ∗(x+i ), ∀i = 1, . . . ,m.
3. Update θ by
θ ← θ + µ
m
m∑
i=1
(∇θf(x+i ; θ)−∇θf(x−i ; θ)).
end while
3 Stein Contrastive Divergence
The performance of CD depends on the choice of Markov
chain it uses; it is clear that we should select the Markov
chain to minimize KL(qk || pθ) and hence maximize the
contrastive objective (10), bringing it closer to the MLE
objective (9). However, it is unclear how to frame the op-
timal choice of Markov chains into an solvable optimiza-
tion problem. SVGD provides a natural solution for this,
given that it explicitly provides the best perturbation direc-
tion that maximizes the very same contrastive objective.
To be more specific, assume we perturb the observed data
{xi}ni=1 with a deterministic transform x′ ← x+ φ(x) as
in SVGD, where the velocity field φ is decided jointly with
the model parameter θ by solving the following minimax
problem:
min
θ
max
φ∈F
{1

(KL(q0 || pθ)−KL(q[φ] || pθ))
}
. (12)
We then solve this problem by alternating between mini-
mizing θ and maximizing φ. Following the derivation of
SVGD, with small step size , φ has a closed form solution
shown in (4), and the gradient update of θ is
θ ← θ + µ(Eq0 [∇θf(x; θ)]− Eq[φ∗] [∇θf(x; θ)]), (13)
where we update θ using the result of one step of SVGD
update on the observed data as the negative samples. This
gives our Stein contrastive divergence shown in Algo-
rithm 1, which replaces the k-step Markov chain pertur-
bation in typical CD with a SVGD update.
Stein Score Matching We should keep the step size 
small to make the derivation valid. If we explicitly take →
0, then the minimax problem in (12) reduces to minimizing
the Stein discrepancy between the data distribution q0 and
model pθ, that is,
min
θ
D2(q0 || pθ), (14)
which is the result of Eq. (2) and (3). From this perspective,
it is possible to take (14) and directly derive a gradient de-
scent algorithm for minimizing the Stein discrepancy (14).
From D2(q0 || p) = Eq0 [Tpφ∗], we can derive that
∇θD2(q0 || pθ) = 2Ex∼q0 [∇θ∇xf(x; θ)φ∗(x)],
where∇θ∇xf(x; θ) is the (m×d)-valued cross derivative
of log p(x|θ), where m and d are the dimensions of θ and
x, respectively. This gives the following update:
θ ← θ − µEq0 [∇θ∇xf(x; θ)φ∗(x)]. (15)
We call this update rule Stein score matching in connec-
tion with the score matching algorithm (Hyva¨rinen, 2005)
which minimizes Fisher divergence.
In practice, it can be cumbersome to calculate the cross
derivative ∇θ∇xf(x; θ). It turns out the SteinCD update
(13) can be viewed as approximating ∇θ∇xf(x; θ) in (15)
with a finite difference approximation:
∇θ∇xf(x; θ)φ∗(x)
≈ −1

[∇θf(x; θ)−∇θf(x+ φ∗(x); θ))]. (16)
Plugging the above approximation into (15) gives (13).
Alternatively, it is also possible to use a symmetric finite
difference formula:
∇θ∇xf(x; θ)φ∗(x)
≈ − 1
2
((∇θf(x− φ∗(x); θ)−∇θf(x+ φ∗(x); θ)).
This corresponds to
θ ← θ + µ(Eq[−φ∗] [∇θf(x; θ)]− Eq[φ∗] [∇θf(x; θ)]),
(17)
which perturbs the data on both opposite directions and
uses the difference to guild the update of θ.
In practice, we prefer the original update (13) because of
its simplicity. Note that unlike SVGD, there is no cost in
using a small step size beyond the error caused by numeri-
cal rounding, since we just need to obtain a correct moving
direction, do not need to actually move the particles (the
observed data) to pθ. Therefore, we can use a relatively
small , in which case (13), (15) and (17) are all close to
each other.
It is worth comparing Stein score matching (15) with the
(Fisher) score matching (Hyva¨rinen, 2005), which esti-
mates θ by minimizing the Fisher divergence:
min
θ
{
F(q0 || pθ) def= Eq0 [||∇x log q0 −∇x log pθ||22]
}
.
(18)
Fisher divergence is a stronger divergence measure than
Stein discrepancy, which equals infinite (like KL di-
vergence) if q0 is an empirical delta measure, because
∇x log q0 does not exist for delta measures. In contrast,
Stein discrepancy remains to be finite for empirical mea-
sure q0 because it depends on q0 only through the empirical
averaging Eq0 [·].
Nevertheless, like the case of KL divergence, the infinite
part of Fisher divergence does not depend on θ, and it is still
possible to minimize (18) as shown in Hyva¨rinen (2005),
by using integration by parts. The main disadvantage of
Fisher score matching is that it has a relatively complex
formula, and involves calculating a third order derivative
∂3 log p(x|θ)/∂θ∂x2 that makes it difficult to implement.
In contrast, SteinCD only involves calculating the first or-
der derivatives and is straightforward to implement.
4 Amortized MLE
CD-type algorithms have been widely used for learning
energy-based models, and can often train models with good
test likelihood. However, models trained by CD can not
generate realistic looking images (when pθ is used to model
image pixels). This is because CD learns the models based
on a local perturbation in the neighborhood of the observed
data, and does not explicitly train the model to create im-
ages from scratch. This problem has been addressed re-
cently by generative adversarial networks (GAN) (Good-
fellow et al., 2014; Radford et al., 2015), which explicitly
train a generator, a deep neural network that takes random
noise and outputs images, to match the observed data with
the help of a discriminator that acts adversarially, to distin-
guish the generated data from the observed ones. Motivated
by GAN, we modify the MLE and CD idea to explicitly in-
corporate a generator into the training process.
Our idea is based on “amortizing” the sampling process of
pθ with a generator and use the simulated samples as the
negative samples to update θ. To be specific, let G(ξ; η)
be a neural network that takes a random noise ξ as input
and outputs a sample x, with a parameter η which we shall
adjust adaptively to make the distribution of x = G(ξ; η)
approximates the model pθ = p(x|θ), and we update θ by
θ ← θ + µ(Ep0 [∇f(x; θ)]− EGη [∇f(x; θ)]), (19)
where EGη [·] denotes the average on random variable x =
G(ξ; η). The key question here is how to update η so that
the distribution of x = G(ξ; η) closely approximates the
target distribution pθ. This problem is addressed by a re-
cent amortized SVGD algorithm (Wang & Liu, 2016), as
we introduce as follows.
Amortized SVGD The idea of amortized SVGD is to
leverage the Stein variational gradient direction (2) to guid
the update of the generator G(ξ; η), in order to match its
output distribution with pθ. To be specific, at each itera-
tion of amortized SVGD, we generate a batch of random
outputs {xi} where xi = G(ξi; η), based on the current
parameter η. The Stein variational gradient φ∗(xi) in (5)
would then ensure that x′i = xi + φ
∗(xi) forms a better
approximation of the target distribution pθ. Therefore, we
should adjust η to make the output of the generator match
the updated points x′i. This can be done by updating η via
η ← arg min
η
n∑
i=1
||G(ξi; η)− xi − φ∗(xi)||22. (20)
Essentially, this projects the non-parametric perturbation
direction φ∗(xi) to the change of the finite dimensional
network parameter η. Assume the step size  is taken to
be small, so that a single step of gradient descent provides
a good approximation of Eq. (20). This gives a simpler
update rule:
η ← η + 
∑
i
∂ηG(ξi; η)φ
∗(xi), (21)
which can be intuitively interpreted as a form of chain
rule that back-propagates the SVGD gradient to the net-
work parameter η. In fact, when there is only one par-
ticle, (21) reduces to the standard gradient ascent for
maxη log pθ(G(ξ; η)), in which Gη is trained to “learn
to optimize” (e.g., Andrychowicz et al., 2016), instead of
“learn to sample” pθ. Importantly, as there are more than
one particles, the repulsive term ∇xk(x, xi) in φ∗(xi) be-
comes active, and enforces an amount of diversity on the
network output that is consistent with the variation in pθ.
Amortized MLE Updating θ and η alternatively with
(19) and (20) or (21) allows us to simultaneously train an
energy model together with a generator (sampler). This ap-
proach is presented as Algorithm 2. Compared with the
traditional methods based on MCMC-MLE or contrastive
divergence, we amortize the sampler as we train, which
saves computation in long term and simultaneously pro-
vides a high quality generative neural network that can gen-
erate realistic-looking images.
Formally, our method can be viewed as approximately
solving the following minimax objective function based on
KL divergence:
min
θ
max
η
{
KL(q0 || pθ)−KL(q[Gη ] || pθ)
}
, (22)
where q[Gη] denotes the distribution of the output of the
generator x = G(ξ; η). Here the energy model pθ, serving
as a discriminator, attempts to get closer to the observed
data q0, and keep away from the “fake” data distribution
q[Gη], both in terms of KL divergence, while the genera-
tor Gη attempts to get closer to the energy model pθ using
amortized SVGD. We call our method SteinGAN to reflect
this interpretation. It can be viewed as a KL-divergence
variant of the GAN-style adversarial game (Goodfellow
et al., 2014).
Algorithm 2 Amortized MLE (also called SteinGAN)
Goal: Learn energy model (6) from data {xi}ni=1.
while not converged do
1. Draw minibatch {x+i }mi=1 from the training data.
2. Draw {ξi}mi=1 from the noise prior. Calculate the
negative sample x−i = G(ξi; η), i = 1, . . . ,m.
3. Update the generator parameter η by
η ← η + 
m
m∑
i=1
[∂ηG(ξi; η)φ
∗(x−i )], where
φ∗(·) = 1
m
m∑
j=1
[∇x−j f(x
−
j ; θ)k(x
−
j , ·)+∇x−j k(x
−
j , ·)].
4. Update the parameter θ
θ ← θ + µ
m
m∑
i=1
(∇θf(x+i ; θ)−∇θf(x−i ; θ)). (23)
end while
Related Work The idea of training energy models with
neural samplers was also discussed by Kim & Bengio
(2016); Zhai et al. (2016); one of the key differences is that
the neural samplers in Kim & Bengio (2016); Zhai et al.
(2016) are trained with the help of heuristic diversity regu-
larizers, while SVGD enforces the diversity in a more prin-
cipled way. Another method by Zhao et al. (2016) also
trains an energy function to distinguish real and simulated
samples, but within a non-probabilistic framework.
Generative adversarial network (GAN) and its variants
have recently gained remarkable success in generating
realistic-looking images (Goodfellow et al., 2014; Sali-
mans et al., 2016; Radford et al., 2015; Li et al., 2015; Dz-
iugaite et al., 2015; Nowozin et al., 2016; Arjovsky et al.,
2017, to name a few). All these methods are set up to train
implicit models specified by the generators, and are differ-
ent from the energy model assumption. The main motiva-
tion of SteinGAN is to show the possibility of obtaining
comparable image generation results using energy-based
learning, allowing us to combine the advantages of these
two types of approaches.
5 Experiments
We evaluated SteinCD and SteinGAN on four datasets,
including MNIST, CIFAR-10, CelebA (Liu et al., 2015),
and Large-scale Scene Understanding (LSUN) (Yu et al.,
2015). We observe: 1) SteinCD tends to outperform typical
CD equipped with Langevin dynamics; 2) SteinCD tends to
provide better test likelihood than SteinGAN, while Stein-
GAN generates better images; 3) by interleaving SteinCD
and SteinGAN updates, it is possible to combine advan-
tages of both, obtaining both good testing likelihood and
images. We will provide code to reproduce our experi-
ments.
5.1 Restricted Boltzmann Machine on MNIST
In this section, we evaluate our methods on MNIST and
use a simple Gaussian-Bernoulli Restricted Boltzmann Ma-
chines (RBM) as our energy-based model, which allows
us to accurately evaluate the test likelihood. Gaussian-
Bernoulli RBM is a hidden variable model of form
p(x, h) =
1
Z
exp(
1
2
x>Bh+ b>x+ c>h− 1
2
||x||22),
where x ∈ Rd is a continuous observed variable and h ∈
{±1}` is a binary hidden variable; Z is the normalization
constant. By marginalizing out the hidden variable h, we
obtain p(x) = exp(f(x))/Z with negative energy
f(x) = b>x− 1
2
||x||2 + σ(B>x+ c),
where σ(h) =
∑`
i=1 log(exp(hi) + exp(−hi)). To eval-
uate the test likelihood exactly, we use a small model with
only ` = 10 hidden units which allows us to calculate logZ
using exact variable elimination. We use mini-batches of
size 100 and Adam (Kingma & Ba, 2014) for our gradi-
ent updates. Following Liu & Wang (2016), we use a RBF
kernel k(x, x′) = exp(−||x− x′||22/h) in SVGD, with the
bandwidth h selected to be med2/ logm (med is the me-
dian of the pairwise distance of {xi} andm is the minibatch
size). For SteinGAN, the generator consists of 2 fully con-
nected layers, followed by 2 deconvolution layers with 5×5
filters.
Figure 1(a) shows the test likelihood of the CD-type meth-
ods, where we can find that SteinCD (with a single step of
SVGD) outperforms both CD-1 and CD-10 equipped with
Langevin dynamics. We also evaluated the test likelihood
of SteinGAN but find it gives worse test likelihood (not
shown in the figure). The advantage of SteinGAN, how-
ever, is that it trains a generator G(ξ; η) that produces high
quality and diverse images (Figure 1(c)), which SteinCD
can not generate (even when we train another generator
G(ξ; η) on the energy model obtained by SteinCD, which
has better test likelihood).
Mixing SteinCD and SteinGAN It seems that SteinCD
and SteinGAN have opposite properties in terms of test
likelihood and image quality. This motivates us to inte-
grate SteinCD and SteinGAN to combine their advantages.
In order to do this, we replace the neural-simulated sam-
ple x = G(ξ; η) (step 4 in Algorithm 2) with the SVGD-
updated sample in SteinCD (step 2 of Algorithm 1) with a
probability α. We use SteinCD-GAN(α) to denote this al-
gorithm, which reduces to SteinCD with α = 1 and Stein-
GAN with α = 0.
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Figure 1: Results of RBM on MNIST. (a) test data log likelihood of SteinCD and typical CD-1 and CD-10 with Langevin dynamics.
(b) Inception score and test data log likelihood of SteinGAN-CD(α) with different α, which reduces to SteinGAN when α = 0 and
SteinCD when α = 0. (c) Samples generated by SteinGAN; (d) Samples generated by SteinGAN when the kernel is turned off.
The performance of SteinCD-GAN(α) with different α-
values is shown in Figure 1(b), where we find that mix-
ing even a small percentage of CD-updates (e.g., ≤ 25%)
can significantly improve the test likelihood, even slightly
higher than the pure SteinCD algorithm.
We also evaluate the inception score of the images gen-
erated by SteinCD-GAN(α), using an inception model
trained on the MNIST training set (result averaged on
50,000 generated images). As shown in Figure 1(b), we
find that adding CD updates seems to deteriorate the im-
age quality, but only slightly unless we use 100% CD up-
dates (α = 1). Overall, Figure 1(b) suggests that by mix-
ing SteinGAN with a small percentage of CD updates (e.g.,
α = 25%), we obtain results that perform well both in
terms of test likelihood and image quality.
Effect of the Repulsive Force As it is discussed in Sec-
tion 2.1, the repulsive term ∇xk(x, x′) in SVGD (5) en-
forces the particles to be different from each other and pro-
duces an amount of variability required for generating sam-
ples from p(x). In order to investigate the effect of the re-
pulsive term ∇xk(x, x′). We test a variant of SteinGAN
in which the Stein variational gradient φ∗(x) is replaced
by the typical gradient ∇x log p(x|θ) (or, effectively, use a
constant kernel k(x, x′) = 1 in φ∗(x)); this corresponds to
an amortized variant of Viterbi learning (Koller & Fried-
man, 2009), or Herding algorithm (Welling, 2009) that
maximizesEq0 [log p(x|θ)]−maxη Eξ[log p(G(ξ; η)|θ)], as
the learning objective function.
As shown in Figure 1(d), SteinGAN without the kernel
tends to produce much less diverse images. This suggests
that the repulsive term is responsible for generating diverse
images in SteinGAN.
5.2 Deep Autoencoder-based SteinGAN
In order to obtain better results on realistic datasets, we test
a more complex energy model based on deep autoencoder:
p(x|θ) ∝ exp(−||x−D(E(x; θ); θ)||), (24)
where x denotes the image and E(·), D(·) is a pair of
encoder/decoder function, indexed by parameter θ. This
choice is motivated by Energy-based GAN (Zhao et al.,
2016) in which the autoencoder is used as a discrimina-
tor but without a probabilistic interpretation. We assume
G(ξ; η) to be a neural network whose input ξ is a 100-
dimensional random vector drawn by Uniform([−1, 1]).
Leveraging the latent representation of the autoencoder,
we find it useful to define the kernel k(x, x′) on the en-
coder function, that is, k(x, x′) = exp(− 1h2 ||E(x; θ) −
E(x′; θ)||2). We take the bandwidth to be h = 0.5 ×
med/ logm, where med is the median of the pairwise dis-
tances between E(x) on the image simulated by f(η; ξ).
This makes the kernel change adaptively based on both θ
(through E(x; θ)) and η (through bandwidth h). Note that
the theory of SVGD does not put constraints on the choice
of positive definite kernels, and it allows us to obtain better
results by changing the kernel adaptively during the algo-
rithm.
Some datasets include both images x and their associated
discrete labels y. In these cases, we train a joint energy
model on (x, y) to capture both the inner structure of the
images and its predictive relation with the label, which al-
lows us to simulate images with a control on the category
which it belongs to. Our joint energy model is defined by
p(x, y|θ) ∝ exp{− ||x−D(E(x; θ); θ)||
−max[m, σ(y, E(x; θ))]}, (25)
where σ(·, ·) is the cross entropy loss function of a fully
connected output layer. In this case, our neural sampler
first draws a label y randomly according to the empirical
counts in the dataset, and then passes y into a neural net-
work together with a 100 × 1 random vector ξ to generate
image x. This allows us to generate images for particular
categories by controlling the value of input y.
We compare our algorithm with DCGAN. We use the same
generator architecture as DCGAN. To be fair, our energy
model has comparable or less parameters than the discrim-
inator in the DCGAN. The number of parameters used are
summarized in Table 1.
airplane
automobile
bird
cat
deer
dog
frog
horse
ship
truck
DCGAN SteinGAN SteinGAN w/o kernel
Real Training Set 500 Duplicate DCGAN SteinGAN SteinGAN w/o kernel
Inception Score 11.237 11.100 6.581 6.711 6.243
Testing Accuracy 92.58 % 44.96 % 44.78 % 61.09 % 60.50 %
Figure 2: Results on CIFAR-10. “500 Duplicate” denotes 500 images randomly subsampled from the training set, each duplicated 100
times. Upper: images simulated by DCGAN and SteinGAN (based on joint model (25)) conditional on each category; Lower: Inception
scores for samples generated by various methods (all with 50,000 images) on inception models trained on ImageNet (Salimans et al.,
2016), and testing accuracies on the real testing set when train ResNet classifiers (He et al., 2016) on 1) Real Training Set, 2) 100 copies
of 500 examples taken at random from the real training set, 3) 50,000 samples from DCGAN, 4) 50,000 samples from SteinGAN, and
5) 50,000 samples from SteingGAN w/o kernel, respectively. We set m = 1 in Eq.(25).
Stabilization In practice, we find it is useful to modify
(23) in Algorithm 2 to be
θ ← θ + µ
m
m∑
i=1
(∇θf(x+i ; θ)− (1− γ)∇θf(x−i ; θ)),
where γ is a discount factor (which we take to be γ = 0.7).
This is equivalent to maximizing a regularized likelihood:
max
θ
{log p(x|θ) + γΦ(θ)}.
where Φ(θ) = logZ(θ) is the log-partition function (see
(6)); note that exp(γΦ(θ)) is a conjugate prior of p(x|θ).
We initialize the weights of both the generator and discrim-
inator from Gaussian distribution N (0, 0.02), and train
them using Adam (Kingma & Ba, 2014) with a learning
rate of 0.001 for the generator and 0.0005 for the energy
model (the discriminator). To keep the generator and dis-
criminator approximately aligned during training, we speed
up the θ-update (by increasing the discount factor to 0.9)
when the energy of the real data batch is larger than the
energy of the simulated images. We used the architecture
guidelines for stable training suggested in DCGAN (Rad-
ford et al., 2015).
Discussion CIFAR-10 includes diverse objects, but has
only 50,000 training examples. Figure 2 shows examples
of simulated images by DCGAN and SteinGAN gener-
ated conditional on each category, which look equally well
visually. It is still an open question on how to quanti-
tively evaluate the quantities of simulated images. In order
Cifar10 CelebA & LSUN
DCGAN ∼ 17m ∼ 17m
SteinGAN ∼ 10m ∼ 2.5m
Table 1: Comparison of number of parameters used in discrimi-
nator networks. We use the same generator network as DCGAN
through out our experiments.
to gain some understanding, here we report two different
scores, including the inception score proposed by Salimans
et al. (2016), and the classification accuracy when training
ResNet using 50, 000 simulated images as train sets, eval-
uated on a separate held-out testing set never seen by the
GAN models. Besides DCGAN and SteinGAN, we also
evaluate another simple baseline obtained by subsampling
500 real images from the training set and duplicating them
100 times. We observe that these scores capture rather dif-
ferent perspectives of image generation: the inception score
favors images that look realistic individually and have uni-
formly distributed labels; as a result, the inception score of
the duplicated 500 images is almost as high as the real train-
ing set. We find that the inception score of SteinGAN is
comparable with DCGAN. On the other hand, the classifi-
cation accuracy measures the amount information (in terms
of classification using ResNet) captured in the simulated
image sets; we find that SteinGAN achieves higher clas-
sification accuracy, suggesting that it captures, at least in
some perspective, more information in the training set.
Figure 3 and 4 visualize the results on CelebA (with more
than 200k face images) and LSUN (with nearly 3M bed-
room images), respectively. We cropped and resized both
DCGAN SteinGAN
Figure 3: Results on CelebA. Upper: images generated by DCGAN and our SteinGAN. Lower: images generated by SteinGAN when
performing a random walk ξ ← ξ+0.01×Uniform([−1, 1]) on the random input ξ; we can see that a man with glasses and black hair
gradually changes to a woman with blonde hair.
DCGAN SteinGAN
Figure 4: Images generated by DCGAN and our SteinGAN on LSUN.
dataset images into 64× 64.
6 Conclusion
We propose a number of new algorithms for learning deep
energy models, and demonstrate their properties. We show
that our SteinCD performs well in term of test likelihood,
while SteinGAN performs well in terms of generating real-
istic looking images. Our results suggest promising direc-
tions for learning better models by combining GAN-style
methods with traditional energy-based learning.
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