The Pseudo-Spectral Time Domain (PSTD) method is an alternative time-marching method to classical leapfrog finite difference schemes in the simulation of wave-like propagating phenomena. It is based on the fundamentals of the Fourier transform to compute the spatial derivatives of hyperbolic differential equations. Therefore, it results in an isotropic operator that can be implemented in an efficient way for room acoustics simulations. However, one of the first issues to be solved consists on modeling wall absorption. Unfortunately, there are no references in the technical literature concerning to that problem. In this paper, assuming real and constant locally reacting impedances, several proposals to overcome this problem are presented, validated and compared to analytical solutions in different scenarios.
Introduction
The sound distribution in a room is the consequence of the complex sound wave phenomena appearing due to the geometry of the room and the absorbing properties of the walls, ceiling and floor [1] . Furthermore, the particular combination of the acoustic phenomena, i.e. corners diffraction, frequencydependent absorption.. gives a distribution of acoustic variables which strongly depends on position and time.
The acoustic phenomena in rooms is very complex and in general it is extremely hard to find analytical expressions for the complete characterization of the acoustic field. For this reason, the use of computers to predict the acoustic field in rooms has become an important tool for the acoustic design in room acoustics [2] .
Usually, two big groups are considered to classify computer room acoustics simulations [3] : geometric methods, and wavebased methods. The first group embraces a set of algorithms based on the assumption that sound wavelengths are significantly smaller than the size of the objects found in the room. Among these methods, the most popular ones are the raytracing based algorithms [4] , the image-source method [5] and the recently proposed beam tracing methods [6] . Nevertheless, a considerable disadvantage of these methods is the fact that they do not include directly wave phenomena such as interferences or diffraction. Therefore, the results obtained with such algorithms are inaccurate in the low frequency range, leading to erroneous predictions in that range.
For that reason, the second group of wave-based methods arises as a very interesting alternative. These methods are based on numerical solutions of the partial differential equations that govern the sound propagation in rooms. A room is characterized by its geometry and by the materials of the walls, ceiling and floor, which are the boundary conditions of the system. Since to analytically solve a boundary value problem is not straightforward, wave-based methods are the best option to found a solution with a high degree of accuracy. From that point of view, a considerable number of alternatives are commonly applied: from the Finite Element Methods [7, 8] or Boundary Element Methods [9] which were developed originally for solving acoustic problems in the frequency domain; to the Finite Difference in the Time Domain (FDTD) [10] or Digital Waveguide Mesh methods (DWM) [11] usually devised to solve transient acoustic phenomena. All these wave methods provide different advantages and disadvantages depending on their computational cost and complexity. However, the most prominent difference lies in their applicability: the frequency-based methods provide results for a particular frequency, and thus, for steady-state situations; whereas if the scope of the simulation is to predict the impulse responses of an enclosure, the time-domain methods need just one simulation to obtain the results. For that reason, this last group of simulation methods is widely used in room acoustics, where the computation of impulse responses is a central issue. It is worth mentioning that in the last years variants of FEM and BEM have been developed to treat acoustic problems in the time-domain Ref. [12] .
The most used time-domain (or discrete-time) methods in room acoustics are the previously mentioned FDTD and DWM, together with their more sophisticated variants such as the interpolated [13] and the triangular/tethraedrical [14, 15] DWM. Recently other alternative methods such as the Transmission Line Matrix (TLM) [16] and Functional Transformation Method (FTM) [17] have been proposed.
An alternative to the common time-domain methods are the emerging class of spectral algorithms known as PseudoSpectral Time Domain (PSTD) methods. The most popular PSTD method is the so-called Fourier spectral method [18] which uses Fourier transforms for computing the spatial derivatives. Due to the fact that spatial derivatives are evaluated in a Fourier basis, the Fast Fourier Transform algorithm [19] can be used for the efficient computation of the derivatives. A major further advantage over the FDTD method is the low numerical dispersion that is observed [18, 20, 21] . The numerical accuracy of the Fourier spectral method for the determination of phase properties in a given structure is therefore improved with respect to the common FDTD methods. In the last years PSTD have been used in different fields such as the propagation of acoustic waves [22] , modeling of piezoelectric transducers [23] or simulation of photonic devices [24] .
In this paper we present a frequency independent impedance boundary condition for PSTD. These boundary conditions are appropriate for room acoustics, where the locally reacting impedance behavior has to be simulated. The results obtained from this new boundary condition algorithm are tested and validated by means of a multidimensional experiments. The issue of impedance boundary conditions for PSTD has never been treated in the technical literature and opens the possibility of using pseudo-spectral techniques in room acoustics and other related fields of research.
The paper is organized as follows: in Sec. 2 we introduce spectral methods and the explicit PSTD based on Fourier transforms is presented for the wave equation and it is compared with the FDTD method; in Sec. 3 different impedance boundary conditions are presented and tested; in Sec. 4 numerical results are discussed; and, finally, in Sec. 5 we present the conclusions. Technical aspects regarding the stability of the proposed algorithms are left to the Appendices.
The PSTD algorithm
Although the Fourier spectral PSTD method introduced by Liu [18] was originally formulated for the numerical solution of Maxwell's equations, it can be easily adapted to acoustic wave propagation [22] . In this section we review the basic formulation of the PSTD method and give a brief overview of the main features of PSTD when compared with FDTD/DWM methods.
Formulation
The difference between the common FDTD methods and PSTD lies in the treatment of the spatial derivatives which in the case of PSTD are computed by using discrete Fourier transforms. To illustrate this, let us consider a one dimensional domain of size L and an evolving physical quantity u(x, t). Consider that ∆x = L/N x is used as the cell size and N x is the number of grid points. It is well known that the approximation of the spatial derivative can be written in general as:
where F x and F −1 x denote the Fourier transform over the xaxis and its inverse respectively; k x is the wavenumber and ι = √ −1. More concretely, using the discrete Fourier transform, the spatial derivative at the locations x = i∆x, i = 0, 1, ..., N x −1, is given by a trigonometric polinomial:
where k m = 2πm/L, and u(m) is the Fourier series
Interestingly, the discrete Fourier transforms in Eqs. (2) and (3) can be obtained efficiently by using a FFT algorithm [19] , with a number of operations of the order of (N x log 2 N x ). It is worth mentioning the fact that from the Nyquist sampling theorem, the derivative in Eq. (2) is exact for ∆x ≤ λ/2 (λ being the wavelength) 1 which implies that even with two cells per wavelenght, the PSTD method does not produce phase error due to the spatial discretization [18] . This makes the PSTD method far better than the more common FDTD methods for the numerical study of high-frequency problems or if long-time solutions are needed.
An explicit form of the PSTD method for the wave equation in three dimensions can be easily derived,
whereF µ denote the discrete Fourier transform over the µ-axis. n µ is the index of the discrete Fourier Transform; N µ are the total grid point over the µ-axis; and the : symbol denotes all spatial samples along the µ-coordinate. The second order temporal derivative is approximated by a centered finite difference operator and the second order spatial derivative uses the Fourier techniques explained above. In Eq. (4), c is the speed of sound; p stands for the acoustic pressure; the index n is the time step; ∆t is the time discretization; (i, j, k) are the three-dimensional spatial coordinates and ∆x, ∆y and ∆z represent the spatial discretization in each axis.
A standard Von Neumann analysis [26] yields the following relation for the stability Courant number, S, when ∆x = ∆y = ∆z = ∆:
where D represents the dimension (in the case of Eq. (4), D = 3). Note that S in PSTD method is smaller than in FDTD method (S ≤ 1/ √ D) which means that PSTD is stable for larger cell sizes than FDTD (with the same time discretization step). More relevant is the fact that, from a dispersion error point of view, PSTD methods exhibit a perfectly isotropic relation, which means that the ratio between the theoretic speed of sound and the actual speed of plane waves traveling through the numerical domain, c num , does not depend on the propagation angle θ [21].
Additional Remarks
One of the most important drawbacks of the FDTD methods for room acoustics applications is the inherent dispersion error [20, 26] . As an example, we consider the dispersion relation for the classical leapfrog scheme in two dimensions [27] :
where N λ = λ/∆x is the number of cells per wavelength (cpw), being λ the wavelength. From Eq. (6) it can be seen that the numerical speed of sound, c num , depends strongly not only on the Courant stability number, S, and the number of cells per wavelenght, N λ , but also on the direction of wave propagation across the two dimensional domain, θ.
One remarkable property of the PSTD method is the isotropy of the numerical speed of propagation. More specifically, for large enough numerical domains a simple dispersion relation can be obtained [20] :
where T is the period of the wave and N T controls the time discretization. Note that the dispersion error does not depend on the angle of propagation. This fact allows to easily correct the dispersion error (at each frequency) avoiding erroneous results in the computation of acoustic impulse responses.
In the last years, some research has been devoted to the improvement of dispersion errors in FDTD/DWM methods [13, 14, 28] . These algorithms improve the isotropy of the numerical sound propagation at the expense of computational cost. Figure 1 plots the normalized numerical speed of sound coming from the dispersion relations, Eq. (6) for FDTD and Eq. (7) for PSTD, as a function of the angle of propagation (with respect the x-axis). We use the maximum value of the Courant number, S, allowed for each algorithm at different values of N λ . Observe that the dispersion error in the leapfrog FDTD scheme depends strongly on the angle of propagation instead of PSTD method. Moreover it is worth mentioning that PSTD gives less severe values of c num at each N λ . Therefore, from the dispersion error point of view, the PSTD method is clearly more suitable for room acoustic applications.
Another important feature of the PSTD method in comparison with FDTD methods is the reduction in computational cost. On the one hand, PSTD simulations require the computation of Fourier transforms which can be computed very efficiently through the Fast Fourier Transform algorithms [19] ; on the other hand -and probably the most compelling feature -PSTD do not produce phase error even for two cells per wavelength, i.e N λ = 2 [18] . This last property allows for a simulation of large spaces and computation of very long acoustic impulse responses. However, as can be seen in Fig. 1 , 5 cpw will still be required if the dispersion error is to be kept to about 1% or less.
Boundary conditions
In this section we present a locally reacting impedance boundary condition for the PSTD algorithm. In the past, most efforts have been mainly focused on the implementation of absorbing boundary conditions in order to avoid the Gibb's phenomenon produced by using the discrete Fourier transforms for the derivatives. The Gibb's phenomenon is produced due to the periodic boundary conditions introduced when using the discrete Fourier transform. The consequence is that the Fourier series are truncated and spurious reflection signals appear at the boundaries [29] . The best way to implement perfectly absorbing boundary conditions is the so-called Perfectly Matched Layer (PML) [30] [31] [32] .
Some applications, such as room acoustics modeling and aeroacoustics, require to define partially absorbing boundary conditions. The performance of these reflecting boundary conditions in PSTD methods has been treated in very few publications [33] , since to define it as a problem with different domains causes serious difficulties in their implementation [34] .
Impedance Boundary Conditions
In this section we will give a short overview of the definition of an impedance boundary condition: specific boundary impedance Z is defined for a given plane wave, as the ratio of sound pressure complex amplitude and the normal component of the associated particle velocity, v. In the particular case of a plane wave traveling in the air, the specific acoustic impedance of that medium is Z air = ρc, where ρ is the air density and c is the speed of sound.
A plane surface with a specific boundary impedance presents a particular response depending on the shape of the incident wave. However, in some scenarios, such as room acoustics, it is reasonable to assume that there is a local linear relation between the normal component of particle velocity and the pressure at a particular point of the surface and then, a material surface may be characterized in terms of a unique specific boundary impedance. Although real scenarios would consider a frequency dependent impedance, this paper is only focused on constant, or frequency independent, impedances.
To be more concrete let us define a two dimensional domain V . The acoustic pressure within the region is governed by the wave equation, except for those positions, y, which are located at the boundary, ∂V (see Fig. 2 ). The time-domain relation between the acoustic pressure and velocity at ∂V is given by and the incident pressure, p ref and p inc respectively, is defined. This ratio is known as reflection factor R th and it is related to the local reacting impedance Z through [35] :
where θ is the angle represented in Fig. 2 . Furthermore, it is assumed that v(x, t) fulfils the linear conservation mass equation,
where ρ represents the air density and ∇ is the gradient vector in Cartesian coordinates. If Eq. (8) is introduced in the linear conservation mass equation, an expression for the locally reacting impedance boundary condition arises:
Numerical implementations
In the present section, several proposals are made in order to include the impedance boundary condition in the PSTD scheme for room acoustics. For that purpose, the first step consists on discretizing the boundary condition, Eq. (11), with a uniform spatial sampling frequency ∆. Without loss of generality, from now on we shall consider that the boundary is located parallel to the y-axis on the right hand side of a two-dimensional domain, as illustrated in Fig. 2 .
In order to implement an impedance boundary condition, one may think about using a PSTD-based algorithm to perform the spatial derivatives on Eq. (11), resulting on the following scheme for those nodes (i, j) located at the boundaries:
The first step after the proposal of a finite difference scheme, is to analyze the stability of the finite difference itself. Then, a Von Neumann analysis of the stability is performed [36] , which consists on assuming a planar wave, p(x, t) = ξ t/∆t e −ιk T 0 x , and to find under which conditions ξ ≤ 1 occurs. k 0 is the wavenumber vector of the plane wave and T indicates transposition. For Eq. (12) , this analysis indicates that Z has to be purely imaginary in order to keep stable that scheme (see the Appendix for details). This result indicates that this scheme is unconditionally unstable, since in the time domain, this will result into a non physic impedance boundary condition (Z(ω) = Z * (−ω), see Ref. [38] for details).
In order to overcome this handicap, an alternative form of Eq. (11) is proposed, which consists on applying a time derivative at both sides of Eq. (12),
This new equation does not essentially change Eq. (11), but the finite differences schemes derived from this equation could differ substantially. According to the PSTD algorithm, we obtain a new scheme for the impedance boundary condition,
From now on, the former PSTD boundary condition (Eq. (12)) will be named as PSO1 (Pseudo-Spectral Order 1), whereas the latter (Eq. (14)), will be referred as PSO2 (Pseudo-Spectral Order 2). The results from the Von Neumann analysis on PSO2 show that it is an unconditionally stable scheme (see the Appendix for details).
Despite Eq. (14) seems to be an appropriate solution, let us propose a local use of a finite difference time domain scheme at the boundaries. Although the number of hybrid methods involving a PSTD algorithm is really small [37] , it will be shown later how a hybrid solution gives fairly better results than a purely PSTD method.
A first approach consists on a central finite difference operator for the time derivatives whereas the spatial derivative uses a forward/backward finite difference operator, depending on the orientation ofn. As before, we shall consider that the boundary is located parallel to the y-axis. The scheme for those nodes (i, j) located at the boundary is given by:
Unfortunately, the previous scheme (FDO1 from now on) is stable if Z ≤ ρcS −1 , where S = c∆t/∆ (see the Appendix), which is a small range of impedance values. In order to overcome this handicap we follow the same procedure as before by using Eq. (13). The finite differences scheme reads:
where the time derivatives are approximated by the common central finite differences operators while the spatial derivative is approximated following the same strategy as in Eq. (15) .
The Von Neumann analysis over this particular difference scheme (from now on, FDO2) demonstrates that it is unconditionally stable for all values of Z (see the Appendix for a detailed derivation).
Although PSO2 and FDO2 seem to be both appropriate as candidates to be used in numerical simulations, a basic situation is simulated in order to confirm the suitability of all the previous presented schemes. The experimental system consists on a 1D scenario of 1024 cells where the input signal is located at a relative distance of 50 cells of the impedance boundary condition. In this simple experiment, the input signal is an acoustic impulse approximated by,
Note that this function has a flat frequency spectrum from 0 to f . All the cases are tested with f = 2500 Hz, n 0 = 19, ∆t = 1/16000 s and the maximum allowed value of the Courant stability number, given by Eq. (5). This means that at the highest frequency (f = 2500) a minimum value of the number of cells per wavelength is obtained: N λ 3 cpw. The simulation is run during a convenient number of time steps in order to avoid spurious numerical reflections and to minimize the truncation error in the analysis of the spectra.
Since Z ∈ [0, +∞[, it is more convenient to express the different boundary conditions by using as a parameter the theoretic reflection factor, R th ∈ [−1, 1], which comes from Eq. (9). The simulations have been carried out for values of R th = −1, −0.9, . . . , 1 (∆R th = 0.1). Therefore, we compute the average error, , of the numerical measured reflection factor R meas (measured with the one dimensional version of the experiment detailed in Section 4) with respect to the theoretic reflection factor R th , expressed in dB: (dB) 4 th Fig. 3 . Average error, , between the measured numerical reflection factor, Rmeas, and the theoretical one R th in dB. Fig. 3 shows the results of that simulation. As expected from the previous analysis, the PSO1 is unconditionally unstable since Z has to be purely imaginary. Surprisingly, despite PSO2 is an unconditionally stable scheme, results are stable from R th = −1 until R th = −0.6 (Z = 0.25ρc). As it is reported in the technical literature, the reason is the fact that pseudospectral methods are very sensitive to changes in the density of the acoustic medium [34] . This means that the incorporation of impedance boundary conditions produce serious instabilities in the present case.
Fortunately, the finite differences approach give considerable better results. The results of FDO1 (see Fig. 3 ) are in accordance with the Von Neumann analysis. Since the scenario is a 1D simulation, the Courant number is S = 2/π implying that the simulation should be stable until Z ≤ 1.57ρc (R th = 0.22), which is confirmed by the numerical simulations where a divergence is found at R th ≈ 0.2. However, by using FDO2 the results are completely stable for all values of Z (and hence for all R th ). This option is clearly the best one since is the unique proposed method which is unconditionally stable and the error is below -30 dB from R th = −1 to R th = 0.5 (Z ∈ [0, 3ρc]), and around -20 dB for the rest of values. Furthermore, it is also noticeable that for those values of Z for which all the schemes are stable, the error is lower using finite-difference schemes at the boundaries than using a purely PSTD approach.
Then, as a first conclusion, the use of a finite-difference scheme FDO2, Eq. (16), for boundary conditions in PSTD schemes provide an unconditionally stable scheme which results have demonstrated good accuracy.
Numerical Experiments in multidimensional scenarios
In Sec. 3 we have shown that the boundary conditions labeled as FDO2, Eq. (16) , are the most stable and accurate conditions for room acoustics applications. In this section we show not only the accuracy, but also the locally reacting behavior of FDO2 by means of proper multidimensional experiments.
Experimental Setup
In this section we define the experimental setup in order to test the accuracy of the FDO2 conditions as a locally reacting boundary conditions when combined with PSTD. The experimental setup used is inspired on Refs. [39, 40] . The system consists on a two dimensional rectangular interpolated mesh with a sound source located at x s . Many receivers, x τ ξ and x τ ξ , where ξ = 1, 2, 3..., are placed along the parallel lines τ and τ as it is shown in Fig. 4 .
Within the experimental setup of Fig. 4 , two simulations are carried out: a first simulation in which a layer of boundary nodes, ∂V , is located in the middle; and a second free space simulation without the boundary layer. In both simulations the sound source x s emits an acoustic impulse given by Eq. (17) .
In the first simulation, sound pressure signals are measured in all the receiver's positions, x τ ξ , ξ = 1, 2, 3.... This signals contain not only the direct sound, but also the sound reflected from the boundary, ∂V . In the second simulation (in free space), sound pressure signals are measured both at x τ ξ and at x τ ξ . The reason for performing these two simulations is to eliminate numerically the effect of the direct sound in the acoustic response, thus considering only the sound reflected at the boundary [39, 40] .
In order to fit the reflection factor, the resulting frequency responses obtained from the first simulation (once the direct sound is eliminated) at the receivers, x τ ξ , are compared to the reference signals obtained from the unbounded simulation at the mirror locations x τ ξ . To sum up: for each receiver x τ ξ we get a value of the reflection factor by comparing the spectra of the signals measured at the receiver location x τ ξ and at the mirror location x τ ξ . Due to the fact that different receivers correspond to different angles of incidence, we can compute in a single numerical experiment, the absolute error, Eq. (18), for any frequency and angle, just by comparing the numerical reflection factor with the theoretical predictions. Finally, all measured signals were windowed with the use of the right half of the Hann window before applying Fourier transforms, in order to reduce signal truncation effects [41] . Fig. 4 . An ilustrative representation of the experimental setup: The source is located at xs, the receivers are situated over the lines τ and τ , finally, ∂V represents the boundary layer which is at the same distance from xτ to x τ .
In this particular experiment, a two dimensional domain V of 2000 × 2000 nodes is generated with a boundary layer located at the nodes (i, 1000). In this case the sound source is located at node (520, 900). The delta Dirac function is approximated again by the same function of Sec. 3 (Eq. (17)) where the time discretization is also fixed at 1/16000 s. We fix the space discretization by using ∆ = πc∆t/ √ 2 (see Eq. (5)). The distance between the source and the receiver is varied between 0 and 800 spatial sampling intervals, corresponding to the incident angle θ ∈ [0, 80
• ], approximately. It is true that angle values are not distributed homogeneously under this experiment; however, for illustrative purposes, unknown angles are linearly interpolated. Finally, the simulation is run for 1024 time steps in order to avoid the numerical rebounds which generate the exterior boundaries and which may produce some disturbances in the analysis of the spectra.
Results
In what follows we will show and analyze the results obtained within the experimental setup defined in the previous section. The results confirm the suitability of the boundary conditions given in Eq. (16) for room acoustics applications. In order to give a complete overview of the performance of the method proposed, we have performed many simulations with different impedances. For clarity, we have used the reflection factor measured in the normal direction, R n , as a parameter for the simulations.
The results of the numerical experiments are illustrated in Fig. 5 . Each plot corresponds to the absolute error given by Eq. (18) as a function of the angle of incidence, θ, and the frequency. The error is plotted in a graded scale where black corresponds to errors of a few negative dBs whereas white corresponds to errors less than -40dB. The label of each plot is the reflection factor for normal incidence, R n , which fixes the value of the impedance Z in the numerical simulation. Therefore for each value of R n (i.e. of Z) the numerical experiment defined in Sec. 4.1 is performed and the absolute error is computed for different angles given by the receiver locations, x τ ξ , for all frequencies less than 2500 Hz.
Overall, we obtained low errors (Eq. (18)) in the whole range of impedances and angles. The numerical simulations fit fairly good ( ≤ −25 dB) from R n = −1 to R n = −0.3, for all frequencies and angles of incidence. From R n = −0.2 to R n = 0.2, the absolute error increases in the region of high frequencies and small angles of incidence. From R n = 0.2 to R n = 0.8 the results are again more than acceptable with errors ≤ −20 dB. Finally, for R n = 0.9 and R n = 1, the absolute error is homogeneous with errors of the order of −15 dB; however, the limitation to obtain completely reflective surfaces is not new, since it has been also reported in other publications such as Ref. [42] .
These results are not unexpected: on the one hand, the regions with values of the absolute error greater than −10 dB coincide with those regions in which the theoretic reflection coefficient, R th , is smaller than −35 dB when considered in logarithmic scale (see fig. 6 ). These are quasi-perfect absorbing regions that can not be easily achieved for any multidimensional numerical method (as it is well reported in the technical literature [20] ); on the other hand, the increase of error in the range of R n > 0.8 suggests that the use of a finite difference boundary condition FDO2 with a PSTD approximation for the propagation equation gives an inherent error which gets unacceptable only for R n → 1.
It is worth mentioning that highly absorbing materials are unusual in most real scenarios. Therefore, the results are most than acceptable for many purposes such us room acoustics or aeroacoustics. 
Conclusions
Pseudo-spectral time-domain (PSTD) techniques based on Fourier transforms are used nowadays in many different fields such as the propagation of electromagnetic waves [18] or the simulation of photonic devices [24] . In all the cases reported in the literature, PSTD is combined with Perfectly Matched Layer [30] absorbing boundary conditions. In order to use these PSTD methods in room acoustics we developed and validated a numerical implementation of frequency independent impedance boundary conditions.
In this paper we have reviewed and verified the advantages of PSTD methods with respect to the commonly accepted FDTD methods: basically, PSTD displays isotropic propagation and it is more efficient than the usual FDTD methods from a computational point of view. Therefore, PSTD methods seem to be the appropriate simulation schemes for sound propagation within large spaces and for the simulation of long acoustic impulse responses [22] . We have proposed several alternatives in order to simulate locally reacting impedance boundary conditions. Among the proposed boundary schemes we found that the conditions labeled as FDO2 are the most stable and accurate. The FDO2 is defined by Eq. (16) which is the numerical finite-difference approach of the second order impedance boundary condition, Eq. (13) . In this paper we show the convenience of combining Eq. (16) for the locally reacting boundary condition with the PSTD scheme for the propagation, Eq. (4).
We performed numerical experiments in order to test the locally reacting behavior of the proposed boundary conditions obtaining fairly good results. In these experiments we computed the absolute error between the numerical and the theoretical reflection factors, analyzing the dependence with frequency and angle of incidence. The absolute error obtained in most cases is below −25 dB demonstrating the suitability of the method for the computation of acoustic impulse responses. To sum up: we developed and tested a new impedance boundary conditions for PSTD schemes. In the near future, it would be very interesting to test these boundary conditions by using experimental data.
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which means that this scheme is stable only if Z is purely imaginary.
PSO2 Stability
The stability of Eq. (14) follows the same steps than the previous scheme. After applying same the algebraic simplifications we get,
Rearranging this equation, we obtain,
Since Eq. (32) is a second order polynomial, we obtain two solutions for ξ:
Z∆t 2ρ 1 − ιk x0
Z∆t 2ρ
The first root (ξ − 1) accomplishes with the stability condition. Therefore, the second root has to be analyzed in detail. After calculating the modulus of this root, it is obtained the following expression ξ = 1 + ιk x0
which implies that this scheme is unconditionally stable.
