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Abstract
Currently, 3GPP is working on device-to-device (D2D) communica-
tions, which is regarded as a part of 5G mobile communication systems.
This thesis focuses on allocation of radio resources, based on a scenario
where out-of-coverage user equipments (UEs) communicate with a base
station (BS), through an user equipment relay (UE-R) located within
the cell coverage. Two algorithms have been developed, one focusing on
adjusting diﬀerent parameters to achieve higher performance in the de-
veloped system. Whilst the other algorithm targets at battery depended
resource allocation including four battery control allocation schemes. The
outcome from the ﬁrst algorithm indicates that the performance is not
highly depending on parameter conﬁguration, but leaning towards how
spectrum is shared by diﬀerent users. The results from the second al-
gorithm show that the performance of the studied network relies highly
on the battery level of the UE-Rs and therefore they need to have strict
battery control policies to exhibit show the beneﬁt for in-band D2D com-
munications.
Keywords: Resource Allocation, Device-to-Device Communica-
tions, Long-Term Evolution, Battery Control Schemes, Hand-
shake Protocols.
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1 Introduction
This chapter introduce the background and motivation behind the thesis fol-
lowed by the research questions. Then, we describe the methodology used,
before the approach and assumptions are presented, followed by the outline of
the thesis.
1.1 Background and Motivation
Currently a standardization of D2D is being established. According to 3rd
Generation Partnership Project TR 36.843, D2D is a technology that can beneﬁt
the requirements on the way to the ﬁfth generation wireless communications.
The possible use cases for D2D communications are numerous. Fig.1, presents
ﬁve such use cases.
Figure 1: D2D use cases [1]
3GPP TR 36.843 V12.0.1 (2014-03) presents four D2D scenarios, one of
these scenarios consists of a UE-R relaying data between the BS and a user
equipment end-user (UE-E). The UE-R relays data over a direct link to UE-
Es located outside of the cellular network coverage. When surveying how to
allocate fair radio resources in this scenario, few published papers were found
in the literature. Therefore, this thesis intends to contribute to this interesting
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research topic and focuses on resource allocation algorithms in this scenario
considering one or multiple UE-Rs.
1.2 Research Questions
In this thesis we will develop and analyze two algorithms. The basic algorithm
intends to answer the following research questions:
1. When a user is outside the coverage of a cell but can be reached via a
relay, how can we allocate resources to the user?
2. Consider D2D end users require diﬀerent services. How to allocate re-
sources in a reasonable way?
3. How about the performance of the proposed algorithm, considering factors
like cellular traﬃc usage, type of service etc?
4. In which way will diﬀerent parameter conﬁgurations aﬀect the systems
performance?
In the advanced algorithm battery level will be considered and the research
questions are extended as:
5. Consider UE-Rs have control over their battery level and UE-Es have
diﬀerent requirements for radio resources. How can we select a UE-R
which has higher bettery level and how can this UE-R allocate resources
to other UE-Es?
6. In which degree does the algorithm perform with fair allocation of re-
sources amongst UE-Rs?
1.3 Methodology
This project will be solved in iterations. An iteration will represent a work
period with a short duration - either a week or the time it takes between the
supervisor meetings. Each iteration will be solved by using the same approach
by following a sort of a recipe containing phases. Starting with a literature
review, to obtain or refresh knowledge. Secondly, a design phase - all modules
will be created in such phases. Thirdly, an implementation phase. In this phase
the created modules will be combined into a system. The design and imple-
mentation phases will contain validations of the code, to see that the correct
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data is obtained. Then the data will be analyzed in the fourth phase. Here the
simulation results will be compared with theoretical results, to validate that the
system works according to theory. The ﬁnal phase will contain an evaluation of
the acquired results from phase four. After all phases are completed, the itera-
tion is complete. The next cycle starts will use the gained knowledge from the
previous iteration, and this information will be used to extend the modules by
implementing new more advanced requirements. This cycle will continue until
the whole system is complete [4].
1.4 Approach and Assumptions
The approach for the basic algorithm is as follows:
1. Develop a module that consists of a UE-R which receives broadcasts mes-
sages from the BS. With that information, the UE-R can decide which
UE-E to serve considering the service requirements for the UE-E.
2. Develop an algorithm which handles UE-E requests and makes decision
on delaying, blocking, terminating and providing services.
3. Implement a user interface with diﬀerent conﬁgurable parameters, such
as number of LTE time frames, maximum number of UE-Es in the net-
work, diﬀerent UE-E service requests as well as the results after resource
allocation.
The approach for the advanced algorithm is as follows:
4. Develop an algorithm which makes resource allocation decision based on
battery consumption levels considering battery level of UE-Rs and the
service requests from UE-Es.
The limitations and key assumptions for the algorithms are as follows:
• There are several proposals on how to allocate resources using D2D com-
munications, by using either the out-band or the in-band in overlay or
underlay mode. Thus, this thesis will focus on resource allocation in a
scenario where UE-Rs provides D2D communications to out-of-coverage
UE-Es over the in-band in an overlay mode.
• Due to diﬀerent wireless technologies and channel conditions the simula-
tion results from both algorithms will vary from real-life networks.
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• In a deployed network a service can last several minutes, or even hours.
Therefore, the duration of the services in this thesis is simpliﬁed by dras-
tically shorten the duration of the services. This will lead to a system
with unrealistic service durations. However, the output results will be
valid, since every component of the system is scaled down to match the
simpliﬁcation.
• The UE-R's own usage is not considered in this thesis, due to the pos-
sibility for a high cellular usage by the UE-R at diﬀerent times in the
simulation. Which could lead to a high number of blocked, terminated
and delayed sessions during those time intervals.
• Selective connectivity between the UE-Rs and the UE-Es was considered,
but this neglects the purpose which D2D communications are to use in
proximity services, thus the system have no connectivity restrictions.
The limitations for the basic algorithm are:
• The basic algorithm is developed in Python, and an analysis of an outdoor
deployed system cannot be obtained. Therefore, the results in this thesis
can vary from a real-life systems.
• The delay values in the system are obtained from delayed D2D transmis-
sions between a UE-R and the UE-Es, and used as a tool to illustrate and
provide results that shows which elastic services are delayed at certain
times in the simulations.
The assumptions for the advanced algorithm are:
• The advanced algorithm is developed in Java and therefore the results
may vary from a deployed outdoor network.
• The UE-Rs use identical batteries and their batteries will decrease at
equal rates for each connected UE-E in the system. In a real-life system
the UE-Rs will have diﬀerent battery capacities and their consumptions
will decrease with diﬀerent rates.
• UE-Rs cannot be connected to a battery charger, thus battery power is
limited. This algorithm focus on how to allocate resources in a fair way
amongst UE-Rs considering their battery levels by energy eﬃcient means.
If the UE-Rs were connected to battery chargers, they would be able to
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only use a high eﬃcient battery scheme and an algorithm that considers
their battery levels would not have been of interest. Nevertheless, a high
eﬃcient battery scheme is proposed to illustrate how UE-Rs can allocate
a high amount of resources with a high battery power consumption. Also,
a linear battery scheme is introduced to illustrate how the UE-Rs would
allocate resources if the connectivity follows the battery consumption lin-
early and an energy eﬃcient scheme is proposed as an approach to enable
low battery consumption sharing or selective sharing of cellular resources.
1.5 Thesis Outline
In this Master thesis, we will present two algorithms as an approach to enhance
allocation of radio resources in a cellular network. A basic algorithm is devel-
oped to observe how parameter conﬁguration in a system aﬀects the systems
performance. Firstly, one system is tested to validate the systems output. Sec-
ondly, three cases with minor parameter adjustments are compared. Then, the
mean value of these cases over 100 simulations are analyzed in a scenario with
limited resource allocated to D2D communications. Lastly, we compare how
using diﬀerent modulation techniques aﬀect the system.
Four battery allocation schemes are purposed for allocation of resources
based on UE-Rs battery level, and one scheme is implemented into the ad-
vanced algorithm. We will perform a test of the system to analyze the fairness
of the UE-Rs battery level compared with their allocated resources.
The outline of this thesis is as follows:
• Chap. 2 describes the enabling technologies.
• Chap. 3 presents the chosen scenarios and the designed protocols.
• Chap. 4 illustrates the implementation of the systems.
• Chap. 5 presents the obtained results for the basic algorithm.
• Chap. 6 introduces the results acquired for the advanced algorithm.
• Chap. 7 contains a discussions about the outcome for each algorithm.
• Chap. 8 represents the conclusions and future work.
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2 Enabling Technologies
This chapter presents a few relevant technologies which constitute the basics for
the work performed in this thesis.
2.1 Mobile Communications
In 1981, Nordic Mobile Telephone (NMT) system was established in Norway
and Sweden and one year later in Denmark and Finland. This was the world's
ﬁrst established fully automatic telecommunication network that could operate
across country boarders. This network could only provide voice services [5].
In the early 90's the second generation mobile communications emerged.
This network was digital and could provide voice and data services such as short
message, paging and email. The third generation mobile communications could
provide voice, data and multimedia services. This generation mobile communi-
cations systems led to a new area in mobile communication called broadband
communication. The fourth generation mobile communications called LTE, in-
troduced new technologies for the physical layer like Orthogonal Frequency Di-
vision Multiplexing (OFDM) and Beam-forming. Later a new advanced version
called LTE-A was introduced, this technology is not a revolution compared to
LTE, it's more like an evolution [6]. Recent two years 5G has been a hot topic
in both academia and industry which handles mobile communication beyond
2020.
2.2 Device-to-Device Communications
As part of 5G, D2D communication is speciﬁed as direct communication
amongst two mobile user equipment without crossing the base station1 or core
network. D2D communication is normally translucent to the cellular network
and it can take place on the cellular spectrum called in-band, or on the unli-
censed spectrum called out-band. In a common cellular network a prerequisite
is that all communication has to go through the base station despite that they
are in range of D2D communication. This composition appeal to traditional
low data rate mobile services like text message and voice call which UEs are not
commonly close enough for direct connection. Nevertheless, mobile users today
use high data rate services that possibly could be in range for D2D commu-
nication, such as video sharing and gaming. In this case D2D communication
1In this thesis we use BS and enodeB interchangeably.
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could greatly enhance the spectral eﬃciency of the network. Potentially D2D
can improve throughput, delay, fairness and energy eﬃciency [1]. Fig.2 shows
that D2D can be either in-band or out-band. For in-band D2D communication
both underlay and overlay modes can be adopted. In this thesis we focus on
overlay.
Figure 2: D2D concepts [1]
2.3 Radio Resource Allocation
Radio resource includes channels in LTE/LTE-A typically referred to as radio
blocks. Resource allocation can be performed by the BS or the MSC. In this
thesis we consider that resource allocation decisions are handled by the relay
node within the coverage of the cell, and it provides services to other UE-Es
outside the network. More information will be provided in Chapter 3.
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2.4 Spectrum Sharing for D2D Communication
There are several strategies on how to share the given radio resources. 3GPP
assumes that D2D operates in the up-link band when using FDD [2]. However,
3GPP does not specify how to accommodate D2D communications beside the
current cellular communication. This can be accomplished by either sharing
the resources or allocating dedicated resources to D2D communications [7], the
possibilities are presented in Fig. 3.
(a) Shared Down-link (b) Shared Up-link (c) Shared Down and Up-link
(d) Up-link Assigned D2D (e) Down-link Assigned D2D (f) Up and Down-link As-
signed D2D
Figure 3: Strategies on how to accommodate D2D communications beside the
cellular communication
From Fig. 3a) an unshared cellular up-link with a shared D2D and cellular
down-link band. The second scheme in Fig. 3b) has a shared D2D and cellular
up-link band with an unshared cellular down-link. Fig. 3c) presents a shared
D2D and cellular up-link band and a shared D2D and cellular down-link. From
Fig. 3d) D2D is allocated a part of the cellular up-link resources with an un-
shared cellular down-link. In Fig. 3e) the cellular up-link is unshared and D2D
is allocated a part of the down-link band. Lastly, in Fig. 3f) D2D is allocated
a part in both the up-link and down-link band.
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3 Scenarios and Protocol Design
Firstly, the scenarios presented by 3GPP are described in this chapter. Then,
the identiﬁed scenarios for this thesis are described, followed by the proposed
algorithms and an illustration of a protocol sequence diagram.
3.1 3GPP Scenarios
In this section diﬀerent four diﬀerent D2D scenarios from 3GPP TR 36.843
V12.0.1 (2014-03) are presented in Fig. 4.
(a) Scenario 1A (b) Scenario 1B
(c) Scenario 1C (d) Scenario 1D
Figure 4: D2D scenarios presented by 3GPP TR 36.843 [2]
In Scenario 1, Fig. 4a), two UEs communicate directly with each other
without any cellular interference from the BS. Scenario 2. Fig. 4b), presents a
UE-R that is covered by the BS and acts as a relay between an out-of-coverage
UE-E and the BS. A BS cover two UEs, that utilize a direct link without any
involvement from the BS in Scenario 3, Fig. 4c). Scenario 4, Fig. 4d) shows
two UEs are covered by diﬀerent BSs and the UEs can communicate with each
other and act as relays between the two cellular cells.
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3.2 Scenarios Identiﬁed for this Thesis
The focused scenario in this thesis is Scenario 2. Fig. 4b), using several UE-Es
located outside-of-coverage instead of one as presented in the 3GPP scenario.
The UE-R2 is covered by the BS and located at the edge of the cell, and it will
broadcast D2D relay invite messages to UE-Es outside the cell. The UE-Es will
reply the UE-Rs broadcast messages, and try to connect to the D2D network in
order to achieve connectivity. When a UE-E request for D2D communication
reach the UE-R, it have to check its requirements before it can either provide or
block the D2D request. Two scenarios are identiﬁed in this thesis, one targeting
to enhance resource allocation performance by parameter conﬁgurations, whilst
the other is focusing on the UE-Rs battery levels to provide fair resource allo-
cation. The chosen scenarios are two ways to provide outside coverage UE-Es
network connectivity, as required in Sec.1.
For the basic scenario, a UE-R and a set N number of UE-Es will be used.
This algorithm will analyze parameters such as delay, block, termination and
completion of services. Two diﬀerent services, real-time and elastic will be used.
VoIP will represent the real-time services, whilst HTTP denotes the elastic
services. This scenario also analyze the use of VoIP priority, to see how this
conﬁguration aﬀects the systems performance. The key point of this algorithm
is to observe and analyze how parameter adjustments aﬀects the performance
of the system when allocating resources. Fig. 5 presents the scenario for the
basic algorithm.
Figure 5: Basic scenario
2In this thesis we use UE-R and relay UE interchangeably.
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The advanced scenario targets UE-Rs battery levels, the system consists of a
set N number of UE-Rs and a set number n of UE-Es. The UE-Es can connect
at diﬀerent times in the simulation, and the algorithm will analyze only the
UE-Rs battery consumption. The main point of this protocol is to obtain fair
resource allocation amongst UE-Rs in a system based on their battery level. The
scenario which is considered in the advanced algorithm is illustrated in Fig.6.
Figure 6: Advanced scenario
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3.3 Resource and Service Type Considerations
3.3.1 LTE Time Frames
In Fig.7 a general Long-Term Evolution (LTE) Frequency Division Duplex
(FDD) frame is illustrated. Each time frame has a duration of 10 ms and
consists of 10 sub-frames each with 1 ms duration. Each sub-frame are then
divided into two slots with 0.5 ms duration. A Slot is equal to one resource
block (RB) in the time domain and consists of 7 symbols. The Symbol length is
aﬀected by the length of the cyclic preﬁx. This gives a total of 20 RBs, during
each LTE time frame [3].
Figure 7: The LTE time frame structure [3]
3.3.2 Resource Blocks and Resource Elements
Fig. 8 provides an illustration of the relationship between symbols, slots and
resource blocks. In Fig. 8, a RB consists of a number of resource elements
(REs), that is the smallest component of a RB. The number of REs in one
RB is provided by multiplying the sub-carriers with the number of symbols. In
this ﬁgure a normal cyclic preﬁx is illustrated (7 symbols), but the length of
the cyclic preﬁx can also be 6 symbols (short cyclic preﬁx). In this thesis we
use as illustrated in the ﬁgure, 12 sub-carriers and 7 symbols. Hence, each RB
consists of 12 sub-carriers x 7 symbols = 84 REs. The transmission bandwidth
is depended on the channel bandwidth, the transmission bandwidth is denoted
by the number of active transmitting RB in a LTE time frame. Thus, if the
bandwidth increases then the number of transmitting RBs also enhance [3].
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Figure 8: Resource block architecture [3]
3.3.3 Service Types
In this thesis, two diﬀerent types of services are considered, elastic and real-time
services. The duration of an elastic service is aﬀected by the data rate, whilst
real-time services are not [8]. There are several protocols that falls under the
elastic and real-time service categories. However, in this thesis the Hypertext
Transfer Protocol (HTTP) represents the elastic services and Voice over Internet
Protocol (VoIP) classiﬁes the real-time division. Tab. 1 presents the required
LTE data rate3 to provide a service with respect to the modulation scheme,
which remains constant throughout this thesis. The calculation of the presented
values are described in Appendix. A.
3In this thesis the LTE data rate and the number of REs is used interchangeably.
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Table 1: Required number of REs to provide a service type using diﬀerent
modulation schemes
Service Type Modulation Number of REs
VoIP QPSK 28
HTTP QPSK 60
VoIP 16-QAM 14
HTTP 16-QAM 30
VoIP 64-QAM 10
HTTP 64-QAM 20
3.4 The Designed Handshake Protocol
Fig. 9 presents a proposed protocol that allow UE-Rs the ability to allocate resources to UE-Es
based on their available resource pool, as required in Sec.2. A BS broadcasts available resources to
be allocated for D2D communication. When the UE-R receives a service request from a UE-E it
can either provide the service request or block the request. If the request is granted, the UE-R will
reserve the number of suﬃcient resources to provide the service. Then it will respond the UE-E
with a service request granted message. The UE-E will then transmit its data to the BS, with the
UE-R acting as a relay between the BS and UE-E. When the session is complete, the UE-E will
transmit an end session message to the UE-R, and the UE-R will reallocate the used resources for
that session. If the UE-R does not have suﬃcient resources to provide the service, it will reply the
UE-E with a block service request message.
Figure 9: Basic handshake protocol
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3.5 Main Modules
Figure 10: Main modules
in the system
Fig. 10 illustrates an LTE time frame iteration. The description
is as follows:
• Initialize Time frame: For each iteration the LTE time frame
counter is incremented by one, until it reach its range limit.
In the initialization of the LTE frame the cellular use in the
network is decided by using a set probability parameter.
• Check Available Resource Blocks: The number of available
Resource Blocks are diﬀerent for each LTE time frame. For
each time a session receives resource for its desired service
the number of resources to be allocated decrease.
• Provide Service or Delay/Terminate Service: If there is a
suﬃcient amount of resources to provide, the UE-R will pro-
vide the service for that time frame. If there is an insuﬃ-
cient amount of resources the UE-R will check if the service
is an HTTP or VoIP service. The HTTP services will be
delayed by incrementing a delay buﬀer value until it reach
a set threshold, then they will be terminated. While, VoIP
will be terminated.
• Check if Session is Complete: If all UE-Es have been pro-
vided either their service or been blocked/terminated. The
UE-R will check the provided UE-Es, to see if their session
is complete. If it is, the UE-R will reallocate its resources,
such that the other UE-Es in the D2D network can utilize
them.
• Check for new UE session request: At the end of the time
frame, the UE-R will check if there are any new UE-Es that
tries to connect to the D2D network.
• Block or Allow UE request: If there are less than the set
UE-E threshold in the D2D network and that all connect
UE-Es have been provided their services. The UE-R will
allow the new UE-Es to connect to the D2D network, if not
it will block the new UE-E requests.
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4 Implementation and User Interface
In this chapter, we will present the developed modules that used to answer
the research questions in Sec. 1.2 along with the motive of that decision . The
modules were designed following the requirements for the approach in Sec.1.4.
Then they were combined into a system following the methodology described in
Sec. 1.3.
4.1 Implementation of the Basic Algorithm
This section starts with a description of the how the basic modules are combined
to form a system, then the system is extended as described in Sec. 1.3, to form
a more advanced system. The modules will be presented according to Fig. 10.
4.1.1 Basic Modules
In order to solve Approach 1 in Sec. 1.4, ﬁrst a basic time frame generator
module was created. Based on Sec. 3.3.1, the module was developed for gen-
erating LTE time frames to simulate the BSs broadcast messages to the UE-R.
Each time frame is generated as an array with a length of 20, where each of
the 20 positions representing an RB. The time frame module was designed as
an array to make it easy, to set the value of each array value either to 0 or 1
for all 20 array positions. Setting the value to 0, will cause the cellular network
to occupy the RB. Whilst, setting the value to 1, will reserve the RB for D2D
communication.
The second module created was a UE-E generator module that deﬁned the
number of UE-Es in the network as well as an uniform probability distribution
function for the type of UE-E requests. The last module developed was sharing
the allocated resources. When a UE-E request a service, the number of required
REs will be compared with the number of available resources to either provide
or deny the service.
Then these modules was combined to form a system. The number of re-
sources available are broadcast from the LTE time frame generator module,
then this module allocates available resources to UE-Es generated from the UE-
E module. This designed module allocates resources to the UE-Es, starting with
the ﬁrst position in the UE-E generator array. When this UE-E is provided a
services, the number of REs for its service will be subtracted from the total
number of resources available in the LTE time frame. Then the next UE-E po-
sition will be served, until either all UE-Es are provided their required number
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of REs, or until their are no more available resources in the LTE time frame. If
there are an insuﬃcient number of REs for all UE-E requests, the module will
print out the UE-Es array position and that the required service has not been
provided for that LTE time frame. This system consist of low requirement basic
modules with static values and the UE-R can reach UE-Es outside of coverage
and make decision about which UE-E to serve or block. Tab. 2 illustrates an
overview of the parameter conﬁgurations in the system containing only basic
modules.
Table 2: Parameter conﬁgurations from the developed basic modules
Description Value
LTE Time Frames 100
Number of UE-Es 10
Cellular Resource Use 50 %
Type of Service 50 % HTTP + 50 % VoIP
4.1.2 Advanced Modules
To fulﬁll the requirements of Approach 2 in Sec. 1.4. Modules that handles the
ongoing requests and services had to be made. A delay buﬀer was developed,
to keep track of the diﬀerent delays occurring in each ﬂow over the simulation
duration. When the system does not have suﬃcient resources to provide the
requested service, this module checks if the service is either an HTTP or VoIP
service. If the service is an elastic service, the system will check the status of
the UE-E in the delay buﬀer. If the status value is below a set termination
threshold, the module will increment the UE-Es delay ﬂow value. However, if
the value extends or equals the threshold value, the status value will be reset,
then the UE-Es service will be terminated. When a UE-E with a real-time
service enters the module, it will be terminated. All terminations and delays for
each UE-E ﬂow will be listed in both a delay and a termination array. When
the simulation is complete, these values will be used to plot the UE-Es delay
and termination patterns. Using the summation of the delay and termination
array will provide the total delay and termination over the simulation and the
summation of all UE-Es during a LTE time frame presents the delay over each
time frame.
The handle the blocked UE-Es, another module was created. When the
time frame has ended and at least one UE-E service is complete, this module
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checks if any UE-Es have been blocked or terminated. If the available resource
requirements have been met for all UE-Es the module will include another UE-
E to the system. Thus, if there are any delayed or blocked UE-E sessions, the
module will block the new UE-Es attempt to connect to the relay node. For
each blocked UE-E a counter is incremented for graphical visualization.
The modules was implemented into the system and when the LTE time frame
has insuﬃcient resources for all requests the delay and termination module is
initialized. If one UE-E session is complete, the add or block UE-E request
module will be initialized at the end of the LTE time frame.
To obtain an graphical outcome for each service completed, a service com-
plete module was developed. Whenever, a session is complete the service com-
plete module is initialized. For this module three arrays have been designed, one
for VoIP completed sessions, another for ﬁnished HTTP services and the last
array for graphical three dimensional mapping. When the module is initialized
it will ﬁrst check if the service is real-time or elastic. Then depending on the
service, either the VoIP or HTTP completed array will be incremented by one.
Secondly, the graphical mapping array will add 1 for VoIP or 2 for HTTP as
value, such that the array values can be separated for plotting purposes.
Lastly, a VoIP Priority module was designed to set service prioritizing in the
system. Since VoIP services cannot tolerate any delay, the priority module will
sort the sessions such that real-time services always are handled before HTTP
sessions by the UE-R.
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4.1.3 LTE Time Frame Generator Module
Fig. 11 describes how the sub frames are divided for either cellular use or D2D
use in an LTE time frame. Firstly, a parameter p is set in the user interface, see
Sub chapter 4.3.1. p denotes the binomial probability for each sub frame. The
sub frames are listed in an array with 20 symbols. A value i denotes each sub
frame position in the array, and i is incremented by one for each array position
until all sub frames has been evaluated.
Figure 11: LTE time frame generator module
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4.1.4 Service Request Module
Fig. 12 contains a representation of the service request module. First the
module initializes the users input values obtained at the start of the simulation.
An array will be generated for the UE-R with the number of UE-Es chosen as
length. Then the module generates a UE-E for each position in the array, based
on the probability parameter p. Next, the module will check each UE-E to see if
it is a HTTP or VoIP request and set the array position to either 0 or 1 depending
on the selected service request. Then, a new parallel array will be generated
with identical length to the UE-R array, this array illustrates the time frame
duration of the UE-Es. The integer values generated follows an exponential
distribution with a mean value of 10 time frames. Lastly, the exponential array
is incremented by one to avoid a zero position in the exponential array.
Figure 12: Service request module
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4.1.5 Resource Allocation Module
Fig. 13 shows how the resources are allocated in the system. The ﬁgure illus-
trates one sub frame, during one LTE time frame. First the system initialize
the requested service from UE-E, either an VoIP or HTTP request. Then the
needed REs elements for the request are implemented into a variable, 60 REs
for HTTP and 28 for VoIP. The system will then check the resources in the ﬁrst
time frame, if the resources are not suﬃcient to provide a service, another sub
frame is added together with the present sub frame. This is done up to four
times when using the up-link band. If the sum of the four sub frames has not
suﬃcient resources to provide a service, the termination and delay module will
be initialized. However, if the sum of one of the four sub frames are suﬃcient
the number of REs will be subtracted from the sub frames and the service will
be provided. In this system this can occur up to ten times, depending on the
number of UE-Es located in the system.
Figure 13: Resource allocation module
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4.1.6 Delay and Termination Module
A block scheme on the the delay and termination module is illustrated in Fig.
14. If there are not enough resources to provide all services, the system will enter
the delay and termination module. This module will ﬁrst check if the service is
HTTP or VoIP. If the service is HTTP, the module will check the UE-Es data
ﬂow delay buﬀer value. If the value is below a threshold, the delay buﬀer will
be incremented by one and the data ﬂow will be delayed one time frame. If the
delay buﬀer value is equal or larger than the threshold value, the delay buﬀer
will be set to zero and the data ﬂow will be terminated. If the service is VoIP,
the UE-Es session will be terminated.
Figure 14: Delay and termination module
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4.1.7 Block or Add New UE-Es Module
This module either blocks or adds a new UE-E to the D2D network cluster.
From Fig. 15 this module gets initialized when a UE-Es duration reach zero.
The UE-R will ﬁrst check the available D2D resources to see if a new UE-E can
be added to the network. Reason for this is that this module is initialized after
all UE-Es have been served. If some of the served UE-Es are either terminated
or delayed or that threshold number of resources are extended, the UE-R will
block the new UE-E request. If not, the UE-R will add the new UE-E to the
system. The new UE-Es service request is based on the input value of the
probability parameter p, denoted at the start of the program. Then the module
will check if the request is HTTP or VoIP and add either 0 or 1 to the UE-R
array. An exponential value is then added, and the value is incremented by one
to avoid a zero array position.
Figure 15: Block or add new UE-Es module
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4.1.8 VoIP Priority Module
The VoIP priority setting can be set in the user interface by inserting 1 in the
VoIP priority input. Fig. 16 illustrates how the VoIP priority module works.
Figure 16: VoIP priority module
4.2 Implementation of the Advanced Algorithm
In order to utilize in-band D2D communication the UE-Rs requires a battery
protocol to monitor and control the UE-Rs battery capacity and eﬃciency. In
this chapter we propose a protocol and diﬀerent schemes to ensure fair resource
allocation in the network.
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4.2.1 Battery Control Schemes
According to Shneiderman's "Eight Golden Rules of Interface Design", users desire the im-
pression that they are in control of the system and that the system reacts to their behavior
[9]. In order to provide UE-Rs a sense of control over their UEs when they are sharing
their cellular connection, four battery control schemes have been proposed in this subsection.
There will be a description of each scheme, along with a brief depiction of its area of use.
To make the ﬁgures below more comprehensible a UE-E value range is set. The max. value
for the UE-Es connected to a UE-R with 100% batter power is intentionally set to 12. Each
UE-R can allocate up to 4 RBs, which leads to the maximum number of VoIP sessions per
UE-R using Quadrature phase-shift keying (QPSK) modulation, where one RB = 84REs,
that gives (4 ∗ 84REs)/28REs = 12 connected VoIP sessions.
(a) Hybrid battery control scheme (b) Linear battery control scheme
(c) Energy eﬃcient battery control scheme (d) High eﬃcient battery control scheme
Figure 17: Proposed battery control schemes
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In Fig. 17a) the number of connectable UE-Es are regulated by a battery thresholds.
The idea is that a UE-R with a high battery level close to 100 %, can connect to
the maximum number of UE-Es allowed in the system. Then, when the the UE-Rs
battery level drop pass a speciﬁc threshold value the number of connectable UE-Es
will decrease.
A linear battery control scheme is illustrated in Fig. 17b), instead of using a hybrid
scheme like in the previous ﬁgure, this scheme use a linear battery value. Hence, the
UE-Rs eﬃciency to allow UE-Es to connect to the D2D network decreases linearly
with the battery level.
If a UE-R wants to be connectable over a longer period of time, an battery eﬃciency
scheme can be utilized, Fig. 17c) presents such scheme. By using the eﬃciency scheme,
UE-Rs can have few connectable UE-Es while depleting the battery at a constant level.
Fig. 17d) shows a high eﬃciency battery scheme. This scheme allows the UE-Rs
to have a high number of connectable UE-Es, the battery will be depleted at a faster
rate without any restrictions to the battery level.
Each scheme in Fig. 17 has its own usage area. The hybrid scheme enables an
intelligent use of the UE-Rs battery, by introducing diﬀerent battery level restrictions
on the number of connectable UE-Es. To illustrate an example, if a UE-R with 100%
battery level can have maximum 12 UE-Es connected at once, this value will decrease
to 9, when the battery level decreases below 80%. Then, 6 when the battery level
reach 60 %, 3 UE-Es at 40 % and 0 UE-Es when the battery level is 20 %. The UE-R
will stop relaying UE-Es at 20 % so that the UE-R can have enough battery level left
to use the UE when the D2D communication relaying is ﬁnished. Also, the UE-R will
not shut down during the relaying phase.
The linear scheme is only based on the UE-Rs battery level and the number of
UE-Es will decrease along with the battery level. This can be a more eﬃcient way to
share the resources based on battery compared to the hybrid scheme. However, there
is a higher need of monitoring the battery level to connectable UE-Es ratio and a
more rapid changes in connectable UE-Es, that could lead to an increase in the UE-Rs
battery consumption.
The energy eﬃcient scheme focus more on either one UE-R that provided few UE-
Es with connectivity, as well as UE-Rs that want to share some of their connection
when they are not using all their allocated resources. An example of this scheme is
when UE-Es are located in a building with poor cellular connection. Then the UE
with cellular connection, enables UE-R mode such that its resources can be shared
with the other UEs without connectivity. Thus, all UE-Es will obtain access to the
network and cellular connectivity over a longer period of time.
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The high eﬃciency scheme is based on either a crisis scenario or an user that is
charging his UE while providing D2D services. If an earthquake crisis scenario occurs,
and victims cannot be located. The help-aid could enable UE-R mode to be able to
provide D2D connectivity to locate victims without any battery restrictions. If the
victims have a mobile phone and no cellular connections they could obtain broadcast
messages from the UE-Rs such that a cellular connection is provided.
Another usage area, is that if a UE-R is charging his battery, the user may want
to share more resources without restrictions to the battery level. If the user have 20
% battery left, and starting to charge the UE. There is no need for restrictions for the
battery level, since it will only give false information according to the restrictions in
the schemes.
4.2.2 Battery Level Handshake Protocol
In this subsection the resource allocation protocol based on battery level is presented.
This protocol is an extension from the handshake protocol represented in Fig. 9.
Figure 18: Battery based handshake protocol part 1
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Fig.18 presents the negotiation between the BS and the UE-R, and the pro-
vide or deny service. The protocol starts with the BS broadcasting UE-R invite
messages. The potential UE-Rs will reply with an initializing message together
with their battery level. If the UE-R is accepted as a relay UE the BS will send
an initialize UE-R mode message and the UE is then linked as a UE-R with
the BS. The UE-R can either transmit its battery levels to the BS or have an
internal battery scheme. If the battery level of the UE-R is 100 % then the
UE-R can be allocated the maximum amount of resources if needed by the BS,
in this ﬁgure the maximum number is four RBs. Then the UE-R will broadcast
an D2D relay service invite message with its position and available resources.
If a UE-E is nearby and outside of cell coverage, the UE-E can reply with an
D2D request message. The UE-R will check available resources before it decides
to block or provide service to the UE-E. If the UE-R grants provision of relaying
the service, it will transmit a start D2D session message. Then it will relay the
received transmission both way from the UE-E to the BS and visa verse. When
the session is complete, the UE-E will transmit a complete session message to
the UE-R. The UE-R will then release the allocated resources. If the UE-R has
insuﬃcient resources to provide a service, it will reply with a block message, the
UE-E can then retry to obtain D2D relay service.
The procedure to end the UE-Rs relay mode is illustrated in Fig.19, ﬁrst
the UE-R have to send an end relay mode message to the BS. If there are any
ongoing UE-E sessions, the BS will reply with a request a handover of UE-Es
message. The handover of ongoing UE-Es can either be a success or a failed
attempt.
In a successful handover is that the UE-R locates nearby UE-Rs with capac-
ity to take accept UE-Rs sessions. The UE-R will then handover its ongoing
sessions, then send a successful handover message to the BS. The BS will re-
ply with an acknowledge message that ends the current UE-R mode, as well as
release the UE-Rs RBs.
If the handover is unsuccessful the UE-R is not capable of locating other
UE-R with suﬃcient capacity to accept the ongoing UE-E sessions. The UE-R
will then transmit an unsuccessful handover message to the BS. The BS will
then reply with a force UE-R mode message. The UE-R will stop broadcasting
the D2D service relay message, and ﬁnish its ongoing sessions. When all sessions
are ﬁnished it can reply with a new end message to the BS. The BS will end
the session and release the UE-Rs resources.
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Figure 19: Battery based handshake protocol part 2
From Fig.20 when a UE-Rs battery level decrease beyond a set threshold, for
all battery levels in the ﬁgure except below 20 %. Either the BS will transmit
an increment RB message, if the UE-R is broadcasting its battery level. If the
UE-R is not broadcasting, it has to transmit a low battery message. The UE-
R will then ﬁnish the UE-E sessions until the number of sessions matches the
number of allocated RBs with the BS. The UE-R will then transmit a new UE-R
mode message, the BS will release resources, based on the UE-Rs battery level.
Before, it transmits an provide new UE-R mode message. This ﬁgure illustrates
an example with four RBs for 100% battery level, 3 RB for 80%, 2 for 60% and
1 for 40%.
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When the UE-Rs battery level reach or is getting close to 20 %, the BS
will transmit an end UE-R mode message to the UE-R. The UE-R will either
handover its ongoing sessions or wait until all ongoing sessions are complete.
Then it will reply with its own end UE-R mode message. The BS will reply
with an acknowledge and end UE-R mode message, as well as releasing the
UE-Rs resources.
Figure 20: Battery based handshake protocol part 3
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4.2.3 UML Diagram for the Advanced Algorithm
Fig. 21, presents an UML diagram of the battery level depended resource protocol. The description of the
system and its classes along with the program code in Appendix B.
Figure 21: UML diagram for the advanced algorithm
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4.3 User Interfaces
4.3.1 User Interface for Basic Algorithm
In Approach 3, Sec. 1.4 the requirement is a more dynamic system, by letting
the user set some key parameters before the system is initialized. To fulﬁll
the requirements set, the parameter values had to be changed from static to
dynamic. Also, a higher level of user freedom had to introduced to the system.
Firstly, the number of LTE time frames and UE-Es in the system had to be
made dynamic. This was done by setting their values to undeclared variables
that is declared by an input function initialized by the user at the start of the
program. If the user does not set any value, a default value will be set.
The probability that whether a RB is occupied by cellular resources or D2D
communications and the probability for which type of service a UE-E request
is set in input functions by the user. The user can input a value from 0 -
100 in each case, this value is then used in a Binomial Probability Distribution
function for each input. Instead of setting either 0 or 1 to as the array value in
the LTE time frame generator module, the Binomial probability is taken for each
array position. For the type of service possibility, the uniform distribution was
replaced with an Binomial distribution, using the input value as the probability
indicator. Both initialized UE-Es at the start of the program and the new
UE-Es that connect to the UE-R during the simulation follows the Binomial
distribution.
In Fig. 22 an example of the user interface is presented with following
parameter values, 100 LTE time frames, 10 UE-Es, 50% chance that each RB is
occupied by the cellular network, 50% HTTP and 50% VoIP probability, QPSK
modulation and VoIP priority enabled.
Figure 22: User interface for the basic protocol
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4.3.2 User Interface for Advanced Algorithm
When launching the console, ﬁrst some information about the program is pre-
sented as in Fig.23.
Figure 23: System description at start up
Then by pressing Enter, the program will start as illustrated in Fig.24 , by
initializing the ﬁrst iteration.
Figure 24: Console iteration 1
The system will iterate for each time the user press Enter, while the system
is running. In Iteration 1, the BS broadcast its resources to the UE-Rs. Then,
the UE-Rs will try to connect to the antenna as in Iteration 2, see Fig.25.
Figure 25: Console iteration 2
The UE-Rs will broadcast their connection possibilities to the UE-Es as
shown in Fig.26.
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Figure 26: Console iteration 3
Next, the UE-Es will receive the connections broadcast by the UE-Rs. The
UE-Es id will be listed in the console output illustrated in Fig. 27a), together
with the UE-Rs id and battery level, presented in Fig. 27b).
(a) Console iteration 4a
(b) Console iteration 4b
Figure 27: Console iteration 4
In Iteration 5, no events occur due to the delay UE-Es needs to ﬁgure out
what to do. However, in Iteration 6, UE-Es transmits connection requests shown
in Fig.28 .
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Figure 28: Console iteration 6
The UE-Es that are accepted by the UE-Rs will be online in Iteration 7,
whilst the UE-Es that did not receive connections will retry connection requests.
Also, new UE-Es will try to connect to the network, as in Fig.29.
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Figure 29: Console iteration 7
When a UE-E ends its session, the console will output the UE-Es id together
with the text, ended online session as in Fig.30.
Figure 30: Console iteration 9
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Presented in Fig.31. When a UE-E cannot connect to the network over
3 iterations, the console will output the UE-Es id along with the text, didn't
ﬁnd any connectable users. UE-R1, UE-R2 and UE-R5 are below the battery
threshold level. Thus, their status has changed to N/A.
Figure 31: Console iteration 11
The system will continue to run, until abort is entered into the console input
bar or if the system reach 10.000 iterations. By typing abort, the system will
output !SYSTEM TERMINATED, as in Fig.32.
Figure 32: Console abort
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5 Numerical Results from the Basic Algorithm
To answer the research questions in Sec. 1.2, diﬀerent test cases are analyzed.
In the ﬁrst part of this chapter a description on the diﬀerent static parameter
conﬁgurations are listed. Then, the obtained outcomes from four systems us-
ing diﬀerent parameter conﬁgurations are presented to verify and observe the
systems nature by using graphical visualized results for all occurred events dur-
ing the simulations. Next, three cases are simulated 100 times and the average
results from the tests are compared and evaluated. Lastly, two diﬀerent modu-
lations techniques are analyzed to see how the modulation schemes aﬀects the
systems performance.
5.1 Parameter Conﬁguration
In Tab. 3 the constant parameters that will appear in all cases are presented.
Table 3: Parameters for the basic algorithm
Parameters Value Type
Bandwidth 5 MHz
Modulation QPSK, 16-QAM, 64-QAM
Subcarriers per RB 12
Cyclic Preﬁx length 7 Normal Cyclic Preﬁx
RB per LTE time frame 20
LTE time frame duration 10 ms
RB time duration 0.5 ms
Type of services HTTP, VoIP
Number of UE-Rs 1
Number of UE-Es 10
Tab. 4 represents the parameters used in each of the four cases analyzed.
Table 4: Parameter conﬁgurations for all cases
Case Cellular Resource Use Type of Service VoIP Priority
1 0 50 % HTTP + 50 % VoIP No
2 75 % 50 % HTTP + 50 % VoIP Yes
3 75 % 75 % HTTP + 25 % VoIP Yes
4 75 % 25 % HTTP + 75 % VoIP Yes
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5.2 Case 1
In Case 1 the simulation parameters are described in Tab. 5.
Table 5: Parameter conﬁgurations for Case 1
LTE Time Frames Cellular Resource Use Type of Service Modulation VoIP Priority
100 0 50 % HTTP + 50 % VoIP QPSK No
In Fig. 33 the provided services over the duration of the simulation are illus-
trated. The 3D plot have one axis called UE4 number and illustrates the data
ﬂows for each UE-E. The Timeframes axis, represents the number of time frames
over the simulation. The vertical axis called Required Resource Elements, de-
notes the provided service values such as HTTP, VoIP and N/A5. When a UE-E
is terminated, the N/A value will portray a black color. In this ﬁgure, no ter-
minations has occurred. However, white columns represents completed services
and they are represented at several locations in this plot.
Figure 33: Services provided during the simulation of Case 1
Fig. 34 is correlated with Fig. 33, by an 3D depiction of the occurrences over
the time frames for all delayed requests, terminated, blocked services, completed
real-time and elastic sessions. By comparing these ﬁgures, the completed VoIP
and HTTP sessions occurs at identical places in time and space. The completed
HTTP and VoIP sessions are as predicted, since the probability that a service
request is either HTTP or VoIP is uniform. Hence, these results are valid.
4In this chapter we use the UE number, UE-ﬂow and UE-E interchangeably.
5The N/A value is not called 0, since it can either contain a blocked, terminated- or delayed
service.
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Figure 34: Delayed, terminated, blocked and completed service occurrences in
Case 1
The outcomes in Fig. 35 image the summation of the occurrences from Fig.
34. In this ﬁgure there are 63 VoIP and 38 HTTP services completed over the
simulation. According to Tab. the service probability in this case is uniform.
Thus, the result may seem strange or even not valid, since there are a higher
amount of real-time services completed than elastic. However, the presented
outcome is acquired from running the simulation once and therefore the re-
sults can diﬀer compared with results obtained from running the simulation one
hundred times.
Figure 35: Output occurrences over the simulation of Case 1
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The delay incidents for Case 1 for each UE ﬂow at a speciﬁc LTE time frame
is presented in Fig. 36. There are no occurrences of delayed requests in Fig.
35. Hence, this result is as anticipated.
Figure 36: Delayed occurrences for each UE-E ﬂow over the simulation of Case
1
Fig. 37a) and Fig. 37b) contains the same outcome, only the imaging is
diﬀerent. In this case, the results from both ﬁgures are identical. Therefore,
this result is valid.
(a) Sum of the delay for each ﬂow over the simulation (b) Delay over each data ﬂow
Figure 37: Data ﬂow illustration of delayed occurrences during the simulation
of Case 1
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5.3 Case 2
Case 2 simulation parameters are described in Tab. 6.
Table 6: Parameter conﬁgurations for Case 2
LTE Time Frames Cellular Resource Use Service Probability Modulation VoIP Priority
100 75 % 50 % HTTP + 50 % VoIP QPSK Yes
In Fig. 38 the number of allocated resources over the simulation duration
is illustrated. By enabling VoIP priority, real-time services will be allocated re-
sources before elastic services. In the ﬁgure, UE-E-1 will have highest priority.
Then, UE-E-2 will have the second highest, and the rest of the UE-Es follows
respectively. As presented in the ﬁgure, UE-E-9 and UE-E-10 have a higher
probability to obtain delayed requests and terminated services. Since, the avail-
able resource pool can be empty when its their time to obtain resources. The
outcome from the ﬁgure is as anticipated, since the VoIP sessions are mostly
located around the ﬁrst half of the simulation, whilst the elastic services are
place on the second half.
Figure 38: Services provided during the simulation of Case 2
From Fig. 39 the occurrences of delayed requests are high. This is as antici-
pated, since the elastic services are not prioritized. Thus, its a higher probability
that they will be delayed or terminated. The delay is spread throughout the
simulation, whilst the terminated and blocked services are centered around time
frames 20-80. One possible reason could be that the available resources for D2D
communication are low at during this time interval.
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Figure 39: Delayed, terminated, blocked and completed service occurrences in
Case 2
The number of output occurrences are presented in Fig. 40. The value of the
delayed requests are similar to the sum of the terminated and blocked services.
The number of completed VoIP and HTTP services are as expected.
Figure 40: Output occurrences over the simulation of Case 2
Fig. 41 shows in which UE-E data ﬂow and time frame the delay occurred.
Also, the delays are mostly located between UE-E data ﬂow 8-10, as expected.
Comparing this ﬁgure with Fig. 39 we can see that they are correlated based
on the delay.
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Figure 41: Delay occurrences for each UE-E ﬂow over the simulation of Case 2
In Fig. 42a) the occurrences of the delay is presented, as well as which
ﬂows are aﬀected by delay. Fig. 42b) illustrate each UE-E ﬂow delay sum and
as anticipated both ﬁgures shows that data ﬂows 8 to 10 are most aﬀected by
congestion delay.
(a) Sum of the delay for each ﬂow over the simulation (b) Delay over each data ﬂow
Figure 42: Data ﬂow illustration of delayed occurrences during the simulation
of Case 2
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5.4 Case 3
The parameters for Case 3 are described in Tab. 7.
Table 7: Parameter conﬁgurations for Case 3
LTE Time Frames Cellular Resource Use Type of Service Modulation VoIP Priority
100 75 % 75 % HTTP + 25 % VoIP QPSK Yes
Presented in Fig. 43 is the number of allocated resources for UE-E ser-
vices. The elastic services are most present in the ﬁgure, since the service type
probability is 75 % for HTTP. Therefore, the output is as anticipated.
Figure 43: Services provided during the simulation of Case 3
The diﬀerent service modes are illustrated in Fig. 44. This ﬁgure is as ex-
pected on behalf of Fig. 43. The number of terminated and blocked UE-Es are
spread throughout the simulation. The number of delayed UE-Es are high, this
is expected since it is 75% chance that the request is an elastic service request.
Hence, there are more HTTP services completed than VoIP as expected.
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Figure 44: Delayed, terminated, blocked and completed service occurrences in
Case 3
Fig. 45 represents the results from the simulation. The delay rate is high
compared to the blocked and terminated rate, as anticipated. If the number of
elastic services are dominant and a time frame contain an insuﬃcient amount
of resources to provide all services, there is a higher probability that sessions
are delayed than blocked or terminated.
Figure 45: Output occurrences over the simulation of Case 3
The delay represented in Fig. 46 is according to the predicted outcome. As
presumed, UE ﬂow 1-2 are free from delay. Since the VoIP priority is enabled,
the UE ﬂows 1 - 2 will have a high probability to only consist of VoIP sessions.
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Hence, the ﬁgure shows that UE-E ﬂows 8 - 10 will accommodate most of
the delay in the simulation. The session duration of these ﬂows will then be
extended. Such, that their service requests will not change, and their delay sum
is correlated with the number of LTE time frames. Hence, an increase in the
number of time frames, will result in an increase in their delay sum.
Figure 46: Delay occurrences for each UE-E ﬂow over the simulation of Case 3
Fig. illustrates the delay over each data ﬂow. In Fig. 47a) the increase in
delay in Flow 7 - 10 between time frames 0 - 60 can resemble a linear distribution.
A similar correlation can bee seen in Fig. 47b) between the data ﬂows 3 - 10.
(a) Sum of the delay for each ﬂow over the simulation (b) Delay over each data ﬂow
Figure 47: Data ﬂow illustration of delayed occurrences during the simulation
of Case 3
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5.5 Case 4
In Tab. 8 the simulation parameters are presented for Case 4.
Table 8: Parameter conﬁgurations for Case 4
LTE Time Frames Cellular Resource Use Type of Service Modulation VoIP Priority
100 75 % 25 % HTTP + 75 % VoIP QPSK Yes
Fig. 48 presents the provided required REs in the simulation. Since, the
VoIP probability is high, the ﬁgure contains a high number of VoIP sessions as
anticipated.
Figure 48: Services provided during the simulation of Case 4
In Fig. 49 the number of occurred termination of sessions are low. However,
when a termination occurs the number of terminated UE-Es are high, due to
the large amount of VoIP sessions in the simulation. Hence, when there are
few resources to allocate, the termination will have a high probability to aﬀect
several UE-Es.
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Figure 49: Delayed, terminated, blocked and completed service occurrences in
Case 4
In Fig. 50 the number of occurrences are presented. The amount of delay,
termination and blocking events are low. In this simulation the number of
required resources for real-time services are less than half of what elastic services
requires. This gives the system a higher probability to have a suﬃcient resource
pool for all sessions, than with using a higher elastic service probability. Thus,
the number of ﬁnished VoIP sessions are high as anticipated.
Figure 50: Output occurrences over the simulation of Case 4
Presented in Fig. 51 the VoIP priority and high number of VoIP sessions
cause the delay to be spread from UE-E ﬂow 8 - 10. The result in this ﬁgure is
as expected.
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Figure 51: Delay occurrences for each UE-E ﬂow over the simulation of Case 4
Fig. 52a) shows the addition of delay over the data ﬂows over the simulation
duration. In Fig. 52b) the sum of the delay for each UE-ﬂow is illustrated.
These ﬁgures are as anticipated, based on the results in Fig. 49.
(a) Sum of the delay for each ﬂow over the simulation (b) Delay over each data ﬂow
Figure 52: Data ﬂow illustration of delayed occurrences during the simulation
of Case 4
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5.6 Performance Evaluation with/without VoIP Priority
In this section the cases from Subsec. 5.3, 5.4 and 5.5 are compared by taking
the the mean value obtained from each system over a 100 simulations. Each
case consist of two systems, one with VoIP priority enabled and another with-
out utilizing the VoIP priority conﬁguration. Also instead of using a cellular
probability of 75 %, the cellular traﬃc is 90 % instead. Case 1 from Sec. 5.2 will
not be analyzed in this section, since the change of the systems cellular usage
will make it identical to Case 2.
5.6.1 Case 2
Fig. 53 presents the mean value results achieved by running the simulation 100
times. In Fig. 53a) the enabled VoIP priority setting is enabled and in Fig.
53b) the VoIP priority is disabled. For an easier overview of the obtained result
the are listed in Tab. 9.
(a) VoIP priority enabled (b) VoIP priority disabled
Figure 53: Case 2 with/without VoIP priority
Table 9: 50 % HTTP + 50 % VoIP system with/without VoIP priority
Test Results VoIP Priority Enabled VoIP Priority Disabled
Average of delayed requests 299,57 226,32
Average of terminated services 248,41 410,65
Average of blocked services 256,5 439,86
Average of completed VoIP services 62,38 60,75
Average of completed HTTP services 13,62 23,13
Average of completed total services 76 83,88
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In this case we use an uniform probability that a service type is either HTTP
or VoIP. From Tab. 9 we can observe that enabling VoIP priority will cause the
number of occurred terminations and blocked UE-Es to go down, compared to
a system that has disabled VoIP priority. Also, the number of completed VoIP
sessions is slightly higher in the priority enabled system. However, the delay
is higher along with the number of completed HTTP sessions, and the total
number of completed services are lower in an enabled VoIP priority system.
5.6.2 Case 3
The graphical outcome from testing VoIP enabled vs VoIP disabled priority
systems are denoted in Fig. 54. Fig. 54a) represents the enabled VoIP system,
while Fig. 54b) presents the disabled priority system.
(a) VoIP priority enabled (b) VoIP priority disabled
Figure 54: Case 3 with/without VoIP priority
Table 10: 75 % HTTP + 25 % VoIP system with/without VoIP priority
Test Results VoIP Priority Enabled VoIP Priority Disabled
Average of delayed requests 443,42 338,82
Average of terminated services 201,34 352,2
Average of blocked services 208,7 387,0
Average of completed VoIP services 37,25 43,25
Average of completed HTTP services 25,12 34,12
Average of completed total services 62,37 77,37
In Tab. 10 the data from Fig.54 are represented. From the table we can
see that the delay is lower and that the completion rate for VoIP and HTTP
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services are higher when not using VoIP priority in the system. Nevertheless,
the termination and blocking rates are much higher.
5.6.3 Case 4
Fig.55 presents the mean values obtained from running Case 4 with VoIP priority
enabled, see Fig. 55a), and VoIP priority disabled, see Fig. 55b).
(a) VoIP priority enabled (b) VoIP priority disabled
Figure 55: Case 4 with/without VoIP priority
Table 11: 25 % HTTP + 75 % VoIP system with/without VoIP priority
Test Results VoIP Priority Enabled VoIP Priority Disabled
Average of delayed requests 175,25 97,73
Average of terminated services 329,0 457,87
Average of blocked services 343,17 483,17
Average of completed VoIP services 81,25 82,83
Average of completed HTTP services 7,38 11,09
Average of completed total services 88,63 93,92
Tab. 11 represents the results from both of the ﬁgures in Fig.55. This table
shows that the termination and blocking probability is lower in a VoIP enabled
priority system. However, the number of completed sessions are also lower both
for real-time and elastic services.
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5.7 Performance Evaluation using Diﬀerent Modulation
Schemes
To see if there are any diﬀerence using another modulation technique we com-
pare the results from Sec. 5.6.2, where QPSK modulation was used. With
simulations only changing the modulation to 16-QAM, all other premises are
identical. Tab. 12 compares the obtained results for two systems with enabled
VoIP priority with diﬀerent modulation schemes, one utilizing QPSK modula-
tion whilst another use 16-QAM modulation. In Tab. 13, we can observe that
the number of VoIP sessions completed is higher using QPSK than 16-QAM.
However, the overall the performance of the system is enhanced when using
16-QAM modulation. Both tables shows that all systems achieve enhanced per-
formance using 16-QAM modulation, compared with using QPSK modulation.
However, using 16-QAM modulation requires better channel quality and Qual-
ity of Service (QoS) parameters than QPSK. In this thesis we are not focusing
on physical layer communication, so the obtained results in this section can only
be used to verify the simulations.
Table 12: Modulation scheme comparison with VoIP priority
Test Results QPSK modulation 16-QAM modulation
Average of delayed requests 443,42 285,41
Average of terminated services 201,34 134,01
Average of blocked services 208,7 136,2
Average of completed VoIP services 37,25 27,87
Average of completed HTTP services 25,12 46,65
Average of completed total services 62,37 74,52
Table 13: Modulation scheme comparison without VoIP priority
Test Results QPSK modulation 16-QAM modulation
Average of delayed requests 338,82 258,42
Average of terminated services 352,2 184,02
Average of blocked services 387,0 199,63
Average of completed VoIP services 43,25 34,05
Average of completed HTTP services 34,12 52,47
Average of completed total services 77,37 86,52
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6 Numerical Results from the Advanced Algo-
rithm
6.1 Parameter Conﬁguration
The conﬁgurations in the advanced algorithm are presented in Tab. 14.
Table 14: Parameter conﬁgurations for the advanced algorithm
Parameters Values
UE-R 5 units
UE-E 100 units
UE-E Clusters 1
VoIP 28 REs
Battery Consumption per UE-E 1%
UE-R start up Battery Level x+80%
From the table above the number of UE-E clusters is set to 1 for simplicity,
and therefore this simulation diﬀers from Fig.6 that illustrates this system. The
UE-Rs battery level can range between 80% and 100%. To enable UE-Es to
select UE-Rs based on their battery level, a random integer is introduced, x
and it denotes an uniform random distributed integer with a value between 0%
and 20%.
The implemented algorithm utilize the hybrid battery scheme presented in
Fig. 17a), and the number of UE-Es that can be served are decreasing along
with the battery level of the UE-Rs. There are 4 diﬀerent modes in this scheme
denoted as n, with 4 modes ranging from 0% to 100%, the UE-R will initialize
a new mode when the battery level reach 80%, 60%, 40% and 20%. Each time a
UE-Rs battery level decrease below one of these values, the ongoing sessions are
ﬁnished and the UE-R enters a new mode. The min. threshold value for this
system is 20%, when the battery percentage is below 20% the UE-R will stop
broadcasting D2D invite messages and ﬁnish its current ongoing sessions and
end UE-R mode. Tab. 15 shows the diﬀerent UE-R modes with the number of
max. UE-Es connectable for each mode.
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Table 15: Threshold values for each UE-R mode
UE-R Modes Max. UE-E sessions
80% < UE-R Battery =< 100% Max. 12 UE-Es
60% < UE-R Battery =< 80% Max. 9 UE-Es
40% < UE-R Battery =< 60% Max. 6 UE-Es
20% < UE-R Battery =< 40% Max. 3 UE-Es
0% < UE-R Battery =< 20% Threshold
6.2 Numerical Results
The hybrid scheme is proposed to achieve fair resource allocation based on UE-
Rs battery level, such that each UE-Rs battery is depleted at a correlated rate.
Fig.56 presents the battery depletion rate of each UE-R through the system
iterations. Every time the console receives a manual input the system will
iterate, therefore the ﬁgures in this section use the number of iterations instead
of LTE time frames.
Figure 56: UE-Rs battery depletion rate using a hybrid battery scheme
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The ﬁgure starts at iteration 7, since iteration 1 to 6 are dedicated to con-
nection setup between the UE-Rs and the BS as well as obtaining the battery
schemes and D2D message broadcasting. The starting percentage values of the
UE-R batteries varies from 96 to 84. UE-R-5 have the highest battery level
when UE-Es tries to connect and are therefore prioritized by UE-Es as relay for
D2D communication. Therefore, its battery level decrease faster than the other
UE-Rs between iterations 7 and 13, due to its high amount of connected UE-Es.
At iteration 13, UE-R-5s battery level is below 40% and the max. number of
UE-Es to serve is reduced to 3 UE-Es. Hence, it battery level is declining at
a slower rate than the other UE-Rs, that will have a higher battery and pri-
ority level, until their levels reach UE-R-5 levels. UE-R-1 and UE-R-2 have a
delayed start at serving UE-Es, compared with the other UE-Rs. Their D2D
connections does not start before iteration 8 and 9. At iteration 13, UE-R-4s
battery level is 44%, during the next two iterations it only serve one UE-E and
its decrease with a rate of 1 %. From a viewers perspective this can cause the
graph to appear as the battery level increases, however this is not the case.
The annotation of the threshold value and its dashed line is inserted to make
the ﬁgure more self-descriptive and it shows that each UE-R reach or pass the
thresholds dashed line between iteration 19 and 21. When the UE-Rs reach
the threshold they ﬁnish ongoing sessions, therefore the duration of the UE-Rs
varies.
Tab. 16 presents each UE-Rs battery level value for each iteration in Fig.
56. Each column except the ﬁrst from the left represents an iteration, and the
double horizontal line separates the iterations and the UE-Rs battery levels.
Table 16: UE-Rs battery levels over the iterations
Battery Level over Iterations in Percentage
UE-R 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
1 87 87 86 74 62 51 46 42 38 35 32 29 26 23 20 17 15 NA NA NA
2 84 84 84 76 67 58 52 46 42 36 31 26 23 21 18 16 14 13 12 11
3 95 93 81 69 60 53 47 43 38 33 28 24 21 18 15 12 10 NA NA NA
4 91 91 79 67 56 50 44 43 43 37 31 27 24 21 18 16 15 14 13 NA
5 96 84 72 61 52 44 38 36 34 31 28 25 22 19 16 15 NA NA NA NA
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Figure 57: Number of provided sessions over each iteration
The number of UE-E sessions at each iteration is shown in Fig. 57. In
the two ﬁrst iterations of the simulation the UE-Es are replying the broadcast
messages from the relays, and the replies arrive at diﬀerent times to the UE-
Rs. The amount of ongoing sessions increase and peak around iteration 10,
since more ongoing UE-E sessions leads to a higher depletion rate of the UE-
Rs battery levels. Thus, the number of provided sessions starts decrease and
when a UE-R reach a battery level threshold, described in Tab. 15. It adapts to
that threshold mode's requirements, and the max. number of ongoing service
requests decrease. There are some exceptions such as UE-R-4 between iteration
11 and 14. The ongoing sessions drop from 6 to 1, then from 1 to 0 and then it
climbs back to 6 sessions again at iteration 14. This event occurs when a UE-R
is ﬁnished with its ongoing sessions, but its battery level is not highly prioritized
by the UE-Es.
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7 Discussions
To answer the Research Questions in Sec. 1.2, we will discuss the obtained
results from each algorithm in this chapter. Starting with the numerical re-
sults from the basic algorithm, then the obtained outcomes from the advanced
algorithm.
7.1 Basic Algorithm Discussions
For Research Question 1, the UE-Es in this thesis are reached by a UE-R that
makes its own decisions on which UE-Es to serve, block, terminate or delay based
on its resource pool. This allocation method allows the BS to reserve an amount
of the available resources for the UE-R, and ﬂood broadcast messages containing
information on the number of feasible resources for D2D. The available resources
are ﬂooded by the BS each time frame, however in a real-life network this could
cause high overhead in the system. Another approach is to allocate resources
for UE-Es by letting the BS handle all decisions. When UE-Es are allocated
resources from the BS, the experiences of terminations and delays could be
neglected. Since, the BS would occupy a part of its resource pool to that each
UE-E. However a much higher overlay would be expected in such system, due
to the resource negotiation between UE-Rs and BS.
The proposal for Research Question 2, is to use two diﬀerent types of service
such as real-time and elastic services. Each UE-R can utilize up to four resource
blocks from the up-link band for each service request. This amount may be un-
realistic and not valid compared to the amount of resources a deployed network
allocates. However this basic algorithm is used as a stepping stone to identify
new methods to enhance performance using cellular D2D relay links, thus the
algorithm distinguish itself from real-life systems in some areas.
The real-time services like VoIP have a much lower delay threshold than
HTTP services, and the service cannot deal with delay in this algorithm. If there
are an insuﬃcient amount of resources to provide a VoIP service, the service will
be terminated. The intention behind this termination decision is to make an
explicit diﬀerence between the two services. A VoIP priority conﬁguration was
developed to meet the delay requirements for VoIP services, and by enabling
this parameter the UE-Rs achieve the ability to prioritize VoIP sessions over
HTTP sessions.
To fulﬁll Research Question 3, diﬀerent cases were created and analyzed.
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From Sec. 5.1, a delay pattern is revealed with the exception of Case 1. This case
is developed to observe how the system performs when the number of available
resources always are suﬃcient. In that case the occurrences of delayed, blocked
and terminated services were not present as expected, since all the resources are
dedicated to D2D communications in the system.
When observing the other cases, each simulation presents a similar delay
pattern that is correlated with the number of UE-Es. By introducing more UE-
Es in the system than the UE-R can handle with VoIP priority enabled, the
delayed UE-Es will follow a resembling linear pattern, starting with the ﬁrst
delayed UE-E ﬂow. This is to a degree expected, since when a delay occur the
subsequent ﬂows will also be delayed. Therefore, there should be a restriction
on how many UE-E ﬂows that could be added to the system when using VoIP
priority. A proposal could be to introduce a dynamic selector on the number of
UE-Es, that is based on the mean value of available resources over a period of
time.
From the obtained results, the number of services provided are higher when
the probability for VoIP as service type is high. The results shows that less
resources required by the services, improves the performance of the system.
Thus, the services provided over D2D communication using the in-band, should
be restricted to low data rate services. However, in this thesis interference
is not considered, and a higher number of ongoing services may cause higher
interference in the network.
From the results obtained in Sec. 5.6, we can see that in each case, that the
number of completed VoIP sessions are approximately the same for both systems
with or without VoIP priority enabled. Also, using VoIP priority reduces the
number of terminated and blocked UE-Es during a simulation. Thus, UE-Es
requesting VoIP services in a system utilizing real-time service priority are less
likely to be terminated or blocked. However, UE-Es located in such networks
are in general more exposed to delay.
This introduce a new issue, if real-time services requires less resources than
elastic services. The number of resources left after all VoIP requests are handled
will less likely be suﬃcient to provide the need from the HTTP services requests.
Then the HTTP requests will be either delayed for a longer duration of time
or terminated. If the number of suﬃcient resources for HTTP services occurs
every third time frame, for an elastic service with a long duration. The delay
buﬀer for that UE-E will reset every third time frame, and the time it will take
to provide the service will be extended by three times. If this issue occurs and
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the exponential probability for the elastic service request duration, exceed 33
time frames over a simulation of 100 LTE time frames. Then the HTTP service
request will cause delay over the whole duration of the simulation and the session
will not be completed. If this occurs in a real-time system, the delayed UE-E
ﬂows could cause congestion in the network. There is a higher probability that
an elastic service request can cause a decline in system performance using VoIP
priority when the number of D2D allocated resources are limited, than not using
VoIP priority.
For HTTP service requests, the disabled VoIP priority systems are more
advantageous in all cases, by completing more elastic services and by having
reduced delays compared with its VoIP enabled counterparts. However, this
network lacks robustness when it comes to its blocking and termination rates.
The lowest combined number of blocked and terminated UE-Es during a sim-
ulation for VoIP priority disabled systems are approximately 387 + 352,2 =
691,2. This means that the probability that a UE-E is blocked or terminated
are almost 9 times higher than to complete a service (691,2 / 77,37 = 8,93), see
Tab. 10.
Comparing the output from using diﬀerent modulation, the 16-QAM has a
performance advantage over QPSK as expected. However, this conﬁguration
was developed to validate the system and other parameters can be added to
extend the parameters into a more realistic physical layer module.
To answer Research Question 4 in Sec. 1.2, the results obtained are highly
depended on the parameter settings, when cellular usage is high. By using a dif-
ferent binomial probability that a request is either HTTP or VoIP, will manifest
in a diﬀerence in completed sessions ranging from 62,37 to 93,92. If the D2D
network resources are limited, increasing the probability that a UE-E will re-
quest a VoIP session will enhance the network performance. VoIP priority could
be utilized to minimize the number of blocked and terminated UE-Es. However,
enabling this setting will aﬀect the general system performance with respect to
total completed sessions and network delay. From Case 1, Sec. 5.2, we can ob-
serve that the probability for delay, blocking and termination of UE-Es are zero.
Thus, an important factor for the network performance is the variations of occu-
pied resources used for the cellular network. If the cellular network and the D2D
network share resources, the number of completed sessions will depend on how
much band D2D communications are allocated. Implying, that if the cellular
network have priority over the radio spectrum resources and a high probability
to occupy RBs. Leading to a high risk that the D2D network will be unstable
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for real-time service usage. Hence, this will lead to a high termination and block
rate of services and a poor network performance. Therefore, the results indi-
cates that adjusting the basic algorithms parameters have a high inﬂuence when
the cellular network use a high amount of the spectrum. Although when D2D
communication is dedicated as a part of the up-link band larger than the UE-R
requirements, the parameter conﬁgurations can be neglected as illustrated in
Sec. 5.2.
7.2 Advanced Algorithm Discussions
The advanced algorithm was developed as a way to introduce a UE-R selection
amongst UE-Es. Since no channel characteristics are applied, UE-Rs with dif-
ferent battery levels were proposed as a solution to make each UE-R distinctive
to the UE-Es decision of D2D connection requests. How to manage a UE-Rs
battery power in an energy eﬃcient way, is arguably as important as the per-
formance of the radio channel or the optimization on how to allocate network
resource for D2D communications. Without any battery power control schemes,
the UE-Rs battery will have a high risk of fast depletion that will cause the UE-
Rs to shut down. Hence, the network will not be able to provide stable and
robust D2D links through UE-Rs, to out-side-of coverage UE-Es.
To solve Research Question 5, four battery allocation schemes were proposed
in Sec.(4.2.1), to illustrate new ways to utilize the battery consumption to pro-
vide UE-Rs control over their battery power. From the schemes UE-Rs can
obtain the ability to choose which battery scheme to put in use, based on its
own requirements. The hybrid scheme was proposed and implemented in the
algorithm to adjust the UE-Rs connectivity possibilities according to its battery
level. The energy eﬃcient scheme was designed to handle high allocation of re-
sources, without any battery restrictions. While the energy eﬃcient scheme was
created such that UE-Rs can either share resources over a long time interval
or share resources in a selective manner. The linear scheme was proposed to
provide an easy battery control with a only a linear decrease in battery level and
connectivity amongst UE-Rs. With these designed schemes UE-Rs can have the
control of both their battery consumption and sharing possibilities.
The proposed solution for Research Question 6, is an algorithm utilizing the
hybrid scheme for fair battery depended resource allocation. This scheme use
four battery threshold values that decides the number of max. connected UE-Es
at a given time for the UE-Rs. The results obtained in Sec. 6, shows promising
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results on behalf of fair battery consumption amongst UE-Rs. The UE-Es will
attempt to connect to the UE-Rs with the highest battery level. Hence, the
fairness of battery consumption amongst UE-Rs are high, since the UE-Es will
not try to connect to the UE-Rs with a low battery level if other high battery
level UE-Rs are within reach. After a while the battery level amongst UE-Rs
will ﬂatten, and this causes the UE-Rs battery levels to decrease at a correlated
rate. This battery scheme allows UE-Rs with poor battery conditions, to have
a longer lifetime in the network.
By intention the delay and terminate parameters were not considered when
developing the advanced algorithm. Since, the basic algorithm have already
analyzed these parameters. Hence, the algorithm targets only battery dependent
allocation, and using all parameters analyzed would not have given any new
relevant information on allocation based on fair battery levels. The console
only consists of a constant number of UE-Rs and UE-Es, such that the analysis
of the battery is in focus. When doing a litterateur review on battery levels for
in-band D2D communications with overlay mode enabled, no proposals could
be found on battery control schemes focusing on this speciﬁc scenario.
The console output in Sec. (4.3.2), shows that battery dependency is a
important factor in in-band D2D communications. The strategies on how to
allocate resources can not be fully utilized without any battery level schemes.
The obtained results without battery dependency are not valid in real-life, since
the battery consumption will cause UE-Rs to shutdown at an exponential rate.
Since, the UE-Rs lifetime depends on the following formula from the advanced
algorithm, BatteryPercentage ∗ ConnectedUsers = RelayNodeLifetime.
From the results we can observe that beneﬁts from using battery depended
allocation is a larger cellular coverage area by providing longer lifetimes amongst
UE-Rs. If the UE-Rs can be online for a longer duration of time this will provide
the network coverage to be extended. Without a battery allocation scheme, UE-
Rs could shut down at a rapid rate, and the extended relayed area of the network
would also be aﬀected by these events. Therefore, an improved battery scheme
will results in a larger cellular coverage area over time with UE-Rs shutting
down at a controlled rate.
An issue with the proposed algorithm is when all UE-Rs are online for a
long duration of time. This could cause the battery levels to decrease below the
end session threshold. Thus, all UE-Rs could shut down during a short time
interval and no D2D communication can be provided in the network. However,
this event is not likely to occur, since the UE-Rs positions are not constant. In
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a real-life network, UE-Rs will be replaced at a dynamic rate and prevent such
event to happen. In this thesis mobility is not considered, therefore this event
will happen frequently in the simulation.
The battery consumption rate set in the console code, and plays a crucial
part on the system performance. In the simulation the rate is predeﬁned and
static, causing the UE-Rs battery levels to decrease at a constant rate based
on connected UE-Es. In reality this rate would be dynamic, and the diﬀerence
in battery capacity and power consumption varies amongst UE-Rs. Some UE-
Rs will have better battery capacity than others, however with the constant
rate of the battery level consumption amongst UE-Rs and their lifetime would
be almost identical in the network. Although, the UE-Rs with high battery
capacity would more likely have a greater impact on the performance of the
system, compared with the UE-Rs with low battery capacity.
One an important ﬁeld that is not considered in this thesis, that needs to be
discussed is the security aspect of D2D communication. By allowing UE-Rs to
broadcast and provide D2D communications by sharing their cellular resources
their Authentication Keys could be vulnerable to exploits. One solution can be
to provide UE-Es their own unique identiﬁer, such that the BS can separate
UE-Es from UE-Rs.
From the UE-Es perspective, by allowing UE-Rs the ability to relay traﬃc,
issues such as the man-in-the-middle attacks can occur. This form of attack is
executed by relaying traﬃc and alter the communication between two entities.
A solution to prevent MIMT attacks could be to develop advanced public key
infrastructure routines with a third party validating all transmitted data, which
would lead to a larger overhead in the system [10].
Another issue is the encryption of data between the UE-E and the BS, since
the UE-R should not be able to access the relayed data. A solution can be to
use only use encrypted D2D communications between the UE-Rs and UE-Es.
The UEs in the network would be more secure using this protocol, however this
can lead to more delay and overhead in the network [10].
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8 Conclusions and Future Work
This chapter presents the conclusions based on the discussions in Chap. 7,
followed by the contributions and suggestions for future work.
8.1 Conclusions
The outcomes shows that the performance of the basic algorithm is not highly
depending on parameter conﬁguration, but very much related to how spectrum is
shared by cellular and D2D users. The results indicates that allocating dedicated
resources to D2D communications enhances the performance of the system,
compared to sharing D2D resources.
The advanced algorithm propose new challenges when it comes to resource
allocation in a network. The UE-Rs battery usage has a higher inﬂuence on
the system than expected, and has to be considered as a major part when
standardizing the D2D technology as a part of 5G. Introducing battery level
control schemes focusing on fair battery consumption amongst UE-Rs, beneﬁts
the cell coverage by increasing the duration UE-Rs can be online and therefore
enhance the connectivity area of the network.
8.2 Contributions
During this thesis we have designed two handshake protocols that has been
implemented into two algorithms. One is focusing on parameter conﬁgurations
to enhance resource allocation, whilst the other targets UE-Rs battery levels to
provide fair battery depended resource allocation.
The contributions for this thesis are as follows:
1. Proposed to a solution which targets a 3GPP scenario.
2. Designed two handshake protocols in Sec.3.4 and Sec. 4.2.2.
3. Developed a basic algorithm.
4. Designed four battery control schemes.
5. Developed an advanced algorithm.
6. Implementation and numerical results for each algorithm.
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8.3 Future Works
In this Master thesis two algorithms has been developed and analyzed, the ob-
tained results has contributed to interesting suggestions for new research topics.
The proposals for future works are:
• Introduce selective connectivity between the UE-Rs and the UE-Es based
on restrictions set and handled by the UE-Rs.
• Develop an algorithm which allows UE-Rs to have full control over their
own ability to share resources, such that the allocation of resources de-
pends on their current battery levels.
• Implement security procedures to provide secure transmissions using D2D
communications.
• Extend or propose advanced battery control schemes to enhance the UE-
Rs control over their resource sharing to meet their requirements, using
battery depended sharing.
• Extend the proposed battery depended handshake algorithm, to enhance
the performance of resource allocation based on the UE-R's battery level.
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Appendix
A Data Rate Calculation
The data rate required for each service is presented in Tab. 17.
Table 17: Data rate required for the service types
Service type Data rate
VoIP services 55 Kbps
HTTP services 120 Kbps
The data rate for each service needs to be converted from bits per second
to LTE data rate. Therefore modulation techniques are required in order to
denote the number of bits represented for each symbol. Tab. 18 presents the
modulation techniques used in this thesis.
Table 18: Overview of the modulation techniques
Modulation Number of bits Bits per symbol
QPSK 22 2
16-QAM 24 4
64-QAM 26 6
The following formula is used to calculate the required REs to provide a
service depending on the modulation, Data Rate∗TimeModulation = Resource Elements.
The calculation of the LTE data rate is presented in Tab. 19.
Table 19: LTE data rate calculations for each service type
Service Type Modulation Formula Number of required REs
VoIP QPSK 55Kbps∗1ms22 = 27.5REs 28
HTTP QPSK 120Kbps∗1ms22 = 60REs 60
VoIP 16-QAM 55Kbps∗1ms24 = 13.75REs 14
HTTP 16-QAM 120Kbps∗1ms24 = 30REs 30
VoIP 64-QAM 55Kbps∗1ms26 = 9.16REs 10
HTTP 64-QAM 120Kbps∗1ms26 = 20REs 20
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B Advanced Algorithm Code
/∗∗
∗
∗ @author Yngve Lågbu
∗
∗/
import java . u t i l . Scanner ;
public c lass Main
{
private stat ic Scanner scanner ;
private stat ic Str ing input ;
/∗∗
∗
∗ @desc This i s the s t a r t o f the program
∗
∗ @param args Not r e l e van t
∗
∗/
public stat ic void main ( St r ing [ ] args )
{
LocalMobileNetwork mobNet = new LocalMobileNetwork (5 , 100) ;
presentProgram () ;
int counter = 1 ;
while ( counter < 10000)
{
System . out . p r i n t l n ( " ! ITERATION " + counter + "\n−−−−−−−−−−−−" ) ;
mobNet . i t e r a t e ( ) ;
i f ( ! c on t i nu e I t e r a t i o n s ( ) )
break ;
counter++;
}
System . out . p r i n t l n ( " !SYSTEM TERMINATED" ) ;
}
/∗∗
∗ This method presents the output of the program to the user
∗/
private stat ic void presentProgram ()
{
St r ing message = "MOBILE NETWORK PROGRAM \n" ;
message += "−−−−−−−−−−−−−−−−− \n" ;
message += "This  program d i sp l ay s  a network conta in ing  an antenna and a \n" ;
message += "custom number o f  UE−Rs/UE−Es .  The UE−Rs \n" ;
message += "may l i nk  to  the  antenna ,  whi le  the  UE−Es may \n" ;
message += " l i nk  to  the  UE−Rs ,  but not the  antenna .  \n" ;
message += "Type ' abort '  to  ex i t  the  program .  \n" ;
message += "−−−−−−−−−−−−−−−−−" ;
System . out . p r i n t l n ( message ) ;
}
/∗∗
∗
∗ @return Continue i t e r a t i o n i n i t i a l i z e the scanner , i t re turns true i f abort i s
not in s e r t ed
∗/
private stat ic boolean c on t i nu e I t e r a t i on s ( )
{
i f ( scanner == null )
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scanner = new Scanner ( System . in ) ;
input = scanner . nextLine ( ) ;
i f ( input . t oSt r ing ( ) . conta ins ( " abort " ) )
return fa l se ;
return true ;
}
}
Listing 1: MainMethod
/∗∗
∗
∗ @author Yngve Lågbu
∗ The Antenna w i l l implement the i t e r a t a b l eOb j e c t , such tha t the c l a s s i t e r a t e s .
∗
∗/
import java . u t i l . ArrayList ;
public c lass Antenna implements I t e r a t ab l eOb j e c t
{
private boolean hasBroadcastedConnection ;
private ArrayList<UE_R> l i s t ;
/∗∗
∗ At the program s tar tup the antenna c l a s s has no broadcast connection ,
t h e r e f o r e the
∗ hasBroadcastedConnection va r i a b l e has to be s e t to f a l s e . The antenna
i n i t i a l i z e an array− l i s t f o r
∗ the connectab leUsers
∗/
public Antenna ( )
{
hasBroadcastedConnection = f a l s e ;
l i s t = new ArrayList<UE_R>() ;
}
/∗∗∗
∗
∗ @param connList This method s t o r e s the connectab leUsers in an array− l i s t
∗/
public void setConnectLi s t ( ArrayList<UE_R> connList )
{
this . l i s t = connList ;
}
/∗∗
∗
∗ @return The broadcastNetwork method returns f a l s e i f there are no a v a i l a b l e
connectab le users .
∗ I f there are connectableUsers , the c l a s s w i l l i t e r a t e through the l i s t o f
connectab leUsers .
∗ Then the hasBroadcastedConnection i s s e t to true and the system w i l l p r in t out
the pr in t statement .
∗/
private boolean broadcastNetwork ( )
{
i f ( l i s t . s i z e ( ) == 0)
return fa l se ;
for ( int i = 0 ; i < l i s t . s i z e ( ) ; i++)
l i s t . get ( i ) . connect ( ) ;
this . hasBroadcastedConnection = true ;
System . out . p r i n t l n ( "Antenna broadcasted  network to  UE−Rs . " ) ;
return true ;
}
/∗∗
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∗ The i t e r a t e c l a s s makes the i t e r a t i o n s in the system . I f the
hasBroadcastedConnection i s f a l s e ,
∗ the i t e r a t e c l a s s w i l l i n i t i a l i z e the broadcastNetwork method
∗/
public void i t e r a t e ( )
{
i f ( ! hasBroadcastedConnection )
broadcastNetwork ( ) ;
}
}
Listing 2: Antenna Method
/∗∗
∗
∗ @author Yngve Lågbu
∗
∗/
public c lass Battery implements I t e r a t ab l eOb j e c t
{
//0.0−10.0
/∗∗
∗ The BATTERY_USAGE se t s the ba t t e r y l e v e l usage of the UE−Rs in the network .
Depending on connected
∗ UE−Es
∗/
private f ina l double BATTERY_USAGE = 1 . 0 ;
private int numberOfUsers ;
private double batte ryLeve l ;
/∗∗
∗ The Battery method s e t s the s t a r t va lues for the UE−Rs ba t t e ry l e v e l . In t h i s
system the s t a r t va lues
∗ can range from 80 % to 100 %.
∗/
public Battery ( )
{
batte ryLeve l = 80 + Math . f l o o r (Math . random () ∗21) ;
numberOfUsers = 0 ;
}
/∗∗
∗
∗ @return ge tBat teryLeve l re turns the ba t t e ry l e v e l o f the UE−Rs .
∗/
public double getBatteryLeve l ( )
{
return batte ryLeve l ;
}
/∗∗
∗ addUser increments the numberOfUsers by one each time i t s c a l l e d .
∗/
public void addUser ( )
{
numberOfUsers++;
}
/∗∗
∗ removeUser w i l l s ub t rac t one UE−E each time i t ' s c a l l , when the numberOfUser >
0.
∗/
public void removeUser ( )
{
i f ( numberOfUsers > 0)
numberOfUsers−−;
}
/∗∗
∗ The i t e r a t e c l a s s i s i n i t i a l i z e d to i t e r a t e the ba t t e r y l e v e l by execut ing the
useBattery method .
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∗/
public void i t e r a t e ( )
{
useBattery ( ) ;
}
/∗∗
∗ useBattery sub t ra c t s the BATTERY_USAGE ∗ numberOfUsers for each UE−R.
∗ I f the UE−Rs ba t t e ry l e v e l i s sub t rac ted below 0 , the ba t t e ry l e v e l i s s e t to
0.
∗/
private void useBattery ( )
{
batte ryLeve l −= ( numberOfUsers ∗ BATTERY_USAGE) ;
i f ( bat te ryLeve l < 0)
batte ryLeve l = 0 ;
}
}
Listing 3: Battery Method
/∗∗
∗
∗ @author Yngve Lågbu
∗
∗/
import java . u t i l . ArrayList ;
/∗∗
∗
∗ State i s an enumerator for three d i f f e r e n t s ta t e s , OFFLINE, CONNECTING and ONLINE
.
∗
∗/
enum State {
OFFLINE,
CONNECTING,
ONLINE;
}
/∗∗
∗
∗ The c l a s s BlockedUser i s for UE−Es tha t cannot connect d i r e c t l y to the antenna
∗
∗/
public c lass UE_E extends User implements I t e r a t ab l eOb j e c t
{
private ArrayList<UE_R> connectab leUsers ;
private UE_R userManagingConnection ;
private boolean ha sNe two rkPo s s i b i l i t i e s ;
private boolean networkAppearedThisIterat ion ;
private int stateWaitCounter ;
private State s t a t e ;
private int val idConnect ionAttemptsLeft ;
/∗∗
∗
∗ @param id
∗ The id va lue i s s e t for each UE−E. The s t a r t i n g s t a t e i s s e t to OFFLINE.
∗ Then a wait counter i s c a l l e d .
∗ The UE−E has no network p o s s i b i l i t i e s at the s ta r t , t h e r e f o r e i t i s s e t to
f a l s e .
∗ The UE−E w i l l then check for connectab le UE−Rs . By checking the array− l i s t .
∗ Managing connection i s s e t to nu l l s ince i t has no users to connect with yet .
∗ networkAppearedThisIterat ion i s f a l s e , s ince no networks have appeard yet .
∗/
public UE_E( int id )
{
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super ( id ) ;
this . s t a t e = State .OFFLINE;
this . stateWaitCounter = calculateNewWaitCounter ( ) ;
ha sNe two rkPo s s i b i l i t i e s = f a l s e ;
connectab leUsers = new ArrayList<UE_R>() ;
userManagingConnection = null ;
networkAppearedThisIterat ion = f a l s e ;
}
/∗∗
∗
∗ @return An in t e ge r tha t re turns the wai t ing time , c e i l i n g i s used so the
in t e ge r can never be zero .
∗/
private int calculateNewWaitCounter ( )
{
return ( int ) Math . c e i l (Math . random () ∗5) ;
}
/∗∗
∗
∗ @param u
∗ This method i s c a l l e d by the UE−Rs , i f the UE−Es has an
networkAppearedThisIterat ion and hasNe tworkPos s i b i l i t i e s
∗ the UE−R w i l l add the UE−E to i t s a r r a y l i s t .
∗/
public void broadcast (UE_R u)
{
i f ( ! this . networkAppearedThisIterat ion )
this . networkAppearedThisIterat ion = true ;
i f ( ! this . h a sNe two rkPo s s i b i l i t i e s )
this . h a sNe two rkPo s s i b i l i t i e s = true ;
this . connectab leUsers . add (u) ;
}
/∗∗
∗ I t e r a t e i s c a l l e d by the LocalMobileNetwork , and the f i r s t time
networkAppearedThisIterat ion occur
∗ i t w i l l p r in t out some information and se t networkAppeardThisIterat ions to
f a l s e .
∗ After tha t i t w i l l t r y to change s t a t e .
∗/
public void i t e r a t e ( )
{
i f ( ha sNe two rkPo s s i b i l i t i e s )
{
i f ( this . networkAppearedThisIterat ion )
{
System . out . p r i n t l n ( "UE−E " + this . ge t Id ( ) + " r e c e i v ed  p o s s i b i l i t i e s  f o r
 network connect ion . " ) ;
this . networkAppearedThisIterat ion = f a l s e ;
}
else
{
tryToChangeState ( s t a t e ) ;
}
}
}
/∗∗
∗
∗ @param s
∗ tryToChangeState can be e i t h e r be OFFLINE, CONNECTING or ONLINE. When a method
i s ca l l ed , then break i s c a l l e d .
∗/
private void tryToChangeState ( State s )
{
switch ( s ) {
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case OFFLINE:
tryTochangeToConnecting ( ) ;
break ;
case CONNECTING:
tryTochangeToOnline ( ) ;
break ;
case ONLINE:
tryToChangeToOffl ine ( ) ;
break ;
}
}
/∗∗
∗ The UE−E i s connected , i f the waitCounter > 0 , i t w i l l decrement the on l ine
time by 1
∗ I f the se s s ion i s f i n i s h ed then the system w i l l p r in t out some information and
the UE−E enters o f f l i n e mode
∗ and the UE−R removes the UE−E from i t s on l ine UE−E array .
∗/
private void tryToChangeToOffline ( )
{
i f ( this . stateWaitCounter == 0)
{
System . out . p r i n t l n ( "UE−E " + this . ge t Id ( ) + " ended on l i n e  s e s s i o n . " ) ;
this . stateWaitCounter = this . calculateNewWaitCounter ( ) ;
this . s t a t e = State .OFFLINE;
this . userManagingConnection . remove ( this ) ;
this . userManagingConnection = null ;
}
else
this . stateWaitCounter−−;
}
/∗∗
∗ I f the UE−E has 0 connection attempts l e f t , a new wait counter w i l l be
provided and the UE−E s t a t e w i l l change to
∗ OFFLINE.
∗ The key point o f t h i s method i s to f ind UE−Rs tha t has capac i ty to provide
serv i ce s , then i t w i l l f ind the
∗ most s u i t a b l e UE−R by compairing ba t t e r y l e v e l s
∗/
private void tryTochangeToOnline ( )
{
i f ( this . va l idConnect ionAttemptsLeft == 0)
{
this . s t a t e = State .OFFLINE;
this . stateWaitCounter = this . calculateNewWaitCounter ( ) ;
System . out . p r i n t l n ( "UE−E " + this . ge t Id ( ) + " didn ' t  f i nd  any connecatable  
use r s . " ) ;
}
else
{
ArrayList<UE_R> pos s ib l eAcce s sPo in t s = new ArrayList<UE_R>() ;
for ( int i = 0 ; i < this . connectab leUsers . s i z e ( ) ; i++)
i f ( this . connectab leUsers . get ( i ) . i sConnectab le ( ) )
po s s ib l eAcce s sPo in t s . add ( this . connectab leUsers . get ( i ) ) ;
i f ( po s s i b l eAcce s sPo in t s . s i z e ( ) > 0)
{
UE_R bestProposa l = new UE_R(−1) ;
for ( int i = 0 ; i < pos s ib l eAcce s sPo in t s . s i z e ( ) ; i++)
{
i f ( i == 0)
bestProposa l = pos s ib l eAcce s sPo in t s . get (0) ;
else
i f ( bestProposa l . getBattery ( ) . getBatteryLeve l ( ) <
pos s ib l eAcce s sPo in t s . get ( i ) . getBattery ( ) . getBatteryLeve l ( ) )
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bestProposa l = pos s ib l eAcce s sPo in t s . get ( i ) ;
}
this . userManagingConnection = bestProposa l ;
this . userManagingConnection . add ( this ) ;
this . s t a t e = State .ONLINE;
this . stateWaitCounter = this . calculateNewWaitCounter ( ) ;
System . out . p r i n t l n ( "UE−E " + this . ge t Id ( ) + " i s  on l i n e  with connectab le
 user  " + this . userManagingConnection . get Id ( ) ) ;
}
val idConnect ionAttemptsLeft −−;
}
}
/∗∗
∗ This i s the de lay method be fore an UE−E connects with 3 connection attempts .
∗/
private void tryTochangeToConnecting ( )
{
i f ( this . stateWaitCounter <= 0)
{
stateWaitCounter = this . calculateNewWaitCounter ( ) ;
this . s t a t e = State .CONNECTING;
this . va l idConnect ionAttemptsLeft = 2 ;
System . out . p r i n t l n ( "UE−E " + this . ge t Id ( ) + " wants to  connect  with the  
network . " ) ;
}
else
stateWaitCounter−−;
}
}
Listing 4: UE-E Method
/∗∗
∗ @author Yngve Lågbu
∗
∗/
import java . u t i l . ArrayList ;
/∗∗
∗
∗ This i s a user tha t has network connection to the antenna .
∗
∗/
public c lass UE_R extends User implements I t e r a t ab l eOb j e c t
{
private Battery battery ;
private boolean connected ;
private ArrayList<UE_E> blockedL i s t ;
private ArrayList<UE_E> usersConnected ;
private boolean connec t i onEs tab l i sh edTh i s I t e r a t i on ;
private boolean hasBroadcastedConnection ;
/∗∗
∗
∗ @param id
∗ This i s the cons truc tor for the UE−Rs , the LocalMobileNetwork g i v e s each UE−R
ob j e c t an id .
∗ When an ob j e c t o f the UE_R c l a s s i s i n i t i a l i z e d .
∗ I t r e c e i v e s bat tery , and a se t UE−Es
∗/
public UE_R( int id )
{
super ( id ) ;
c onnec t i onEs tab l i sh edTh i s I t e r a t i on = f a l s e ;
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hasBroadcastedConnection = f a l s e ;
battery = new Battery ( ) ;
connected = f a l s e ;
b l ockedL i s t = new ArrayList<UE_E>() ;
usersConnected = new ArrayList<UE_E>() ;
}
/∗∗
∗
∗ @return
∗ I f UE−Es or LocalMobileNetworks wants to information about the UE−Rs bat tery ,
t h i s method i s c a l l e d .
∗/
public Battery getBattery ( )
{
return this . battery ;
}
/∗∗
∗
∗ @param bu
∗ The UE−R have a l i s t o f UE−Es , they are i n i t i a l i z e d as b locked users , when
t h i s method i s ca l l ed , the UE−R obta ins
∗ a l i s t o f UE−Es .
∗/
public void se tB lockedUserL i s t ( ArrayList<UE_E> bu)
{
this . b l ockedL i s t = bu ;
}
/∗∗
∗ The antenna c a l l s connect , and then the UE−Rs w i l l broadcast t h e i r connect ions
.
∗/
public void connect ( )
{
connected = true ;
broadcastConnection ( ) ;
}
/∗∗
∗ When broadcastConnection i s ca l l ed , connec t ionEs tab l i shedTh i s I t e ra t i on i s s e t
to true .
∗/
private void broadcastConnection ( )
{
connec t i onEs tab l i sh edTh i s I t e r a t i on = true ;
}
/∗∗
∗
∗ @param bu
∗ UE−E know tha t the UE−R has capaci ty , when t h i s method i s c a l l e d the UE−E adds
i t s e l f to the UE−R.
∗/
public void add (UE_E bu)
{
this . usersConnected . add (bu) ;
this . battery . addUser ( ) ;
}
/∗∗
∗
∗ @return
∗ The method returns true i f the ba t t e r y l e v e l i s capab le to support one or more
UE−Es . I f not f a l s e i s returned .
∗/
public boolean i sConnectab le ( )
{
double batte ryLeve l = battery . getBatteryLeve l ( ) ;
i f ( bat te ryLeve l > 80)
{
i f ( usersConnected . s i z e ( ) < 12)
return true ;
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return fa l se ;
}
else i f ( bat te ryLeve l > 60)
{
i f ( usersConnected . s i z e ( ) < 9)
return true ;
return fa l se ;
}
else i f ( bat te ryLeve l > 40)
{
i f ( usersConnected . s i z e ( ) < 6)
return true ;
return fa l se ;
}
else i f ( bat te ryLeve l > 20)
{
i f ( usersConnected . s i z e ( ) < 3)
return true ;
return fa l se ;
}
else
return fa l se ;
}
/∗∗
∗ I f the UE−R i s connected to the antenna , the antenna pr in t statement i s
pr in ted out .
∗ Else i f the UE−R has ba t t e r y l e v e l h igher than 20 %, i t w i l l c a l l the
broadcast method for each UE−E.
∗ Else the UE−Rs ba t t e ry l e v e l i s pr in ted out as NA.
∗/
public void i t e r a t e ( )
{
i f ( connected )
{
i f ( this . c onnec t i onEs tab l i sh edTh i s I t e r a t i on )
{
this . c onnec t i onEs tab l i sh edTh i s I t e r a t i on = f a l s e ;
System . out . p r i n t l n ( "UE−R " + this . ge t Id ( ) + " connected  with antenna . " ) ;
}
else i f ( ! this . hasBroadcastedConnection )
{
i f ( this . battery . getBatteryLeve l ( ) > 20)
{
for ( int i = 0 ; i < this . b l ockedL i s t . s i z e ( ) ; i++)
this . b l ockedL i s t . get ( i ) . broadcast ( this ) ;
System . out . p r i n t l n ( "UE−R " + this . ge t Id ( ) + " broadcasted  connect ion  
p o s s i b i l i t i e s . " ) ;
}
this . hasBroadcastedConnection = true ;
}
else
{
i f ( this . getBattery ( ) . getBatteryLeve l ( ) > 20)
{
System . out . p r i n t l n ( "UE−R" + this . ge t Id ( ) + " ,  Battery :  " + this .
battery . getBatteryLeve l ( ) + this . ge tBlockedStr ing ( ) ) ;
}
else
System . out . p r i n t l n ( "UE−R" + this . ge t Id ( ) + " ,  Battery :  NA" + this .
ge tBlockedStr ing ( ) ) ;
}
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}}
/∗∗
∗
∗ @return
∗ Creates a s t r i n g with UE−Es tha t are cur ren t l y connected to UE−R and returns
the s t r i n g .
∗/
private Str ing getBlockedStr ing ( )
{
St r ing b lockedIds = "" ;
i f ( this . usersConnected . s i z e ( ) > 0)
{
b lockedIds = " ,  UE−E:  {" ;
for ( int i = 0 ; i < this . usersConnected . s i z e ( ) ; i++)
{
blockedIds += this . usersConnected . get ( i ) . get Id ( ) ;
i f ( i != ( this . usersConnected . s i z e ( ) − 1) )
b lockedIds += " ,  " ;
else
blockedIds += "}" ;
}
}
return blockedIds ;
}
/∗∗
∗
∗ @param blockedUser
∗ Cal led by the UE_E, when the UE−E change i t s s t a t e to OFFLINE. The UE−E i s
then removed from the l i s t o f
∗ UE−Es connected to the UE−R.
∗/
public void remove (UE_E blockedUser )
{
this . usersConnected . remove ( blockedUser ) ;
this . battery . removeUser ( ) ;
}
}
Listing 5: UE-R Method
/∗∗
∗
∗ @author Yngve Lågbu
∗ @desc This i n t e r f a c e i s implemented by o b j e c t s which has to implement the i t e r a t e
method
∗
∗/
public interface I t e r a t ab l eOb j e c t
{
public void i t e r a t e ( ) ;
}
Listing 6: Iterable Object Method
/∗∗
∗
∗ @author Yngve Lågbu
∗
∗/
import java . u t i l . ArrayList ;
public c lass LocalMobileNetwork implements I t e r a t ab l eOb j e c t
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{private f ina l s tat ic int CUSTOM_NUMBER_OF_CONN_USERS = 10 ;
private f ina l s tat ic int CUSTOM_NUMBER_OF_BLOCKED_USERS = 10 ;
private ArrayList<UE_R> connUsers ;
private ArrayList<UE_E> blockedUsers ;
private Antenna antenna ;
private ArrayList<Battery> ba t t e r i e s ;
/∗∗
∗ Defau l t cons t ruc tor
∗/
public LocalMobileNetwork ( )
{
this (CUSTOM_NUMBER_OF_CONN_USERS, CUSTOM_NUMBER_OF_BLOCKED_USERS) ;
}
/∗∗
∗
∗ @param numberOfConnectableUsers The number of users which may
∗ connect to an antenna .
∗ @param numberOfBlockedUsers The number of users which may not
∗ connect to an antenna .
∗/
public LocalMobileNetwork ( int numberOfConnectableUsers , int numberOfBlockedUsers )
{
this . i n i t i a l i z eNe two rkOb j e c t s ( ) ;
i f ( numberOfConnectableUsers < 1 | | numberOfConnectableUsers > 1000000)
{
System . out . p r i n t l n ( " !NUMBER OF UE−Rs CHANGED TO DEFAULT" ) ;
for ( int i = 0 ; i < LocalMobileNetwork .CUSTOM_NUMBER_OF_CONN_USERS ; i++)
connUsers . add (new UE_R( i + 1) ) ;
}
else
for ( int i = 0 ; i < numberOfConnectableUsers ; i++)
connUsers . add (new UE_R( i + 1) ) ;
i f ( numberOfBlockedUsers < 1 | | numberOfBlockedUsers > 1000000)
{
System . out . p r i n t l n ( " !NUMBER OF UE−Es CHANGED TO DEFAULT" ) ;
for ( int i = 0 ; i < LocalMobileNetwork .CUSTOM_NUMBER_OF_BLOCKED_USERS ; i
++)
blockedUsers . add (new UE_E( i + 1) ) ;
}
else
for ( int i = 0 ; i < numberOfBlockedUsers ; i++)
blockedUsers . add (new UE_E( i + 1) ) ;
handOverInformationToUsersAndAntenna ( ) ;
}
/∗∗
∗ @desc Creates o b j e c t s needed − connectab le users ,
∗ b locked users , antenna and b a t t e r i e s .
∗/
private void i n i t i a l i z eNe two rkOb j e c t s ( )
{
this . connUsers = new ArrayList<UE_R>() ;
this . b lockedUsers = new ArrayList<UE_E>() ;
this . antenna = new Antenna ( ) ;
this . b a t t e r i e s = new ArrayList<Battery >() ;
}
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/∗∗
∗ @desc I t e r a t e s through connectableUsers , adds b lockedUsers to each
connectableUser ,
∗ adds the connectab leUsers to a ba t t e r y l i s t in LocalMobileNetwork
∗/
private void handOverInformationToUsersAndAntenna ( )
{
this . antenna . setConnectLi s t ( connUsers ) ;
for ( int i = 0 ; i < connUsers . s i z e ( ) ; i++)
{
connUsers . get ( i ) . s e tB lockedUserL i s t ( blockedUsers ) ;
b a t t e r i e s . add ( connUsers . get ( i ) . getBattery ( ) ) ;
}
}
/∗∗
∗ @desc Ca l l s the i t e r a t e method for each ob j e c t
∗/
public void i t e r a t e ( )
{
for ( int i = 0 ; i < this . b a t t e r i e s . s i z e ( ) ; i++)
this . b a t t e r i e s . get ( i ) . i t e r a t e ( ) ;
for ( int i = 0 ; i < this . b lockedUsers . s i z e ( ) ; i++)
this . b lockedUsers . get ( i ) . i t e r a t e ( ) ;
for ( int i = 0 ; i < this . connUsers . s i z e ( ) ; i++)
this . connUsers . get ( i ) . i t e r a t e ( ) ;
antenna . i t e r a t e ( ) ;
}
}
Listing 7: Local Phone Network Method
/∗∗
∗
∗ @author Yngve Lågbu
∗
∗ @desc User c l a s s which i s a super c l a s s for both ConnectableUser
∗ and BlockedUser . Since t h i s c l a s s i s a b s t ra c t no ob j e c t s may be made by t h i s
c l a s s .
∗ BlockedUser and ConnectableUser has an unique ID , t h i s i s common for both user−
c l a s s e s .
∗/
public abstract c lass User
{
private int id ;
public User ( int id )
{
this . id = id ;
}
public int get Id ( )
{
return id ;
}
}
Listing 8: User Method
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