This paper aims to construct a general formulation for the d-dimensional orthogonal functions and their derivative and product matrices. These matrices together with the Tau method are utilized to reduce the solution of partial differential equations (PDEs) to the solution of a system of algebraic equations. The proposed method is applied to solve homogeneous and inhomogeneous two-dimensional parabolic equations. Also, the mentioned method is employed to find the solution of the coupled Burgers equation. Illustrative examples are included to demonstrate the validity and applicability of the presented technique.
Introduction
The Burgers equation has been found to describe various kinds of phenomena such as a mathematical model of turbulence [1] and the approximate theory of flow through a shock wave travelling in viscous fluid [2] . The coupled Burgers system was derived by Esipov [3] . It is a simple model of sedimentation or evolution of scaled volume concentrations of two kinds of particles in fluid suspensions or colloids under the effect of gravity [4] . Using the Hopf-Cole transformation, Fletcher [5] gave an analytical solution for the system of the two-dimensional Burgers equations. Several numerical methods for solving this equation have been given [6 -13] .
In this study, the system of coupled Burgers equations is investigated by applying the operational matrix. Accordingly, the orthogonal functions and their derivative and product matrices for d-dimensional time-depended partial differential equations are constructed. These matrices together with the Tau method are then utilized to reduce the solution of Burgers equations to the solution of a system of algebraic equations. The Tau approach is an approximation technique introduced by Lonczos [14] in 1938 to solve differential equations. The Tau method is based on expanding the required approximate solution as the elements of a complete set of orthogonal functions. This method may be viewed as a special case of the so-called Petrov-Galerkin method. But, unlike the Galerkin approximation, the expansion functions are not required to satisfy the boundary constraint individually [15 -18] .
Implementation of the Tau Method on the Heat Equation
In this section, we aim to convert the time-depended partial differential equations (PDEs) in the form of
to a system of algebraic equations by applying the operational matrix of orthogonal functions in Ω × J. In this way, we construct a family of orthogonal functions in Ω × J by using orthogonal polynomials such as Legendre and Chebyshev. At first, we as-
, and the polynomials, denoted by φ
n (x i ), are orthogonal with weight functions w i (x i ) over Ω i , and also ψ n (t) is orthogonal with weight functions w(t) over J:
where δ nm is the Kronecker function, b
n and b n are known values for each polynomial φ n (x i ) and ψ n (t), respectively, that are obtained as
A function f i (x i ) defined over Ω i can be expanded as
n (x i ) , and the coefficients a
n are given by
By defininĝ
the family of functionŝ
are orthogonal with weight functions w(x,t) =
over Ω × J; also ⊗ denotes the Kronecker product. It's clear that the orthogonality property appears as
A function u(x,t) can be expanded as
and the coefficients a n are given by
In practice, only the finite terms ofΦ(x,t) are considered. Therefore, m i -terms ofΦ [i] (x i ) and s-terms of ψ(t) are defined in the form
and consequently, N-terms
be obtained as
These functions approximate u(x,t):
where [·] denotes the integer part of the number.
Operational Matrix of Derivatives
At first, we describe a property of the Kronecker product as
Lemma 1. The derivative operator of the vector Φ(x,t) can be expressed by
where Proof.
where D x i is derivative operator of x i . We assume
Now by using (9), the Lemma can be proved.
Also, the time-derivative matrix is obtained as
where D t is the derivative matrix of vector Ψ (t).
Remark 1. The derivative matrix of vector Φ [i] (x i )
for shifted Chebyshev and Legendre polynomials is obtained in [19 -21] . In general, we can obtain the derivative matrix of vector Φ [i] (x i ) by using the orthogonal property (2)
Denote that φ
n (x i ) are polynomials of degree n; one can write
Thus, by using above equation, the appeared integral in (10) can be obtained as
In orthogonal polynomials one can say that the elements of the derivative matrix D i are achieved as
Remark 2. The ∇-operational matrix can be constructed as
The Product Operational Matrix
The following property of the product of two orthogonal vectors will also be applied:
whereṼ is an m i × m i product operational matrix for the vector V . Using above equation and by the orthogonal property mentioned in (2), the elements {Ṽ nm }
can be calculated from
where g
nmk is given by
Remark 3. g [i]
nmk for the shifted Chebyshev and Legendre polynomials can be obtained as
where m ≤ n and
The product of two orthogonal vectors will also be applied as
whereÃ is an N × N product operational matrix for the vector A. Using above equation and by the orthogonal property (4), the elements {Ã i j } N−1 i, j=0 can be calculated fromÃ
where g i jk and c i are given by
where i s , j s , k s , r, p, and q are obtained by applying (6) -(8).
Numerical Examples
In this section, two examples of homogeneous and inhomogeneous two-dimensional parabolic equations are given to illustrate our results. Also, in the last example, we apply our combined method to the coupled Burgers equations. In all experiments, we consider the shifted Legendre polynomials defined in (0, π) as basis functions. It is noticeable that the results in shifted Chebyshev or other polynomials have no more difference. Comparisons between present results and corresponding analytical solutions are given. For these comparisons, the root mean square (RMS) error of the following form is applied:
where u(x k ,t k ) and u N (x k ,t k ) are achieved by the exact and the approximate solution on (x k ,t k ), and M is the number of test points.
The Inhomogeneous Two-Dimensional Heat Equation
Consider the following equation [12, 13] :
with boundary conditions
The exact solution of this problem is
By applying the mentioned method, (1) is written as
where by using (5), we have f (x,t) F T Φ(x 1 , x 2 ,t). Now similar to the Tau method [18, 20] , one has
Also the initial and boundary conditions are given as
By substituting above equations in (11), one can obtain a system of algebraic equations and give a unique solution for the unknown coefficients {a i } N−1 i=0 . We solved this problem for different N and compared our result with the exact solution in Table 1 . The graphs of the absolute error functions for m 1 = 7, m 2 = 7, and s = 4 are shown in Figure 1 . These errors illustrate that the approximate solution is in good agreement with the exact solution.
The Homogeneous Two-Dimensional Heat Equation
In this example, we consider the two-dimensional linear homogeneous Burgers equation given by [12, 13] g( with boundary conditions
The exact solution of this problem is By applying the mentioned method, (1) is written as
Now, similar to Tau method [18, 20] , one has
Also the initial and boundary conditions are obtained as
By substituting above equations in (12) , one can obtain a system of algebraic equations and give a unique solution for the unknown coefficients
. We solved this problem for different N and compared it with the exact solution in Table 1 . The graphs of the absolute error functions for m 1 = 7, m 2 = 7, and s = 4 are shown in Figure 2 . These errors demonstrate that the approximate solution obtained by using this scheme is in good agreement with the exact solution.
The Coupled Burgers Equations
Finally, we consider the following nonlinear system of equations given by [12, 13] :
subject to the initial and boundary conditions
The exact solutions of this system are
By assuming u(x,t) = A T Φ(x,t) and v(x,t) = B T Φ(x,t) and applying the proposed method, (13) and (14) are obtained as
A. Now, similar to the Tau method, we have
The conditions of the problem are obtained as Table 1 . The graphs of the absolute error functions for m 1 = 8 and s = 8 are shown in Figure 3 . These errors reveal that the approximate solution is in good agreement with the exact solution.
Conclusions
In this paper, the Tau method for solving the coupled Burgers equation is applied. The orthogonal functions based on orthogonal polynomials for solving this time-depended equation by the means of the Kronecker product have been constructed. Also, a general formulation for the operational matrices of derivative and product has been derived. The achieved operational matrices along with the Tau method are used to reduce the problem to a system of algebraic equations. In order to demonstrate the efficiency and reliability of the proposed technique, the root mean square (RMS) error are applied.
