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最大クリーク問題に対するメタ戦略アルゴリズムの探索特性




代表的な組合せ最適化に対するメタ戦略アルゴリズム [1]として，反復局所探索 (iterated local search，ILS)，遺伝




法 (k-opt local search, KLS) などと呼ばれ，単純な近傍操作を連鎖的に適用することで得られる解集合を改めて大き
な近傍として捉える，局所探索の一般化のアイデアである．我々の研究グループでは，最大クリーク問題 (maximum
clique problem, MCP) [4, 5]，バイナリー 2次計画問題 [6, 7]，ノード配置問題 [8]，2次割当問題 [9]，容量制約付き
p-メディアン問題 [10]などの困難な問題に対して KLSやその変形アルゴリズムを示し，反復局所探索法や遺伝的アル
ゴリズムへの導入によって，極めて良好な結果が得られることを確認しつつある．
最大クリーク問題 (MCP) に対する，反復局所探索 (Iterated local search，ILS) に k-opt 局所探索法 (k-opt local








頂点 (vertex)の集合 V = {1, . . . , n} とそれらの頂点の対を両端とする無向辺 (undirected edge)の集合 E ⊆ V ×V
が与えられた時，G = (V,E) を無向グラフという．特に，全ての 2頂点間に 1つの辺が存在する無向グラフを完全グ
ラフという．V の部分集合 V ′ ⊆ V による誘導部分グラフ G(V ′) = (V ′, E ∩ V ′ × V ′)が完全グラフの時，すなわち，
∀i, j ∈ V ′, i ̸= jに対して (i, j) ∈ E である時，V ′をクリークと呼ぶ．最大クリーク問題 (Maximum Clique Problem,
MCP) [11]とは，与えられたグラフ Gに含まれるクリーク K の中で，次の目的（評価）関数








る [11] [13] [14] [15] [16] [17] [18]．
3 MCPに対する k-opt 局所探索法
まず，本論文に頻出する重要な記号（図 1）について説明する．CC(t)は内ループの繰り返し tの時点における解（ク
リーク）である．PA(t) は CC(t) の全頂点に隣接する，CC(t) に追加可能な頂点の集合
PA(t) = {v : v ∈ (V \CC(t)), (v, i) ∈ E, ∀i ∈ CC(t)}
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である．OM (t) は，PAの定義を若干緩和した 1辺不足集合と呼ぶ辺集合
OM (t) = {(v, i) : v ∈ V, i ∈ CC(t), (v, i) ̸∈ E,
(v, j) ∈ E, ∀j ∈ CC(t), j ̸= i}
である．なお，OM (t) は，CC(t) に含まれる頂点群の中のいずれか一つの頂点 i ∈ CC(t) だけに辺が存在しない頂点
の集合と捉えることもできる（なお，CC ⊆ OM）（図 1参照）．degG(PA(t)) は，PA
(t) により誘導される部分グラフ
G(PA(t))内の各頂点 v ∈ PA(t) の次数である．
図 1: MCPに対する CC，PAおよび OM の集合の一例
以下，KLSの基本アルゴリズムについて述べる．KLSは外ループと内ループの 2つのループ処理で構成され，図 2
における CC は現在の解，CCbest は内ループの繰り返し処理中に得られた最良解である．また，g は内ループ処理前
の解 CCprev と内ループ中に得られる解 CC のそれぞれの評価値の差 g = |CC| − |CCprev|であり，これをゲイン値
とよぶ．
KLSの各反復における探索 (k-opt近傍探索)は，与えられた現在のクリーク（初期解）に対して，連鎖的に複数個
の頂点をクリークに追加 (Add) またはクリークから削除 (Drop) する操作によって構成する．まず，現在のクリーク
CC からそれらの操作によって生成可能な近傍解の集合を得る．その近傍解の集合から最良解 CCbest（すなわち，k回
の Add・Drop移動操作により得られた最良解）を選び，その最良解 CCbest を次反復の初期解 CC とする．この一連
の処理を各反復で対象となる k-opt近傍内に良好なクリークが存在しなくなるまで反復する．
Addフェーズ (Lines 4–8)は，現在のクリーク CC に追加可能な頂点集合 PAから，頂点 v の部分グラフ G(PA)
内における次数 degG(PA)(v)が最大となる頂点 v を選択する処理である．同値の次数を有する頂点が複数存在した場
合には，それらの頂点からランダムに選択する．この処理を PAが空集合になるまで繰り返す．次いで，Dropフェー
ズ (Lines 9–14)は，PAが空集合となっている（CC が拡大不可能な）場合に実行する．Dropフェーズでは，CC か
ら頂点 v を削除する際，次の繰り返し時点で，PAのサイズを最大化する頂点 v を CC から削除する．Dropフェーズ
は CC から削除できる頂点がない，もしくは少なくとも１つ以上の頂点が追加可能になるまで繰り返される．
4 MCPに対する反復 k-opt局所探索法
我々の研究グループでは反復局所探索法 (ILS) に KLS を導入した反復 k-opt 局所探索法 (IKLS) を提案しており，
良好な解を算出することが可能である [5]．IKLSの流れを図 3に示す．IKLSの主要な構成要素は，Local Search(Line
2, Line 5, Line 9)，Kick(Line 4)，Restart(Lines 7–11)であり，これらの反復により探索を行う．Local Searchとし
て KLS，Kickとして LEC-Kick[5]を用いる．LEC-Kickは，KLSによって得られた局所最適解 C に最低 1頂点以上
隣接している頂点集合から，隣接している数が最も少ない頂点 vを選択する．その後，選択した頂点 vとその頂点 vに
隣接している C の頂点集合を新たな C とする Kickである．Restart処理 (Line 8)として，頂点 v ∈ {V \Cbest}をラ
ンダムに選び，Line 9の探索の初期解とする処理を行う．
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LocalSearch(CC, PA, OM , degG(PA))
begin
1 repeat
2 CCprev :=CC, D:=CCprev , P :={1, ..., n}, g:=0, gmax:=0;
3 repeat
4 if |PA ∩ P | > 0 then // Add Phase
5 find a vertex v with maxv∈{PA∩P}{degG(PA∩P )(v)};
6 if multiple vertices with the same max degree are found
then select one vertex v among them randomly;
7 CC := CC ∪ {v}, g := g + 1, P := P\{v}
8 if g > gmax then gmax := g, CCbest := CC;
9 else //Drop Phase (if{PA ∩ P} = ∅)
10 find a vertex v ∈ {CC ∩ P} such that the resulting |PA ∩ P | is maximized;
11 if multiple vertices with the same size of the resulting |PA ∩ P | are found
then select one vertex v among them randomly;
12 CC := CC\{v}, g := g − 1, P := P\{v};
13 if v is contained in CCprev then D := D\{v};
14 endif
15 update PA,OM, and degG(PA∩P )(i), ∀i ∈ PA ∩ P ;
16 until D = ∅;
17 if gmax > 0 then CC := CCbest else CC := CCprev ;
18 until gmax ≤ 0;
19 return CC;
end;
図 2: MCPに対する k-opt局所探索法の擬似コード
procedure IKLS
input: graph G = (V,E);
output: best clique Cbest in G;
begin
1 generate C; compute PA, OM , and degG(PA);
2 C := LocalSearch(C,PA,OM, degG(PA)); Cbest := C;
3 repeat
4 C := Kick(C,PA,OM, degG(PA));
5 C := LocalSearch(C,PA,OM, degG(PA));
6 if |C| > |Cbest| then Cbest := C; endif
7 if restart=true then
8 generate C; compute PA,OM, and degG(PA);
9 C := LocalSearch(C,PA,OM, degG(PA));












IKLS中の KLSを |Cbest|回行っても解 Cbest が更新されない場合とした．本実験での IKLSの反復打ち切り条件は，
各グラフにおける既知の最良解値のクリークを算出した場合とした．アルゴリズムは，C++によってコード化し，コ
ンパイラは最適化オプション-O3を付与した g++（Ver. 9.1.0）である．全ての計算は，計算機（CPU: Intel Core i7
3.6GHz, RAM: 15.6GiB）上で実行した．
表 1にC500.9，表 2にC1000.9，表 3にC2000.5，表 4にC4000.5，表 5にMANN a45，表 6にMANN a81，表 7
に brock800 1，表 8に brock800 3，表 9に keller6，表 10に p hat1500-1, 表 11に frb40-19-1 表 12に frb40-19-5
の実験結果を示す．表 1 から表 12 の上から 2 行の左の欄から，問題例名 Name，既知の最良解値 BR，総頂点数 n，
辺密度 ρを示している．各表 1から表 12の 4行目は既知の最良解値 BR算出時の分析情報，4+m行目は既知の最良
解値 BRよりm個前のベスト解算出時の分析情報を示す．3行目の左の列から，m個前のベスト解が算出された試行
回数 trial，平均ベスト解値（クリークサイズ）Cost，1試行あたりの平均実行時間 Time(s)，一つ前のベスト解値から
の平均実行時間差 ∆Time(s)，局所探索回数 ls，一つ前のベスト解値からの平均局所探索回数差 ∆ls，局所探索１回あ
たりの k-opt近傍移動の平均回数 k-opt/ls，k-opt近傍移動１回あたりの add操作の平均回数 add/k-opt，k-opt近傍
移動１回あたりの drop操作の平均回数 drop/k-opt，キック回数 kick，リスタート回数 restartを示す．
C500.9(表 1)では，既知の最良解値であるサイズ 57のクリークが平均局所探索回数 1874.00回，平均算出時間 0.21
秒で算出されており，既知の最良解値算出直前の最良解サイズは平均 55.99であり，多くの試行で 56の極大クリーク
が算出され，その後の探索で既知の最良解値のクリークが算出されたことを確認できる．また，C1000.9(表 2) では，
既知の最良解値であるサイズ 68のクリークの直前の最良解値から平均 8.48秒の実行時間で，平均 39708.58回の局所
探索を行い解の更新が行われたことを確認できる．brock800 1(表 7) では，サイズ 21 のクリークは比較的高速に算出
されるが，既知の最良解値である，サイズ 23 のクリークは他のグラフ例題と比べ，既知の最良解直前の解から局所探
索が平均 3168051.70回必要であり，他のグラフ例題と比べ極めて多いことが確認できる．この brockのグラフは KLS
のような高次数の頂点を逐次追加していく一般的な解法では，既知の最良解と同じサイズのクリークを算出するのは他
の例題と比べて難しいことが知られている．
表 1から表 5，表 7から表 12のグラフや一般的なグラフでは，既知の最良解直前の解から既知の最良解の算出まで
は困難であるという特徴があるが，MANN a81(表 6)では，既知の最良解の一つ前の解が算出されれば既知の最良解
の算出が他の例題と比べ容易であるという特徴が確認できる．サイズ 1098のクリークは比較的高速に算出されるがサ
イズ 1099のクリーク算出は平均 1893回の局所探索が必要である．しかし，サイズ 1099のクリークの算出から既知の
最良解値であるサイズ 1100のクリーク算出のためには平均 26.84回の局所探索で算出可能であり，1099の極大クリー
クが算出されれば比較的高速に既知の最良解値のクリークが算出可能であることが確認できる．
表 1: C500.9に対する IKLSの実験結果
Name BR n ρ
C500.9 57 500 0.900
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 57.00 0.21 0.19 1874.00 1737.74 3.43 36.89 47.36 1840.69 32.31
100 55.99 0.02 0.01 136.26 108.66 3.44 36.75 46.97 133.56 1.70
100 54.99 0.00 0.00 27.60 20.59 3.39 36.18 43.97 26.48 0.12
100 53.99 0.00 0.00 7.01 4.46 3.10 34.89 34.61 6.01 0.00
99 52.99 0.00 0.00 2.57 1.05 2.80 33.40 25.12 1.57 0.00
96 51.98 0.00 0.00 1.53 0.29 2.37 32.95 14.88 0.53 0.00
86 50.97 0.00 0.00 1.27 0.21 1.97 34.51 8.77 0.27 0.00
65 49.97 0.00 0.00 1.08 0.08 1.63 37.33 4.41 0.08 0.00
37 48.95 0.00 0.00 1.00 0.00 1.49 36.97 1.69 0.00 0.00
18 47.94 0.00 0.00 1.00 0.00 1.17 43.25 1.22 0.00 0.00
3 46.67 0.00 0.00 1.00 0.00 1.33 38.67 1.67 0.00 0.00








表 2: C1000.9に対する IKLSの実験結果
Name BR n ρ
C1000.9 68 1000 0.901
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 68.00 9.27 8.48 43399.33 39708.58 3.60 44.21 55.50 42751.70 646.63
100 67.00 0.79 0.69 3690.75 3219.49 3.60 44.19 55.46 3635.34 54.41
100 65.99 0.10 0.08 471.26 363.22 3.60 44.14 55.30 464.21 6.05
100 64.99 0.02 0.02 108.04 71.80 3.60 44.03 54.84 106.16 0.88
100 63.99 0.01 0.00 36.24 23.44 3.59 43.69 53.27 35.16 0.08
100 62.96 0.00 0.00 12.80 8.91 3.47 42.58 47.42 11.80 0.00
100 61.95 0.00 0.00 3.89 1.90 3.06 39.91 33.06 2.89 0.00
99 60.95 0.00 0.00 2.00 0.75 2.60 39.41 22.99 1.00 0.00
92 59.95 0.00 0.00 1.27 0.20 2.25 38.05 13.75 0.27 0.00
81 58.95 0.00 0.00 1.09 0.07 1.74 42.35 6.80 0.09 0.00
52 57.96 0.00 0.00 1.02 0.00 1.53 44.03 2.99 0.02 0.00
26 57.00 0.00 0.00 1.04 0.04 1.38 46.55 2.93 0.04 0.00
10 56.00 0.00 0.00 1.00 0.00 1.20 49.60 1.10 0.00 0.00
2 55.00 0.00 – 1.00 – 1.00 54.00 1.00 0.00 0.00
表 3: C2000.5に対する IKLSの実験結果
Name BR n ρ
C2000.5 16 2000 0.500
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 16.00 1.14 1.12 692.26 679.13 10.77 8.56 2.38 646.06 45.20
100 15.00 0.02 0.02 13.13 11.49 10.66 7.27 2.21 11.72 0.41
96 13.98 0.01 0.00 1.67 0.67 10.92 3.18 1.57 0.67 0.00
58 13.00 0.01 0.00 1.00 0.00 11.47 1.20 1.12 0.00 0.00
7 12.00 0.01 – 1.00 – 11.00 1.00 1.00 0.00 0.00
表 4: C4000.5に対する IKLSの実験結果
Name BR n ρ
C4000.5 18 4000 0.500
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 18.00 275.13 273.51 45859.92 45592.87 2.39 11.82 9.31 43161.87 2697.05
100 16.99 1.62 1.55 267.05 257.46 2.39 11.79 9.23 250.31 15.74
100 15.99 0.07 0.05 9.59 8.30 2.20 11.49 7.52 8.38 0.21
96 14.98 0.03 0.00 1.30 0.30 1.48 11.89 2.56 0.30 0.00
48 13.96 0.02 0.00 1.00 0.00 1.10 12.38 1.09 0.00 0.00
5 13.00 0.02 – 1.00 – 1.00 12.00 1.00 0.00 0.00
表 5: MANN a45に対する IKLSの実験結果
Name BR n ρ
MANN a45 345 1035 0.996
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 345.00 29.11 29.02 54070.62 53904.00 2.87 330.02 337.40 53913.24 156.38
100 344.00 0.09 0.07 166.62 135.79 2.73 328.75 334.01 165.54 0.08
100 343.00 0.02 0.01 30.83 25.13 2.40 324.09 302.39 29.83 0.00
96 342.00 0.00 0.00 5.90 4.38 1.70 322.59 164.35 4.90 0.00
59 341.00 0.00 0.00 1.85 0.85 1.27 330.74 60.65 0.85 0.00
16 340.00 0.00 – 1.00 – 1.00 339.00 1.00 0.00 0.00
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表 6: MANN a81に対する IKLSの実験結果
Name BR n ρ
MANN a81 1100 3321 0.999
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 1100.00 8.37 0.11 1990.54 26.84 2.87 1079.48 1087.53 1988.28 1.26
100 1099.00 8.25 7.97 1963.70 1893.80 2.86 1079.47 1087.40 1961.44 1.26
100 1098.00 0.28 0.22 69.90 53.81 2.54 1071.56 1034.34 68.90 0.00
97 1097.00 0.06 0.05 16.56 12.71 2.13 1051.54 837.86 15.56 0.00
83 1096.00 0.02 0.01 4.33 3.04 1.63 1053.00 471.35 3.33 0.00
47 1095.00 0.01 0.00 1.51 0.51 1.16 1082.74 134.01 0.51 0.00
8 1094.00 0.01 – 1.00 – 1.00 1093.00 1.00 0.00 0.00
表 7: brock800 1に対する IKLSの実験結果
Name BR n ρ
brock800 1 23 800 0.649
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 23.00 497.83 497.52 3170052.56 3168051.70 2.79 13.55 12.94 3019093.56 150958.00
100 21.00 0.32 0.31 2000.86 1929.82 2.79 13.54 12.84 1900.82 99.04
100 19.95 0.01 0.01 71.04 65.13 2.74 13.45 12.17 67.06 2.98
99 18.95 0.00 0.00 5.96 4.45 2.32 13.42 8.34 4.90 0.06
84 17.94 0.00 0.00 1.60 0.60 1.74 13.29 4.06 0.60 0.00
55 17.00 0.00 0.00 1.00 0.00 1.22 14.56 1.29 0.00 0.00
12 16.00 0.00 – 1.00 – 1.00 15.00 1.00 0.00 0.00
表 8: brock800 3に対する IKLSの実験結果
Name BR n ρ
brock800 3 25 800 0.649
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 25.00 127.55 126.15 820793.65 811872.74 2.79 13.56 12.96 783462.91 37329.74
100 22.00 1.40 1.20 8920.91 7682.29 2.79 13.56 12.95 8492.91 427.00
100 20.89 0.20 0.18 1238.62 1166.51 2.80 13.56 12.94 1176.47 61.15
100 19.87 0.01 0.01 72.11 66.72 2.65 13.65 11.52 67.93 3.18
95 18.86 0.00 0.00 5.62 4.39 2.35 13.11 8.23 4.58 0.04
84 17.90 0.00 0.00 1.26 0.26 1.54 14.00 2.76 0.26 0.00
40 16.95 0.00 0.00 1.00 0.00 1.25 14.40 1.45 0.00 0.00
10 16.00 0.00 – 1.00 – 1.00 15.00 1.00 0.00 0.00
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表 9: keller6に対する IKLSの実験結果
Name BR n ρ
keller6 59 3361 0.818
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 59.00 0.96 0.42 1425.64 623.25 3.02 30.10 42.19 1401.47 23.17
100 57.39 0.54 0.40 802.39 587.83 3.01 30.12 42.12 788.74 12.65
100 56.34 0.15 0.08 214.56 123.65 3.00 30.05 41.82 210.85 2.71
100 55.27 0.06 0.03 90.91 49.13 2.99 29.94 41.22 89.06 0.85
100 54.13 0.03 0.01 41.78 17.74 2.93 30.05 38.65 40.59 0.19
99 53.00 0.02 0.01 24.27 10.75 2.85 30.15 35.76 23.24 0.03
97 51.93 0.01 0.00 13.78 6.35 2.68 30.21 29.66 12.78 0.00
92 50.93 0.01 0.00 7.78 3.71 2.36 32.20 22.32 6.78 0.00
78 50.01 0.01 0.00 4.63 2.23 2.16 33.50 17.46 3.63 0.00
59 49.00 0.01 0.00 2.85 1.41 2.05 33.46 13.18 1.85 0.00
42 48.00 0.00 0.00 1.62 0.60 1.83 32.68 8.04 0.62 0.00
29 47.00 0.00 0.00 1.03 0.00 1.57 36.10 3.48 0.03 0.00
14 45.86 0.00 0.00 1.07 0.07 1.46 37.01 3.94 0.07 0.00
7 44.57 0.00 0.00 1.00 0.00 1.29 37.93 1.64 0.00 0.00
2 44.00 0.00 0.00 1.00 0.00 2.00 22.00 1.50 0.00 0.00
2 43.00 0.00 – 1.00 – 1.00 42.00 1.00 0.00 0.00
表 10: p hat1500-1に対する IKLSの実験結果
Name BR n ρ
p hat1500-1 12 1500 0.245
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 12.00 1.65 1.63 4450.98 4424.55 7.22 6.19 2.50 4046.46 403.52
100 11.00 0.01 0.01 26.43 24.13 7.23 5.76 2.42 23.59 1.84
98 9.98 0.00 0.00 2.33 1.27 7.23 3.16 1.82 1.33 0.00
73 8.99 0.00 0.00 1.08 0.08 7.36 1.36 1.24 0.08 0.00
19 8.00 0.00 – 1.00 – 7.00 1.00 1.00 0.00 0.00
表 11: frb40-19-1に対する IKLSの実験結果
Name BR n ρ
frb40-19-1 40 760 0.857
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 40.00 17.81 15.57 132149.62 115498.45 3.17 27.17 30.13 128750.46 3398.16
100 39.00 2.25 2.14 16651.17 15901.03 3.17 27.16 30.12 16213.08 437.09
100 38.00 0.10 0.09 750.14 696.73 3.17 27.15 30.11 730.02 19.12
100 36.99 0.01 0.01 53.41 45.77 3.23 26.73 28.53 51.54 0.87
100 35.99 0.00 0.00 7.64 5.27 2.97 25.73 23.72 6.64 0.00
99 34.99 0.00 0.00 2.38 1.13 2.38 24.80 15.23 1.38 0.00
91 33.98 0.00 0.00 1.27 0.19 1.87 24.35 7.12 0.27 0.00
69 32.97 0.00 0.00 1.12 0.12 1.40 28.10 3.72 0.12 0.00
24 32.00 0.00 0.00 1.00 0.00 1.33 27.87 2.61 0.00 0.00
7 31.00 0.00 0.00 1.00 0.00 1.29 26.07 1.29 0.00 0.00
2 30.00 0.00 – 1.00 – 1.00 29.00 1.00 0.00 0.00
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表 12: frb40-19-5に対する IKLSの実験結果
Name BR n ρ
frb40-19-5 40 760 0.856
trial Cost Time(s) ∆Time(s) ls ∆ls k-opt/ls add/k-opt drop/k-opt kick restart
100 40.00 315.22 313.79 2407011.41 2396123.85 3.20 27.17 30.60 2345286.60 61723.81
100 39.00 1.43 1.39 10887.56 10587.37 3.20 27.17 30.59 10601.20 285.36
100 38.00 0.04 0.04 300.19 275.68 3.21 27.05 30.21 291.96 7.23
100 37.00 0.00 0.00 24.51 20.48 3.07 26.57 27.56 23.24 0.27
99 35.97 0.00 0.00 4.06 2.37 2.57 24.89 18.10 3.06 0.00
94 34.98 0.00 0.00 1.72 0.61 2.12 25.17 11.25 0.72 0.00
74 33.97 0.00 0.00 1.15 0.12 1.64 26.27 5.01 0.15 0.00
41 32.98 0.00 0.00 1.05 0.05 1.41 26.64 2.50 0.05 0.00
17 31.94 0.00 0.00 1.00 0.00 1.18 28.47 1.26 0.00 0.00
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Run Time Behavior of a Metaheuristic Algorithm to
the Maximum Clique Problem
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Iterated Local Search (ILS) is well known as a typical metaheuristic algorithm for combinatorial
optimization problems. We developed an effective iterated local search called Iterated k-opt Local Search
(IKLS) for the Maximum Clique Problem (MCP). IKLS consists of k-opt Local Search (KLS) as a local
search, LEC-Kick as a perturbation technique and Restart strategy that diversifies the search by moving
to other search points.
Generally, metaheuristic algorithms and local search methods consume more running times to search
high-quality solutions in comparison of searching low-quality solutions. Although the similar property
can be observed in IKLS, details of run time behavior of IKLS are not analyzed on the various instances
of the MCP. Therefore, we analyze the run time behavior of IKLS for the MCP.
Keywords: combinatorial optimization; maximum clique problem; iterated local search; metaheuris-
tics.
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