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Abstract
Among the possible superalgebras that contain the AdS3 isometries, two interesting
possibilities are the exceptional F (4) and G(3). Their R-symmetry is respectively SO(7)
and G2, and the amount of supersymmetry N = 8 and N = 7. We find that there exist
two (locally) unique solutions in type IIA supergravity that realize these superalgebras,
and we provide their analytic expressions. In both cases, the internal space is obtained
by a round six-sphere fibred over an interval, with an O8-plane at one end. The R-
symmetry is the symmetry group of the sphere; in the G(3) case, it is broken to G2 by
fluxes. We also find several numerical N = 1 solutions with G2 flavor symmetry, with
various localized sources, including O2-planes and O8-planes.
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1 Introduction
Among conformal field theories (CFTs), two-dimensional ones have a privileged role,
as the conformal algebra in two dimensions is infinite-dimensional. From a holographic
point of view, however, they are in fact harder to classify: AdS3 solutions in string
theory have an internal space M7 of dimension seven, which is large enough to open
a plethora of possibilities (see for example [1–8]). This is to be contrasted with CFTs
in higher dimensions, where the internal space has fewer dimensions, its geometry is
tightly constrained, and a classification easier.
Whenever faced with a problem which offers too many possibilities, one can achieve
progress by imposing additional symmetries. Imposing supersymmetry is a natural
choice. For AdS3, however, the minimal amount corresponds to only two supercharges,
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which are unlikely to constrain much the dynamics. This suggests looking at extended
supersymmetry, i.e. N > 1. In this situation, the conformal algebra so(2, 1) is comple-
mented not only by the supercharges, but also by additional bosonic generators (the
so-called R-symmetry). Together, all these generators span an interesting superalgebra.
Looking at the list of possible superalgebras that contain a so(2, 1) summand, one
finds two particularly intriguing possibilities: the exceptional superalgebras F (4) and
G(3).1 These correspond to N = 8 and 7 respectively; the R-symmetry algebras are
so(7) and g2. Exceptional algebras appear in several contexts in string theory and
mathematical physics, and they are usually a beacon for interesting phenomena.
In this paper, we will look for AdS3 solutions realizing these two exceptional super-
algebras. Their R-symmetry should be realized as a symmetry of the internal space;
for SO(7), the orbits of its action can either be SO(7)/G2 ∼= RP7 or SO(7)/SO(6) ∼= S6.
The former would mean that the entire internal space is a coset, and unfortunately does
not work; thus we focus on the latter. S6 does not fill the entire internal space, but
rather has codimension one; we thus have to fiber it over an interval. In this situation
M7 is said to have cohomogeneity one. Similarly, for a G2 R-symmetry, the only possi-
ble orbits are G2/SU(3). This is again a round S
6, which again we have to fiber over
an interval. This time, however, the coset realization points to the existence of forms
which break the SO(7) isometries of the round S6 to G2. We will use these forms as
internal fluxes.
For both F (4) and G(3) we will find analytic solutions. Their maximal extension
without D8-branes is noncompact, leading to infinite central charge. Similar to AdS7
solutions [13], we explore the possibility of cutting and gluing them along D8-branes.
The central charge becomes then finite, and intriguingly it displays the k1/3N5/3 behav-
ior [14–16] of the free energy for AdS4 solutions with Romans mass.
Having found solutions with exceptional superalgebras, we also looked for solutions
whose flavor symmetry is exceptional. In particular, since we learned how to realize
G2 as the R-symmetry, we decided to use a similar strategy to realize G2 as a flavor
symmetry. In this setup, the 8 of SO(7) is branched into the 1 ⊕ 7 of G2, and thus,
besides the possibility of preserving N = 7 or 8 (both cases yielding trivial flavor
symmetry), we can preserve N = 1, in which case G2 flavor symmetry is realized. As
expected, this problem is far less rigid than the realization of exceptional superalgebras;
still it is constrained enough to make progress. We obtained several numerical solutions
1The recent work [9] found that these are allowed superalgebras for an AdS3 solution; see Table 2
there. In older work, superconformal algebras in two dimensions associated with F (4) and G(3) were
found and studied [10–12], confirming this possibility from the dual CFT point of view.
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with fully localized O8- and O2-planes.
It is interesting to notice that type II AdSd solutions with an internal S
9−d fibred
over an interval now exist for several values of d: for d = 6 [17], d = 7 [13], d = 2 [18]
and d = 3 in this paper, perhaps suggesting a pattern.
We will start in section 2 with a quick review of the two exceptional superalgebras
we are interested in, and outlining a strategy for realizing them in supergravity. In
section 3 we will translate that into a concrete Ansatz for the metric and fluxes; we will
also review the relevant aspects of the pure spinor formalism we will use to impose su-
persymmetry. We will then proceed to find the explicit analytic solutions. For F (4), we
will actually first find a solution in section 4.1 using a near-horizon limit from a certain
brane system, and then recover it in section 4.2 using pure spinors, thereby showing its
local uniqueness. For G(3), we will use directly the pure spinor method in section 5.
Finally, in section 6 we will find numerical solutions with N = 1 supersymmetry and
G2 flavor symmetry.
2 Exceptional superalgebras
We will start with some introductory considerations on how to realize the superalgebras
we are interested in. The exceptional superalgebra F (4) has a bosonic subalgebra
sl(2)⊕ so(7) , (2.1)
and sixteen fermionic generators in the (2,8) representation. It has appeared in the
context of six-dimensional supergravity [19], with a different real form whose bosonic
subalgebra is so(5, 2) ⊕ su(2). In that case, the summand so(5, 2) is interpreted as
the isometry algebra of AdS6, while su(2) is an R-symmetry. In the present context,
the opposite will be the case: the summand sl(2) will be taken to be the sl(2)L of the
so(2, 2) ∼= sl(2)L⊕ sl(2)R isometry algebra of AdS3, while so(7) will be the R-symmetry
algebra.
To realize this superalgebra for an AdS3 solution, we then have to look for solutions
with an so(7) symmetry algebra. The corresponding group will be G = SO(7) or
Spin(7). On its orbits (the sets obtained by acting on a point by G), the action of G is
by definition transitive; since our internal manifold M7 has dimension seven, the orbits
need to have dimension ≤ 7. Calling H the little group of any point, we see that each
orbit is of the form G/H for some H. The possible maximal subgroups of G = SO(7)
are, up to discrete quotients, SO(6), SU(2)3, SO(5)×U(1), and G2. Among these, only
for H = SO(6) and G2 we have a candidate orbit G/H of dimension ≤ 7. (We need not
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consider non-maximal subgroups: they will have even smaller dimension, and G/H will
have even higher dimension.) So we have two candidate orbits, up to discrete quotients:
Spin(7)/G2 ∼= S7 , SO(7)/SO(6) ∼= S6 . (2.2)
(In the first case we have taken G = Spin(7) rather than SO(7) to obtain a simply
connected orbit, for simplicity.) The metrics compatible with these cosets are the round
ones.
The simplest possibility in (2.2) might perhaps seem taking M7 = S
7; that would
mean that the orbit coincides with the whole space. Unfortunately, we will show rather
quickly in section 3.2 below that this does not work.
This leaves us with the possibility of taking the orbits equal to S6. This is the one
we will pursue in this paper; as we will see, it does lead to solutions.
Let us now consider the fermionic generators, i.e. the supercharges. These will be
realized by the IIA supersymmetry transformations with supersymmetry parameters
1 =
N∑
I=1
ζI ⊗
(
1
−i
)
⊗ ηI1 , 2 =
N∑
I=1
ζI ⊗
(
1
+i
)
⊗ ηI2 , (2.3)
where ηI1,2 are seven-dimensional Majorana spinors; as usual for AdS solutions, ζ
I are
three-dimensional Majorana Killing spinors:
∇µζ = 1
2
µγµζ . (2.4)
Since we want the supercharges to transform in the 8 of so(7), we need to take N = 8;
in other words, I becomes a spinorial SO(7) index. Moreover, there are two independent
solutions to (2.4), which transform in the 2 of sl(2)L and are singlets under sl(2)R. (In
(2.3), each ζI can be taken to be any linear combination of these two.) Given these
transformations laws, the supercharges obtained from (2.3) complete sl(2)L ⊕ so(7) to
the superalgebra F (4), while sl(2)R is left undisturbed.
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Let us now also look at G(3), the second superalgebra of interest in this paper. Its
bosonic subalgebra is
sl(2)⊕ g2 . (2.5)
Again we will realize sl(2) as half of the sl(2)L ⊕ sl(2)R isometry algebra of AdS3, and
g2 as the R-symmetry algebra.
2On AdS3 there are also solutions to the equation obtained from (2.4) by reversing the sign of µ;
these would transform in the 2 of sl(2)R, and as a singlet under sl(2)L. Of course we could have equally
well taken those other Killing spinors as part of our superalgebra.
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The maximal subgroups are this time SU(3), SU(2)2 and SU(2). The only choice
which leads to an orbit G/H of dimension ≤ 7 is SU(3). So our orbit is
G2/SU(3) ∼= S6 . (2.6)
The metric compatible with this coset turns out to be again the round one. Since its
isometry group is really SO(7), it might look like we are realizing a larger symmetry
group than we want. However, the coset structure on (2.6) implies the existence of G2
invariant forms which are not invariant under SO(7).3 Taking the fluxes of our solution
to be proportional to these forms, we will be able to break SO(7) to G2.
The fermionic generators of G(3) should now be in the (2,7) of (2.5). This can again
be achieved by (2.3), this time with N = 7 where I now transforms in the fundamental
representation of G2. We will see in more detail in section 5.1 how that works.
3 Geometrical setup
In the previous section, we have concluded that both our superalgebras can be realized
with an S6 symmetry orbit. We will now see more concretely how to realize this.
3.1 Metric and fluxes
We will consider metrics of the form
ds2 = e2Ads2AdS3 + e
2Zdz2 + e2Qds2S6 , (3.1)
where ds2S6 is the round six-sphere metric. A, Q and the dilaton φ will be taken to
be functions of z only. The function Z could be set to anything we like by a change
of coordinates; for example, we will often consider the gauge Z = −A, which works
nicely for AdS7 solutions (see [22, Eq. (2.27)]), and of course for Schwarzschild and
Reissner–Nordstro¨m black holes.
The metric (3.1) has an SO(7) isometry group, acting on the round S6. While this
is the appropriate R-symmetry group for F (4), for the other solutions we will consider
in this paper we will need to break it to G2.
As we anticipated in section 2, the way to do that is to use fluxes. The symmetry
group of a solution is defined as the group of diffeomorphisms that leave invariant not
only the metric, but rather the entire set of ten-dimensional fields. This suggests that
one might break the SO(7) isometry group by taking fluxes to be G2 invariant forms.
3This plays a role for example in viewing the AdS4 × S6 solution [20] as a coset [21].
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It is well-known that such forms indeed exist. One way to see this is to use the coset
structure (2.6). (This approach is described for example in [21, Sec. 4.4] in the context
of AdS4 solutions.) We will follow a different route. Consider a constant three-form ψˆ3
on R7 which is left invariant by G2. (The existence of such a three-form is a possible
definition of G2.) Viewing R7 as a cone over S6, and reducing ψˆ3 along the radial
direction ρ,
ψˆ3 = ρ
2dρ ∧ J + ρ3ReΩ , (3.2)
we obtain a real two-form J , and a three-form ReΩ. By analogously reducing ∗7ψˆ3 we
obtain another three-form ImΩ. Together, J and Ω define an SU(3) structure on S6,
meaning that they satisfy J ∧ Ω = 0, 1
6
J3 = i
8
Ω ∧ Ω¯. By construction, the symmetry
group of (J,Ω) is G2. Moreover, ψˆ3 is closed. From these facts it follows that
4
3
J3 = iΩ ∧ Ω¯ , J ∧ Ω = 0 , dJ = 3ReΩ , dΩ = −2iJ2 . (3.3)
These properties make (J,Ω) a so-called nearly-Ka¨hler structure.
We will thus use these forms as ingredients for the various field-strengths. For the
NSNS three-form a priori this means
H = h0volAdS3 + h1ReΩ + h2ImΩ + h3dz ∧ J . (3.4)
In appendix A we derive from supersymmetry that in fact h0 = 0 if the RR flux is non-
zero. All the other coefficients are functions of z only. The Bianchi equation dH = 0
then implies h2 = 0, h
′
1 = 3h3; redefining h1 ≡ 3β we find
H = d(βJ) . (3.5)
Using only the forms J and Ω for the internal RR fluxes we write an expansion
F2 = f2J , F4 = f41J
2 + dz ∧ (f42ReΩ + f43ImΩ) , F6 = f6J3 , (3.6)
where again f2, f4i, f6 are functions of z. As usual the external fluxes can be determined
by duality. We will also allow F0 6= 0. The Bianchi equation dH F = 0 implies
F0 = const. , f2 = F0β ,
f41 =
1
2
F0β
2 − 2ϕ , f43 = ∂zϕ , f6 = F0
6
β3 − 2ϕβ + κ .
(3.7)
The total RR flux can then be written more compactly as
F ≡ F0 + F2 + F4 + F6 = F0 eβJ + dH (ϕ ImΩ) + f42dz ∧ ReΩ + κJ3 , (3.8)
where ϕ is a function of z, κ is a constant, and dH ≡ d−H∧. It is also instructive to
write the B-transformed version as follows:
F˜ ≡ e−B∧F = F0 + d(ϕImΩ) + f42dz ∧ ReΩ + κJ3 . (3.9)
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3.2 Supersymmetry
We will describe supersymmetry using generalized G2 structures [23–25]: namely, G2×
G2 structures on the generalized tangent bundle T ⊕ T ∗. These can be parameterized
by an even or odd differential form.
The supersymmetry parameters were given in (2.3). The conditions for unbroken
supersymmetry become then a set of spinorial differential equations for ηI1,2. However,
we will impose those conditions directly on one of these supercharges (in other words, we
will keep only I = 1), and will rely on other arguments to show that other supercharges
must be present.
Let us then call ηI=11,2 ≡ η1,2. From these we can form the bispinor4
η1 ⊗ η†2 ≡ ψ+ = iψ− . (3.10)
This means that both the even form ψ+ and the odd form iψ− map to η1 ⊗ η†2 via the
Clifford map dxm1 ∧ . . . ∧ dxmk 7→ γm1...mk . Indeed in odd dimensions this map is not
one-to-one, and for example the forms 1 and vol7 both correspond to the identity. The
two polyforms are related by
ψ− = − ∗ λψ+ , (3.11)
where λCk = (−1)b k2 cCk.
Supersymmetry now becomes a set of equations on ψ± and the fluxes:
dH(e
A−φψ−) = 0 , dH(e2A−φψ+)− 2µeA−φψ− = 1
8
e3A ∗ λF , (3.12a)
(ψ−, F ) =
µ
2
e−φ , (ψ+, ψ−) =
1
8
e2A , (3.12b)
where the pairing (A,B) ≡ (A∧λ(B))7
vol7
. These generalize to AdS3 the Mink3 system in [25].
They can be derived for example using the system in [26]; we sketch the derivation in
App. A.5
In (2.2) we saw that one way of realizing a SO(7) internal symmetry would be to
use the coset S7 ∼= Spin(7)/G2 as internal space. To analyze this possibility, we can use
a logic similar to the one we used in section 3.1 for G2/SU(3). Namely, we can view
R8, the cone over S7, as a Spin(7)-manifold. This means there is a Spin(7) invariant
4One should not confuse these poly-forms ψ± with the constant three-form ψˆ3 in R7, an auxiliary
entity which in (3.2) was instrumental in introducing the nearly-Ka¨hler SU(3)-structure (J,Ω) on S6.
5The generalization of [25] to the case with unequal spinor norms was already considered in [27];
the inclusion of the cosmological constant had already been considered by the same authors and by
D. Rosa in unpublished work.
7
self-dual four-form Ψ4. Reducing it to S
7 as in (3.2), we obtain Ψ4 = ρ
3dρ∧ψ3+ρ4∗ψ3;
now the three-form ψ3 defines a G2 structure on S
7, which satisfies dψ3 = 4 ∗ψ3 (which
makes S7 into a weak G2 manifold). Within this Ansatz, these are the forms we can use
to solve (3.12); namely we need to take ψ+ ∝ 1 + ∗ψ3, ψ− ∝ ψ3 + vol7. It is immediate
to see that the first equation in (3.12a) is not solved. Thus, as we anticipated after
(2.2), the possibility S7 ∼= Spin(7)/G2 does not work.6
We then need to use the second possibility, S6 ∼= SO(7)/SO(6), as we anticipated in
(3.1). We split the forms ψ± defining the generalized G2 structure in longitudinal and
transverse parts to dz, as in [25]. These turn out to be pure spinors φ± on S6:
ψ+ = e
Zdz ∧ Reφ− + Reφ+ ,
ψ− = −eZdz ∧ Imφ+ − Imφ− .
(3.13)
Plugging these into (3.12a) gives rise to “flow” equations for φ±, in the sense that they
determine their z evolution:
d6H(e
A+ZImφ+) = ∂z(e
AImφ−) , (3.14a)
d6H(e
AImφ−) = 0 , (3.14b)
d6H(e
2AReφ+) = −2µeAImφ− − e
3A−Z
8
∗6 λFz , (3.14c)
d6H(e
2A+ZReφ−) = ∂z(e2AReφ+) + 2µeA+ZImφ+ − e
3A+Z
8
∗6 λF? . (3.14d)
where d6H ≡ d6 −H∧ and
F = F? + dz ∧ Fz . (3.15)
From (3.12b) we also have
(F?, Imφ+) + e
−Z(Fz, Imφ−) =
µ
2
e−φ , (Reφ+, Imφ+) + (Reφ−, Imφ−) =
1
8
e2A ,
(3.16)
where now (A,B) ≡ (A∧λ(B))6
vol6
.
4 Solutions with F (4) superalgebra
We will now present solutions with F (4) superalgebra. As we anticipated, there is a
unique local solution; we will first derive it in section 4.1 as a near-horizon limit from
6It is also easy to consider the same Ansatz in IIB. In that case, the Bianchi identities forbid us from
using ψ3 in either H or F3; thus the only internal flux is F7, which does not break SO(8) to Spin(7).
One is then led to a Freund–Rubin-type solution, which would not realize Spin(7). With some more
work using the IIB version of (3.12) (which is obtained by ψ+ ↔ ψ−) one sees that this Ansatz does
not in fact even lead to a solution.
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a known brane solution, and then rederive it in section 4.2 with the supersymmetry
equations (3.14), showing it is indeed locally unique. In section 4.3 we will analyze its
physical meaning, and we consider whether it can be cut and glued to a copy of itself
by introducing D8-branes.
4.1 A near-horizon limit
We start from the solution [28,29]
ds210 = H
−1/2
D2 H
−1/2
O8 (−dx20 + dx21) +H−1/2D2 H1/2O8 dx22 +H1/2D2 H−1/2O8 (dr2 + r2ds2S6)
eφ = H
1/4
D2 H
−5/4
O8 , C3 =
HO8
HD2
dx0 ∧ dx1 ∧ dx2 ,
(4.1)
where
HD2 = 1 +
q
r5
, HO8 = 1 + px2 , (4.2)
and F0 = p. This represents a stack of D2-branes extended along directions 012, and
an O8-plane (possibly with nD8 < 8 D8-branes on top) along all directions except
2.7 Note that while the metric and dilaton follow the “harmonic superposition rule”
[31–33], the three-form potential is slightly more complicated and it describes a non-
homogeneous D2-brane charge distribution along the x2 direction. In this simple case,
this modification allows both the D2-branes and the O8 to be fully localized.
We want to take a limit
r  q1/5 , x2  1/p . (4.3)
In other words, we want to consider the metric near the D2 but far from the O8. In
this limit, the 1 in (4.2) can be disregarded, and the solution simplifies. Defining new
coordinates ρ, α via
r ≡ q1/3ρ2/3 cos−2/3 α , x2 ≡ p−1/3ρ−2/3 sin2/3 α (4.4)
and taking the small ρ limit, (4.1) becomes
ds210 =
4
9
(
q
p
)1/3
sin−1/3 α cos−5/3 α
[
ds2AdS3 + dα
2 +
9
4
cos2 αds2S6
]
eφ = q−1/6p−5/6 cot5/6 α F0 = p , F6 = ∗10F4 = 5qvolS6 ,
(4.5)
7If we considered a stack of D8-branes without an O8 (or with the O8, but with nD8 > 8), HO8 in
(4.2) would be replaced by a function of the form 1 − px2, which would stop making sense at some
critical x2 = 1/p [30].
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with ρ having become the radial coordinate of AdS3. One can put (4.5) in the gauge
Z = −A by defining the alternative coordinate
z = tan2/3 α . (4.6)
Indeed this turns (4.5) into
ds2 =
4
9
(
q
p
)1/3 [
1 + z3√
z
ds2AdS3 +
9
4
√
z
1 + z3
dz2 +
9
4
1√
z
ds2S6
]
,
F6 = 5qvolS6 , e
φ = q−1/6p−5/6z−5/4 .
(4.7)
This solution has an SO(7) isometry acting on the S6, which also preserves the
fluxes. It can also be checked directly that it enjoys N = 8 supersymmetry; so it is
in fact F (4) invariant.8 However, rather than presenting the supersymmetry analysis
directly in terms of spinors, we prefer to give it in terms of the pure spinor formalism
of section 3.2, which will be easier to generalize in later sections.
Flux quantization is not very restrictive, given the simplicity of the fluxes and of
the manifold. It restricts 2piF0 = 2pip ∈ Z. As for F6, its only integral is on the S6.
(Since it does not shrink at the endpoints of the α interval, as we will see in section 4.3,
it is to be considered a non-trivial cycle.) One has to impose that 1
(2pi)5
∫
S6
F6 ∈ Z; this
works out to
q
6pi2
∈ Z . (4.8)
We also see that the solution is parametrically under control: by making q/p large
we can make the radius large and hence the curvature small, while by making both p
and q large we can make the string coupling eφ small.
Before we move to the pure spinor analysis, it is perhaps worth making a comment
concerning the emergence of F (4) superconformal symmetry from the near-horizon limit
of the above D2-O8 system. As discussed earlier, F (4) only contains the sl(2)L sub-
algebra of the isometries of AdS3. This hints at the fact that it should be possible to
excite the right-moving degrees of freedom without further breaking supersymmetry.
This would actually correspond to turning on a large operator within the dual CFT2.
On the gravity side this turns out to be realized by adding a momentum wave to
the above brane system [35], which propagates within the common worldvolume to the
D2-branes and the O8. The explicit form of the associated warp factor entering the
8Note that this realization of F (4) and the one in [17] found in the context of AdS6 solutions differ by
a choice of real section. This fact follows from their relation through a “double analytic continuation”
that exchanges the AdS and sphere factors. For recent similar results see also [18,34].
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metric (4.1) reads
HW = 1 +QW
(
x32 +
QD2
QO8
r−3
)
. (4.9)
Upon performing the change of coordinates in (4.4), the function HW takes the form
HW = 1 +
QW
QO8
ρ−2 , (4.10)
thus realizing a metric like (4.5) in the near-horizon limit, where empty AdS3 has been
in fact replaced by a BTZ black hole with charge QBTZ =
QW
QO8
. One may check explicitly
that this deformation preserves exactly the same amount of supersymmetry as the pure
D2-O8 construction presented earlier. It is worth noticing that its double analytically
continued analog (see footnote 8) is the inclusion of a NUT charge in the D4-O8 system,
whose effect is that of replacing the round S3 in the transverse space by a lens space.
4.2 Local supersymmetry analysis
We will now reproduce the solution (4.7) from the system (3.14).
Since we are after a solution with SO(7) symmetry, we should set to zero in (3.5),
(3.8), all the flux coefficients that break it: namely,9
ϕ = β = f42 = 0 . (4.11)
Supercharges should transform in the 8 of SO(7). A way to understand spinors on
S6 is to work in the ambient space R7. The constant spinors there,
ηα , (4.12)
indeed transform in the 8. To try and obtain more possibilities, we also have at our
disposal functions on R7. We can organize these in spherical harmonics: namely, a basis
is given by functions of the type
si1...ikX
i1 . . . X ik (4.13)
where X i are the coordinates on R7, and si1...ik are symmetric traceless tensors. This
makes the latter irreducible representations of SO(7). However, the tensor product of
these with the 8 contains another 8 only if k = 1, in which case we have 7⊗8 = 56⊕8.
Explicitly, this second possibility is given by spinors of the form
X iγiηα , (4.14)
9We will see in later sections that f42 = 0 is actually implied by supersymmetry anyway.
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where {γi} is a basis of gamma matrices in R7. In fact,
Xjγ
j = γρ (4.15)
is the gamma matrix in the radial direction. On S6 this becomes the chiral gamma; so
(4.14) is eventually not so different from (4.12).
As we mentioned in section 3.2, we will proceed by considering a single supercharge
(or more precisely, a single summand in the sum over I in (2.3)). Among the constant
spinors (4.12), we have already indirectly singled out one, whose bilinears give the three-
form ψˆ3; let us call it η
0. The remaining seven constant spinors η0i can be obtained from
η0 as10
η0i = iγiη
0 . (4.16)
If we impose supersymmetry for η0 and SO(7) symmetry, the latter implies that the
remaining ηα also solve supersymmetry. Similar to this, out of (4.14) we can impose
supersymmetry for X iγiη
0; SO(7) symmetry will imply supersymmetry for the other
seven.
Taking η1,2 to be linear combinations of η
0 and γρη
0 leads to the following Ansatz
for the pure spinors φ± on S6:
φ+ =
1
8
eA eiθ+e−ie
2QJ , φ− =
1
8
eAeiθ− e3Q Ω , (4.17)
where (J,Ω) are the SU(3)-structure tensors of section 3.1.
We can now look at the supersymmetry conditions in (3.14), with (4.17) and (4.11);
we will work in the gauge Z = −A. The easiest one is (3.14b), which simply imposes
θ− = pi2 . From now on we will then rename θ+ ≡ θ. Next we look at (3.14d), which is
also algebraic:
6 sin θ + 4e−A+Qµ = 0 . (4.18a)
The remaining equations, (3.14a), (3.14c), contain derivatives with respect to z, and
yield:
∂z(e
2A+3Q−φ) + 3 cos θeA+2Q−φ = 0 , (4.18b)
∂z(cos θ e
3A−φ)− 6e2A−6Qκ+ 2µeA−φ sin θ = 0 , (4.18c)
∂z(sin θe
3A+2Q−φ)− 2µeA+2Q−φ cos θ = 0 , (4.18d)
∂z(cos θ e
3A+4Q−φ) + 4e2A+3Q−φ + 2µeA+4Q−φ sin θ = 0 , (4.18e)
∂z(sin θ e
3A+6Q−φ)− F0e2A+6Q − 2µeA+6Q−φ cos θ = 0 . (4.18f)
10The i in (4.16) keeps the η0i Majorana: one can see this most easily in the basis where the γi are
purely imaginary.
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One can solve (4.18) explicitly. By combining the equations involving ∂z, one can
obtain one more algebraic equation beyond (4.18a). Moreover, the other equations can
be combined to get a decoupled differential equation that determines Q. Defining
κ = −5
6
q , F0 = p , (4.19)
one eventually recovers (4.7), and no other solution.
This shows that locally (4.7) is the only solution with F (4) invariance.
4.3 Global properties
We are now going to investigate the physical properties of (4.5) or (4.7).
The metric is regular except at α = 0 and α = pi
2
. Around α = 0 it is actually
convenient to look at (4.7), which gives
ds210 ∼
1√
z
(
4
9
ds2AdS3 + ds
2
S6
)
+
√
zdz2 , eφ ∼ z−5/4 (4.20)
for the metric and dilaton. This behavior is typical of an O8 with diverging dilaton.11
Such a behavior has appeared in AdSd solutions for various values of d: for example in
d = 6 in [17], for d = 7 and d = 5 in [36]. In spite of the diverging dilaton, holographic
computations in such cases have yielded no particular problems so far, just like in several
other situations where the internal manifold of an AdS solution has a localized D-brane
or O-plane.
The behavior at α = pi
2
is more problematic. We see from (4.6) that it corresponds
to z →∞, where the metric and dilaton behave as
ds210 ∼ z5/2ds2AdS3 +
9
4
z−5/2
(
dz2 + z2ds2S6
)
, eφ ∼ z−5/4 . (4.21)
This looks like the behavior of a D2-brane metric H
−1/2
D2 (−dx20+dx21+dx22)+H1/2D2 (dx23+
. . . + dx29) near the D2, with z being interpreted as the radial variable in the R73...9
transverse to it. However, from the standard D2 metric in flat space one actually would
obtain (4.21) at small z, not at large z (which is the domain where we obtained it). So
in fact (4.21) is the behavior far from a D2-brane in flat space, in a situation where one
takes HD2 ∝ r−5 rather than the standard HD2 = 1 + r
5
0
r5
.
11An O8 in flat space has a metric and dilaton ds210 ∼ H−1/2(−dx20+. . .+dx28)+H1/2dx29, eφ ∼ H−5/4
with H = a + b|x9|; for a 6= 0 the dilaton is finite everywhere, but for a = 0 (which is the case that
reproduces (4.20)) it diverges at z = 0.
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Related to this, the internal space is non-compact: indeed z = ∞ is at infinite
distance, since
∫
z−1/4dz diverges. A perhaps more satisfying physical measure of this
non-compactness is the dual CFT2 central charge. Standard computations [37] adapted
to the case with non-constant dilaton and warping (see e.g. [22, Sec. 4.1] for a discussion)
give
c ∝
∫
M6
e2A−φvolM7 = 2p
1/3q5/3
∫ ∞
0
zdz . (4.22)
Thus the dual CFT would have infinitely many degrees of freedom. Notice that this
divergence has nothing to do with the O8, which is located at z = 0. (For AdS7 solutions
with an O8 with diverging dilaton, the central charge a6d is finite and matches a field
theory computation [36].)
In light of recent AdS solutions with D8-branes such as [13, 22, 38], it is natural to
try to get rid of this non-compactness by cutting the solution at some value z = z0, and
gluing it to a second copy of it. For simplicity, let us try to glue two identical copies.
Namely, let us use (4.7) for z ∈ [0, z0], and for z ∈ [z0, 2z0] the same solution (4.7) but
with z → 2z0 − z. At the gluing locus z = z0, there is a defect; to interpret it as a D8,
F0 should jump. Again for simplicity, let us assume that its value goes p to −p as we
cross the D8. Looking at the metric in (4.7), we see that the sign of q must also flip.
With this choice, the metric and dilaton are continuous, and the fluxes have a
discontinuity
∆F0 = −2F0 = −2p , ∆F6 = −2F6 = −10qvol6 . (4.23)
The Bianchi identities in presence of a D8-brane stack at z = z0 are
dF =
1
2pi
nD8e
2pifδ(z − z0) , (4.24)
where f is the gauge flux on the D8 worldsheet. Comparing (4.23) and (4.24) we see
that
p = −nD8
4pi
, Trf = Trf ∧ f = 0 , Trf ∧ f ∧ f = 5q
p
vol6 . (4.25)
This worldsheet flux means that the D8 is in fact a D8/D2 bound state.
It is a bit surprising that in (4.25) the position z0 is not fixed by the Bianchi
identities. From the point of view of the equations of motion, the jump in the derivatives
of the functions in the metric is realated to the D8 data. Since these jumps depend
on our choice of z0, one would imagine that they should fix the position of the D8.
On the other hand, supersymmetry and the Bianchi identities imply the equations of
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motion, so whatever condition comes from the equations of motion should follow from
(4.25) already. Checking this explicitly is hard because of the subtleties involved in the
non-Abelian DBI action, but a preliminary computation makes it plausible.
For a complete analysis, one should also check that supersymmetry is preserved on
the D8. This leads to checking certain κ-symmetry conditions, that can be formulated
in terms of pure spinors along the lines of [39]. This leads to imposing either that the
pull-back of ef Imφ+ and X · efφ− vanish (for any X section of T ⊕ T ∗), or that the
pullback of efReφ+ reproduces the DBI action. This would lead to a version of the
equations in [40], but again the non-Abelian nature of the equations makes an explicit
check difficult. In the similar but simpler situation for D8/D6 in AdS7 solutions [13],
this κ-symmetry condition was automatically satisfied.
If we try to proceed with a physical interpretation in spite of these difficulties, the
central charge of the dual theory would be just the same as (4.22), but with the integral∫
zdz now cut off at a finite value of z. Intriguingly, the prefactor p1/3q5/3 in (4.22)
matches the behavior of the three-sphere partition function or the thermal free-energy
coefficient found in [14–16] for AdS4 solutions with Romans mass.
As we mentioned, the procedure of gluing two pieces of the solution (4.5) is partially
inspired by AdS7 solutions with D8-branes [13, 22, 38]. An important difference with
that case is that the metric we are starting from only depends on the ratio q/p, while
for AdS7 the local metric depends on two parameters; this presumably would prevent
extending the construction above to more than one D8 stack (although we have not tried
systematically to do this). Another context that bears some resemblance to our case is
non-Abelian T-duality, which can be used to generate AdS solutions which have a non-
compact internal space (see for example [41] for an AdS3 example). In that case, one
often manages to interpret the dual field theory as an infinite quiver; cutting the solution
and gluing it to a copy of itself, as we have done here, corresponds to an intuitively
similar cutting and gluing procedure on the quiver — see for example [42, Fig. 7,8] for
an AdS5 example of this.
5 Solutions with G(3) superalgebra
We will now look for solutions with G(3) superalgebra. In this case, the R-symmetry
is G2; it will be realized as the isometry group SO(7) of S
6 broken by the fluxes, as
described in section 3.1.
We will start in section 5.1 by finding the appropriate supersymmetry parameters;
this requires a little more work than in section 4.2. In section 5.2 we will then apply
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the resulting spinorial Ansatz to the supersymmetry conditions in (3.12).
5.1 Internal spinors
We need spinors transforming in the 7 of G2 on S
6. We will again consider S6 as
embedded in R7 with coordinates X i, as in section 4.2. As we saw there, of the 8
independent constant Majorana spinors ηα on R7, one is G2 invariant, and we called it
η0; the others, which can be written as in (4.16), transform in the 7.
Again we also have at our disposal functions on R7, for which (4.13) is a basis. The
symmetric traceless tensors si1...ik that appear there, form irreducible representations
of SO(7); it turns out that they are also irreducible as representations of G2 ⊂ SO(7).
So in principle we have to combine the symmetric traceless tensor representations
in (4.13) with the η0i and with η
0 to obtain a 7. Combining them with the singlet η0
only gives rise to the combination
X iη0 . (5.1)
The only symmetric traceless tensors (4.13) whose tensor products with a 7 contain
another 7 are the ones with one and two indices:
Xi , XiXj − 1
7
δij ; (5.2)
namely, respectively a 7 and a 27. The way to combine them with the η0i = γiη
0 to
give a 7 is respectively by contracting with the G2 invariant tensor φijk, and by direct
contraction:
φijkXjγkη
0 ,
(
XiXj − 1
7
δij
)
γjη0 =
(
XiXjγ
j − 1
7
Xi
)
η0 . (5.3)
In fact the first in (5.3) can be rewritten using (see e.g. [43, (3.8)])
γijη
0 = iφijkγ
kη0 . (5.4)
Putting together (4.16), (5.1), (5.3) and (5.4) we conclude that the most general set of
spinors on R7 that transform in the 7 of G2 can be written as
ηi = (aXi + ibγi)η
0 + (cXi + idγi)Xjγ
jη0 . (5.5)
Recall that Xjγ
j in (5.5) is just the radial gamma matrix, (4.15); this will simplify the
analysis.
In (2.3), we need two sets of internal spinors, ηI1 and η
I
2 . The index I should in
this case be identified with the index i in (5.5): indeed the solution will have N = 7
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supersymmetry. We can use the decomposition (5.5) for both ηI1 and η
I
2 , with two sets of
parameters aa, . . . , da, a = 1, 2. Moreover, as we discussed in section 3.2, we can impose
the supersymmetry conditions on one particular choice of I, say I = 1; R-symmetry
then implies that they are also satisfied for the remaining values of I. So our internal
spinors read
ηa = (aaX1 + ibaγ1)η
0 + (caX1 + idaγ1)γρη
0 . (5.6)
We can see already now that the case aa = ca = 0 leads to the F (4) case we considered
in section 4. While in section 4.2 we took the internal spinors to be a linear combination
of η0 and γρη
0, we could in fact have chosen any other element in the 8 of SO(7) taken
from (4.12) and (4.14); the case aa = ca = 0 in (5.6) is indeed of that type. (Recall that
SO(7) mixes the η0i with η
0, while G2 does not.)
To compute the pure spinors on S6 corresponding to (5.6), it is convenient to first
compute the bilinears η1η
†
2 as a poly-form ψˆ = ψˆ+ + ψˆ− on R7 with ψˆ = ψˆ+ = iψˆ− as
in (3.10), and then reduce it to S6 as
ψˆ|ρ=1 = dρ ∧ Reφ− + Reφ+ ,
−iψˆ|ρ=1 = dρ ∧ Imφ+ + Imφ− .
(5.7)
(3.2) can be now recovered as a particular case of the above relations, where η2 = η1,
in which case ψˆ− = ψˆ3 + vol7.
5.2 System
We can now plug the φ± obtained with the spinors (5.6) in (3.14). The resulting system
of equations is much more complicated than the one we had for F (4), and we will not
write it down here. With some effort, however, it can be solved; we will describe here
the main steps.
First of all, some of the equations are algebraic (i.e. they do not involve ∂z), similar to
(4.18a) for F (4). These can be completely solved for the functions aa, . . . , da appearing
in the spinors (5.6),
a1 = − 2(aˆ− bˆ)cˆ
b2(1 + aˆ2)
, b1 =
cˆ
b2
, c1 = −2aˆ(aˆ− bˆ)cˆ
b2(1 + aˆ2)
, d1 =
bˆcˆ
b2
,
a2 =
2b2(aˆ− bˆ)
1 + aˆ2
, c2 = −2b2aˆ(aˆ− bˆ)
1 + aˆ2
, d2 = −b2bˆ ,
(5.8)
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and for
eA = 8(1 + bˆ2)cˆ ,
eQ =
32(−aˆ+ bˆ)(1 + aˆbˆ)(1 + bˆ2)cˆ√
(1 + aˆ2)(1 + bˆ2)(1− 16aˆbˆ+ 9bˆ2 + aˆ2(9 + bˆ2))
,
tan θ =
4bˆ+ 4aˆ2bˆ− 2aˆ(1 + bˆ2)
−1 + 3bˆ2 + aˆ2(−3 + bˆ2) .
(5.9)
Some more algebraic conditions can be found by linear combinations. They can be used
to fix the remaining fluxes, whose expressions we will see later.
The remaining differential equations can be simplified by imposing consistency with
the Bianchi identities, but they still look daunting:
φ′ =
eZ+φF0∆1(−1 + 3bˆ2 + aˆ2(−3 + bˆ2))(5 + 16aˆbˆ− 3bˆ2 + aˆ2(−3 + 5bˆ2))
8 (−aˆ+ bˆ)(1 + aˆbˆ)3 , (5.10a)
4bˆ′
1 + bˆ2
− 4aˆ
′
1 + aˆ2
=
3eZ+φF0∆2(−1 + 3bˆ2 + aˆ2(−3 + bˆ2))
(1 + aˆbˆ)2
, (5.10b)
where
∆1 =
√
1 +
4(aˆ− 2(1 + aˆ2)bˆ+ aˆbˆ2)2
(−1 + 3bˆ2 + aˆ2(−3 + bˆ2))2 ,
∆2 =
√
(1 + aˆ2)(1 + bˆ2)(1− 16aˆbˆ+ 9bˆ2 + aˆ2(9 + bˆ2))
(−1 + 3bˆ2 + aˆ2(−3 + bˆ2))2 ,
(5.11)
and a prime denotes differentiation with respect to z. The equation (5.10a) just fixes
the dilaton, so we can solve at the end. The relevant equation is (5.10b). We can still
use the gauge freedom in selecting Z (see discussion after (3.1)) to simplify it. A good
choice is
eZ =
4(1 + aˆbˆ)2
3F0
√
(1 + aˆ2)(1 + bˆ2)(1− 16aˆbˆ+ 9bˆ2 + aˆ2(9 + bˆ2))
. (5.12)
The equation (5.10b) now becomes solvable:
bˆ′
1 + bˆ2
= −1 + aˆ
′
1 + aˆ2
⇒ aˆ = tan z + bˆ
1− bˆ tan z . (5.13)
It might look as though every choice of bˆ leads to a different solution. In fact, however,
upon substituting the solution (5.13), bˆ disappears from all the physical fields, and there
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is a unique solution. After a change of coordinates z = arctan y, the dilaton and the
metric coefficients in (3.1) read:
ds2 = e2Ads2AdS3 + e
2Y dy2 + e2Qds2S6
e2A =
(
q
p
)1/3
(1 + 9 y2) (1 + y2)1/3
4 y5/3
e2Q =
(
q
p
)1/3
y1/3
(1 + y2)2/3
,
e2Y =
(
q
p
)1/3
4
9 (1 + 9 y2)(1 + y2)5/3 y5/3
,
eφ =
y5/6
q1/6 p5/6 (1 + y2)2/3
.
(5.14a)
The fluxes read, in terms of (3.9) and (3.5):
F0 = 2p , ϕ = −
(
p
q
)1/3
q y2/3
(1 + y2)1/3
, f42 = 0 ,
κ = −5
6
q , β =
(
q
p
)1/3
y4/3
(1 + y2)2/3
.
(5.14b)
Flux quantization for this solution might look more complicated, given that more
fluxes are switched on; but in fact the d-closed fluxes (3.9) are rather simple, given that
f42 = 0. Moreover the term d(ϕImΩ) is exact and gives no contribution. So in fact one
ends up with (4.8) again. The solution is also parametrically under control, for reasons
mentioned below (4.8).
The solution in (5.14a) presents the same issues as the F (4) solution of section 4.
Namely, one can see that there are only two singularities, at z = 0 and z = ∞, where
the local behavior is respectively (4.20) and (4.21) again.
One might again try to glue the solution to a copy of itself, as we sketched in section
4.3 for F (4) solutions. The problem is very similar, but a little less restrictive because
F4 in (5.14b) is no longer zero; because of this, in the analogue of (4.25) one need not
require Tr(f ∧ f) = 0.
6 N = 1 solutions with G2 flavor symmetry
We will now consider solutions which have only N = 1 supersymmetry, but also G2
flavor symmetry.
This is in a sense a mix of the two previous sections. As in section 5, we are going
to allow all components in (3.8) and (3.5), so that the SO(7) isometry group of the S6
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is broken to G2. The internal spinors will be taken however equal to those of section
4, namely a linear combination of the G2 invariant η
0 and of γρη
0. Since the internal
symmetry is only G2 and not SO(7), it cannot be used to generate new supercharges as
in section 4.
We will set up the supersymmetry system in section 6.1, and then proceed in later
sections to study it. We will obtain some numerical solutions with O2- and O8-planes.
6.1 System
Thus we start again with the system (3.14), and the pure spinors in (4.17). Unlike in
section 4.2, we allow for all possible components in the fluxes (3.8) and (3.5), but still
our analysis will parallel the one there. We also go back to the gauge Z = −A.
Again (3.14b) fixes θ− = 0, and from now on θ+ ≡ θ. The other equations can be
rewritten in a more compact way if one defines
τ = β + ie2Q , ξ ≡ β + iα , (6.1)
with α defined by
ϕ ≡ F0
4
α2 . (6.2)
The expression (3.14d) now reads
f42 = 0 ,
e2AF0
4
∂z(α
2)− 2µe3Q−φ + 3eA−φRe[τeiθ] = 0 (6.3a)
while (3.14a) gives the differential equation
3Im[τeiθ]eA−φ + ∂z(e3Q+2A−φ) = 0 . (6.3b)
Then, (3.14c) gives
∂z(e
3A−φ cos θ) + 2µeA−φ sin θ − e2A−6Q(F0Re[ξ3] + 6κ) = 0 ,
∂z(e
3A−φ+2Q sin θ)− 2µeA−φ+2Q cos θ − e3A−φ cos θ∂zβ + e2A−2QF0Re[ξ2] = 0 ,
∂z(e
3A−φ+4Q cos θ) + 2µeA−φ+4Q sin θ + 4e2A−φ+3Q + 2e3A−φ+2Q sin θ∂zβ + e2A+2QF0β = 0 ,
∂z(e
3A−φ+6Q sin θ)− 2µeA−φ+6Q cos θ + 12e2A−φ+3Qβ − 3e3A−φ+4Q cos θ∂zβ − e2A+6QF0 = 0 .
(6.3c)
Finally, one of the pairing equations (3.16) is already satisfied, while the other gives
Im
[
(F0τ
3 − 12ϕτ + 6κ)eiθ]+ F0 e3Q+A∂zα2 − 4µe6Q−A−φ = 0 . (6.3d)
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The system (6.3) has a useful symmetry: it is invariant under the rescaling
κ→ aκ , F0 → bF0 ,
eA →
(a
b
)1/6
eA , eQ →
(a
b
)1/6
eQ , eφ → (ab5)−1/6eφ ,
z →
(a
b
)1/3
z , β →
(a
b
)1/3
β , ϕ→ a
2/3
b1/3
ϕ ,
(6.4)
where a and b are constant. This rescaling is inspired by the G(3) solution (5.14).
Thanks to this symmetry, once we find a solution we can rescale it by increasing a and
b, to make the curvature and string coupling arbitrarily small.
6.2 Local analysis
We could not solve the system (6.3) analytically; we thus decided to look for numerical
solutions. In preparation to that, in this subsection we will solve the system perturba-
tively around some notable loci which can be used as endpoints for the z interval. These
results will then be used as boundary conditions for the numerical study. Notice that
the system (6.3) is autonomous (i.e. z does not appear explicitly), so we will expand
around z = 0 without loss of generality.
First we consider what happens around a point where the S6 shrinks smoothly. This
happens if
e−2A ∼ e−2A0 , e2Q ∼ e−2A0z2 , (6.5)
for a constant parameter A0. Indeed in this case (3.1) (with Z = −A) is proportional
to ds2AdS3 + ds
2
R7 , with the R
7 in polar coordinates. All the other functions are sim-
ply assumed to have a regular Taylor expansion. Imposing (6.5) in (6.3) and solving
perturbatively, we get κ = 0 and
eA = eA0 − e
−3A0
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(5µ2 + f0µ− f 20 )z2 +O(z4) ,
eQ = e−A0z +
e−5A0
882
(42µ2 − 2f0µ+ f 20 )z3 +O(z5) ,
eφ = eφ0 +
e−4A0+φ0
98
(2µ2 − 6f0µ+ 7f 20 )z2 +O(z4) ,
β =
2
21
e−4A0(µ+ f0)z3 +O(z5) ,
ϕ =
e−5A0−φ0
28
(4µ− f0)z4 +O(z6) ,
θ = pi +
1
7
e−2A0(4µ+ f0)z +O(z3) .
(6.6)
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where f0 ≡ F0eA0+φ0 , and φ0 is a constant parameter.
As we will see in the next section, evolving from (6.6) one finds solutions which
behave like O8- and O2-planes. Moreover, both the F (4) and G(3) solutions have O8
singularities. Using these solutions as inspiration, we were able to find local solutions
corresponding to both these objects. In both cases, the leading behavior can be inferred
from the corresponding solutions in flat space; it is less trivial to guess the subleading
powers. (A similar problem was overcome in [44, (5.6)–(5.7)] for D6 and O6 singulari-
ties.) For the O8 the expansion reads
eA =
2
c3
z−1/4 − 3
4
cz3/4 +O(z7/4) , eQ = − 2
c3
z−1/4 − 1
4
cz3/4 +O(z7/4) ,
eφ =
1
F0
(
− 2
c3
z−5/4 +
3
4
cz−1/4 +O(z3/4)
)
, β = 3z − c
4
2
z2 +O(z4) ,
ϕ = F0
(
2
c8
− 1
2
z2 +O(z4)
)
, θ =
pi
2
− 1
4
c6z3/2 .
(6.7)
For simplicity we have set κ = 0 here. For the O2 we find
eA = a0z
−1/4
(
1 +
3
4a0q0
z +O(z2)
)
, eQ = q0z
1/4
(
1 +
1
4a0q0
z +O(z2)
)
,
eφ =
q60a0
6κ
z1/4
(
1− 3
4a0q0
z +O(z2)
)
, β = z2
(
q20
a20
+
F0q
8
0
12κ
)
+O(z3) ,
ϕ =
6κ
a30q
3
0
z2 −
(
18κ
a40q
4
0
+
F0q
2
0
2a20
)
+O(z2) , θ = −z3/2
(
4
a20
+
F0q
6
0
6κ
)
+O(z2) .
(6.8)
In the above, c, a0 and q0 are constant parameters.
6.3 Some numerical solutions
As is often done, we used the perturbative expansions we just saw (evaluated at small
values of z) as initial conditions for a numerical evolution of the system (6.3). In this
section we give some sample solutions we found this way.
Single O8. We will first describe a solution with a single O8. We obtained it by
evaluating at small z the expansion (6.6) around a regular point, and using it as an
initial condition for a numerical evolution.
We selected a particular class, namely we assumed β = κ = 0. This implies in
particular
H = 0 , F = F0 + d(ϕImΩ) . (6.9)
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In this case, the system (6.3) can be reduced. In particular, it can be shown that A, φ,
ϕ are determined as functions of Q and θ:
eA =
−1
cos θQ′
e−Q , ϕ =
F0
4
e4Q − F0 tan θ
µQ′
e2Q , eφ =
−µQ′
F0
eQ . (6.10)
At this point, (6.3c) reduces to two differential equations for Q and θ:
Q′′ = −(cos θQ′)2 + 2
3
tan θQ′θ′ ,
θ′ = 3 cos2 θQ′(−2 tan θ + e2QµQ′) .
(6.11)
A numerical study of this reduced system produces solutions such as the one in Fig. 1.
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6
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Figure 1: A solution with a single O8 (at the right extremum). In orange e2A, in blue
e2Q and in black the dilaton eφ.
Around the right endpoint z = z0, we checked that the behavior is the one in (6.7),
which produces an O8 solution:
ds2 ≈ r−1/2(ds2AdS3 + ds2S6) + r1/2dz2 , eφ ≈ r−5/4 , (6.12)
where r = z0 − z.
Single O2. We now again evolve numerically from (6.6), but keeping all the flux
components in (3.8) and (3.5). We generically find a solution such as the one in Fig. 2.
Around the right extremum z = z0, this time the behavior is the one in (6.8), which
results in an O2:
ds2 ≈ r−1/2ds2AdS3 + r1/2(dz2 + ds2S6) , eφ ≈ r1/4 ; (6.13)
again r = z0 − z.
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Figure 2: A solution with a single O2 (at the right extremum). In orange e2A, in blue
e2Q and in black the dilaton eφ.
1 2 3 3.5
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Figure 3: A solution with an O8 (left extremum) and an O2 (right extremum). In
orange e2A, in blue e2Q and in black the dilaton eφ.
O8–O2. Next we use the local O8 solution (6.7) to start a numerical evolution, rather
than the one from a regular point. A typical solution for κ = 0 is the one in Fig. 3.
The behavior on the right is the one typical of an O2.
O2–O2. Finally we use the local O2 solution (6.8) as a starting point. We find
solutions that generically look like the one in Fig. 4. The behavior on the right is again
typical of an O2, so this is a solution with two O2-planes.
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Figure 4: A solution with two O2-planes. In orange e2A, in blue e2Q and in black the
dilaton eφ.
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A The supersymmetry system
We will derive here the supersymmetry system (3.12); see also footnote 5. We will use
the formalism of [26], which was used already in section 4.2 of that paper to rederive
more quickly the Minkowski3 system of [25]
We start from [26, (3.1b)]:
LKg = 0 , dK˜ = ιKH , (A.1)
where KM ≡ 1γM1 + 2γM2, K˜M ≡ 1γM1 − 2γM2. From (2.3),
K˜µ =
1
16
eAn−vµ , Kµ =
1
16
e−An+vµ , (A.2)
where
n± ≡ ||η1||2 ± ||η2||2 , vµ ≡ 1
2
ζtγ0γµζ ; (A.3)
while the internal components Km = K˜m = 0. Notice that v
2 = 0, i.e. v is null.
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From the fact that K is a Killing vector (first equation in (A.1)) we see that e−An+ ≡
c+ is constant. The second in (A.1) reads
d(eAn−v) = e−An+hιvvol3 , H ≡ he012 +Hinternal . (A.4)
It follows from this that eAn− ≡ c− is also constant. Moreover, the Killing condition
(2.4) for ζ implies
d3v = −2µ ∗3 v . (A.5)
Since v is null, one can also see ∗3v = ιvvol3. (A.4) then becomes
2µc− = −c+h . (A.6)
We now turn to [26, (3.1a)]:
dH(e
−φΦ) = −(K˜ ∧+ιK)F10D . (A.7)
Φ is defined as 12; from (2.3) we get
Φ = − ∗3 v ∧ e2Aψ+ − v ∧ eAψ− , F10D = e3Avol3 ∧ ∗λF + F . (A.8)
Decomposing (A.7) along v and ∗3v, we then get
dH(e
A−φψ−) = − 1
16
c−F , (A.9a)
dH(e
2A−φψ+)− 2µeA−φψ− = 1
16
c+e
3A ∗ λF . (A.9b)
By hitting (A.9b) with dH and comparing with (A.9a), we see that
c−F = 0 . (A.10)
In this paper we take F 6= 0, so for us c− = 0; in other words, the internal spinors have
equal norm. In the main text we use c+ = 2. Moreover, from (A.6) we see then that
h = 0. Thus H = Hinternal.
We are finally left with the “pairing equations”, [26, (3.1c,d)]. These are redundant
for AdSd and Minkowskid compactifications for d ≥ 4, but they do have a single com-
ponent for Minkowski3, in the case where both free indices are along spacetime [26,
Sec. 4.2]. A similar computation for AdS3 gives
(F, ψ−)7 =
µ
2
e−(A+φ)vol7 . (A.11)
The last equation in (3.12b) is a normalization, that follows easily from (3.10).
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