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Abstract
Navigation is one of the key elements in modern robotics, as the ability that autonomous
vehicles must have to correctly understand their position and attitude within the environment is
determinant for the success of the different applications. This thesis will address different topics
related with Underwater Navigation, always with the goal of extending current levels of navigation
autonomy of sensor-limited AUVs.
Sensor-limited AUVs refers to systems equipped with only a limited set of sensors, usually a
combination of low-accuracy inertial sensors, together with depth sensor and compass, but also
low information sonar sensors, like an altimeter. For these type of vehicles, very common nowa-
days, the problem of navigation is even more challenging. This thesis is divided in two different
parts, corresponding to the two general and very up to date research topics that have been ad-
dressed. The first part addresses the topic of long term and long range navigation of sensor-limited
AUVs. On the other hand, the second part is devoted navigation in operations with multiple ve-
hicles. Common to all the work here presented is the use of Bayesian Estimation techniques as a
tool to address the problems under consideration.
Regarding the first topic, information of local natural features of the environment can be ex-
tracted and used to aid the navigation of sensor-limited AUVs. By doing so, a completely on-board
and autonomous navigation of AUVs can be achieved, without the need for external aiding devices
or support vessels. Two aspects were considered. First, the development of a sensor-based guid-
ance strategy for Bottom Following was addressed. Bottom Following, described as the manoeu-
vre that enables AUVs to follow a trajectory similar to the topography of the bottom, can be very
interesting for a number of applications related with inspection of the sea bottom. This Bottom
Following strategy was later complemented by the development of suitable a vertical controller for
the MARES AUV, using Eigenstructure Assignment. The second aspect is related to Terrain Based
Navigation, and how information of the terrain can be used to bound the navigation errors that oth-
erwise could arise. A comparative analysis of the different aspects that can have an influence in
the Particle Filter based solutions for this problem. Additionally a new Data-Driven Particle Filter
was proposed that is more precise and efficient when compared to existing algorithms.
Regarding the second topic addressed, of enabling operations with multiple vehicles, the focus
is on developing an Acoustic Navigation strategy that allows the simultaneous navigation and
tracking of multiple vehicles. The motivation for this is the need for extending existing Acoustic
Navigation schemes for scenarios with multiple vehicles, while maintaining the same level of
functionality. The Multiple AUV Tracker, an algorithm that is able to track multiple vehicles, even
if they are emitting otherwise undistinguishable acoustic signals was developed. Building up on
this tracker, a LBL acoustic network is proposed that enables the navigation of multiple vehicles.
At the core of this network is the aforementioned tracker, but also the use of synchronous-clock
iii
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One-Way-Travel-Time techniques to provide pseudo-range measurements to the vehicles.
Keywords: AUV Navigation; Bottom Following; Terrain Based Navigation; Tracking of Mul-
tiple AUVs; LBL Acoustic Positioning;
Resumo
A navegação é um elemento chave na robótica moderna, já que qualquer veículo autónomo
necessita de consigar estimar corretamente a sua posição e atitude relativamente ao meio em que
se encontra. Só assim será possível que concluam com sucesso as missões a que estão destinados.
Esta tese aborda diferences tópicos, mas todos eles visando aumentar os atuais níveis de autonomia
de Veículos Autónomos Subaquáticos com limitações sensoriais.
Veículos Autónomos Subaquáticos com limitações sensoriais é a designação utilizada quando
se refere a uma classe de veículos equipada com um conjunto limitado de sensores, normalmente
uma combinação de sensores inerciais de baixa precisão, sensor de profundidade e bússola, mas
também sonares de baixa resolução. Para este tipo de veículos, hoje em dia muito comum, o prob-
lema da navegação é um problema ainda mais desafiante. Os algoritmos aqui apresentados têm
como motivação dar resposta a duas questões pertinentes no campo da navegação subaquática.
Por um lado, procura-se desenvolver os algoritmos que permitam a navegação deste tipo de veícu-
los por períodos e/ou distâncias mais alargadas. Por outro lado, procura-se permitir a navegação
e seguimento simultâneo de múltiplos veículos, usando para isso redes acústicas. Transversal a
estes dois temas é o uso de técnicas de Estimação Bayesiana para abordar os problemas em con-
sideração.
Em relação ao primeiro tema enunciado, é comum usar características naturais locais, por
forma a aumentar a autonomia de navegação do veículo. Em concreto, informação sobre a ba-
timetria do terreno pode ser utilizada para permitir uma navegação mais autónoma. Quando tal
acontece, os tradicionais métodos de navegação e localização acústica podem até ser dispensa-
dos, aumentando desde logo o grau de autonomia dos veículos. Informação sobre o terreno pode
ser utilizada, por exemplo, para permitir o Seguimento de Fundos. Será apresentado uma es-
tratégia de guidance baseada em informação batimétrica obtida por um altímetro, permitindo que
os veículos sigam sigam trajetórias que se assemelhem à topografia do fundo. Esta manobra é
particularmente apreciada em missões relacionadas com a inspeção de fundos. Esta estratégia é
complementada pelo desenvolvimento de um controlador vertical para o Veículo Autónomo Sub-
aquático MARES, usando técnicas de Eigenstructure Assignment. O segundo aspeto relacionado
com o uso de características naturais, é o desenvolvimento de algoritmos eficientes de navegação
baseada em terrenos. Será feita uma análise comparativa sobre o efeito que os diversos parâmetros
dos Filtros de Partículas podem ter em algoritmos deste género. Adicionalmente, será proposto
um Filtro de Partículas data-driven, que é mais preciso e eficiente que algoritmos já existentes.
Em relação ao segundo tema da tese, relativo a operações com múltiplos veículos, é apre-
sentada uma estratégia de Navegação Acústica que permite, simultaneamente, a navegação e o
seguimento externo de múltiplos veículos. A motivação para este estratégia advém da necessidade
de alagar as técnicas de Navegação Acústica já existentes para casos em que existem múltiplos
veículos, mas mantendo o mesmo nível de funcionalidades já existente. Inicialmente é apresen-
tado um algoritmo capaz de fazer o seguimento de vários veículos, a emitir sinais acústicos semel-
hantes. Para além disso, é proposto uma nova rede de posicionamento acústico LBL que permite,
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simultaneamente, a navegação e seguimento de múltiplos veículos, usando apenas sinais acústicos
semelhantes. Na base de funcionamento deste rede está, para além do algoritmo de seguimento
já referido, o uso de relógios sincronizados. Dessa forma, cada um dos veículos poderá obter
medidas de distância, usando o chamado One-Way Travel Time dos sinais acústicos utilizados.
Palavras-chave: Navegação de AUVs; Seguimento de fundos; Navegação Baseada em Ter-
renos; AUV Navigation; Bottom Following; Terrain Based Navigation; Seguimento de múltiplos
veículos; Posicionamento acústico por LBL;
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Chapter 1
Introduction
Navigation, is a broad and extensive field of study, and one of the key issues in modern
robotics. In the early days of mobile robotics Navigation has been defined as the process of
measurement and computation necessary to determine the present and probable future positions
of a vehicle (Draper et al., 1965). On a more contemporary definition, nowadays Navigation
encompasses all the sub-problems related to moving a robot from one point to the other, thus
including different tasks like sensing, state estimation, perception, robot self localization and col-
lision avoidance, mapping or even trajectory planning and situational awareness (Kendoul, 2012).
Notwithstanding, for the Marine Robotics community the term Navigation is loosely applied to
the self-localization task only, and that is the understanding that will be followed throughout the
remainder of this thesis.
Autonomous Underwater Vehicles (AUVs) are becoming a reliable and cost-effective solution
for performing a variety of underwater tasks in a fully automated way. Minimization of the risk of
operations in dangerous scenarios, increasing the reliability of the operations, and accomplishing
them more quickly are, generally speaking, what is sought when relying on autonomous vehicles.
Among the main tasks to be performed by AUVs are bathymetric tasks, environmental surveying,
surveillance and patrolling, or even mine countermeasures operations. The use of such vehicles
means not only that the assigned tasks can be performed in a more cost-effective way, but also
enables operations in challenging scenarios, in a way that would not be safe, or even possible, for
human intervention.
The level of autonomy achieved by AUVs is chiefly determined by their performance in three
areas, namely energy autonomy, navigation autonomy and decision autonomy (Hagen et al., 2009).
Navigation autonomy can then be described as the ability to navigate precisely and positioning
with little or non-significant error over extended periods of time. The ability autonomous vehicles
must have to correctly understand their position and attitude within the environment is determinant
for the success of different applications. For field robotics, the Global Positioning System (GPS)
has revealed to be an invaluable asset to resolve the global position of a given robot. In fact, modern
GPS techniques can provide the global position in terms of latitude and longitude with centimetre
accuracy, which is considered to be adequate to the vast majority of applications. However in GPS
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denied environments there are no general obvious solutions to the navigation problem.
The use of GPS technology is not possible underwater, as electromagnetic radiations are
strongly attenuated in aquatic environments. As such, alternative techniques must be derived to
provide accurate navigation capabilities to underwater vehicles. This thesis will address different
topics concerning extending current levels of navigation autonomy of AUVs. While the developed
methods are appropriated to be used by other kinds of Marine Vehicles, like Remotely Operated
Underwater Vehicles (ROVs) for example, the focus will be on AUVs which pose more difficult
and challenging problems.
1.1 Motivation
Autonomous long range and long term operations, without the need for human intervention, is
still a challenging goal for robotic underwater vehicles. The ability to perform long-term and long-
range missions would dramatically influences the level of autonomy of these vehicles. However,
so far this kind of autonomy is only accessible to high-end autonomous vehicles, that can navigate
for long periods relying only on their own high-precision sensors and equipments.
A diversity of Autonomous Underwater Vehicles have already been developed, in both re-
search or industrial contexts. Naturally, existing AUVs have very different characteristics, from
their physical attributes to the sensors that they carry. Such differences are related to the envi-
sioned applications and operational environments for each of the vehicles. In the context of this
thesis, the algorithms that will be presented refer to sensor-limited AUVs.
Sensor-limited AUVs have been referred in the literature as autonomous vehicles equipped
with only a limited set of sensors characterized by their low accuracy. These kind of vehicles
usually employ a combination of low-accuracy inertial sensors, together with depth sensor and
compass, but also low information range sensors, like an altimeter or a Doppler Velocity Log
(DVL)(Meduna, 2011). In some cases the authors also consider the use of underwater modems,
allowing them to acoustically communicate with other vehicles in the team (Teck, 2014). Sensor-
limited AUVs are also often vehicles that have smaller dimensions and can withstand lower depths.
Available on-board computing power also has some limitations. Naturally, the biggest advantage
of sensor-limited AUVs comes in terms of their cost, which is significantly lower when compared
to high-end vehicles.
Opposed to this, other class of vehicles that can be considered is the class of sensor-rich ve-
hicles. In this class, vehicles are equipped with multiple state-of-the-art navigation sensors that
allow the vehicles to successfully perform long range missions. Examples of such sensors are
Ring Laser Gyroscopes and Vibrating Beam Accelerometers, together with high precision clock
sources. Vehicles using this kind of navigation sensors can perform long missions without requir-
ing direct position measurements updates from external aiding sensors, that bound the navigation
errors. Moreover, such class of vehicles are also equipped with high-resolution sonar sensors that
provide unrivalled perception of the surrounding environment.
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Figure 1.1: Footprint comparison for the different sonar sensors: altimeter (1.1a), DVL (1.1b),
Multibeam (1.1c), and Sidescan Sonar (1.1d)
Figure 1.1 presents a representation of different sonar sensors available, where it is possible
to compare the differences of the sensors footprint. As it can be seen, Altimeters and DVLs
have rather smaller footprints, thus providing less information about the terrain. By comparison,
Multibeams and Sidescan Sonars have larger footprints, providing a swath of readings in a single
ping. Sensor-limited systems often implies the use of the former kind of sensors, and that will be
the understanding throughout this thesis.
The current state-of-the-art for the navigation of sensor-limited AUVs consists on the combina-
tion of Inertial Navigation techniques with Acoustic Navigation systems, that can provide external
position measurements. Inertial Navigation left alone is known to drift over time, and such drifts
are particularly visible in sensor-limited vehicles. On the other hand, Acoustic Navigation always
requires the use of external acoustic beacons, that need to be deployed and naturally confine the
area of operation of the vehicles, thus limiting their autonomy in terms of range and duration of
the missions. Therefore, methods are needed that enable long-term and long-range operations for
sensor-limited systems.
At the same time, and following current trends in robotics, there has been an increasing inter-
est on enabling operations with multiple vehicles. As such, there are already significant research
efforts directed towards the development of algorithms for the control and coordination of mul-
tiple marine vehicles, for the completion of a common goal. Even though there is an extensive
and growing literature on cooperative control theory of fleets of vehicles, only a few examples
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of operations with multiple AUVs demonstrated in water have emerged on the literature. Never-
theless, with the increase of such multi-vehicle cooperating missions of underwater vehicles, the
problem of navigation and localization of multiple vehicle becomes even more relevant. However,
current state-of-the-art navigation algorithms, that combine both Inertial and Acoustic Navigation
techniques still face some challenges when trying to cope with navigation and tracking of multiple
vehicles.
The algorithms presented in this thesis try to contribute to this two general research topics
in the field of underwater navigation: on one hand, providing alternatives to existing techniques
that allow for long term and long range missions and, on the other hand, develop the necessary
algorithms that enable operations with multiple vehicles using existing Acoustic Navigation tech-
niques.
1.2 Thesis outline
The topics addressed in this thesis are roughly related with two different aspects of Navigation
for sensor-limited Autonomous Underwater Vehicles: enabling long term and long range naviga-
tion on one hand, and navigation of multiple vehicles on the other. These topics, which were just
outlined in the previous section, are collected in nine chapters and grouped in the four different
parts that compose this thesis. Despite that, each chapter is self-contained, and can be read inde-
pendently, without losing context. The organization of this thesis reflects a logical presentation of
the different algorithms but also, almost to its full extent, the chronological order on which all the
different topics were studied.
The first part, in which the current chapter is included, is an introductory part, and is composed
of two different chapters. The current chapter presents a brief introduction and motivation to the
work presented ahead, together with a list of the publications that directly derived from the work
presented throughout this thesis. After that, Chapter 2 provides some background and literature
review on the different techniques for underwater navigation. Additionally, the roots of Bayesian
Filtering will also be stated. Nowadays a fundamental tool for navigation applications, various
realizations of the Bayes Filters will be used in the different chapters that follow.
The second part of this thesis is devoted to the study of navigation methods that enable long-
term long-range missions. Such methods normally resort to using natural features of the envi-
ronment in order to improve the performance and autonomy of the vehicles. This second part of
the thesis is composed by three chapters. Chapter 3 presents a Bottom Following and Estimation
strategy for sensor-limited systems. The goal in this chapter is to derive an algorithm that would
allow an AUV to follow a trajectory that closely resembles the profile of the bottom. Motivated
by this, on Chapter 4 a dedicated pitch-depth MIMO controller, suitable for Bottom Following
missions, is derived. The purpose of this controller is to be combined with the Bottom-Following
approach of the previous chapter, enabling smooth trajectories for the AUV. Finally, Chapter 5 the
last one of this part, deals with the problem of Terrain Based Navigation for sensor-limited AUVs.
Besides providing a detailed overview on the existing state-of-the-art approaches using Particle
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Filters, this chapter also formulates and studies the performance of a new Data-Driven Particle
Filter for Terrain Based Navigation.
The third part of this thesis is devoted to the development of acoustic navigation techniques
suitable for dealing with operations with multiple vehicles, and is composed by two distinct chap-
ters. Chapter 6 presents a multiple vehicle tracker, that is able to acoustically track multiple AUVs.
For many applications that require the use of AUVs, the ability to track in real time the trajectory
of the vehicles is of uttermost importance. The Multiple AUV Tracker, presented in this chapter,
is able to address the aforementioned problem. Building up on this tracking algorithm, Chapter
7 proposes a new Acoustic Navigation Long Baseline scheme that is able to cope with the si-
multaneous navigation and external tracking of multiple vehicles. The proposed approach is able
to expand all the features of traditional LBL networks to scenarios involving multiple vehicles
scenarios.
Finally, the fourth and last part of the thesis consists of Chapter 8, which concludes the thesis,
presenting a summary of the achieved contributions and some reflections and suggested directions
for future research work.
1.3 Original Contributions
As a result of this thesis, different original contributions have resulted in several publications,
presented in both national and international conferences. Some of the contributions have also been
submitted to journals of interest. In what follows, a chronological list of the articles submitted and
accepted or in the process of review will be listed.
• A bottom-following problem approach using an altimeter, José Melo and Aníbal Matos,
Proceedings of the 12th International Conference on Autonomous Robot Rystems and Com-
petitions, Braga, Portugal, 2012
– This article reflects the preliminary work to the Bottom Estimation problem. This
work is also one of the outcomes of a project work for Mobile Robotics course, one of
the elective courses attended that were part of the Doctoral Program.
• A bottom-following problem approach using an altimeter, José Melo and Aníbal Matos,
Revista Técnico-Científica robótica.pt, nº 91, April 2013.
– The conference article with the same name, mentioned above, was selected to be pub-
lished in this Portuguese journal.
• Bottom estimation and following with the MARES AUV, José Melo, Aníbal Matos, Proceed-
ings of the MTS-IEEE Conference Oceans’12, Virginia Beach, USA, October 2012.
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– This article is an extension of the articles mentioned above, adding the feature of es-
timation of the slope of the bottom. Additionally, strong experimental results are pro-
vided. Chapter 3 is based on this article.
• On the use of Particle Filters for Terrain Based Navigation of sensor-limited AUVs, José
Melo, Aníbal Matos, Proceedings of the MTS-IEEE Conference Oceans’13, Bergen, Nor-
way, June 2013.
– This article explores and studies state-of-the-art Particle Filter algorithms for Terrain
Based Navigation of sensor-limited AUVs. Chapter 5 is based on this article.
• A PHD Filter for Tracking Multiple AUVs, José Melo, Aníbal Matos, Proceedings of the
MTS-IEEE Conference Oceans’14, St. John’s, Canada, September 2014.
– This article is a preliminary work that discusses the feasibility of an acoustic tracker
for multiple AUVs, based on a Sequential Monte Carlo Probability Hypothesis Density
Filter. Parts of this article are included on Chapter 6.
• Survey on Advances on Terrain Based Navigation for Autonomous Underwater Vehicles
José Melo, Aníbal Matos, Submitted to Ocean Engineering, Elsevier, September 2015
– This article constitutes a thorough review on Terrain Bases Navigation for Autonomous
Underwater Vehicles. It resulted from the literature review on this topic.
– Currently under revision
• Towards LBL Positioning Systems for Multiple Vehicles, José Melo, Aníbal Matos, Proceed-
ings of the MTS-IEEE Conference Oceans’16, Shanghai, China, April 2016.
– This article proposes a new LBL acoustic network that enables simultaneous localiza-
tion and tracking of multiple vehicles. Chapter 7 is loosely based on this article.
– Was submitted and accepted to the Student’s Poster Competition of the IEEE/MTS
Ocean’s 16 Conference in Shanghai, China. Was awarded a 2nd prize on the competi-
tion.
• Tracking Multiple AUVs José Melo, Aníbal Matos, Submitted to Autonomous Robots, May
2016
– This article is an extension of previous preliminary work on tracking multiple AUVs.
In this article different features of the tracker are introduced, and robust experimental
validation results are presented. The final part of Chapter 6 is based on this article.
– Currently under revision.
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• Data-Driven Terrain Based Navigation of AUVs José Melo, Aníbal Matos, Submitted to
Journal of Navigation, September 2017
– This article formulates the Data-Driven Particle Filter, and studies its performance is
studied when applied to the problem of Terrain Based Navigation of AUVs. The final
part of Chapter 5 is based on this article.
– Currently under revision.
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Chapter 2
Underwater Navigation
2.1 Introduction
The problem of localization is one of the most fundamental tasks for the navigation of mobile
robotics. For outdoor ground-based applications, the problem of navigation for autonomous vehi-
cles is mostly solved with the use of Global Positioning System (GPS) based techniques. Modern
GPS receivers can provide the global position of a vehicle in terms of latitude and longitude with
centimetre level precision, but also its velocity, which is found to be precise enough for the vast
majority of applications. However, for underwater environments the use of GPS technology is not
possible due to the strong attenuation that affects electromagnetic radiations in underwater medi-
ums. Thus, alternative techniques must be derived for the position determination of underwater
Robots.
Underwater navigation can be roughly subdivided in three main branches: Inertial Navigation,
Acoustic Navigation, and the more recently emerged Geophysical Navigation. While these differ-
ent techniques can be used as standalone, they are usually combined into more robust navigation
solutions, designed to be capture the strengths of each individual method. Up to recently, the state-
of-the-art approach has been combining acoustic and inertial navigation techniques. However, the
requirement for using whether acoustic beacons or a support vessel is extremely inconvenient,
and even impracticable for some applications. While resurfacing and using a GPS receiver can
partially solve for this problem, such behaviour is sometimes undesirable, like during deep water
surveys, or even be impossible, if the vehicle is navigating under an iced surface for example. The
challenge is then to provide methods that allow AUVs to operate autonomously in highly unstruc-
tured environments, and combining Inertial Navigation with Geophysical Navigation methods,
might be the way to go.
The advantages and disadvantages of the different underwater navigation techniques have been
summarized in Table 2.1. For reference, the remainder of this section provides a brief overview on
the existing navigation techniques for Autonomous Underwater Vehicles. A more comprehensive
survey, covering both the technology and the algorithms, was provided at different times and by
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Advantages Disadvantages
Inertial Navigation Self-contained Drifts over time
Acoustic Navigation Robust position fixing Low update rate, deployment of beacons
Geophysical Navigation Self-contained Scarcity of maps
Table 2.1: Summary of advantages and disadvantages of the different underwater navigation tech-
niques
different authors, as for example by Kinsey et al. (2006), Stutters et al. (2008) or more recently
Paull et al. (2014).
2.2 Inertial Navigation
Inertial Navigation is, as the name indicates, based on inertial principles and uses measure-
ments from Inertial Measurement Units (IMUs) to obtain estimates of both position and velocity
using dead-reckoning techniques. Dead reckoning is the process of recurrently estimating a navi-
gation solution of a vehicle using a previously known position and orientation and integrating the
vehicle’s velocity and acceleration. Inertial Navigation is a self-contained navigation technique
with a very good short-term accuracy but its position and velocity estimates are known to drift in
time and diverge due to the dead-reckoning of noisy and biased signals.
Modern IMUs consist on a set of accelerometers and gyroscopes, that measure the specific
force and angular velocity, respectively. By using a triad of each of these sensors mounted along
the different coordinated axis it is possible to obtain, by integration, three-dimensional position
and attitude estimates, with good short time accuracy and high update rates. Sometimes IMUs also
contain a triad of magnetometers, that measure Earth’s magnetic field and allow the estimation of
heading. Without external corrections, inertial navigation is known to produce position estimates
that will drift and grow unbounded over time. This is mostly caused by the noise and bias present
on the signals coming from the IMUs, which are continuously integrated to obtain position and
heading estimates.
The fact that Inertial Navigation is self-contained, in the sense that it neither emits nor receives
any external signal, is one of its most significant strengths, making it a stealthy navigation solution,
immune to interference or jamming. However, due to the dead-reckoning nature of the process, the
navigation errors obtained with this method are known to increase and grow unbounded with time,
in an extent that is heavily dependent on the accuracy of the sensors used. According to Groves
(2013), inertial sensors can be roughly divided in four categories with respect to their levels of
maximum horizontal position drifts, as specified on Table 2.2.
While with the marine and navigation grade IMUs it is possible to have AUVs to perform
short-term missions with negligible navigation errors, IMUs in this classes are characterized for
having dimensions, cost and power requirements that are not compatible the majority of the up-to-
date autonomous vehicles. IMUs of the remaining classes, or for longer periods of activity, the use
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Grade Position Drift Application
Marine < 1.8km/day submarine, spacecraft
Navigation ∼ 1.5km/hour airliner, military aircraft
Tactical >15km/hour guided weapons, UAVs
Automotive n.a. AHRS
Table 2.2: Inertial Navigation Systems performance categories
of navigational aids is therefore required. For IMUs of the automotive class, obtaining position
estimates only from inertial measurements is hardly possible, and this kind low-cost sensors are
used mostly for developing Attitude and Heading Reference System (AHRS).
Inertial Navigation Systems (INS) are responsible for solving the standard inertial navigation
equations, using data coming from the IMU. Modern INS are also responsible to fuse such in-
formation with data from external sensors in an optimal way. In the case of underwater vehicles,
sensors like Doppler Velocity Loggers (DVL) or barometric depth sensors are usually employed.
For underwater vehicles, the use of acoustic navigation schemes, detailed on the following sub-
section, has become a standard solution to obtain external positional aids.
2.3 Acoustic Navigation
Acoustic Navigation embraces a number of techniques that rely on the exchange of acoustic
signals between a set of acoustic beacons, and one or more vehicles, with the objective of de-
termining the position of the latter. Acoustic Navigation techniques are able to provide position
navigational aids, usually in form of slant ranges between each of the beacons or transponders
of the acoustic network. These ranges are obtained from the time-of-flight of each the acoustic
signals. This is obviously dependent on knowing the velocity of propagation of a sound wave in
the water for a given location, which of around 1500 m/s, but varies according to different factors
like temperature, depth or salinity. Additionally, in some configurations bearing measurements
can also be derived by comparing the time differences of arrival (TDOA) of the same signal when
detected by each of the transponders. However, Acoustic Navigation techniques are characterized
by a low-update rate. Additionally, it requires the deployment of the acoustic beacons in the area
of operation, or in alternative the use of a support vessel, which represents an important drawback,
as it significantly affects the costs of such operations.
Broadly speaking, three distinct Acoustic Navigation schemes exist, namely the Long Baseline
(LBL), the Short Baseline (SBL), and the Ultra Short Baseline (USBL). If appropriate acoustic in-
terrogation protocols are used, all of these systems can be used for simultaneous external tracking
of the vehicle and also to provide relative navigational aids to the vehicles. A detailed review of
the different Acoustic Navigation schemes, their individual strengths and their disadvantages has
been provided by Vickery (1998).
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Acoustic System Baseline Length
LBL > 100m to ∼ <2000 m
SBL ∼ 20m to 50m
USBL < 10cm
Table 2.3: Baseline length for the different types of Acoustic Navigation systems
Conventionally, SBL is a ship-based acoustic positioning systems, as the transponder array,
consisting on at least 3 individual transponders, is commonly mounted on the hull of a support
vessel. One of the main reasons for this is the dimensions of the baseline, that is the distance
between the beacons, as indicated in Table 2.3. USBL is yet another acoustic positioning system
very similar to SBL. However, while SBL is usually characterized for having the transducers
mounted on the hull of the vehicle, quite distant from each other, in USBL systems the transducers
are closely mounted to each other. Because of that, USBL arrays do not need to be mounted on a
ship hull. In fact, recently USBL techniques have been used for navigation purposes in small-sized
AUVs, as for example reported by Morgado et al. (2006)
SBL and USBL can both provide range and bearing between two acoustic beacons. For both
SBL and USBL the Time-of-Flight of the acoustic signals is used to compute the ranges between
beacons, but only if the velocity of propagation of a sound wave in the water is known. Obtaining
bearing, however is done differently for SBL and USBL. On SBL systems, bearing is derived from
the time differences of arrival (TDOA), as a ping (transmitted acoustic signal) is detected on each
of the transceivers. On the other hand, due to its relatively small baseline, USBL systems compute
bearing by comparing the phase of a given ping between individual elements of an acoustic array.
Loosely speaking, both these systems have a low level of complexity and don’t require the deploy-
ment of any additional transponders, but they need to go through a detailed calibration process to
obtain optimal precisions on positioning.
Differently from the above methods, LBL systems need to have an array of acoustic beacons
deployed on the sea floor, in specific predetermined locations within the are of operation. The
position estimates are based on the obtained ranges between the vehicle and the set of beacons.
For operating in this configuration, usually four beacons need to be deployed prior to the operation.
By employing multilateration techniques, using the ranges to each beacon, it is possible to obtain
an estimate of the relative position of the vehicle. In some specific configurations the number of
beacons can be smaller but ambiguity with respect to three-dimensional position of the vehicle
might arise.
Compared to the previous systems, one of the main advantages of LBL systems is its very
good position accuracy, which is independent of the operational depths. Maybe for that reason,
LBL is perhaps the most popular of all the acoustic positioning systems. However, the cost and
time needed to set up a network, and the later recovery of the beacons, can be quite cumbersome,
particularly in adverse environments, and this is still one of the major disadvantage of such sys-
tems. To overcome deployment of the beacons on the sea floor, the use of GPS-enabled intelligent
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buoys has been proposed, in what has been called Inverted LBL. With the use of such systems, the
transponders of the bottom are replaced by floating buoys which carry the acoustic transducers.
Due to the fact that such devices also carry GPS, calibration of the system can be significantly
simplified.
Both traditional LBL or the Inverted LBL require the use of multiple acoustic beacons, de-
ployed prior to operations whether on the sea bottom, or on the surface. In order to simplify the
deployment and calibration process, different researchers have focused on developing methods
that use only a single acoustic beacon. To name only a few, for example Larsen (2000) proposed
the Synthetic LBL method, which combined dead-reckoning with range measurements from a
single acoustic source to provide sub-meter positioning accuracy. Later on, LaPointe (2006) pre-
sented a simulation study on the use of Virtual LBL, a single beacon navigation systems on which
a vehicle position is determined by advancing multiple ranges from a single transponder along the
vehicles dead reckoning track. More recently, the work by Ferreira et al. (2010a) addressed the
problem of simultaneous localization and control of an AUV using a single acoustic beacon for
homing scenarios.
Recent advances in underwater communication topics have also brought Acoustic Modems to
play a relevant part in underwater navigation capabilities. Several authors have proposed different
frameworks to enable Cooperative Navigation. In Cooperative Navigation, teams of AUVs localize
themselves more accurately by sharing position estimates and uncertainty. The interested reader
is referred to the works of for example Bahr et al. (2009) or Fallon et al. (2010), among others.
However, such approaches require a data link between the vehicles. While this is a interesting
approach, acoustic communications are still characterized by small bandwidth, low data rates and
high latency and, particularly for shallow waters and adverse environmental conditions, reliable
underwater communications can be quite challenging for long distances.
2.3.1 LBL Acoustic Networks
For operating both traditional LBL or the Inverted LBL, usually four beacons need to be de-
ployed prior to the operation. As previously mentioned, by simple multilateration of the ranges it
is possible to obtain an estimate of the relative position of the vehicle. Different spherical naviga-
tion algorithms can be implemented. In some specific configurations the number of beacons can
be smaller but ambiguities with respect to three-dimensional position of the vehicle might arise.
For example when a precise depth sensor is present in the vehicle, it is possible to use a network of
only three beacons. Additionally, if the trajectories of the vehicle are guaranteed not to cross the
baseline, and operational depths are negligible when compared to the baseline, then it is possible
to operate in a configuration with only two beacons, as for example presented by Melo and Matos
(2008).
The exchange of acoustic signals between beacons and vehicle must follow a predefined proto-
col. Commonly, the AUVs are responsible to interrogate, in a predefined sequence, all the beacons
that are part of the network. Different beacons are independently addressed using distinguishable
acoustic signals, usually by using different frequency modulated acoustic signals. In this way,
16 Underwater Navigation
AUV
Initial
Time Instant
16-06-2008
AUV
interrogates
B1
Initial
Time Instant
Initial
Time Instant
Beacon 1
Beacon 2
10-08-2008
B1
detects
Acoustic
Event
25-09-2008
B1
answers
AUV
30-12-1899
AUV
detects
B1
answer
26-09-2008
AUV
interrogates
B2
26-09-2008
B1
detects
Acoustic
Event
25-09-2008
B1
detects
Acoustic
Event
30-12-1899
AUV
Detects
B2
answer
25-09-2008
AUV
interrogates
B1
10-08-2008
B2
detects
Acoustic
Event
26-09-2008
B2
detects
Acoustic
Event
30-12-1899
B2
detects
Acoustic
Event
30-12-1899
B2
answers
AUV
Figure 2.1: LBL Interrogation protocol of an AUV operating in a network with 2 buoys
all the the nodes of the acoustic network can be unambiguously distinguished. A diagram with a
timeline representation of such protocol, can be found in Figure 2.1. After being interrogated, a
beacon should would for a predefined "turn around" amount of time, and then reply by emitting
an adequate acoustic signal. By following this protocol, it is easy for all the devices that compose
the network to compute the Time-Of-Flight (ToF) between vehicle and beacons. After computing
the ToF, it is then possible for the vehicle to estimate its slant range to each of the beacons of
the network, given that the speed of sound is known. For obvious reasons, this ToF, which is the
elapsed time since the interrogation of the vehicle until reply was received, can also be referred
to as the Two-Way-Travel-Time (TWTT). Current state-of-the-art navigation algorithms, combin-
ing both Inertial and Acoustic Navigation techniques, fuse the obtained slant ranges with inertial
measurements, yielding an optimal estimate of the vehicle position and attitude.
It is reasonable to expect that in a near future new applications, requiring the operation of
multiple AUVs, will arise. Thus, the pertinence of this issue becomes obvious. Nevertheless, due
to its nature, conventional LBL acoustic navigation schemes like the one just described still face
some challenges when trying to cope with navigation and tracking of multiple vehicles.
2.3.2 One-Way-Travel-Time LBL Navigation
LBL is perhaps the most popular of all the acoustic positioning systems, mostly due to its pre-
cision, reliability and robustness. However, scaling up these system for operations with multiple
vehicles has no easy and standard solution. LBL systems provide navigational aids to AUVs in
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terms of ranges to each one of the beacons that compose the network. Standard implementations
depend on the AUV independently sending a query acoustic signal to each one of the beacons and
waiting for their reply. The time difference between sending the query and receiving the reply is
then converted to the slant range between AUV and beacon.
Standard LBL systems already require the use of signals with different frequencies to address
each acoustic beacon. Using the same strategy for different vehicles is difficult, mostly due to
the scarcity of available frequencies. Moreover, the use of such gimmick leads to the necessary
increment in overall complexity of system, mostly due to the need to develop dedicated hardware,
e.g. finely tuned filters. It also has non-negligible cost and set up time. Alternatively, time mul-
tiplexing schemes, similar to the Time Division Multiple Access (TDMA) method, could also be
envisioned. In this case, the different vehicles would need to wait for its slot time to be able to
interrogate the acoustic beacons. However, the big drawback of such approach is that the interval
of time in between two successive interrogation slots can easily become too long, thus degrading
the navigation accuracy of the system.
A simple solution has been proposed for scaling LBL algorithms to provide navigational
aids to multiple vehicles, which is named One-Way-Travel-Time (OWTT) Acoustic Navigation.
OWTT techniques require clock synchronization between all the vehicles and beacons present in
the acoustic network. This generally implies having low-drift clocks in all of the systems. For this
arrangement, the beacons are configured to periodically send acoustic signals at predefined time
instants (e.g. once per second), while the vehicles are purely passive. OWTT systems rely on a
protocol which defines the exact instant when each of the beacons is supposed to emit its acoustic
signal. Because all the clocks are synchronized, the time elapsed from the time instant the beacon
is supposed to transmit until each of the vehicles detects it, also known as the one-way-travel-time,
can be directly converted to ranges. In some configurations the beacons are required to transmit
signals distinguishable between each other. Alternatively, and because the number of the beacons
is small (usually lower than 4), Time Division Multiple Access (TDMA) techniques can also be
used. An early example of OWTT navigation of multiple vehicles was provided by Eustice et al.
(2007).
2.4 Geophysical Navigation
In the broad sense, Geophysical Navigation refers to the use of geophysical features, like the
terrain profile, Earth’s magnetic field or even Earth’s gravity field to estimate position of a vehicle.
These methods are referred to, respectively, as Terrain Based Navigation, Geomagnetic Based
Navigation, and Gravity Based Navigation. As stated by Leonard et al. (1998), at its foundation
this kind of navigation relies on matching sensor data with an a-priori environment map, under
the assumption that there is sufficient spatial variation in the parameters being measured to permit
accurate localization. Some authors have a more strict understanding of the term Geophysical
Navigation, and use it only to designate navigation algorithms based on geopotential fields, like
the gravitational or magnetic fields (Teixeira, 2007).
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Perhaps the biggest advantage of these map-based navigation methods is their ability to es-
timate the global position of a vehicle. This compares to the relative positioning characteristics
of Acoustic Navigation methods. Moreover, these methods are completely on-board navigation
systems, without the need for external devices, granting the vehicles a large operational range
(Meduna, 2011). This can be particularly interesting when there is the need to perform covert
or stealthy missions. Notwithstanding, there are still some open issues that need to be addressed
when resorting to this navigation systems. For example, geopotential fields scale non-linearly with
the distance to the respective sources, which can represent a problem with non-trivial solution. At
the same time, map representation, computation and management issues can arise when dealing
with magnetic or gravity fields, due to their multidimensionality nature.
2.4.1 Terrain Based Navigation
Underwater Terrain Based Navigation (TBN), to which research efforts have been recently fo-
cused, is a potentially powerful self-contained solution for long-range navigation of AUVs. Simi-
larly to the use of GPS or even Acoustic Navigation, TBN uses information of the variations of the
terrain to bound the error growth of inertial navigation, thus increasing the long term estimation
accuracy of the position of the vehicle. TBN is also sometimes referred to as Terrain Relative
Navigation (TRN) or Terrain Aided Navigation (TAN). Even though these terms are interchange-
able, in the remainder of this thesis only the Terrain Based Navigation denomination will be used.
In this introductory subsection, a brief description of Terrain Based Navigation for underwater
vehicles is given, but a more detailed overview is provided in Section 5.
Terrain Based Navigation is a self-contained technique, in the sense that no external aiding
signals or devices are needed. This is in fact a great advantage when comparing to Acoustic
Navigation. Because of this unique feature, TBN has the potential to dramatically improve the
autonomy of AUVs, given that appropriate terrain maps of the areas to navigate are available.
TBN for underwater environments is fairly recent, at least when compared to aerial techniques.
The main differences between the methods developed for the two environments are mostly related
to the sensors used and, naturally, the vehicle dynamics.
While aerial TBN has been focused mostly on the use of single beam sensors, usually radar
or laser altimeters, the underwater community has been focused on using dense sensors. Since
the early days, the use of TBN for underwater vehicles has been highly focused towards the use
of powerful multiple beam sonars, able to map large areas of terrain within a single measurement
acquisition step, providing in this way a high resolution perception of the environment. Exper-
imental validation of such approaches was also consistently coupled with the use of high-grade
INS. Lately some research efforts have been directed on a rather opposite approach, which is the
application of TBN techniques to sensor limited systems. Since the larger group of existent AUVs
is, by far, equipped with low accuracy inertial and bathymetric sensors, the rational of such ap-
proach is evident. Meduna et al. (2008) developed a tightly-coupled TBN filtering framework
for sensor-limited vehicles tightly integrated with the on-board navigation system. The approach,
which basically relies on the estimation of critical sensor errors, envisioned the use of low informa-
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tion range sensors like DVL or altimeters. The success of the approach was also experimentally
demonstrated in different scenarios like long range navigation and return-to-site missions. The
use of DVLs or single beam sonars for TBN purposes has also been reported by other authors
(Donovan, 2011; Kim and Kim, 2014).
One of the main factors contributing to the success of terrain navigation systems is terrain
variability. Large variability in the terrain is known to positively contribute to the convergence of
the estimation algorithms, and flat areas are expected to present poor performance. Even though
TBN techniques have been demonstrated to perform well, in some situations the filter can con-
verge to the wrong location, especially if the vehicle is operating in particularly uninformative
terrain. Ånonsen (2010) predicated that TRN occasionally converges to overconfident, incorrect
solutions when operating for an extended period of time over featureless terrain. Noting that, Dek-
tor and Rock (2012) analysed the causes for the filter failure when in flat terrain. According to
the author, the cause of false fixes in information-poor regions is the assumption that the terrain is
uncorrelated. Dektor and Rock (2014) further address this issue by developing an adaptive vari-
ance algorithm, which is dependant on the amount of map errors, sensor errors, and information
of the terrain. On a complementary line of work Houts et al. (2012) designed a robust framework
for failure detection and recovery for terrain navigation . This framework builds up on a series
of diagnostic checks and, in particular, on checking whether the measurements predicted by the
estimate agree with the observed measurements.
2.4.2 Geomagnetic and Gravity Based Navigation
Geomagnetic Based Navigation is in fact a very similar problem to TBN, with the main differ-
ence being the features present in the pre-surveyed digital map. While for TBN the map represents
terrain elevation, in geomagnetic navigation Earth’s Geomagnetic field is used. Comparing with
TBN, Geomagnetic Navigation is still a very recent topic, and literature addressing the topic is still
scarce. While for TBN sonars are used to perceived the bottom, Geomagnetic Navigation relies
only on magnetic sensors, which are passive sensors, to obtain measurements of the local Geomag-
netic Field. This is an obvious advantage particularly for military operations, which sometimes
are required to be stealthy.
Given the similarity between Terrain Based Navigation and Geomagnetic Navigation, all the
matching techniques could, in principle, be applied to the latter, up to some minor differences.
Different authors have addressed the application of Geomagnetic Navigation to underwater envi-
ronments, namely Mu et al. (2007), Ren et al. (2008), Zhao et al. (2009) or Wang et al. (2010).
Nonetheless, only a few conclusive experimental results were reported, for example by Rice et al.
(2004). Geomagnetic Navigation techniques can also use artificial magnetic fields that present a
stable magnetic signature, permitting a more precise navigation. Teixeira (2007) demonstrated
an efficient implementation of a Geophysical Navigation algorithm by introducing the concept of
maps of invariant gradients of the geomagnetic field. The method was based on measuring the ver-
tical gradient of the Geomagnetic Field, thus contributing to the elimination of important sources
of errors.
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Analogously to Terrain Based Navigation and Geomagnetic Based Navigation, using the Earth’s
Gravity Field can possibly provide a valid resource when trying to obtain an absolute positioning
method. By using gradiometers it is possible to measure Earth’s local Gravity Field and, thus,
derive a similar navigation method. However, such state-of-the-art devices, accurate enough to
distinguish between vehicle accelerations, Coriolis acceleration and the gravity itself are still at a
cost that is in most cases impracticable. A few studies have been done regarding the requirements
and performance evaluation for Gravity Based Navigation (Jircitano et al., 1990; Lee et al., 2015).
Also, some authors proposed the simultaneous use of both Gravity Gradient and Terrain informa-
tion to obtain more robust and accurate navigation solutions (Liu et al., 2009). However, up to the
authors knowledge, no successful implementation of systems based on the Gravity gradient was
reported.
2.5 Bayesian Estimation
The objective of any estimation procedure is to obtain the value of a parameter x, given an
observation of an experimental outcome y. This has been mathematically stated most notably as
the Bayes theorem:
p(x|y) = p(y|x)p(x)
p(y)
(2.1)
Bayesian Estimation adapts the Bayes theorem to a statistical paradigm. In the Bayesian Es-
timation framework everything that is unknown is considered a stochastic variable, described by
its respective probability distribution. The goal of Bayesian Estimation is then to compute the
posterior distribution of the state vector given a set of observations.
At the core of Bayesian Estimation framework is the Bayes Filter, a general probabilistic tool
that has been extensively used to recursively estimate the state of linear and nonlinear stochas-
tic systems, xt , using noisy measurements as observations, zt . Under markovian and mutually
independence assumptions, using the Bayes formula (2.1) and the law of total probability, the
following Bayes Filter recursion can be obtained:
p(xt |zt) = p(zt |xt)p(xt |zt−1)p(zt |zt−1) (2.2)
p(zt |zt−1) =
∫
p(zt |xt)p(xt |zt−1)dxt (2.3)
p(xt |zt−1) =
∫
p(xt |xt−1)p(xt−1|zt−1)dxt−1 (2.4)
(2.2) is the measurement update equation, where the term p(zt |zt−1) is a normalization constant,
evaluated as in (2.3). The measurement update equations are determined by the measurement
model, p(zt |xt) and the prior, p(xt |zt−1). On the other hand, Equation (2.4) corresponds to the
time update equation, and this is determined by the state transition density, p(xt |xt−1).
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The Bayes Filter is not analytically solvable for the general case, mostly due to the complexity
involved on evaluating the aforementioned integrals. However, under some assumptions, different
realizations of the Bayes Filter can be implemented. Examples of this are parametric filters like
the Kalman Filter (KF), the Information Filter (IF) or even the Extended Kalman Filter (EKF),
and non-parametric approaches like the Particle Filter (PF) or the Point Mass Filter (PMF). For
details on the theoretical derivation of such filters, the interested reader should refer to works by
Bergman (1999), Arulampalam et al. (2002), Chen (2003), and the references therein.
Bayesian filters have become a de facto standard for sensor fusion in integrated navigation
systems. Morice et al. (2009) stated that the strength of Bayesian filtering techniques is that
they allow the fusion of information from multiple sensors, taking into account both the sensor
measurements and the accuracy of the sensors. Moreover, these probabilistic algorithms also
allow to explicitly deal with uncertainties that might exist.
The Bayes Filter can be optimally implemented as a Kalman Filter under the assumptions that
the state and process noise are mutually independent Gaussian distributions, and both the state
transition probability and observation function can be represented by means of a linear stochastic
equation. When this is not the case, Extended Kalman Filters are able to deal with non-linear
problems by using an approximation based on the first-order Taylor series expansion around a
working point. However, the Taylor expansion requires the computation of Jacobian matrix, which
sometimes is non-trivial, particularly when in the presence of highly non-linear systems. In such
cases, the computed gradient can negatively influence the accuracy of the approximation, and
therefore result in poor estimates.
The Sigma Point Kalman filter (SPKF), also known as Unscented Kalman filter (UKF), is
a nonlinear realization of the Bayes filter that relies on the use of only a few deterministically
chosen sigma points, which are then propagated through the existing nonlinearities, to yield a
new sigma point approximation of the posterior density. However, due to is characteristics and
simplicity, non-parametric realizations of the Bayes Filters, like the Particle Filter or the Point
Mass Filter have gained more attention in the recent approaches. When in presence of strong
non-linear systems, the use of a full Bayesian non-parametric filter is advised. While those are
in general more accurate in representing non-linear systems and simple to implement, its main
drawback is related with their computational complexity, known to scale exponentially with the
state vector’s dimension.
The Particle Filter, also sometimes referred to as Sequential Monte Carlo Method, is a numer-
ical approximation to the Bayesian filter for non-linear systems. The key idea in the Particle Filter
is to represent the required posterior density function by a set of random samples with associated
weights, and then compute estimates based on these samples and weights (Arulampalam et al.,
2002). It can be demonstrated that as the number of samples, or particles, increases, the discrete
weighted approximation becomes an equivalent representation to the usual posterior density. The
particle filter is also known to be asymptotically optimal in a minimum mean square sense.
The Point Mass Filter is yet another non-parametric realization of the Bayes Filter, even though
not as popular as the PF. In this case, the posterior density is assumed to be represented by a set
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of point masses, ordered in a grid. The continuous PDF is obtained by integrating over the masses
of the grid. Among the main advantages of such filters is their ability to solve the Bayesian Filter
in an asymptotically optimal way. Even though the size of the grid is usually fixed, efficient im-
plementations of the PMF use grid adaptation mechanisms to automatically adjust the grid mesh,
which is particularly useful in situations when a high gradient PDF exist. This grid-adaptation
mechanism can also be regarded as a trade-off between algorithm performance and computational
requirements.
The Rao-Blackwellized Kalman Filter (RBPF), also known as Marginalized Particle Filter, is
another widely used realization of the Bayes Filter. The RBPF is a combination of the Particle
Filter and the Kalman Filter, which can be used when the underlying non-linear system contains a
linear sub-structure, subject to Gaussian noise. The Particle Filter is used to address the non-linear
sub-structure, while simultaneously the Kalman Filter is used address the linear sub-structure. In
such cases, using an RBPF is often more efficient that the plain non-linear filters mentioned before.
When dealing with estimation, it is always convenient to establish a lower bound on estimation
error that is possible to achieve. According to Bergman (1999) such a bound can then be used to
quantify the fundamental performance level that can be reached for the currently studied estimation
problem. The Cramér-Rao Lower Bound (CRLB) is known to set a lower limit on the mean square
estimation error of every estimator. Therefore, the CRLB is used to assess the performance of a
filter by evaluating how far from the CRLB the estimates are.
2.5.1 State Space representation
The state-space representation is a natural framework to formulate the general problems of
navigation of autonomous vehicles. A generic continuous-time stochastic filtering problem can by
described in a dynamic state-space form according to the following equations (Chen, 2003):
x˙t = f (t,xt ,ut ,wt) (2.5a)
yt = g(t,xt ,ut ,vt) (2.5b)
In (2.5) xt refers to vector of state variables, ut refers to the system inputs, and t denotes time.
wt and vt represent process noise and measurement noise, respectively. Despite its simplicity,
the above model is rather general and can be applied in most of the applications. The function
f (t,xt ,ut ,wt) describes the system dynamics, and determines how the states evolve over time. On
the other hand g(t,xt ,ut ,vt) is the measurement equation and describes how observations of the
system are made, and how do they relate to the system state, xt . The process and measurement
noise components are generally unknown and modelled as stochastic processes.
From (2.5), and considering noise of additive nature, a basic discretized state-space model for a
general non-linear time-invariant system, can be expressed by the following difference equations:
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xk = f (xk−1,uk)+wk (2.6a)
zk = g(xk)+ vk (2.6b)
The difference equations (2.6) try to capture the fundamental idea of the general navigation
problems, on which new observations zk are used to correct the the system state, xk. The character-
istics of such problem are described by both the state transition equation (2.6a) and measurement
model equation (2.6b). Evidently, these are all system dependant, usually modelling position and
attitude states of the vehicle. In order to address the limitations of sensor-limited systems, the sys-
tem state-space representation is usually augmented to accommodate the estimation of different
noise sources that affect the system. In this way, it is possible to overcome, up to some extent, the
limitations of such systems.
When the dynamical system has a state space representation as in (2.6), the densities p(xk|xk−1)
and p(zk|xk) of the Bayes Filter can be easily computed if the noise densities wk and vk are known,
as indicated by (2.7). Plugging this densities in a Bayesian framework then becomes straightfor-
ward.
p(xk|xk−1) = pwk(xk− ft(xk−1,uk,k)) (2.7a)
p(zk|xk) = pvk(zk−h(xk,k)) (2.7b)
2.6 Experimental Systems
This section will briefly introduce the autonomous marine vehicles that have been used for the
experimental validation of the algorithms that will be presented in the following chapters. The
vehicles used, one AUV and a set of two ASVs, were fully designed by INESC TEC researchers,
and have been in continuous development and improvement process for the past several years.
Besides the vehicles, the beacons and acoustic navigation systems that will be used in Chapter 6
and 7 will also be briefly described.
2.6.1 MARES
The AUV used to experimentally support, at least partly, the work developed in this thesis is
the MARES AUV. This vehicle, depicted in Figure 2.2, is a torpedo-shaped, highly modular, small
sized sensor-limited AUV, with about 1.5m long, 32kgs of weight, and propelled by four thrusters.
The thrusters are grouped in two pairs, two horizontal ones, located at the tail of the vehicle,
and two vertical ones. This particular configuration of the thrusters allows for an almost decoupled
control of the horizontal and vertical motion of the vehicle. Therefore, surge velocity and yaw
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can be generically controlled by the horizontal thrusters, while heave and pitch of the vehicle
are controlled by the vertical ones. Such vehicle feature can be particularly appreciated in some
contexts. A more detailed description of the vehicle can be found in Cruz and Matos (2008).
Figure 2.2: The MARES AUV
2.6.2 AUV surrogates
When using and experimentally validating different algorithms for AUVs, it is sometimes
difficult to obtain an independent verification of the vehicles trajectory. This is particularly evident
when trying to assess the performance of Acoustic Navigation systems. For that reason, in some
trials it can be more appropriate to use Autonomous Surface Vehicles (ASVs) as AUV surrogates,
providing an easier approach to independently establish ground-truth data. The idea behind such
idea that the ASVs can easily mimic AUVs navigating at a constant depth. By doing so it is
possible, on one hand, to experimentally validate some of the algorithms developed for sensor-
limited AUVs, and on the other hand have the necessary ground-truth data of the position of the
vehicles, provided by the GPS receivers that equip the ASVs.
In some of the field trials described ahead two ASVs were used, namely the ASVs Gama
and Zarco, depicted in Figure 2.3. Gama and Zarco are two small sized catamaran based craft,
designed to operate in quiet waters, and can reach speeds of up to 2m/s. These vehicles can be
remotely operated or autonomously perform pre-programmed missions. The vehicles are equipped
with a set of navigation instruments, including a high-precision GPS receiver, which provide an
accurate positioning level, a WiFi link for real time connection with shore, and the necessary
acoustic transceiver. For more details regarding these vehicles, the interested reader should refer
to Cruz et al. (2007)
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Figure 2.3: The ASVs used in the field trials
2.6.3 Navigation Beacons
The experimental validation of the Acoustic Navigation methods that will be presented in the
chapters ahead requires the use of navigation beacons. The acoustic Navigation Beacons used
for that purpose are depicted in Figure 2.4. These navigation beacons are man portable acoustic
navigation buoys, fully envisioned and designed by INESC TEC researchers, and have been thor-
oughly described in Almeida et al. (2016a). Beacons based in buoys are appropriate for acoustic
networks based on Inverted LBL, on which the beacons are deployed at the sea surface.
In terms of their hardware characteristics, the beacons feature an embedded computer running,
GPS, WiFi and a serial radio for long range communications. Besides providing position infor-
mation for the vehicles, GPS also provides a high-precision synchronized clock source. They are
also fitted with a pack of rechargeable batteries, and an acoustic transducer. This transducer, that
enables the emission and detection of the acoustic signals, is controlled by a proprietary Acoustic
Control System, that will be described in the following subsection.
2.6.4 Acoustic Systems
An acoustic navigation network is usually composed of nodes of two kinds, the acoustic bea-
cons and the vehicles, as detailed above. Nevertheless, all the nodes are required to be equipped
with an Acoustic Navigation System, that will be briefly described in this section.
The acoustic system here presented is composed of an acoustic transducer and an Acoustic
Control System. The transducer, operating in frequencies in the range of 20 to 30KHz range,
allows the emission and reception of the acoustic signals. On the other hand, the transmission and
detection of the signals is handled by a proprietary Acoustic Control System (ACS), composed
of a set of electronic boards, that can be seen in Figure 2.5. Besides the signal conditioning
and filtering electronics, these boards also implement precision timing electronics that enable an
accurate measurement of the Time-Of-Flight of the acoustic signals.
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Figure 2.4: The man portable acoustic navigation beacon buoys
The system is flexible enough to enable measuring both the One-Way-Travel-Time or the
Two-Way-Travel-Time, depending on the desired configuration. A complete characterization of
the range measurements that can be obtained by this system has been discussed in Almeida et al.
(2016b). Under optimal conditions, precisions of up to 15cm can be achieved.
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Figure 2.5: Acoustic Boards responsible for controlling the emission and detection of the signals
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Chapter 3
Bottom Estimation and Following
This chapter addresses the problem of bottom following by an Autonomous Underwater Ve-
hicle in an environment which is not previously known. In particular, the focus is on integrating
a reactive behaviour based on environment sensing, with the on-board navigation software of the
MARES AUV. For this, a guidance algorithm will provide the necessary pitch and depth references
to the control layer of the vehicle. While range to the seabed can be measured with an altimeter,
the pitch reference values are based on an online estimation of the slope of the seabed. By doing
so, it is possible to control the vehicle in a way that it will always maintain a constant attitude
towards the bottom, and the trajectory followed will remain parallel to bottom, regardless of it’s
profile.
3.1 Introduction
Traditional applications for the use of Autonomous Underwater Vehicles (AUVs) are mostly
related with bathymetric tasks, where the objective of mapping the bottom of the river or sea is
achieved by using advanced ultrasound equipment. However, other applications for these vehicles
have been envisioned, especially in open waters environments where the benefits of using them
are more dramatic. Nowadays, AUVs are already being used for variety of missions, including
the inspection of the bottom, inspection of underwater structures and even remote environmental
sensing within oceanographic expeditions.
Performing visual inspection of the bottom with an AUV obviously requires the vehicles to
navigate closely to the bottom. With poor lighting conditions and turbid water, the bottom of
the sea is usually a quite adverse environment for image acquisition. Whenever this is necessary,
the vehicle needs to navigate as close to the bottom as possible in order to obtain satisfactory
results. Such inspection tasks would also greatly benefit if the trajectories of the vehicle closely
resemble the profile of the bottom. In that way bottom features would be depicted according to
their natural size and orientation ratio, decreasing distortion and other disturbances that otherwise
may affect the final images. In known environments navigating close to the bottom does not
represent a challenging navigation problem, as it is easy to plan ahead a given trajectory. In most
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cases, however, it is not possible to known in advance the profile of the bottom and the problem of
having an autonomous vehicle navigating close to the bottom becomes non-trivial, and could even
put in danger the safety of the vehicle.
The problem of Bottom Following by an AUV, or seabed tracking, was described in one of
the initial works on the topic by Bennett et al. (1995) as "maintaining a fixed altitude above an
arbitrary surface whose characteristics may or may not be known". Throughout time different
authors have addressed this topic in the literature. For example, in a series of articles, Caccia et al.
(1997, 1999, 2003) provided a very interesting and detailed study on the use of high-frequency
pencil beam profiling sonar for bottom following scenarios. The solutions proposed were based
on a multi-hypothesis Extended Kalman Filter, for motion and environment estimation techniques,
and a Lyapunov-based guidance system. Yoerger et al. (2000) described a survey where bottom-
following tasks were extensively done to gather high-precision detailed data from the seabed with
the help of an acoustic range finder.
Gao et al. (2008) proposed the use of the potential field method to derive a controller that ad-
dresses both the problems of bottom avoidance and bottom following with a two-level hierarchical
control approach. The first step includes the motion planning phase, on which the commanded
pitch angle is generated based on measurements from altimeter and depth sensor; the subsequent
execution control phase, on the other hand, is responsible for the regulation of the stern rudder
to track pitch references using for that a linear sliding mode controller. Silvestre et al. (2009)
proposed a different approach on which the bathymetric characteristics ahead of the vehicle are
measured by two echo sounders and taken into account and preview control theory is used to de-
velop a suitable bottom following controller. Adhami-Mirhosseini et al. (2011) adopted a different
strategy, by converting the bottom-following problem into a trajectory tracking problem. In the
described method, first a Fourier series expansion of the seabed profile is obtained, and then used
with the nonlinear output regulation framework to address the seabed tracking problem.
The method presented in this chapter is different on what can be found in elsewhere in the
literature, in the sense that is not a control-based approach, but instead a guidance based approach.
At the same time, it was important to develop a strategy suitable for being used by sensor-limited
systems, with only a very simple sonar sensor, like an altimeter. The derived strategy relies on
using altitude measurements given by a sonar to estimate the altitude to the bottom and it’s slope,
and then generate the respective control variables. By doing so, the trajectory performed by the
AUV in the vertical plane will closely resembles the profile of the bottom. Performing this kind
of trajectory is of particular importance for applications where acquiring images of the bottom is
needed.
The chapter is organized as follows. Section 3.2 gives a brief presentation of the MARES AUV
architecture and controller structure. This is relevant to understand the sensor-based approached
followed. Section 3.3 will further discuss the necessary robust outlier removal mechanism intro-
duced, in order to obtain a smooth measurement set. Section 3.4 deals with the different real-time
slope estimation algorithms studied, and Section 3.5 details the computation of the suitable control
variables. The results obtained with the proposed solution, both by simulation and in real missions,
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are presented in Section 3.6 and finally some conclusions are discussed in the last section.
3.2 System Architecture
The guidance algorithm proposed in this chapter is to be integrated in the on-board control
software of the MARES AUV. In this context, and for better understanding, this section presents
an overview on the architecture of the control system implemented in the vehicle.
The control layer of MARES is composed by four independent controllers: surge, heading,
pitch and depth. The surge and heading controllers are responsible for the horizontal motion of the
vehicle, while the pitch and depth controllers are combined to obtain the actuation in the vertical
plane. This decoupling of horizontal and vertical motions of the vehicle is possible mostly due
to the geometrical properties of the vehicle, and its thruster configuration, as described in Section
2.6. Each one of the four basic controllers can operate in either open or closed loop mode. A more
detailed description of each of the controllers was given by Matos and Cruz (2009).
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Figure 3.1: Schematic view of the MARES AUV system architecture and controller structure
The control layer of MARES also defines a manoeuvre as a set of coordinated control actions
by each of the basic controllers. Four elementary manoeuvres - dive, surface, goto, hover - were
defined in the core of the control system, but it is also possible to define additional manoeuvres,
as each of the basic controllers can be independently actuated. This flexibility of the control layer
allows to further define more entangled manoeuvres in a very efficient way. Figure 3.1 provides
a schematic view of the MARES AUV system architecture and controller structure, together with
the blocks for the implemented strategy.
The guidance algorithm to implement will take advantage of this flexibility, providing the
desired depth and pitch references to the respective controllers. In this way, it is possible to inde-
pendently control the vertical trajectory of the vehicle. A note to the fact that this implementation
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is entirely guidance-based and independent of the already existing four basic controllers, as op-
posed to some of the bottom following approaches present in the literature (Gao et al., 2008;
Adhami-Mirhosseini et al., 2011).
In the bottom following manoeuvre, the vehicle should maintain a constant distance towards
the seabed, while its pitch should vary in accordance to the slope of the bottom . The altitude of
the vehicle off the seabed can be easily measured by using an altimeter, nowadays a very common
single beam sonar sensor, that provides range distance measurements. However, measuring the
slope of the bottom is something that is not so trivial and has to be estimated. Given that the slope
of the bottom is closely related with variation of the relief of the bottom, its slope can be estimated
from the altimeter measures. Different techniques for slope estimation are discussed in Section
3.4. The control variables, pitch and depth, are then computed from these estimates and fed the
pitch and depth controllers, respectively.
The most reliable way of assessing the distance to the bottom inside the water is using sonar
techniques, mostly due to the unique characteristics of sound propagation in the water. The Im-
agenex Model 862 sonar was integrated in the MARES hardware to obtain range measurements
towards the bottom, indicating in this way distance of the vehicle to the bottom. This is a com-
pletely self-contained altimeter with a narrow conical beam of 10º, providing range measurements
at rate up tp 4Hz with range resolutions of 20mm. The altimeter, mounted in the vehicle on a
downward facing position, is responsible for providing range measurements of the distance to-
wards the bottom, and the different parameters were fine-tuned up to a state on which the altimeter
was providing consistent measurements throughout the time.
3.3 Filtering
The output of the altimeter, when its configuration parameters are properly set, presents range
measurements that are consistent throughout time. Despite that, and as expected, these measures
still present some noise, most of the times in the same order of magnitude of the quantum of the
sensor, which is 2cm. Moreover, this effect is more noticeable when the sensor is sending acous-
tic waves while moving horizontally, for example when mounted on a vehicle which is moving
with appreciable speeds. Notwithstanding, the output of the altimeter always needs to be filtered,
to prevent the appearance of eventual spurious measurements or outliers, frequent when using
underwater sonar.
The ranges measured by altimeter are supposed to generate proper depth references to be fed
to the control of the vehicle, therefore they need to present a relatively smooth behaviour. The need
for filtering the raw altimeter measurements naturally arises: on one hand outliers and spurious
measurements need to be eliminated, and on the other hand, this stream of measures needs to be
smoothed out. On top of that, it must be ensured that the delay introduced by the filtering process
does not influence the control of the vehicle. Even though the vehicle dynamics are slow, delays
higher the 0.5 seconds are already considered significant. An example of the raw output of the
altimeter can be seen in Figure 3.2, where the presence of outliers is clear.
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Figure 3.2: Raw output of the altimeter; outliers are clearly identified
Given the filtering requirements, a choice for a one-dimension Kalman Filter came naturally, as
it provides not only efficient smoothing, but also has the possibility to discard outliers by simply
evaluating the covariance of the innovation. The state model for our systems is therefore uni-
dimensional with its state being the depth, as given by the altimeter. The process model of the
system was chosen to be a first order moving average:
zk+1 = zk +uk (3.1)
Equation 3.1 tries to express the fact that the depth, z, should vary only by influence of the motion
of the vehicle on the vertical plane. In that sense, uk = usinθ + vsinθ , where θ is the pitch angle
of the vehicle and u and k are, respectively, the surge and heave movements of the vehicle.
The Kalman Filter algorithm, now briefly described, is divided in two different phases. The
time update phase, where the current state is projected ahead in time according to the system
model, is described by the equations below:
Xk+1 = AXk +Buk
Pk+1 = APkAT +q
(3.2)
In the same way, the equations describing the measurement update phase are given by (3.3).
In the measurement update new measurements are incorporated in the state of the filter, with the
projected estimate of the state adjusted by an actual measurement.
Sk+1 = HPkHT + r
Kk+1 = PkHT S−1k
Xk+1 = Xk +Kk(zk−HXk)
Pk+1 = (I−KkH)Pk
(3.3)
For the filter in question, [A] = 1 and [B] = 1. Because the distance to the bottom can be directly
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measured by the altimeter, zk, then also [H] = 1. Due to the lack of information regarding the
stochastic characterization of the altimeter, the measurement noise r was adjusted to correspond
to the sensor quantum. The process noise q, on its hand, was adjusted to improve the performance
of the filter in terms of delay and outlier rejection.
A very important step of the Kalman Filter is the validation of the new measures, which can
be performed by evaluating the covariance of the innovation, Sk. In fact, it is possible to define
a parameter, γ , that will be defined as the threshold that indicates whether a new measure, zk, is
valid and should be incorporated or rejected.
‖zk−Hxk‖S−1k ≤ γ (3.4)
Under some assumptions this parameter γ can be selected according to a given confidence in-
terval for a χ2 distribution, but it can be also found heuristically. In here, the value for γ was
empirically determined as the one offering the best trade-off between rejection of noisy/spurious
measurements and output of the filter. The achieved results can be seen in Figure 3.3.
Figure 3.3: Filtered output of the altimeter; outliers were removed
3.4 Slope Estimation
The purpose of the work presented in this chapter is the development of an environment sens-
ing based reactive behaviour, to be integrated on the on-board navigation software of the MARES
AUV. This algorithm should be able to estimate the slope of the bottom, and to adjust the vehicle’s
pitch and depth accordingly. The estimation of the slope of the bottom is a two step process: first,
the range measurements output by the altimeter need to be filtered, and with that data an estimate of
the slope needs to computed. From the estimated slope, a time variable pitch and depth references
are generated, always taking into account a safety distance to the bottom, preventing situations of
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bottom collision. Due to safety and general efficiency issues of the vehicle, the generated depth
and pitch control variables are naturally bounded to limits considered reasonable.
The estimation of the slope of the seabed is an environment sensing based process. In this
case, the environment sensing is made by the altimeter, which is mounted on the vehicle in a
down-facing configuration, and provides range measurements to the bottom. Considering that the
set of measurements has already been filtered out of outliers, they can be used directly without
any major concerns. For the online estimation of the slope of the bottom, two different techniques
were explored and compared: the first approach, described on Section 3.4.1, consists on the use of
Linear Regression and the second approach, on Section 3.4.2, consists on extending the Kalman
Filter used to filter the measurements of the altimeter, so that the slope of the bottom can also be
estimated.
The slope, steepness or inclination of the bottom between any two points in space is usually
defined as the rate of change of the bottom with the distance travelled in the horizontal direction.
However, what is sought is to define the slope of the bottom as a function of the previous range
measurements gathered throughout the time, as the altimeter provides measurements of the dis-
tance to the bottom over time. If this time series is plotted, what is obtained is a distorted map
of the profile of the bottom along the direction of the vehicle’s motion. However, the distortion
is introduced because it accounts for the variations of the seabed profile over time, and not over
travelled distance. To obtain a correct profile of the bottom, the surge velocity of the vehicle must
be taken into account.
By differentiating the altimeter time series with respect to time, the rate of change of the
distance to the bottom is obtained. To obtain an actual slope, this figure of merit needs to be
compensated, accounting for the vehicle surge velocity, usually provided by the navigation layer
of the on-board software. Nevertheless, this figure of merit, a "slope over time", by itself is enough
to access the performance of the algorithms.
3.4.1 Linear Regression
The altimeter provides a continuous stream of ranges to the bottom, indicating how far from
the bottom the vehicle is. As previously described, estimating the slope of the bottom can be
accomplished by merely differentiating this time series with respect to time, and scale it afterwards
according to the surge velocity of the vehicle.
The idea behind using a linear regression to estimate the slope of the bottom arises naturally:
as differentiating a time-series can be tricky at times, being extremely sensitive to noise, the alter-
native is to find a curve that best fits to this time series. Having the analytical expression for this
curve, it is then straightforward to calculate it’s derivative, and from there inferring the "slope over
time" of the bottom. From there, an estimate of the actual slope of the bottom can be obtained by
just multiplying it by surge velocity of the vehicle.
The Linear Regression algorithm tries to find the polynomial, which order has to be defined
in advance, that best fits a set of existing data points. Usually this fit is made in the least-squares
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sense. The polynomial that best fits the data can be written as in (3.5).
W T X = w0+w1x+w2x2+ . . . (3.5)
It can be shown that W , the vector of coefficients of the polynomial, can be obtained by simple
algebraic manipulation, as in (3.6), where X , the design matrix, is built using the input variables,
and Y is the matrix of independent variables. To apply the linear regression to the specific problem
of estimating the slope of the bottom, there are two main design choices to be made: the order of
the approximating polynomial, and the size of data set to use.
W = (XT X)−1XTY (3.6)
The order of polynomial is directly related to how the seabed is to be modelled. The assump-
tions about the bottom are that it should be smooth, without sudden variations of the profile, which
should me less than one meter. Given this, the bottom could be modelled whether by a first or a
second order model. Whilst a second order model might seem a good option, due to the fact that it
is curvy and smoother than a linear one, it has a tendency to overfit snf adapt too closely to the set
of data points, resulting in a poor performance, especially when in presence of a very noisy data
set.
The second design choice, the size of the data set, has an important role on the overall per-
formance of the fit: while increasing the size of the data set makes the fit smoother, on the other
hand, it also increases the delay introduced and, therefore, the reaction time to significant changes
in the slope of the bottom. The number of measurements to include in the regression must be a
compromise between delay of the algorithm and performance.
3.4.2 Kalman Filter
The slope estimation described in the previous subsection, by means of a Linear Regression,
is a two-step approach: it requires first a filter, to remove outliers from the measures, and then
a Linear Regression estimator, that predicts the slope of the bottom. An alternative to this is to
try to integrate both features onto the same algorithm, thus eliminating the extra delay introduced
by the different estimators. Having in mind the good performance on removing outliers of the
Kalman Filter, described in the previous section, and the bottom follower presented by Caccia
et al. (1999), it was chosen to develop a Kalman Filter integrating both the outliers removal and
the bottom estimation features.
A discrete dynamical systems for the bottom following and bottom estimator behaviour to
implement can be represented by equations (3.7) and (3.8), respectively the process model and
measurement model equations, both affected by random white noise, wk and vk.dk+1
d˙k+1
=
1 ∆t
0 1
dk
d˙k
+
 0
wk
 (3.7)
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In the process model equation (3.7), the distance from the AUV to the bottom at time instant k is
represented by dk, and d˙k is the derivative of this distance, the "slope over time" figure of merit.
zk = ρk + vk (3.8)
At the same time, in the measurement update equation (3.8), ρk refers to the raw measurement
of the altimeter at time instant k. The state of the system is continuously estimated by applying
the usual Kalman Filter recursive prediction and update equations.
As usual, the performance of the filter can be tuned by adjusting the matrix Q and R, re-
spectively the process noise and measurement noise. While the measurement covariance matrix
was set proportional to the quantum of the altimeter, values for process noise covariance matrix
were empirically set for the best performance having in consideration both the delay introduced,
and the seabed tracking performance. Recalling from the Section 3.3, also here the validation of
new measurements and, hence, outliers removal, can be performed by evaluating the innovation
covariance.
3.5 Control Variables
The control layer of the MARES AUV is composed out of four different controllers, namely
surge, heading, pitch and heave. For the bottom following behaviour, both heave and pitch need
to be properly actuated. This section deals with the process of converting the estimated state
variables, depth and slope of the bottom, into proper control references.
The heave controller is responsible for the controlling the depth of the vehicle and, therefore,
the distance from which the vehicle is from the bottom. The depth reference for this controller,
Z∗REF , in (3.9), uses the estimated distance to the bottom, dk, to generate the proper reference, but
also compensates for the relative position between the location of the altimeter and the vehicle’s
center of gravity, xALT , and for the actual pitch of the vehicle θ . D f is the parameter that sets
bottom following distance - the distance to the bottom that the vehicle should always maintain.
Z∗REF =−dk +D f + xALT sin(θ) (3.9)
To prevent situations of possible trap or loss of the vehicle, the reference sent to the controllers,
ZREF should be bounded, as in (3.10). By bounding the calculated reference, Z∗REF , the vehicle is
not allowed to follow sudden discontinuities in the slope, as this is not considered a safe behaviour,
nor is under the assumptions according to which the bottom was modelled. Such bounding value
will obviously vary according to the environment and to the missions being executed.
ZREF =
Z
∗
REF if Z
∗
REF < ZMAX
ZMAX otherwise
(3.10)
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As for the pitch controller, a suitable pitch reference must be derived from the previously
estimated slope of the bottom, d˙k. The figure of merit "slope over time" has already been estimated
and, by multiplying this value by the surge velocity, u, estimated on the navigation layer of the
vehicle, the actual the slope of the bottom is obtained.
θ ∗ = θ +atan(d˙ku) (3.11)
It is assumed that u accurately describes the velocity of the vehicle in surge direction, and
therefore in (3.11) the effect of water currents might have on the direction of the vehicle is ne-
glected. As d˙ku is a slope, or a ratio, to get the equivalent angle it is enough to simply compute its
arc tangent.
3.6 Results
In this section results for the proposed bottom estimation and bottom following will pre-
sented. These results were both simulated and experimentally validated, during several missions
performed during the Summer 2012 in a location in the Douro river, close to Porto, in Portugal.
3.6.1 Simulated Results
The results presented in this section were obtained through simulation, using for that previ-
ously gathered data from the altimeter on an open-waters environment. Using this data allowed
to recreate an actual profile of the bottom and compare and tune the different slope-estimation
algorithms.
For this simulation tests, the main focus was on both the accuracy and the delay introduced
while estimating the distance to the bottom. This estimate must be accurately estimated and evolve
smoothly through time. Nevertheless, this online estimation step should not introduce a significant
delay, otherwise the ability to avoid collisions with the ocean floor could be compromised. The
simulations also allowed to find the best trade-off for a number of design parameters: for the
Linear Regression algorithm it was possible to establish the most appropriate number of samples
to use in the regression, while for the Kalman Filter the parameter γ and the covariance matrix
values that best improved the results were determined.
The results obtained with the Linear Regression and with the Kalman Filter can both be seen,
respectively, on Figures 3.4 and 3.5, an both of them correspond to the same altimeter data set,
that simulates a given profile of the bottom. The plots contain points for the raw altimeter data, in
blue, estimates of the depth of the vehicle, in red, and the estimated slope of the bottom, in green.
It can be noted that the estimates for the slope of the bottom are smoother when estimated with the
Kalman Filter. Also the Linear Regression estimated slope is more sensitive to small oscillations
in the bottom, which in this case were caused by the normal overshoot in the heave controller. This
sensitiveness, however, can lead to a behaviour which is not the desired one.
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Figure 3.4: Simulation of the Linear Regression algorithm: output of the altimeter (blue), esti-
mated distance to the bottom (red) and pitch of the vehicle (green)
Figure 3.5: Simulation of the Kalman Filter algorithm: output of the altimeter (blue), estimated
distance to the bottom (red) and pitch of the vehicle (green)
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On both approaches, the points that correspond to the estimated distances to the bottom over-
lap almost entirely the points corresponding to altimeter measurements, with the exception of the
removed outliers, which are the only points clearly visible. This demonstrates the good perfor-
mance of two algorithms in terms of the introduced delay in the two estimators. Both approaches
have a similar and negligible impact, introducing a very small delay. Figure 3.6 is as an example
of it. There, it can be seen a detailed view of the steepest region of our simulated altimeter data
produced by the Kalman Filter. Steep regions of the bottom are likely to be the ones where the
delay would have a more visible effect but, as the plot demonstrates, this delay is small enough to
be neglected.
Figure 3.6: The delay introduced by both estimators is negligible: altimeter measurements (blue)
and depth estimates (red) are almost overlapping in the steepest region of the simulation
These simulations results showed that the Kalman Filter has a better performance, as the Linear
Regression estimator induces noisy estimates for the slope of the bottom. This is in fact a key
factor for the choice of the Kalman Filter as the algorithm to be actually implemented. The final
step of the simulation results consisted on integrating the Kalman Filter approach together with
the vehicle simulator, in order to access the behaviour of the controllers and of the trajectory
performed by the vehicle. Figures 3.7 and 3.8 depict, respectively, a simulation of the depth and
pitch of the vehicle while doing a bottom following task on which the vehicle should follow the
bottom with a distance of 2 meters.
It is clear from Figure 3.7 that the AUV follows the bottom at the desired 2 meters. The points
in blue are relative to a simulated bottom profile, and the points in red are relative to depth data
given from the navigation layer of the vehicle simulator. The distance between bottom and the
vehicle is always around 2 meters, as desired, even when there are significant changes in depth of
the bottom, as shown in the beginning and end of mission. The only exception to this occurs in
the end of the mission, when the vehicle is only at 1.5 meters of the bottom, but already at surface
level.
In Figure 3.8, there is a plot of the same profile of the bottom, in blue, against the pitch of the
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vehicle given from the navigation layer of the vehicle simulator. Again, the blue points are relative
to the profile of the bottom, while the red ones are relative to the pitch of the vehicle. In this plot it
is visible the change of pitch over time, in accordance to the profile of the bottom: when the depth
of the bottom starts increasing the pitch of the AUV is negative, when the bottom is flat the pitch
of the AUV is around zero, and the depth of the bottom starts decreasing the pitch of the AUV is
positive.
Figure 3.7: Simulation of a typical Bottom Following mission: profile of the bottom (blue) and
AUV depth (red)
Figure 3.8: Simulation of a typical Bottom Following mission: profile of the bottom (blue) and
AUV pitch (red)
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3.6.2 Experimental Results
The experimental tests presented in this section are the result of a series of trials that were
performed in the Summer of 2012 in the Douro river, in a location close by Porto, in Portugal.
Simulations are never able to entirely model the dynamics and behaviour of the vehicle, and the
complexity of an open-waters scenario. The challenge with these trials is to assess if the proposed
algorithm is robust enough to be used in a real mission.
The AUV MARES was programmed to perform a number of different bottom following mis-
sions, and the plots depicting the behaviour of the vehicle during them can be seen in Figures 3.9
to 3.11. A typical mission consists on sending the AUV performing a straight line, maintaining a
specified heading while controlling heave and pitch to do a bottom following manoeuvre, keeping
a distance of 1.5 meters above the bottom. The selected missions for the plots here presented
correspond to the data that more clearly demonstrates the performance of our approach in typical
mission scenarios.
Figures 3.9 and 3.10 are complementary and correspond to the same bottom following mission.
Figure 3.9 shows a plot of the depth of the vehicle, given by the navigation layer of the vehicle,
and the estimated distance to the bottom. Figure 3.10 shows the same depth of the vehicle, plotted
against the measured pitch of the vehicle. Initially, the vehicle is performing a hover manoeuvre,
at 0.5 meters deep and then, after approximately 5 seconds, the bottom following manoeuvre is
initiated. The AUV was initially on a location with very shallow waters, of less than 2 meters. As
this is really close to the desired 1.5 meters, there were some oscillations on both depth and pitch.
These oscillations can also be explained by the small overshoot that affects the heave controller.
As the vehicle progresses, it can be seen that the measured distance to the bottom has a rough
change, from around 1 meter to 2.5 meters. After this, the AUV starts behaving more smoothly,
first steadily increasing it’s depth for some seconds and, after second 60, decreasing again the
depth. The distance to the bottom, however, clearly approaches the 1.5 meters bottom-following
distance.
At the same time, the pitch of the vehicle changes accordingly to the evolution of the profile
of the bottom, as can be seen on Figure 3.10. There, some oscillations on the pitch of the vehicle
can be seen, while the vehicle is following some ascending or descending bottom profiles. These
oscillations are quite small, usually less than 5 degrees, and they result from small changes in the
topography bottom. However, if this behaviour is not desired, with the vehicle reacting to such
small changes, this could likely be achieved by fine tuning the filter accordingly.
Figure 3.11 depicts a different bottom following mission, and represents the profile of the
bottom and the trajectory followed by the AUV. This was done by combining data from the depth
and distance to the bottom of the vehicle. The plot also contains data representing the pitch of the
vehicle, which can be easily related with the steepness of the bottom. In this figure it is clear that
the AUV trajectory is clearly following the bottom.
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Figure 3.9: Bottom Following mission: depth of the vehicle (blue) and distance to the bottom (red)
over time
Figure 3.10: Bottom Following mission: depth (blue) and pitch of the vehicle (green) over time
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Figure 3.11: Bottom Following mission: bottom of the river (black), trajectory performed by the
AUV (blue), and pitch of the vehicle(green)
3.7 Conclusion
When AUVs need to do tasks where the visual inspection of the bottom is required, they need
to navigate as close to the bottom as possible, in order to maximize the quality of the final images.
Moreover, they should maintain a parallel attitude towards the bottom in order to decrease the
level of distortion of the images. Therefore, a bottom following behaviour, where the vehicle
follows a trajectory always parallel to the bottom, is of critical importance. A Bottom Estimation
and Bottom Following guidance-based approach was presented, that uses only an altimeter to
continuously obtain ranges to the bottom of the seabed.
Two different estimation algorithms were initially proposed: one based on a Linear Regres-
sion, and one based on a Kalman Filter. Both the approaches consist on feeding the pitch and heave
controllers of the vehicle with the desired control variables. These control variables are generated
according to the real-time estimates of both the distance of the AUV to the bottom, and the slope
of the bottom. After some simulation tests, it was concluded that the Kalman Filter performance
to be more adequate to this problem. The subsequent integration of this Kalman Filter algorithm
with the on-board software of the MARES AUV, allowed to experimentally verify the robustness
of the solution in a real-world scenario. In the field tests, the AUV performed a trajectory closely
resembling the profile of the bottom, something that can be very useful for missions requiring
the visual inspection of the bottom. Nevertheless, in some situations small oscillations in pitch
could observed. This behaviour is likely to be induced by the vertical controllers of the MARES
AUV, that are not optimized to Bottom Following manoeuvres. This motivates the introduction of
a dedicated controller for Bottom Following scenarios, presented in the next chapter.
Chapter 4
Bottom Following Controller
This chapter is, in a way, an extension of the previous one, as it also addresses the problem
of bottom following by the MARES AUV. In the present, a suitable controller is derived for the
Bottom Following problem, with particular requirements. The main requirements are the deriva-
tion of a single MIMO controller, for both depth and pitch, which should not present overshoot
both in the depth and pitch outputs of the system. At the same, this controller should induce de-
coupling among to the remaining modes. The existence of such requirements motivates the use of
Eigenstructure Assignment techniques, and a suitable controller is presented in this chapter.
4.1 Introduction
In the previous chapter a Bottom Estimation and Bottom Following guidance-based approach
was developed. There, the focus was on developing a reactive bottom following behaviour based
on environment sensing, which was able to provide depth and pitch references to the existing con-
trol layer of the MARES AUV. These references were derived by continuous real time estimation
of the slope of the seabed using measurements provided by an altimeter. Experimental validation
of the aforementioned work demonstrated the success of the approach, but lacked any guarantee
in terms of overall stability of the system. Occasionally some oscillations were also observed that
could degrade the performance of the approach.
On what follows those results will further be extended, by deriving a dedicated depth-pitch
controller using Eigenstructure Assignment (EA) techniques. EA has been used and applied to
many problems, covering a wide range of areas, from the control of aircraft (Faleiro, 1998) to
unmanned underwater vehicles (White, 1998), among others. The motivation for the use of EA
techniques are twofold. First, it is desired to have a simultaneous one step control of the pitch and
depth degrees of freedom. Independent controllers, whereby the control of each degree of freedom
is considered separately, makes no provision about the cross-coupling between AUV motion in the
different planes. This might induce oscillations, like reported in the previous section. Second, it is
desirable to have a controller that is compatible with the work presented in the previous chapter,
but at the same time subject to strict time-domain requirements. For obvious reasons, it is desired
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that no overshoot or oscillations are observed on the pitch and depth transient response of the
controller. Such controller should accept pitch and depth references as inputs, and be able to drive
the AUV to perform trajectories that closely resemble the profile of the bottom.
This chapter is organized as follows. Section 4.2 introduces the general vehicle dynamics for
AUVs, and particularizes the linearised diving equations for the MARES AUV. After that, section
4.3 presents Eigenstructure Assignment techniques, and Section 4.4 deals with the derivation of
a suitable control law using full state feedback eigenstructure assignment. Simulation results that
support the derived controller are presented in Section 4.5 and finally, in Section 4.6 provides some
concluding remarks are presented.
4.2 Vehicle Dynamics
In this section the general dynamical model for AUVs is presented, and further detailed for the
MARES AUV, which will be the object of the present chapter. The MARES AUV is a modular
small sized AUV, which was already introduced in Section 2.6. Even though there are different
configurations are possible, by adding or removing additional payload, the focus will be on the
standard configuration of MARES as modelled by Ferreira et al. (2010b).
The notation and structure of the vehicle model used closely follows what was presented by
Fossen (1994). Therefore, the state vector µ = [u,v,w, p,q,r]T refers to the body-fixed vector of
linear and angular velocities while η = [x,y,z,φ ,θ ,ψ]T is the absolute position vector. With that
in mind, the general 6 DOF non-linear vectorial equation of motion of an underwater vehicle in a
body-fixed reference frame can be written as:
Mν˙+C(ν)ν+D(ν)ν+g(η) = τ (4.1)
In (4.1), the matrix M refers to the inertia, C(ν) is the matrix with the Coriollis and centripetal
terms, D(µ) contains the Hydrodynamical damping terms and g(τ) refers to the vector of restoring
forces and moments.
M = MRB+MA C(ν) =CRB(ν)+CA(ν) (4.2)
The matrix M commonly encompasses both the rigid body dynamics and added mass terms, the
same happening with C(ν), as indicated by (4.2). Finally, g(η) refers to the restoring forces and
moments acting on the vehicle, while τ describes the external forces and moments applied to the
vehicle. Following the standard approach, no hydrodynamic interactions between the seabed and
the vehicle are considered. The interested reader should refer Fossen (1994) for a more explicit
and detailed derivation of this 6 DOF equation of motion.
Even though the model derivation for generic AUVs can be somehow intricate, some geomet-
rical properties of MARES, depicted on Figure 2.2, alleviate that effort. Examples of this are the
existence of different planes of symmetry and an appropriate choice of origin of the body vec-
tor frame. Another particularity of MARES is the use of 4 thrusters, whose forces and moments
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produced will compose τ . This thruster configuration provides peculiar ability to move with ar-
bitrary low velocities, and even stop and hover in the water column, a characteristic that is of
enormous interest when performing inspections operations. The complete analysis and modelling
of the MARES AUV was covered by Ferreira et al. (2010b) and, for the sake of brevity, will not
be further pursued.
4.2.1 Linearized Model
The general equations of motion for underwater vehicles, described in this section, are a set
of differential non-linear equations (4.1). From those, a set of linear equations can be obtained by
applying a Taylor series approximation around the equilibrium point (ν0(t), η0(t)), and neglecting
the terms with order two or higher. The following notation can then be introduced:
∆ν(t) = ν(t)−ν0(t) ∆η(t) = η(t)−η0(t) (4.3)
The linearised model obtained by applying (4.3) to (4.1) assumes that the vehicle is moving
on the longitudinal plane with non-zero surge and heave velocities, u0 and w0 respectively. Also,
if the equilibrium point is characterized by roll and pitch angles equal to zero, and that the steady-
state linear and angular velocities v0, p0, q0 and r0 are also equal to zero, it can be shown that
a linear time-invariant equations of motion for an underwater vehicle can be described as (see
Fossen (1994)):
 x˙1
x˙2
=
−M−1[C+D] −M−1G
J 0
 x1
x2
+
 M−1
0
τ (4.4)
where x1 = ∆ν , x2 = ∆η and the matrices C, D, and G arise from the linearisation of C(ν)ν , D(ν)ν
and G(η), respectively, around the equilibrium point. Further detailing (4.4), the vector of forces
applied by the thrusters if given by
τ = P fp =

1 1 0 0
0 0 0 0
0 0 1 1
0 0 0 0
zp1 zp2 −xp3 −xp4
−yp1 −yp2 0 0


Fp1
Fp2
Fp3
Fp4
 (4.5)
p1 and p2 refer to the horizontal left and right thrusters, respectively, while p3 and p4 refer to
the vertical back and front thrusters. In (4.5) the matrix P is the propulsion matrix, assigning the
contribution of each of the thrusters to the different state variables, and xp1, xp2, yp1, yp2, zp1 and
zp2 refer to geometric properties of the location of the thrusters.
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Note that (4.4) can now be expressed in the standard state-space form (4.6), which will be of
particular usefulness for developments presented ahead in the paper.
x˙ = Ax+Bτ. (4.6)
4.2.2 Decoupled Pitch and Depth Control
The nature of the combined pitch and depth control being considered, together with the partic-
ular characteristics of the MARES AUV, allow for additional simplifications of the vehicle model
to be used, namely by considering only state variables relevant for the motion on the longitudi-
nal plane. That means that it will only be considered the state variables corresponding to both
surge velocity u, heave velocity w, pitch rate q and pitch angle θ , and also the depth z. Thus, the
following model can be used, which considers only the diving equations of motion:

∆u˙
∆w˙
∆q˙
∆θ˙
∆z˙

=

a11 a12 a13 0 0
a21 a22 a23 a24 0
a31 a32 a33 a34 0
0 0 1 0 0
0 1 0 1 0


∆u
∆w
∆q
∆θ
∆z

+

β1
β2
β3
0
0

τ (4.7)
The diving motion model (4.7), introduced by Fossen (1994), was obtained by linearization
around the point [u0,w0,q0,θ0,z0]T = [1,0,0,0,0]T . The term τ naturally referes to the forces
produced by the thrusters. The terms of the matrix A, ai j, are obtained from the corresponding
terms of (4.4). For the sake of simplicity of notation, in what follows the ∆ will be dropped when
referring to any of the linearized state vectors.
4.3 Eigenstructure Assignment
Among the main advantages of EA techniques are the ability to deal with MIMO systems in a
natural fashion, while at the same time using the available extra degrees of freedom to assign the
eigenvectors in a way that mode decoupling can be achieved. Successful applications of EA have
been mostly used to the control of aerial vehicles like (see Andry et al. (1983) for example), but
little work as been done concerning autonomous underwater vehicles. This section introduces the
general EA algorithm for output feedback control.
Consider the following multivariable linear system:x˙ = Ax+Bτy =Cx (4.8)
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where x ∈ Rn, is the state vector, τ ∈ Rr is the input vector, y ∈ Rm output vector and A, B and C
are matrices of appropriate dimensions. It is possible to demonstrate that the system time response
to an initial condition x0 of the state vector, is given by
x(t) = MeΛitM−1x0 (4.9)
where M is the matrix of eigenvectors of the system, Λ= diag(eλ1t ,eλ2t , . . .eλm) with λi the eigen-
values of the system, and x0 the initial conditions. This is valid if and only if A is a diagonalizable
matrix, for more details refer to Andry et al. (1983). Equation 4.9 demonstrates that the transient
response of a system is dependent, apart from the initial conditions, on its eigenvalues but also
on its eigenvectors. From (4.9) it is also possible to see that while the eigenvalues λi are mostly
responsible for determining the decay rate of the response, the eigenvectors are responsible for the
shape of the solution. It is now obvious that the transient response of a system depends most crit-
ically on its eigenstructure - set of eigenvalues and eigenvectors of the system. Thus, any results
concerning changing the shape of the transient response of a system must change its eigenstruc-
ture.
Consider now applying a output feedback control law to the system(4.8) such that τ = Ky.
Under the influence of such control, the closed loop system becomes
˙x(t) = (A+BKC)x(t). (4.10)
For such system, EA is then reduced to the problem of finding the matrix K such that the
eigenstructure of [A+BKC] is as desired. Note that (4.10) doesn’t make any restrictions on the
number of inputs or outputs of the systems, thus making EA a technique suitable for the control
of Multi-Input Multi-Output (MIMO) systems.
The eigenvalues of such system represent its poles and, therefore, are important for the stability
and speed of the system. The eigenvectors, on the other hand, are linked with the shape of the
system and are used to induce decoupling among the different modes. Recalling the definition of
eigenvalues and eigenvectors, from (4.10) it is possible to write
(A+BKC)vi = λivi. (4.11)
or equivalently,
vi = (λiI−A)−1BKCvi. (4.12)
Equation 4.12 provides the only restriction to the nature of the choice of eigenvectors. That
means that they should be chosen such that they lie in the subspace spanned by the columns of
Li = (λiI−A)−1B. Fully specifying all the elements of all the eigenvectors is usually not possible
due to the mathematical properties of the problem. According to Faleiro (1998), the number of
specified elements in each eigenvector that can be decoupled is equal to m− 1, where m is the
number of inputs of the systems. Because of that, it is common to only specify the elements that
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are likely to induce the decoupling of the modes, thus leading to the construction of the vector vdi
of the desired eigenvectors.
vdi =
[
vi1 X X . . . vi j vin
]T (4.13)
In (4.13), vi j are the specified components of the desired eigenvector, while X are the com-
ponents of no interest. A common approach to induce decoupling is to set to zero the respective
elements of vdi . In general a desired eigenvector, v
d
i doesn’t lie on the subspace Li. Therefore, an
achievable eigenvector is obtained by projecting the specified elements of vdi onto an appropriate
achievable subspace. The usual way to do this, as described by Andry et al. (1983), is by first
applying a reorder operator {.}Ri such that
{vdi }Ri =
 li
di
 (4.14)
where li are the specified elements of vdi and di the unspecified ones. The same operator should be
applied to the subspace Li so that
{Li}Ri =
 L˜i
Di
 . (4.15)
An achievable eigenvector, which on the general case differs from the desired one, can then be
obtained as:
vai = Lizi = LiL˜i
†li (4.16)
Obtaining all the desired achievable eigenvectors involves using (4.16) several times, on which
the notation (.)† refers to the Moore–Penrose pseudoinverse. Due to the involved matrix inversion
operation, the numerical integrity of such operations can be at risk. Because of that, an alternative
to (4.14 - 4.16) can be used using a constrained least square formulation.
4.3.1 Constrained Least Squares Formulation
By considering the case of a full output feedback where Kvi = ui, it is possible to rewrite (4.11)
in a matricial form as
[
(λiI−A)|B
] vi
ui
= 0 (4.17)
What is sought is to find an achievable vector vai such that (4.17) holds, while at the same time
being as close as possible to the desired eigenvector vdi . In specific, the corresponding elements of
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vai should be as close as possible to the specified elements of v
d
i . Introducing the selection matrix
S, this can be translated into the following:
minimize
x
∥∥Svai − li∥∥2 (4.18)
From (4.17 - 4.18), it becomes obvious that the EA problem can be transformed into a standard
least square problem subject to equality constrains, in the form
minimize
x
‖Cx−d‖2
subject to Lx = j
(4.19)
that can be solved using any of the widely available optimization engines.
After solving (4.19), the gain matrix K from (4.10)can then be calculated straightforwardly as
K =UV−1, (4.20)
where U = [u1 . . . un] and V = [v1 . . . vn].
4.4 Controller Design
This section will present the design of the desired depth-pitch controller for the MARES AUV.
The derived control law should be able to follow depth and pitch references that are fed to the
system.
Recall from Section 4.2 the expressions for the simplified 5 DOF diving equations of the
MARES AUV. Gathering all the appropriate terms, the matrix A in (4.7) is:
A =

−0.12 0 0.0006 0 0
0 −1.5483 0 −0.9782 0
0.0032 0 −1.5858 0 0
0 0 1.0000 0 0
0 1 0 1 0

(4.21)
By analysing (4.21), it is possible to verify that it presents five different modes, whose values
are listed in Table 4.1. From there it can be seen that all the open-loop eigenvalues are real, but two
of them are zero, and one is very small. In order to improve overall stability of the system, those
eigenvalues should be brought further inside the left s-plane, but without demanding excessive
control power. In what follows, it will be assumed that all state variables can be directly measured.
These are in fact relatively mild assumptions for nowadays modern AUVs. This means that the
output matrix C of the linearised system is simply an identity matrix.
In order to implement a tracking system, the standard approach is followed. This consists
simply on introducing additional states in the state vector, one for each signal to be tracked. The
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Table 4.1: Open loop eigenvalues
λ1 λ2 λ3 λ4 λ5
Value -1.54 -1.59 -0.12 0 0
system state is then augmented with z = [z1 z2]
T , so that
z˙ = r−Ex. (4.22)
with r = [r1 r2] being the vector of references, and E being the selection matrix assigning the
outputs which are required to follow the input vector r. The augmented system is now as in (4.23).x˙
z˙
=
 A 0
−E 0
x
z
+
B
0
u (4.23)
Similarly to (4.10), the closed-loop system that results after applying a output feedback law
u = Ky is x˙
z˙
=
A+BK1 BK2
−E 0
x
z
+
0
I
r. (4.24)
It is interesting to note that by using EA, all the gains involved are calculated in a single step. For
practical reasons, the gain K3 = K1 is also commonly used as anti windup strategy. A schematics
depicting the structure of the controller derived can be seen in Figure 4.1.
The eigenvalues of the tracking system were specified using mostly empirical knowledge about
the system. The desired and obtained eigenvalues can be compared in Table 4.2. As for the
eigenvectors used for decoupling they were specified as indicated in Table 4.3.
Table 4.2: Closed-loop eigenvalues
λ1 λ2 λ3 λ4 λ5 λ6 λ7
Desired -2 -5 -3 -2.5 -3.5 -1.5 -1.7
Obtained -2.00 -4.58 -3.00 -2.50 -3.50 -1.50 -1.71
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Figure 4.1: Structure of the implemented controller
v1 v2 v3 v4 v5 v6 v7
u X 1 0 X 1 0 0
w X X X 0 X X X
q X X X X X X X
θ 0 X X 1 X 0 X
z X 0 X X X X 0
rθ 1 X 1 X X 1 X
rz X 1 1 X X 0 1
Table 4.3: Desired eigenvectors
4.5 Simulation Results
The overall performance of the controller derived in the previous sections was assessed in
simulation environment. First, the system was tested when subject to a step reference input on
depth only. The purpose of this test is to assess the coupling between states. The result of this can
be seen in Fig. 4.2. Naturally, the reference in depth induces a variation not only in z but also in
w, as expected. As for the other states, there are minimal transient variations, small enough to be
neglected, suggesting that the decoupling was successful.
Next, it was simulated a constant slope bottom with an inclination of about 15 degrees. This
was achieved with a negative ramp reference signal for depth, and a corresponding step reference
signal for pitch. The results of it are depicted on Fig. 4.3 and Fig. 4.4. On the first one can see the
evolution of all the relevant states along time, and it is possible to see that there is a change in w
compatible with the variations in depth z, while at the same time variations in q match the changes
in pitch, θ . Therefore, the results are very satisfactory. Most importantly, there is no overshoot
neither in depth or pitch.
Figure 4.4 presents a detailed view on the error signal, that is the difference between reference
and output of the system along the time. It is possible to see that while pitch is correctly tracked
along time with zero error, there is a small steady state error in depth, of less than 0.25 meters. This
is because the reference signal from time step t = 5s till t = 20 is a ramp, and only one integrator
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Figure 4.2: Evolution of the different state variables when the system is following a step depth
reference signal
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Figure 4.3: Evolution of the different state variables to dept-pitch reference. Solid line correspond
to the output of the system, dashed lines correspond to the reference signals.
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is included in the controller. Should this error be required to be zero, another integrator is needed.
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Figure 4.4: Transient error response of both depth and pitch following a reference signal
4.6 Conclusion and Future Work
This paper addressed the problem of designing a bottom following depth-pitch controller using
Eigenstructure Assignment. Among the main advantages of this technique are the ability to deal
with MIMO systems in a natural fashion, and the calculation of all the gains involved in a single
step, without worrying on the effects cascading implementations may suffer. Moreover, EA allows
to take into account restrictions related with the transient response of the system and, in specific,
with the overshoot in the response to a desired reference signal. This of particular importance for
the problem here addressed.
The simulation results clearly indicate that the controller derived has a decent performance
for bottom following scenarios. Stability and zero tracking error of the closed-loop system were
achieved in response to step inputs in both depth and pitch, and in both cases there is no over-
shoot observed, which was the main objective. Naturally, there exists a small steady-state error in
response to ramps, but this can be tackled by introducing an additional integrator in the system,
though care must be taken to ensure the overall stability of the system. Future research will ad-
dress such issue, as well as implementing the controller on the on-board computer of the MARES
AUV in order to assess the performance real-world scenarios.
Chapter 5
Terrain Based Navigation for
sensor-limited AUVs
In this chapter the problem of Terrain Based Navigation for sensor-limited AUVs will be dis-
cussed, and in particular the Particle Filter based algorithms to address this problem. First, the
TBN problem will be reviewed, together as an adequate problem formulation. Then, the Particle
Filter framework is introduced and its application to TBN is discussed. Finally, a Data-Driven Par-
ticle Filter is derived, and results are presented demonstrating it can outperform other approaches
proposed in the literature.
5.1 Introduction
Terrain Based Navigation (TBN), Terrain Relative Navigation (TRN) or Terrain Aided Nav-
igation (TAN) are all interchangeable terms used to describe a family of position fixing systems
based on the profile of the terrain. Generally speaking, the goal of Terrain Navigation techniques
is to obtain a position estimate that best fits a set of acquired terrain measurements. This is done
by comparing the obtained terrain profile with a prior map database.
The pioneering techniques for Terrain Based Navigation were initially derived to be used on
missiles and aerial military vehicles. In an era when the ubiquity of GPS was still not a reality,
TBN presented some unique characteristics that lead to its widespread acceptance. The autonomy
and robustness against interference or jamming, together with the fact that such systems could be
used under all weather conditions, during day or night, where among the main advantages of such
algorithms. The ever increasing availability of high-resolution digital terrain maps, delivered with
the aid of satellites, played a great contribution to the wide acceptance of this technique. Initial
techniques eventually evolved into commercial products and nowadays several NATO aircraft are
supposedly equipped with such systems. For a recent review on the different Terrain Based Nav-
igation solutions for aerial vehicles, refer to works by KARABORK (2010), Vaman (2012) and
the references therein. Besides providing accurate navigation solutions, modern terrain navigation
systems have been extended for both safety and tactical benefits of the aircraft, offering features
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like predictive ground collision avoidance or obstacle warning, making it particularly suited to
military vehicles. A recent description of a commercial TBN system for aircraft has been done by
Cowie et al. (2008). More recently, Terrain Relative Navigation techniques have also been pro-
posed to be used on several space exploration missions, namely for planetary entry, descent and
landing, as for example by Alexander et al. (2012) and Johnson and Montgomery (2008).
Terrain Based Navigation has the potential to improve the autonomy of AUVs, allowing for
long-term and long-range navigation of AUVs, given that appropriate terrain maps of the areas to
navigate are available. Similarly to the use of GPS or Acoustic Navigation, TBN uses information
of the variations of the terrain to bound the errors of inertial navigation, thus increasing the long
term position estimation accuracy of a vehicle. Moreover, TBN is a self-contained technique, in
the sense that no external aiding signals or devices are needed, which is in fact a great advantage.
5.2 Terrain Based Navigation for Underwater Vehicles
Terrain Based Navigation for underwater environments is fairly recent, at least when compared
to aerial techniques. In this section a brief overview of Terrain Based Navigation for underwater
vehicles will be provided, with a focus on the most prominent approaches.
Early classifications divided the existing TBN methods on two different broad categories:
Batch Methods and Sequential Methods. The designation arose due to the nature of TERCOM and
SITAN methods, arguably the most influential terrain navigation methods. Figure 5.1 schemati-
cally depicts the main differences between these two algorithms.
The Terrain Contour-Matching (TERCOM), the first Terrain Based Navigation method ever
developed, dates back to the 1950’s, when the concept was initially proposed. On its original
formulation,TERCOM was designed to provide positional fixes that would update the INS of
the vehicle. This positional fix was obtained by taking the best match from a correlation-like
function that assesses how well the obtained terrain profile would match an existing map of the
terrain. These profiles of the terrain were acquired by collecting a set of readings from the altimeter
sensors, which are then processed in a batch, hence, the classification.
The Sandia Inertial Terrain Aided Navigation (SITAN), best known as SITAN, is the other
fundamental terrain navigation method developed at the Sandia National Labs and first proposed
by Hostetler (1978). The sequential nature of SITAN comes from the fact that every new terrain
measurement is processed independently, and used as an input to the navigation filter. SITAN uses
the obtained terrain measurements directly as an update of the navigation filter.
Regardless of that, Ånonsen (2010) introduced an alternative classification of underwater ter-
rain navigation methods, dividing them between Search Area methods or Gradient-Based meth-
ods. This new designations are related with how terrain measurements are incorporated on the
navigation filter of the vehicle. Loosely speaking, TERCOM tries to correlate the entire swath
of measurements of the terrain with profiles of the map, using the best result of such match as a
system measurement. Hence, in TERCOM a search is made on the entire map, or part of it, to
find the position that best matches the entire terrain measurements swath. On the other hand, in
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Figure 5.1: Schematic view of the two instrumental Terrain Based Navigation methods: TERCOM
(5.1a) and SITAN (5.1b)
SITAN like methods the multiple depth measurements provided by the sonar are used to compute
local gradients and propagate the estimated position in the direction indicated by such gradients.
Having this in mind, TERCOM could be classified as a Search Area method while SITAN would
be a Gradient-Based methods. Indirectly, these new classifications are also a consequence of the
ability to process large swaths of terrain in a single step, proportioned by the always increasing
availability of computational power.
On an alternate perspective, terrain navigation algorithms can also be classified according to
the degree of integration with the INS, namely between loosely and tightly coupled integrations.
According to Hagen et al. (2011), in the tightly coupled approach the bathymetric measurements
are used directly within the filter of the INS, along with all the other sensor measurements. On
the other hand, in the loosely coupled approach, the bathymetric measurements are processed in a
parallel filter until convergence, and the position estimate from terrain navigation is then fed back
to the INS as a regular position measurement.
5.2.1 TBN for sensor-limited systems
Since the early days, the use of TBN for underwater vehicles has been highly focused towards
the use of powerful multiple beam sonar, able to provide a high resolution perception of the envi-
ronment. The experimental validation of such approaches was also consistently coupled with the
use of high-grade INS. However, nowadays research efforts are being directed to the application
of TBN for sensor limited systems.
As previously mentioned, sensor-limited systems refers to vehicles equipped with a combina-
tion of low accuracy inertial sensors, and simpler, low-information sonar like DVLs or altimeters.
The use of DVLs or single beam sonars for TBN purposes has been reported by several authors,
for example Morice et al. (2009); Donovan (2011). Since the larger group of AUVs is, by far,
equipped with such low accuracy sensors, the rational of such approach is evident. The use of low
accuracy inertial sensors motivates the use of a tightly-coupled integration between all the sensors,
which allows the online estimation of critical sensor errors (Meduna et al., 2008).
Terrain Navigation is inherently a strong non-linear problem, mostly because of the non-linear
nature of the terrain measurement function. As such, the interest on using non-parametric nonlin-
ear Bayesian methods to address the problem of underwater terrain navigation is obvious. Follow-
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ing the initial theoretical work by Bergman (1999), the current trend seems to be on addressing
the problem of underwater TBN using non-linear Bayesian estimators (Anonsen and Hallingstad,
2006; Anonsen and Hagen, 2011; Meduna, 2011; Teixeira et al., 2012). Even though TBN tech-
niques have been demonstrated to perform well, in some situations the use of such non-linear
filters can converge to incorrect solutions, especially if the vehicle is operating in particularly un-
informative terrain. Filter divergence monitoring and recovering has also been under investigation
(Murangira et al., 2011; Houts et al., 2012).
5.3 Problem Formulation
From the generic state-space representation of a dynamical system (2.5), and considering both
process and measurement noise of additive nature, a basic discretized state-space model for an
INS-based AUV system can be expressed by the following difference equations:
xk+1 = f (xk,uk)+wk (5.1a)
zk = h(xk,uk)+ vk (5.1b)
The difference equations (5.1) try to capture the fundamental idea of the general TBN approaches,
on which vehicle terrain elevation data is used to correct the existing drift of Inertial Navigation
Systems. The characteristics of such problem are described by both the state transition equation
(5.1a) and measurement model equation (5.1b), that will be further described the following sub-
sections.
In most of the early approaches, only motion on the North-East plane was assumed. This
means that no uncertainty in any other directions can be observed and, therefore, there is no need
to estimate them. While such assumptions are rather strict and difficult to observe, especially when
in presence of sensor limited systems, they were introduced, up to a great extent, due to the limited
available computational resources.
xk =
[
xN,k xE,k
]T
(5.2a)
uk =
[
∆xN,k ∆xE,k
]T
(5.2b)
A problem with the state space in (5.2) is that uncertainty depth measurements might arise due to
tidal levels variations. This can negatively affect the results obtained by TBN algorithms, particu-
larly on missions with several hours of duration. To counter this, the time varying tidal level needs
to be estimated. Donovan (2011) added to the state vector a depth bias term, related to tidal errors,
in order to address the non-negligible effects of tides when determining the altitude of an AUV
with respect to the sea bottom. A similar approach is also suggested by Anonsen and Hallingstad
(2006). Alternatively, it was also suggested to work with relative profiles, but this option must be
carefully considered as it is known to perform poorly in self-similar terrains.
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With the increase of available computational power on-board the vehicles, different authors
have proposed to increase the state space model to cope with different characteristics of the TBN
problem. This has the purpose of trying to incorporate prior knowledge and take advantage of
specific vehicle configurations. Another reason for the use of an augmented state vector is the use
sensors with limited levels of accuracy, thus requiring the respective state variables to be estimated,
as concluded by Anonsen et al. (2007). Meduna et al. (2010) introduced significant changes to
traditional underwater TBN systems: the state vector is augmented to a dimension of eight, being
composed not only by the vehicle position, but also by the vehicle attitude and angular rates.
The introduction of these state variables is in part motivated by the tightly integration of multiple
bathymetric measurements, and by the use of inertial sensors with poor accuracy.
5.3.1 Motion Model
Equation (5.1a) represents the state transition equation. The state vector, xk, is assumed to be
Markovian, and the state variables usually represent the vehicle’s two-dimensional horizontal po-
sition, at time instant k. These positions are frequently referenced to a north-east-down earth-fixed
frame. uk contains the position updates as calculated from the INS, and vk represents the noise
associated to the updates. In the literature, there is a preference for having the state space model,
described by (5.1a), to follow simple linear models. This is what happens for example in Anonsen
et al. (2007); Donovan (2012). Nevertheless, depending on the available on-board sensors and
on-board computational power, other models can also be used, for example by performing a tight
integration with the INS.
According to Donovan (2011), the stochastic motion model errors are dominated by the INS
drift error, commonly characterized as an independent white Gaussian sequence. Some references
also mentioned the use of the Singer model, a zero-mean stationary first-order Markov process.
This is justified when it is necessary to capture the strongly correlated propagation of the inertial
navigation system error (see Bergem (1993), Anonsen et al. (2007)).
5.3.2 Measurement Model
The measurement model equation (5.1b) compares the measurements from observation vector
zk, to a non-linear function, g(xk). For terrain navigation, it is considered that the measurements
are obtained by bathymetric sonar sensors, therefore come in the form of ranges. At the same
time, these measurements are compared with a bathymetric map of the area of operations. The
measurement model equation can be further detailed as:
zk =M(xk)−dk + vk. (5.3)
In the equation above,M(xk) refers to the bathymetric map function and dk to the vehicle’s current
depth. Because the vehicle is not navigating at the surface when acquiring the range measurements
the depth of the vehicle must also be taken into account. The depth of the vehicle is customarily
measured with relatively high precision pressure sensors. All these values are usually considered
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to be relative to the mean sea level (MSL). Analogously to the motion model, stochastic mea-
surement model errors are described by independent white Gaussian sequence, vk. However, the
combination of different sensors can motivate the introduction of more detailed models, capturing
the specific sources of error, as detailed by Hagen et al. (2011), namely AUV depth errors vz,
attitude and alignment errors va, sound speed errors vc, map errors vh or even sensor processing
errors vs.
On it’s most commong form, the map function, M(xk), is usually implemented as a Digital
Terrain Model (DTM). DTMs consist of gridded nodes, where each node corresponds to a depth
at a specific location. The grid is usually equally spaced, and depth at inter-node locations are
obtained through bilinear interpolation. Nygren (2005) claimed that in relatively flat areas using
linear interpolation can be considered enough, but in more rough hilly terrains a more accurate
method must be used. However, in a more recent work, Meduna (2011) stated that higher-order
interpolation methods give small performance gains at the expense of large computational effort
and that such higher order methods are more susceptible to overfit. Such situations can lead to
an over-estimation of terrain variability and consequently degrade the performance of the system.
Related to that, Ånonsen (2010) provided insight on problems that can arise due to map represen-
tation issues.
Going back to (5.3), the vector of observations consists on range measurements, as obtained
by the bathymetric sensor. For single beam sensors, the observation vector consists of only a
single range measurement, but for multiple beam sensors the observation vector will consist on
the different ri range measurements stacked in a vector, as in:
zk =
[
r1(xk) . . . ri . . .rM(xk)
]T
(5.4)
When the vehicle has non-negligible roll and pitch angles, the range measurements provided by
the sonar need to be compensated. This is of particular importance when the vehicle is navigating
at high altitudes. The same happens when sonar sensors have multiple beams with a large swath.
Most implementations of TBN use a projection-based scheme on which the measured range, ri,
is projected in the three-dimensional space. By doing so it is possible to compute the location pri
where a specific beam hit the bottom of the sea:pN,ripE,ri
pD,ri
= R(q)a(ri)ri (5.5)
In (5.5) R(q) refers to the rotation matrix for the specific vehicle orientation q, and a(ri) refers to
the unit direction vector of the beam corresponding to ri. Combining (5.3-5.5), the following is
obtained:
pD,ri =M

xN,k
xE,k
+
pN,ri
pE,ri

−dk + vk (5.6)
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The measurement update equation compares each of the elements of measurement vector zk
with the bathymetric map of the area M(xk). This is done by evaluating the vertical distance
between depth given by the map at the current location, and the depth obtained by the projection
of the range obtained for a given beam, as indicated by (5.6). Figure 5.2 illustrates the projection-
based measurement model. While the notation used here is adapted from Meduna (2011), similar
approaches can be found elsewhere. According to the same author, range-based schemes which
compare range measurements with predicted ranges could also be used. However, these are based
on ray-tracing techniques, known to be computationally demanding, and thus incompatible with
the limitied processing power available on-board the vehicles.
Figure 5.2: Schematic view for the terrain measurements for the multibem sonar case
For the sake of simplicity, lets rename the vertical the projection of the range from beam i,
pD,ri as yi, while hi is the horizontal projection of the same beam, compensated by the vehicle’s
depth. Then, for a measurement vector of M total beams, affected by independent Gaussian noise,
with covariance σe, the likelihood of a given measurement vector can be computed as:
p(zk|xk) = αexp
(
− 1
σ2e
M
∑
i=1
βi(yi−hi)2
)
. (5.7)
The term βi is sometimes used to affect each of the beams considered with different weights.
This has can be useful particularly when the sonar in use has multiple beams. In such situations,
it can be advantageous to weight the central beams more than outermost beams.
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5.4 Particle Filters
Non-linear realizations of the Bayes Filters are now the primary choice for the design of TBN
filters. Not only the bayesian approach allows for the fusion of information from multiple sensors,
but it also provides a statistical measure of the uncertainty in the produced position. Bayesian
parametric approaches, like the Kalman Filter, have been used in the early TBN techniques, for
example with SITAN, or when the position output of correlation methods is used directly as a
position update to the filter. Despite that, when the measurements are to be integrated with the main
navigation algorithm, thus introducing non-linearities to the system, non-parametric approaches
are more appropriate.
The strong non-linearities present in the measurement model of the system (5.1b), and intro-
duced by the map-functionM(xk), motivate the use of non-parametric filters like the Particle Filter
or the Point-Mass Filter. This is mostly due to their ability to represent strong non-linearities more
accurately. Moreover, these filters do not require the measurement model to be Gaussian, making
them more appropriate in situations of multi-modality, or when only a few terrain height mea-
surements are available. While both PF or PMF have been successfully demonstrated to handle
the problem of terrain navigation, there has been a strong preference towards Particle Filters. In
this section, some insight is provided on the theoretical background of the Particle Filters used,
but a thorough derivation can be found for example in Gordon et al. (1993); Doucet et al. (2000);
Arulampalam et al. (2002).
5.4.1 Monte Carlo methods
While closed-form solutions of the Bayes Filter, like the Kalman Filter, work well whenever
linear and Gaussian assumptions apply, they are not appropriate for example when the distributions
are non-linear, non-Gaussian or even multi-modal. In those cases, Monte-Carlo based methods can
be a better alternative are lead to a superior estimation performance. Monte Carlo methods are a
broad range of techniques that provide a numerical solutions for problems who don’t have an
easy analytical or closed form solution. They have been used in different domains, from physics
to computational biology or even finance, most commonly as numerical integration method, for
problems that otherwise would be intractable. When applied to the Bayes Filter, Monte Carlo
methods can be used to compute the posterior distribution of the Bayes Filter (2.2). Particle Filter
is the name generically given to a family of algorithms that uses Monte Carlo numerical methods
to approximate the posterior distribution of the Bayes Filter. For that reason, Particle Filters are
also known as Sequential Monte Carlo Methods.
Monte Carlo methods can approximate a probability distribution by sampling a large number
of samples, that will be distributed according to the target density. By averaging the N samples,
{x(1), . . . , x(N)}, the quantity of interest can be obtained according to
p(x) =
1
N
N
∑
i=1
δ (x− xi). (5.8)
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with δ being the Dirac delta function.
5.4.2 Importance Sampling
Often it is not possible to sample from a given distribution of interest. When this is case, a
technique called importance sampling can be used. The main idea behind importance sampling is
to estimate the properties of a particular distribution, p(x), by using samples from a similar distri-
bution, q(x), known as importance distribution or proposal distribution. The proposal distribution
should be in some sense approximate to the original distribution, and its support should include
the support of p(x). Naturally, it should easier to sample from the proposal distribution.
The samples then need to be weighted in order to accurately represent the underlying distribu-
tion p(x). Defining the importance weights w(x) as
w(x) ∝
p(x)
q(x)
(5.9)
then p(x) can be approximated by N weighted samples as
p(x)≈
N
∑
i=1
w(i)δ (x− x(i)) (5.10)
The family of algorithms know as Particle Filters apply Monte Carlo methods and importance
sampling to obtain estimates of the posterior distribution, p(xk|zk). Following the equations of the
recursive Bayes Filter (2.2-2.4), the idea is to use a sequential version of importance sampling,
Sequential Importance Sampling (SIS) to obtain estimates of the posterior, p(xk|zk). Because it is
generally not possible to sample from the posterior, a proposal density will be used to sample the
particles. The weights associated with each of the particles can be obtained recursively and using
both the process and measurement model. Applying the Bayes rule to the posterior, p(xk|zk), the
following expression is obtained:
w(i)k = w
(i)
k−1
p(x(i)k |x(i)k−1)p(zk|x(i)k )
q(x(i)k |x(i)k−1)
. (5.11)
Naturally, the choice of an appropriate importance distribution will determine the performance of
the algorithm. An estimate of the posterior can then be obtained by averaging all the particles.
p(xk|zk)≈
N
∑
i=1
w(i)k δ (xk−x(i)k ) (5.12)
5.4.3 Resampling
The sequential update of the importance weights can lead to a situation where the majority of
the particles have very small weights, while only a few dominate. Consequently, a lot of com-
putational effort will be needed to propagate the low-weight particles, while their contribution is
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minimal. This phenomenon, known as particle degeneracy, is undesirable and can be minimised
with a good choice of importance function, but also by introducing a resampling procedure on the
particles.
The resampling procedure can be interpreted as a probabilistic implementation of the Dar-
winian idea of the survival of the fittest (Thrun et al., 2005). In the resampling procedure, from the
original set of particles, Xk, and weights, Wk, a new set is generated which better approximates of
the posterior. This is done by replacing particles with the smallest weights with a copy of the par-
ticles with the highest weights, thus increasing the concentration of particles in higher likelihood
regions of the state-space.
Different resampling strategies have been proposed, like Multinomial resampling, Stratified
resampling, Systematic resampling among others. While in most resampling strategies the num-
ber of samples is maintained constant, this does not necessarily always hold. In what follows
the Minimum Variance Sample, or Systematic Resampling will be used. This algorithm presents a
very low complexity, when compared to others. Additionally, from a uniform distribution perspec-
tive systematic resampling is theoretically superior (Hol et al., 2006). This algorithm uses a single
random number to sample from and has a minimal complexity, making it the preferential resam-
pling algorithm in numerous applications. The Systematic Resampling is detailed on Algorithm
5.1.
Algorithm 5.1 Systematic Resampling Algorithm
1: function SYSTEMATIC RESAMPLE(Xk, Wk)
2: Xk = /0; Wk = /0
3: r = rand(0; N−1)
4: c = w(1)k
5: i = 1
6: for m = 1 to N do
7: U = r+(m−1)N−1
8: while U > c do
9: i = i+1
10: c = c+w(i)k
11: end while
12: add x(i)k to Xk
13: add w(i)k =
1
N to Wk
14: end for
15: return Xk, Wk
16: end function
Resampling is a very effective method to avoid the degeneracy of the particle filter set, or
sample depletion, which happens whenever all but one of the importance weights are close to
zero. However, resampling is also known to introduce the problem of loss of diversity among the
particles, which in some cases can lead to "particle collapse", when all particles are just a copy of
each other. This phenomenon, known as sample impoverishment, is particularly present when the
noise of the dynamical system is low.
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One obvious solution for stopping sample impoverishment is to add some random-noise to
each particle before propagating it onto the next time step. This simple strategy, proposed by
Fearnhead (1998), is known as jittering. However, and because the variance of the random noise
introduced is freely determined by the user, this becomes a very ad-hoc solution. A similar,
but slightly more elaborate technique was introduced by Musso et al. (2001), by proposing the
Regularized Particle Filter (RPF). The problem of loss of diversity arises due to the fact that in
the resampling stage, samples are drawn from a discrete distribution rather than a continuous one
(Arulampalam et al., 2002). By sampling new particles from a continuous approximation of the
posterior density p(xk|zk), the RPF introduces the necessary diversity of the particle set. The
continuous approximation of p(xk|zk) is obtained according to (5.13), where K(.) is a multivariate
kernel estimator.
p(xk|zk)≈
N
∑
i=1
wikK(xk−xik) (5.13)
Using a kernel estimator to approximate the posterior requires minimal changes to the Particle
Filter algorithm. According to what was stated above, the RPF only needs an additional step so
that after resampling, some extra noise is added to the samples. Under certain conditions, when all
the particles are equally weighted, it can be shown that the Epanechnikov kernel, in (5.14), is the
optimal choice with respect to the mean integrated square error of the density estimation (Musso
et al., 2001).
K(x) =
(2cd)
−1(d+2)(1− x′x), if x′x < 0.
0, otherwise.
(5.14)
Generating from the Epanechnikov Kernel consists on sampling new particles from a beta distri-
bution uniformly distributed over a unit sphere of Rd (Devroye and Györfi, 1985). Thus, in (5.14)
cd refers to the volume of the unit sphere with dimension d. When using this kernel, after the
resampling step new particles are then generated according to
xik+1 = x
i
k+1+HDkε (5.15)
where H is the smooth parameter, or bandwidth, computed according a generalization of the
Scott’s rule of thumb for general multivariate distributions H = n
−1
d+4 (Ahamada et al., 2010).
Additionally, Dk is the Cholesky factorization of the covariance matrix of the particles before
resampling, and ε is generated from the Epanechnikov Kernel.
5.4.4 Generic Particle Filter
The Particle Filter is a numerical approximation to the recursive Bayes Filters that uses a
weighted set of particle to approximate the posterior density, p(xk|zk). Particle Filters borrow
ideas from Monte Carlo methods, Importance sampling, and Resampling, in order to perform
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Algorithm 5.2 Generic Particle Filter Algorithm
1: Initialization
2: for all i do
3: x(i)0 ∼ p(x0)
4: end for
5: for all k do
6: for all i do
7: x(i)k ∼ q(x(i)k |x(i)k−1)
8: end for
9: for all i do
10: w(i)k = w
(i)
k−1
p(zk|x(i)k )p(x(i)|x(i)k−1)
q(x(i)k |x(i)k−1)
11: end for
12: for all i do
13: w˜(i)k =
w(i)k
∑Nj=1 w
( j)
k
14: end for
15: RESAMPLE(Xk, Wk)
16: end for
this approximation. The idea is to use a large number of particles sampled from an appropriate
proposal distribution, whose weighted average will approximate the desired posterior.
While this representation is only approximate, it is guaranteed that such approximation will
converge to the true solution as the number of sampled particles N increases. Moreover, this
approximation can represent a much broader space of distributions than, for example, the Kalman
Filter, that is restricted to Gaussian distributions only (Thrun et al., 2005). Notwithstanding, this
realization of the Bayes Filter suffers for the curse of dimensionality, as its complexity increases
exponentially with the dimension of the problem.
As a summary of this section, the pseudo-code for a generic Particle Filter is provided in Al-
gorithm 5.2. This recursive algorithm can be informally described by the different stages, process
update, measurement update and resampling. In the initialization, particles are initialized with
according to some prior distribution, reflecting prior knowledge of the system. Then, lines 6 to 8
correspond to the prediction step, where new particles are sampled form the proposal distribution
q(:), and lines 9 to 11 correspond the update step, where the weights w(i)k are computed. These
weights and the sampled particles can be used to compute the prior. After the weight normaliza-
tion, in lines 11 to 13, the particles are resampled, according to any of the resampling algorithms
mentioned in the previous subsection.
5.5 SIR Particle Filter for TBN
The starting-point of this section is the Sequential Importance Resampling (SIR) Partile Filter,
sometimes also referred to as Bayesian Bootstrap Filter. This SIR-PF is arguably one of the most
widely used implementations of the PF, mostly due to it’s simplicity and its performance, deemed
adequate for most applications. This is also the case for underwater TBN, with a majority of
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the authors using it, even in applications to sensor-limited systems (Meduna et al., 2010; Ånonsen,
2010; Donovan, 2012; Hagen et al., 2011). In this section the SIR Particle Filter will be introduced,
and its application to underwater TBN will be studied. The purpose of the simulation results
presented in this section is to better understand the SIR-PF sensitivity to some of its parameters.
5.5.1 SIR-PF
The SIR-PF is perhaps the most common variation of Particle Filters. There are two main
aspects that distinguish the SIR-PF from other variations, its choice of proposal distribution, and
its adaptive strategy for resampling.
While it is known that p(xk|xk−1,zk) is the optimal proposal in terms of variance of the
weights, this distribution is unknown and therefore needs to be approximated. In the SIR-PF,
the dynamical model p(xk|xk−1) is used as the proposal distribution. Thus, there is no need to
find an appropriate proposal distribution. This makes the implementation of the filter very simple,
and sampling the particles is just sampling from the process model, p(x(i)k |x(i)k−1). It also simplifies
the computation of the weights. Recalling (5.11), computing the weights now only requires the
observation model:
w(i)k = w
(i)
k−1 p(zk|x(i)k ). (5.16)
The other aspect that differentiates the SIR-PF is the resampling step. While other variations
of the Particle Filter might resample in every time step, SIR-PF adopts and adaptive resampling
strategy, on which the effective number of particles, Ne f f , is used for monitoring the depletion of
the particle set, and the need for resampling:
Ne f f =
1
∑Ni=1(w˜
(i)
k )
2
, (5.17)
where w˜(i)k refers to the normalized weights of the particles.
For every time step, the SIR-PF starts with a prediction or time update step, where new parti-
cles are generated according to the proposal distribution, which in this case is the process model.
Then there is a measurement update step, on which for every particle new weights are evaluated
according to the observation model. After the weights have been normalized, the resample step
takes place. For the SIR filter, resampling is only done whenever the effective sample size, Ne f f ,
which is an indicator of particle set degree of depletion, is below a given threshold, Nthr, usually
between 0.5N and 0.8N. As there is usually no prior knowledge on the distribution of the particles
once the algorithm is initiated, p(x0), it is a common practice to sample new particles from an
uniform distribution covering the whole space. In Algorithm 5.3 the SIR Particle Filter is detailed.
5.5.2 Parameters Tuning
The main objective of navigation algorithms for sensor-limited AUVs is to bound the drift in
the position estimates. Notwithstanding, heading estimates will also be of importance, mostly due
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Algorithm 5.3 SIR Particle Filter Algorithm
1: Initialization
2: for all i do
3: x(i)0 ∼ p(x0)
4: end for
5: for all k do
6: for all i do
7: x(i)k ∼ p(x(i)k |x(i)k−1)
8: end for
9: for all i do
10: w(i)k = w
(i)
k−1 p(zk|x(i)k )
11: end for
12: for all i do
13: w˜(i)k =
w(i)k
∑Nj=1 w
( j)
k
14: end for
15: Ne f f = 1
∑Ni=1(w
(i)
k )
2
16: if Ne f f < Nthr then
17: RESAMPLE(Xk, Wk)
18: end if
19: end for
to their role in propagating the positions throughout time. In the remainder of this section a number
of simulations will be provided, aiming to study if a SIR-PF can track, besides the position, the
correct heading of the vehicle. At the same time, it is also a goal of this section to study how
the number of particles, the process noise and the sensor noise can affect the performance of the
SIR-PF. Additionally, the influence of sampling from a continuous approximation of the posterior
density, by using a Regularized Particle Filter, is also going to be studied.
The simulations will be based on a six-degrees of freedom model of an AUV, with measure-
ments from both the IMU and the DVL artificially generated. By doing so it is expected to simulate
a sensor-limited AUV. Using the orientation estimates of the IMU, the DVL output values are then
transformed from the sensor frame of reference to the vehicle frame of reference; Finally the posi-
tion of the vehicle is obtained by suitable integration of the velocity of the vehicle. The trajectory
obtained in this way is going to be considered the ground truth for all the further calculations.
However, in the real world it is obvious that noise always affects sensor readings in different
ways. In this way, additive noise will also be introduced to the simulated sensor measurements.
In specific, the noise of DVL velocities vDV Lx and v
DV L
y , and the heading ψ are going to be affected
by a first-order Markov Processes, while to the remaining sensor measurements were affected by
Gaussian white noise.
The performance of the algorithms in terms of processing time is also of uttermost impor-
tance, as such filters should be running online, in the on-board computer of a sensor-limited AUV.
Therefore, the first limitation imposed to our system will be on the time it takes for every iteration
of the filter to process. This constitutes an indirect upper bound on the computational complex-
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ity involved. For this reason, simpler versions of the Particle Filter like the previously described
SIR-PF, or the Regularized PF are more interesting.
5.5.2.1 Number of Particles
The number of particles of a Particle Filter has always been a design choice critical to the
overall performance and convergence of the filter. It is empirically known that a large number of
particles usually means better accuracy of the filter, and this is due to a more efficient covering of
the whole sample space. This is particularly true when there is no prior information of the position
of the vehicle and global localization is needed. However, when the filter is only tracking the
vehicle, as in the case here considered, the number of particles needs decreases dramatically. By
using the Kullback-Leibler metric, it was proved that filters with a small number of samples track
a vehicle in a very satisfactory way (Fox, 2001).
In the simulations performed the number of particles was incremented from 250 to up to 6000
and the errors in position were compared. The upper bound on the number of particles, 6000,
corresponds the the maximum number of particles able to be processed between the arrival of two
consecutive measurements of the DVL, that in here was considered to occur every 5 seconds. The
lower bound, on the other hand, corresponds to the minimum number of particles needed to have
a consistent convergence of the filter to the true position.
Figure 5.3: Simulated Trajectories with different numbers of particles. The filter clearly improves
position estimates even when the number of particles is small.
In Figure 5.3 the trajectories for several simulations of a SIR PF are depicted, where only the
number of particles was varied. It is clear that the filter provides better position estimates that
traditional INS-based solutions. However, the filter is unable to closely track the true position of
the vehicle.
The results obtained in terms RMS of distance to the true trajectory are depicted on Figure
5.4. As expected, the more accurate tracking of the true position happens when the filter is using
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an higher number of particles. However, comparing the final position of all the simulations, and
the average RMS distance to the true trajectory, it is possible to verify that increasing the number
of particles is not necessarily reflected on the performance of the filter. By comparing the aver-
age RMS of the error position between the filter using 3000 particles, and the filter using 6000
particles, the results are fairly similar. Considering that by choosing 3000 particles half of the
processing power is being save, this is likely to present the best trade-off. In this specific situa-
tion, trading processing power for an higher number of particles is not a particularly attractive, as
the increase in accuracy does not pay off. Consequently, and for the subsequent simulations, the
number of particles was set to 3000.
As it can be seen on Figure 5.5, the states concerning the position of the vehicle, xN , xE and xD
can approximate fairly well the true states. It can be seen the filter is able to overcome the effect of
noisy control inputs. However, the same doesn’t happen for the roll, pitch and yaw of the vehicle,
and the estimated values for these states present a non negligible deviation from the ground truth.
This is especially noticeable for the heading of the vehicle, and this is likely to be the cause for
growing position errors visible at the final part of the simulation.
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Figure 5.4: RMS Error in Position when comparing with the true position of the vehicle, for
simulations with different number of particles.
5.5.2.2 Process Noise and Measurement Noise
The process noise and measurement noise are of paramount importance in the particle filter.
In fact, if the process noise is small, or in extreme cases zero, the particle set will rapidly collapse
(Salmond and Gordon, 2005). On the other hand, it is also known that increasing the noise levels
is a common trick to improve the robustness of the filter. Increasing the noise level in the process
model is supposed to increases the support of the sampled particles, while increasing the noise
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Figure 5.5: Evolution of the different state variables along the time. The true simulated state is
depicted on green, traditional INS estimates are on blue, and the particle filter estimates are in red.
level in the observation model implies that the particles whose weights are smaller are more likely
to be resampled (Gustafsson, 2010). To study the influence of both process and measurement noise
on the performance, a different set of simulations were performed, while only changing this two
sources of settings.
Increasing the measurement noise causes the particles with low weights to take more time to
be replaced with newer particles. What this means is that when tracking a vehicle, the filter will
have a slower response when trying to compensate for disturbances. By varying the measurement
noise variations of the estimated variables were observed. However, it is likely this behaviour to
be caused by the inherent stochastic nature of the filter. Furthermore, it is advisable to keep the
measurement noise to levels similar to the ones introduced by the actual sensor.
Simulations confirmed that the level of process noise needs to be high so the tracking is suc-
cessful, and this is depicted in Figure 5.6. This is particularly important if the noise that corrupts
the sensor readings is significant. Naturally, simulations revealed that the filter is only able to
asymptotically converge to the true position if the disturbances present were small. However,
when the measurement noise is relatively high, then the process noise needs to be at higher levels
too. However, an high level of process noise causes the cloud of sampled particles to spread, which
can have negative effects. If the particles are spread over a too wide area in the space, any outliers
could lead the filter to diverge from the true solution. At the same time, when the process noise
is high, the estimated trajectory tends to be much less smooth as the estimated position tends to
bounce around the true position.
At this point a closer look to the state variables concerning the attitude of the vehicle, namely
roll, pitch and yaw is needed. While roll and pitch of the vehicle have little influence in the filter,
as long as their value remains close to zero, the same doesn’t happen with the heading estimate.
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Figure 5.6: Effect of diferent levels of process noise in the filter, comparing with true trajectory
and traditional INS-estimated trajectory
In fact, yaw is more difficult to measure and it seems to be more influenced by noise than the
other two. This inability to accurately track the heading of the vehicle occurred throughout the
simulations, even though a higher process noise seems to improve the results. If one is only
interested in position corrections, the Particle Filter approach here proposed can be considered
satisfying. However, if there is a need for an accurate estimate of the heading of the vehicle, other
methods must be sought.
5.5.2.3 Regularized Particle Filter
As stated before, high levels of process noise are desirable, but if the process noise is too high
this can cause some sort of degeneracy. To overcome this issue, the Regularized Particle Filter was
tested. Ideally, the use of regularization would allow to reduce the process noise while maintaining
a satisfactory estimation results, and therefore improve the heading estimation accuracy.
Despite the popularity of this kind of Particle Filter, the only improvements verified were
obtained only when the number of particles was relatively small. Nevertheless, it was not possible
to determine if this was caused by the regularization factor, or if it was in fact a consequence of
the stochastic nature of the filter. By keeping the number of particles high, thus providing good
estimation accuracy, the benefits of using such filter were negligible. This is presumably caused
by the levels of noise present in the system, required to be high as previously mentioned.
5.6 Data-Driven Particle Filter
The previous sections presented the technique of Terrain Based Navigation and its application
to underwater sensor-limited systems. Moreover, the theoretical grounds for the Particle Filter
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were also presented, together with the derivation of the SIR-PF, the most widely used imple-
mentation of the Particle Filter framework. Furthermore simulations provided an insight on the
sensitivity of the SIR-PF to the process and measurement model, but also to the number of parti-
cles. In this section a new data-driven formulation of the Particle Filter will be proposed, that is
more robust than the SIR-PF for TBN problems.
Recalling from the previous section, in the SIR-PF the proposal distribution is the process
model. This means that the sampling density is independent of the most current measurement,
therefore no knowledge from the most current observations is used when sampling for the particles.
At the same time, if the system process model is in some sense distant from the true proposal
distribution, the filter can become sensitive to outliers. If the process model does not accurately
describe the system, and it is used as proposal density, this will typically influence the performance
of the filter.
Sensor limited systems are, by definition, equipped with only a limited set of sensors, which
characterized by their low accuracy. These sensors are commonly affected by different sources
of noise, that negatively affect their measurements. Accurately modelling such system requires
a thorough understanding of the sources of noise affecting it, which is not always easy or even
possible. At the same time, due to the reduced amount of sensors being used, un-modelled distur-
bances can affect the system, without the possibility of measuring its effects. For example, if water
currents are present, but they are not being modelled nor measured, they can have a influence in
the position of the vehicles, though they are not taken into account.
In such situations, using the dynamical model of the system as proposal density leads to poor
performance of the particle filter, and sometimes even to divergence of the filter. While increas-
ing the process noise variance could somehow mitigate such effects, this is only effective if the
un-modelled disturbances are mild. Nevertheless, this leads to a situation of excessive resampling,
which is very inconvenient, as the resampling step adds up to the complexity of the filter. Even
though resampling promotes the movement of particles from the prior areas to the high likeli-
hood regions, performing it consecutively might also have some negative effects. If no jittering
is performed, then it can cause a rapid loss of diversity in particles. At the same time, excessive
resampling also causes the filter to be more sensitive to outliers. Recalling from general particle
filter, after any resampling stage all the weights are set equal. Therefore, on the following time step
the SIR-PF weight equation (5.16) can be simplified, with new weights being computed according
to
w(i)k = p(zk|x(i)k ). (5.18)
Therefore, after resampling the filter becomes insensitive to any prior knowledge of each of the
particles historic. This is particularly serious if the likelihood is relatively narrow. From the expla-
nation above, it is clear that obtaining a more accurate proposal density would be advantageous.
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5.6.1 Related Work
It is known that in some situations the SIR-PF can fail, for example if new measurements
appear at the tail of the prior of if the likelihood is relatively too peaked, when comparing to the
prior. This could be solved by sampling from a better proposal distribution, one that would better
match the true one. However, finding such distribution is no easy task.
In fact, the topic of generating better proposal densities has received some attention by re-
searchers. First the HySIR (de Freitas et al., 2000) and later the Unscented Particle Filter (UPF)
(van der Merwe et al., 2000) are two algorithms that have been designed to generate better pro-
posal densities, thus addressing some of the shortcomings of the SIR-PF. The foundations of both
these algorithms are similar, and are based on generating a proposal distribution by using, respec-
tively, an Extended Kalman Filter and an Unscented Kalman Filter. In these algorithms the EKF
and UKF equations are used in each particle, to sample and propagate individual approximations
to the proposal distribution. Given that for each new particle a non-negligible number of matrix
operations need to be performed, the additional computation requirements might not be negligible.
Despite that, it has been theoretically demonstrated that particle filters with a proposal distribution
obtained using the UKF outperform other existing filters.
An alternative for generating better proposal distributions, but with more modest computa-
tional requirements, has been proposed by Ju et al. (2010). Such approach uses a Kalman linear
smoothing estimator for generating the proposal distribution. The main difference to the previous
algorithms is that only a single proposal is generated for all the particles, being in that sense a
more efficient approach.
In the context of Terrain Based Navigation, the effect of the proposal distribution in Particle
Filters algorithms has also been studied. Teixeira et al. (2012) proposed the Mixture Particle Filter
(MPF), and the Prior Particle Filter (PPF), both based on using a non-informative uniform distribu-
tion as proposal density. In the proposed MPF, the proposal density used is a mixture distribution,
with a subset of particles being sampled from the usual process model, and another subset of the
particles being drawn from a uniform distribution. Accordingly, these different proposals are also
taken into consideration while computing the weights. In the PPF new particles are also sampled
from the same mixture distribution. The difference to the MPF comes from how the the weights
for each particle are obtained. Even though the particles are drawn from the different proposals,
some of them from a uniform distribution and some from the process model, when computing
the weights the proposal density is assumed to be the uniform distribution for all the particles.
Simulation results demonstrated the superiority of the PPF in terms of the asymptotic convergence
of the filters. In a later work (Teixeira et al., 2016), a suitable compact support for the uniform
distributions is derived, using the Fisher information matrix of the terrain, a commonly used mea-
sure of the available terrain information. By using the aforementioned strategy, the authors noted
that an adaptive number of uniform samples drawn at each iteration of the filter might be required,
as the areas of the supports of the uniform distributions will be varying according to the terrain
information.
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5.6.2 Learning the Proposal Density
From what has been reported above, it is clear that finding a suitable proposal distribution,
that is somehow better than the process model, is of paramount importance. This is particularly
relevant for problems where the observation function is multimodal, like in underwater terrain
navigation settings. However, obtaining a suitable proposal distribution is no easy task. Previous
authors have used a non-informative, uniform distribution, with support selected according to the
terrain information. Here, a new data-driven Particle Filter formulation is presented, that learns
the proposal density from previous data. In what follows, only the horizontal position is going to
be considered.
Up to the authors knowledge, only one previous data-driven particle filter has been reported.
Wang and Chaib-draa (2012) proposed an adaptive nonparametric Particle Filter to solve the in-
verse kinematic problem of a two-link robot arm. The approach used Gaussian Processes to learn
a suitable proposal density, that would later be used in a PF. While Gaussian Processes have been
proved a valuable unsupervised machine learning tool, they require an offline learning process,
which naturally requires a training data set. Thus, a similar approach would be difficult to imple-
ment in the context of underwater navigation.
The Data-Driven Particle Filter (DD-PF) here proposed borrows from other previous works
that have been mentioned. While the goal is to learn a suitable proposal density, to be used in
a particle-filter based terrain navigation algorithm, it is desirable that the computational require-
ments are kept relatively low. Thus, it would be interesting to learn a single proposal distribution,
from which all the particles would be sampled from. The DD-PF can be implemented following
the general particle filter algorithm, as listed in Algorithm 5.2, with the only difference that prior
to any time step, the prior density needs to be learnt from previous data. Naturally, in the initial
time steps the learning procedure can’t be performed, and in this case the DD-PF falls back to the
SIR-PF.
The main idea behind the proposed DD-PF algorithm is to approximate the learn proposal
density by a Gaussian distribution. By using previous data, the historic of the previous positions
of the vehicle, it is possible to predict a likely predicted position of the vehicle. This information
can be valuable in generating a suitable proposal density. The proposal density, q(xk|xk−1,zk), will
then be approximated as
q(xk|xk−1,zk)≈N (µD,ΣD) (5.19)
with N (µD,ΣD) being the Gaussian distribution with the mean and covariance matrix, respec-
tively µD and ΣD, extrapolated from the data.
Underwater vehicles, and in particular AUVs, have relatively slow dynamics, characterized
by smooth motions, without any sudden changes of velocity. For that reason, they are often
modelled with a constant velocity model. This knowledge about the vehicles will be used to
learn µD, and ΣD. By using a least squares regression, with the previous L estimates as an input,
{x˜k−L, x˜k−L+1, . . . , x˜k−1}, a prediction of the current state of the vehicle, x˜k|k−1 can be obtained.
While by doing this, the current observation is not explicitly used in the learning process, the con-
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tribution of previous observations is indirectly considered through the posterior of the previous
time-steps.
Least Squares Regression
Lets consider for a moment the one-dimensional model of vehicle moving with a constant
velocity. This can be modelled as
yi = β0+β1xi (5.20)
where xi, the input, corresponds to the i-th observation of the time, while yi, the output, corre-
sponds to the position of the vehicle. Naturally, the parameters β0 and β1 correspond to the initial
position of the vehicle and it’s velocity. By collecting a series of input and output observations,
{xi, yi}Li=1, the parameters β˜ = [β0 β1]T can be determined using the closed-form expression for
the Ordinary Least Squares (OLS) algorithm:
β˜ = (XT X)−1XT Y (5.21)
where X is the L× 2 matrix of the input observations, and Y is the L× 1 matrix of the output
observations. Extrapolating a new position of the vehicle, yn, at time instant xn can then by done
by using the estimated parameters, β˜ :
yn =
[
1 xn
]
β˜ (5.22)
The extrapolated value, yn, is only valid if xn is sufficiently close from any of the regressors values,
xi.
The described OLS algorithm is adequate to estimate static parameters. However, when the
parameters are time-varying, the use of a recursive version of the OLS algorithm, is more appropri-
ate. The Recursive Least Squares (RLS) algorithm is, as the name indicates, a recursive solution
for the least-square problem, where new estimates of the parameters are updated with new in-
put and output observations. Doing so is computationally more efficient, as the computation of the
term (XT X)−1 is no longer required. At the same time, the use of a forgetting factor can be viewed
as giving less weight to older data and more weight to recent data, thus promoting the estimation
of slowly varying parameters (Vahidi et al., 2005). The RLS algorithm can be implemented with
the following set of recursive equations:
βk = βk−1+Lk(yk−φTk β˜k−1)
Lk = Pk−1φk(λ +φkPk−1φk)−1
Pk = (I−LkφTk )Pk−1 1λ
(5.23)
Besides recursively obtaining an estimate for the time-varying parameters βk, the RLS also keeps
track of a gain matrix, Lk, and a covariance matrix, Pk. The latter will be of use when generating
the proposal density. The forgetting factor, λ , can in a way be understood as a counterpart of the
number of observations L in the original OLS algorithm.
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Proposal Density
The proposal density used in our DD-PF will be approximated by a Gaussian distribution, with
it’s mean, µD, and covariance matrix, ΣD obtained by a least square regression. For every time-step
of the filter, a new proposal density needs to be estimated, thus being obvious the advantages of a
recursive estimator.
Only the horizontal position is considered. Therefore, at time k, the mean µD,k will consists on
the predict positions of the vehicle, x˜k|k−1, where each of the element of µD,k being independently
predicted with an appropriate regression. The inputs for each regression are the time instants and
positions estimated by the filter in the previous time instant, as was made clear before. Accord-
ingly, ΣD,k is a diagonal matrix, with the elements in the diagonal being proportional to Lk of the
corresponding regression.
5.7 Simulated Examples
In this section the feasibility of the proposed Data-Driven Particle Filter is analysed. Using a
series of simulation studies, the performance of the filter is assessed, demonstrating that the DD-
PF can be advantageous when compared to traditional SIR-PF. Not only the SIR-PF is the most
widely used implementation of the PF framework, but also it has been often used in the litera-
ture concerning TBN for sensor limited systems. The goal for the simulations is to demonstrate
the superior performance of the DD-PF for sensor limited systems, when subject to un-modelled
disturbances. Such disturbances can be caused by lack of proper knowledge of the system, for ex-
ample using sensors with unmodelled error sources, or by external sources, for example when the
vehicle is subject to currents that can not be measured. The simulations will compare the results
obtained between the DD-PF and the SIR-PF.
The simulations presented only consider the vehicle motion in the horizontal plane. The major
concern will obviously be the asymptotic convergence of the filter, with the obtained results for
each simulated scenario reflecting the ensemble of 100 independent runs of the filters. In order
to facilitate the comparison between different filters, the time-indexed Root Mean Square (RMS)
error metric for a two-dimension position, defined as follows, will be used.
RMSk =
√
1
M
M
∑
r=1
(xˆk− xk,r)2+(yˆk− yk,r)2 (5.24)
(xk,yk) refers the correct position of the vehicle at time instant k, while
(
xˆk,r, yˆk,r
)
refers to esti-
mated position at time instant k, obtained in the r-th MC run. By using this metrics, the obtained
RMS position error is averaged for all the M runs performed, thus obtaining the MC ensemble
average of the RMS error. The computational complexity of the filter is also of interest, as the
available computational processing power is often limited. Therefore, results attesting the lower
complexity of the proposed approach are also going to be presented.
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Parameter Value
Filter Settings
Number of Particles (N) 100
Process Noise (σv)
√
5
Measurement Noise (σw) 1
Resampling Threshold (Nthr) 0.6N
Initial Position variance (σp0)
√
5
Sensor Settings
Number of beams (M) 4
Sensor Noise (σs) 0.2
Proposal Density Learning Settings
Forgetting Factor (λ ) 0.9
Table 5.1: Parameters of the Data-Driven PF
The DD-PF was envisioned having in mind improving the performance of TBN algorithms
for sensor limited systems that are based on PFs. Therefore, the simulations presented will try
to demonstrate that. The main parameters for both the SIR Particle Filter and the Data-Driven
Particle Filter used throughout the simulations are listed in Table 5.1.
The trajectory of the AUV was simulated as follows. First, the velocities of the vehicle were
generated in the vehicle’s reference frame. Accordingly, it was considered the vehicle to have only
surge velocity (u), constant and with a value of 1ms−1. No contributions in the sway (v) or heave
(w) were considered. Following to that the attitude of the vehicle was generated, with the roll (φ )
and pitch (θ) of the vehicle being considered zero. For the the simulated linear trajectories the
heading (ψ) of the vehicle was considered to be always constant, while for the circular trajectories
it was considered the heading to be varying at a constant rate. These quantities can be understood
as inertial sensor readings, and will be used to generate the position of the vehicle.
With Cnb(φ ,θ ,ψ) being the rotation matrix, from the body frame to the navigation frame, and
considering that ∆xk
∆yk
=
∆k 0 0
0 ∆k 0
Cnb(φ ,θ ,ψ)
uv
w
 , (5.25)
than the position of the vehicle can then be recursively updated as follows:xk
yk
=
xk−1
yk−1
+
∆xk
∆yk
 (5.26)
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Because only the horizontal position is considered, the selection matrix is used to disregard any
positional updates in the z direction. This set of data, positions, velocities and orientations will be
considered as ground truth of the simulations. For the sake of simplicity it was chosen to don’t
affect any of the sensor readings with noise of any kind. At the same time, in order to simulate
the disturbances affecting the system, another set of data was prepared, but with the influence of
constant disturbances, D =
[
dx dy
]T , such thatx˜k
y˜k
=
x˜k−1
y˜k−1
+
∆xk
∆yk
+
dx
dy
 (5.27)
This last data set, with the influence of the disturbances, is the one who is going to be used to
generate the sonar sensor measurements. The initial positions for both the data sets is the same,
but some uncertainty for the initial position is considered, with a variance similar to what GPS
receivers can provide. Two sets of simulations were prepared, the first one concerning a linear
trajectory of the vehicle, and the second one concerning circular trajectories.
The sonar sensor measurements are generated at the real positions of the vehicle, under the
influence of the disturbances, x˜k. These measurements are generated at a rate coincident with the
time step chosen for our filter. The simulated sonar consisted on a four beam sonar sensor, in
a Janus configuration, similar to a DVL. For that purpose, a synthetically generated bathymetric
map was used, from which sonar sensor measurements are simulated. The ranges returned from
each of the beam were them corrupted with Gaussian noise.
Linear Trajectories
The first set of simulations were performed in order to evaluate the performance of the DD-PF
for a vehicle moving on a linear trajectory, but subject to external disturbances. Considering the
vehicle surge velocity to be of 1ms−1, the disturbances were set up to be of 0.3ms−1 in both X and
Y directions. The trajectory performed by the vehicle can be seen in Figure 5.7.
Figure 5.7 depicts the desired trajectory, in green, and the real trajectory with the effect of the
disturbances, in black. Additionally, these trajectories are overlaid on the contour levels of the
topography of the bottom. It can be seen that while the desired trajectory, in green, is only of
250 meters, the absolute error in position of the vehicle when subject to disturbances is roughly
of 100 metres. This is equivalent to a disturbance of around 40% the distance travelled (DT) by
the vehicle, an already quite significant disturbance, and in line with some sensor-limited AUVs
available.
Figure 5.8 compares the output of both the SIR-PF and the DD-PF for the scenario that was
just described, showing the evolution of the positions along the time. Again, the black and green
lines correspond, respectively, to the real and desired trajectories. The output of the SIR-PF is
shown in blue, while the output of the DD-PF is shown in red. It can be seen that the outputs of
both filters are able to follow the real trajectory. However, it seems that the DD-PF provides more
smooth and accurate trajectories than the SIR-PF.
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Figure 5.7: Simulated linear trajectories: desired trajectory, in green, and real trajectory with
disturbances, in black.
To better compare the results, the ensemble RMS of 100 independent runs of both filters was
computed. This was obtained using (5.24), thus computing the average root mean square error
between the output of the filter and the real trajectory. Figure 5.9 compares the RMS errors of
both filters. From there, it is clear the filters have similar performances in terms of RMS error,
with both of them being able to closely follow the real trajectory of the vehicle, with values for
the RMS error below 3m. To put this value in perspective, this is similar to what can be achieved
using simple GPS receivers.
However, Figure 5.9 also shows that the DD-PF can be more precise with an RMS error of
only 2.1 meters, comparing with the 2.7 meters obtained by the SIR-PF. At the same time, from
these plots it is also possible to infer that the position outputs of the DD-PF are relatively smoother
than what was obtained with the SIR-PF. This can be relevant if, for example, the output of the
TBN filter is going to be used as an input to a main navigation filter as suggested by some authors,
for example Meduna et al. (2010).
Another metric of interest to compare the filters is the computational complexity of the filter.
This is particularly relevant for sensor-limited systems, due to the limited computational power
available on-board the vehicles. In order to compare the SIR-PF wit the DD-PF in terms of their
complexity, two metrics are going to be used, namely the total number resampling steps performed
in each run, and the elapsed time for each run of the filter. The average number of these two metrics
should provide an indication on the efficiency of filters.
Figure 5.10 shows these two metrics for the SIR-PF and for the DD-PF, with the former being
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Figure 5.8: Output of the filters along the time for linear trajectories. SIR-PF in blue and DD-PF
in red. Green and black are the desired and real trajectories, respectively.
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Figure 5.9: Comparison of the ensemble RMS Error of the filters for linear trajectories. SIR-PF in
blue, and DD-PF in red.
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represented in blue, and the latter in red. Figure 5.10a shows the number of resampling steps
for each of the MC runs. Recalling form Algorithm 5.2, resampling of the particles happens
whenever Ne f f < Nthr, with Ne f f being an indicator of the degeneracy of the algorithm. From
Figure 5.10a it is possible to conclude that the DD-PF is more efficient than the SIR-PF, requiring
almost half the number of resampling steps. In fact, the DD-PF requires resampling of the particles
in approximately only 40% of the time steps, comparing to 75% of the SIR-PF. This is indeed a
good indicator that the learned proposal density is close to the true posterior density.
The number of required resampling steps is an interesting metric to consider, as it is known
that the resampling stage represents an important share of the total computational complexity of
Particle Filters. However, the number of times a resampling algorithm is run does not provide any
information on the increase in the global computation time of the filter. Figure 5.10b shows, in
absolute terms, the processing time of both the SIR-PF and the DD-PF for each entire run. Natu-
rally, processing time of the SIR-PF is higher than the DD-PF, which is a direct effect of the higher
number of resampling steps required. Figure 5.10b shows that, on average, the SIR-PF requires
at least 17% more processing time than the DD-PF. These values are obviously implementation
dependent, with different implementations likely to obtain different values. Nevertheless, they are
strong indicator of the efficiency of the DD-PF.
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Figure 5.10: Comparison the complexity of the filters for linear trajectories. SIR-PF in blue and
DD-PD in red.
The results just presented demonstrate that under certain conditions the performance of the
DD-PF can be superior to the SIR-PF. This is not only in terms of the RMS error, but also in terms
of its efficiency. Nevertheless, these simulation results refer to only a single scenario. Therefore,
in order to analyse the consistency of the DD-PF with different levels of disturbances, another
batch of simulations was run.
As previously mentioned, the simulations that were just presented correspond to the case when
the vehicle is following a linear trajectory while being subject to disturbances that amount to
approximately 40% of the distance travelled. This was the main scenario behind the derivation
of the DD-PF, and corresponds to disturbances already very appreciable. Simulations for the
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Disturbance (% DT)
SIR-PF DD-PF
RMS (m) Resampling Steps RMS (m) Resampling Steps
≈ 40% 2.66 188 2.09 96
≈ 15% 2.87 189 1.18 90
0% 2.99 196 1.05 86
Table 5.2: Data-Driven PF: Summary of the simulations for a linear trajectory, comparing
the SIR-PF with the DD-PF
same scenario, but with smaller disturbances were also performed, in order to verify if the results
obtained by the DD-PF would be in accordance with previous simulations. The same tests were
repeated, but this time with disturbances amounting to 15% and 0% of the distance travelled. A
summary of the obtained results can be found on Table 5.2.
From all the different sets of simulations, considering various levels of disturbances, the DD-
PF was always able to outperform the SIR-PF. In all the situations, the RMS error achieved by the
DD-PF was smaller, while at the same time the required number of resampling steps was roughly
half of the SIR-PF. This was verified regardless of the magnitude of the disturbances affecting the
system. It should be noted however the parameters shown in Table 5.1 remained the same in all
the simulations. Therefore, while a high level of process noise is required when the disturbances
are high, this is not the case when there are no disturbances. If this would be fine-tuned for each
particular situation, the RMS error achieved by the SIR-PF for the case with no disturbances would
likely be different.
5.7.1 Circular Trajectories
Previous simulations provided good indication that the DD-PF could outperform the SIR-PF
for underwater TBN algorithms. This happens for scenarios considering only linear trajectories,
covering a wide range of disturbances, from situations when no disturbances are observed, and up
to disturbances of around 40% of the distance travelled. In here, a complementary set of simula-
tions was performed, in order to evaluate the performance of the DD-PF for circular trajectories.
The simulations here presented are similar to the ones presented above, and using the same
bottom topography. In this series of simulations the surge velocity of the vehicle is still considered
to be constant and of 1ms−1, while no sway or heave velocity is considered. The same happens
with both roll and pitch of the vehicle. However, in here the heading is not considered constant,
but instead having a constant rate of change. This will induce circular trajectories. At the same
time, the level of disturbances present will also be considered high, in line with the first scenario
presented, and equivalent to 40% of the travelled distance. Figure 5.11 shows the trajectories
considered. Once again, the green line corresponds to the desired one, while the black refers to
the real one, with the influence of the disturbances.
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Figure 5.11: Simulated circular trajectories: desired trajectory, in green, and real trajectory with
disturbances, in black.
Similarly to before, Figures 5.12 and 5.13 present, respectively, the position evolution of the
filter’s ouput, and the ensemble RMS error of both the SIR-PF and the DD-PF. As before, the
green and black lines refer to the desired and real trajectories, while the blue line refers to the
SIR-PF and the red line to the DD-PF.
Figure 5.12 shows the output of the filters under analysis, and compares them to the desired
and real position of the vehicle along the time. In the figure it is possible to see that both filters
are able to closely follow the true position of the vehicle. On the other hand, Figure 5.13 shows
the ensemble RMS error of the two filters. By analysing this plot it is possible to conclude that
in these simulations the SIR-PF, with an ensemble RMS of 2.33m, outperformed by a narrow
margin the DD-PF, which achieved an ensemble RMS of 2.46m. Nevertheless, and in accordance
to what happened previously, the plot of the ensemble RMS also allows to infer that the trajectories
obtained by the DD-PF are rather smooth.
As before, the complexity of the two filters was also evaluated, by comparing the average
number of resample steps per run of the filter. It was already demonstrated that the resampling
step contributes decisively for the total complexity of Particle Filters. Figure 5.14 compares the
number of resampling steps per run for this set of simulations. Once again, the blue points refer to
the SIR-PF while the red ones refer to the DD-PF. Similarly to the linear trajectories scenario, also
in here the number of resampling steps required by the DD-PF is significantly lower than what the
SIR-PF requires.
By analysing Figure 5.14 in detail, it is possible to note that the DD-PF requires, on average,
5.7 Simulated Examples 89
0 50 100 150 200 250
Time (s)
0
50
100
150
Po
s 
X 
(m
)
0 50 100 150 200 250
Time (s)
0
50
100
150
200
Po
s 
Y 
(m
)
Figure 5.12: Output of the filters along the time for linear trajectories. SIR-PF in blue and DD-PF
in red. Green and black are the desired and real trajectories, respectively.
137 resampling step, while for the same simulations the SIR-PF requires on average 229 resam-
pling steps. In relative terms, that means that the on average the DD-PF resamples its particles on
55% of its iterations, while this number goes to as high as 92% of the iterations for the SIR-PF.
Once again, this is originated by the fact that strong disturbances are present.
By comparing the numbers here obtained, with the ones obtained for linear trajectories, it is
possible to note an increase in the required resampling step for both the SIR-PF and the DD-PF.
This is in fact expected, as the process model considered does implicitly considers only linear
trajectories. Interestingly, this increase is on absolute terms equal for both filters, requiring on
average 41 additional resampling steps for scenarios with circular trajectories.
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Figure 5.13: Comparison of the ensemble RMS Error of the filters for circular trajectories. SIR-PF
in blue, and DD-PF in red.
0 20 40 60 80 100
MC Run
0
50
100
150
200
250
N
º R
es
am
pl
in
g 
St
ep
s
Figure 5.14: Comparison the complexity of the filters for circular trajectories. SIR-PF in blue and
DD-PD in red.
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5.8 Conclusions
This chapter discussed Terrain Based Navigation algorithms for underwater sensor-limited
systems and, in particular, on the use of Particle Filters to address this problem. Due to the
inherent strong linearities, non-linear Bayesian Filters like the Particle Filter are particularly suited
to address TBN.
This chapter started with a brief introduction to Terrain Based Navigation. After a brief de-
scription, contextualizing the appearance of such methods, the particularities of TBN for sensor
limited systems were presented, along with some background literature review. After that, the
usual state-space formulation of the problem, including a detailed description of both the process
and measurement models used was presented. Solving for the TBN problem requires some sort of
non-linear filtering strategy, and the Particle Filter is one of the most used strategies present in the
literature.
Therefore, the general particle filter framework was briefly uncovered. The SIR-PF, arguably
the most widely used implementation of the particle filter framework, is also used in the majority
of the approaches of TBN for sensor limited systems. Some simulation studies were performed to
assess how the different parameters of the SIR-PF could influence the result of a TBN algorithm.
The goal was to understand if by varying only the number of particles, the process noise and
the measurement noise were it was possible to accurately estimate not only the position of the
vehicle, but also its heading. It was verified that even in situations were the position estimates are
obtained, the same is not possible for heading, with the estimated values always far from the actual
heading. At the same time, it was verified that the process noise has paramount importance on the
performance of the filter. If the process noise is small enough, the filter is dominated by the noisy
inputs, but if its magnitude is high enough, than the filter is able to compensate them. An indirect
effect of increasing the process noise is in the need to resample the particles more frequently.
Those initial simulations allowed for a better understanding TBN algorithms based on PFs. In
fact, the need to increase the process noise, as mentioned before, only arises if the proposal dis-
tribution fails is far from the ideal posterior distribution. Observing that, the Data-Driven Particle
Filter was proposed. While the SIR-PF uses the process model as proposal density, the proposed
DD-PF tries to estimate the proposal distribution by learning from the data. It has been demon-
strated by simulations that the DD-PF can outperform the usual SIR-PF, not only in terms of RMS
error, but also in efficiency, requiring significantly less computational power. This can be very
relevant mostly due to the limited processing power available on-board sensor-limited systems.
While the simulations for the DD-PF were focused only a two-dimensional position estimation
problem, the DD-PF is still applicable for situations requiring a complete navigation solution,
including estimation of the full pose of the vehicle. In such situations, the DD-PF could be used,
for example, to generate position updates to a main navigation filter. A more integrated solution
can be envisioned by using a Rao-Blackwellized version of the navigation filter, using the DD-PF
approach when dealing with the non-linear structure of the system. A a natural extension of this
work would be to study how the additional states could be used for a more efficient learning of
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the proposal distribution. While the approach here followed used linear regression as a way to
approximated the learned distribution, would be interesting to study alternative learning methods.
Part III
Acoustic Navigation for Multiple
Vehicles
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Chapter 6
Tracking multiple AUVs
This chapter presents a novel method for the acoustic tracking of multiple Autonomous Un-
derwater Vehicles. While the problem of tracking a single moving vehicle has been addressed in
the literature, tracking multiple vehicles is a problem that has been overlooked. The proposed ap-
proach is based on a Probability Hypothesis Density Filter, thus overcoming the data association
difficulties that affect traditional acoustic localization networks. The tracker presented is able not
only to successfully estimate the positions of the vehicles, but also their velocities. Moreover, the
tracker estimates are labelled, thus providing a way to establish track continuity of the targets.
6.1 Introduction
Nowadays, there are significant research efforts focused towards the development of algo-
rithms that allow fleets of AUVs to achieve a common goal, navigating in a coordinated fashion.
The use of multiple vehicles allows the parallelization of tasks that otherwise wouldn’t be possi-
ble, thus reducing operations time. The potential for efficiency gains is even greater if the various
vehicles are collaborating for the completion of a task. The use of teams of collaborating AUVs
has been foreseen for different applications, for example archaeological missions (Tsiogkas et al.,
2014) or mine counter-measures operations. (Prins and Kandemir, 2008). Even though there is an
extensive and growing literature on cooperative control theory, there are only a few cases demon-
strating complete multi-AUV cooperation in field trials in water. Examples of this are the efficient
mapping of a given area using multiple vehicles, proposed by Paull et al. (2015). Teams of coop-
erating AUVs have also been reported to perform adaptive environmental sampling tasks, namely
by having multiple vehicles performing plume tracking quickly and with high temporal and spatial
resolution (Schulz et al., 2003). In a somewhat similar mission, sea trials with a fleet of ten au-
tonomous underwater gliders deployed as an adaptive, coordinated ocean sampling network were
reported (Fiorelli et al., 2006; Leonard et al., 2010). Similarly to the adaptive sampling problem,
a distributed multi-vehicle patrolling approach was also proposed by Marino et al. (2015).
With such developments, it is reasonable to expect that in a near future new applications will
arise requiring the operation of multiple AUVs concurrently, cooperating to achieve a desired
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goal. With the increase of such multi-vehicle missions of underwater vehicles, the problem of
online tracking multiple AUVs becomes even more relevant. In fact, for most of the classical
missions for AUVs, the ability to track the vehicles during operation time is not only desirable,
but even critical for some more uncertain hazardous scenarios like with the military or oil industry
applications.
Tracking AUVs can be done by listening to the acoustic signals exchanged between the vehicle
and an acoustic network, previously deployed in the area of operations. The AUVs needs to emit
an acoustic signal, that is then detected by each one of the beacons that compose the acoustic
network. Frequently, if the beacons are also able to emit their own acoustic signals, they can also
provide navigational aids to the vehicle. These beacons often constitute Long Baseline (LBL)
acoustic networks. When a target emits an acoustic signal, it will be detected at different times
by each one of the beacons, and according to their distance to the target. By combining the Time-
of-Flight (TOF) of the acoustic signals, as detected by each one of the beacons, the position of a
vehicle can be computed by using multilateration techniques.
In such configurations, tracking more than one vehicle requires that each one of the vehicles
emits signals that can be easily distinguishable between each other. A natural way to comply with
this requirement is to have the vehicles using different frequency modulated signals. Alternatively,
time-division multiplexing schemes can also be employed. However, both options can have seri-
ous drawbacks, particularly when addressing situations with several vehicles. When using time
multiplexing schemes, time slots are attributed to each one of the devices operating on the net-
work, so they can emit acoustic signals. For operations with multiple vehicles, the number of time
slots is increased, which in turn also increases the time interval between two consecutive signal
emission for a given vehicle. As the number of vehicles increase, this can significantly degrade
the tracker performance. On the other hand, resorting to different frequency signals is also not a
scalable approach. Increasing the number of distinct frequency signals is cumbersome and costly,
as it requires the development of specific hardware for emission and detection of the signals. This
is even more complicated by observing that the acoustic signals used are usually in a very confined
band, approximately within 10 to 30kHz.
Motivated by this, the main contribution of this chapter is then the derivation of a suitable algo-
rithm for acoustically tracking multiple AUVs that can cope with such limitations. The proposed
tracker, which is based on a Probability Hypothesis Density (PHD) filter, doesn’t require data as-
sociation, which means that it can estimate the positions and velocities of the different vehicles,
even when they are emitting similar and otherwise undistinguishable acoustic signals. Moreover,
by using a suitable labelled formulation of the problem, the tracker is also able to provide trajec-
tory estimates for each one of the vehicles. Another feature of the proposed method is the ability
to address situations where the number of vehicles to track is unknown and varying in time, a sce-
nario that can be easily envisioned for future multi-vehicle scenario. Up to the authors knowledge,
it is the first time that such an approach has been proposed and experimentally validated.
This chapter proceeds as follows. Section 6.2 provides a review of work related to the topic
of acoustic underwater target tracking. In Section 6.3 the single target tracking case is introduced.
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Details on the FISST framework and derivation of the labelled Sequential Monte Carlo imple-
mentation of the PHD filter that will be used can be found, respectively, in Sections 6.4 and 6.5.
Section 6.7 details the experimental setup used to collect the data used for the validation of the
proposed approach, and presents the results obtained and finally, Section 6.8 discusses the attained
results and presents some final remarks.
6.2 Related Work
The focus of this chapter is on the problem of tracking multiple AUVs, which is of relevance
for the majority of AUV operations. This section provides a brief state-of-the-art review of the
topic of acoustic tracking of AUVs. However, AUV tracking can also be considered as part of
the bigger and more general area of tracking underwater acoustic sources. Research in this area
has been investigated in other areas other than the AUV community, for example in the area of
Underwater Wireless Sensor Networks (UWSNs). This will also be reviewed in this section.
Nevertheless, the vast majority of the research so far has considered only the single target scenario.
Tracking of AUVs is perhaps the most known application of underwater target tracking for
the robotics community. The methods for tracking a single vehicle are well established and have
been fairly addressed in the literature. On its essence, they all rely on computing the position of
the vehicle from a set of acoustic ranges between vehicle and a set of beacons, deployed whether
at the surface or at the bottom of the sea. Examples of AUV tracking situations are, for instance,
the work of (Watanabe et al., 2009), which described a tracking method to accurately estimate the
position of an AUV relative to a mother ship, using a Super-Short Baseline Navigation acoustic
network. On the other hand, Melo and Matos (2008) demonstrated how tracking an AUV can be
performed with an inverted LBL network with only two acoustic beacons. Notwithstanding, in line
with the vast majority of the literature both the references only address the problem of tracking a
single AUV.
Some commercially available AUV tracking systems provide a way for simultaneously track
multiple vehicles. One example of this is the ATACS system (Odell et al., 2002), which uses
an identifier code transmitted with each signal, thus overcoming the problem of data association.
This however, requires the existence of a data link between the nodes in the acoustic network. A
different alternative is adopted by the GAPS systems (Napolitano et al., 2005), which makes use
of different frequency modulated acoustic signals to be able to uniquely identify each of the nodes
in the network.
Though not exactly the problem of tracking multiple vehicles, some closely related problems
are also worth mentioning. For example, the problem of localizing multiple underwater acoustic
sources using AUVs have been discussed in the literature. Choi and Choi (2015) address the prob-
lem of using a manoeuvring AUV equipped with several hydrophones to detect multiple acoustic
sources, but considers only the case of a constant and known number of sources. Braca et al.
(2014) propose the use of multiple AUVs as sensor nodes of a multistatic surveillance reconfig-
urable acoustic network with the purpose of detecting underwater targets in anti-submarine warfare
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environments. The use of UWSNs for acoustic tracking of underwater manoeuvring targets has
also been addressed by several authors (Zhang et al., 2014; Wang et al., 2012). However, in all the
aforementioned cases the authors only consider the single target case.
6.2.1 Tracking of Multiple Targets
From the majority of the methods in the literature that consider underwater target tracking,
only a few are able to fully address the problem of multi-target tracking. Only seldom scenarios
with multiple targets are considered and experimentally validated. The main obstacle in such cases
is the ability to uniquely associate acoustic signals with the source that emitted such signals. This
problem can be circumvented whether by transmitting a unique identifier code for each vehicle, or
using different frequency coded signals, one for every target. While these approaches are proven,
they are far from being optimal. Not only they require dedicated hardware, but also its scalability
is limited, imposed by the scarcity of available frequency bands. In this chapter a different ap-
proach to the problem of tracking multiple AUVs is presented. In specific, the focus is on tracking
multiple AUV targets, all emitting similar acoustic signals, which are not possible to distinguish
between each other. Only a few authors addressed problems closely related to the one here in
analysis.
Kreucher and Shapo (2011) describe a surveillance application on which a passive acoustic
sensor array is used to monitor a given surveillance region and detect and track moving targets
in the two dimensional space. The paper describes a Bayesian approach to track multiple targets
using only acoustic bearing measurements from multiple passive arrays. The required Bayesian
multitarget probability density was approximated using non-parametric methods and demonstrated
using both simulated and real data.
The detection and tracking of multiple targets using multistatic sonobuoy arrays was also ad-
dressed by Morelande et al. (2015), using a Sequential Monte Carlo (SMC) approximation of the
Multiple Hypothesis Tracker (MHT). However, in this case only simulation results were presented.
SMC methods have also been adopted by Georgy et al. (2012); Georgy and Noureldin (2014) to
address the problem of Multitarget Tracking in both multistatic active and passive sonobuouy
systems. The authors detail a solution that is able to track an unknown time-varying number of
multiple targets and keeping continuous tracks, in scenarios that depend on either bearing obser-
vations only, or both bearing and Doppler observations. Both papers present extensive simulation
results, for scenarios with sixteen stationary receivers and two moving targets. On top of that, in
the former experimental results were also presented.
The performance of several other multitarget trackers has also been assessed in similar envi-
ronments, namely the Multi Target Tracker (MTT) (Lang et al., 2009) and a Gaussian-Mixture
Cardinalized Probability Hypothesis Density Filter (GM-CPHD) (Erdinc et al., 2008; Georgescu
et al., 2009), among others. The latter is in fact the most closely related to what is proposed in this
chapter. In fact, the CPHD filter shares with PHD filter the same roots on the Random Finite Set
(RFS) framework developed by Mahler (2008).
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6.3 The single target case
The scenario under analysis in this section is the one of tracking a single vehicle when using
an LBL based system. LBL systems are one of the most for robust, reliable and accurate con-
figurations of Acoustic Navigation systems, and have been briefly described in Section 2.3.1. In
this section, the motion and sensor models used for the single target tracking problem will be pre-
sented. This is done for the sake of clarity, as the concepts here presented also hold for the case of
tracking multiple vehicles. The remainder of this section is loosely based on the work by Melo and
Matos (2008), but with some adaptations found suitable for the present problem. The interested
reader should refer to that article, and the references therein, for more depth in the topic.
Tracking an AUV requires it to be active, meaning that the vehicle needs to emit acoustic
signals in order to be detected. The configuration here considered consists not only on the vehicle,
an Autonomous Underwater Vehicle, but also on an Inverted LBL network with set of two acoustic
beacons, or buoys. It is considered that the length of the baselines, which is the distance between
each of the buoys, is long enough so that the depths that at which the AUV navigates are considered
to be negligible. Thus, only the two-dimensional motion of the AUV on the horizontal plane is
contemplated. If this would not be the case, then an additional acoustic buoy would be required,
but the underlying principles would still apply.
We assume that the clocks sources of both the vehicle and the set of buoys are synchronized
and with drifts that are small enough, so that OWTT techniques can be used throughout the entire
duration of the missions, without any major concerns. What this assumption means is that all
the systems, buoys and vehicle, share a common clock source and are aware of the exact time
instant each of the systems emits a given acoustic signal. AUVs are then set to emit acoustic
signals synchronously, and at a rate of one per second. Considering a speed of sound in the water
of approximately 1500 m/s, this restricts the operations into an area of around 1500meters of
distance to each of the buoys, a fairly mild assumption for shallow water missions. With this setup
it is possible to directly compute ranges to each of the beacons from the ToF of the signals that each
of the beacon detects. Figure 6.1 illustrates the scenario just described. The distances d1 and d2,
which are the distances from the AUV to Buoy 1 and Buoy 2, respectively, can be easily obtained
from the time-of-flight of the acoustic signals. Because the clock sources are synchronous,the
time-of-flight will be equivalent to the time interval between the emission time instant, and the
time instant when each of the buoys detects the received signal.
The range, or distance from the AUV to any of the beacons, with known positions, can then
easily obtained as
di = c(tRi− tEi) (6.1)
with c being the speed of sounds and tEi) and tRi the emission and reception times, respectively.
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Figure 6.1: Schematic view of the setup required for tracking external AUVs
6.3.1 Target and Sensor Model
The system that was just described consists on an AUV navigating and periodically emitting
an acoustic signal. The ToF of this signal are obtained by the two acoustic beacons deployed
on specific positions, and then converted to range observations of this vehicle. Such scenario
configures a typical target tracking scenario. The behaviour of the whole system can be described
by the means of the single target dynamical model, fk and the single target measurement model,
(6.2) and (6.3), respectively.
xk = fk(xk−1,vk−1) (6.2)
zk = hk(xk,nk) (6.3)
In the equations above, xk refers to the state vector of a target. It is usually considered that the
interesting state variables to be estimated are the vehicle’s horizontal position and velocity. The
state vector xk can then be defined as:
xk =
[
xk yk x˙k y˙k
]T
. (6.4)
Naturally, xk and yk denotes the position of the vehicle while x˙k and y˙k refer to the vehicle’s
velocity. It is further assumed that the dynamic model of the target follows a Gaussian constant
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velocity model, according to (6.5).
xk+1
yk+1
x˙k+1
y˙k+1
=

1 0 ∆ 0
0 1 0 ∆
0 0 1 0
0 0 0 1


xk
yk
x˙k
y˙k
+vk. (6.5)
In the equation above ∆ is the sampling interval and vk ∼ N (0,Q) is the process noise, with
matrix being Q the process noise covariance. On a given sampling period interval, each of the
acoustic beacons produces one range observation of the target, that is related with the state vector
xk according to the measurement equation
zk,i = hi(xk)+nk,i (6.6)
where hi is the real valued function responsible for computing the expected range between the
vehicle estimated current position, and the position of each of the beacons (x0,i,y0,i), and nk,i ∼
N (0,σi) is the measurement noise in acoustic beacon i, assumed to be Gaussian:
hi(xk) =
√
(xk− x0,i)2+(yk− y0,i)2 (6.7)
A Bayesian estimation method is employed to estimate the position of the vehicle from the
range measurements. Due to the non-linearity of the range measurements with respect to the sys-
tem state, an Extended Kalman Filter is the most commonly used method. However, the use of
an Unscented Kalman Filter or even a Particle Filter would also be suitable. Because the range
observations are naturally noisy, with phenomenons like reflections and multipaths being detected
by the acoustic transducers, outlier rejection strategies need to be employed. For this purpose, gat-
ing of the measurements can be done by comparing them with the normalized innovation squared
(Matos et al., 1999; Fulton et al., 2000). A range measurement is considered valid if
νT S−1ν < γ (6.8)
where ν =
[
zk−hi(xk)
]
is the innovation vector and S−1 corresponds to the innovation covariance
matrix. The parameter γ is given by an appropriate χ2 distribution, and it can be easily recovered
from a distribution table for the desired confidence level. Alternatively, a suitable value can also
be empirically determined.
Extending the single target case for the multiple target case is not straightforward, mostly due
to the difficulty of correctly associate the acoustic signals emitted to it’s source, one of the vehicles
present. Moreover, it is desirable to have a framework that is able to jointly estimate number of
targets and the target trajectory. The Random Finite Set framework, detailed in the following
section, will be used to address exactly this problem.
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6.4 RFS and the PHD Filter
Multi-object filtering applications, like the problem of tracking multiple vehicles, have been
widely addressed, particularly by the radar tracking community. The objective of multi-object
filtering is to jointly estimate the number of objects and their states from a set of observations. Both
the Multiple Hypothesis Tracking (MHT) and the Joint Probabilistic Data Association (JPDA)
have been presented in the literature as classical approaches for this problem (Bar-Shalom and
Li, 1995; Stone et al., 2013). However, these traditional algorithms, rooted on the Bayes filtering
paradigm present a number of pitfalls when addressing such scenarios.
Being based on the Kalman Filter, these algorithms rely on a vector representation, which
requires stacking states and measurements from the different targets. This isn’t a satisfactory
representation when both the number of targets and measurements are random and varying. Ad-
ditionally, a data association step, on which an explicit associations between measurements and
targets is established, is required. In some situations this can be computationally very demanding,
or even intractable.
An alternative formulation for the multiple target estimation problem, and one that only re-
cently emerged, can be achieved by using random set theory to formulate the general multisensor
multitarget Bayes filter. On such approaches, both the collection of individual targets states and
the collection of measurements are modelled as Random Finite Sets (RFS), to obtain a set valued
version of the general Bayes Filter. Loosely speaking, a random finite set can be thought of as a
probabilistic representation of a collection of spatial point patterns that accounts for uncertainty in
both the number of objects and their spatial locations. The usage of random finite sets, opposed
to random vectors, is a more natural formulation for situations like tracking a varying number
of targets or even target (dis)appearance and spawning, the presence of clutter and association
uncertainty, false alarms, missed detections and even extended targets.
Developed by Mahler, the Finite Set Statistics (FISST) is a unified framework for data fu-
sion, which has foundations on random set theory, and closely related to point process theory,
the theoretical foundation for stochastic multi-object systems. FISST provides a set of mathe-
matical tools that allows direct application of Bayesian inferencing to multi-target problems (Vo
et al., 2005). The aim of FISST is to transform multisensor-multitarget problems into single-
sensor single-target problems, by bundling all sensors into a single "meta-sensor", all targets into
a single "meta-target" and all observations into a single "meta-observation" (Mahler, 2013). The
multiple objects are treated as an RFS whose set members all belong to the same state space, and
the detections are treated as an RFS whose set members all belong to the same observation. This
is illustrated in Figure 6.2 (Granstrom et al., 2014). In that way, it is possible to construct true
multisensor-multitarget likelihood functions and true multitarget Markov transition densities from
the motion models and measurement models of individual targets and sensors.
Analogously to the traditional recursive single target Bayes Filter, presented in Section 2.5, the
multisensor-multititarget Bayes filter propagates a multitarget Bayes posterior density pk(Xk|Z1:k)
6.4 RFS and the PHD Filter 103
Figure 6.2: Illustration the basic concept of FISST theory, according to which the multisensor-
multitarget problem is transformed in a single "meta sensor"-"meta target" problem
through time, conditioned on the sets of measurements up to time k, Z1:k:
pk|k−1(Xk|Z1:k−1) =
∫
fk|k−1(Xk|X)pk−1(X |Z1:k−1)δX (6.9)
pk(Xk|Z1:k) =
gk(Zk|Xk)pk|k−1(Xk|Z1:k−1)∫
gk(Zk|Xk)pk|k−1(Xk|Z1:k−1)δX
(6.10)
Both the set of tracked objects Xk and the set of observations Zk, at instant k, are modelled as
random finite sets. The main difference between the recursion in (6.9-6.10) and standard clutter-
free single-target filtering is that the dimensions of the random finite sets Xk and Zk can change
with time.
Xk = {xk,1, . . . ,xk,M(k)} (6.11)
Zk = {zk,1, . . . ,zk,N(k)} (6.12)
In (6.11) M(k) refers to the number of targets at instant k, while N(k) in (6.12) refers to the
the number of observations at the same instant. In fact, using random finite sets for modelling the
multitarget state and the multitarget measurements provides an easy way to address situations like
target birth and spawning, high density of clutter measurements.
The set of targets being tracked at a given time instant, Xk, is composed by the collection of
targets that survive from the previous time step, Sk|k−1, together with the collection of spawned
targets, Bk|k−1, and the collection of new targets appearing only the in current time step, Γk, ac-
cording to (6.13).
Xk =
 ⋃
x∈Xk−1
Sk|k−1(x)
∪
 ⋃
x∈Xk−1
Bk|k−1(x)
∪Γk (6.13)
Similarly, the set of observations received at a given time instant (6.14) is a collection of
both the measurements observed due to the present targets, Θk, which also includes including the
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probability of a missed detections, and the clutter measurements that may exist Kk in that time
instant.
Zk = Kk∪
 ⋃
z∈Zk−1
Θk(x)
 (6.14)
Going back to the multitarget Bayes recursion (6.9-6.10), fk|k−1 is the multitarget transi-
tion density, and gk(Zk|Xk) is the multitarget likelihood. Even though the general multisensor-
multitarget Bayes filters in intractable for the general case, with the use of appropriate calculus
tools introduced by FISST, it is possible to derive approximations suitable to be implemented, like
the PHD Filter.
6.4.1 PHD Filter
The first moment of an RFS is known as intensity function or Probability Hypothesis Den-
sity.The PHD filter, initially proposed by Mahler (2003), is perhaps the most popular approxima-
tion to the full Bayesian multitarget filter. In order to alleviate the complexity of propagating the
full posterior, the PHD filter propagates only the first-order statistical moment of the RFS of states.
In a way, the PHD filter can be considered the multitarget counterpart of the constant gain Kalman
Filter, that also only propagates the first order moment of a distribution. Such approximation
makes the multitarget Bayes filter computationally tractable. However, for this approximations to
hold some assumptions must be observed, namely the signal to noise ratio (SNR) has to be high
and all the targets should move independently of each other.
A probability hypothesis density function is characterized by the property in (6.15), which
means that integrating a given PHD function Dk over the entire set of state spaces gives the es-
timated number of elements within the set, Nˆk|k Additionally, the peaks of Dk identify the likely
position of the targets.
∫
S
Dk|k(X|Z(k))dX = Nˆk|k (6.15)
The PHD filter consists on two equations: the predictor equation (6.16-6.17) and the corrector
equation (6.18-6.19). These equations are the core of the general PHD filter. While the PHD
filter predictor equations allow the current PHD to be predicted and extrapolated, the corrector
equations allow the predicted PHD to be updated with the new observations (Mahler, 2008).
Dk|k−1(X|Zk) = γk(xk)+∫
φk|k−1(xk−1)Dk|k(X|Zk)dxk−1 (6.16)
φk|k−1(xk−1) = pS,k(xk−1) fk|k−1(xk|xk−1) (6.17)
Dk|k ∼= LZk+1(X)Dk(X|Zk) (6.18)
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LZk+1 = (1− pD(X))+
∑
Z∈Zk
pD(X)LZ(X)
λkck(Z)+
∫
pDLZ(X)Dk|k−1dX
(6.19)
In the equations above, pS,k refers to the probability a given target has to survive, from one
time step to the following, fk|k−1 refers to the transition density of a single target and γk refers to
the intensity of spontaneous births. Moreover, ck refers to the clutter spatial distribution and λk
to the clutter rate. Also, pD is the probability of detection of a target, and LZ the measurement
likelihood.
6.4.2 The Sequential Monte Carlo PHD (SMC-PHD) Filter
A closed formed solution for the PHD filter (6.16-6.19), has been derived by Vo et al. (2005).
This filter, the Gaussian Mixture PHD filter (GM-PHD) admits only scenarios on which the targets
evolve and generate observations independently, but also that follow a linear gausian dynamical
model. Additionally, is is also assumed that the sensors follow linear and Gaussian measurement
models. Recalling the single target scenario described in Section 6.3, there are non-linearities
present both in the measurement model (6.3), thus this is not a suitable approach. Because of that,
an approximation to the PHD filter recursion is more adequate.
The Sequential Monte Carlo PHD filter is an approximation to the general PHD recursion
that, analogously to standard Particle Filters, uses randomly distributed particles to approximate
the intensity functions that represent the PHD predictor and corrector equations. For that reason,
another possible designation for the SMC-PHD is Particle PHD filter. In fact, for the case when
there is only one target with no birth, no death, no clutter and unity probability of detection, the
PHD filter reduces to the standard particle filter.
Considering the particle approximation, the PHD predictor equation can be rewritten as in
(6.20), where the approximation is done with Lk−1 particles, corresponding to the RFS containing
the surviving targets, and Jk new particles, representing the RFS of the birth targets. For the general
case the birth particles should cover the entire space of observation however, it is often the case
that the prior knowledge regarding the location where new targets may appear is incorporated.
Dk|k−1(xk) =
Lk−1+Jk
∑
i=1
wk|k−1δx(i)k−1
(x) (6.20)
where
xk|k−1 ∼
qk(.|xk−1,Zk), if 1≤ i≤ Lk−1pk(.|Zk), if Lk−1 < i≤ Lk−1+ Jk (6.21)
and
wk|k−1 =

φk|k−1(x
(i)
k |x(i)k−1)
qk(x
(i)
k |x(i)k−1,Zk)
wk−1, if 1≤ i≤ Lk−1
γk(x
(i)
k )
Jk pk(x
(i)
k |Zk)
, if Lk−1 < i≤ Lk−1+ Jk
(6.22)
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In the same way, the SMC approximation for the PHD corrector can be rewritten as in (6.23):
Dk|k(xk) =
Lk−1+Jk
∑
i=1
wk|kδx(i)k−1
(x) (6.23)
where
wk|k =
(1− pD(x(i)k )+ ∑
z∈Zk
pD(x
(i)
k )gk(z|xk)
Kk + ck(z)
wk|k−1 (6.24)
with Kk being the intensity of the clutter measurement RFS and
ck =
Lk−1+Jk
∑
i=1
pD(x
(i)
k )gk(z|xk)wk|k−1. (6.25)
The particle transition density φk|k−1 and measurement likelihood gk(z|xk) are obtained reusing
the previously derived single target dynamical model (6.5) and measurement model (6.6), respec-
tively. Further details on the derivation and convergence properties of the SMC-PHD filter can be
found in (Vo et al., 2005; Clark, 2006)
Following the prediction and correction stages of the SMC-PHD filter, there is a need to resam-
ple the particles, just like in a standard particle filter, in order to prevent phenomenons of sample
impoverishment. As with the PF, there is a common preference towards the use of systematic
resampling, since this algorithm is easy to implement, has a linear computational complexity and,
from a uniform distribution perspective, is theoretically superior (Hol et al., 2006). The system-
atic resampling method has already been presented in Chapter 5, and is detailed in Algorithm 5.1.
The resampling stage of the SMC-PHD filter differs only from the traditional resampling strate-
gies adopted in standard particle filters in that the normalized weights do not sum up to one, but
instead, they sum up to the expected number of targets Nˆk|k (Clark, 2006), as in (6.26).
Nˆk|k =
Lk−1+Jk
∑
i=1
w(i)k|k (6.26)
Because in the prediction stage of the algorithm there are always a number Jk of birth particles
that are introduced, the number of particles is always increased on every time step of the filter.
In the resampling stage of the algorithm the number of particles in the filter is downscaled to a
number that is proportionally to the estimated number of targets. The filter estimate for the total
number of targets, Nkt , is given by the nearest integer of the to the total particle mass, here defined
as Nkt = int(Nˆk|k).
Though not a integral part of the original SMC-PHD algorithm, target estimation plays an
important role as it is the step where the locations of each of the targets are obtained. While in
principle any general clustering techniques could be employed, there has been a strong preference
of the community on using the two following methods. One way to perform this is to estimate
the number of present targets in the current time-step, and then perform k-means clustering on the
entire set of particles. Another alternative would be to model the posterior particle distribution
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as a multi-modal Gaussian, and then use an expectation-maximization algorithm to determine its
parameters.
6.5 Refinement of PHD Filter
The previous section introduced the RFS framework and the standard formulation of the SMC-
PHD filter, which was deemed appropriate for the problem of tracking multiple underwater vehi-
cles. Nevertheless, the standard SMC-PHD filter still lacks some of characteristics that would
be interesting for such application. For example track continuity method are highly appreciated
when tracking multiple vehicles. In this section some refinements to the original PHD Filter
will be presented, that are applicable when tracking multiple underwater vehicles with range only
acoustic signals. Besides presenting a suitable track-labelling method, allowing track continuity
to be established, this section also presents a method to address ambiguity of range measurements,
preventing the appearance of ghost targets.
6.5.1 Track Labelling
In multi-target applications it is often necessary not only to obtain an estimated position of the
multiple objects, but also to attribute a unique label to each target, so that each label is consistently
associated with the same target along time. This allows to estimate not only the position of the
targets but also their paths, or trajectories. Thus, the advantages of track labelling algorithms are
obvious. The RFS formulation just described in the previous subsections gives no information
on the track, meaning that there is no association between the estimated targets on a given time
step, to the ones in previous step. Nevertheless, it is already possible to find in the literature some
approaches for track labelling in PHD filters.
For example (Clark and Bell, 2007) suggested two alternative labelling methods. The first
method is based on assigning labels to individual particles of the SMC-PHD filter. Alternatively, an
estimate-to-track method method is also proposed, relying on finding the best association between
estimated states and the predicted estimates. Similarly to this, Lin et al. (2006) proposed a track-
labelling strategy on which the association between tracks and labels is obtained by optimizing
the cost of associating the peaks to tracks.
A labelling solution for the specific case when at most one target is allowed to be born was
presented by Ma et al. (2006). The solution for this particular problem was based on augmenting
the the state vector, ξk, with a state variable that indicates the track identity γk.
xk =
[
ξ Tk , γk
]T
(6.27)
Naturally, this transformation of the state vector also requires a convenient modification of the
process model for the surviving particles. Considering that the target label remains constant, (6.5)
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needs to be changed accordingly:
xk+1 =
A 0
0 1
xk +
B
0
wk (6.28)
This simple strategy of adding a track label was also demonstrated to help on the state esti-
mation process. Based on this work, a further refinement was made to address the general RFS
multiobject tracking scenario, with the concept of Labelled RFS being introduced by Vo and Vo
(2013).
With the notation introduced, the use of clustering algorithms, otherwise required to estimate
the expected state of a given target, is no longer required. This is of particular relevance for SMC
implementations of the PHD filter. Making use of the label variable introduced, state estimation
can then be computed as:
ξˆk =
1
Nk(Rn,l)
∫
ξkNk(dξk;l) (6.29)
That is, the expected state vector of the track l, ξˆk(l) at time k, conditioned on the hypothesis that
the track l is present in that time instant. Nk(:,l) is the number of times that the track l is present
at time k. For a target to be present it is usually tested if Nk(:,l) is above a threshold, generally
0.5.
The complexity of SMC implementations is known to grow exponentially with the dimension
of the state vector, therefore for the problem under analysis it would be interesting to keep dimen-
sion of the state vector to a minimum. On the other hand, in order to address a track continuity
method the state vector could be augmented to include an additional state variable indicating the
track identity. Having this in mind, the single target tracking case presented above, in Section 6.3,
is now going to be reformulated.
Going back to the predictor equations of the SMC-PHD filter (6.20 - 6.22) and recalling that
the transition density φk|k−1(xk−1) = pS,k(xk−1) fk|k−1(xk|xk−1), the single-target dynamical model
must be redefined to include the target label, lik. In addition, only system states concerning the
targets position on the horizontal plane, x and y will be included in the state vector. With this
changes, the state vector then becomes xk = [xk,yk,lk]T . With this redefinition, the target motion
model then becomes
xk+1 = xk +
vxi,k∆vyi,k∆
0
+ vk (6.30)
with the quantities vxi,k and vyi,k corresponding to the estimated velocities of the different targets,
and ∆ to the time step duration. Because the complexity of SMC methods, like the one here in use,
is known to scale up exponentially with the dimension of the state vector, it was decided to restrict
it to a minimum. The different velocities of each target will be determined once the position of the
targets is estimated, as detailed further ahead.
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6.5.2 Observation Set
As for the corrector equations of the SMC-PHD filter (6.23 - 6.25), the measurement model
g(z|xk) stems directly from the single target measurement model (6.6). However, the elements
zi,k of the measurement set Zk, have a slightly more intricate formulation. Because there is to
association between detected signals and targets, all the ranges detected by the beacons need to be
combined, in order to accommodate and adequate observation state.
At a given time step, each of the beacons will have a random number of detections, that are the
result of the acoustic signals emitted by the vehicles, but also from possible clutter measurements
that might exist. Thus, for a given beacon j, its corresponding detections during time period k will
be
b jk = {r j1,k, . . .r jm,k} (6.31)
where r jm,k is the m-th range detected by beacon j at time k. The measurement set Zk will then
consist off all the possible combinations of the detections by every beacon. In that way, and
considering only two beacons as previously specified, the i-th element of the measurement set Zk
will then simply be
zi,k =
[
r1m,k r
2
n,k
]T
, (6.32)
and the number of elements of the measurement set will be m×n. This process is of combinatorial
nature, which can present some problems if the number of beacons is very high. However, this is
not likely to be the case, due to the particular conditions of our application.
The general SMC-PHD filter assumes that new targets can be birthed from the entire obser-
vation space. Though a convenient assumption, this means a huge number of newborn particles
must be drawn from a uniform density across the whole surveillance area. In this implementation
an alternative path was chosen, as it is reasonable to assume that for applications where multiple
AUVs are used, the positions from where the vehicles are usually launched in the water are known.
For this reason it was assumed that new targets can appear spontaneously according to a Poisson
Point Process with intensity function γ =N (.;xγ ,Qγ) where xγ and Qγ represent the centre and
variance of the location where AUVs are launched.
The intensity of clutter measurements Kk is modelled as a Poisson RFS uniformly distributed
over the surveillance region as
Kk = λkVu(z), (6.33)
where λk is the average number of clutter returns per unit volume, V is the volume of the surveil-
lance region, and u(z) is the uniform density over the surveillance region. λk will be varying
over time, and dependent on the number of targets navigating. The considered average number of
clutter measurements present is proportional to (#AUV )b−1, where b is the number of beacons.
6.5.3 Target Estimation
The fact that information about each of the targets label is now incorporated in the state vector
of every particle simplifies a great deal the task of estimation each of the targets states. Obtaining
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the particles tracking a particular target resorts only to gather all the particles associated with a
specific label. Hence, (6.29) can be approximated as
ξˆk(l) =
1
Nˆk(l)
Lk
∑
i=1
wik1Γl,k(x
i
k)ξ
i
k (6.34)
so that the state of given target can be estimated in an analogous way to the traditional particle
filters. In (6.34) 1A refers to indicator function, or characteristic function, defined on a set X. This
function indicates the membership of an element in a subset A of X, as follows:
1A(x) :=
1 if x ∈ A,0 if x /∈ A. . (6.35)
Additionally, Γl,k is the set of all particles at time k that have the associated label l.
Accordingly, the number of targets estimated by filter is given by the sum of all the weights,
as in the particle filter. In the same way, a target with label l is estimated to be present if the sum
of weights of the particles associated with that label is above a certain threshold, usually 0.5:
Nˆk(l) =
Lk
∑
i=1
wik1Γl,k(x
i
k) (6.36)
It is also on the Target Estimation step that newborn particles are promoted to new targets.
All the particles without labels yet are summed and, if they are above a given threshold, they are
promoted to a new target and their label is assigned. Despite the simplicity of the target estimation
process, some care needs to be taken in order to prevent undesirable situations, like the appearance
of ghost targets. This is particularly relevant since the resampling step of the SMC-PHD filter is
agnostic to labels.
6.5.4 Deghosting
The position of the targets can be computed by using multilateration techniques, that combine
the ranges measurements detected by each one of the different beacons,as made clear in Section
6.5.2. While one of these combinations will correspond to the actual position of a given target, the
remaining ones will be considered as clutter measurements, and should be disregarded. However,
in some situations, combining range measurements that are originated from disparate targets can
generate a ghost target. Therefore, a deghosting strategy should be enforced, preventing such
situations.
In target tracking scenarios involving multiple sensors, and particularly in multilateration ap-
plications, the appearance of ghost targets is recurrent. This happens because observations are
naturally unlabelled, thus it is not possible to establish from which target they have been origi-
nated. The combination of sensor observations originated in different targets causes the arise of
ghost targets. It is therefore very important to be able to disambiguate between real targets and
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ghost targets. Deghosting is the name give to the different techniques that are used to distinguish
and removing ghost targets from true targets. In the literature, different deghosting approaches
have been suggested, as for example the works by Mazurek (2008); Yang et al. (2013).
In our specific application, ghost targets are likely to arise whenever two or more targets are
equally distant from one of the acoustic beacons. Because it is not possible to distinguish between
the acoustic signals emitted by each of the vehicles, from that point onwards it is likely that a ghost
target arises. Based on empirical evidence, a suitable deghosting heuristics has been implemented.
The followed strategy is based on monitoring the particle divergence for each target, Σl,k . If
a ghost target arises, then the particles following a given target will divide and diverge, with a
group of particles tracking the real target, and another group of particles tracking the ghost target.
Therefore, if the divergence of the particles is above a certain threshold, then action is needed in
order to prevent the appearance of a ghost target.
The implemented heuristics uses a k-means clustering algorithm to identify and partition the
particles into two different clusters, P1l,k and P
2
l,k. The two partitions will then be compared, with
the partition with the highest cumulative weights corresponding to the true target, and the other
one corresponding to the ghost target. Consequently, the particles associated with the ghost target
will be disregarded, while the particles tracking the true targets will be resampled to the number
of particles per target, Np. The implemented heuristics is detailed in Algorithm 6.1.
Algorithm 6.1 Deghosting strategy heuristic
1: {x(i)k ,w(i)k }
Np
i=1← DEGHOSTING({xik,wik}
Np
i=1)
2: for l= 1, . . . , Nkt do
χl,k =
⋃
(γk=l)
{ξ ik,wik}Lk−1+Jki=1
Σl,k = cov(χl,k)
3: if tr(Σl,k)> ζ then
4: {P1l,k,P2l,k}= k-means(χl,k)
5: if ∑
P1l,k
wik > ∑
P2l,k
wik then
6: {x(i)k ,w(i)k }
Np
i=1 = resample(P
1
l,k)
7: else
8: {x(i)k ,w(i)k }
Np
i=1 = resample(P
2
l,k)
9: end if
10: end if
11: end for
6.5.5 Velocity Estimation
Estimating the velocity of targets will have a paramount relevance in the performance of the
tracker. The velocity will be important on the propagation of the particles that correspond to each
of the targets on the most accurate direction, but also on preventing the appearance of ghost targets.
Once the position estimates for each of the active targets have been computed, the individual
velocities of each target will be determined. This can be done by using a Least Square Estimator
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(LSE) with forgetting factor, similarly to what was done before, in Section 5.6. The advantages
of using an additional estimator for the velocity, instead of augmenting the state vector detailed
above, are mostly in terms of computational complexity. Additional, it is likely that the by using
the LSE results in smoother and less noisy velocity estimates.
We consider that all the vehicles move in straight lines, and their movement in both x and y
directions can be independently described by the following equations:
x(t) = x0+ vxt
y(t) = y0+ vyt
(6.37)
In (6.37), x(t) and y(t) are the current targets positions, while t is naturally the time instant. On
the other hand, x0, y0, vx and vy are the parameters to be estimated.
The estimation of the velocity occurs in three different moments. Whenever a target is first
detected there is no prior information about its direction or speed, therefore random velocities are
assumed in all directions:
vi,x,vi,y ∼N (vre f ,σre f ) (6.38)
In a second moment, when there is already a number w of previous position estimates of a given
target, the parameters are estimated using the general LSE estimator (6.39), where θ is the vector
of parameters to be estimated and X and Y are the vectors of model variables and observations,
respectively. This calculation provides the first estimation about the targets velocities.
θ = (XT X)−1XTY (6.39)
On a third moment, when there have been already more than w previous position estimates, a
Recursive LSE (RLSE) with forgetting factor is implemented. The RLSE with forgetting has been
widely used in estimation and tracking of time-varying parameters in various fields of engineering
(Vahidi et al., 2005). Not only the RLSE requires less computational power, but the use of a
forgetting factor is more appropriate for estimating time-varying parameters, providing somewhat
smoother estimates with less delay, as more weight is given to more recent observations. The
RLSE can be implemented with the following equations:
θk = θk−1+Lk(yk−φTk θˆk−1)
Lk = Pk−1φk(λ +φkPk−1φk)−1
Pk = (I−LkφTk )Pk−1 1λ
(6.40)
The RLSE, in (6.40), presents a similar structure to the Kalman Filter. It consists on the
equations that recursively compute the parameters θk, the gain, Lk and the covariance, Pk.
6.5.6 Implementation
As a summary of this section, the pseudo-code for the entire AUV tracker is provided, in Al-
gorithm 6.2. The recursive algorithm can be informally described by the different stages: particle
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Algorithm 6.2 Multiple AUV Tracker
1: {w(i)0 ,x(i)0 }Nbi=1← INITIALIZATION(N,D0|0, Tˆ0)
2: for k = 1, . . . do
{x(i)k|k−1,w
(i)
k|k−1}
Lk−1+Jk
i=1 ← PREDICTION({x(i)k−1,w(i)k−1}Lk−1i=1 ) . (6.21-6.22)
{x(i)k|k,w
(i)
k|k}
Lk−1+Jk
i=1 ← CORRECTION({x(i)k|k−1,w
(i)
k|k−1}
Lk−1+Jk
i=1 ) . (6.24-6.25)
{x(i)k ,w(i)k }← RESAMPLING({x(i)k|k,w
(i)
k|k}Lki=1) . Algorithm 5.1
{x(i)k ,w(i)k }Lk−1+Jki=1 ← DEGHOSTING HEURISTICS({x(i)k ,w(i)k }Lki=1) . Algorithm 6.1
{p(t)k }N
k
t
t=1← TARGET ESTIMATION({x(i)k ,w(i)k }Lki=1) . (6.36 - 6.34)
{v(t)k }N
k
t
t=1← VELOCITY ESTIMATION({p(t)k }N
k
t
t=1) . (6.37 - 6.40)
3: end for
prediction, measurement correction, resampling step, target estimation and velocity estimation.
On the prediction stage, the Lk−1 particles that survived from the previous time step are prop-
agated according the target dynamical model, and additional Jk birth particles are added to the
particle set. All the Lk−1+ Jk are weighted according to (6.22). Following the prediction stage, in
the corrector stage all the particles are weighted according to the measurement set (6.24). After
that, the resampling step takes place, where particles with low weights are replaced by copies of
the particles with higher weights. Finally, the targets positions can be estimated from the set of re-
sampled particles, and from such position estimates the individual velocities of each of the targets
is predicted.
6.6 Experimental Setup
This section provides the details of the experimental setup used in the field trials, that allowed
the experimental evaluation of the tracker. The ideal setup would consist on a set acoustic beacons,
and a set of multiple AUVs, navigating in open-water scenarios. However, with such setup it would
be hard to assess the performance of the filter tracking multiple vehicles, due to the lack of the
necessary ground-truth data. In order to overcome this, in the configuration under analysis it was
chosen to replace the AUVs with ASVs.
The ASVs can mimic the behaviour of AUVs if they are equipped with an acoustic trans-
ducer that always remains underwater, and at a constant depth. By doing so, they can be used as
AUV surrogates. On one hand this allows to have access to a series of acoustic underwater slant
ranges obtained between moving vehicles and beacons. On the other hand, because the ASVs
are equipped with GPS receivers, it is possible to have access to their GPS position and velocity,
which will be used as ground truth of these experiments. The devices used in these trials, the
ASVs Gama and Zarco, and the acoustic beacons, all have been presented in Section 2.6.
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Figure 6.3: Dispersion of the position measurements for the two beacons. It can be seen that the
dispersion of the position is bigger for beacon 2, with σx = 0.48m and σy = 0.34m.
6.6.1 GPS Measurements
All the devices used, beacons and vehicles, are equipped with GPS receivers which provide
accurate position data throughout the duration of the trial. This data will serve as ground truth
of the whole experiment, and will be compared with the position of the targets estimated by the
tracker. Therefore, is of utmost importance to understand how the variance of the GPS position
measurements can affect the results obtained
While it is assumed that the position of the beacons remains the same, that is not necessarily
true. Even though the beacons are moored, they can nevertheless be affected by water currents that
might occur. At the same time, it is known that positions obtained by GPS have some intrinsic error
that should be considered. Figure 6.3 plots the dispersion of the position measurements for the two
beacons used, during the entire duration of the trial. The dispersion of the positions is different
for the two beacons, probably reflecting the spatial variability of the currents. Nevertheless, the
obtained standard deviation always remains below 0.5m, as indicated in the plots.
The GPS of the systems is also going to be used for clock synchronization purposes. As previ-
ously mentioned, similar clock synchronization procedures have been commonly described with
OWTT acoustic navigation systems. The clock synchronization, essential for the good perfor-
mance of the systems, can be achieved by using the PPS signals available from the GPS receivers
used. It was experimentally verified that synchronism between all the receivers can be achieved
up to 25ns. Considering sound speeds of around 1500m/s, this small difference in the PPS signals
induces positions variations below the millimetre scale, which is considered to be suitable for the
present application.
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6.6.2 Range Measurements
Both the ASVs used in this field trials, but also the beacons, are equipped with appropriate
acoustic systems, that have been characterized in Section 2.6.4. These systems are responsible to
emit the acoustic signals and precisely timing their detection. Then, the acoustic signals can be
converted to ranges, provided that the speed of sound in the area of operations is known. Prior to
the experimental validation here detailed, the necessary procedures to estimate an accurate speed
of sound in the vicinity of the area of operations were performed. This procedure is detailed in
Appendix A.
For these field trials, it was assumed that the sound speed profile was locally homogeneous,
meaning that the speed of sound is assumed to remain constant in the whole area of operations.
Furthermore, it was also assumed than the slant ranges obtained by this method correspond directly
to a distance on the horizontal plane. This is, in fact, approximately true, considering the vehicles
were operating in shallow waters. Moreover, because the transducers of all the devices were all
mounted having the same depth, only the horizontal position is considered.
In the field trials described in this section, two acoustic beacons were used to detect the acous-
tic signals emitted by the vehicles. A set of slant range measurements collected by these buoys,
from this point onwards referred to B1 and B2, are depicted in Figure 6.4. The ranges correspond
to the acoustic signals emitted by two distinct vehicles, corresponding to the blue and red colours
in the figure. This clear distinction between the signals was achieved by having the two vehicles
emitting signals in different frequencies, and was used only for a better data analysis and process-
ing. Despite that, it should be noted that for the remaining of the analysis, the range measurements
used in the filter were stripped down from any identifier that could potentially identify the origin
of any of the signals.
In Figure 6.4 the red and blue points correspond, respectively, to the ranges obtained by B1
and B2 originating from each of the vehicles. These ranges are the actual data used in the tracker
for estimating the position of the two vehicles. It is clear from the figure that there is a continuous
trend line for each of the vehicles, corresponding to their actual trajectories. However, it can also
be observed that a high number of clutter measurements have been observed, particularly by B1.
Such outlier points are expected and common when dealing with underwater acoustic signals, and
they arise from multipath phenomenons that affect acoustic signals. Multipaths usually correspond
to situations when the acoustic signals suffer a reflection, on either the bottom and the surface, or
the margins, before being detected. The fact that B1 detects a lot more reflections than B2, can
probably find an explanation on the geometrical configuration of the setup.
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Figure 6.4: Dispersion of GPS Position Measurements from both beacons.
6.7 Field Trials
The work presented is this chapter is devoted to the development of a tracker that is able
to acoustically track multiple AUVs navigating simultaneously. In a series of trials performed
in February 2015, in a location in the Douro river, a few kilometres upstream from Porto, in
Portugal, a set of acoustic slant range measurements were collected, between all the devices. This
measurement set was used for the for the experimental validation of the AUV tracker, derived in
the previous sections, and the results of it will be presented in this section.
The main goal of the presented filter is to estimate, in real time, the position of multiple
vehicles using the acoustic ranges between each of the vehicles and a set of buoys, or acoustic
beacons. The tracking results were obtained by using the collected set of range measurements,
shown above, with the Multiple AUV Tracker derived in the previous sections. The different
parameters of the tracker used are specified in Table 6.1.
One of the missions performed for the experimental evaluation of the tracker, and the one that
will be here presented, consisted on having two vehicles navigating simultaneously in a predefined
area, under surveillance of two moored acoustic beacons. The vehicles were set to start emitting
acoustic signals at different times, in order to illustrate the ability of the filter to detect new vehicles
entering the surveillance area. At the same time, the vehicles were navigating with arbitrary
varying velocities and in different directions, but also being in stationary.
An overview of one of the trajectories performed by each of the vehicles can be seen in Figure
6.6. The real trajectories, given by GPS, are shown in dashed black line, while the estimated ones
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Parameter Value
Filter Settings
Particles Per Target (N) 1000
Particles Per Birth (M) 1000
Predictor Settings
Prob. of Survival (ps) 0.99
Prob. of Birth (pb) 0.01
Process Noise Variance (σ2x,y) 0.1
Corrector Settings
Prob. of Detection (pd) 0.6
Measurement Noise Variance (σ2r,B) 0.8
Clutter Intensity (λk) 10−5
√|Zk|)
Table 6.1: Parameters of the Multiple AUV Tracker
are marked in blue and red, respectively. At the same time, the position of each of the buoys,
marked with B1 and B2, is also indicated, as well as the area where new targets are expected to be
birthed .
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Figure 6.5: Overview of the mission: trajectories of the vehicles and position of the beacons
Figure 6.6 shows the time evolution of the estimated positions of the two targets, and compare
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it with the ground truth, given by the GPS position of the targets. This is useful for better under-
standing the accuracy of position estimations given by the tracker. Besides the estimated position,
the plot also includes the standard deviation of the the estimation. It can be seen that the estimated
trajectories of the vehicle closely resemble the trajectories given by the ground truth data.
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Figure 6.6: Time evolution of the position of the targets, in blue and red, respectively. Dashed line
is the ground truth.
A closer look into Figure 6.6 reveals that in between seconds 125 and 135, approximately, the
position of the target in blue colour diverges from the ground truth for some time, but then quickly
recovers. At the same time, in this period an increase in the variance of the estimated position is
noticeable. This behaviours is caused by a situation on which the ranges received by one of the
beacons, in this case B1, from both the vehicles have similar magnitude. This corresponds to a
situation where both vehicles are at equal distances to one of the buoys, and configures a situation
on which ghost targets are likely to arise, as described in the previous section. Figure 6.7 details
the behaviour of the filter in that situation, by showing the distribution of the particles tracking
each of the vehicles.
The sequence in Figure 6.7 illustrates the behaviour of the developed deghosting heuristics,
preventing the creation of a new ghost target. At t = 126, in 6.7a, the particles that track each of
the targets are concentrated around the actual position of the targets. In 6.7b and 6.7c it can be
seen that the particles corresponding to each of the targets start to be less concentrated and more
spread in space. It can even be perceived two different clusters of particles being formed in the
vicinity of each of the targets. This is more visible for the target in blue than for the target in red.
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Figure 6.7: Illustration of a situation where the deghosting algoritm successfully eliminates ghost
targets
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The deghosting strategy implemented prevents the creation of ghost targets, and in 6.7d, 6.7e and
6.7f the success of such strategy can be observed, with the two apparent clusters becoming only
one.
Figures 6.5, 6.6 and 6.7 demonstrate the good tracking performance of the Multiple AUV
Tracker, as it is easy to see that the estimated positions of both targets closely resemble the ground-
truth GPS data, with their differences being well within the expected. In fact, the obtained root
mean square (RMS) errors for the entire duration of this experiment were, respectively of 1.98m
for the target in blue, and 1.20m for the target in red. Figure 6.8 shows the absolute error in
position between estimated and ground truth positions.
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Figure 6.8: Absolute errors between ground truth and estimated positions
By analysing Figure 6.8, it can be concluded that the absolute error in position stays well be-
low the 2 meters for several occasions, which corresponds to situations where the targets move in
straight lines. Conversely, when the vehicles change direction, this error increases. The situation
depicted in Figure 6.7, when the occurrence of a ghost target is prevented, has obviously reper-
cussions on the error in tracking the vehicle, which corresponds to the peak present in Figure 6.8,
with the error being of around 10m for one of the targets. Nevertheless, it can also be observed
that as the tracker recovers from this situation, also the tracking error decreases. It should be noted
that RMS errors for both the vehicles is comparable to the precision obtained by common GPS
receivers while operation in single mode precision.
Finally, a comparison between the estimated velocities of each of the targets and the velocities
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provided by the navigation layer of each of the vehicles can be seen in Figure 6.9. While this is
an interesting comparison, it should be noted that the ground-truth velocities are provided by the
navigation layer of the on-board software of the vehicles. Therefore, it should not be understood as
ground truth. In fact, such values are itself also estimated and because the navigation instruments
available are not very accurate, they might not reflect the exact speed of the vehicles. Nevertheless,
as it can be seen in Figure 6.9, the speed profiles are moderately similar, especially for the red
target. As before, the velocities estimated by the tracker are more close to the ones provided by
the navigation layer when the vehicles are moving in for straight-line.
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Figure 6.9: Trajectories of targets t1, t2, and t3, in blue, red and green, respectively
6.8 Conclusion
Operations with multiple vehicles are likely to become very appealing in a near future, not
only in terms of flexibility and efficiency, but also in terms of performing a set task that otherwise
wouldn’t be possible. While the problem of providing navigational aids to multiple vehicles has
been addressed in the past, tracking multiple AUVs is a problem that has been overlooked. In this
chapter an effective AUV tracker able to track multiple vehicles in real time was presented. More-
over, its performance was successfully demonstrated in real world scenarios. Up to the authors
knowledge, this is the first time that a similar approach has been proposed and experimentally
validated.
It was demonstrated that the problem of tracking of multiple AUVs can be successfully tack-
led using PHD filters. The RFS nature of the PHD filter does not require a specific association
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between measurements and the targets that produced them, thus making it appropriate for this
problem. Also, this strategy avoids the data association problem. The tracking results achieved
were very positive, with RMS errors under 2 meters, which is of similar precision to what can
be obtained with a GPS receiver. Moreover, the proposed filter is also able to keep information
of the track continuity along the time. Such results were obtained despite the quite adverse tra-
jectories performed by the vehicles, very close to each other, and with the vehicles moving with
arbitrary low speeds. It should also be underlined that such results have been achieved despite the
unfavourable geometry of the acoustic network, with only two beacons and with a baseline not
very long.
While the results achieved are very encouraging, it can be argued that the results are limited to
situations with only two targets. While this is true, there is no indication that the developed tracker
would have a disparate behaviour if more targets would be present in the area under surveillance.
While the computational complexity of the filter depends exponentially on the number of clut-
ter measurements, and this number would obviously increase with the number of targets being
tracked, the implementation of an adequate gating strategy, as it has been proposed elsewhere, is
able to properly deal with this issue. On the other hand, the processing time of the algorithm,
for the full duration of the scenario in analysis, is well below the actual time, thus no real time
performance issues are likely to arise.
Chapter 7
Towards LBL systems for multiple
vehicles
In this chapter, the use of LBL acoustic networks for operations with multiple AUVs will be
discussed. An alternative scheme to standard LBL configurations is proposed that is able to fully
address the problem of simultaneous navigation and tracking of multiple vehicles. The solution
presented uses the One-Way-Travel-Time of acoustic signals to compute the ranges between all
the devices, beacons and vehicles. Moreover, the suitable algorithms for both the navigation of
multiple vehicles, but also their external tracking will be derived. In a way, the present chapter is
a natural extension to the previous one, as it was motivated by the development of the Multiple
AUV Tracker.
7.1 Introduction
The main navigation solutions for current AUVs has been discussed in Section 2. They consist
on a combination of Inertial Navigation, with any other methods that are able to bound the drift
inherent to the process of dead-reckoning. While other methods exist, the most common way for
AUVs to acquire position navigation aids is by resorting to Acoustic Navigation. The use of such
techniques is able to provide navigation aids to the vehicles, but they also give the possibility for
externally tracking the trajectory of the vehicles. Such functionality can be of extreme importance,
as it allows the real-time monitoring of the operations. This is particularly important for operations
in dangerous or more demanding scenarios, as it happens in the oil or military industries.
AUVs are already a reliable and cost-effective solution to autonomously perform a range of
underwater tasks. Examples for this can be, among others, bathymetric tasks, environmental sur-
veying or even mine countermeasures operations. However, the efficiency of such operations could
be even higher if multiple cooperating vehicles are used. Notwithstanding, Acoustic Navigation
methods have been envisioned for the single-vehicle scenario and don’t have an obvious extension
to the multiple vehicle case. In this chapter, an extension to more traditional LBL acoustic navi-
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gation schemes is proposed, that is able to address simultaneously the problem of navigation and
external tracking of multiple AUVs.
The proposed approach is an extension of traditional LBL methods, and does not require a
data communication link between the vehicles and beacons. Both the hardware and the software
necessary to implement the desired acoustic network will be discussed. The focus will be on
the implementation of an Inverted LBL network for multiple vehicles, using the GPS enabled in-
telligent buoys presented in Section 2.6.3 as acoustic beacons. Nevertheless, if traditional LBL
networks are preferred, with the acoustic beacons deployed in the seabed, the validity of the ap-
proach here proposed still holds.
The organization of this chapter is as follows. Section 7.2 provides background information
on relevant work found in the literature. Then, in Section 7.3, the proposed Acoustic Network
is described, and implementation details are presented. Section 7.4 presents a generic navigation
filter to be implemented in the AUVs, that is able to cope with the requirements of the proposed
acoustic navigation scheme. Similarly, a central algorithm able to track the moving vehicles is
presented in Section 7.5. An example of such algorithm would be the Multiple AUV Tracker,
proposed in the previous chapter. Furthermore, an experimental validation of obtained results is
provided in section 7.6 and, finally, Section 7.7 concludes this chapter, discussing the proposed
approach.
7.2 Background
LBL systems are one of the most robust, reliable and accurate configurations of Acoustic
Navigation systems. LBL acoustic networks provide navigational aids to an AUV in terms of
ranges to each one of the beacons that compose the network. A few restrictions need to be observed
when operating LBL networks. First, the location of each of the beacons needs to be determined
prior to operations, in a calibration process that can be sometimes cumbersome. Additionally, the
signals emitted by each one of the participants in the network must be uniquely identifiable. This
is typically accomplished through the assignment of unique frequency modulated signals to each
beacon.
During the missions, the vehicle acoustically interrogates the beacons and measures the round-
trip travel-time to each beacon. The time difference between sending the query and receiving the
reply, also known as Two Way Travel Time (TWTT), is then converted to the slant range between
AUV and a given beacon. These ranges, from the vehicle to each one of the beacons, then pose a
spherical navigation constraints to the general problem of relative positioning of the vehicle. By
eavesdropping the acoustic signals exchanged between the AUV and each one of the beacons, it is
also possible to external track the position of the vehicle. In fact, externally tracking an AUV is a
feature that is often sought when dealing with acoustic navigation systems, as it allows real-time
monitoring of the position of the vehicle.
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7.2.1 Operations with Multiple Vehicles
Scaling up LBL systems for addressing the navigation and external tracking of multiple ve-
hicles has no easy and standard solution. Relatively naive approaches relying on Time Division
Multiple Access (TDMA), assigning time slots to each one of the vehicles to interrogate be bea-
cons are not desirable. Doing so would necessarily decrease the rate at which each AUV would
receive position updates from the acoustic beacons, leading to unsatisfactory degradation of the
system performance. Simultaneously, external tracking features require that the vehicles need to
be active, that is, the vehicles need to emit acoustic signals, and the beacons also need to somehow
be able to associate each vehicle with the detected signals
Matos and Cruz (2006) suggested an ingenious solution to the problem. This approach con-
sisted on having each of vehicles emitting distinguishable acoustic signals, by using signals mod-
ulated with different frequencies. While this approach works, in the sense that it allows both the
navigation and tracking of multiple vehicles, it requires the use of different signals for each vehicle
and beacon, which naturally comes with a cost. It is not a very scalable solution, and limited to
only a few vehicles at most, as the number of distinguishable acoustic signals available for both
beacons and vehicles is very limited.
An alternative approach for the problem of simultaneous navigation of multiple AUVs was
presented in Baker et al. (2005). There, the authors described a method suitable to a fleet of
AUVs, on which a leader vehicle is navigating conventionally with an LBL network. Other ve-
hicles of the fleet should be able to intercept this signals, but also to obtain their relative angular
heading relative to the sources of the signals. With this information it is possible for all the vehi-
cles to determine their position relative to their leader. In Kottege and Zimmer (2011) the authors
considered a similar problem, by proposing a fully decentralized localization system that enables
the operations of a swarm of AUVs. The approach consisted on the use of the developed localiza-
tion sensor, capable of producing instantaneous estimates of relative azimuth, range, and heading
of neighbouring AUVs. It should be noted however that such approach provides only relative
position estimates, and requires that all the vehicles to be in close proximity to each other.
Recent advances in underwater acoustic communications have also brought acoustic modems
to play a relevant part in underwater navigation capabilities. In fact several authors have proposed
different frameworks to enable Cooperative Navigation, for example Fallon et al. (2010). In Coop-
erative Navigation, teams of AUVs localize themselves more accurately by sharing position esti-
mates and uncertainty. However, such approaches require a data link between the vehicles. While
this is a interesting approach, acoustic communications are still characterized by small bandwidth,
low data rates and high latency and, particularly for shallow waters and adverse environmental
conditions, reliable underwater communications can be quite challenging for long distances.
Traditional LBL systems are based on measuring the Two-Way-Travel-Time (TWTT) of an
acoustic signal, on which a vehicle interrogates a set of beacon and waits for their reply. This
has obvious disadvantages when using multiple vehicles. In order to overcome this fundamental
issue of LBL systems, it has been proposed to use systems based on the One-Way-Travel-Time
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of acoustic signals. In this kind of systems, the beacons broadcast their acoustic signals at time
instants that are know by all the devices operating. Such systems have the obvious advantage of
being applicable to the navigation of multiple vehicles. Perhaps one of the initial proposals for
OWTT LBL navigation systems was discussed in Eustice et al. (2007). There, the development
of a synchronous-clock acoustic communication/navigation system for underwater vehicles that
would enable navigation for fleet of AUVs was discussed. Other articles followed focused on the
estimation framework for the vehicles that would be able to fuse LBL OWTT ranges with data
from other navigation sensors Eustice et al. (2011); Webster et al. (2012, 2013). The main draw-
back initially pointed out to OWTT based systems was the requirement for the clocks of all the
devices, beacons and vehicles, to be synchronized. Because the OWTT measurement is based on
the difference between the sender’s emission time and reception time on the receiver, it is crucial
that the clocks of all the nodes that constitute the network are synchronized to within an acceptable
tolerance. While initially OWTT systems meant increased complexity in terms of hardware design
of the clock sources, but also in terms on synchronization algorithms, nowadays there are already
the technological solutions that can cope, at least partially, with such issues in a fairly straightfor-
ward way. Moreover, filtering algorithms have emerged that estimate the unknown offset between
different clock sources, thus overcoming an explicit synchronization between vehicles and bea-
cons Batista (2015). Although OWTT techniques do in fact enable the navigation of multiple
vehicles, they fail to address the external tracking problem.
7.3 Acoustic Network
From the different acoustic positioning methods, LBL systems stand out mostly due to their
ability to provide position solutions with constant accuracy. However, from the previous section,
it is clear that no obvious solution to the problem of navigation and external tracking of multiple
AUVs has been envisioned yet for these systems. Traditional LBL positioning systems use the
TWTT travel times and convert them to ranges to two or more widely spaced stationary beacons,
situated whether on the sea bottom or at the surface. However, TWTT based systems are not easily
scalable to cope with multiple vehicles. On the other hand, it has been demonstrated that systems
based on OWTT can easily provide navigational aids to multiple vehicles by broadcasting their
signals on the network (Eustice et al., 2011), but they don’t address the external tracking problem.
In this sections, an acoustic network scheme able to address the problem under consideration
will be derived. The main idea is to combine the strengths of the different acoustic navigation
methods proposed in the literature. On top of the acoustic network here described, this solution
is also dependent on suitable navigation and tracking algorithms, which will be discussed in the
following sections.
The configuration of the acoustic network here considered consists on a set of acoustic beacons
deployed in a fixed predefined location, whether at the surface or at the bottom. While usually at
least four different beacons are required for a complete three dimensional localization of the vehi-
cles relative to the beacons, under some assumptions fewer beacons are required. In the remainder
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Figure 7.1: Illustration of the proposed acoustic network: beacons emitting different acoustic
signals, and vehicle emitting similar acoustic signals
of this chapter only a configuration with two beacons will be considered, but what follows still
holds if more beacons are considered. In order to be able to operate with only this small number
of beacons, some premises must be verified. First, the baseline length must be long enough when
compared to the depths at which the AUVs navigate. Also, vehicles must also be able to inde-
pendently measure its own depth which relative accuracy. Additionally, it is considered that the
vehicles are not allowed to cross the baseline. With this assumptions, in practice we are reducing
the position estimation problem of the different vehicles to the horizontal plane only. For more
informations regarding this process, refer to (Melo and Matos, 2008) and the references therein.
The network of beacons will provide navigational aids to a fleet of AUVs, that can contain a
varying number of vehicles, without any limitation. All the nodes in the network, vehicles and
beacons, should have their clock sources synchronized. The idea is that at predefined instants of
time all the beacons in the network emit an acoustic signal, to be detected and distinguishable by
all the vehicles present. This should be accomplished by having the beacons emitting different
frequency modulated signals. Simultaneously, all the vehicles should also emit acoustic signals,
but all the vehicles can emit similar ones. Then, a centralized estimation algorithm is used that
combines the signal detections of all the beacons, otherwise undistinguishable, and estimates the
position of each one of the vehicles. In total, a number of N+1 distinguishable acoustic signals is
required for this system, where N is the number of beacons in use. It is relevant to note that this
number remains constant with the number of vehicles in use.
Figure 7.1 illustrates the proposed topology for the acoustic network. The operation of the
network then relies on all the nodes, both beacons and vehicles, converting OWTT of the detected
acoustic signals to ranges. Thus, the system draws insights from hyperbolic positioning schemes.
Naturally, conversion of times to ranges implies knowledge of the local speed of sound profile.
The rate at which all the nodes are requested to be emitting will limit the area of operations.
If, for example, this rate is 1Hz, then all the nodes will only consider ranges of up to 1500m,
considering that a speed of sound of around 1500ms−1. Naturally, decreasing this rate allows
wider areas of operation but, at the same time, also decreases the rate at which new measurement
updates are received by each vehicle. Compared to standard LBL algorithms OWTT systems, like
the one here proposed, in general halve this interval of time, which is of obvious interest.
As it can be noted from the description above, this network has similarities with traditional
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LBL implementations, in the sense that different beacons must use distinguishable signals, and
also because vehicles are required to be active. On the other hand, this network also borrows from
OWTT networks, as the interrogation cycle from LBL is replaced by synchronous emission of
signals by all the nodes. However, in order for all of this to work, the following assumptions must
hold. First all the nodes must remain synchronous during the entire duration of the missions. In
other words, this means that duration of the missions is limited to the maximum period during
which the drift of all the clock sources remains small enough to be neglected. For the nodes in
the network at the surface, the GPS PPS signal can be used as a reference clock signals, allowing
long operations without any appreciable drifts. Submerged nodes, on the other hand, should be
equipped with high-precision low-drift crystal oscillators, already widely available in the market.
The second assumption stipulates that a locally homogeneous sound speed profile should be
observed in the area of operations, which means that the sound velocity should be constant. While
this is a moderately mild and common assumption, particularly for shallow water environment,
it can be problematic if vehicles are navigating across multiple water layers. Finally, it is also
required that the vehicles remain in a confined area, so that they can always be tracked by all the
beacons.
All the acoustic nodes are required to have an acoustic system that is able to emit acoustic
signals synchronously to an external trigger. At the same time, such acoustic system must also be
able to precisely time the detection of signals. From this precise timings, ranges will be obtained
by taking into account the speed of sound in the are of operations. It should be noted, however,
that these range observations will predictably be noisy, as underwater acoustic propagation is often
affected by various physical phenomenons. Therefore, multiple reflections of the same emitted
acoustic signal are likely to be observed. This should be taken in consideration by the navigation
and tracking algorithms, discussed in the following sections.
7.4 AUV Navigation
AUVs require some sort of Navigation algorithm that is able to perform sensor fusion. They
should combine data from different sensors, in order to provide the best possible estimate of the
vehicle’s position and velocity. The navigation algorithm, which is highly dependent on the vehicle
and the sensors used, is usually based on an implementation of the Bayes Filter, as presented in
Section 2.5. This section will be devoted to the navigation filter. A simple and generic one, based
on an Extended Kalman Filter (EKF), will be used for each of the moving vehicles. Thus, the focus
in this section is not on obtaining the best possible navigation filter, but rather only on validating
our proposal for the navigation of multiple vehicles, using OWTT range measurements. More
advanced filters are likely to provide better results.
The navigation filter is responsible for propagating the vehicle’s navigation equations and,
when available, include information from the different sensors. In the case under analysis, the TOF
of the signals, converted to the slant ranges between the vehicle and each of the acoustic beacons,
will be used as indirect observations of the vehicle position and used to bound the error growth of
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the navigation equations. For the sake of simplicity only the horizontal plane position is consid-
ered, even though depth sensors are already reliable enough, and widely available, to provide accu-
rate depth measurements. A relatively simple state vector was chosen, xk =
[
xk vxk yk vyk
]T
.
Even though an augmented state vector would allow to accommodate data from other naviga-
tion sensor like IMUs, DVLs, or even model-based pseudo measurements, this wont be further
pursued here. The discrete model used to predict the AUV motion is a simple constant velocity
model, given by (7.1). 
xk+1
vx,k+1
yk+1
vy,k+1
=

1 ∆t 0 0
0 0 0 0
0 0 1 ∆t
0 0 0 0


xk
vx,k
yk
vy,k
 (7.1)
The received range measurements from each one of the acoustic beacons, zk are used to correct
the Kalman Filter estimates that are propagated using the constant velocity model. The range ri
between vehicle and beacon i is a non-linear function g(xk) of the system state:
ri =
√
(xk− x0,i)2+(yk− y0,i)2 (7.2)
where (x0,i,y0,i) are the position coordinates of beacon i. At time k, the received measurement zk is
the range ri to any of the beacons that composed the acoustic network, possibly affected by some
noise. Then, the measurement zk is compared with the expected range, z∗, calculated based on the
current position estimates for the vehicles, and used in the measurement update step of the filter.
Recalling from previous sections, a high number of outliers are expected to be present in
the received range measurements. Therefore, a strategy is implemented to prevent such spurious
measurements to corrupt the behaviour of the filter. The first step is to consider, during each period
of reception, only the first range provided by each one of the beacons. Only the direct path of the
signals is of interest, and the multiple reflections that an acoustic signals might have undergone
should be discarded. Nevertheless, some spurious measurements might still occur. An additional
validation gate of the received ranges is also implemented according to
(zk− z∗)T S−1k (zk− z∗)≤ γ. (7.3)
Because the difference (zk− z∗) is assumed to be Gaussian, the value for γ can be obtained from
an appropriate χ2 distribution table, for the desired confidence level. Sk is the corresponding
innovation covariance matrix, obtained as
Sk = HTk PkHk +Rk (7.4)
where Hk is the Jacobian of the measurement vector, Pk the error covariance matrix and Rk the
covariance matrix of the observation noise.
A final note to the rate at which range measurements are received which is, on average, equal
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to the number of acoustic beacons per cycle of communications. Compared to standard LBL
interrogation cycles, this rate is relatively higher, at least doubling the rate, which can be extremely
relevant for the accuracy of the filter.
7.5 AUV Tracker
As mentioned above, the solution presented in this chapter for the simultaneous navigation
and tracking of multiple vehicles requires all the nodes to synchronously emit acoustic signals.
The signals emitted by the vehicles will be detected by all the beacons, and will enable vehicle
tracking. The main difficulty is having to overcome the lack of an explicit association between the
acoustic signals detected and the emitting node. Traditional estimators, based on the Bayes Filter,
require this explicit association. Alternatively, an additional data-association step is sometimes
introduced, but this task can be complex and expensive, particularly when the number of clutter
measurements is hight.
Perhaps the biggest novelty in the approach here proposed is the use of a Random Finite
Set based estimator to tackle the tracking problem. By using a RFS based approach, an explicit
association between acoustic signals and vehicles is no longer required. Thus, it becomes relatively
simpler having a centralized filter that is able to track multiple vehicles when the acoustic signals
they emit are indistinguishable. Different filter based on random finite sets have been proposed,
namely the Probability Hypothesis Density (PHD) Filter, the Cardinalized Probability Hypothesis
Density (CPHD) Filter, the Multi-Bernoulli Filter, among others.
Any of the aforementioned filters would be appropriate to address the problem here under
analysis. Even though, for the sake of simplicity, the choice will be on using a PHD filter, in a
similar way to the previous chapter. The PHD Filter, initially proposed by Mahler (2003), is an
approximation of the general multitarget-multisource Bayes Filter. Contrary to standard Bayesian
Filtering techniques, such approach uses Random Finite Sets (RFS) to model both the targets
states and the measurement equations. The use of RFS overcomes the need for an explicit data
association between targets and sources, which is relevant for the current application. On the
other hand, the use of RFSs significantly alleviates the effort of addressing situations like target
(dis)appearance and spawning, extended targets, false alarms and missed detections.
The Multiple AUV Tracker, derived in the previous chapter, was able to track a varying number
of vehicles. Recalling from there, the single target state vector was defined to be xik =
[
xik y
i
k l
i
k
]
, where xik and y
i
k refer to the position coordinates of the target while l
i
k is the label used to identify
each target. While the use of a label allows for easy track labelling, and simplifies the target
estimation process, this is not generally required. Naturally, the index i refers to the target i, while
k refers to the time instant. Analogously to the navigation filter of the previous section, a constant
velocity model was chosen as the target motion model. However, velocity will also be indirectly
estimated subsequently. To do so, estimates of the positions and time will be used as input to a
Recursive Least Square (RLS).
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The measurement set Zk is composed by the set of all the possible vectors zik =
[
r1 . . . rn
]T
that can be obtained from the observed ranges, where ri is the range measurement to acoustic
beacon Bi, as it was made clear in Section 6.5.2. The likelihood of the measurements is considered
to be Gaussian. For a large number of vehicles appropriate gating strategies must be derived in
order to accommodate the increase in computational complexity.
7.6 Results
In order to experimentally validate our approach, a series of tests were performed. For prac-
tical reasons, two independent experiments were performed in order to assess the performance of
both the navigation and tracking algorithms separately. Details of these field trials and respective
obtained results will be provided in this section.
The use of AUVs poses a problem when it comes to establishing a ground-truth to be able to
compare the results with. For that reason, on these trials ASVs were used as AUV surrogates. As
discussed in the previous chapter, by doing so it is possible to use the GPS position data of the
vehicles as ground-truth to the experiment.
7.6.1 Navigation
The first instance of the field trials was devoted to assess the performance of the acoustic
network while two vehicles were navigating simultaneously. Two ASVs and two acoustic beacons
were employed. For the sake of simplicity of the missions, one of the ASVs was performing a
station keeping manoeuvre, while the other one was moving around. The ranges obtained by each
one of the vehicles can be seen in Figure 7.2. Besides the presence of some outliers (rejected
ones in black), it can also be seen that Vehicle 1 has been affected by some shortage of range
measurements, particularly visible between around the time instant t = 50s.
In Figure 7.3 it is possible to observe the trajectories of the vehicles, together with the position
of the buoys. It is clear that even thought the trajectories obtained by the navigation filter do
resemble the ground-truth data, there are still significant differences. Causes for that are probably
the shortage of ranges that affected mainly Vehicle 1, together with the very simple motion model
in use. It should be noted that no additional inertial sensor measurement has been fused.
Figure 7.4 provides a more detailed view on the position of the different vehicles along time,
and compares it to the ground-truth data. There its more easily observed the effect that the lack of
ranges have caused in the estimation of the trajectory of the vehicle in blue. Due to the assumed
constant-velocity model, when no ranges are received, the filter just propagates the position of
the vehicle according to the most up to date information. However, when new measurements
arrive, after some time, the filter corrects previous estimates, with new positions getting close to
ground-truth.
Finally, Figure 7.5 shows the plot of the absolute error in horizontal position along the time. A
peak in position error for one of the vehicles can be observed, at around t = 50s, but shortly after
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Figure 7.2: Ranges detected by each one of the vehicles. Green colour indicates ranges to B1 and
purple colour ranges to B2
decreasing to less than 6m. Based on that data, the obtained RMS error for each of the vehicles was
of 4.1m and 2.8m respectively. Given the circumstances, this can be considered very encouraging
results.
7.6.2 Tracking
The second goal of of the field trials was to assess the tracking results of the a centralized
tracking algorithm. Therefore, the results here presented are based on the previous chapter. There,
the Multiple AUV Tracker was derived, and its tracking performances were evaluated. The differ-
ent parameters of the tracker used to obtain the results that are going to be presented are specified
in Table 7.1.
The mission consisted on having two vehicles navigating simultaneously in a predefined area,
under surveillance of two moored acoustic buoys. The vehicles started to emit acoustic signals
at different times, in order to illustrate the ability of the filter to detect new vehicles entering the
surveillance area. At the same time, the vehicles were navigating with arbitrary varying veloc-
ities and in different directions, including stationary situations. An overview of the trajectories
performed by each of the vehicles can be seen in Figure 7.6. Figure 7.7 provides a more detailed
view on the position of the different vehicles along time, and comparing it to the ground-truth
data. As previously detailed, the obtained results were very positive, successfully demonstrating
the tracking abilities of the proposed filter.
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Figure 7.3: Navigation Results: trajectories of the vehicles. In black ground-truth given by the
GPS and in blue and red estimated by the navigation filter
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Figure 7.4: Navigation Results: evolution of the position of the vehicles. In black ground-truth
given by the GPS and in blue and red estimated by the navigation filter
134 Towards LBL systems for multiple vehicles
0 50 100 150
0
2
4
6
8
10
12
14
Time (s)
Er
ro
r (
m)
Position Absolute Error
Figure 7.5: Navigation Results: absolute position error for each of the vehicles, when comparing
to ground truth given by GPS.
Parameter Value
Filter Settings
Particles Per Target (N) 1000
Particles Per Birth (M) 1000
Predictor Settings
Prob. of Survival (ps) 0.99
Prob. of Birth (pb) 0.01
Process Noise Variance (σ2x,y) 0.1
Corrector Settings
Prob. of Detection (pd) 0.6
Measurement Noise Variance (σ2r,B) 0.8
Clutter Intensity (λk) 5×10−5
√|Zk|)
Table 7.1: Parameters of the Multiple AUV Tracker
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Figure 7.6: Tracking results: trajectories of the vehicles. In black ground-truth given by the GPS
and in blue and red estimated by the centralized tracking filter.
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Figure 7.7: Tracking Results: evolution of the position of the vehicles. In black ground-truth given
by the GPS and in blue and red estimated by the centralized tracking filter.
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7.7 Conclusion
In this chapter the feasibility of a novel LBL network, that enables the navigation and external
tracking of multiple vehicles, was studied. The proposed approach is composed out of three main
components: the acoustic network itself, the navigation filters for each one of the vehicles, and
the centralized tracker for multiple AUVs. Up to the authors knowledge, no similar approach has
been previously proposed in the literature. The acoustic network is based on the use of a set of
synchronized acoustic nodes, both vehicles and beacons. OWTT techniques are used to compute
acoustic ranges.
Synchronously, all the nodes broadcast its own acoustic signals. The signals emitted by the
beacons will provide navigation aids to a fleet of AUVs, while at the same time signals emitted
by the vehicles will be used for tracking purposes. On the vehicle side a navigation filter based
on EKF is responsible for fusing the selected range measurements with the general navigation
solution of the vehicle. Finally, a centralized multi-vehicle tracker, collects the signals that all the
beacons are able to detect, and is then responsible to estimate the position of each the vehicles.
In here, this centralized filter was based on the Multiple AUV Tracker presented in the previous
chapter.
Experimental evidence of the proposed approach success was provided. Even though the
two sets of trial were performed independently, the provided results are very encouraging for
the simultaneous experimental validation necessary. Nevertheless, future work will also include
robustifiyng the proposed solution, for example by developing appropriate measurement gating
strategies.
Part IV
Conclusions
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Chapter 8
Conclusions
In this thesis different topics were considered, all related with the Navigation of Sensor-limited
AUVs. Briefly, three main topics were covered, Bottom Following, Terrain Based Navigation, and
acoustic Navigation and Tracking of multiple vehicles. Common to all these topics is the use of
Bayesian Estimation techniques as a tool to address such problems. This chapter, that concludes
the thesis, first summarizes the research undertaken in this thesis, in Section 8.1. Then Section 8.2
lists the main contributions, and Section 8.3. presents some suggestions for future research.
8.1 Summary
Sensor-limited AUVs were defined as being a class of vehicles characterized by being equipped
with only a limited set of sensors, namely low-accuracy navigation sensors and low information
range sensors. Due to the characteristics their sensors, vehicles falling in this class face two main
difficulties. First, their navigation capabilities, that is estimating their own position and velocity,
are low. Second, their ability to perceive the surrounding environment is limited, due to the low
level of information that can be simultaneously acquired.
This thesis is divided in two distinct but complementary parts. This organization reflects the
two topics that have been identified as fundamental to further improve the use and the possible
applications for Sensor-limited AUVs. The first part, composed of Chapters 3, 4 and 5, is devoted
to the development of Navigation algorithms based on natural features of the environment. By
using information from the environment, in specific information from the terrain, the autonomy
of these vehicles can be extended. The second part of this thesis, composed of Chapters 6 and 7,
is devoted to the development of algorithms that can extend current Acoustic Navigation systems
so they can support the simultaneous navigation and tracking of multiple vehicles. The general
trend in robotics, and also for underwater robotics, goes towards the simultaneous use of vehi-
cles, cooperating in a coordinated way for an efficient completion of a common goal. Therefore,
the development of Acoustic Navigation algorithms that can cope with various vehicles is very
relevant.
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8.2 Main Contributions
The core of this thesis are Chapter 3 to 7. This section lists the main contributions of each
chapter.
• The main contribution of Chapter 3 is the development of a Bottom Following behaviour,
enabling the vehicle to follow a trajectory always parallel to the bottom. A sensor-based
guidance approach was derived, that was able to estimate the depth to the bottom and the
slope of the bottom using range measurements from a single-beam sonar. Additionally, this
strategy was experimentally validated, using the MARES AUV, providing evidence of its
success. Despite that, in some situations minor oscillations were observed with an identified
cause. They were induced by the vertical controllers of the vehicle, that privileged the speed
of the response rather than overshooting.
• The main contribution of Chapter 4 is the development of a MIMO Depth-Pitch controller
for the MARES AUV. This contribution was motivated by the results obtained in the previ-
ous chapter. By using Eigenstructure Assignment techniques it was possible to fully specify
the desired output time-response of the system. Thus, an appropriate Eigenstructure of the
system was selected in order to avoid overshoot, ensuring a safe trajectory for Bottom Fol-
lowing missions.
• Chapter 5 addressed Terrain Based Navigation algorithms for Sensor-limited systems. Par-
ticle Filter implementations have been demonstrated to achieve the best results for Terrain
Based Navigation for such kind of systems. The main contribution that stems from this
chapter is the development of a Data-Driven Particle Filter. By learning a proposal distribu-
tion, the DD-PF was demonstrated to match and even outperform the SIR-PF, that has been
widely used in the context of TBN for underwater vehicles. The DD-PF was also demon-
strated to be more efficient than the SIR-PF, as it requires a lot less resampling iterations.
• The main contribution of Chapter 6 is the development of an algorithm capable of acousti-
cally track multiple AUVs. In applications using multiple vehicles, it is sometimes desirable
to externally track the vehicles in operations. The algorithm derived, the Multiple AUV
Tracker, is based on a Probability Hypothesis Density filter, and is able to track multiple
vehicles even if they are emitting otherwise undistinguishable acoustic signals. It should be
noted that the tracker is able not only to estimate the position of multiple targets, but also
their trajectory, as labels are used to uniquely identify every target. Experimental validation
of the algorithm was performed, with mean absolute errors in terms of position comparable
to GPS.
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• The last contribution of this thesis was presented in Chapter 7. Making use of the Multi-
ple AUV Tracker introduced in Chapter 6, an LBL Acoustic Network was proposed that is
compatible with the simultaneous navigation and tracking of multiple vehicles. The pro-
posed LBL system requires clock synchronization between all the nodes, so that ranges can
be obtained from the OWTT. Additionally, all the vehicles require a suitable Navigation
filter, and a Tracking algorithm is also required. Both these algorithms were detailed, and
experimentally validated.
8.3 Future Research Directions
Navigation for Sensor-limited AUVs is a very challenging and dynamic subject. The research
conducted throughout this thesis lead to some very explicit and particular results. However, there
is a lot of unexplored areas to address in the future, that can extend what has been presented here.
The topic of Bottom Following is perhaps the more circumscribed topic from this thesis. Nev-
ertheless, there is plenty of room for improvements. In the approach here proposed, a single beam
sonar was used, mounted on a downward-facing configuration. If no others, this was done mostly
for practical reason. However, different geometric configurations in the mounting of the sonar
could be exploited, leading to more interesting results. For example if the sonar is mounted with
a given angle towards the front of the vehicle, some prediction of the profile of the bottom ahead
of the vehicle could be achieved. Another challenging problem would be the conjugation of the
altimeter used with other sonar, for example other single beam sonars, mounted in a favourable
position. Different configurations could be used to achieve a higher degree of perception of the
environment. Combining different types of sonars, for example an altimeter with a sidescan sonar,
though not straightforward could lead to potentially very compelling results.
Terrain Based Navigation for Sensor-limited systems was the second topic addressed in this
thesis. In specific, Particle Filter based algorithms were studied. Despite the good results in
terms of estimation of the position, it is known that Particle Filters can diverge from the true
position. The performance of Particle Filters is in fact dependent on the choice of an accurate
proposal distribution which, in general, is assumed to be the vehicle’s motion model. However,
this distribution can be different from the optimal proposal distribution. This is even more striking
for the case of Sensor-limited systems, where the noise levels of the sensors are often large and
incorrectly modelled. Future work in this area could, for instance, involve applying adaptive online
learning algorithms that could better approximate the optimal proposal distribution. Resorting
to typical Machine Learning algorithms, like Sparse Gaussian Processes, could potentially be a
favourable research direction.
The use of a PHD filter for acoustically tracking multiple AUVs was the last topic of this dis-
sertation, and has proved to be very effective. A direct outcome of such algorithm is the LBL net-
work proposed also here in this thesis. The LBL network, detailed in Chapter 7, is able to provide
simultaneous navigation and tracking functionality for multiple vehicles. Besides the somehow
more direct extensions that directly apply to what was presented, for example introducing gating
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strategies for the range measurements, future research in this area can be easily foreseen. In the
LBL network proposed, each of the different acoustic beacons emits a signal that must be easily
distinguishable from what is used by the remaining beacons. An obvious future research direc-
tion would be trying to relax this requirement, analogously to what was proposed for the tracking
case. Other possible research direction would be the development of the necessary algorithms that
allow the vehicles themselves to track other vehicles, using the range-only or range and bearing
measurements. This possibility would definitely increase the situational awareness of the vehicles
in an unprecedented way.
Appendix A
Estimation of Speed of Sound
Having an accurate knowledge about the speed of sound is of utmost importance for Acoustic
Navigation. In Acoustic Navigation methods, and in particular in LBL methods, the time-of-flight
of the acoustic signals is transformed into ranges by taking into account the local speed of sound.
However the speed of sound is known to vary with various parameters, like temperature, salinity
or even depth. Therefore, in order to optimize the results of acoustic navigation algorithms, speed
of sound should always be determined.
This Appendix outlines an experimental method to btain local estimates of the speed of sound,
using data from different acoustic nodes. While there are accurate models for the speed of sound,
they require knowledge about different properties of the environment. And if depth and tempera-
ture are relatively easy and cheap to measure, the same does not apply to salinity. Notwithstanding,
it is often the case when it is not possible to measure such quantities in the operations scenario.
By assuming that the speed of sound is locally homogeneous, it is immediate that the range
between any two nodes should be proportional to the ToF of an acoustic signal emitted by one
of the nodes, and detected by the other. Naturally, the proportionality constant between this ToF
and range will be the local speed of sound. If the range and ToF can be independently measured
between nodes of an acoustic network, then the value of the speed of sound can be experimentally
determined.
Recalling from Chapters 6 and 7, all the nodes are equipped with both GPS and Acoustic
Navigation system. In order to estimate a value for the speed of sound in a configuration like
this, the ranges between each two pairs of nodes must be compared with the respective ToF of an
acoustic signal between each of the nodes. Then, the speed of sound can be obtained by using a
Least Square Estimator to fit the data with a line. The slope of the line that best fits the data will
provide the optimal value for the speed of sound.
Figure A.1 shows the results of such a process. It refers to an LBL configuration as described
in Chapters 6 and 7, consisting of two moored acoustic beacons at the surface, and two mov-
ing vehicles. GPS data was collected for all the nodes. The vehicles were also synchronously
emitting acoustic signals, that were detected by each one of the beacons. The collected data is
plotted in Figure A.1. The blue points correspond to ToF of acoustic signals plotted against the
143
144 Estimation of Speed of Sound
corresponding GPS distance between the two nodes.
0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045
Time of Flight (s)
0
10
20
30
40
50
60
70
G
PS
 R
an
ge
 (m
)
Speed of sound: 1474.0m/s
Range offset: -2.6m
Time offset is -1.8ms
Figure A.1: Determination of the speed of sound. In blue, experimental data collected, in red
least-squares fit of the data.
It can be observed in Figure A.1 that the red line fits the data points relatively well, leading
to a value of 1474m/s for the speed of sound. It should also be noted that this procedure also
allows to estimate any systematic errors affecting the system. If this is the case, the line fitting the
data will not cross the origin. In the specific case of our Acoustic System, this corresponds to the
delay introduced by the filtering electronics in the reception of the signals. For our system, this
systematic errors corresponding to range offset error of 2.6m, which then corresponds to a delay
in the acoustic system of around 1.8ms.
While the determined value for the speed of sound is valid, it should be noted that it was
obtained used GPS measurements, which are always affected by some errors. Therefore, the
accuracy of the obtained value for the speed of sound is also affected by this errors. In order
to increase the accuracy of speed of sound estimation, alternative ways to measure the distance
between the nodes should be used, for example using differential or real-time kinematic GPS
receivers. A more detailed discussion on obtaining an accurate speed of sound, and other error
affecting LBL systems, can be found in Almeida et al. (2016b).
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