Following a set up investigated by Rishel [7] , we consider an adaptive control problem with unknown parameter x as a partially observed stochastic control problem. Exploiting the finite dimensionality of the estimator, we transform it to a fully observed stochastic optimal control problem to which we then find eoptimal randomized feedback policies.
I. INTRODUCTION
Consider the following adaptive control problem introduced by Rishel [7] . Let xe R n be an unknown parameter. We consider a Bayesian set up, where x is distributed according to some prior density po(x), which may or may not be compactly supported. Let wt be an m dimensional Brownian motion, and define yt by
Let Ft be the sigma field generated by ys, 0 < s < tJ and Gt be the sigma field generated by ({ys, 0 < s _ t] v x). Let U be a compact subset of Rq. Let A(x,y) E R m and B(x) E Rmxq be matrices depending on the unknown parameter x and on y. Conditions on A(x,y) and B(x,y) will be imposed below.
Define an admissible control u(t) to be a U valued stochastic process satisfying: (a) ut is Ft adapted T (b) E exp (2 I IA(x,yt) + B(x)utII 2 dt) < oo Vx E supp p 0 (x)
In particular, if A(x,y) and B(x) are bounded, (b) reduces to a trivial condition. The set of admissible controls will be denoted by U. Define:
where * denotes the operation of taking transposes. By b), E(AT) = 1, and we may define a new measure pu such that dpY = AT, under which dp For some r > 0.
Note that (1.4) is a partially observed stochastic control problem, for under pu x is not known to be controller.
In [7] , Rishel has considered a version of the problem (1.3), (1.4) and proved a stochastic maximum principle. Explicit solutions for particular cases were derived in [1] , [2] . Hijab [4] considered a modified version of (1.3) where under a linearity assumption and a more general model of x, he found an explicit solution to a problem where information cost is attached to JU and the cost is a function of x and u. Here, we exploit, as in [1] , [2] , the finite dimensionality of the estimation problem, as follows: By taking conditional expectations in (1.3), one has [7] :
where v t is an Ft Brownian motion. In the sequel, ^ will denote conditional Following now the argument of Liptser-Shiryayev [6, ch. 12], appropriately modified to our case due to the non-Gaussian assumptions on xO, (c.f., e.g., [3] , [9] ) one has the following: Lemma 2.1:
where Nx(O,I) -
yt is an n-dimensional vector and ct is an nxn dimensional matrix which satisfy:
(1.9a)
Proof: Note that as in [1] , [3] , [9] the unnormalized density dzpx(zIFt) = Prob(xe (z,dz)lFt) * Kt, where Kt is Ft adapted, is of the form: Dividing and multiplying by Nx(0,I), one obtains (2.8). We remark that exactly as in [6] , at is positive definite for 0<t<T. r]
Note that yt can be now rewritten as:
where Nx(ya) denotes a Gaussian distribution with mean y, covariance matrix a-1 . Note that (1.9) together with (1.4) form a completely observable stochastic control problem. It is however somewhat a complicated one due to the degeneracity of the diffusion matrix, the fact that control enters the diffusion matrix and the nonLipschitz coefficients of (1.9). In some simple cases (and specifically, in the case where B(x) = B). Benes and Rishel [1] have been able to compute explicitly optimal controls via the Hamilton-Jacobi-Bellman equation and the maximum principle. In the general case, however, the Bellman equation does not seem solvable and we are led to consider e-optimal approximations. Remark. Note that if po(x) = Nx(0,I), F(y,a) = y.
e-OPTIMAL RANDOMIZED MARKOV STRATEGIES.
In this section, we construct e-optimal randomized Markov strategies for the problem posed in section 1, i.e. for (1.9) and (1.4). Those strategies are defined in terms of a classical solution of an associated Bellman equation. For simplicity, we make the following structural restrictions. Those restrictions are not crucial and could be avoided at the expense of more cumbersome expressions and proofs. Additional restrictions of more technical nature (boundedness etc.) will be imposed later (c.f. lemma 2.1).
Assumptions. Ao = Bo = 0 (2.1a)
po(x) Nx(0,I) (2.1b)
We will seek to apply the method of [5, ch. 5] . To do that, it will however be convenient to rewrite (1.9) in a different way: Let Pt = atcYt 
where the constants K1 -K6 do not depend on u. Therefore,
and the lemma is proved. E In view of the lemma above, it is enough to build e-optimal strategies for the system indexed by R, for R large enough. We will attempt to do that by perturbing (2.2a) and (2.3b) with an auxilliary Brownian motion. For reasons to become clear below, we will not perturb (2.2c). That is the main point where we depart from the classical treatment [5] . Note however that when perturbing (2.2a) such that at is no longer positive definite, bR(a,5,y) is no longer Lipschitz continuous and moreover, (3.2a) may have a finite explosion time. To remedy that, we modify bR (a, 3, y) on the set of non-positive a'-s; This will not affect the solution of (2.2) since in (2.2), a > 0 a.s.
Let UR(a,[,y) A bR(Pa,[,y) where Pa denotes the projection of the symmetric matrix a on the convex set {lal < R A a > 0}. Note that the system (2.2) with (UR, oR) is identical to the system with (bR, oR), and that (bR,cyR) are globally Lipshitz. Consider the following perturbed system: 
By the same arguments as in [5, thm. 5.2.5] , the first terms converge to JR , the second term converges to zero, whereas since IVxve(s,xe)l < K (1+lxelr), one has also the required convergence for the last term. The theorem is proved. O Remarks: 1) Note that the main difference from [5] is that we have used eperturbation only in some of the components of the diffusion. Perturbing all the components would have violated the structural condition under which one may trade controls by randomized controls.
2) The theorem proved allows one to actually build £-optimal control.
Indeed, for a given £, pick up 8,R,R 1 ,e such that 
