Suppose given functors A × A ′ E F B E G C between abelian categories, an object X in A and an object X ′ in A ′ such that F (X, −), F (−, X ′ ) and G are left exact, and such that further conditions hold. We show that, E 1 -terms exempt, the Grothendieck spectral sequence of the composition of F (X, −) and G evaluated at X ′ is isomorphic to the Grothendieck spectral sequence of the composition of F (−, X ′ ) and G evaluated at X.
Introduction
To calculate Ext * (X, Y ), one can either resolve X projectively or Y injectively; the result is, up to isomorphism, the same. To show this, one uses the double complex arising when one resolves both X and Y ; cf. [4, Chap. V, Th. 8.1].
Two problems in this spirit occur in the context of Grothendieck spectral sequences; cf. Sections 0.2, 0.3.
Language
In Section 3, we give a brief introduction to the Deligne-Verdier spectral sequence language; cf. [13, II.4] , [5, App.] ; or, on a more basic level, cf. [10, Kap. 4] . This language amounts to consider a diagram E(X) containing all the images between the homology groups of the subquotients of a given filtered complex X, instead of, as is classical, only selected ones. This helps to gain some elbow room in practice: to govern the objects of the diagram E(X) we can now make use of a certain short exact sequence; cf. Section 3.4.
Dropping the E 1 -terms and similar ones, we obtain the proper spectral sequenceĖ(X) of our filtered complex X. Amongst others, it contains all E k -terms for k ≥ 2 in the classical language; cf. Sections 3.6, 3.5.
First comparison
Suppose given abelian categories A, A ′ and B with enough injectives and an abelian category C. Suppose given objects X ∈ Ob A and X ′ ∈ Ob A ′ . Let A × A ′ E F B be a biadditive functor such that F (X, −) and F (−, X ′ ) are left exact. Let B E G C be a left exact functor. Suppose further conditions to hold; see Section 5.
We have a Grothendieck spectral sequence for the composition G • F (X, −) and a Grothendieck spectral sequence for the composition G•F (−, X ′ ). We evaluate the former at X ′ and the latter at X.
In both cases, the E 2 -terms are (R i G)(R j F )(X, X ′ ). Moreover, they both converge to R i+j (G • F ) (X, X ′ ). So the following assertion is well motivated.
Theorem 5.1. The proper Grothendieck spectral sequences just described are isomorphic; i.e.
So instead of "resolving X ′ twice", we may just as well "resolve X twice".
In fact, the underlying double complexes are connected by a chain of double homotopisms, i.e. isomorphisms in the homotopy category as defined in [4, Chap. IV, §4]; and rowwise homotopisms. These morphisms then induce isomorphisms on the associated proper first spectral sequences.
Second comparison
Suppose given abelian categories A and B ′ with enough injectives and abelian categories B and C. Suppose given objects X ∈ Ob A and Y ∈ Ob B. Let A E F B ′ be a left exact functor. Let
B × B
′ E G C be a biadditive functor such that G(Y, −) is left exact.
Let B ∈ Ob C [0 (B) be a resolution of Y , i.e. a complex B admitting a quasiisomorphism Conc Y E B. Assume that G(B k , −) is exact for all k ≥ 0. Suppose further conditions to hold; see Section 6.
We have a Grothendieck spectral sequence for the composition G(Y, −) • F , which we evaluate at X. On the other hand, we can consider the double complex G(B, F A), where the indices of B count rows and the indices of A count columns. To the first filtration of its total complex we can associate the proper spectral sequenceĖ I G(B, F A) .
If B has enough injectives and B is an injective resolution of Y , then in both cases, the E 2 -terms are a priori seen to be (R i G) Y, (R j F )(X) .
Theorem 6.2. We haveĖ
Gr F,G(Y,−) (X) ≃Ė I G(B, F A) . So instead of "resolving X twice", we may just as well "resolve X once and Y once".
The left hand side spectral sequence converges to R i+j (G(Y, −) • F ) (X). By this theorem, so does the right hand side one.
The underlying double complexes are connected by two morphisms of double complexes (in the directions • E • ' •) that induce isomorphisms on the associated proper spectral sequences.
Of course, Theorems 5.1 and 6.2 have dual counterparts.
Results of Beyl and Barnes
Let R be a commutative ring. Let G be a group. Let N G be a normal subgroup. Let M be an RG-module.
Beyl generalises Grothendieck's setup, allowing for a variant of a Cartan-Eilenberg resolution that consists of acyclic, but no longer necessarily injective objects. We have documented Beyl's theorem as Theorem 7.4 in our framework, without claiming originality.
Beyl uses loc. cit. to prove that, from the E 2 -term on, the Grothendieck spectral sequence for RG -Mod
R -Mod at M is isomorphic to the LyndonHochschild-Serre spectral sequence, i.e. the spectral sequence associated to the double complex RG (Bar G/N ;R ⊗ R Bar G;R , M); cf. [3, 3.4, 3.5] , [2, 3.5] . This is now also a consequence of Theorems 5.1 and 6.2, as explained in Section 8.1.
Barnes works in a slightly different setup. He supposes given a commutative ring R, abelian categories A, B and C of R-modules, and left exact functors F : A E B and G : B E C, where F is supposed to have an exact right adjoint J : B E A that satisfies F • J = 1 B . Moreover, he assumes A to have ample injectives and C to have enough injectives. In this setup, he obtains a general comparison theorem. See [1, Sec. X.5, Def. X.2.5, Th. X.5.4].
Beyl [3] and Barnes [1] also considered cup products; in this article, we do not.
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Conventions
Throughout these conventions, let C and D be categories, let A be an additive category, let B and B ′ be abelian categories, and let E be an exact category.
in A such that dd = 0, ∂∂ = 0 and d∂ = ∂d everywhere. As morphisms between double complexes, we take all diagram morphisms. Let CC(A) denote the category of double complexes.
We may identify CC(A) = C(C(A)).
The double complexes considered in this Section 1.1 have entries in A.
Let CC (A) := C
[0 (C [0 (A)) be the category of first quadrant double complexes, consisting of double complexes X such that X i,j = 0 whenever i < 0 or j < 0.
Given a double complex X and i ∈ Z, we let X i, * ∈ Ob C(A) denote the complex that has entry X i,j at position j ∈ Z, the differentials accordingly.
Applying H in different directions
Given X ∈ Ob CC(A), we let H(X * ,− ) ∈ Ob C(A) denote the complex that has H(X * ,j ) at position j ∈ Z, and the induced morphisms as differentials. Similarly, H(X −, * ) ∈ Ob C(A) has H(X j, * ) at position j ∈ Z.
In other words, a " * " denotes the index direction to which H is applied, a "−" denotes the surviving index direction. For short, " * " before "−".
Concentrated double complexes
Given a complex U ∈ Ob C [0 (A), we denote by Conc 2 U ∈ Ob CC (A) the double complex whose row 0 is given by U, and whose other rows are zero; i.e. given j ∈ Z, then (Conc 2 U) i,j equals U j if i = 0, and 0 otherwise, the differentials accordingly. Similarly, Conc 1 U ∈ Ob CC (B) denotes the double complex whose column 0 is given by U, and whose other columns are zero.
Row-and columnwise
Provided A is abelian, a double complex X is called rowwise split if X i, * is a split for all i ∈ Z A double complex X is called rowwise split acyclic if X i, * is a split acyclic complex for all i ∈ Z. It is called columnwise split acyclic if X * ,j is a split acyclic complex for all j ∈ Z.
Horizontally and vertically split acyclic
A horizontally split acyclic double complex is a double complex isomorphic to one of the form
It is called elementary horizontally split acyclic if its entries are zero outside two given neighboring columns.
A vertically split acyclic double complex is a double complex isomorphic to one of the form . . . . . .
It is called elementary vertically split acyclic if its entries are zero outside two given neighboring rows.
A horizontally split acyclic double complex is in particular rowwise split acyclic. A vertically split acyclic double complex is in particular columnwise split acyclic. 
Total complex
The total complex tX of a double complex X ∈ Ob CC (A) is given by the complex
Using the induced morphisms, we obtain a total complex functor CC (A) E t C [0 (A). Since t maps elementary horizontally or vertically split acyclic double complexes to split acyclic double complexes, it induces a functor KK (A)
If, in addition, A is abelian, the total complex functor maps rowwise quasiisomorphisms and columnwise quasiisomorphisms to quasiisomorphisms, as one sees using the long exact homology sequence and induction on a suitable filtration.
The homotopy category of first quadrant double complexes as a quotient
Let KK (A) be the full image of CC (A) in KK(A).
Lemma 1.1
The residue class functor, restricted to CC (A) E KK (A), induces an equivalence
Proof. We have to show faithfulness; i.e. that if a morphism X E Y in CC (A) factors over a split acyclic double complex, then it factors over a split acyclic double complex that lies in Ob CC (A). By symmetry, it suffices to show that if a morphism X E Y in CC (A) factors over a horizontally split acyclic double complex, then it factors over a horizontally split acyclic double complex that lies in Ob CC (A). Furthermore, we may assume X E Y to factor over an elementary horizontally split acyclic double complex S concentrated in the columns k and k + 1 for some k ∈ Z. We may assume that S i,j = 0 for i < 0 and j ∈ Z. If k < 0, and in particular, if k = −1, then X E Y is zero, so that in this case we may assume S = 0. Now, S ∈ Ob CC (A).
Cf. also the similar Remark 2.1.
Triple complexes 1.2.1 Definition
Let CCC(A) := C(C(C(A))) be the category of triple complexes. A triple complex Y has entries Y k,ℓ,m for k, ℓ, m ∈ Z.
We denote the differentials in the three directions by Y
Let k, ℓ, m ∈ Z. We shall use the notation Y −,ℓ,= for the double complex having at position (k, m) the entry X k,ℓ,m , differentials accordingly. Similarly the complex Y k,ℓ, * etc.
Given a triple complex Y ∈ Ob CCC(A), we write HY −,=, * ∈ Ob CC(A) for the double complex having at position (k, ℓ) the entry H(Y k,ℓ, * ), differentials accordingly.
Denote by CCC (A) ⊆ CCC(A) the full subcategory of first octant triple complexes; i.e. triple complexes Y having Y k,ℓ,m = 0 whenever k < 0 or ℓ < 0 or m < 0.
Planewise total complex
For Y ∈ Ob CCC (A) we denote by t 1,2 Y ∈ Ob CC (A) the planewise total complex of Y , defined for m ∈ Z as
with the differentials in the horizontal direction of t 1,2 Y being induced by the differentials in the third index direction of Y , and with the differentials in the vertical direction being given by the total complex differentials. Explicitly, given k, ℓ ≥ 0, we have
By means of induced morphisms, this furnishes a functor
Cartan-Eilenberg resolutions
We shall use Quillen's terminology of exact categories to deal with Cartan-Eilenberg resolutions, as it has been done by MacLane already before this terminology was available; cf.
[11, Sec. XII.11]. The assertions in this section are for the most part wellknown.
Just a remark
Remark 2.1 Let A be an additive category. Let S ⊆ C [0 (A) denote the full subcategory of split acyclic complexes. Then
Exact categories
Concerning the terminology of exact categories, originally defined by Quillen, we refer to
Let E be an exact category. An object I ∈ Ob E is called relatively injective, or a relative injective, if E (−, I) turns pure short exact sequences of E to short exact sequences. We say that E has enough relative injectives, if for all X ∈ Ob E, there exists a relative injective I and a pure monomorphism X E r I.
Remark 2.2
Suppose that E has enough relative injectives. Given X ∈ Ob C [0 (E) with pure differentials, there exists a complex I with pure differentials and consisting of relative injectives, together with a quasiisomorphism of complexes X E I that consists of pure monomorphisms.
Proof. Let X 0 E r I 0 be a pure monomorphism into a relatively injective object I 0 . Forming a pushout along X 0 E r I 0 , we obtain a pointwise purely monomorphic morphism of complexes X E X ′ with X ′0 = I 0 and X ′k = X k for k ≥ 2. Considering its cokernel, we see that it is a quasiisomorphism. So we may assume X 0 to be relatively injective.
Let X 1 E r I 1 be a pure monomorphism into a relatively injective object I 1 . Form a pushout along
Definition 2.3 Suppose given X ∈ Ob E. A relatively injective resolution J ∈ Ob C [0 (E) of X is a complex with the following properties.
(1) The object entries of J are relatively injective.
(2) The differentials of J are pure.
(3) There exists a quasiisomorphism Conc X E I having a pure monomorphism X E r I 0 at position 0.
A relatively injective resolution is a relatively injective resolution of some object in E.
If E has enough relative injectives, then every X ∈ Ob E has a relative injective resolution
Proof. Faithfulness is to be shown. A morphism X E Y in C [0 (A) that factors over an elementary split acyclic complex of the form (· · · E 0 E T T E 0 E · · · ) with T in positions k and k + 1 is zero, provided k < 0.
Remark 2.4 Suppose given X ∈ Ob C [0 (E) with pure differentials such that H k X ≃ 0 for k ≥ 1. Suppose given I ∈ Ob C [0 (E) such that I k is purely injective for k ≥ 0, and such that
Then the map
that sends a representing morphism of complexes to the morphism induced on the mentioned kernels, is bijective.
Suppose E to have enough relative injectives. Let I ⊆ E denote the full subcategory of relative injectives. Let C [0, res (I) denote the full subcategory of C [0 (I) consisting of complexes X with pure differentials such that
Proof. Follows using Remark 2.4.
Remark 2.6 (exact Horseshoe Lemma) Given a pure short exact sequence X ′ E X E X ′′ and relative injective resolutions I ′ resp. I ′′ of X ′ resp. X ′′ , there exists a relative injective resolution I of X and a pointwise split short exact sequence
Proof. Choose pure monomorphisms X ′ E r I ′0 and X ′′ E r I ′′0 into relative injectives I ′0 and I ′′0 . Imbed them into a morphism from the pure short exact sequence X ′ E r X E X ′′ to the split short exact sequence
is purely monomorphic. So we can take the cokernel
′′ of this morphism of pure short exact sequences. Considering the cokernels on the commutative triangle (X, T, I
′0 ⊕ I ′′0 ) of pure monomorphisms, we obtain a bicartesian square (T, I ′0 ⊕I ′′0 , B 1 I ′ , B 1 I) and conclude that the sequence of cokernels is itself purely short exact. So we can iterate.
An exact category structure on C(A)
Let A be an abelian category with enough injectives.
Remark 2.7
The following conditions on a short exact sequence X ′ E X E X ′′ in C(A) are equivalent.
(1) All connectors in its long exact homology sequence are equal to zero.
has short exact rows and short exact columns for all k ∈ Z.
Proof. First, we disregard condition (3 ′ ). We consider the diagram in (4) as a (horizontal) short exact sequence of (vertical) complexes and regard its long exact homology sequence. Taking into account that all assertions are supposed to hold for all k ∈ Z, we can employ the long exact homology sequence on X ′ E X E X ′′ to prove the equivalence of (1), (2) , (3) and (4) . Now the assertion (1) ⇐⇒ (3) is dual to the assertion (1) ⇐⇒ (3 ′ ).
Remark 2.8 The category C(A), equipped with the set of short exact sequences that have zero connectors on homology as pure short exact sequences, is an exact category with enough relative injective objects. With respect to this exact category structure, a complex is relatively injective if and only if it is split and has injective object entries.
Cf. [11, Sec. XII.11], where pure short exact sequences are called proper. A relatively injective object in C(A) is also referred to as an injectively split complex. To a relatively injective resolution of a complex X ∈ Ob C(A), we also refer to as a Cartan-Eilenberg-resolution, or, for short, as a CE-resolution of X. A CE-resolution is a CE-resolution of some complex. It is in particular rowwise split and has injective object entries. Ad (Ex 2). To see that the composition of two pure monomorphisms is purely monomorphic, we may use condition (3 ′ ) from Remark 2.7.
Ad (Ex 3). Suppose given a commutative triangle
, mapping from C(A) to the category of all diagrams of shape • E • E • with values in A, where k ∈ Z. By conditions (2) and (3 ′ ) of Remark 2.7, it transports pure short exact sequences to short exact sequences. We conclude that the image of X E Y is a monomorphism for all k ∈ Z. By condition (3 ′ ) of loc. cit., X E Y is purely monomorphic, so that we may complete to 
with (X, Y, B) and (A, Y, Z) pure short exact sequences. Applying F (k) again to this diagram, we conclude that the image of A E B is a monomorphism for all k ∈ Z, whence A E B is a pure monomorphism. This concludes the proof of C(A) being an exact category.
We claim relative injectivity of complexes with split differentials and injective object entries. By a direct product decomposition, and using the fact that any monomorphism from an elementary split acyclic complex to an arbitrary complex is split, we are reduced to showing that a pure monomorphism from a complex with a single nonzero injective entry, at position 0, say, to an arbitrary complex is split. So suppose given I ∈ Ob Inj A, X ∈ Ob C(A) and a pure monomorphism Conc I E r X. Using condition (3 ′ ) of Remark 2.7, we may choose a retraction to the composition (I E X 0 E Z ′0 X). This yields a retraction to I E X 0 that composes to 0 with X −1 E X 0 , which can be employed for the sought retraction X E Conc I. This proves the claim.
Let X ∈ Ob C(A). We claim that there exists a pure monomorphism from X to a relatively injective complex. Since A has enough injectives, by a direct product decomposition we are reduced to finding a pure monomorphism from X to a complex with split differentials. Consider the following morphism ϕ k of complexes for k ∈ Z.
The functor Z ′k maps it to the identity. We take the product of the upper complexes over k ∈ Z and let the morphisms ϕ k be the components of a morphism ϕ from X to this product. At position k, this morphism ϕ is monomorphic because ϕ k is. Moreover, Z ′k (ϕ) is a monomorphism because Z ′k (ϕ k ) is. Hence ϕ is purely monomorphic by condition (3 ′ ) of Remark 2.7. This proves the second claim.
Proof. This follows using the definition of pure short exact sequences, i.e. condition (1) of Remark 2.7.
Remark 2.10
The category C [0 (A), equipped with the short exact sequences that lie in C [0 (A) and that are pure in C(A) in the sense of Remark 2.8 as pure short exact sequences, is an exact category. It has enough relative injectives, viz. injectively split complexes that lie in C [0 (A).
Proof. Let J be a CE-resolution of U. Since the morphism of double complexes Conc 2 U E J is a columnwise quasiisomorphism, taking the total complex, we obtain a quasiisomorphism U E tJ. By G-acyclicity of the entries of U, the image Conc 2 GU E GJ under G is a columnwise quasiisomorphism, too, whence G maps the quasiisomorphism U E tJ to the quasiisomorphism GU E GtJ. Since U E I and U E tJ are quasiisomorphisms, we have a homotopism tJ E I such that (
Since GU E GtJ is a quasiisomorphism and GtJ E GI is a homotopism, we conclude that GU E GI is a quasiisomorphism.
The Cartan-Eilenberg resolution of a quasiisomorphism
Write CC , CE (Inj A) for the full subcategory of CC (A) whose objects are CE-resolutions. Write KK , CE (Inj A) for the full subcategory of KK (A) whose objects are CE-resolutions.
Abbreviate E := C(A), which is an exact category as in Section 2.8. Consider CC (A) ⊆ C [0 (E), where the second index of X ∈ Ob CC (A) counts the positions in E = C(A).
Remark 2.12 Suppose given a split acyclic complex X ∈ Ob C [0 (A). There exists a horizontally split acyclic CE-resolution J of X.
Proof. This holds for an elementary split acyclic complex, and thus also in the general case by taking direct sums.
Lemma 2.13 Suppose given X ∈ Ob CC (A) with pure differentials when considered as an object of C [0 (E), and with
Suppose given J ∈ Ob CC (Inj A) with split acyclic rows J k, * for k ≥ 1. In other words, J is supposed to consist of relative injective object entries when considered as an object of
is bijective.
Proof. First, let us observe that by Remark 2.4, we have ( * * )
Let X E f J be a morphism that vanishes under ( * ). Then H 0 X * ,− E H 0 J * ,− factors over a split acyclic complex S ∈ Ob C [0 (A); cf. Remark 2.1. Let K be a horizontally split acyclic CE-resolution of S; cf. Remark 2.12. By Remark 2.5, we obtain a morphism
Hence by ( * * ), it vanishes in K [0 (E) and so a fortiori in KK (A).
Taken together, X E f J vanishes in KK (A).
Proposition 2.14 The functor CC , CE (Inj A)
Proof. By Lemma 2.13, this functor is full and faithful. By Remark 2.4, it is dense.
, and let J and J ′ be CE-resolutions of X. Then J and J ′ are isomorphic in KK (A).
The following lemma is to be compared to Remark 2.12.
Lemma 2.16 Suppose given an acyclic complex X ∈ Ob C [0 (A). There exists a rowwise split acyclic CE-resolution J of X. Each CE-resolution of X is isomorphic to J in KK (A).
Proof. By Corollary 2.15, it suffices to show that there exists a horizontally split acyclic CE-resolution of X. Recall that a CE-resolution of a complex Y ∈ Ob C [0 (A) can be constructed by a choice of injective resolutions of H k Y and B k Y for k ∈ Z, followed by an application of the abelian Horseshoe Lemma to the short exact sequences
Since H k X = 0 for k ∈ Z, we may choose the zero resolution for it. Applying this construction, we obtain a rowwise split acyclic CE-resolution.
Thenf can be written as a composition of rowwise homotopisms and double homotopisms in CC , CE (Inj A).
Proof. We can factor
where A is a split acyclic complex, and where a, hence also ( f a ), is a pointwise split monomorphism. Let B be a CE-resolution of A. Taking a CE-resolution b of a, we obtain
J is a double homotopism; cf. Proposition 2.14. Hencef is a composition of rowwise homotopisms and double homotopisms if and only if this holds for (f b ). So we may assume that f is pointwise split monomorphic.
By Proposition 2.14, we may replace the given CE-resolutionf by an arbitrary CE-resolution of f between arbitrarily chosen CE-resolutions of X and of X ′ without changing the property of being a composition of rowwise homotopisms and double homotopisms for this newly chosen CE-resolution of f .
is acyclic. Let J be a rowwise split acyclic CE-resolution ofX; cf. Lemma 2.16. This short exact sequence is pure by acyclicity ofX; cf. condition (1) of Remark 2.7. Hence by the exact Horseshoe Lemma, there exists a rowwise split short exact sequence J EJ ′ EJ of CE-resolutions that maps to X E X ′ EX under H 0 (−) * ,− ; cf. Remark 2.6. SinceJ is rowwise split acyclic and since this sequence is rowwise split short exact, J EJ ′ is a rowwise homotopism. Since J EJ ′ is a CE-resolution of X E f X ′ , this proves the proposition.
Formalism of spectral sequences
We follow essentially Let A be an abelian category.
Pointwise split and pointwise finitely filtered complexes
Let Z ∞ := {−∞} ⊔ Z ⊔ {∞}, considered as a linearly ordered set, and thus as a category. Write
An object X ∈ Ob Z ∞ , C(A) is called a pointwise split and pointwise finitely filtered complex (with values in A), provided (SFF 1, 2, 3) hold.
(SFF 1) We have X(−∞) = 0.
The pointwise split and pointwise finitely filtered complexes with values in A form a full sub-
Suppose given a pointwise split and pointwise finitely filtered complex X with values in A for the rest of the present Section 3.
, which is a finite direct sum. We identify along this isomorphism. In particular, we get as a matrix representation for the differential
where d i σ,τ = 0 whenever σ < τ ; a kind of lower triangular matrix.
Spectral objects
e. letZ ∞ be linearly ordered via a lexicographical order. We have an automorphism α +k E α +k+1 of the posetZ ∞ , to which we refer as shift. Note that
We have an automorphism β/α E (β/α) +1 := α +1 /β of the posetZ # ∞ , to which, again, we refer as shift.
We write Z
Note that any element ofZ # ∞ can uniquely be written as (β/α) +k for some β/α ∈ Z # ∞ and some k ∈ Z. We shall construct the spectral object Sp(X) ∈ ObZ
We require that
i.e., roughly put, that Sp(X) be periodic up to shift of complexes. Define X β/α := Cokern X(α) E X(β) for β/α ∈ Z # ∞ . By periodicity, we conclude that X α/α = 0 and X α +1 /α = 0 for all α ∈Z ∞ .
By periodicity up to shift of complexes, this defines Sp(X). The construction is functorial in X ∈ Ob SFF(A).
Spectral sequences
## ∞ , the morphism on which is given by the middle column. Given δ/β/ /γ/α ∈Z ## ∞ and k ∈ Z, we also write
Altogether,
3.4 A short exact sequence
Proof. See [9, Lem. 3.9].
we have a short exact sequence
Proof. Apply the functor induced by β/α E α +1 /β to Sp(X). Then apply [9, Lem. 3.9].
The short exact sequence in Lemma 3.1 is called a fundamental short exact sequence (in first notation), the short exact sequence in Lemma 3.2 is called a fundamental short exact sequence (in second notation). They will be used without further comment.
Classical indexing
Let 1 ≤ r ≤ ∞ and let p, q ∈ Z. Denote 
Comparing proper spectral sequences
Let X E f Y be a morphism of pointwise split and pointwise finitely filtered complexes with values in A. Write E(X) E E(f ) E(Y ) for the induced morphism on the spectral sequences.
For α, β ∈Z ∞ , we write α< β if
We writeŻ
We writeĖ (X) := E(X)|˙Z## ∞ ∈ ObŻ ## ∞ , A for the proper spectral sequence of X; analogously for the morphisms. 
Proof. Claim 1. We have an isomorphism E(γ/β − 1/ /β/β − 2) +k (f ) for all k ∈ Z, all β ∈ Z and all γ ∈ Z such that γ > β. We have an isomorphism E(β + 1/β − 1/ /β/α) +k (f ) for all k ∈ Z, all β ∈ Z and all α ∈ Z such that α < β − 1.
The assertions follow by induction using the exact sequences
Claim 2. We have an isomorphism E(γ/β − 1/ /β/α) +k (f ) for all k ∈ Z and all α, β, γ ∈ Z such that α < β − 1 < β < γ.
We proceed by induction on γ − α. By Claim 1, we may assume α < β − 2 < β + 1 < γ. Consider the image diagram
+k .
Claim 3.
We have an isomorphism E(δ/β/ /γ/α) +k (f ) for all k ∈ Z and all α, β, γ, δ ∈ Z such that α < β ≤ γ < δ.
We may assume that β < γ. We proceed by induction on γ − β. By Claim 2, we may assume γ − β ≥ 2. Consider the short exact sequence
Claim 4. We have an isomorphism E(δ/β/ /γ/α) +k (f ) for all k ∈ Z and all α, β, γ, δ ∈ Z ∞ such that α < β ≤ γ < δ.
In view of Claim 3 it suffices to chooseα ∈ Z small enough such that E(δ/β/ /γ/α)
Claim 5. We have an isomorphism E(δ/β/ /γ/α) +k (f ) for all k ∈ Z and all α, β, γ, δ ∈ Z ∞ such that α< β ≤ γ< δ.
In view of Claim 4 it suffices to chooseβ ∈ Z small enough such that E(δ/β/ /γ/−∞)
Claim 6. We have an isomorphism E(δ/β/ /γ/α) +k (f ) for all k ∈ Z and all α, β, γ, δ
In view of Claim 5 it suffices to consider the short exact sequence
Claim 7. The assertion of the lemma holds.
Suppose given α, β, γ, δ ∈Z ∞ such that δ
. Via a shift we may assume that we are in the situation of Claim 5 or of Claim 6.
The first spectral sequence of a double complex
Let A be an abelian category. Let X ∈ Ob CC (A). Given n ∈ Z ∞ , we write X [n, * for the double complex arising from X by replacing X i,j by 0 for all i ∈ [0, n[. We define a pointwise split and pointwise finitely filtered complex t I X, called the first filtration of tX, by letting t I X(α) := X [−α, * for α ∈ Z ∞ ; and by letting t I X(α) E t I X(β) be the pointwise split inclusion X [−α, * E X [−β, * if α ≤ β. Let E I (X) := E(t I X). This construction is functorial in X ∈ Ob CC (A).
We record the following wellknown lemma in the language we use here.
Proof. The first equality follows by
is at position k ≥ 0 given by
In particular, the morphisms
are given by
Now the assertion follows by the diagram
Proof. It suffices to show that the morphism Sp(t I f ) inZ
is pointwise a quasiisomorphism. I.e. it suffices to show that tf
Proof. By Lemma 1.1, we have to show thatĖ I annihilates all elementary horizontally split acyclic double complexes in Ob CC (A) and all elementary vertically split acyclic double complexes in Ob CC (A).
Let U ∈ Ob CC (A) be an elementary vertically split acyclic double complex concentrated in rows i and i + 1, where i ≥ 0. Let V ∈ Ob CC (A) be an elementary horizontally split acyclic double complex concentrated in columns j and j + 1, where j ≥ 0.
is acyclic, being the total complex of a rowwise split acyclic double complex.
Let −∞ ≤ α< β ≤ γ< δ ≤ ∞ inZ ∞ . Let k ∈ Z. We claim that the functor E I (δ/β/ /γ/α) +k annihilates U and V . We may assume that β < γ. 
We claim that the functor E I (δ/β/ /γ/α) +k annihilates U and V . We may assume that β < γ and that δ −1 < α.
Our functor annihilates V by the remark made before the previous claim. Note that E I (δ/β/ /γ/α) +k (U) is the image of Both claims taken together prove the lemma.
Grothendieck spectral sequences 4.1 Definition
Suppose given abelian categories A, B and C, and suppose that A and B have enough injectives. Let A E F B and B E G C be left exact functors.
A complex A ∈ Ob C [0 (A) is called an (F, G)-acyclic resolution of X ∈ Ob A if it has the following properties.
(A 1) There exists a quasiisomorphism Conc X E A.
An object X ∈ Ob A that possesses an (F, G)-acyclic resolution is called (F, G)-acyclicly resolvable. The full subcategory of (F, G)-acyclicly resolvable objects in A is denoted by A (F,G) .
Remark 4.1 If X ∈ Ob A is F -acyclic and I ∈ Ob C [0 (Inj A) an injective resolution of X, then F maps the quasiisomorphism Conc X E I to a quasiisomorphism Conc F X E F I.
Proof. This follows since F is left exact and since H
i (F I) ≃ (R i F )X ≃ 0 for i > 0.
Remark 4.2 If F carries injective objects to G-acyclic objects, then (A 2) and (A 4) imply (A 3).
Proof. Given i ≥ 0, we let I be an injective resolution of A i , andĨ the acyclic complex obtained by appending A i to I in position −1. Since A i is F -acyclic, the complex FĨ is acyclic; cf. Remark 4.1. Long exact sequences show that F B jĨ is G-acyclic for j ≥ 1, whence (G • F )Ĩ is acyclic. Remark 4.3 Suppose given X ∈ Ob A, an injective resolution I of X and an F -acyclic resolution A of X. Then there exists a quasiisomorphism A E u I that is mapped to 1 X by H 0 . Moreover, any morphism A E u I that is mapped to 1 X by H 0 is a quasiisomorphism and is mapped to a quasiisomorphism F A E F u F I by F .
Proof. To prove the first assertion, it suffices to find for the given F -acyclic resolution A an injective resolution I ′ and a quasiisomorphism A E I ′ that resolves 1 X . For then there is a homotopism I ′ E I resolving 1 X ; whence the composition (A E I ′ E I) is a quasiisomorphism resolving 1 X .
To prove the second assertion, it suffices to find for the given F -acyclic resolution A an injective resolution I ′ and a quasiisomorphism A E I ′ that resolves 1 X and that is mapped to a quasiisomorphism by F . For then there is a factorisation (A E I ′ E I) = (A E u I) in K(A) for some morphism I ′ E I, which, since resolving 1 X as well, is a homotopism. Since F I ′ E F I is a homotopism, also F A E F I is a quasiisomorphism.
So let J be a CE-resolution of A. Then Conc 2 A E J is a columnwise quasiisomorphism. Hence so is Conc 2 F A E F J; cf. Remark 4.1. Letting I ′ := tJ, the total complex functor yields a quasiisomorphism A E I ′ that is mapped to a quasiisomorphism F A E F I ′ by F . We use the composition Conc X E A E I ′ to resolve X by I ′ .
The following construction has been carried out by Haas in the classical case; cf. [7] . We do not claim any originality.
I do not know whether the use of injectives in A in the following construction can be avoided; in any case, it would be desirable to do so.
We set out to define the proper Grothendieck spectral sequence functor
We defineĖ
Gr F,G on objects. Suppose given X ∈ Ob A (F,G) . Choose an (F, G)-acyclic resolution A X ∈ Ob C [0 (A). Choose a CE-resolution J X ∈ Ob CC (Inj B) of F A X . Let E Gr F,G (X) := E I (GJ X ) = E(t I GJ X ) ∈ ObZ ## ∞ , C be the Grothendieck spectral sequence of X with respect to F and G. Accordingly, leṫ
be the proper Grothendieck spectral sequence of X with respect to F and G.
Gr F,G on morphisms. Suppose given X ∈ Ob A (F,G) . Choose an injective resolution I X ∈ Ob C [0 (Inj A) of X. Choose a quasiisomorphism A X E p X I X that is mapped to 1 X by H 0 and to a quasiisomorphism by F ; cf. Remark 4.3. Choose a CE-resolution K X ∈ Ob CC (Inj B) of F I X . Choose a morphism J X E q X K X in CC (Inj B) that is mapped to F p X by H 0 (−) * ,− ; cf. Proposition 2.14.
Note that J X E q X K X can be written as a composition of rowwise homotopisms and double homotopisms in CC , CE (Inj B); cf. Proposition 2.17. Hence, so can GJ X E Gq X GK X . Thuṡ
is an isomorphism; cf. Remark 3.6, Lemma 3.7.
The procedure can be adumbrated as follows.
We show that this defines a functorĖ
We need to show independence of the construction from the choices of f ′ and f ′′ , for then functoriality follows by appropriate choices. We show that alternative choices of A X , I X and p X , and of J X , K X and q X , yield isomorphic proper Grothendieck spectral sequence functors.
X be alternative choices, where X runs through Ob A (F,G) . A (F,G) . We resolve the commutative quadrangle
, in which u X and u Y are homotopisms. Then we resolve the commutative quadrangle
; cf. Proposition 2.14. Therein, v X and v Y are composed of double homotopisms and rowwise homotopisms; cf. Proposition 2.17. So are Gv X and Gv Y . An application ofĖ I G(−) yields the sought isotransformation, viz.
at X ∈ Ob A (F,G) ; cf. Remark 3.6, Lemma 3.7.
Haas transformations
The following transformations have been constructed in the classical case by Haas; cf. [7] . We do not claim any originality.
Situation
Consider the following diagram of abelian categories, left exact functors and natural transfor-
Assume that the conditions (1, 2, 3) hold.
(1) The categories A, B, A ′ and B ′ have enough injectives.
(2) The functors U and V carry injectives to injectives.
(3) The functor F carries injective to G-acyclic objects. The functor F ′ carries injective to G ′ -acyclic objects.
We have A (F,G) = A since an injective resolution is an (F, G)-acyclic resolution. Likewise, we have A
Note in particular the case U = 1 A , V = 1 B and W = 1 C .
We set out to define the Haas transformationṡ 
Construction of the first Haas transformation
Given T ∈ Ob A, we letĖ Gr F,G (T ) be defined via an injective resolution I T of T and via a CE-resolution J T of F I T ; cf. Section 4.1.
h ′′ X V J X be the unique morphism in KK (B ′ ) that maps to the composite morphism
under H 0 (−) * ,− ; cf. Lemma 2.13. Let the first Haas transformation be defined by
We show that h
Hence, by Remark 2.4, applied to I ′ U X and UI Y , the lifted quadrangle
. Hence both quadrangles in
. By Lemma 2.13, applied to J ′ U X and V J Y , the outer quadrangle in the latter diagram lifts to the commutative quadrangle
. Applying E I G ′ (−) and employing in the definitions ofĖ
Construction of the second Haas transformation
We maintain the notation of Section 4.2.2.
Given X ∈ Ob A, we let the second Haas transformation be defined by
It is a transformation since ν is.
5 The first comparison
The comparison isomorphism
Suppose given abelian categories A, A ′ and B with enough injectives and an abelian category C.
F B be a biadditive functor. Let B E G C be an additive functor.
Suppose given objects X ∈ Ob A and X ′ ∈ Ob A ′ . Suppose the following properties to hold.
(a) The functor
Moreover, the resolutions appearing in (c) and (c ′ ) are stipulated to have the following properties.
The conditions (d, d
′ ) are e.g. satisfied if F (−, A ′k ) and F (A k , −) are exact for all k ≥ 0.
Theorem 5.1
The proper Grothendieck spectral sequence for the functors F (X, −) and G, evaluated at X ′ , is isomorphic to the proper Grothendieck spectral sequence for the functors F (−, X ′ ) and G, evaluated at X; i.e.
′ is a composition of rowwise homotopisms and double homotopisms; cf. Proposition 2.17. So is GJ A ′ E GJ A,A ′ . Hence, by Remark 3.6 and by Lemma 3.7, we obtain an isomorphism of the proper spectral sequences of the first filtrations of the total complexes,
We compose to an isomorphismĖ
Naturality of the comparison isomorphism
We narrow the assumptions just as we have done for the introduction of the Haas transformations in Section 4.2.1 in order to be able to express, in this narrower case, the naturality of the isomorphism exhibited in Theorem 5.1.
Suppose the following properties hold.
(b) The functor G is left exact.
(c) For all X ′ ∈ Ob A ′ , the functor F (−, X ′ ) carries injective objects to G-acyclic objects.
(c ′ ) For all X ∈ Ob A, the functor F (X, −) carries injective objects to G-acyclic objects.
(d) The functor F (I, −) is exact for all I ∈ Ob Inj A.
The following quadrangle, whose vertical isomorphisms are given by Theorem 5.1, commutes.
For the definition of the first Haas transformation h Proof of the proposition. Let I resp.Ĩ be an injective resolution of X resp. Y in A.
Let J I,I ′ resp. JĨ ,I ′ be a CE-resolution of tF (I, I ′ ) resp. tF (Ĩ, I ′ ).
Let J I resp. JĨ be a CE-resolution of
We have a commutative diagram
. By Proposition 2.14, it lifts to a commutative diagram
. Application ofĖ I G(−) yields the result; cf. Lemma 3.7.
The second comparison
Suppose given abelian categories A and B ′ with enough injectives and abelian categories B and C.
Let A E F B ′ be an additive functor. Let B × B ′ E G C be a biadditive functor.
Suppose given objects X ∈ Ob A and Y ∈ Ob B. Let B ∈ Ob C [0 (B) be resolution of Y , i.e. suppose a quasiisomorphism Conc Y E B to exist. Suppose the following properties to hold.
(a) The functor F is left exact.
(e) The functor G(−, I ′ ) is exact for all I ′ ∈ Ob Inj B ′ .
Remark 6.1 Suppose given a morphism
of proper spectral sequences.
Proof
is an isomorphism for all α ∈ Z and all k ∈ Z. By Lemma 3.5, this amounts to isomorphisms H k H ℓ (f −, * ) for all k, ℓ ≥ 0, i.e. to quasiisomorphisms H ℓ (f −, * ) for all ℓ ≥ 0.
Consider the double complex G(B, FA) ∈ CC (C), where the indices of B count rows and the indices of A count columns. To the first filtration of its total complex we can associate the proper spectral sequenceĖ I (G(B, FA) ).
Theorem 6.2 The proper Grothendieck spectral sequence for the functors F and G(Y, −), evaluated at X, is isomorphic toĖ I (G(B, FA) ); i.e. , FA) ) .
. By Remark 6.1, it suffices to find D ∈ Ob CC (C) and two morphisms of double complexes
such that H ℓ (u −, * ) and H ℓ (v −, * ) are quasiisomorphisms for all ℓ ≥ 0.
Given a complex U ∈ Ob C [0 (B), recall that we denote by Conc 2 U ∈ Ob CC (B) the double complex whose row number 0 is given by U, and whose other rows are zero.
We have a diagram
in CC (C). We have
whose left hand side morphism is induced by the quasiisomorphism Conc H ℓ (FA) E H ℓ (J ′−, * ), and whose right hand side morphism is induced by the quasiisomorphism Conc Y E B.
By exactness of G(B k , −) for k ≥ 0, the left hand side morphism of ( * * ) is a rowwise quasiisomorphism. Since H ℓ (J ′k, * ) is injective, the functor G(−, H ℓ (J ′k, * )) is exact by (e), and therefore the right hand side morphism of ( * * ) is a columnwise quasiisomorphism. Thus an application of t to ( * * ) yields two quasiisomorphisms. Hence, also an application of t to ( * ) yields two quasiisomorphisms in the diagram
, where t 1,2 denotes taking the total complex in the first and the second index of a triple complex; cf. Section 1.2.2. Hence we have a diagram
consisting of two quasiisomorphisms. This diagram in turn, is isomorphic to
Hence we may take
We refrain from an investigation of the naturality of this second comparison isomorphism.
Acyclic CE-resolutions
We record Beyl's Theorem 
Definition
Let A, B and C be abelian categories. Suppose A and B to have enough injectives. Let A E F B E G C be left exact functors.
Let T ∈ Ob C [0 (B). In this Section 7, a CE-resolution of T will synonymously (and not quite correctly) be called an injective CE-resolution, to emphasise the fact that its object entries are injective.
We refer to C [0 (B) as an exact category in the sense of Remarks 2.8, 2.10. (2) The morphism of complexes B k, * E B k+1, * consisting of vertical differentials is a pure morphism for all k ≥ 0.
From (3, 4) and the short exact sequence
Example 7.2 An injective CE-resolution of T is in particular a G-acyclic CE-resolution of T .
Consider the transformation H
Proof. The sequences
A theorem of Beyl
Let X ∈ Ob A. Let A be a F -acyclic resolution of X. Let B be a G-acyclic resolution of FA. Proof. Since the proper Grothendieck spectral sequence is, up to isomorphism, independent of the choice of a CE-resolution, as pointed out in Section 4, our assertion is equivalent to the existence of an injective CE-resolution J of FA such thatĖ I (GJ) ≃Ė I (GB). So by Remark 6.1, it suffices to show that there exists an injective CE-resolution J of FA and a morphism B E J that induces a quasiisomorphism H ℓ (GB −, * ) E H ℓ (GJ −, * ) for all ℓ ≥ 0. By Remark 7.3 and Example 7.2, it suffices to show that GH
By the conditions (1, 2) on B and by G-acyclicity of H ℓ (B k, * ) for k, ℓ ≥ 0, the complex H ℓ (B −, * ) is a G-acyclic resolution of H ℓ (FA); cf. Remark 2.9.
By Remark 2.2, there exists J ∈ Ob CC (Inj B) with vertical pure morphisms and a morphism B E J consisting rowwise of pure monomorphisms such that H k (B * ,− ) E H k (J * ,− ) is an isomorphism of complexes for all k ≥ 0. In particular, the composition (Conc 2 FA E B E J) turns J into an injective CE-resolution of FA.
Let ℓ ≥ 0. Since B is a G-acyclic and J an injective CE-resolution of FA, In several instances below, we will make tacit use of the fact that a left exact functor between abelian categories respects injectivity of objects provided it has an exact left adjoint.
Comparing Lyndon-Hochschild-Serre with Grothendieck
Let R be a commutative ring. Let G be a group and let N G be a normal subgroup. WriteḠ := G/N andḡ := gN ∈Ḡ for g ∈ G. Let M be an RG-module. Write Bar G;R ∈ Ob C(RG -Mod) for the bar resolution of R over RG, having (Bar G;R ) i = RG ⊗(i+1) for i ≥ 0, the tensor product being taken over R.
and for x ∈ X, we obtain a biadditive functor
of RḠ-modules, where the right hand side is an RḠ-module via the bimodule R RḠ RḠ . This isomorphism Φ is natural in M ∈ Ob RG -Mod.
Proof. The inverse is given by
Proof. It suffices to show that V BarḠ ;R , R (RḠ, M) = RḠ BarḠ ;R , R (RḠ, M) has vanishing cohomology in degrees ≥ 1. Now,
Consider the double complex
We have functors RG -Mod
Theorem 8.3 (Beyl, [3, Th. 3.5 ]) The proper spectral sequencesĖ Proof. We have to show thatĖ 
Comparing Hochschild-Serre with Grothendieck
Let R be a commutative ring. Let g be a Lie algebra over R that is free as an R-module. Let n g be an ideal such thatḡ := g/n is free as an R-module. Writeḡ := g + n ∈ḡ for g ∈ g. Let M be a g-module, i.e. a U(g)-module. Write Bar g;R ∈ Ob C(RG -Mod) for the Chevalley-Eilenberg resolution of R over U(g), having (Bar g;
Lemma 8. 4 We have an isomorphism
of U(ḡ)-modules, where the right hand side is an U(ḡ)-module via the bimodule R U(ḡ) U (ḡ) . This isomorphism is natural in M ∈ Ob U(g) -Mod.
The proof of Lemma 8.4 will be given in Appendix A.
We have functors RG -Mod Proof. We have to show thatĖ 
Comparing two spectral sequences for a change of rings
The following application is taken from [4, XVI. §6].
Let R be a commutative ring. Let A E ϕ B be a morphism of R-algebras. Consider the functors
B -Mod and (B -Mod)
Let X be an A-module, let Y be a B-module.
We shall compare two spectral sequences with E 2 -terms Ext 
Comparing two spectral sequences for Ext and ⊗
Let R be a commutative ring. Let S be a ring. Let A be an R-algebra. Let M be an R-S-bimodule. Let X and X ′ be A-modules. Assume that X is flat over R. Assume that Ext
Example 8.9 Let T be a discrete valuation ring T , with maximal ideal generated by t. Let R = T /t ℓ for some ℓ ≥ 1. Let S = T /t k , where 1 ≤ k ≤ ℓ. Let G be a finite group, and let A = RG. Let M = S. Let X and X ′ be RG-modules that are both finitely generated and free over R.
Consider the functors (A -Mod)
• × A -Mod
The proper Grothendieck spectral sequencesĖ
Both have E 2 -terms Ext Proof of the proposition. To apply Theorem 5.1, we comment on the conditions.
(c) Given a projective A-module P , we want to show that the R-module A (P, X ′ ) is R (M, −)-acyclic. We may assume that P = A, which is to be viewed as an A-R-bimodule. Now, we have Ext
(c ′ ) Given an injective A-module I ′ , the R-module A (X, I ′ ) is injective since X is flat over R by assumption.
Comparing two spectral sequences for Ext of sheaves
Let T E f S be a flat morphism of ringed spaces, i.e. suppose that
Given O S -modules F and
Let F be an O S -module that has a locally free resolution B ∈ Ob C(O S -Mod); cf.
Proposition 8.11
The proper spectral sequencesĖ
In particular, both spectral sequences have E 2 -terms Ext
one-point-space and if we write R := O S (S), then we can identify
Proof. To apply Theorem 6.2, we comment on the conditions. I) ) turns a short exact sequence of O S -modules into a sequence that is short exact as a sequence of abelian presheaves, and hence a fortiori short exact as a sequence of O S -modules. In other words, the functor O S ((−, I)) is exact.
A Proof of Lemma 8.4
Let R be a commutative ring. Let g be a Lie algebra over R. Let n g be an ideal. Assume that g andḡ := g/n are free as R-modules. Writeḡ := g + n ∈ḡ for g ∈ g. Let M be a U(g)-module.
Suppose given a finite subset K ⊆ Z and a tuple of elements (g k ) k∈K of g. We number the elements of K as K = {k 1 , . . . , k |K| } such that k 1 < k 2 < · · · < k |K| . We write g − → K := g k1 · g k2 · · · g k |K| ∈ U(g). Lemma A.1 Let I ⊆ Z be a finite, nonempty subset. Let i := min I. Let (g i ) i∈I be a tuple of elements of g. ].
Proof. Induction over |I|, the induction assumption applied to the case I {max I}.
Lemma A.2 Let f be a R-linear map from U(g) to M . Then
is a welldefined R-linear map, where K is a finite subset of Z and (g k ) k∈K a tuple of elements of g.
Proof. Suppose given K ⊔ {1, 2} ⊔ L. Suppose given a tuple (g i ) i∈K⊔{1,2}⊔L of elements in g. We have to show that g − →
is mapped to zero.
is mapped to Lemma A.3 Let f be a U(n)-linear map from U(g) to M . Then
Proof. In view of Lemma A.2 and of Poincaré-Birkhoff-Witt [12, Th. 7.3.7] , it remains to show that g − → K is mapped to zero if g i ∈ n for some i ∈ K. In fact, in this case we obtain Lemma A. 4 The map
where f Φ is defined in Lemma A.3, is U(ḡ)-linear. Moreover, Φ is natural in M ∈ Ob U(g) -Mod.
Proof. Let K be a finite subset of Z and let (g k ) k∈K a tuple of elements of g. Moreover, suppose given g ℓ ∈ g, where ℓ := 1 + max K. We have to show that the images ofḡ Proof. Lemma A.2, applied to (U(g) E U(ḡ) E h M ), shows that hΨ is a welldefined R-linear map.
Let ℓ := 1 + max K. Given g ℓ ∈ n, we obtain on the one hand Lemma A. 6 We have ΦΨ = 1 U(n) (U (g),M) .
Proof. Let f be a U(n)-linear map from U(g) to M . Let K be a finite subset of Z, and let (g k ) k∈K be a tuple of elements of g. We obtain 
Lemma A. 7 We have ΨΦ = 1 R (U (ḡ),M) .
Proof. Replacing minimum by maximum, the same argument as in Lemma A.6 applies.
Finally, the Lemmata A.4, A.5, A.6 and A.7 prove Lemma 8.4.
