The genome-wide association study (GWAS) has been widely used as an experimental design to detect associations between genetic variants and a phenotype. Two major confounding factors, population stratification and relatedness, could potentially lead to inflated GWAS test statistics and hence to spurious associations. Mixed linear model (MLM)-based approaches can be used to account for sample structure. However, genome-wide association (GWA) analyses in biobank samples such as the UK Biobank (UKB) often exceed the capability of most existing MLM-based tools especially if the number of traits is large. Here, we develop an MLM-based tool (fastGWA) that controls for population stratification by principal components and for relatedness by a sparse genetic relationship matrix for GWA analyses of biobank-scale data. We demonstrate by extensive simulations that fastGWA is reliable, robust and highly resource-efficient. We then apply fastGWA to 2,173 traits on array-genotyped and imputed samples from 456,422 individuals and to 2,048 traits on whole-exome-sequenced samples from 46,191 individuals in the UKB.
T he genome-wide association study (GWAS) is a powerful experimental design to detect genetic variants associated with a phenotype of interest. Over the past decade, a number of statistical methods have been developed for GWAS, facilitating the discovery of numerous genetic variants associated with complex traits and diseases 1, 2 . In the early GWAS era, the most commonly used approach was linear or logistic regression [3] [4] [5] [6] [7] [8] [9] [10] [11] , which is also the basis of most GWAS software tools [12] [13] [14] . Owing to the substantial decrease in genotyping costs in recent years, sample sizes of GWAS have increased dramatically to several 100,000s in single cohorts such as the UK Biobank (UKB) 15 . The large cohorts not only provide new opportunities to make novel discoveries but also bring challenges in computing, especially for methods based on multivariate models. New software tools based on LR, including PLINK2 (ref. 16 ) and BGENIE 15 , have been developed to accommodate the increasing scale of data. Population stratification 17, 18 and relatedness 19, 20 are two major confounders in GWAS, which could potentially lead to spurious associations if not well controlled for. In an LR analysis, the effect of population stratification is usually accounted for by fitting the first few eigenvectors (also called principal components) from a principal component analysis (PCA) of the SNP genotypes 21 in the model. The confounding due to relatedness can be avoided by excluding one member of each pair of related individuals based on pedigree or on SNP-derived relatedness 14, 22 . However, this results in a loss of power, especially because the proportion of individuals with close relatives in the sample is expected to increase as biobanks get larger 15 .
The mixed linear model (MLM) approach has been widely used in GWAS to control for population stratification and relatedness [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . The basic principle is to test for associations between each genetic variant and the phenotype, conditioning on the sample structure inferred from all of the genome-wide SNPs 35 . However, the runtime of most existing MLM-based methods ranges from O(mn 2 ) to O(m 2 n) (refs. 25, 28, 30, [33] [34] [35] , where m is the number of variants and n is the sample size. Several recent studies have focused on the application of MLM-based methods to biobank-scale data [37] [38] [39] . Yet it is still resource-demanding to run MLM-based GWAS analyses with millions of genetic variants especially when there are a large number of phenotypes to be analyzed. In this study, we propose an extremely resource-efficient approach to perform an MLM-based GWA analysis (called fastGWA), implemented in the GCTA software package 22 . We show by extensive simulations that fastGWA is robust in controlling for false positive associations in the presence of population stratification and relatedness, and that fastGWA is approximately 89 times faster and only requires approximately 5% of RAM compared to the most efficient existing MLM-based GWAS tool in a data set of 400,000 individuals and 8,531,416 variants. We then demonstrate the utility of fastGWA by analyzing the GWAS and whole-exome sequence (WES) data in the UKB for >2,000 traits. All of the summary statistics are publicly available at our data portal (http://fastgwa.info).
Results
Overview of the methods. The fastGWA model can be written as:
where y is an n × 1 vector of mean-centered phenotypes; x snp is a vector of mean-centered genotype variables of a variant of interest with its effect β snp ; X c is the incidence matrix of fixed covariates (for example, sex, age and the first few PCs) with their corresponding coefficients β c ; g is a vector of the total genetic effects captured by pedigree relatedness with g  Nð0; πσ 2 g Þ I ; π is the family relatedness matrix (FAM) based on pedigree structure 40 (for example, 0.5 for a full-sibling or parent-offspring pair); e is a vector of residuals with e  Nð0; Iσ 2 e Þ I . The variance-covariance matrix of y is
In practice, if pedigree information is missing or largely incomplete, π can be replaced by a SNP-derived genetic relationship matrix (GRM) with all of the small off-diagonal elements (for example, those <0.05) set to 0. This was justified in a previous study 41 that showed that a sparse GRM set to a threshold of 0.05 captures approximately the same proportion of phenotypic variance as does the FAM (confirmed by our simulation below). Here, we present two closely related versions of our method, the fastGWA (based on sparse GRM computed from genotype data) and the fastGWA-Ped (based on a FAM constructed from pedigree information).
The fastGWA model imposes control over relatedness by pedigree information or by realized sparse GRM, with the effect of population stratification captured by the SNP-derived PCs. The variance components σ 2 g I and σ 2 e I are unknown but can be estimated by the restricted maximum likelihood (REML) algorithm 42 . We have implemented in fastGWA an efficient grid-search-based REML algorithm (termed fastGWA-REML) to estimate σ 2 g I and σ 2 e I without the need to compute V −1 (Supplementary Note). In the presence of moderate to strong common environmental effects shared among relatives, the genetic variance estimated from closely related individuals (for example, pairs of individuals with relatedness coefficients >0.05, see Methods) may be a more useful quantity than that estimated based on genetic relatedness between all pairwise individuals in the sample, as is the case in most existing MLM-based methods [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . This is because σ 2 g I estimated from close relatives captures the variations due to both genetic and common environmental effects (see below for further discussion).
Once the estimates of variance components are obtained, the variance-covariance matrix V and its inverse can be computed efficiently using the sparse matrix algorithms implemented in the Eigen C++ library (http://eigen.tuxfamily.org). Therefore, β snp can be estimated using the generalized least squares approacĥ
where the parameters used to compute V are unknown, but can be replicated by the estimates from sparse REML under the null hypothesis β snp = 0, as is the case in most existing methods 23, [25] [26] [27] 33, 35, 36 . The computational efficiency of the association test can be improved by orders of magnitude by using the GRAMMAR-GAMMA approximation 32 (Supplementary Note). We have implemented fastGWA in GCTA 22 with a user-friendly command-line interface (http:// cnsgenomics.com/software/gcta/#fastGWA). We limited all of the analyses in this study to common variants because of the known limitations of MLMs in rare-variant association analysis 38, 43 .
Runtime and resource requirements. Given that fastGWA is designed specifically for large-scale data, we chose to evaluate its computational performance (that is, runtime and resource requirements) using the UKB 15 data consisting of 456,422 individuals of European ancestry and 8,531,416 variants with minor allele frequency (MAF) of ≥0.01 (Methods). We confirmed by simulations that σ 2 g I from the fastGWA-REML algorithm was nearly identical to that obtained from the average information 44 REML algorithm implemented in GCTA 22 (Extended Data Fig. 1 ) and that the fast-GWA test statistic computed using the GRAMMAR-GAMMA approximation was almost the same as that obtained using the exact approach (Extended Data Fig. 2 ). We then randomly sampled subsets of individuals from the UKB (n = 50,000 to 400,000) and compared fastGWA in GCTA v1.92.3 with the infinitesimal mixed model in BOLT-LMM v2.3.2 (refs. 36, 38 ) (https://data.broadinstitute.org/alkesgroup/BOLT-LMM) and the LR model in PLINK2 v2.00a2 (https:// www.cog-genomics.org/plink/2.0/) on a computing platform with 96 GB memory and 16 CPU cores with the runtime capped at 7 d (168 h). The tests were performed using a real trait, body mass index (BMI), with an estimated SNP-based heritability of ~0. 27 (refs. 45,46 ). The genotype data were stored in PLINK binary PED format 14, 16 . Each test was repeated ten times to obtain an average of all results. The results showed that GCTA-fastGWA completed the analysis in ~20 min for the 400,000 samples, approximately 1.1% of the time required for the BOLT-LMM analysis (~ 22 h) ( Table 1 ). While BOLT-LMM requires a runtime of O(mn 1.5 ), the time complexity of fastGWA is approximately O(mn), almost the same as that of LR. GCTA-fastGWA was even ~four times faster than PLINK2, probably because of coding efficiency and the difference in strategy used to deal with missing genotypes (note that the LR version of fastGWA was also four to five times faster than PLINK2). A detailed speed comparison of the three methods can be found in Table 1 47 , and our benchmark test confirmed that BOLT-LMM with data in BGEN format reduced the runtime of the 'association' procedure ( Table 1 ) by approximately half but did not show significant improvement on the other procedures. Although all tests of the three methods were conducted on the same computing platform (that is, 96 GB memory and 16 CPU cores), the actual memory usage differed substantially. GCTA-fastGWA used much fewer resources than BOLT-LMM ( Table 2) . For a data set with sample size of 400 K, GCTA-fastGWA required less than 5 GB of memory to complete the whole computation, only ~5% of the usage required for BOLT-LMM. Note that we did not report the memory usage of PLINK2 as it depends on the actual physical memory available in the computer system. If the pedigree information is not available, we may need to take the computing cost of the GRM into consideration for GCTA-fastGWA (Supplementary Note), and for PLINK2-LR because of the use of GRM to exclude related individuals in practice, although the LR analyses above were performed using all individuals for a fair comparison. Nevertheless, the GRM computation is often part of the quality control (QC) process and only needs to be done once for the analyses of all traits, meaning that the additional computational cost per trait on average for GCTA-fastGWA or PLINK2-LR due to GRM computation is relatively inexpensive. In addition, we showed that the runtime of fastGWA-REML was approximately linear to the sparse GRM density (Supplementary Table 2 ). As the variance estimation step only needs to be done once under the null model, and the time complexity of the association test step is nearly independent of the sparse GRM density (Supplementary Note), the effect of the sparse GRM density on the overall runtime of fastGWA is limited in a certain range.
False positive rate and statistical power. We used extensive simulations to quantify the genomic inflation factor (median λ), false positive rate (FPR) and statistical power of fastGWA in comparison with LR in PLINK2 and MLMs in BOLT-LMM (Methods). A sample of 100,000 individuals was generated by random sampling of chromosome segments from a subset of the UKB data to mimic a cohort with substantial population stratification and relatedness (Supplementary Note, Extended Data Fig. 3 and Supplementary Figs. 1-3). One of the main aims of this simulation study is to investigate the influences of common environmental effects on different association test methods. We generated phenotypes from a number of causal variants randomly sampled from all variants on the odd chromosomes, leaving those on the even chromosomes as the null variants to quantify median λ and FPR, where median λ is defined as the median chi-squared statistic divided by its expected value at the null variants 17, 48 , and FPR is defined as the proportion of null variants with P values less than a threshold (for example, 0.05). We mimicked the effect of population stratification by generating a mean phenotype difference between two subpopulations and mimicked the effect of relatedness by specifying common environmental effects shared among close relatives (Methods).
The simulation results showed that the test statistics of null variants from LR-All (that is, LR analysis including close relatives) were inflated even in the absence of common environmental effects ( Fig. 1a ). This is because of the inter-chromosome correlations between causal and null variants induced by relatedness in the sample. The test statistics of null variants from BOLT-LMM-Mix (a Bayesian mixture model) were even more inflated than those from LR-All. We also observed inflation in the test statistics of BOLT-LMM-Inf (infinitesimal model) under the null hypothesis. The inflation of LR-All, BOLT-LMM-Mix, and BOLT-LMM-Inf increased as the variance explained by common environmental effects (V c ) increased ( Fig. 1a ), probably because these methods failed to capture the variance due to common environmental effects (Extended Data Fig. 4 ; see below for further discussion). By contrast, there was almost no inflation for either LR-unRel (that is, LR analysis restricted to unrelated individuals) or fastGWA, demonstrating the robustness of fastGWA in accounting for common environmental effects. We found that the results from fastGWA-Ped were very similar to those from fastGWA ( Supplementary Fig. 4 ). Additionally, we quantified the FPR at a range of significance levels. The FPRs of the methods at P < 0.05 were in line with their observed genomic inflation factors (Extended Data Fig. 5 ). The ratio of the FPR of BOLT-LMM-Inf to that of LR-unRel increased with the increase in significance level, and a similar observation was made for LR-All but not for fastGWA ( Supplementary Table 3a) Next, we extended the simulation with larger numbers of causal variants. We kept the proportions of variance explained by common environmental effects and population stratification the same as those in one of the scenarios above; that is, common environmental effects explained 10% of phenotypic variance (V p ) among all close relatives and population stratification explained 5% of V p . The results were similar to those presented above, in that the test statistics were inflated for BOLT-LMM and LR-All but not for fastGWA and LR-unRel (Fig. 1b) . The inflation in test statistics from BOLT-LMM-Mix decreased as the number of causal variants increased (Fig. 1b) .
To quantify the statistical power of each method, we used the mean χ 2 statistic at the causal variants. Because the test statistics from some of the methods were inflated at the null variants, we divided the mean χ 2 statistic at the causal variants by the genomic inflation factor at the null variants to compare the power of different methods given the same level of FPR (Methods), similar to the idea of computing the area under the power-FPR ROC curve. We found that BOLT-LMM-Mix showed the highest power among all of the methods ( Fig. 2a ). When the number of causal variants was relatively small, there was a relatively large gap in power between BOLT-LMM-Mix and all other methods, including BOLT-LMM-Inf ( Fig. 2a ). The BOLT-LMM-Inf model showed the second highest power, in line with the theory that MLM leaving out the target chromosome from the polygenic component gains power 35 . fastGWA showed a similar level of power to LR-All, and LR-unRel showed the lowest power among all of the methods owing to its smaller sample size. We also observed that the power of each method was almost independent of V c . Increasing the number of causal variants led to smaller differences in power between methods ( Fig. 2b ), suggesting that the difference in power increased as the variance explained by each causal variant increased.
We further assessed the robustness of fastGWA by simulation in a few additional scenarios. The results show that the test statistics of fastGWA were well calibrated for case-control phenotypes regardless of whether cases were oversampled ( Supplementary Figs. 5,6 ), for non-normally distributed phenotypes ( Supplementary Fig. 7 ), or in a sample with substantially higher sparse GRM density than that in the UKB ( Supplementary Fig. 8 and Extended Data Fig. 6 ), in line with the literature 49, 50 . However, the FPRs at relatively stringent significance levels (for example, P < 5 × 10 −6 ) were inflated for non-normally distributed or unbalanced case-control phenotypes, especially for variants with MAF < 0.1 ( Supplementary  Table 3b -g). Thus, we caution against the use of linear model methods (including fastGWA and LR-unRel) for case-control phenotypes 38, 43 and suggest instead the use of INT of non-normally distributed phenotypes 51 .
Application of fastGWA to 2,173 traits in the UKB. We used fastGWA to conduct GWA analyses of 8,531,416 variants with MAF ≥ 0.01 in all of the UKB individuals of European ancestry (n = 456,422) for 2,173 real phenotypes and compared the results to those produced by the Neale Lab using LR-unRel (361,194 unrelated individuals; http://www.nealelab.is/uk-biobank). As noted above, fastGWA is expected to be more powerful than LR-unRel because of the larger sample size. We followed the QC and analysis pipelines as used in analysis by the Neale Lab with some modifications (Methods). We confirmed that the test statistics were highly correlated between the two sets of results (mean Pearson's correlation of z-statistics of 0.89 for 1,163 overlapping phenotypes). We chose 24 representative traits ( Supplementary Table 4 ) with which to compare our results with those of the Neale Lab.
We first sought to quantify the inflation due to sample structure by the linkage disequilibrium score regression (LDSC) attenuation The y axis represents the mean χ 2 values for all of the 10,000 causal variants on the odd chromosomes and the x axis represents the different levels of common environmental effects as described in Fig. 1a . The mean χ 2 has been adjusted by the median λ of null variants on the even chromosomes. b, Mean χ 2 at causal variants with different numbers of causal SNP variants in the simulations (Methods). The y axis represents the average of mean χ 2 of the causal variants and the x axis represents the different number of causal variants (that is, 10 k, 20 k, 40 k, and 80 k). The mean χ 2 has been adjusted by the median λ of null variants on the even chromosomes. Each boxplot represents the distribution of mean χ 2 across 100 simulation replicates. The line inside each box indicates the median value, notches indicate the 95% confidence interval, the central box indicates the interquartile range (IQR), whiskers indicate data up to 1.5 times the IQR, and outliers are shown as separate dots. ratio 52 (Supplementary Note). The mean attenuation ratio of fast-GWA across the 24 traits was very close to that of LR-unRel (0.0792 versus 0.0783; Supplementary Table 5) , consistent with what we observed in simulations (Fig. 1) ; that is, the inflation due to relatedness can be reasonably well corrected for by fastGWA. The mean attenuation ratio of BOLT-LMM-Inf was approximately 1.085 times larger than that of fastGWA ( Supplementary Table 5 ), in line with the inflated test statistics of BOLT-LMM-Inf that were observed in simulations (Fig. 1) .
We then compared the discovery power between the two sets by the clumping analysis in PLINK2 16 (P value threshold of 5 × 10 −9 , window size of 5 Mb, and linkage disequilibrium r 2 threshold of 0.01). Of all of the 24 traits, the number of clumped genome-wide significant variants was 7,839 in our results, substantially higher than that (5, 676) in results from the Neale Lab (see Supplementary  Table 6 for the comparison of each trait), suggesting a nearly 40% improvement in the number of GWAS discoveries for fastGWA over LR-unRel. In addition, Canela-Xandri et al. 53 have applied a two-step MLM leave-one-chromosome-out (LOCO) 35 association analysis to 778 UKB traits by DISSECT 37 using parallel computing in a supercomputer and have released all of the GWAS summary data in a public database, GeneATLAS (http://geneatlas.roslin.ed.ac.uk). We compared the results from GeneATLAS to those from the Neale Lab and our fastGWA analysis for 10 traits available in all of the three sets (Supplementary Tables 5,6 ). There was no significant difference in attenuation ratio between the three sets but GeneATLAS had more clumped variants than the other two sets, probably because of the MLM-LOCO scheme used in GeneATLAS 53 , which is consistent with the simulation results from this study ( Fig. 2) and previous studies 35, 36 that MLM-LOCO gains power. We also analyzed the 24 traits using BOLT-LMM-Inf, which showed a larger number of clumped variants ( Supplementary Table 6 ) but with a slightly higher attenuation ratio compared to any of the other three methods (Supplementary Table 5 ). The discrepancy between the GeneATLAS and BOLT-LMM-Inf results was due to the use of different QC criteria and covariates (Supplementary Tables 5 and 6) and the difference in the association method used (note that the two-step approach used in GeneATLAS is known to be conservative 32, 54 ).
We have also applied fastGWA to the WES data (n = 46,191; Methods), and our conditional analysis suggests that most of the common variants in the WES data have been well tagged by SNP array-based genotyping and imputation (Supplementary Tables 7,8 and Supplementary Note). Full summary statistics of 8,531,416 array-genotyped or imputed variants for 2,173 traits and 152,369 WES variants for 2,048 traits are publicly available at our data portal without restricted access (http://cnsgenomics.com/software/gcta/#DataResource). Additionally, we developed an online tool for users to query and visualize the UKB summary statistics (http://fastgwa.info/).
Discussion
In this study, we developed a reliable, robust and resource-efficient association analysis tool, fastGWA, which requires much lower system resources (that is, runtime and memory usage) than existing tools, making it feasible to conduct GWA analyses of thousands of traits in large cohorts like the UKB without the need to remove related individuals. fastGWA shows greater robustness than existing MLM-based methods in the presence of relatedness because the estimate of the 'genetic variance' component in the fastGWA model captures the variance attributable to common environmental effects, and our results suggest that caution should be used when MLMs with a full-dense GRM are used in samples with a substantial proportion of closely related individuals (Fig. 3 , Extended Data Fig. 4 and Supplementary Note).
The increased power of fastGWA compared to LR-unRel is due to the difference in sample size (n = 456,422 versus 348,558), which is particularly the case for large population-based cohorts such as the UKB that tend to oversample relatives as participants when an assessment-centre based recruitment strategy is implemented 15 . The higher power of BOLT-LMM compared to fastGWA or LR is driven by its LOCO scheme. Previous studies have shown that leaving the target chromosome out of the polygenic component results in a gain in power because the effects of variants on the other chromosomes are conditioned out from the model and proximal contamination (that is, the target variant being fitted twice in the model, once as a fixed effect and again as a random effect) is avoided 28, 35, 36 . We did not observe any increase in power when applying the LOCO scheme to fastGWA because of the use of the sparse GRM (Extended Data Fig. 7) . It is of note that to save computational time, BOLT-LMM-Inf estimates the genetic variance only once using all 'model SNPs' and uses it for the LOCO association tests, assuming that the genetic variance attributable to a single chromosome is small. This approximation could give rise to inflated test statistics of BOLT-LMM-Inf under the null hypothesis, even in the absence of shared environmental effects 36 (see the '(0,0)' scenario in Fig. 1 ). This issue could be fixed by re-estimating the variance components when a chromosome is left out from the polygenic component (Extended Data Fig. 8 ). In addition, BOLT-LMM-Mix requires linkage disequilibrium scores to calibrate the test statistics 36 . We observed from simulations that there was an effect on the choice of linkage disequilibrium reference on the BOTL-LMM-Mix test statistics (Supplementary Note and Extended Data Fig. 9 ), which may explain part of the inflation in BOLT-LMM-Mix test statistics under the null hypothesis (Fig. 1) .
There are several caveats to the application of fastGWA in practice. First, if the pedigree information is unavailable or incomplete as is the case in the UKB (shown in Extended Data Fig. 10 and further discussed in the Supplementary Note), it is necessary to compute the GRM from SNP data. We have implemented in GCTA a very efficient tool to compute the SNP-based GRM, along with a function that can subdivide the GRM computation into a large number of components for parallelized computing (Supplementary Note). These GRM components can be finally assembled to a full GRM using a simple but efficient Linux command. Second, fast-GWA uses SNP-derived PCs to correct for the effect due to population stratification. PCs are often provided as part of the QC package in the downloaded data 15 . If PCs are not available, we would recommend the use of efficient PCA tools such as fastPCA or FlashPCA2 (refs. 55, 56 ). Another more efficient approach is to compute PCs in a subset of the sample, and to project the PCs to the rest of the sample. This PC projection approach has been implemented in GCTA (http://cnsgenomics.com/software/gcta/#PCloadingandprojection). It is likely that PCs are also required for other MLMbased methods including BOLT-LMM because, although in theory MLM-based methods account for population stratification by fitting all (or a subset of selected) variants as random effects 25, 26, 35 , MLM-based association analyses in large samples suggest that fitting PCs as covariates improves robustness 38, 39 . It is also noteworthy that computing PCs from all of the variants might be suboptimal, as the test statistics would tend to be deflated under the null hypothesis (Supplementary Note and Supplementary  Fig. 9 ). It is therefore recommended that PCs are computed from a set of linkage disequilibrium-pruned variants. Third, as discussed above, in the presence of common environmental effects, σ 2 g I in the fastGWA model is a function of V g and V c (Supplementary Note). We did not attempt to differentiate common environmental components among different degrees of relatedness (for example, siblings might share stronger common environmental effects than cousins). Nevertheless, this simple modelling did not lead to inflated test statistics at the null variants in our simulation scenario where common environmental effects decreased as relatedness decreased (Fig. 1) . Fourth, the fastGWA program will switch to use LR for analysis (allowing for covariates) if the estimate of the genetic variance component is not significant at a nominal significance level, cautioning against the use of fastGWA in a sample with a small number of related pairs. Fifth, this study is focused on common variants, and fastGWA probably suffers from the same weakness as the other MLM-based methods in rare variant association tests 43 , especially for unevenly distributed phenotypes or binary traits with a very low prevalence rate 38 .
Despite these caveats, fastGWA is an MLM-based association analysis method that is orders of magnitude more resource-efficient and has more robust control over relatedness than existing MLMbased methods. The computational efficiency of fastGWA has been manifested by its successful application to the GWA analysis of 2,173 traits on 456,422 array-genotyped samples in the UKB. The summary statistics released from this study are useful resources for post-GWAS analyses (for example, functional enrichment, genetic correlation, polygenic risk score, and causal inference) and for phenome-wide association studies (PheWAS). The tool is also applicable to family-structured or biobank-scale data with a very large number of molecular phenotypes.
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Methods
The UK Biobank data. The UKB is a large cohort study consisting of approximately half a million participants aged between 40 and 69 at recruitment, with extensive phenotypic records 15 . In this study, we selected 456,422 individuals of European ancestry from the UKB cohort for simulation and real data analyses. Genetic data were genotyped by two different arrays, the Applied Biosystems UK Biobank Axiom Array and the Applied Biosystems UK BiLEVE Axiom Array 15 , of which 556,269 genotyped variants were used for simulation, and 8,531,416 variants imputed by the UKB consortium (imputed Version 3) were used for real data analyses 15 . Genotyped and imputed data were filtered with standard QC criteria in PLINK2 16 , for example, MAF ≥ 0.01, Hardy-Weinberg equilibrium test P ≥ 10 −6 , genotyping rate ≥ 0.95, and imputation information score ≥ 0.8 in real data analyses. In addition, the UKB released its first tranche of WES data of 49,960 participants in March 2019 (ref. 58 ). The WES variants had been called and cleaned by two different pipelines, the Regeneron Seal Point Balinese (SPB) 58 and Functionally Equivalent (FE) 59 . We used the FE data for analysis and excluded from the analysis variants with MAF < 0.01 and missingness rate > 0.1 (152,327 variants remained), and individuals with non-European ancestry (46,191 individuals remained) .
Simulating genotypes. To test the performance of fastGWA in the presence of relatedness and substantial population stratification, we simulated a total of 100,000 artificial individuals from two different ancestry backgrounds, with a moderate proportion of relatives (10% of all samples) using a 'mosaicchromosome' scheme modified from ref. 36 . We first selected all individuals with self-reported British and Irish ancestry from the UKB as the founders. We then filtered the samples based on their genetic ancestry inferred from SNP data to ensure that the two groups were genetically distinct (Supplementary Note and Supplementary Fig. 1 ). Next, we divided the genome into consecutive segments of 2,000 variants and generated unrelated individuals by selecting each segment from 1 of the 100 founders chosen at random, and simulated related individuals by selecting the segments from a limited number of founders according to the relatedness (Supplementary Note). Finally, we obtained 45,000 independent and 5,000 related British individuals, and 45,000 independent and 5,000 related Irish individuals. A detailed description of the parameters and procedures can be found in the Supplementary Note. We used GCTA to compute linkage disequilibrium scores from the simulated genotype data (Supplementary Note).
Simulating phenotypes. The phenotypes were simulated based on the following model:
where g ¼ P m i¼1
x i b i I is the sum of the genetic effect of m causal variants with x i being a vector of variant genotypes and b i~N (0,1); z is a vector consisting of 0 (British) and 1 (Irish) to indicate ancestry with b p being the mean difference in phenotype between the two groups; e c is a vector of shared environmental effects with the individual (or individuals) in each family assigned by the same value generated from N(0,1); and e is a vector of individual environmental effects (that is, the residuals) with e j~N (0,1). We considered different levels of relatedness in different simulation scenarios, including: no common environmental effects, denoted by (0,0); common environmental effects explaining 10% or 20% of the total V p among the 1 st degree relatives, denoted by (1 st , 0.1V p ) and (1 st , 0.2V p ), respectively; common environmental effects explaining 10% or 20% of V p among the 1 st and 2 nd degree relatives, denoted by (≥2 nd , 0.1V p )) and (≥2 nd , 0.2V p ), respectively and common environmental effects explaining 20% of V p among the 1 st degree relatives and 10% of V p among the 2 nd degree relatives, denoted by (≥2 nd , gradient).
Each simulation was repeated 100 times. Detailed description of the parameter settings and details of extended simulations can be found in the Supplementary Note. between the two methods is >0.9999. Fig. 2 | comparison between the approximate and exact fastGWA tests. We selected four quantitative traits from the UKB for comparison, including height (HT, n HT = 455,332), forced expiratory volume in 1-second (FEV, n FEV = 415,931), pulse rate (PR, n PR = 149,082), and educational attainment (EA, n EA = 304,998) (see Supplementary Table 4 for more information about the traits). Plotted are the estimated variant effects (a) or χ 2 -statistics (b) of 8,531,416 variants computed by the exact fastGWA method (fastGWA-Exact) against those by the fastGWA test using the GRAMMAR-GAMMA approximation (see part 2 of the Supplementary Note for details). The Pearson's correlation coefficients of the estimated variant effect or χ 2 -statistic between the two methods are > 0.9999 for all the four traits. 
Extended Data

Extended Data Fig. 6 | Genomic inflation and power of fastGWA with the sparse GRM thresholded at different genetic relatedness cut-off values.
This simulation was performed based on real genotypes from the UKB (see simulation settings in part 5 of the Supplementary Note). We constructed different sparse GRMs by setting off-diagonal elements below a certain threshold (varying from 0.03 to 0.10) to 0 and performed fastGWA analyses using these sparse GRMs. Each boxplot represents the distribution of estimates (that is, median λ, or mean χ 2 ) across 100 simulation replicates. The line inside each box indicates the median value, notches indicate the 95% confidence interval of the median, the central box indicates the interquartile range (IQR), and whiskers indicate data up to 1.5 times the IQR.
Extended Data Fig. 8 | comparison of genomic inflation between BOLT-LMM (estimating the variance components only once using all variants) and
BOLT-LMM_fine-tuning (re-estimating the variance components when a chromosome is left out). The simulation setting was the same as the (0, 0) scenario in Fig. 1 . The median λ was computed at the null variants. Each boxplot represents the distribution of median λ across 100 simulation replicates. The line inside each box indicates the median value, notches indicate the 95% confidence interval of the median, the central box indicates the interquartile range (IQR), and whiskers indicate data up to 1.5 times the IQR. Corresponding author(s): Jian Yang Last updated by author(s): Oct 5, 2019 Reporting Summary Nature Research wishes to improve the reproducibility of the work that we publish. This form provides structure for consistency and transparency in reporting. For further information on Nature Research policies, see Authors & Referees and the Editorial Policy Checklist.
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