Abstract. In this paper, we give a characterization of the optimal cost of an impulse control problem as the maximum solution of a quasi-variational inequality without assuming nondegeneracy. An estimate of the velocity of uniform convergence of the sequence of stopping time problems associated with the impulse control problem is given.
Assume that ff is sufficiently smooth such that M maps continuous functions b into continuous functions Mb. We will give conditions below (Lemma 1.3), so that M has the proposed regularity. in the martingale sense on 6\Fo. Now, we consider the following sequence of variational inequalities corresponding to optimal stopping time problems (cf. [7] ).
Let (x) be the bounded upper semicontinuous nonnegative real function on such that (0.7) t 0 on Fo, Aa =f in the martingale sense on \Fo, and given tn-l(x), let t (x) be the bounded upper semicontinuous nonnegative real function on (7 I1" denotes the supremum norm on . This work is divided into three sections. The first section establishes several useful lemmas. In 2, the integral formulation of the impulse control problem is studied, and in the last section, the associated quasi-variational inequality is treated.
In this paper, we will use extensively the results of [7] .
1. Preliminary results. Let (fl, , P) be a probability space, {t}t__>0 a nondecreasing right-continuous family of completed sub-or-fields of , and w(t) a standard 10 We say Au <-v in the martingale sense. 11 We also assume a large enough. 12 Clearly, admissible for x. 13 rx^r, denotes the minimum between rx and r,. 
JOSI-LUIS MENALDI and choosing : P(x, '), we get (1.27) (x) s c" (x) if n n (x), the lemma is proved. Let us define the sequence {t"},-1 of solutions to variational inequalities corresponding to optimal stopping time problems (cf. [7] [1] and M. Robin [11] y(t, ,)= y(t, ,n)= yn(t if < 0,^r".
14 i.e., u has at the most n impulses. 15 We set ?i=c if i(t)Vt>=O. 16 We set i+1 ,i if the subset is empty. which has at most n impulses, such that a"(x)+>-Jx(). Indeed, given e > 0, from Theorem 3.4 in [7] , we can choose a stopping time which is e-optimal and depends measurably on the initial point, so there exist functions t (x), 
where is the optimal cost given by (0.3).
Proof. We just need to combine the methods of Theorem 2. Proof. We need only to use Theorem 3.6 in [7] and Remark 2.1. We always identify g and o" given by (1.1) as (aii)ij 1/2o'er*, Notice that ai, a are not supposed to be bounded, but a is at most of quadratic growth, and a of linear growth. Then, di, dg in (3.11) are bounded.
This section is divided into two parts. First, we consider the case where '--Eu. Remark 3.5. In [9] , we give an application to the impulse control problems with partial information.
Final Remark. In a separate paper (cf. [8] ) the stopping time and impulse control problems for degenerate diffusions with boundary conditions will be studied.
