A combined analytical and numerical study of magnetic reconnection in two-dimensional resistive magnetohydrodynamics is carried out by using different explicit spatial variations of the resistivity. A special emphasis on the existence of stable/unstable Petschek's solutions is taken, comparing with the recent analytical model given by Forbes et al. [Phys. Plasmas 20, 052902 (2013)]. Our results show good quantitative agreement between the analytical theory and the numerical solutions for a Petschek-type solution to within an accuracy of about 10% or better. Our simulations also show that if the resistivity profile is relatively flat near the X-point, one of two possible asymmetric solutions will occur. Which solution occurs depends on small random perturbations of the initial conditions. The existence of two possible asymmetric solutions, in a system which is otherwise symmetric, constitutes an example of spontaneous symmetry breaking. V C 2014 AIP Publishing LLC.
I. INTRODUCTION
Magnetic reconnection is a fundamental process in astrophysical and laboratory plasmas, where a change of magnetic field line connectivity allows the conversion of magnetic energy into kinetic and fast particle energy. For example, it is widely accepted that magnetic reconnection plays a crucial role for observed fast energy release and associated particle acceleration in solar flares (see Ref. 1 
and references therein).
The classical model of reconnection is based on Sweet-Parker theory in the two-dimensional (2D) resistive magnetohydrodynamics (MHD) framework, in which a steady-state current sheet structure with a small central diffusion layer controls the reconnection between two regions of oppositely directed magnetic fields. 2, 3 However, the Sweet-Parker (SP) model gives a reconnection rate too small to explain the fast time scales of solar flares or laboratory plasma disruptions.
A considerable amount of work has also been devoted to an alternative reconnection model, initially introduced by Petschek. 4 Petschek's model was thought to provide a universal fast reconnection mechanism thanks to the formation of four standing slow-mode shocks surrounding a very small central diffusion region. However, it was progressively realized that Petschek reconnection is generated only when specific conditions are satisfied, most of which depend on the spatial dependence of the resistivity.
After years of debate on the latter puzzling aspect, a recent theoretical analysis has helped to clarify the situation. 5 The new analysis shows that Petschek solutions are structurally unstable when the resistivity is uniform. This inherent instability also explains why Sweet-Parker solutions are the only stable steady-state solutions seen in simulations with uniform resistivity. The situation is different when a nonuniform resistivity profile is employed. In this case, a stable steady-state Petschek solution may occur if the resistivity profile is suitably shaped. For symmetric configurations, a suitably shaped profile is one in which the resistivity decreases with the square of the distance near the X-point. A symmetric resistivity profile that increases with distance from the X-point or is relatively flat is predicted not to generate a stable symmetric solution. However, as we show here, such profiles may generate asymmetric solutions that are both Petschek like and stable.
The aim of the present work is to address the validity of the predictions made by the recent theoretical analysis of Forbes et al., 5 by carrying out time-dependent simulations with the full set of two-dimensional resistive MHD equations. More precisely, we investigate the formation and stability of Petschek reconnection by prescribing different spatial variations for the resistivity profile.
The organization of the paper is as follows. In Sec. II, we present the governing equations and numerical setup. In Sec. III, we expand the previously published analytical theory 5 to allow for asymmetry and compressibility. The simulations results are presented in Sec. IV. Finally, we end with a discussion and conclusion in Sec. V.
II. NUMERICAL MODEL AND INITIAL SETUP
We solve the standard set of compressible resistive MHD equations (viscosity and thermal conductivity are ignored) written in the following dimensionless form: Electronic mail: terry.forbes@unh.edu. c) Electronic mail: eric@mcs.st-and.ac.uk.
r Á B ¼ 0: (6) Here, q is the plasma density, p is the thermal pressure, v is the fluid velocity, B is the magnetic fluid, and J is the electrical current density. The total pressure (thermal þ magnetic) is defined as p tot ¼ p þ B 2 /2, and the total energy density is
, where c is the ratio of specific heats. I is the identity tensor. Note that the magnetic permeability is taken to be unity.
We assume a Harris current sheet configuration (see Fig. 1 ), with a magnetic field parallel to the y-axis and varying with x,
where B e is the amplitude of the field and a is the initial halfwidth of the current layer. We set the ratio of specific heats c equal to 5/3. We set B e ¼ 1 and a ¼ 0.1, to define our normalization. A static equilibrium is considered with force balance provided by the plasma density variation in an isothermal medium
where T and q are the temperature and plasma density, respectively. Note that the b parameter is the plasma-b taken at the outer x-boundary, and represents an upstream b parameter in this work. To determine the effects of compressibility, we consider b ¼ 0.35 and b ¼ 10.0.
In this work, a total of 400 Â 800 spatial grid points is used in the spatial domain ÀL x x L x and ÀL y y L y , of dimensions L x ¼ 1 and L y ¼ 2. The time is normalized with respect to the Alfv en transit time t A across the half-width computational box. A nonuniform spacing with a grid accumulation in the x direction is chosen in order to have sufficient cells to resolve the central current layer. Typically, we are able to achieve a minimum grid spacing of Dx ¼ 1 Â 10
À3
in the x direction, together with a uniform spacing of Dy ¼ 5 Â 10 À3 in y direction. We use the general finite-volume based Versatile Advection Code (VAC), 6 and select the explicit one-step total variation diminishing (TVD) scheme with minmod limiting. 7, 8 This is a second-order accurate shock-capturing method making use of a Roe-type approximate Riemann solver. To handle the solenoidal constraint on the magnetic field (Eq. (6)), our VAC simulations apply a projection scheme at every time step in order to remove any numerically generated divergence of the magnetic field up to a predefined accuracy. 9 The boundary conditions are imposed through the use of two ghost cells located slightly outside the computational domain at each boundary. Following Refs. 10-12, we overspecify boundary conditions at the inflow boundary x ¼ 6L x (with respect to the required conditions). More precisely, five conditions are imposed on five physical quantities to be fixed in time and equal to their initial values, namely, the mass density, two components of the flow velocity, the y component of the magnetic field, and the total energy density. In this way, the system is free to choose its own reconnection solution without being driven by external forcing, as expected for Petschek solutions. 13 For more details, the reader can refer to the discussion in Sec. III of Ref. 10 and references therein. Additionally, free conditions are imposed at the outflow boundaries y ¼ 6L y , by prescribing zero normal derivatives on the different physical quantities as detailed in Refs. 11 and 12.
In order to obtain Petschek solutions numerically, we follow a classical procedure by starting from the initial Harris equilibrium (given by Eq. (7)), and apply the following Gaussian spatial variation for the resistivity coefficient:
where g 0 is the resistivity at the centre of the domain, and l x and l y are the characteristic length scales of the spatial resistivity variation. This setup allows us to achieve SweetParker-like solutions when large values of l y (close to the domain dimension L y ) are employed, 14 and Petschek solutions for small l y values, l y ( L y . [10] [11] [12] Along the transverse direction, l x is fixed to l x ¼ 0.05 and does not influence our results as long as it is larger than the width of the central diffusion region. The evolution of the system is thus followed for different runs corresponding to different resistivity l y values. In most of the present study, unless specifically written, a fixed value of g 0 is taken, with g 0 ¼ 5 Â 10
À4
. The other resistivity profile that we will consider is the non-Gaussian one proposed by Forbes et al. gðx;
which has the same x-variation, but decreases more rapidly for y > l y . They predict that this profile will not have a stable, symmetric solution because it is too flat near the X-line. However, they did not consider the possibility that there might be asymmetric solutions.
III. ANALYTICAL TREATMENT
Earlier work by Vasyliunas, 15 Titov, 16 and Somov, 17 forms the basis for the recent analysis by Forbes et al.
5
These authors reduce the two-dimensional reconnection problem to a one-dimensional one by first expanding the equations in terms of the inflow Alfv en Mach number, M A , and then averaging over the current layer that consists of the diffusion region and slow-mode shocks (cf. Fig. 2 ). The simplified equations that result are similar to the onedimensional MHD nozzle equations that are often used to describe the flow of magnetized plasma in astrophysical jets. [18] [19] [20] A similar approach has also been used by Malyshkin et al. and by Kulsrud.
21,22
Since a detailed derivation of the averaged onedimensional equations has already been published, 17, 23 we start with these equations and then show how to find stable, asymmetrical, solutions. Using the same notation and normalization as Eqs. (1)- (6), the averaged equations are as follows:
Here, E is the electric field and M Ai is the Alfv en Mach number of the inflowing plasma at x ¼ a, y ¼ y sp , immediately upstream of the current layer at the location of the stagnation point as shown in Fig. 2 . The a subscripts indicate quantities evaluated at x ¼ a, while the brackets hi indicate averages of the form
Several key assumptions are made in obtaining Eqs. (11)- (16) . First, the Alfv en Mach number, M Ai , is assumed to be much less than one. This assumption means that a, v x , and B x are small (of order M Ai ). Second, v ya , the external flow parallel to the current layer is assumed to be negligible (of order M 2 Ai or smaller). This particular assumption is valid for Petschek reconnection, but not for other types of reconnection such as flux pile up. 24 Third, q, v y , and B x are assumed to be nearly uniform in x within the current layer, so that averages of a product like hqvi, can be approximated by the product of its averages, hqihvi. Finally, B y within the current layer is assumed to be of order M 1 Ai or smaller, so that hB y i is negligible. This last assumption is reasonable for the slow-shock region, but it is somewhat questionable for the diffusion region where B y is expected to be of order M 0 Ai near the X-point. Forbes et al. estimate that neglecting hB y i introduces an error of less than 10% in the calculation of the reconnection rate. 5 The quantities q a , p a , and B ya that appear in Eqs. (11)- (16) are determined by the external density, pressure, and field outside the current layer. For undriven reconnection q a and p a are uniform to order M 1 Ai , so they can be treated as constants in a first-order analysis. 24 The variation of B ya , however, depends on the specific assumptions made about the external field configuration. In the original treatment by Petschek 4 and the subsequent treatment by Vasyliunas, 15 B ya is assumed to be uniform to lowest order (M 0 Ai ). However, in the treatments by Titov, 16 Somov, 17 and Malyshkin and Kulsrud, 25 B ya is assumed to vary as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
order, where L y is the global scale length. This variation corresponds to the solutions of Green 26 and Syrovatskii 27 for the field near an infinitely thin current sheet.
As discussed in Forbes et al., 5 the nonuniformity of B ya plays nearly the same role as the nonuniformity of g in determining the reconnection rate. If g is uniform, then the length of the diffusion region is roughly the same as L y , and the reconnection is of Sweet-Parker type. On the other hand, if g
Diagram showing the orientation of the current layer relative to the coordinate system. The gray shaded region corresponds to the region of high current density. Solid curves denote magnetic field lines, while white arrows indicate the flows into and out of the stagnation point at y sp . In the inflow region the Alfv en Mach number increases from M Ae (external value) to M Ai (internal value) as the plasma flows towards the stagnation point. When the solution is asymmetric, the x-line at y np (np for neutral point) is not necessarily co-located with the stagnation point at y sp . The curve labeled a(y) is the half thickness of the current layer, which includes both the diffusion region and the slow-mode shocks. The dashed curve indicates the region of locally enhanced resistivity. is nonuniform and varies over a scale l y ( L y , then the reconnection is of Petschek type. Since all of the solutions we consider satisfy this latter condition reasonably well (l y /L y ¼ 0.15), we will, for simplicity, ignore the variation of B ya and set B ya ¼ 1. One consequence of this assumption, which follows from Eqs. (12) and (13), is that the stagnation point, y sp , and neutral point, y np , are approximately colocated when @B ya /@y ¼ 0.
With our normalization q a ¼ 1 and p a ¼ b/2 where b is the plasma beta upstream of the current layer, and Eqs. (11)- (15) combine to give the following ordinary differential equation for hv y i:
Ai ; g c ¼ gð0Þ, and c ¼ 5/3. In the incompressible Sweet-Parker theory, the parameter a corresponds to the length of the diffusion region. 3 In our compressible analysis, jyj < a is roughly the location where the diffusive electric field, gB ya /a, dominates over the advective electric field, hv y ihB x i, in (14) . In the limit of b ! 1, (18) reduces to the incompressible equation obtained by Vasyliunas. 15 Equation (18) 
for the thickness, a, and averaged transverse field, B x , of the current layer. As y ! 1, v y ! 1 (i.e., the Alfv en speed), and the density predicted by (19) reduces to that predicted by the standard jump conditions for a switch-off slow-mode shock. Also in this limit the averaged transverse field hB x i given by (21) is equal to M Ai , just as it is in Petschek's theory. 4 A principal finding of the previous analysis by Forbes et al. is that most solutions of (18) are structurally unstable due to an essential singularity at the stagnation point, y sp . 5 Although hv y i is zero at this point, its higher-order derivatives are not well behaved there. In the time-dependent system of equations considered by Forbes et al., the singular solutions rapidly decay at the Alfv en time-scale when approximated by a smoothed, nonsingular function. 5 Not all solutions of (18) are necessarily singular. When either g or B ya is nonuniform, one or more nonsingular solutions may exist, and these nonsingular solutions are stable. In fact they act as fixed-point attractors in the timedependent system. 5 A key property that distinguishes the nonsingular solutions from the singular ones is that the nonsingular solutions are analytic at y sp , while the singular ones are not. In real analysis, a function that is analytic at a particular point is exactly equal to its Taylor expansion around that point within a nonzero domain. Therefore, we can determine the conditions needed for a structurally stable solution by expanding hv y ðyÞi and g(y) around y sp as follows:
where the coefficients V i and g i are functions of both a and y sp . A sufficient condition for the convergence of the series for hv y i at y sp is that
Accurate approximations of the values of a and y sp that satisfy (24) can be determined by using the high-order coefficients in the expansion. To show how this works, we substitute the power series (22) and (23) into (18) and obtain
for the first four coefficients of the series. Setting V 3 ¼ 0 and V 4 ¼ 0 give two equations that approximately determine the values of a and y sp of the nonsingular solutions provided that the series converges. These two equations are
and
Let us first consider the specific case of the Gaussian profile g ¼ g c e Substitution of these coefficients into (29) and (30) yields
with
Equation (34) is the lowest order approximation for the reconnection rate M Ai , but only if the series for hv y i converges. In Sec. IV, we discuss a more complex example where (34) has a reasonable looking solution, but the series fails to converge because its higher-order coefficients are not well behaved.
If the series does converge, then more accurate, but more complicated expressions can be obtained by setting progressively higher coefficients of the expansion of hv y i to zero. To determine and manipulate these more complicated expressions, we use the software Mathematica. The higher order coefficients generate multiple roots, and it is the smallest, positive root that corresponds to the stable solution. From the table, we see that the approximate values of M Ai rapidly converge as increasing higher-order coefficients are used. By V 11 ¼ 0, the value of M Ai corresponding to a stable solution has been determined to six significant figures. This level of accuracy does not mean that we have calculated the actual reconnection rate to a similar level. The onedimensional averaged equations that we use are highly idealized, and we do not expect them to be any more accurate than the one-dimensional nozzle equations that they resemble. The one-dimensional nozzle equations typically have errors on the order of 10%-20% due to the fact that they ignore (as we do here) variations in the fluid variables across the width of the nozzle. 28 Table I also shows that the dependence of the reconnection rate on the plasma b is weak. Even when one compares the extreme cases of b ¼ 0 (strong magnetic field limit) and b ! 1 (incompressible limit), M Ai only changes by about 6%.
Let 
Substitution of (36) into (33) gives the corresponding reconnection rate
The two solutions have stagnation points located on opposite sides of the origin, but both have the same rate of reconnection. Only one of these solutions can occur at any given time. Since the resistivity profile is still symmetric, the theory predicts that the symmetry of the system will be spontaneously broken. As we will see in Sec. IV, the MHD simulations do, in fact, exhibit this behavior. (35) and (37) constitute the lowest-order approximations for the location of the stagnation point y sp and the reconnection rate M Ai . As before, more accurate approximations are obtained by setting progressively higher coefficients of the expansion of hv y i to zero as shown in Table II We will compare the highest-order approximations obtained using V 11 ¼ 0 and V 12 ¼ 0 to the simulation results in Sec. IV. 
IV. RESULTS OF COMPUTATIONAL EXPERIMENTS A. Petschek solutions for Gaussian resistivity profiles
The appearance of a typical Petschek solution may be described as follows for l y ¼ 0.3. After a transient phase (see Fig. 3 , and described in detail elsewhere 10, 29 ), a steady-state reconnection solution develops as seen in Fig. 4 . This final steady-state has all the features of a Petschek solution, with a small central diffusion region surrounded by four standing shocks (slow mode MHD waves). The details have been already reported and characterized several times in analytical and numerical studies. [29] [30] [31] Fig . 5 compares the steady-state outflow velocity from the numerical simulation shown in Fig. 4 with the prediction of the analytical theory. Since the theory only predicts an averaged velocity, the simulations results have been averaged across the thickness of the outflow layer. The numerical averaging uses the half-maximum of v y to locate the edge of the outflow layer. As shown in the first line of Table III , the difference between the numerical and analytical reconnection rates is about 5%. The simulation and theory curves are nearly identical within the diffusion region, but they show a slight divergence from one another in the region jyj > 0:7. This divergence is most likely due to the fact that the simplified version of the theory that we use here ignores the variation of the exterior tangential field, B y (a, y), with y. This field component decreases with y, which causes a slight decrease in the outflow speed because of the decrease in the exterior Alfv en speed with distance. 17 The second line of Table III shows that varying the plasma b has a relatively small effect on the reconnection rate. In the simulation, the reconnection increases by about 10%, while the theory predicts it should decrease by about 2%. A possible explanation for this discrepancy is that the theory's assumption that q and v y have little variation in x within the flow layer becomes increasingly problematical as the plasma b decreases. This difficulty is illustrated in Fig. 6 , which compares the density for two different simulation runs with b ¼ 0.5 and b ¼ 2.0 after a steady state has been achieved. Fig. 6 shows that there is a thin, low-density layer that is embedded within the thicker outflow region. The density reduction is most pronounced within the diffusion region. The high b case has less variation in density because it becomes more difficult to compress or expand the fluid as the magnetic field weakens relative to the gas pressure. Similar reduced density layers can also be seen in other simulations (see Fig. 7 in Yokoyama and Shibata, for Fig. 3 for the final steady state obtained at t ¼ 40.
FIG. 4. Same as in

FIG. 5.
Comparison of the averaged outflow velocity, hv y i from the numerical simulation using a Gaussian resistivity profile (solid curve) with the corresponding flow predicted by the analytical theory (dashed curve). The simulation curve is for the time shown in Fig. 4 , and the flows are normalized to the Alfv en speed. The good agreement between the two curves is remarkable considering that there are no free parameters in the theory that can be arbitrarily adjusted. example). 32 The low density in the thin, internal layer leads to a more rapid acceleration of the plasma, so that both the density and the flow speed v y have considerable variation within the layer as well as along it. Consequently, the theory's assumption that hqv y i can be replaced by hqihv y i becomes increasingly less valid as the plasma b decreases. The principal reason for the existence of a low-density layer within the diffusion region is the nonuniform distribution of current density across it. The current density concentrates towards the center of the diffusion region as the slow shocks approach one another (cf. Fig. 4) , and this concentration leads to enhanced Ohmic heating and higher-temperature in the center. Since the total pressure is uniform, the mass density is necessarily lower within the high temperature region. Advection extends the high temperature and low density into the downstream region.
B. Petschek solutions for flat non-Gaussian resistivity profiles
We follow the same procedure as in Subsection IV A, using again l y ¼ 0.3 and g 0 ¼ 5 Â 10
À4
. First, at an early transient time (t ¼ 13), a behavior that is clearly distinct from that obtained for the Gaussian profile can be clearly seen in Fig. 7 . Indeed, the initial central point topology appears now to be unstable, with the formation of an O-point situated at the center of a small magnetic island (instead of an X-point). The slow-mode shocks that form are still present and are attached to the central island. The latter symmetric configuration is itself strongly unstable since the magnetic island quickly develops into a plasmoid, i.e., an island that is pushed and expelled on the negative y side as seen in Fig. 8 (at t ¼ 18) . Eventually, the system is able to evolve to a steady-state Petschek-like solution, as shown in Figs. 9 and 10 . This new final state is clearly an asymmetric Petschek reconnection solution, since the diffusion region (see zoom in Fig. 10) is asymmetric along the y-direction with an X-point situated at y ¼ 0.18. The four standing shocks remain, however, attached to the four tips of the diffusion layer as in a standard symmetric solution. The time evolution of the system is illustrated in Fig. 11 , where the maximum current density J max (obtained for a x ¼ 0 cut) is plotted as a function of time. The result obtained for the previous Gaussian profile is also plotted for comparison. At early times, i.e., t < 10 time units, a symmetric Petschek solution is developing for both profiles in a similar way (J max is increasing). However, at t % 10, a magnetic island appears at the center and grows in place until t % 15. During this second stage, symmetric slow-mode shocks envelop the island. At t % 15, the island begins to move and to be ejected as a plasmoid in one of the two y directions (negative y direction in this case according to Fig. 8 ). The plasmoid stage is characterized by two current density peaks embedding the moving island and coinciding with the two X-points, the highest peak being at the front. Finally, when the plasmoid is fully ejected at the external boundary, a steady state having an asymmetric Petschek solution is set up (see Fig. 10 ). One can note that the maximum current density is only very slightly higher than the value obtained for the similar Gaussian profile, reflecting a very similar reconnection rate.
An interesting question is what determines the half-plane location (positive y versus negative y half-plane) of the final X-point. We have run many simulations with different l y values, and we found that the answer depends on the direction of the expelled plasmoid during the transient state. In fact, the X-point is located on the opposite side of the diffusion region from the plasmoid expulsion direction. Thus, when the plasmoid is ejected towards the negative y-direction, the final steady-state X-point forms on the positive y side (as shown previously) and vice versa. Moreover, running many cases leads to the conclusion that the direction is completely random, with the same number of positive and negative asymmetric X-point solutions. Moreover, we have checked that it is possible to enforce a given direction by prescribing a very small asymmetry in the resistivity profile with a magnitude that is slightly higher than the round-off errors.
The occurrence of two asymmetric solutions in a configuration that is otherwise symmetric is an example of spontaneous symmetry breaking. Such behavior is also predicted by the analytical theory when the resistivity profile is too flat to have a stable symmetric solution. For the non-Gaussian profile there are two stable, asymmetric solutions whose stagnation points are located about halfway between y ¼ 0 and y ¼ l y (see Table II 
FIG. 12.
Comparison of the averaged outflow velocity, hv y i from the numerical simulation using a non-Gaussian resistivity profile (red and blue solid curves) with the corresponding flow predicted by the analytical theory (red and blue dashed curves). The blue simulation curve is for the run and time shown in Figures 9 and 10 . The red simulation curve is for a separate run that uses the same initial conditions, except for small differences due to finite differencing and round-off errors.
and analytical solutions is not as quite as good as in the Gaussian case. There is still very good agreement within the diffusion region, but the agreement outside the diffusion region is not as good as before. Nevertheless, the percentage difference between the two is still less than the 20% error that often occurs with use of the one-dimensional nozzle equations.
The reconnection rate predicted by the analytical theory for the non-Gaussian profile is compared with the simulation values in Table III Table IV compares the predicted location of the two stagnation points to the locations that occur in the simulations. The percentage differences are all less than 4%. The fact that the simulations values of þ0.152 and À0.154 for b ¼ 10 are not precisely anti-symmetric implies that there is a small numerical error of about 1.3% in this particular case. This error is probably due to the fact that the high b simulations exhibit small oscillations on the order of 1% in their final states. Such oscillations are not seen in the b ¼ 0.35 case, so this case may provide more accurate steady-state values for both M Ai and y sp . From the perspective of the analytical theory, the b ¼ 10 case is likely to be more accurate because of a reduced variation of q and v y across the thickness of the outflow layer (see Figure 6 ).
C. Effect of l y and resistivity on asymmetric Petschek reconnection
We have investigated the influence of the l y parameter on the scenario of the formation of the asymmetric steadystate Petschek solution described above, when a flat nonGaussian resistivity profile is imposed. The results are illustrated in Fig. 13 using J max as a diagnostic tool. Three l y values are employed, namely, 0.3, 0.2, and 0.1. Very similar behavior is then obtained for l y ¼ 0.2 and l y ¼ 0.3, with magnetic island formation in the center, followed by a plasmoid stage, and a final ejection just before settling into a steady state asymmetric configuration. This is, however, not the case for l y ¼ 0.1, where no plasmoid forms, despite again the appearance of a final asymmetric reconnection solution. Note also that the final steady-states exhibit higher current density (and higher corresponding reconnection rates) when l y is smaller.
In order to explore the dependence with resistivity, an additional run employing a resistivity value that is twice the previous one is made, g 0 ¼ 10
À3
. The results are compared with the previous case (see Fig. 14) . The initial growth rate of the magnetic island appears to be very similar to the case with g 0 ¼ 5 Â 10 À4 , but the plasmoid ejection is faster.
D. Petschek solutions for mixed Gaussian/ non-Gaussian resistivity profiles
It is instructive to study the effect of using a mixed (Gaussian and non-Gaussian y-components) resistivity profile, namely,
with l 2 and l 4 defining the y Gaussian and non-Gaussian length contributions, respectively, which can now vary from case to case. We focus on a fixed maximum resistivity value with g 0 ¼ 5 Â 10 À4 . Following the same procedure as previously described, we find that symmetric Petschek solutions are stable as long as l 2 is lower than l 4 . The final steady-state is almost indistinguishable from a simulation with Gaussian profile with l y ¼ 0.3, the diffusion region characteristics and reconnection rate being very similar. In the opposite case (l 4 < l 2 ), the symmetric solution is unstable (in the same way as described Fig. 11 , for three runs using the non-Gaussian resistivity profile with l y ¼ 0.1 (plain line), l y ¼ 0.2 (triangles), and l y ¼ 0.3 (squares).
FIG. 14. Same as Fig. 11 , for two runs using the non-Gaussian resistivity profile with g 0 ¼ 5 Â 10 À4 (squares), and g 0 ¼ 1 Â 10 À3 (circles).
in Subsection IV C) with the formation/ejection of a transient plasmoid. The final steady state is also dominated by an asymmetric Petschek solution. This behavior is also predicted by the analytical theory. For l 2 /l 4 < 1.19, the only stable solution is a symmetric one, but for l 2 /l 4 > 1.19, the only stable solutions are the two asymmetric solutions lying on opposite sides of the symmetry axis. The transition of the symmetric solution from stable to unstable is not evident in the lowest order approximation based on setting V 3 and V 4 to zero (see Eqs. (29) and (30) in Sec. III). For l 2 /l 4 > 1.19 these equations predict there are three solutions, one symmetric and the other two asymmetric. However, once l 2 /l 4 > 1.19, the series expansion around v y ¼ 0 no longer converges, and only the expansions for the asymmetric solutions converge. Thus, the mere existence of a solution to (29) and (30) is not sufficient to guarantee that this solution is structurally stable. One also has to demonstrate that the series expansion of this solution is convergent.
V. DISCUSSION AND CONCLUSION
In this paper, we have investigated the stability of Petschek solutions for resistivity profiles that vary with distance along the length of the reconnection layer. We have also quantitatively compared our results to the theoretical analysis of Forbes et al. 5 This analysis predicts the rate of reconnection as measured by M Ai , the Alfv en Mach number immediately upstream of the current layer at the location of the stagnation point, y sp . For a Gaussian profile of the form expðÀy=l y Þ 2 , we find that the reconnection rate predicted by the theory agrees with the simulation value to an accuracy of about 5% for a plasma b of 0.35 and about 8% for a plasma b of 10. These percentages are less than the 10%-20% error expected from the assumptions made by the analytical theory. 5, 28 For a non-Gaussian profile of the form expðÀy=l y Þ 4 , the symmetric theory analysis predicts that there is no stable solution that is symmetric around y ¼ 0. Here, we have extended the previously symmetric analysis to allow for asymmetric solutions. This asymmetric version of the theory predicts that there should be a stable asymmetric solution with a neutral point approximately located at either þ0.5l y or À0.5l y . Either solution is equally likely, but only one solution can occur at a time. In other words, the symmetry of the system is spontaneously broken. The numerical simulations confirm this behavior. Which solution occurs in the numerical simulations depends upon small, random fluctuations in the initial conditions. In the asymmetric solutions, the discrepancy between the theoretical and numerical reconnection rates is about 14% for b ¼ 0.35, but only 1% for b ¼ 10. The predicted locations of the stagnation points (approximately the same as the location of the neutral points) is confirmed to an accuracy of about 3% and 2% for b ¼ 0.35 and b ¼ 10, respectively.
The effect of compressibility on the reconnection rate, as measured by M Ai , is relatively weak. The analytical theory predicts that the reconnection rate should decrease by about 2% as b varies from 0.35 to 10, but the simulations actually show an increase of about 10%. We attribute this discrepancy between the simulation and theory values to the fact that the theory ignores the variation in density across the width of the current layer. This variation increases as the system becomes more compressible with decreasing b.
For both the symmetric and asymmetric solutions, the length of the diffusion region is roughly equal to l y , the length scale over which the resistivity varies. Also for both solutions, the reconnection rate, M Ai , is roughly Lu ly À1=2 , where Lu ly is the Lundquist number based on the scale length l y . Although the neutral and stagnation points are not collocated in general, the separation between them is very small (of order M 2 Ai ). Thus, both the neutral point and the stagnation point lie at nearly the same location. This location depends strongly on the functional form of the resistivity profile, and it typically occurs next to a region where the profile has a steep gradient.
In most of our simulations, asymmetric solutions are obtained by the formation and ejection of a plasmoid. Thus, it is tempting to try to relate this process to the plasmoid instability, which develops in a reconnecting Sweet-Parker current layer when the local Lundquist number exceeds a value on the order 10 4 . 39 However, the local Lundquist number just prior to plasmoid formation in our simulations is estimated to be less than 10 3 . Since the theory developed here assumes a laminar flow, it does not incorporate the physics of such instabilities. It could be interesting, therefore, in a future study to explore more deeply the dependence with resistivity in order to understand better the criterion for spontaneous symmetry breaking and to compare it with plasmoid instability.
Our results may have relevance to reconnection in the lower solar atmosphere. The resistivity of the plasma changes dramatically at the thin interface (transition zone) separating the chromosphere from the corona and also at the interface separating the photosphere from the chromosphere. 33 Any current sheet intersecting these interface regions might, therefore, be expected to undergo rapid reconnection. The reconnection rate would be determined by the thickness of the interface. Such reconnection might be significant for coronal heating, 34 photospheric flux cancellation, 35 or spicule generation. 36, 37 There are several important questions that have yet to be answered: What aspects of the behavior we find in the resistive MHD equations carry over into the kinetic plasma regimes? For example, does the ion-inertial length in Hall-MHD play the same role as the scale, l y , of the resistivity variation? What are the effects of boundary conditions, both in the inflow and in the outflow regions? Petschek reconnection is undriven, so what happens if the inflow is driven, or the outflow is blocked? Finally, our theoretical analysis assumes the flow is laminar, but in many applications the flow is expected to be turbulent. How much, if any, of the behavior observed in the laminar regime carries over in the turbulent regime? 38 
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