Abstract. We describe EDRL-MD, an evolutionary algorithm-based system, for learning decision rules from databases. The main novelty of our approach lies in dealing with continuous -valued attributes. Most of decision rule learners use univariate discretization methods, which search for threshold values for one attribute at the same time. In contrast to them, EDRL-MD simultaneously searches for threshold values for all continuous-valued attributes, when inducing decision rules. We call this approach multivariate discretization. Since multivariate discretization is able to capture interdependencies between attributes it may improve the accuracy of obtained rules. The evolutionary algorithm uses problem speci c operators and variable-length chromosomes, which allows it to search for complete rulesets rather than single rules. The preliminary results of the experiments on some real-life datasets are presented.
Introduction
Discovery of decision rules from databases is one of the most important problems in machine learning and data mining 6]. If a dataset contains some numerical (continuous-valued) attributes a decision rule learner must search for threshold values to create conditions (selectors) concerning these attributes. This process is called discretization and has attracted a lot of attention in the literature.
The simplest discretization algorithm called equal interval binning partitions the range of a continuous-valued attribute into several equal sized intervals. Since it does not make use of class labels it belongs to the group of unsupervised methods. Many experimental studies show 4] , that supervised methods which use the class membership of examples, perform much better than their unsupervised counterparts.
The supervised discretization can be performed globally before the induction of rules by dividing the range of each continuous-valued attribute into intervals independent of the other attributes. An alternative approach, called local supervised discretization consists in searching for attribute thresholds during the generation of inductive hypothesis. However, even the systems, which use this method (e.g. C4. 5 10] ) are often unable to search at the same time for threshold values for more than one attribute. Both approaches belong to the group of univariate discretization methods.
In the paper we propose a new system called EDRL-MD (EDRL-MD, for Evolutionary Decision Rule Learner with Multivariate Discretization) combining the two steps: the simultaneous search for threshold values for all continuous-valued attributes, which we call multivariate discretization, and the discovery of decision rules. As a search heuristic we use an evolutionary algorithm (EA) 9]. EAs are stochastic techniques, which have been inspired by the process of biological evolution. The success of EAs is attributed to the ability to avoid local optima, which is their main advantage over greedy search methods. Several systems, which employ EAs for learning decision rules (e.g. GABIL 3], GIL 7] , EDRL 8]) were proposed. According to our knowledge all of them either work only with nominal attributes or discretize continuous-valued ones prior to induction of rules using univariate methods.
The Weakness of the Univariate Discretization
The univariate discretization methods, although computationally e ective, are not able to capture interdependencies between attributes. For that reason they run the risk of missing information necessary for correct classi cation. A following example shows the shortcomings of univariate discretization.
Consider an arti cial dataset shown (a similar idea was presented in 2]) on . This property holds for the other functions based on impurity or separation of the classes. Therefore any supervised univariate discretization algorithm will have di culties with nding the proper thresholds for both attributes. This limitation does not apply to multivariate methods.
The above-mentioned example indicates, that in some cases a multivariate discretization is more appropriate and it leads to more accurate rules.
Description of the Method
We assume that a learning set E = fe 1 ; e 2 ; : : : ; e M g consists of M examples. Each example e 2 E is described by N attributes (features) A 1 (e); A 2 (e); : : : ; A N (e) and labeled by a class c(e) 2 C. The domain of a nominal (discrete-valued) attribute A j is a nite set V (A j 
Representation
The EA processes a population of candidate solutions to the search problem called chromosomes. In our case a single chromosome encodes a ruleset RS c k .
Since the number of rules in the optimal ruleset for a given class is not known, we use variable-length chromosomes and provide the search operators, which change the number of rules. A chromosome representing the ruleset is a concatenation of strings. Each xed-length string represents the LHS of one decision rule.
Because the EA is called to nd a ruleset for the given class c k there is no need for encoding the RHS. The string is composed (Fig. 2) Note, that maximization of the numerator of (1) is equivalent to maximization of the probability of correct classi cation of an example. The denominator of (1) is a measure of complexity of the ruleset. An increase of the complexity results in a reduction of the tness and thus prevents over tting. To avoid over tting we also limit the number of rules in a chromosome to max R , where max R is a user-supplied parameter. The formula for function (1) including the values of the parameters and was chosen on the experimental basis. We found it performed well in comparison with other functions we tested.
Genetic Operators
Our system employs six search operators. Four of them: changing condition, positive example insertion, negative example removal, rule drop are applied to a single ruleset RS c k (represented by chromosome). The other two: crossover and rule copy require two arguments RS c k 1 and RS c k 2 . A similar approach was proposed by Janikow. However, his GIL 7] system is not able to handle continuous-valued attributes directly, since it represents a condition as a sequence of binary ags corresponding to the values of an attribute (we use the same representation for nominal attributes).
The changing condition is a mutation-like operator, which alters a single condition related to an attribute. For a nominal attribute A j a ag randomly chosen from f 
Experiments
In this section some initial experimental results are presented. We have tested EDRL -MD on several datasets from UCI repository 1]. Table 1 
Conclusions
We have presented EDRL-MD, an EA-based system for decision rule learning, which uses a novel multivariate discretization method. The preliminary experimental results indicate, that both classi cation accuracy and complexity of discovered rules are comparable with the results obtained by C4.5.
Several directions of future research exist. One of them is the design of a better tness function, which has a critical in uence on the performance of the algorithm. The current version was chosen on the basis of very few experiments. Hence the classi cation results presented in the paper should be viewed as the lower limits of the attainable performance. We believe that the performance can be further improved.
It is a well-known fact, that many applications of KDD require the capability of e cient processing large databases. In such cases algorithms, which o er very good classi cation accuracy at the cost of high computational complexity cannot be applied. Fortunately, EAs are well suited for parallel architectures. We plan to develop a parallel implementation of EDRL-MD, which will be able to extract decision rules from large datasets.
