Abstract. Uncertainties associated with eigenvalue problems play an important role in the
INTRODUCTION
Uncertainties are unavoidable in the description of real-life engineering systems. When uncertainties are considered in structural dynamic problems, uncertainty quantification of structural natural frequencies play a crucial role as the dynamic response is governed by the frequencies. Uncertainties can be broadly divided into two categories depended on their natural: aleatory uncertainty and epistemic uncertainty [1] . Aleatory uncertainty is also referred to as irreducible uncertainty or inherent uncertainty due to the inherent variation associated with the physical system or the environment under consideration. Epistemic uncertainty, on the other hand, derives from lacking of knowledge or only grasping limit information in the modeling process. Several epistemic uncertainty quantification techniques have been explored, such as fuzzy set theory [2] , possibility theory [3] , interval analysis [4, 5, 6] , evidence theory [7, 8] and random sets [9] etc. Among the above-mentioned methods, evidence theory has a much more flexible framework to quantify epistemic uncertainty from the perspective of its theoretical body. Evidence theory is widely used in uncertainty reasoning [10] , pattern classification [11] , data fusion [12] , structural uncertainty analysis [13] and reliability analysis [14] . Nevertheless, evidence based uncertainty propagation involves computationally extremely demand due to uncertainty variable is represented by many discontinuous sets, instead of a smooth and continuous explicit probability density function in probability theory, which results in that evidence theory is still remains challenging for application in complex engineering problems though it has exhibited promising advantages in uncertainty modeling.
In this work, frequency analysis of a structural system with epistemic uncertainty is presented. Evidence theory is used to quantify the uncertainty present in the structure's parameters such as material properties. In order to alleviate the computational difficulties in the evidence theory based uncertainty quantification (UQ) analysis, a differential evolution based interval optimization for computing bounds method is developed. A typical example with aleatory and epistemic uncertainties is investigated to demonstrate accuracy and efficiency of the proposed method by comparing with interval algorithm and probability theory.
UNCERTAINTY QUANTIFICATION WITH EVIDENCE THEORY

Fundamentals of evidence theory
Evidence theory (DST) was first proposed by Dempster [7] and extended by Shafer [8] . With respect to a single measure in probability theory, evidence theory employs belief and plausibility measures to characterize uncertainty by indicating the confident degree to believe that event is true and not false, respectively. Similar with finite sample space in classical probability theory, frame of discernment (FD) is used in DST to denote the entire collection of mutually exclusive and exhaustive possible elementary propositions, and it is always represented by a symbol Ω. As a central concept of DST, basic belief assignment (BBA) is defined as a mapping from power set 2 Ω → [0, 1] to express the degree of belief in a proposition and should satisfy the following axioms:
as long as m(A)>0, then subset A is named focal element. In the light of concept for belief and plausibility, the expression of these two measures for proposition B can be obtained from following:
where A represents different elements in 2 Ω . On account of the evocation of insufficient experimental data or empirical knowledge, the belief degree of event A cannot represent the confident degree of Ã , that is
, which are completely different from probability distribution function(PDF) in probability theory, that
The expression of this relationship shows in Figure 1 . In comparison with probability theory, evidence theory allows evidence stemming from different sources and employs the rules of combination to aggregate. One of most important combination rules is Dempster's rule which has following formulation:
can be viewed as contradict or conflict among the information given by the independent knowledge sources.
Uncertainty propagation with differential evolution
In the process of uncertainty propagation, the mathematical form of physical or finite element model can be abstractly expressed as:
where y= [y1, y2, …, yn] is the vector of system responses, and xv=[x1,x2, …,xn] is the vector of uncertain input, d is the vector of deterministic input, f is transfer function. Just like in nature to the joint probability distribution density in probability theory, a joint belief structure shall be constructed to investigate the effects of uncertain variables. The consolidated joint belief structure can be vividly described as hypercube, because the uncertainty of each variable is represented by a set of intervals in evidence theory. From this prospective, the propagation of uncertainty can be viewed as a process to obtain the response bounds within each hypercube, corresponding mathematical formulation is described as:
where i x and i x represent the lower and upper bounds of each joint hypercube. For the reason that the scale of variable is always large, in addition to every variable include many intervals, the uncertainty propagation process involved enormous joint hypercube is computationally extremely demand. Herein, a differential evolution (DE) strategy [15, 16, 17] is promoted to alleviate the burden of computation cost. As a novel evolutionary computation technique, differential evolution resembles the structure of an evolutionary algorithm (EA), but differs from traditional EAs in its generation of new candidate solutions and by its use of a 'greedy' selection scheme.
As a parallel direct search method, like other variant evolutionary algorithms, DE is initialized by randomly choosing NP population that cover the entire parameter space. Let S∈Rn be the search space of the problem under consideration, the n-dimensional vector can be represented by xi=(xi1, xi2, …, xin)T∈S, i=1, 2, 3,…, NP. The DE algorithm is a population based algorithm like other genetic algorithm family involving the similar operators: crossover, mutation, crossover and selection.
(1)Mutation
The objective of mutation is to enable search diversity in the parameter space as well as to direct the existing object vectors with suitable amount of parameter variation in a way which will lead to better results at a suitable time. It keeps the search robust and explores new areas in the search domain.
According to the mutation operator, for each individual,
 is determined using different mutation methods. The mutation method of DE/current-to-best/1/bin recommended by Storn and Price [15] is used in this paper to optimize structure, which is corresponding to Eq.8:
best =best individual of the population at generation G; F and F1>0=real parameters, called mutation constants, which control the amplification of difference between two individuals so as to avoid search stagnation; and r1, r2 are mutually different integers, randomly selected from the set {1, 2,…, i-1, i+1,…, NP}.
(2) Crossover Similar to genetic algorithms, following the mutation phase, the crossover operator is applied on the population. For each mutant vector,  
is generated, with (9) In this equation, j=1, 2, …, n; rand(j) is the jth independent random number uniformly distributed in the range of [0, 1]. Randn(i) is a randomly chosen index from the set {1, 2,…, n}, and CR is user defined crossover constant∈[0, 1] that controls the diversity of the population. (2) Selection DE employs a greedy criterion which is different from genetic algorithms. After producing the offspring, the performance of the offspring vector and its parent is compared and the better one is selected. If the parent is still better, it is retained in the population, otherwise, the offspring retained in the population. The selection process is represented by Eq.10: (10) To this end, the flow chart of differential evolution based quantification uncertainty is formulated as: 
UNCERTAIN NATURAL FREQUENCIES ANALYSIS
Eigenvalue problem of structural vibration
The equilibrium equations for the free vibration of an undamped multi-degree of freedom system are defined as:
where M and K are the global mass and stiffness matrices of system, respectively; u is the displacement, u″ is the acceleration. The undamped eigenvalue problem is given by:
where ω, φ are respectively the circular frequencies and eigenvectors of system.
Uncertainty quantification of natural frequencies
In evidence theory, focal elements and BBA are determined firstly, and then focal elements between different variables combined to construct joint belief. It needs to find the maximum and minimum values of the natural frequencies respond ω to obtain the response bounds within each hyper-cube:
where ω represents the natural frequencies of system; i E and i E are the upper and lower bounds of modulus of elasticity Ei, respectively.
NUMERICAL EXAMPLE
An example problem solves the problem cited in the paper by [18, 19] using the interval method of the present work. The structure in the problem is a multi-spring-mass system with uncertainty in the elements' stiffness as shown in Figure 3 . The element mass given in their work are 1
. The uncertainties of stiffness described by multi-expert opinions in evidence theory are listed in Table 1 . For comparison, the uncertainty of stiffness is also represented by probability theory and interval theory. Detailed information of probabilistic distribution(N(μ,σ)) and intervals for uncertain variables are listed in Table 2 . The eigenvalue problem is solved using the method presented in this work and results are plotted in Figure 4 Figure 4 and Table 3 show that the results given by evidence theory are interval values because of the uncertain parameters and the evidence theory result is wider than probabilistic result but much narrower than interval method result. What's more, the result calculated by probability theory is just a curve inside the resign enclosed by the belief function and the plausibility function which demonstrates the good compatibility between evidence theory and probability theory. The uncertain variables without exact probability distribution are suitable for evidence theory to handle, and it avoids the error caused by probability theory and too conservative caused by interval analysis.
CONCLUSIONS
A combined evidence theory and differential evolution based method for frequency analysis of structures with epistemic uncertainty in structure's stiffness properties is presented. The present method is computationally feasible, in which the differential evolution method possesses fast convergence speed and good robustness, and it is used to solve two interval optimization problems in the process of uncertainty propagation, which can greatly increase the calculation efficiency.
Also for any structural system, problems incorporating epistemic uncertainty are of great practical importance. Evidence theory with a flexible framework can formulate various basic probability assignment structures and can represent many types of uncertain data, and it has good compatibility with probability theory, so evidence theory has the potential to handle epistemic uncertainty quantification.
