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Abstract. This paper studies autonomous synchronization of k agent orientations ∈ SO(n) by
using links that each convey (a priori diﬀerent) partial state information between two agents: the
latter compare the action of their states on a common link-dependent vector of Rn. Such setting
appears when each pair of agents compares the expression, in their respective body frames, of a
common external direction (force ﬁeld, heading of moving object, etc.). To synchronize their states,
agents must combine this information over time or throughout the network. A gradient coupling law
for synchronization is proposed. Extensive convergence analysis of the coupled agents is provided,
both for ﬁxed and time-varying reference vectors. The results are compared to a similar setting with
states in Rn and agents coupled through scalar product of their state with a reference vector.
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1. Introduction. Synchronization and collective phenomena have recently drawn
considerable attention. Inspired by natural systems (see, e.g., [32, 37, 41]), the control
community has developed an interest in self-coordination of multiagent systems; ap-
plications include communication networks and vehicle formations (see, e.g., [10, 13,
14, 15, 16, 22, 25, 27, 38]). The literature addresses aspects like optimal conﬁguration,
collision avoidance, nonlinear dynamics, interaction graph structure, and distributed
controller tuning. A distinction must be made between decentralized or distributed
controllers that let a set of coupled subsystems follow (sometimes implicit) reference
inputs are designed for a set of coupled subsystems [6, 42], and autonomous coor-
dination, where systems evolve without external command and a collective behavior
emerges from their coupling only. Our work belongs to the latter framework.
A basic autonomous collective behavior, called “synchronization” or “consensus,”
is that agents reach a common state value thanks to pairwise interactions. This prob-
lem has been studied mainly with a standard linear algorithm for states in Rn (see
e.g., [15, 28, 38]; [26] proposes a more general convexity argument). Motivated by
problems involving data on the sphere, agents representing subspaces, or rigid body
attitudes, [34] extends consensus to nonlinear manifolds. Synchronization of satellite
attitudes, evolving on the space SO(3) of rotation matrices, has been studied both in
the presence of a reference or leader [7, 18, 21, 40] and in fully autonomous (i.e., leader-
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SYNCH WITH PARTIAL STATE COUPLING ON SO(n) 3243
and referenceless) framework [27, 31, 35], mostly with second-order mechanical dy-
namics. All these papers consider full state exchange1 between interacting agents.
In this context, the present paper introduces two innovations.
First, we initiate a study of synchronization with partial state coupling on the
Lie group SO(n): a basic state coupling law for synchronization on SO(n) (see [34])
is extended to a setting where information coupling the agents contains only the
action of their state on a “reference vector” in Rn. This output map is inspired
by a proposal in [29] for agents on the circle, that is, SO(2); note, however, that
on SO(2) this output is equivalent to full state knowledge—the concern of [29] is
noise reduction. Such output maps are also considered for observers on SO(3) (see,
e.g., [8, 24]); they appear when an external vector ﬁeld (gravity, magnetic ﬁeld) is
measured in an agent-ﬁxed frame. Observer or tracking algorithms can be viewed as
a special case of synchronization, between two agents only (the actual state and the
estimated or to-track state), involving a single link. We here extend this formalism
to synchronizing k agents, giving the result for k = 2 as a ﬁrst approach that admits
a complete analysis: a single ﬁxed reference vector is not suﬃcient to synchronize the
states, but with a persistently varying reference vector the states can synchronize as
the “averaged output map” gives access to the full state.
Second, for k > 2 agents, we propose an alternative setting for partial state
coupling in (any) network. Consensus under partial state coupling has been studied
in, e.g., [36, 39, 23] for linear systems. There each agent is viewed as a copy of the same
linear system, whose single output is compared with others. A controller synchronizing
outputs achieves full state agreement thanks to detectable zero-input agent dynamics.
In contrast, the present paper considers that one agent can involve diﬀerent outputs in
its interaction with diﬀerent neighbors. This setting views “outputs” as an interaction-
deﬁned characteristic rather than an agent-centered characteristic. We then follow
the initial consensus framework, with no zero-input dynamics, and study how full
state synchronization can be recovered by exchanges of diﬀerent state parts through
the whole network. Note that in the setting of [36, 39, 23], having no zero-input
dynamics makes the individual systems undetectable and state consensus would never
be reached. We therefore also brieﬂy give results corresponding to our particular
partial state coupling framework for states evolving on Rn. Unlike what ﬁrst intuition
might suggest, each agent sharing, through its diﬀerent outputs, information about
its whole state with the network, is not suﬃcient for synchronization.
Beyond settings where it results from physical constraints (see section 2), par-
tial state coupling could also be an explicit design choice in an attempt to reduce
information transfer for, e.g., satellite attitudes synchronization.
The paper is organized as follows. Section 2 motivates and formalizes the setting,
proposes a cost function, and derives a gradient law on SO(n) that couples the agents
via available information. The analog problem on Rn is also introduced. Section 3
starts the convergence analysis with two agents. Section 4 presents a detailed analysis
for networks of k > 2 agents. Section 4.2 gives the result for time-varying reference
vectors, adding a technical assumption with respect to (w.r.t.) the two-agent case.
Section 4.1 characterizes local state synchronization for ﬁxed reference vectors. We
give (i) a necessary condition in terms of individual agent properties, (ii) a necessary
and suﬃcient condition on Rn and suﬃcient condition on SO(n) in terms of the rank
of a generalized Laplacian matrix including the eﬀect of reference vectors, and (iii) a
tighter suﬃcient condition on SO(n) which involves a matrix of size kn2 for k agents.
1Or at least full conﬁguration exchange for second-order systems.
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3244 A. SARLETTE AND C. LAGEMAN
For generic yij , these translate into conditions on the network structure. Several
(counter-)examples are given. Section 5 studies SO(3) with ﬁxed reference vectors
in more detail, deriving suﬃcient conditions for which output synchronization and
state synchronization coincide; this property is stronger than local stability of state
synchronization under the gradient ﬂow. We also draw attention to poor robustness
of a setting where reference vectors correspond to relative positions of the agents in
R
3. Simulations are provided for illustration.
1.1. Notation. In ∈ Rn×n is the identity matrix. XT is the transpose of X ∈
R
n×m and skew(X) = 12 (X − XT ) for m = n. The Euclidean norm of column
vector y ∈ Rn is denoted ‖y‖2 :=
√
yT y; the Frobenius norm of M ∈ Rn×n with
entries mij is ‖M‖F :=
√
tr(MTM) =
√∑
ij m
2
ij . For X ∈ Rn×m with column
vectors x1, x2, . . . , xm ∈ Rn, we write rank(X) = rank(x1, x2, . . . , xm) its rank and
vec(X) ∈ Rnm the vector obtained by stacking x1, x2, . . . , xm in a single column. For
a set S ⊂ (Rn×n)k we denote vec(S) = {vec((XT1 , . . . , XTk )T ) : (X1, . . . , Xk) ∈ S} ⊂
R
kn2 . The vector product of x1, x2 ∈ R3 is x1 × x2 ∈ R3. The Kronecker product of
matrices is denoted ⊗. The unit sphere in Rn is denoted Sn−1 = {x ∈ Rn : ‖x‖2 = 1}.
SO(n) ∼= {Q ∈ Rn×n : QTQ = In, det(Q) = 1} is the Lie group of n-dimensional
rotations; so(n) ∼= {X ∈ Rn×n : XT = −X} is the Lie algebra of SO(n), that is, the
tangent space to SO(n) at identity. We consider SO(n) equipped with the standard
bi-invariant Riemannian metric induced by its embedding in Rn×n: 〈QΩ, QΘ〉 =
tr(ΩTΘ), where {QΩ, QΘ} ⊂ TQSO(n) the tangent space to SO(n) at Q, and
{Ω,Θ} ⊂ so(n). SO(n) acts on Rn by matrix vector multiplication (Q, y) 	→ Qy. The
stabilizer of y ∈ Rn with respect to this action is stab(y) = {Q ∈ SO(n) : Qy = y}.
For y = 0 this stabilizer is a subgroup homomorphic to SO(n − 1); in particular,
Q ∈ stab y if and only if Q−1 = QT ∈ stab y.
An undirected (ﬁnite) graph G(V , E) consists of V a ﬁnite set of vertices—in the
following representing the agents—and E a set of unordered vertex pairs called edges—
representing undirected interaction links among agents. We label vertices (i.e., agents)
by integers: V = {1, . . . , k}. We denote by #E the cardinality of E . Following a
customary abuse of notation we write (i, j) ∈ E to actually represent the unordered
pair {i, j} ∈ E . Vertices i, j linked by edge e = (i, j) ∈ E are denoted i = vl(e) ∈ V
and j = vr(e) ∈ V with vl(e) < vr(e). G(V , E) can be represented by its adjacency
matrix A = (aij), where aij = 1 if (i, j) ∈ E and aij = 0 otherwise. In particular, G
undirected implies aij = aji for all i, j, i.e., A is symmetric; we consider G without
self-loops (edges between a vertex and itself), so aii = 0. In the incidence matrix
B ∈ Rk×#E , each column corresponds to an edge e of G and contains all zeros except
1 on row vr(e) and −1 on row vl(e). For undirected graphs, the standard Laplacian
matrix is L = BBT = D − A, where diagonal matrix D contains dii =
∑k
j=1 aij the
degree of vertex i, i.e., number of edges involving i.
2. Problem statement and coupling law.
2.1. Partial state coupling on SO(n). Consider a set of k rigid body “agents”—
e.g., robots or satellites; each rigid body has its own reference (“body”) frame orien-
tation Qi ∈ SO(n), n ≥ 2, for i = 1, 2, . . . , k. A basic functionality for autonomous
collective task solving is for the agents to autonomously reach agreement on a com-
mon orientation Q1 = Q2 = · · · = Qk, i.e., to synchronize orientations. Note that in
the agreement problem setting one might consider—in a ﬁrst instance, depending on
applications—adapting the reference frames Qi without actually physically moving
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SYNCH WITH PARTIAL STATE COUPLING ON SO(n) 3245
the rigid bodies. We consider synchronization at this planning level, and therefore
assume that orientations are fully actuated and velocity controlled, according to left-
invariant dynamics,
(1)
d
dt
Qi = Qi ui, i = 1, 2, . . . , k .
The control inputs ui are expressed in respective body frames, e.g., ui for n = 3
contains the components of angular velocity expressed in the body frame of agent i.
The goal in the present paper is to reach state synchronization by just appropriately
coupling agents through ui.
Definition 1. State synchronization set Cs is the set of states such that all
agents have the same state, i.e., Cs := {(Q1, Q2, . . . , Qk) ∈ (SO(n))k : Q1 = Q2 =
· · · = Qk}.
As coupling every agent to every other agent could lead to prohibitive commu-
nication cost for large k, it is customary in the consensus literature to consider an
imposed restricted network coupling constraint:
(R1) Network coupling: admissible pairwise interactions are represented by an
undirected graph G(V , E) such that ui only uses information from agents
j for which (i, j) ∈ E .
Traditional approaches to orientation synchronization like [27, 31, 33, 34] assume
that connected agents (i, j) ∈ E have access to their relative orientation QTi Qj . More
generally, most synchronization studies assume relative state measurements. However,
in practice it is not obvious how to directly measure the relative orientation between
two rigid bodies in real time. In contrast, measuring the expression of a vector
(direction) in a body frame is common. One could imagine sensors mounted on the
agents that are sensitive to magnetic, electric, or gravitational ﬁelds, or vision-based
detectors observing the position in each body frame of some striking object (light
source, beacon, other robot). A vector y in (hypothetical) inertial frame is measured
as QTi y in the body frame of agent i. Observers based on such output—comparing
QT y to y—are proposed in, e.g., [8, 24].
Without relying on an external reference frame, two agents i and j can still com-
pare how they see, in their respective body frames, a common given vector which has
unknown description yij ∈ Rn in an inertial frame. That is, agents i and j respectively
measure QTi yij and Q
T
j yij ; then both agents communicate to compare coordinates
(2) QTi yij and Q
T
j yij .
We therefore consider the following coupling possibility:
(R2) Partial state coupling: interacting agents i and j exchange outputs (2) with
reference vectors yij = yji ∈ Sn−1 given but a priori unknown. Importantly,
we allow yij to diﬀer from link to link.
The last part is in strong contrast with existing studies where “output maps” are
associated to agents (nodes of the graph) rather than to links (edges of the graph);
see, e.g., [36, 39, 23]. Restriction to unit vectors is not essential, as vector magnitudes
are independent of reference frame orientation. Magnitudes might therefore in fact
serve as a way for a pair of agents i, j to identify a relevant common vector yij in their
environment. This could be a suﬃciently homogeneous magnetic, electric, or gravita-
tional ﬁeld. Or, both agents may see the same object moving in their neighborhood,
so that its velocity vector may serve as yij ; one might indeed encounter the situation
that each agent pair is able to identify a common such object, but no single object is
visible by the whole swarm. Another possible yij is the position of some object, like
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3246 A. SARLETTE AND C. LAGEMAN
a reference star, that is far enough w.r.t. interagent distances such that the parallax
eﬀect due to diﬀerent positions of the two agents is negligible. Finally, a more special
situation would derive yij from positions yi, yj of the rigid bodies i, j in R
n: agent
i measures in its frame the relative position QTi (yj − yi) of j, and agent j similarly
measures QTj (yi− yj); these are equivalent to (2) by (i) taking yij = yj−yi‖yj−yi‖2 and (ii)
introducing a minus sign in the comparison of the two body frame measurements that
reﬂects (yi−yj) = −(yj−yi). This last situation may seem attractive to implement in
conﬁned environments, but if all yij are built in this way, then they have a particular
interdependence that can be problematic; see section 5.
Definition 2. Output synchronization set Co is the set of states such that both
outputs are equal on each link, i.e., Co := {(Q1, Q2, . . . , Qk) ∈ (SO(n))k : QTi yij =
QTj yij for all (i, j) ∈ E}.
Clearly, Cs ⊆ Co. The main question, investigated in this paper, is under which
conditions output synchronization implies state synchronization. Both ﬁxed and time-
varying yij are considered. The challenge starts for n > 2: for n = 2, as studied in [29],
SO(2) is isomorphic to the circle and (2) is equivalent to full state information.
Taking state synchronization on SO(n) from state-based to output-based coupling
gives it a more fundamental scope. If two agents i, j know their relative state QTi Qj ,
then they can “talk the same language,” in the sense that coordinates QTi v of a
vector expressed in the body frame of i can be readily “translated” into coordinates
QTj v = (Q
T
i Qj)
TQTi v of the same vector in the body frame of j. In contrast, when
QTi Qj is unknown, agent i cannot send a vector message (e.g., desired velocity) to
agent j in an appropriate coordinate expression. Therefore, in the presence of output
measurements (2), synchronizing the Qi ∈ SO(n) can be viewed as in fact providing
a means to communicate through “coordinate” messages.
In the following we design the ui as a static function of (2). In our fully au-
tonomous setting, this is no limitation w.r.t. local-observer-based strategies as in,
e.g., [23] for the following reason. To avoid relying on convergence to an external ref-
erence, an isolated agent must follow ddtQi = Qi Ω(t) with state-independent rotation
rate expressed in the body frame, Ω(t). This allows no stabilizing zero-input dynam-
ics. Moreover, adding the same velocity Ω(t) to the input of all agents in (2) does not
modify ddt(QjQ
T
i yij − yij), so we can as well take Ω(t) = 0: there is no possibility to
exploit local agent dynamics for retrieving state consensus as in, e.g., [36, 39, 23]. For
this reason, recovering full state consensus requires each agent to share several pieces
of information along its links.
2.2. Gradient ﬂow on SO(n). A gradient ﬂow for (at least local) synchro-
nization on SO(n) with full state coupling is proposed in [34]. It expresses state
disagreement by cost function
(3) fs =
1
2
∑
(i,j)∈E
‖Qi −Qj‖2F =
∑
(i,j)∈E
(n− tr(QTi Qj))
and makes agents “rotate toward each other” according to
(4)
d
dt
Qi = − gradQi(fs) = Qi
∑
{j:(i,j)∈E}
skew(QTi Qj), i = 1, 2, . . . , k .
The gradient is computed w.r.t. the product metric on SO(n)k of the bi-invariant
Riemannian metric for SO(n) embedded in Rn×n; see section 1.1. Algorithm (4)
requires agents to compare relative states, QTi Qj . For agents only comparing outputs
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SYNCH WITH PARTIAL STATE COUPLING ON SO(n) 3247
(2), we propose a gradient ﬂow which minimizes the output disagreement cost function
(5) fo =
1
2
∑
(i,j)∈E
‖QTi yij −QTj yij‖22 =
∑
(i,j)∈E
(1− tr(QTi MijQj)),
where Mij := yijy
T
ij is a rank 1 projector. This yields a coupling law satisfying R1
and R2:
(6)
d
dt
Qi = − gradQi(fo) = Qi
∑
{j:(i,j)∈E}
skew(QTi MijQj), i = 1, 2, . . . , k .
Both dynamics (4) and (6) are right-invariant w.r.t. absolute orientation: if (Q1(t), . . . ,
Qk(t)) is a solution, then (Q1(t)R, . . . , Qk(t)R) is also a solution for any constant
R ∈ SO(n).
Remark 1. We consider ﬁrst-order dynamics for simplicity. Gradient laws can be
extended to higher-order systems, e.g., applying forces or torques that are the gradient
of a potential in second-order mechanical systems; see, e.g., [33] for extending (4) to
mechanical systems with Euler equation dynamics.
Remark 2. Dynamics (6) can also be mapped to the space of outputs and viewed
as a gradient in the submanifold of M := (Sn−1 )2#E given by N := {(re1 , . . . , re#E ,
se1 , . . . , se#E ) : re = Q
T
vl(e)ye and se = Q
T
vr(e)ye for some (Q1, Q2, . . . , Qk) ∈ (SO(n))k ,
for all e ∈ E}. The corresponding dynamics on N extend to gradient dynamics of
ho =
∑
e∈E ‖re − se‖22 on M for a suitable Riemannian metric. Explicitly, (6) on the
output space translates to
d
dt
re = −
∑
j∈ed(vr(e))
skew(rj s
T
j ) re and(7)
d
dt
se = −
∑
j∈ed(vl(e))
skew(sj r
T
j ) se for e ∈ E ,
where ed(i) denotes the set of edges involving vertex i. The appearance of rj s
T
j ,
with j = e, in ddtre expresses interdependence of all outputs rj , sj that correspond to
the same state Qi. This interdependence must be encoded in a nontrivial geometry
to make dynamics (7) a gradient ﬂow on N . In this interpretation, output syn-
chronization corresponds to the set N
⋂ {(re1 , . . . , re#E , re1 , . . . , re#E ) : rej ∈ Sn−1}.
Examining this intersection seems to be a challenging geometric problem.
2.3. Gradient ﬂow with partial state coupling on Rn. We compare our
results to an analog linear setting. Consider k agents with states xi ∈ Rn for
i = 1, 2, . . . , k, e.g., representing positions of agents in Rn, n ≥ 1. They evolve accord-
ing to ddtxi = ui, where ui ∈ Rn must be designed as an interagent coupling to reach
state synchronization xi = xj for all i, j. The coupling is subject to restrictions (R1)
and (R2): the network constraint remains unchanged, while partial state coupling is
imposed by comparing, for each edge (i, j), the projection of xi and xj on some direc-
tion yij ∈ Sn−1 ⊂ Rn, i.e., communicated outputs are xTi yij and xTj yij . So informa-
tion exchanged along one edge is a scalar. An extension to projections onto subspaces,
with Yij ∈ Rn×m, could also be considered. The natural cost function for this setting is
go =
1
2
∑
(i,j)∈E
(xTi yij − xTj yij)2 =
1
2
∑
(i,j)∈E
(xi − xj)T Mij (xi − xj)
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3248 A. SARLETTE AND C. LAGEMAN
with Mij = yijy
T
ij deﬁned as in section 2.2. The ensuing gradient ﬂow is
(8)
d
dt
xi =
∑
{j:(i,j)∈E}
Mij (xj − xi), i = 1, 2, . . . , k .
One term of (8) drives the components along direction yij of xi and xj toward each
other, leaving the rest of the state unchanged. The idea is that by combining informa-
tion along diﬀerent directions yij of diﬀerent edges, synchronization is reached on the
whole state vector. This setting essentially diﬀers from [39, 36, 23], where yij is the
same for all edges and state synchronization relies on zero-input dynamics ddtxi = Axi
making an individual system detectable from its single output.
3. Convergence for two agents. For k = 2 agents, there is a single edge
(1, 2) with reference vector y12. Moreover, invariance w.r.t. absolute orientation (or
position) allows us to reduce the state of the system to the relative state of one agent
with respect to the other one. Convergence properties on SO(n) and on Rn are similar:
for ﬁxed y12, synchronization appears only along the space on which information is
projected; with varying y12 full state synchronization is possible.
On SO(n), deﬁning Q = Q1Q
T
2 leads to reduced dynamics,
full state:
d
dt
Q = 2Q skew(QT ),(9)
partial state:
d
dt
Q = 2Q skew(QTM12) .(10)
These expressions are also valid for a directed link, e.g., when Q1 follows (6) and
Q2 remains static. Dynamics (9) and (10) are also building blocks for tracking or
observer algorithms: if an external pilot imposes ddtQ2(t) = Q2Ω(t) with known
input Ω(t) ∈ so(n), then (10) remains valid if ddtQ1 = Q1 (skew(QT1M12Q2) + Ω(t)).
Geometric observers resembling (10) are built on this basis; see, e.g., [8, 20, 24].
Dynamics (9) and (10) implement gradient descent for respective cost functions
fˆs(Q) = ‖QT − In‖2F and fˆo(Q) = ‖QT y12 − y12‖22. In terms of Q, state and output
synchronization map to Cˆs = {In} and Cˆo = {Q : fˆo(Q) = 0 } = stab(y12), respec-
tively. For (9), Q = In is the only stable equilibrium; see [34]. For (10) the system
behaves as follows.
Theorem 1. Consider the dynamics (10) on SO(n) with n > 2.
(a) Let Zy = {Q : Qy12 = −y12} be the set of maxima of fˆo. If y12 is constant,
then all trajectories with initial condition Q(0) ∈ SO(n) \ Zy asymptotically converge
to Cˆo; convergence is locally exponential. Only initial points in S0 = {In + (cos θ-
1) (y12y
T
12+ zz
T ) + sin θ (y12z
T − zyT12) with z ∈ Sn−1, zTy12 = 0, θ ∈ (−π, π)},
converge to Cˆs.
(b) If y12(t) is a time-varying smooth function,
d
dty12 is uniformly bounded, and
there exist T, α > 0 such that B(t) := 1T
∫ T
0
M12(t+τ) dτ has at least n−1 eigenvalues
larger than α for all t > 0, then Cˆs is the only asymptotically stable limit set and
attracts (at least) all solutions starting with fˆs(Q) < 2.
Proof. (a) Take fˆo as Lyapunov function. Along solutions of (10),
d
dt fˆo =
−‖ ddtQ‖2F = −(1 + yT12Qy12)fˆo ≤ 0. SO(n) is compact and all functions are smooth,
so by the LaSalle invariance principle (see, e.g., [17]) all solutions converge to the set
where ddt fˆo = 0. Points with 1 + y
T
12Qy12 = 0 belong to Zy; since they are maxima
of fˆo, they attract no trajectories. So all trajectories starting outside Zy converge to
D
ow
nl
oa
de
d 
12
/1
2/
12
 to
 1
57
.1
93
.1
17
.7
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SYNCH WITH PARTIAL STATE COUPLING ON SO(n) 3249
fˆo = 0. In the neighborhood of stab(y12), we have y
T
12Qy12 > 0, thus
d
dt fˆo < −fˆo,
which yields exponential convergence.
A trajectory Q(t) of (10) starting at Q(0) ∈ S0 stays in S0 for all t > 0; writing
Q as in the deﬁnition of S0, dynamics reduce to
d
dtz = 0,
d
dtθ = − 12 sin(θ). Thus θ
converges to 0 for θ(0) = π, so points in S0 converge to Cˆs = {In}. Conversely, denote
S¯0 = {In+(cos(θ)-1) (y12yT12+zzT )+ sin(θ) (y12zT−zyT12) : z ∈ Sn−1, zTy12 = 0, θ ∈
[−π, π]}. Note that S¯0 \ S0 ⊂ Zy. Any Q ∈ SO(n) can be written Q = RU with
R ∈ stab(y12) and U ∈ S¯0; this is checked, e.g., by expressing Q in an orthonormal
basis with ﬁrst element y12 and showing that there is at least one solution (R,U)
to Q = RU for any Q ∈ SO(n). Now if U∗(t) is a solution of (10), then RU∗(t)
is also a solution of (10), provided R ∈ stab(y12). Therefore solutions starting at
Q(0) = RU(0) with U(0) ∈ S0 converge to R; with U(0) ∈ S¯0 \S0 ⊂ Zy keep constant
fˆo. Altogether solutions starting outside S0 do not converge to Cˆs = {In}.
(b) Take fˆs as Lyapunov function:
d
dt fˆs = −2 tr(dQdt ) = 2((Qy12)T (QT y12)−1) ≤ 0
along solutions of (10), with equality at time t if and only if Q2(t) ∈ stab(y12(t)).
Points outside {In} cannot be stable since In is the only local minimum of fˆs, which
never increases along trajectories.
Since y12(t) is time-varying, a modiﬁed version of the LaSalle invariance principle
must be used [2]. For a given set S1, it ensures that all Q(0) ∈ SO(n) \ S1 asymp-
totically converge to {In} if, in addition to standard LaSalle conditions and technical
requirements that automatically hold thanks to compactness of SO(n) and smooth-
ness of (10), the following hold: (i) solutions starting in SO(n) \ S1 at t = 0 remain
in SO(n) \ S1 for all t > 0; (ii) denoting by Q(t+ σ; Q¯, t) the solution at time t+ σ
of (10) with initial condition Q(t) = Q¯, there exists for any Q¯ ∈ SO(n) \ (S1 ∪ {In})
a ﬁnite time τ(Q¯) such that lim supt→∞ fˆs(Q(t+ τ(Q¯); Q¯, t)) < fˆs(Q¯).
Taking S1 = {Q : fˆs(Q) ≥ 2}, (i) holds since ddt fˆs ≤ 0 along trajectories. We now
show that (ii) holds for τ(Q¯) = T . Assume that this is not the case, i.e., there is a
Q¯ ∈ SO(n) \ S1 such that
(11) lim sup
t→∞
fˆs(Q(t+ σ; Q¯, t)) = fˆs(Q¯) for all σ ∈ [0, T ].
Since ddty12 is uniformly bounded, y12(t) is uniformly continuous. Therefore
d
dσ fˆs(Q(t+
σ; Q¯, t)) is uniformly continuous (in σ and t) and it is necessary for satisfying (11)
that
0 = lim sup
t→∞
min
σ∈[0,T ]
d
dσ fˆs(Q(t+ σ; Q¯, t))
= lim sup
t→∞
min
σ∈[0,T ]
2
(
y12(t+ σ)
T (Q(t+ σ; Q¯, t))2 y12(t+ σ) − 1
)
.(12)
This requires the existence, for any given ε > 0, of a sequence tm → ∞ for which
1 − y12(tm + σ)T (Q(tm + σ; Q¯, tm)T )2y12(tm + σ) < ε for all σ ∈ [0, T ]. Using the
Jordan normal form of Q, note that all Q ∈ SO(n) with eigenvalues eiφj , |φj | < π/2,
satisfy yTQ2y ≤ yTQy for all y ∈ Sn−1. This is interesting since, as Q¯ /∈ S1, there
exists β(Q¯) > 0 such that fˆs(Q) = 2(n− tr(Q)) = 2(n−
∑n
j=1 real(e
iφj )) ≤ 2 − 2β,
equivalently
∑n
j=1 cos(φj) ≥ n − 1 + β; which necessarily implies |φj | ≤ π/2 − β for
all j. Therefore,
ε > y12(tm + σ)
T (In −Q2(tm + σ; Q¯, tm))y12(tm + σ)
≥ 1− (y12(tm + σ)TQ(tm + σ; Q¯, tm)y12(tm + σ))
for all σ ∈ [0, T ] andm∈N. Bounding ‖Q(t+σ; Q¯, t)−Q¯‖F by
∫ σ
0
‖ ddlQ(l; Q¯, t)|l=t+σ‖F dl
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3250 A. SARLETTE AND C. LAGEMAN
and using standard norm properties, we then have
∫ T
0
1− tr(M12(tm + σ)Q¯)dσ
≤
∣∣∣∣∣
∫ T
0
1− tr(M12(tm + σ)Q(tm + σ; Q¯, tm)) dσ
∣∣∣∣∣
+
∣∣∣∣∣
∫ T
0
yT12(tm + σ)(Q(tm + σ; Q¯, tm)− Q¯)y12(tm + σ)dσ
∣∣∣∣∣
≤
∫ T
0
(1− tr(M12(tm + σ)Q(tm + σ; Q¯, tm))) dσ +
∫ T
0
‖Q(tm + σ; Q¯, tm)− Q¯‖F dσ
≤ T max
σ∈[0,T ]
(1− tr(M12(tm + σ)Q(tm + σ; Q¯, tm)))
+
T 2
2
max
σ∈[0,T ]
(
‖ d
dl
Q(l; Q¯, tm)|l=tm+σ‖F
)
≤ max
σ∈[0,T ]
(TA+ T 2
√
A) with A = 1− (y12(tm + σ)TQ(tm + σ; Q¯, tm)y12(tm + σ))
≤ Tε+ T 2√ε .
From the ﬁrst and last members and B’s deﬁnition, we need 0 = lim inft→∞ 1T
∫ T
0 1−
tr(M12(t+σ)Q¯)dσ = lim inft→∞ tr(B(t)(In−Q¯)). As symmetric positive semideﬁnite
B(t) has (n− 1) eigenvalues lower-bounded by α, this requires Q¯ = In. Therefore (ii)
will be satisﬁed.
Remark 3. (i) It is still unclear whether exponential convergence to Cˆs holds in
case (b).
(ii) The decrease of fˆs ∼= fs along solutions is a particularity of k = 2.
(iii) The freedom on one eigenvalue of B(t) is linked to the particularity that
ﬁxing (n − 1) column vectors of Q ∈ SO(n) automatically ﬁxes the last vector; see
also the proof of Theorem 2 later. A perhaps more practical condition, although
stronger, would be to require B(t)− αIn positive deﬁnite for all t > 0.
The Rn dynamics with k = 2 become ddtx = −2x (full state coupling) or ddtx =−2M12x (partial state coupling) with x = x2 − x1. The ﬁrst system obviously con-
verges to x = 0 ⇔ x1 = x2. The partial state coupled system behaves as follows:
• For y12 ﬁxed, x globally converges to (In − y12yT12)x, i.e., the projection of
x2 − x1 onto span{y12} is driven to 0 and the projection of x1 − x2 onto the
orthogonal complement of span{y12} remains constant.
• For varying y12, assuming there exist some ﬁxed T, α > 0 such that B(t)−αIn
is positive deﬁnite for all t > 0 (thus unlike on SO(n): no rank deﬁciency
allowed here) ensures that x globally converges to 0, implying state synchro-
nization. This standard result actually holds under weaker conditions; see
[4]. It is currently not clear how to adapt [4] to SO(n). For the special case
where ddty12 = Ω y12 with Ω ∈ so(n), our setting is equivalent to [39] with
particular zero-input dynamics ddtxi = −Ωxi.
4. Synchronization conditions for k > 2 agents. We now turn to the gen-
eral case of more than two agents. We provide an extensive analysis for ﬁxed yij in
section 4.1 and a result for time-varying yij , similar to Theorem 1(b), in section 4.2.
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4.1. Fixed reference vectors.
Proposition 1. The output synchronization set is asymptotically stable under
(6).
Proof. Since (6) is a gradient descent system for fo and fo is an analytic function,
the set Co of global minima of fo is asymptotically stable [1].
The same holds for (8), the corresponding system in Rn. However, on SO(n), as
will be illustrated in section 5, convergence is not necessarily exponential for k > 2.
4.1.1. Necessary conditions for state synchronization. To reach state syn-
chronization, each agent’s state must be observable by combining information on all
edges incident to the agent. This necessary condition formalized in Theorem 2 can
be extended to the following: considering any partition of V into V1 and V2, the in-
formation on edges connecting V1 to V2 must make a full state ∈ SO(n) observable
between the two subsets, i.e., the cut must contain at least n − 1 links with linearly
independent reference vectors. Later we show that such necessary condition is not
suﬃcient (at all) for Cs = Co.
Theorem 2. The output map from state space (SO(n))k (resp., (Rn)k) to output
space (Sn−1)2#E (resp., R2#E) is injective if and only if each i ∈ V has at least n− 1
(resp., n) linearly independent yij with aij = 1. If injectivity is not satisﬁed, then
for any (Q1, . . . , Qk) ∈ Co there is a continuum of states in Co \ Cs giving the same
output as (Q1, . . . , Qk).
Proof. We ﬁrst discuss SO(n). Consider agent i, and renumber the agents such
that aij = 1 if and only if j ≤ m. Denote hi : SO(n)×(Sn−1)m → (Sn−1)m the action
of Qi on yˆi := (yi1, . . . , yim) as hi(Qi, yˆi) = (Q
T
i yi1, . . . , Q
T
i yim). So Qi 	→ hi(Qi, yˆi)
is the output map of agent i. Deﬁne stabh(yˆi) := {Q ∈ SO(n) : hi(Q, yˆi) = yˆi} =⋂m
j=1 stab(yij); by deﬁnition yi1, . . . , yim are eigenvectors with eigenvalue 1 of all
Q ∈ stabh(yˆi) ⊆ SO(n). Then stabh(yˆi) = {In} if and only if {yi1, . . . , yim} con-
tains (n− 1) linearly independent vectors. Indeed, the condition implies that all
Q ∈ stabh(yˆi) have (n− 1) eigenvalues 1, and Q ∈ SO(n) implies that the remaining
eigenvalue also equals 1; conversely, if there is a ≥ 2-dimensional subspace S0 orthog-
onal to {yi1, . . . , yim}, then all Q representing rotations in S0 belong to stabh(yˆi).
By invariance of linear independence under a common rotation, similarly a particu-
lar output hi(Q
∗
i , yˆi) of agent i corresponds to a unique state Q
∗
i of agent i if and
only if {yi1, . . . , yim} contains (n−1) linearly independent vectors. As the whole out-
put map is just the collection of hi for all i ∈ V , with hi depending on the state
of agent i only, this proves the ﬁrst claim. As said above, if the condition does not
hold for any particular agent i, then stabh(yˆi) contains rotations in a subspace S0
that form a Lie subgroup of SO(n) of dimension ≥ 1. If (Q1, . . . , Qk) ∈ Co, then
(Q1, . . . , QˆQi, . . . , Qk) ∈ Co yields the same output for all Qˆ ∈ stabh(yˆi), but at most
one Qˆ can correspond to state synchronization.
The analog property for Rn is straightforward: projections on n linearly inde-
pendent reference vectors specify the state of an agent i completely, while less than
n projections leave the possibility to move the state of i in one direction without
aﬀecting any of the outputs.
One may be tempted to conclude that injectivity of the output map should guar-
antee Cs = Co. The following Examples 1 and 2 illustrate that this is not the case.
The subtlety is that there exist output values QTi yij for states in Co that cannot be
obtained with states in Cs. So Theorem 2 only gives a necessary condition. This
suggests that a theory of observability in networks is nontrivial.
Example 1. Consider three agents on SO(3) with a fully connected interaction
graph and y12 = (1, 0, 0)
T , y23 = (0, 1, 0)
T , y13 = (0, 0, 1)
T . Assumptions of Theo-
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4
1
3
2
y12 = (1, 0)T
y34 = (cosφ, sinφ)T
y14 = (0, 1)T y23 = (cos θ, sin θ)T
(a, b)T = x1 x2 = (a, d + c−atan θ )
T
x3 = (c, d)T(c + (d− b) tan φ, b)T = x4
Fig. 1. Example 2 – each agent sharing its whole state with the network is not suﬃcient to
ensure that output synchronization implies state synchronization.
rem 2 hold, so each output synchronization value corresponds to a unique point in
state space. Let output synchronization be reached at QT1 y12 = Q
T
2 y12 = (1, 0, 0)
T ,
QT1 y13 = Q
T
3 y13 = (0, 0, 1)
T , and QT2 y23 = Q
T
3 y23 = (0,−1, 0)T . The correspond-
ing unique state is Q1 = diag(1, 1, 1) , Q2 = diag(1,−1,−1) , Q3 = diag(−1,−1, 1),
which is not state synchronization.
Example 2. Consider four agents with states xi ∈ R2, where E = {(1, 2), (1, 4),
(2, 3), (3, 4)}, and with y12 = (1, 0)T , y14 = (0, 1)T , y23 = (cos θ, sin θ)T , y34 =
(cosφ, sinφ)T , assuming θ, φ ∈ {kπ/2 : k ∈ Z} and y23 = ±y34. The setting
is illustrated in Figure 1. Assumptions of Theorem 2 hold, so the output map
is injective.2 Nevertheless, states of the form x1 = (a, b)
T , x2 = (a, d +
c−a
tan θ )
T ,
x3 = (c, d)
T , x4 = (c+(d− b) tanφ, b)T correspond to output synchronization for any
(a, b, c, d) ∈ R4, while state synchronization holds only if c = a and d = b.
Proposition 2. Cs cannot be asymptotically stable under partial state coupling
if #E <  (k−1)n2  for SO(n), if #E < (k − 1)n for Rn.
Proof. Equality of outputs on a single link imposes n− 1 (resp., 1) linear con-
straints for agents on knn−12 -dimensional SO(n)
k (resp., on nk-dimensional (Rn)k).
In order for output equalities to constrain the state to nn−12 -dimensional (resp., n-
dimensional) Cs, it is thus necessary to impose at least (k − 1)n/2 (resp., (k − 1)n)
of them.
Proposition 2 is in some sense stronger than Theorem 2, which requires only
k(n− 1)/2 edges for SO(n) (resp., kn/2 for Rn). It explains the trouble encountered
in Example 2 but does not cover Example 1. However, Proposition 2 does not take
the repartition of edges and the values of yij into account and in this sense is less
precise than Theorem 2.
4.1.2. Suﬃcient conditions for state synchronization. The output cost
functions can be written as a generalization of the Laplacian-based quadratic form of-
ten used in the context of synchronization algorithms in R. Deﬁne W ∈ Rn(#E)×n(#E)
block diagonal with Mij ∈ Rn×n in the block corresponding to edge (i, j). Then
fo(Q1, . . . , Qk) =
1
2
⎛
⎜⎝vec
⎛
⎜⎝
Q1
...
Qk
⎞
⎟⎠
⎞
⎟⎠
T
(In ⊗ Lg)
⎛
⎜⎝vec
⎛
⎜⎝
Q1
...
Qk
⎞
⎟⎠
⎞
⎟⎠ ,(13)
go(x1, . . . , xk) =
1
2
⎛
⎜⎝
x1
...
xk
⎞
⎟⎠
T
Lg
⎛
⎜⎝
x1
...
xk
⎞
⎟⎠(14)
with generalized Laplacian matrix Lg = (B⊗In)W (B⊗In)T , where B is the incidence
2The generalized necessary condition for Cs = Co discussed before Theorem 2 is also satisﬁed.
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matrix of G. In other words, scalar aij from L is replaced by matrix Mij in Lg. From
(13), (14), the rank of Lg expresses how many degrees of freedom the multiagent
network can move without aﬀecting fo or go, thus, e.g., without leaving Co. Standard
rank properties yield
(15) rank(Lg) ≤ min(rankW, n rankB) = min(#E , n rankL) .
The rank of Lg is thus limited by number of edges and graph connectivity: for a graph
on k vertices with m connected components, rankL = k − m. However (15) is far
from being tight, as it contains no information about the yij : if, e.g., all yij are equal,
then rankLg = rankL ≤ (k − 1). For agents in Rn, Lg taking its maximal possible
rank is necessary and suﬃcient for global, exponential state synchronization.
Theorem 3. Consider partial state coupling in Rn with (8). Co = Cs if and
only if rankLg = n(k − 1). Moreover, if rankLg = n(k − 1), then the set Co = Cs is
globally exponentially stable.
Proof. Dynamics (8) write ddtx = −Lg x with x = (xT1 , . . . , xTk )T ∈ Rnk. As Lg
is positive semideﬁnite, x converges to ker(Lg) = Co; the latter is stable by Proposi-
tion 1. Since Cs ⊆ Co = ker(Lg) and Cs has dimension n, we have Co = Cs if and
only if rankLg = n(k − 1). Convergence is exponential and global by linearity.
Note that rankLg = n(k − 1) requires at least n(k − 1) edges and thus k ≥ 2n
agents; see (15). This minimal number of edges required to reach the suﬃcient condi-
tion of Theorem 3 matches the necessary condition of Proposition 2. Nevertheless, the
following example shows that satisfying necessary conditions of both Proposition 2
and Theorem 2 is not suﬃcient to ensure state synchronization.
Example 3. Consider a network of 20 agents in R2. G is set up as follows. The
group of agents {1, 2, . . . , 5} is all-to-all connected, idem for the groups {6, 7, . . . , 10},
{11, 12, . . . , 15}, and {16, 17, . . . , 20}; in addition E contains (5, 6), (10, 11), (15, 16),
(20, 1). The yij are selected all pairwise linearly independent to maximize potential
rank of Lg. The generalized Theorem 2 condition holds, as breaking a single link
cannot disconnect the system. Proposition 2 holds as #E = 44 > n(k − 1) = 38.
Nevertheless, the rank of Lg does not exceed 36 < 38.
A similar treatment can be given on SO(n), but with some major diﬀerences:
(i) the rank condition is only suﬃcient; (ii) in particular, nonexponential convergence
is possible; (iii) state synchronization is usually not global, even for a complete graph
satisfying the rank condition—see section 4.1.3.
Theorem 4. Consider partial state coupling on SO(n) with dynamics (6).
(a) If rankLg = n(k − 1), then Co = Cs and the set Co = Cs is locally exponen-
tially stable.
(b) Let column vectors of V ∈ Rn2k× kn(n−1)/2 form an orthonormal basis of
vec(so(n)k) ⊆ Rn2k. Cs is locally exponentially stable if and only if rank(V T (In ⊗
Lg)V ) = (k − 1)n(n−1)2 .
Nota Bene: Nonexponential asymptotic stability of Cs is still possible if the rank
condition fails.
Proof. Extend fo(X1, . . . , Xk) to Xi ∈ Rn×n and let S the subspace of global
minima of fo on (R
n×n)k. S contains Co, and the subspace Crs := {(X, . . . , X) : X ∈
R
n×n}. If rank(Lg) = n(k − 1), then rank(In ⊗ Lg) = n2k − n2, and from (13), S is
n2-dimensional, like Crs , thus S = C
r
s . Then Co ⊂ S = Crs and the intersection with
(SO(n))k yields Co = Cs.
We apply Lemma 1 from the appendix. For (Qˆ, . . . , Qˆ) ∈ Cs, we have Lgg =
(Ik ⊗ QˆT )Lg(Ik ⊗ Qˆ) with Lgg as deﬁned in Lemma 1. Thanks to right-invariance
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3254 A. SARLETTE AND C. LAGEMAN
w.r.t. absolute orientation, we can reduce the investigation to Qˆ = In without loss
of generality, so Lgg = Lg. From the previous paragraph, if rankLg = n(k − 1),
then In ⊗ Lg is positive deﬁnite on the subspace of Rkn2 orthogonal to vec(Crs ),
and thus in particular on the subspace of vec(so(n)k) orthogonal to vec(Crs ). So the
condition of Lemma 1 is satisﬁed and we get exponential stability of Co, proving (a).
By deﬁnition, LV := V
T (In ⊗ Lg)V is the restriction of (In ⊗ Lg) to vec(so(n)k).
Obviously, vec(Crs ) ∩ vec(so(n)k) = {vec((ΩT , . . . ,ΩT )T ) : Ω ∈ so(n)} ⊆ ker(LV ).
Since the dimension of vec(Crs ) ∩ vec(so(n)k) is n(n−1)2 , it follows that LV is full
rank in the subspace of vec(so(n)k) orthogonal to vec(Crs ) if and only if LV has rank
kn(n−1)
2 − n(n−1)2 = (k − 1)n(n−1)2 , proving (b).
Conditions (a) and (b) of Theorem 4 can be viewed as complementary. Checking
(a) involves Lg ∈ Rnk×nk directly, while (b) involves a larger n2k × n2k matrix on
which the roles of graph connectivity and reference vectors are less visible. Condition
(b) examines the rank of (In ⊗Lg) on the tangent space of (SO(n))k and therefore is
tighter than (a) which basically checks it in Rn
2k×n2k. Condition (b) can even prove
local exponential stability of Cs in situations where Co = Cs. If condition (b) fails,
Cs can still be asymptotically stable, although convergence cannot be exponential.
Section 5 contains examples illustrating these properties for SO(3).
Example 4. On SO(2) ≡ S1, an output QTi yij is equivalent to full state knowl-
edge: explicitly writing (6) and (4) in terms of rotation angles yields the same
dynamics up to gain factor 2. It is in fact equivalent to Kuramoto-like dynamics
d
dtθi =
∑
aij sin(θj − θi) for which local (sometimes almost-global) state synchro-
nization holds as soon as G is connected; see, e.g., [34]. There are many synchronizing
situations where rank(Lg) < 2(k− 1), e.g., when G has less than 2(k− 1) edges, illus-
trating that Theorem 4(a) gives no necessary condition. In contrast, Theorem 4(b)
perfectly captures the situation on SO(2): calculations with V constructed, e.g., from
basis elements (. . . , ( 0 00 0 ) ,
(
0 1−1 0
)
, ( 0 00 0 ) , . . . ) of so(2)
k—the nonzero matrix running
over all k positions in the list—show that actually V T (In ⊗ Lg)V = L.
4.1.3. About almost-global convergence. On Rn, stability of state synchro-
nization is always global; see Theorem 3. On SO(n) with full state exchange (see [34]),
Cs is not always (almost-)globally asymptotically stable, but (4) has no other stable
equilibria than Cs when G is, e.g., all-to-all or a tree. For partial state coupling on
SO(n), n > 2, (6) does not retain these global properties3 for trees and complete
graphs. For a tree, the number of links is insuﬃcient to share all state information:
the necessary condition from Theorem 2 is not satisﬁed. The following example il-
lustrates that even with all-to-all interaction and conditions of Theorem 4 holding,
stable equilibria besides the state consensus set can exist.
Example 5. Consider k = 7 agents on SO(3), interconnected with yij = (0, 1, 0)
T
if (i−j)mod 7 = ±1, yij = (0, 0, 1)T if (i−j)mod 7 = ±3, and yij = (sin(α), 0, cos(α))T
if (i − j)mod 7 = ±2 with α = 0.04. This implies rank(Lg) = 18 = n(k − 1), so The-
orem 4 applies and Cs = Co is locally exponentially stable. Nevertheless, (6) admits
an equilibrium /∈ Cs of the form Qi = Qy Qz(i 2π7 ), i = 1, . . . , 7, with
Qz(θ) =
⎛
⎝ cos(θ) sin(θ) 0− sin(θ) cos(θ) 0
0 0 1
⎞
⎠ , Qy =
⎛
⎝ cos(β) 0 sin(β)0 1 0
− sin(β) 0 cos(β)
⎞
⎠ ,
3Contrary to an erroneous statement in [19, Proposition 2(b)].
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and β = −0.0558 . . . . Checking the Hessian at that point shows that it is stable. The
small but nonzero values of α and consequently β are necessary to have at the same
time Lg of maximal rank and stability of the equilibrium.
4.2. Time-varying reference vectors. Time-varying yij are favorable for state
synchronization, as they give access to diﬀerent partial state information over time.
We assume that the yij are smooth functions of time R → Sn−1. Unlike for k = 2
agents, fs does not decrease along solutions of (6) in general. This somewhat compli-
cates the analysis and motivates us to introduce a scaling parameter ε in (6), i.e.,
(16) ddtQi = ε Qi
∑
{j:(i,j)∈E}
skew(QTi Mij(t)Qj), i = 1, 2, . . . , k .
To show convergence to Cs, we need a persistent excitation condition on the outputs.
Assumption 1. M ij := limt→∞ 12t
∫ t
−t Mij(s) ds exists and has at most one zero
eigenvalue for each (i, j) ∈ E . Moreover,4 there exists Z : [0,+∞) → [0,+∞) with
limt→∞ 1tZ(t) = 0 and such that for all t and (i, j) ∈ E , it holds that ‖
∫ t+T
t (Mij(s)−
M ij) ds‖F ≤ Z(T ) for all T ≥ 0.
Assumption 1 allows to consider the “average system” (for ε = 1)
(17) ddtQi = Qi
∑
{j:(i,j)∈E}
skew(Q
T
i M ijQj)
which converges like the full state coupling case (4); see [34] for full state coupling
convergence properties. For suﬃciently small ε, an averaging argument shows that
this convergence extends to time-varying dynamics (16).
Proposition 3. If G is connected and Assumption 1 holds, then Cs is locally
exponentially stable for (17).
Proof. Equation (17) is a gradient system for the average cost f(Q1, . . . , Qk) =
1
2
∑k
(i,j)∈E ‖M ij(Qi − Qj)‖2F . A straightforward extension of the arguments in [34]
yields that Cs is locally asymptotically stable, because Cs is an isolated minimum
set of cost function f . Exponential stability holds similarly to other results in the
paper.
Theorem 5. If G is connected and Assumption 1 holds, then for suﬃciently
small ε > 0, Cs is locally exponentially stable for (16).
Proof. We ﬁrst project the system onto one where Cs is represented by a single
point. For this we use reductive homogeneous spaces; see, e.g., [9].
Cs is a closed subgroup of SO(n)
k. Deﬁne the compact homogeneous space
M = SO(n)k/Cs, with Cs acting on SO(n)k by right multiplication, and canonical
projection π : SO(n)k → M. The image ofCs under π is a point p ∈ M. Since SO(n)k
is compact, M is a reductive homogeneous space. Equip M with the normal Rieman-
nian metric induced by the product metric on SO(n)k. Denote FSO(Q1, . . . , Qk, t) and
FSO(Q1, . . . , Qk), respectively, the vector ﬁelds corresponding to (16) with ε = 1 and
to (17). Thanks to invariance of the dynamics under right multiplication of SO(n)k by
Cs, they respectively induce vector ﬁelds F (x, t) and F (x) on M, where F is the time
average of F . Moreover, for both time-varying and time-invariant dynamics, point
p ∈ M has the same stability properties as set Cs ⊂ SO(n)k. So p is exponentially
stable under F and we must prove that this remains true under εF (x, t) for ε small.
We therefore apply Proposition 3 in [3].
4This condition of uniform convergence to M ij was not acknowledged in [19].
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3256 A. SARLETTE AND C. LAGEMAN
Since all necessary regularity conditions for Proposition 3 of [3] hold, it remains
to examine ‖ ∫ t2
t1
F (x, t)− F (x) dt‖ for any ﬁxed x ∈ M in a neighborhood of p,∥∥∥∥
∫ t2
t1
F (x, t) − F (x) dt
∥∥∥∥ ≤
∥∥∥∥
∫ t2
t1
FSO(Q1, . . . , Qk, t)− FSO(Q1, . . . , Qk) dt
∥∥∥∥ ,
by projection from TQ1,...,QkSO(n)
k to TxM with π(Q1, . . . , Qk) = x. Now∥∥∥∥
∫ t2
t1
FSO(Q1, . . . , Qk, t)− FSO(Q1, . . . , Qk) dt
∥∥∥∥
2
=
k∑
i=1
∥∥∥∥∥∥
k∑
j=1
aij skew
(
QTi
∫ t2
t1
(Mij(t)−M ij) dtQj
)∥∥∥∥∥∥
2
F
≤ k2
k∑
i=1
k∑
j=1
aij
∥∥∥∥skew
(
QTi
∫ t2
t1
(Mij(t)−M ij) dtQj
)∥∥∥∥
2
F
.(18)
Using ‖ skew(QTi PQj)‖F = 12‖P (In − QjQTi ) − (In − QjQTi )TP‖F ≤ ‖P‖F ‖In −
QjQ
T
i ‖F = ‖P‖F ‖Qi − Qj‖F for any symmetric P ∈ Rn×n, and Assumption 1, we
get
[Eq.(18)] ≤ k2
k∑
i=1
k∑
j=1
aij
∥∥∥∥
∫ t2
t1
(Mij(t)−M ij) dt
∥∥∥∥
2
‖Qi −Qj‖2F
≤ k2 Z(t2 − t1)2
k∑
i=1
k∑
j=1
aij ‖Qi −Qj‖2F
≤ k2Z(t2 − t1)2
k∑
i=1
k∑
j=1
‖Qi −Qj‖2F .
Since
∑k
i,j=1 ‖Qi−Qj‖2F is a quadratic form on (Rn×n)k with kernelCrs = {(X, . . . , X) :
X ∈ Rn×n}, there is a constant c > 0 such that with dist(Rn×n)k the Euclidean dis-
tance,
∑k
i,j=1 ‖Qi − Qj‖2F ≤ c dist2(Rn×n)k((Q1, . . . , Qk), Crs ). As Cs ⊂ Crs and the
Riemannian metric on SO(n) is induced by the Euclidean metric on Rn×n, we have
dist(Rn×n)k((Q1, . . . , Qk), C
r
s ) ≤ distSO(n)k((Q1, . . . , Qk), Cs) with distSO(n)k the Rie-
mannian distance on SO(n)k. This yields
∑k
i,j=1 ‖Qi−Qj‖2F ≤ c dist2SO(n)k((Q1, . . . ,
Qk), Cs) = c dist
2
M(x, p) with p = π(Cs). Then overall, ‖
∫ t2
t1
F (x, t) − F (x) dt‖ ≤
k
√
c Z(t2 − t1) distM(x, p). Using local charts around p, this shows that the last con-
dition of Proposition 3 in [3] holds, ensuring local exponential stability of p under
F (x, 1ε t) for ε suﬃciently small. We conclude by change of timescale:
d
dtx = ε F (x, t)
is equivalent to ddτ x = F (x,
1
ετ).
The condition on ε can be understood as follows: the smaller ε, the more infor-
mation (diﬀerent yij(t)) the system gathers w.r.t. its motion in a ﬁxed time span, and
thus the closer it can follow a full state knowledge evolution (according to M ij). It is
possible to give quantitative estimates for ε based on results in [3], but these technical
aspects are not the focus of the present paper.
Remark 4. Adding edges is never detrimental for local consensus in the average
system linearized around Cs: if Cs is an isolated local minimum of the associated
cost function, then adding edges does not modify this property. Therefore if local
D
ow
nl
oa
de
d 
12
/1
2/
12
 to
 1
57
.1
93
.1
17
.7
3.
 R
ed
ist
rib
ut
io
n 
su
bje
ct 
to 
SIA
M 
lic
en
se 
or 
co
py
rig
ht;
 se
e h
ttp
://w
ww
.si
am
.or
g/j
ou
rna
ls/
ojs
a.p
hp
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 
SYNCH WITH PARTIAL STATE COUPLING ON SO(n) 3257
exponential convergence is proved for a subgraph of G, it also holds for G. As a
consequence, Theorem 5 in fact requires the rank condition on M ij in Assumption 1
to hold only on the edges of a spanning tree of G. It should also be possible to extend
the result to networks where a majority of ﬁxed yij are combined with a few time-
varying yij that enhance the connection on particular links: it suﬃces to show that
Cs is locally exponentially stable for the average system, and then the conclusion of
Theorem 5 holds.
5. State synchronization on SO(3). We pursue the analysis for ﬁxed yij on
special case SO(3), which has practical importance as describing rotations in three-
dimensional space. It is also the simplest nontrivial output consensus setting. QTi yij =
QTj yij ﬁxes QiQ
T
j up to a rotation of axis yij ; the equation indeed contains two-
dimensional information about three-dimensional relative errors QiQ
T
j ∈ SO(3). We
give further conditions to have Co = Cs, study error sensitivity highlighting poor
robustness when yij are relative positions in R
n, and illustrate with simulations.
5.1. Weaker conditions for Co = Cs. Co and Cs are static properties (involv-
ing the state and output map only), while stability of local equilibria depends on the
speciﬁc coupling law. Changing the coupling law—by, e.g., changing the norm chosen
in fo, the order of the dynamics, or introducing stochasticity—can change stability of
points. One might thereby ﬁnd ways (see [33]) to avoid nonglobal minima of fo and get
only Co stable. Such investigation is especially worthwhile if Co = Cs, since one might
hope to make Cs the only stable set. In contrast, if Co = Cs, states in Co \Cs are un-
avoidably locally stable, whatever coupling alternative is used to almost-globally stabi-
lize Co. This justiﬁes our further interest in characterizing situations where Cs = Co.
Another reason to investigate when Cs = Co is that, although the local convergence
to Co highlighted in section 4.1.3 appears to have a rather large basin of attraction,
Cs would not inherit that property if there are “spurious” Co \Cs states close to Cs.
The aim of this section is to give network characteristics, possibly useful for
design, that ensure Cs = Co on SO(3) with generic reference vectors yij . We ﬁrst
gain some insight on small networks (Theorem 6), which is then used in an algorithm
that handles arbitrarily large networks (Corollary 1).
Theorem 6. Consider k agents applying (6) on SO(3) with ﬁxed yij.
(a) If k = 3, E = {(1, 2), (1, 3), (2, 3)}, and rank(y12, y13, y23) = rank(y12, y13) =
rank(y12, y23) = rank(y13, y23) = 2, then Co = Cs.
(b) If k = 3, E = {(1, 2), (1, 3), (2, 3)}, and rank(y12, y13, y23) = 3, then Co = Cs.
However, output synchronization still implies state synchronization locally near Cs.
(c) If k = 4, E ⊇ {(1, 2), (1, 3), (1, 4), (2, 3), (2, 4)}, rank(ya, yb, yc) = 3 for each
triple of diﬀerent a, b, c ∈ E, and (y12×y23)T (y12×y13)
yT23(y12×y13)
= (y12×y24)T (y12×y14)
yT24(y12×y14)
, then Co =
Cs.
Proof. Deﬁne relative states Rj = QjQ
T
1 , j = 2, . . . , k. State synchronization
means Rj = I3, j = 2, . . . , k. For (a) and (b), output synchronization means R2y12 =
y12, R3y13 = y13, and R3R
T
2 y23 = y23. For (c), output synchronization requires these
on subnetwork A of agents {1, 2, 3} and the same conditions on subnetwork B of
agents {1, 2, 4}.
(a) Output synchronization implies yT12R
T
3 y23 = y
T
12R
T
3 R3R
T
2 y23 = y
T
12y23. The
rank conditions yield y23 = ay12+ by13 with a, b ∈ R\ {0}. Thus yT12RT3 y23− yT12y23 =
a(yT12R3y12−1) = 0, which implies R3y12 = y12. Then R3 has two linearly independent
eigenvectors for the eigenvalue 1, hence R3 = I3 (see proof of Theorem 2). A similar
argument yields R2 = I3.
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3258 A. SARLETTE AND C. LAGEMAN
(b) For any x ∈ S2 we have {Rx : R ∈ stab(y12)} = {y ∈ S2 : yT12 y = yT12 x},
and for x = ±y12 there is a bijection between R and y. The rank conditions al-
low us to write y23 = a1e1 + a2e2 + a3e3 in the orthonormal frame (e1, e2, e3) :=
(y12,
y12×y13
‖y12×y13‖2 ,
y12×(y12×y13)
‖y12×y13‖2 ) with a2 = 0. Deﬁne y∗ = a1e1 − a2e2 + a3e3. Since
yT12y∗ = y
T
12y23 = ±1, there is a unique R2∗ ∈ stab(y12) \ I3 such that RT2∗y23 = y∗.
Similarly, using yT13(y12 × y13) = 0, there is a unique R3∗ ∈ stab(y13) \ I3 such that
R3∗y23 = y∗. Then R3∗RT2∗y23 = y23, so R2∗ and R3∗ diﬀer from I3 but satisfy
all conditions of output synchronization, i.e., Co \ Cs = ∅. Furthermore, states
in Co \ Cs all correspond to the same relative state (R2∗, R3∗). Indeed, assume
y◦ = RT2◦ y23 = RT3◦ y23 for some (R2◦, R3◦) ∈ stab(y12) × stab(y13), characteriz-
ing output synchronization. The linearly independent requirements yT12y◦ = y
T
12y23
and yT13y◦ = yT13y23 have two solutions in S2: y23 and y∗. As each admissible y◦
maps to unique (R2◦, R3◦) ∈ stab(y12) × stab(y13), the only possible (R2◦, R3◦) are
(I3, I3) and (R2∗, R3∗). Thus Co consists of two connected components: Cs and
Co \ Cs = {(Q,R2∗Q,R3∗Q) : Q ∈ SO(3)}.
(c) From case (b), output synchronization in subnetwork A = {1, 2, 3} requires
(R2, R3) ∈ {(R2∗, R3∗), (I3, I3)} with I3 /∈ {R2∗, R3∗}. Similarly we need (R2, R4) ∈
{(R2, R4∗), (I3, I3)} with I3 /∈ {R2, R4∗} for output synchronization in subnet-
work B = {1, 2, 4}; hereafter we characterize (R2, R4∗) by y ∈ S2. Output
synchronization in the whole network combines these conditions. Then consistency
for R2 requires either R2 = I3 (implying R3 = R4 = I3, state synchronization) or
R2 = R2 = R2∗. We show that the latter is impossible. Let (a1, a2, a3) coordi-
nates of y23 as in (b), in particular a2 = 0. Write y24 = b1e1 + b2e4 + b3e5 in the
orthonormal frame (e1, e4, e5) = (y12,
y12×y14
‖y12×y14‖2 ,
y12×(y12×y14)
‖y12×y14‖2 ) with b2 = 0 by the
same argument as in (b). Deﬁne R ∈ stab(y12) with (e1, e4, e5) = R (e1, e2, e3).
Note that RT2∗(y23 − a1e1) = (y∗ − a1e1) = (a2e2 + a3e3) and RTRT2(y24 − b1e1) =
RT (y − b1e1) = (b2e2 + b3e3). Assume R2 = R2∗. Then
(RT2∗(y23 − a1e1))× (RTRT2∗(y24 − b1e1))
= (a2e2 + a3e3)× (b2e2 + b3e3) = me1 = RT2∗me1
= RT2∗ ((a2e2 + a3e3)× (b2e2 + b3e3))
= (RT2∗(a2e2 + a3e3))× (RT2∗(b2e2 + b3e3)) = (−a2e2 + a3e3)× (−b2e2 + b3e3).
The ﬁrst and last expressions yield a3a2 =
b3
b2
. Expressing a2, a3, b2, b3 by scalar prod-
ucts leads to (y12×y23)
T (y12×y13)
yT23(y12×y13)
= (y12×y24)
T (y12×y14)
yT24(y12×y14)
, violating the last assumption of
the statement. Thus R2 = R2∗ is impossible and Co \ Cs = ∅.
Remark 5. (i) Rank conditions in Theorem 6(b) and (c) are only violated on a set
of measure zero for freely independently chosen yij ∈ S2. Situation (a)—coplanar but
nonaligned y12, y13, y23—is only violated on a set of measure zero for yij =
yi−yj
±‖yi−yj‖2 ,
e.g., reference vectors derived from relative positions of agents located at freely chosen
yi ∈ R3. In section 5.2 we show that state synchronization with (a) is ill-conditioned.
Simulations tend to indicate that this is characteristic of reference vectors deﬁned as
“relative positions.”
(ii) Any network on k = 4 agents that satisﬁes the necessary condition of Propo-
sition 2 satisﬁes the suﬃcient condition of Theorem 6(c) for freely independently
chosen yij ∈ S2. Thus conversely, four agents having less interconnection than for
Theorem 6(c) cannot reach state synchronization.
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Example 6. The general results of section 4.1 relate to Theorem 6 as follows:
• For the setting of Theorem 6(c), rankLg ≤ #E = 6 < n(k − 1) = 9, so the
condition of Theorem 4(a) is not satisﬁed. One checks that the condition of
Theorem 4(b) holds.
• For the setting of Theorem 6(b), the condition of Theorem 4(a) is a fortiori
still not satisﬁed, but the condition of Theorem 4(b) holds and ensures that
Cs is locally asymptotically stable, despite Co = Cs.
• Take as an example setting of Theorem 6(a) the situation of Example 1 but
with reference vectors y12 = y13 = (1, 0, 0)
T and y23 = (0, 1, 0)
T . From
Theorem 6(a) and Proposition 1, Cs = Co is locally asymptotically stable.
However, the condition of Theorem 4(b) is not satisﬁed, so convergence can-
not be exponential.
The condition of Theorem 4(a) appears to be too strong for small networks.
Theorem 6(c) gives a generic condition for Co = Cs on small graphs. The following
algorithm exploits this condition by repeatedly collapsing subnetworks, which have
the graph structure as in 6(c), to single nodes. If the resulting graph consists of a
single point, then generic reference vectors yield state synchronization.
• WHILE ∃ different i, l,m, p ∈ V with (i, l), (i,m), (p, l), (p,m), (m, l) ∈ E
1. Collapse i, l,m, p to a single vertex i---the resulting graph can
have several edges connecting the same two vertices;
2. WHILE ∃ vertices i, j connected by more than one edge:
Collapse i, j into a single vertex i;
ENDWHILE
ENDWHILE
• Output the resulting graph;
Corollary 1. If the above algorithm reduces G(V , E) to a single vertex, then
Co = Cs for a generic set of freely chosen reference vectors yij ∈ S2.
Proof. The algorithm looks for small subnetworks of G for which output synchro-
nization implies state synchronization. If agents i, s belong to such a subnetwork,
then all their links with the rest of the network are just further constraints that apply
to their common state Qi = Qs ∈ SO(3). We can therefore collapse i, s into a single
vertex with Qi = Qs, and connect to this single vertex all the edges that were previ-
ously connected to i or s. This operation might lead to a pair of vertices connected
by more than one edge. The algorithm therefore looks for subnetworks of two types:
(a) four-agent groups matching Theorem 6(c) for generic reference vectors and (b) a
pair of agents linked by several edges. In the latter case, generic reference vectors
imply (at least) a double constraint Ry
(1)
ij = y
(1)
ij and Ry
(2)
ij = y
(2)
ij on R = QjQ
T
i ,
which can only be satisﬁed with R = I3; thus Co indeed implies Qj = Qi in subnet-
work i, j. If the collapsing procedure can be applied until one agent remains, then
Co = Cs.
Corollary 1 gives a suﬃcient condition for Co = Cs. It analyzes G through small
subgraphs and will not cover networks where good connection speciﬁcally relies on
larger structures. Types of graphs for which Corollary 1 ensures Co = Cs include (of
course adding more edges always keeps Co = Cs) a square grid of at least 3×3 agents
where one diagonal edge is added to two adjacent squares, or a three-dimensional cubic
grid, adding one face-diagonal edge, or any graph obtained by iteratively adding one
node and two edges, starting from the situation of Theorem 6(c). The latter illustrates
that the algorithm associated to Corollary 1 may also be used in reverse, to design a
Co = Cs-ensuring graph by successive expansions.
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)b()a(
Fig. 2. Nonrigid graphs for which (a) Co = Cs from Corollary 1 and (b) Co = Cs.
Remark 6. The condition expressed by our graph analysis algorithm diﬀers from
planar formation rigidity; see, e.g., [12] for a recent study. With three agents, rigidity
is a weaker condition as it holds for graphs satisfying the condition of Theorem 6(b).
With four agents, a graph satisfying Theorem 6(c) is minimal both for (local) rigidity
and for Co = Cs. With more agents, our objective becomes easier to achieve: e.g., the
graph in Figure 2(a) ensures Co = Cs but is clearly not rigid. Note that also for agent
states in R2, i.e., dynamics (8), a rigid graph does not ensure Co = Cs with generic
yij ; consider, e.g., three all-to-all connected agents.
5
5.2. Error sensitivity. Achieving Cs = Co with fewer agents for coplanar yij
(Theorem 6(a)) than for linearly independent yij (Theorem 6(b)) may seem surpris-
ing. In fact, the two solutions (Q2Q
T
1 , Q3Q
T
1 ) ∈ {(I3, I3), (R2∗, R3∗)} for output
synchronization in the proof of Theorem 6(b) correspond to the intersection of circles
{R2y23 : R2 ∈ stab(y12)} and {R3y23 : R3 ∈ stab(y13)} on S2. In the coplanar case,
the circles are tangent: this leaves (I3, I3) as the only solution but also indicates a
possible loss of hyperbolicity of the dynamical system, which can have undesirable
consequences. The following formalizes this on the basis of error sensitivity. In sec-
tion 5.3, simulations illustrate the eﬀect on the convergence speed.
We consider measurement errors replacing QTi yij by
(19) QTi Eijyij
with ﬁxed perturbations Eij ∈ {R ∈ SO(3) : ‖R − I3‖F < ε  1}. The actual
closed-loop evolution with these perturbed measurements,
(20) ddtQi = Qi
∑
{j:(i,j)∈E}
skew(QTi EijMijE
T
jiQj), i = 1, 2, . . . , k ,
is the gradient of fo−e =
∑
(i,j)∈E (1 − tr(QTi EijMijETjiQj)). A priori, Eij = Eji
breaks the output map symmetry and Qi = Qj does not yield synchronization of
the perturbed outputs. For clarity, we denote Co−e(E12, . . . , Ek (k−1)) the output
consensus set with perturbed outputs (19). For a large number of edges, fo−e is
strictly positive over (SO(n))k for generic yij and Eij , meaning that Co−e = ∅. Given
two joint state sets CA, CB we deﬁne
dist2(CA, CB) := min
(Q1A,Q2A,...,QkA)∈CA,
(Q1B ,Q2B ,...,QkB)∈CB
k∑
i=1
‖QiA −QiB‖2F .
Theorem 7. Consider k = 3 agents applying (20) on SO(3). Denote by Eε the
set {(E12, E13, E21, E23, E31, E32) : ‖I3 − Eij‖F < ε for all i, j} ⊂ (SO(3))k(k−1).
5This might be a more telling distinction, since planar rigidity also involves agent states in R2
and scalar equality constraints along edges.
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(a) In the setting of Theorem 6(a) there is a constant c > 0 such that for any suﬃ-
ciently small ε > 0, there is a nonzero measure set Sε ⊂ Eε where Co−e(E12, . . . , E32) =
∅ and
dist(Cs, Co−e(E12, . . . , E32)) ≥ c
√
ε for all (E12, . . . , E32) ∈ Sε.
Furthermore, for any ε > 0 there is also a nonzero measure set Nε ⊂ Eε such that
Co−e(E12, . . . , E32) = ∅ for all (E12, . . . , E32) ∈ Nε.
(b) In the setting of Theorem 6(b), there is a constant c > 0 such that for any
suﬃciently small ε > 0, Co−e(E12, . . . , E32) is nonempty and
dist(Cs, Co−e(E12, . . . , E32)) ≤ c ε for all (E12, . . . , E32) ∈ Eε.
Proof. The simple but tedious proof, constructing speciﬁc sets, is in the appen-
dix.
So in the setting of Theorem 6(a), the ratio between state synchronization error
dist(Cs, Co−e) and measurement error ε can grow to inﬁnity for ε → 0, while in
the setting of Theorem 6(b) this ratio remains ﬁnite; in this sense only the second
situation is robust. From geometric considerations (i.e., set intersections; see the
proof of Theorem 7), we also expect good robustness in the setting of Theorem 6(c).
Simulations suggest that this distinction—yij freely chosen in S
2 robust, yij = (yi −
yj) / ‖yi − yj‖2 not robust—carries over to Corollary 1.
5.3. Numerical simulations. Figure 3 shows local evolution of fo and fs for
k = 6 all-to-all-connected agents implementing (6). Thick lines are for generic yij
independently freely chosen in S2 (henceforth denoted B, analogous to case (b) of
Theorems 6 and 7); thin lines are for yij derived from generic positions yi ∈ R3, that
is, yij =
yi−yj
±‖yi−yj‖2 (denoted A, analogous to case (a) of the theorems). The top plots
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Fig. 3. Evolution of fo−e and fs for six all-to-all connected agents, random initial conditions:
thick lines generic yij (like case (b) of Theorem 6), thin lines yij =
yi−yj
±‖yi−yj‖2 with generic yi
(like case (a) of Theorem 6). Top plots without measurement errors, bottom plots with measurement
errors. Far right plots: pursuing the simulation of case (a) to larger times.
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Fig. 4. Evolution of fo and fs for six all-to-all connected agents, yij =
yi−yj
±‖yi−yj‖2 with time-
varying yi(t). No measurement errors. Thick lines ε = 0.1 in (16); thin lines ε = 10.
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Fig. 5. Evolution of fo and fs for seven agents with generic yij ∈ S2 and initial conditions in
the neighborhood of Cs, with interconnection graph of Figure 2(a) (thick lines) and of Figure 2(b)
(thin lines). No measurement errors.
are without measurement errors: for B, fo and fs exponentially decrease to machine
precision; for A the decay is nonexponential. The conditions of Theorem 4 both
fail for A, while they hold for B. Bottom plots repeat the simulation with random
measurement errors ‖Eij − I3‖F ≤ ε = 0.01. For both cases fo−e stabilizes between
10−4 and 10−3, indicating that the number of interconnections is so large that Co−e =
∅ and fo−e does not attain the value 0. Regarding fs, case A now actually saturates
at a signiﬁcantly higher value than B. This is reminiscent of Theorem 7: for case
(b) the synchronization error is of order ε; for case (a) it can be of order
√
ε > ε.
The diﬀerence between subexponential convergence and saturation for A becomes
apparent only on long simulations (small plots in Figure 3). The setting with yij
given by relative positions seems ill-behaved in practice.
Figure 4 illustrates behavior with time-varying yij . Again we consider six all-
to-all-coupled agents (no measurement errors). Reference vectors are derived from
generic positions in R3, that is, yij =
yi−yj
±‖yi−yj‖2 , where the yi(t) vary quasi-periodically
in time with frequencies in [0.05, 12π ] Hz. For ε = 0.1 in (16), roughly exponential
convergence to fo = fs = 0 is observed (thick lines). Note that this ε is not too small
w.r.t. frequencies of yi(t). The value ε = 10 (thin line) is too large for exploiting the
time-varying setting: corresponding curves look more like the ones for ﬁxed yij (thin
lines of Figure 3).
Finally, we illustrate the inﬂuence of graph G on convergence. Figure 5 shows
local evolution of fo and fs for seven agents interconnected according to graphs (a)
and (b) of Figure 2. Both runs use the same generic ﬁxed yij (except for the missing
link in graph (b)) and same initial conditions in the neighborhood of Cs. Convergence
to fo = 0 is similar for both graphs. For graph (a) (thick lines), in accordance with
Corollary 1, fs also converges to 0. For graph (b) (thin lines), fs converges to an
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arbitrary value, as Co \Cs admits a continuum of relative states (Q2QT1 , . . . , Q7QT1 ) =
(I3, . . . , I3).
6. Conclusion. This paper studies autonomous synchronization of agent orien-
tations Qi ∈ SO(n) coupled through partial state information: a link between two
agents allows them to compare the expression of a vector in their respective body
frames. This setting associates an output map to each link, in contrast to previous
studies on linear systems with an output map associated to each agent. A gradient
law generalizing full state coupling [34] is proposed. Its convergence is studied in
detail, with both necessary conditions and suﬃcient ones for state synchronization.
An algorithm is proposed to ﬁnd or build networks in which output synchronization
implies state synchronization on SO(3) for generic reference vectors. The setting with
reference vectors derived as ﬁxed relative positions in R3 is shown to be nonrobust.
An analog system with states xi ∈ Rn is studied for comparison.
We believe that this study can be both of practical interest—to design syn-
chronizing networks with less than full state exchange—and of theoretical interest—
illustrating nonrobust cases, highlighting further diﬀerences between Rn and SO(n),
and maybe motivating a more detailed study of orbit intersections on homogeneous
spaces and Lie groups. The nontrivial issues raised by attributing output maps to
interactions rather than to agents might motivate further study in the context of
general distributed systems. One could study how this modiﬁed context aﬀects, for
example, swarm controllability to any joint state through an input at one of the agents
[30] or conversely robustness to single agent perturbations [5].
7. Appendix.
Lemma 1. Consider an equilibrium Q¯ := (Q¯1, . . . , Q¯k) of (6). Deﬁne C
r
s :=
{(X, . . . , X) ∈ (Rn×n)k : X ∈ Rn×n} and Fij = Q¯Ti MijQ¯j. Build the symmetric
matrix Lgg = (Lggij ) ∈ Rkn×kn with Lggij = −aijFij for i = j and Lggii =
∑
j aij Fij .
Then S = {(Q¯1Q∗, . . . , Q¯kQ∗) : Q∗ ∈ SO(n)} is a set of equilibria, and S is locally
exponentially stable if and only if (In ⊗ Lgg) is positive deﬁnite on the subspace of
vec(so(n)k) orthogonal to vec(Crs ).
Nota Bene: The condition is necessary only for exponential stability.
Proof. At a critical point x the Hessian quadratic form Hf (x) : (TxM×TxM) →
R of a smooth function f : M → R on a smooth manifold M is fully deﬁned by:
Hf (x)(v, v) =
d2
dt2 (f ◦ γ)(0) for any smooth curve γ(t) on M with γ(0) = x and
d
dtγ|0 = v; see [11]. On a Riemannian manifold with Riemannian metric 〈·, ·〉, one
can then deﬁne, on the tangent space at the critical point, a self-adjoint operator
Hf (x) : TxM → TxM such that 〈v, Hf (x)v〉 = Hf (x)(v, v) for any v ∈ TxM. This
Hf corresponds to linearization of the gradient vector ﬁeld of f around the critical
point x in exponential charts; therefore, x ∈ M is locally exponentially stable under
gradient descent of f if and only if Hf (x) is strictly positive deﬁnite.
Right-invariance of (6) implies that S is a set of equilibria on which fo = fo(Q¯)
is constant. Moreover, a curve with tangent vector in Q˜(so(n)k ∩Crs ) = {(Q1Ωb, . . . ,
QkΩb) : Ωb ∈ so(n)} at each of its points Q˜ = (Q1, . . . , Qk) ∈ (SO(n))k follows
invariance directions of the dynamics. As in the proof of Theorem 5 we project the
dynamics onto the reductive homogeneous space M = (SO(n))k/Cs and denote by
π : (SO(n))k → M the canonical projection. The function fo is constant on the ﬁbers
of π and induces a smooth function fˆo on M which satisﬁes fo = fˆo ◦ π. Since (6)
is invariant under right multiplication of all Qi by the same Q ∈ SO(n), it induces a
vector ﬁeld X onM. The set S is collapsed by π onto a single equilibrium s ∈ M and
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3264 A. SARLETTE AND C. LAGEMAN
it is locally exponentially stable under (6) if and only if s is locally exponentially stable
underX . We equipM with the induced normal Riemannian metric 〈·, ·〉M and denote
by h(Q˜), Q˜ ∈ (SO(n))k, the canonical horizontal distribution on (SO(n))k , i.e., the
orthogonal complement of the vertical distribution v(Q˜) := ker(T
˜Qπ) = Q˜(so(n)
k ∩
Crs ). By construction, the vertical part (grad fo(Q˜))
v ∈ v(Q˜) of gradfo(Q˜) is zero.
Recall that for the normal metric, 〈V,W 〉(SO(n))k = 〈T ˜Qπ(V ), T ˜Qπ(W )〉M for all
Q˜ ∈ (SO(n))k , V,W ∈ h(Q˜) [9]. Some calculations show that the gradient system in
(SO(n))k projects to the gradient system onM: X(π(Q˜)) = − gradM fˆo(π(Q˜)). Then
s ∈ M is locally exponentially stable if and only Hfˆo(s) is strictly positive deﬁnite.
Lifting curves from M to SO(n)k horizontally, Hfˆo(s) is strictly positive deﬁnite if
and only if Hfo(Q¯) is strictly positive deﬁnite on h(Q¯). Take γ : R→ (SO(n))k with
γ(0) = (Q¯1, . . . , Q¯k) and
d
dtγ(0) = (Q¯1Ω1, . . . , Q¯kΩk) =: Q¯Ω¯ ∈ TQ¯(SO(n))k with
Ωi ∈ so(n); also denote Ω¯ = (Ω1, . . . ,Ωk) ∈ Rn×nk. From (5),
Hfo(Q¯)(Q¯Ω¯, Q¯Ω¯) = tr(Ω¯L
ggΩ¯T ) = (vec(Ω¯T ))T (In ⊗ Lgg)(vec(Ω¯T )).
Thus Hfo is strictly positive deﬁnite on h(Q¯) if and only if (In ⊗ Lgg) is positive
deﬁnite on the subspace of vec(so(n)k) orthogonal to vec(Crs ).
The following result is used to prove Theorem 7. Let h : SO(3) → S2 given by
h(Q) = QT y for y ∈ S2 and denote h−1(p) = {Q : QT y = p} for p ∈ S2.
Proposition 4. If y, z ∈ S2 are linearly independent, then there is a neigh-
borhood U of I3 in SO(3) such that for all p ∈ S2, R ∈ U , S ∈ SO(3), the set
h−1(p) ∩R stab(z)S contains at most one element.
Proof. Note that R stab(z)RT = stab(Rz). One checks that h−1(p)STRT =
h−1(RSp). Thus
(
h−1(p) ∩R stab(z)S) = (h−1(RSp) ∩ stab(Rz))RS. Given lin-
early independent z, y, there is a neighborhood U of I3 in SO(3) such that y and
v := Rz remain linearly independent for all R ∈ U . This linear independence implies
that equation XT y = RSp has at most one solution X ∈ stab(v) = stab(Rz) for all
p ∈ S2.
Proof of Theorem 7. The characterization of Co−e is invariant under right mul-
tiplication of the states by a common rotation; to simplify notation in this static
context, we characterize Co−e by ﬁrst assuming Q1 = I3 and at the end reintroducing
a common right multiplication. A (hypothetical) state (I3, Q2, Q3) in Co−e satisﬁes
Q2E12y12 = E21y12, Q3E13y13 = E31y13, and Q3Q
T
2 E23y23 = E32y23. The ﬁrst two
constraints yield Q2 ∈ E21 stab(y12)ET12 and Q3 ∈ E31 stab(y13)ET13. The output of
agent 2 for y23 is then contained in the circle
Z ′2 = {E12QET21E23y23 : Q ∈ stab(y12)} = {y ∈ S2 : yT12ET12y = yT12ET21E23y23}.
Similarly, output of agent 3 for y23 is contained in the circle
Z ′3 = {E13QET31E32y23 : Q ∈ stab(y13)} = {y ∈ S2 : yT13ET13y = yT13ET31E32y23}.
For a state in Co−e, these two outputs must be equal, so they must belong to Z ′2 ∩
Z ′3. Since the pairs y12, y23 and y13, y23 are each linearly independent, each point
p ∈ Z ′2 ∩ Z ′3 corresponds to exactly one state of the form (I3, Q2, Q3) ∈ Co−e for
suﬃciently small perturbations ‖Eij − I3‖F by Proposition 4. (Existence of the state
is ensured by deﬁnition of Z ′2 and Z
′
3.) Moreover, y12, y13 linearly independent ensures
that Z ′2 ∩ Z ′3 can contain at most two points for suﬃciently small ‖Eij − I3‖F . Let
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SYNCH WITH PARTIAL STATE COUPLING ON SO(n) 3265
us introduce G3 := E
T
31Q3E13, G2 := E
T
13E12E
T
21Q2E13, y¯12 = E
T
13E12y12, y¯23 =
ET31E32y23, and EA = E
T
13E12E
T
21E23E
T
32E31. A state being in Co−e then requires
(G2, G3) ∈ stab(y¯12)× stab(y13). Further, deﬁne
Z2 := E
T
13Z
′
2 = {y ∈ S2 : y¯T12y = y¯T12(EAy¯23)},
Z3 := E
T
13Z
′
3 = {y ∈ S2 : yT13y = yT13 ¯y23}.
Again, there is a bijection between points in Z2∩Z3 and states in Co−e with Q1 = I3.
We also deﬁne the balls
B2 := {y ∈ S2 : y¯T12y ≥ y¯T12(EAy¯23)}, B3 := {y ∈ S2 : yT13y ≥ yT13y¯23},
whose boundaries are Z2, respectively, Z3. Furthermore, we denote by Z2o, Z3o the
circles and B2o, B3o the balls for the unperturbed case, i.e., for Eij = I3.
From invariance of the Frobenius distance, ‖I3−J2‖F ≤ ‖I3−J1‖F+‖I3−JT1 J2‖F
for any J1, J2 ∈ SO(3). This allows us to show that for (E12, . . . , E32) ∈ Eε,
(21) ‖Q− JE‖F ≤ mε if JE is the product of Q with m error rotations Eij
arbitrarily split into m1 left and m2 right multiplications, m1 + m2 = m. Also,
xT1 (I3 − J1)x2 ≤ ‖I3 − J1‖F for J1 ∈ SO(n), x1, x2 ∈ S2.
We restrict ourselves to the case 0 < yT12y13 < y
T
12y23 ≤ yT13y23; the proof for other
cases is strictly analogous. We redeﬁne e1 :=
y¯12×y13
‖y¯12×y13‖2 and yˆ23 =
(I3−e1eT1 )y¯23
‖(I3−e1eT1 )y¯23‖2 .
(a) For Theorem 6(a), circles Z2o and Z3o intersect at a single tangency point
y23; then (in our restricted case, else balls must be redeﬁned) the same is true for
balls B2o and B3o. First consider the second assertion of the proposition. For any
ε > 0 we can ﬁnd a β > 0 and an open subset Nε ⊂ Eε of (SO(3))6 such that
yT13y¯23 > y
T
13y23, y¯
T
12EAy¯23 > y
T
12y23 + β, and y¯
T
12y12 ≥ 1 − β2 for all perturbations
(E12, . . . , E32) ∈ Nε. Then Z2 and Z3 are in the interior of B2o and B3o, respectively,
so they cannot intersect and Co−e = ∅.
Now consider the ﬁrst assertion. For any ε > 0 suﬃciently small, we can ﬁnd
an α > 0 and an open subset Nε ⊂ Eε of (SO(3))6 such that for perturbations
(E12, . . . , E32) ∈ Nε,
(i) yT13y¯23 < y
T
13EAy¯23 − αε,
(ii) y¯T12y¯23 > y¯
T
12EAy¯23 + αε, and
(iii) ‖y¯23 − yˆ23‖2 < α2 ε .
From (i), EAy¯23, on the boundary of B2, also belongs to interior of B3, so B2∩B3 has
nonzero measure and Z2∩Z3 contains two points, corresponding to two separated sets
in Co−e. Take a state (Q∗1, Q
∗
2, Q
∗
3) ∈ Co−e with corresponding (G2∗, G3∗) and y∗ =
G3∗y¯23 = G2∗EAy¯23. Then (ii) implies y¯T12y∗ = y¯T12G3∗y¯23 = y¯T12EAy¯23 < y¯T12y¯23 − αε
so y¯T12(I3 −G3∗)y¯23 > αε and using (iii) we get y¯T12(I3 −G3∗)yˆ23 > α2 ε. Writing G3∗
and vectors in orthonormal basis (e1, y13, e1× y13) shows that this requires G3∗ to be
a rotation of angle θ(ε) with (1 − cos(θ(ε))) > c1ε for some constant c1 independent
of ε; then there is a constant c2 > 0 independent of ε such that θ(ε) > c2
√
ε. Thus
we can ﬁnd, for ε suﬃciently small, a constant c3 > 0 independent of ε such that
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3266 A. SARLETTE AND C. LAGEMAN
‖I3 −G3∗‖F =
√
8 sin( θ(ε)2 ) > c3
√
ε. Using property (21) and
dist(Cs, Co−e) = min
Q∈SO(n)
(I3,Q2,Q3)∈Co−e
(‖Q− I3‖2F + ‖Q−Q2‖2F + ‖Q−Q3‖2F )1/2
≥ 1√
3
min
Q∈SO(n)
(I3,Q2,Q3)∈Co−e
‖Q− I3‖F + ‖Q−Q2‖F + ‖Q−Q3‖F
≥ 1√
3
min
Q∈SO(n)
(I3,Q2,Q3)∈Co−e
‖Q− I3‖F + ‖Q−Q3‖F
≥ 1√
3
min
(I3,Q2,Q3)∈Co−e
‖I3 −Q3‖F
we get, for suﬃciently small ε, a constant c4 > 0 independent of ε such that
dist(Cs, Co−e) ≥ 1√3‖I3 −Q3∗‖F ≥
‖I3 −G3∗‖F − ‖G3∗ −Q3∗‖F√
3
≥ 1√
3
‖I3 −G3∗‖F − 2ε ≥ c4
√
ε .
(b) Denote by θ the angle between y23 and y12, i.e., y
T
12y23 = cos(θ), with θ ∈ (0, π2 ]
since we consider yT12y23 > 0. Deﬁne Bα = {y ∈ S2 : ‖y − y23‖2 ≤ α}. Theorem 6(b)
requires Z2o and Z3o to intersect at two points. This requires their intersections to
be transversal. As a consequence, there exist β0, γ0 > 0 such that α < γ0 implies
(i) following the boundary of Bα, one passes through four points p2a, p3a, p2b, p3b in
that order with {p2a, p2b} ⊂ Z2o and {p3a, p3b} ⊂ Z3o; and (ii) on each boundary
arc [pi, pj], there is at least one point r[pi,pj ] whose distances to Z2o and Z3o are
both strictly larger than β0α. Next, note that there can be no point belonging to Z2
(resp., Z3) whose distance to Z2o (resp., to Z3o) is larger than
4ε
sin(θ/2) . Indeed, denote
x ∈ S2 a point at distance δ from Z2o in R3, and denote φ ∈ [0, π] the angle between
vectors x and y12; then | cos(θ) − cos(φ)| ≥ δ sin( θ+φ2 ) ≥ δ sin( θ2 ). At the same time,
x ∈ Z2 requires y¯T12(x− EAy¯23) = 0, hence
| cos(θ) − cos(φ)| = |yT12(x− y23) − y¯T12(x− EAy¯23)|
= |yT12(I3 − ET12E13)x+ yT12(I3 − ET21E23)y23|
≤ ‖y12‖2(‖I3 − ET12E13‖F ‖x‖2 + ‖I3 − ET21E23‖F ‖y23‖2) ≤ 4ε.
These two inequalities yield δ < 4ε/ sin( θ2 ). A similar argument applies for Z3.
As Z2 and Z3 are thus conﬁned to neighborhoods of Z2o and Z3o, take α < γ0
and ε = β0α sin(θ/2)4 . Then the intersection points of Z2 and Z3 with the boundary of
Bα must remain conﬁned in their respective arcs delimited by the r[pi,pj ], e.g., Z2 has
one intersection with the boundary of Bα on the arc between r[p2a,p3a] and r[p3b,p2a],
and similarly for the others; thus the order of intersections along the boundary—
alternating between Z2 and Z3—is conserved. This implies that Z2 and Z3 have an
intersection point y∗ ∈ Bα, characterizing a state (I3, Q2∗, Q3∗) ∈ Co−e associated
to (G2∗, G3∗) ∈ stab(y¯12) × stab(y13) and y∗ = G3∗y¯23 = G2∗EAy¯23. Then using
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property (21),
dist(Cs, Co−e) = min
Q∈SO(n)
(I3,Q2,Q3)∈Co−e
(‖Q− I3‖2F + ‖Q−Q2‖2F + ‖Q−Q3‖2F )1/2
≤ min
Q∈SO(n)
(I3,Q2,Q3)∈Co−e
‖Q− I3‖F + ‖Q−Q2‖F + ‖Q−Q3‖F
≤ ‖I3 −Q2∗‖F + ‖I3 −Q3∗‖F ≤ ‖I3 −G2∗‖F + ‖I3 −G3∗‖F + 6ε .
By the choice of α and Bα  y∗, we have ‖y∗−y23‖2 ≤ 4εβ0 sin(θ/2) . Moreover, as G3∗ is
a rotation around y13, we have ‖I3−G3∗‖F =
√
2
r3∗
‖y∗− y¯23‖2 with r3∗ = ‖y13× y¯23‖2 ;
similarly ‖I3 −G2∗‖F =
√
2
r2∗ ‖y∗ −EAy¯23‖2 with r2∗ = ‖y¯12 × (EAy¯23)‖2 . There exist
β1, γ1 > 0 such that ε < γ1 implies min(‖y¯12 × (EAy¯23)‖2, ‖y13 × y¯23‖2) >
√
2β1.
Then
dist(Cs, Co−e) ≤ ‖y∗ − y¯23‖2 + ‖y∗ − EAy¯23‖2
β1
+ 6ε
≤ 2‖y∗ − y23‖2 + 6ε
β1
+ 6ε ≤ α2ε
for small enough ε with α2 = 6 +
1
β1
(6 + 8β0 sin(θ/2) ) ﬁnite.
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