Abstract. By using variational methods we investigate the existence of T -periodic solutions to
Introduction
Recently, considerable attention has been given to fractional Sobolev Spaces and corresponding nonlocal equations, in particular to the ones driven by the fractional powers of the Laplacian. In fact, this operator naturally arises in several areas of research and find applications in optimization, finance, the thin obstacle problem, phase transitions, anomalous diffusion, crystal dislocation, flame propagation, conservation laws, ultra-relativistic limits of quantum mechanics, quasi-geostrophic flows and water waves. For more details and applications see [4] , [6] , [9] , [12] , [15] , [16] , [22] , [26] , [27] , [28] , [30] and references therein. The purpose of the present paper is to study the T -periodic solutions to the problem
for all x ∈ R N , i = 1, . . . , N , (1.1)
where s ∈ (0, 1), N > 2s, (e i ) is the canonical basis in R N and f : R N +1 → R is a function satisfying the following hypotheses: (f 1) f (x, t) is T -periodic in x ∈ R N ; that is f (x + T e i , t) = f (x, t); (f 2) f is continuous in R N +1 ; (f 3) f (x, t) = o(t) as t → 0 uniformly in x ∈ R N ; 1 (f 4) there exist 1 < p < 2 for any x ∈ R N and t ∈ R; (f 5) there exist µ > 2 and r 0 > 0 such that 0 < µF (x, t) ≤ tf (x, t) for x ∈ R N and |t| ≥ r 0 . Here F (x, t) = t 0 f (x, τ )dτ ;
(f 6) tf (x, t) ≥ 0 for all x ∈ R N and t ∈ R. We notice that (f 2) and (f 5) imply the existence of two constants a, b > 0 such that F (x, t) ≥ a|t| µ − b for all x ∈ R N , t ∈ R.
Then, since µ > 2, F (x, t) grows at a superquadratic rate and by (f 5), f (x, t) grows at a superlinear rate as |t| → ∞.
Here, the operator (−∆ x + m 2 ) s is defined through the spectral decomposition, by using the powers of the eigenvalues of −∆ + m 2 with periodic boundary conditions. Let u ∈ C ∞ T (R N ), that is u is infinitely differentiable in R N and T -periodic in each variable. Then u has a Fourier series expansion: When m = 1 we set H s T = H s 1,T . In R N , the physical interest of the non-local operator (−∆+m 2 ) s is manifest in the case s = 1/2: it is the Hamiltonian for a (free) relativistic particle of mass m; see for instance [2] , [19] , [20] , [21] , [22] . In particular, such operator is deeply connected with the Stochastic Process Theory: in fact it is an infinitesimal generator of a Levy process called α-stable process; see [4] , [14] and [25] . Problems similar to (1.1) have been also studied in the local setting. The typical example is given by
where L is uniformly elliptic, Ω is a smooth bounded domain in R N and f (x, t) is a continuous function satisfying the assumptions (f 3)-(f 5). It is well known that (1.2) possesses a weak solution which can be obtained as critical point of a corresponding functional by means of minimax methods; see for instance [1] , [23] , [24] , [29] and [31] .
The aim of the following paper is to study (1.2) in the periodic setting, when we replace L by (−∆ + m 2 ) s − m 2s , m ≥ 0 and s ∈ (0, 1). We remark that the problem (1.1) with s = 1 2 has been investigated by the same author in [3] . In this paper, we extend the results in [3] to the more general operator (−∆ + m 2 ) s − m 2s , with s ∈ (0, 1).
Our first result is the following To study the problem (1.1) we will give an alternative formulation of the operator (−∆+m 2 ) s with periodic boundary condition which consists to realize it as an operator that maps a Dirichlet boundary condition to a Neumann-type condition via an extension problem on the half-cylinder (0, T ) N × (0, ∞); see [3] for the case s = . We recall that this argument is an adaptation of the idea originally introduced in [11] to study the fractional Laplacian in R N (see also [7, 8] ) and subsequently generalized for the case of the fractional Laplacian on bounded domain (see [10, 13] ).
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As explained in more detail in Section 3 below, for u ∈ H s m,T one considers the problem
, from where the operator (−∆ x + m 2 ) s is obtained as
in weak sense and
Thus, in order to study (1.1), we will exploit this fact to investigate the following problem
where
is the conormal exterior derivative of v. The solutions to (1.3) are obtained as critical points of the functional J m associated to (1.1)
defined on the space X s m,T , which is the closure of the set of smooth and Tperiodic (in x) functions in R N +1 + with respect to the norm
More precisely, we will prove that, for any fixed m > 0, J m satisfies the hypotheses of the Linking Theorem due to Rabinowitz [24] .
When m is sufficiently small, we are able to obtain estimates on critical levels α m of the functionals J m independently of m. In this way, we can pass to the limit as m → 0 in (1.3) and we deduce the existence of a nontrivial solution to the problem
This result can be stated as follows 
The paper is organized as follows: in Section 2 we collect some preliminaries results which we will use later to study the problem (1.1); in Section 3 we show that the problem (1.1) can be realized in a local manner through the nonlinear problem (1.3); in Section 4 we verify that, for any fixed m > 0, the functional J m satisfies the Linking hypotheses; in Section 5 we study the regularity of solutions of problem (1.1); in the last Section we show that we can find a nontrivial Hölder continuous solution to (1.4) by passing to the limit in (1.1) as m → 0.
Preliminaries
In this section we introduce some notations and facts which will be frequently used in the sequel of paper.
We denote the upper half-space in R N +1 by
) the space of all measurable functions v defined on A × R + such that
) is a Hilbert space with the inner product
are the Fourier coefficients of u. We define the fractional Sobolev space H 
When m = 1, we set H
. Now we introduce the functional space X s m,T defined as the completion of
If m = 1, we set X 
We notice that, by using Parseval's identity, we have
Then, we are going to prove that there exists a positive constant C s depending only on s, such that
By the Fundamental Theorem of Calculus we can see
and by using (|a| + |b|) 2 ≤ 2(|a| 2 + |b| 2 ) we have
for any k ∈ Z N . Now, we observe that by using Hölder inequality we obtain
Then, putting together (2.3) and (2.4) we obtain
and multiplying both sides by y 1−2s we get
Multiplying both sides of (2.6) by a
Taking into account (2.1) and (2.7) we have (2.2). Therefore there exists a trace operator Tr :
where θ k (y) = θ( ω 2 |k| 2 + m 2 y) and θ(y) ∈ H 1 (R + , y 1−2s ) solves the following ODE
where K s is the Bessel function of second kind with order s, and being
Then it is clear that v is smooth for y > 0, v is T -periodic in x and satisfies
Now, we show that Tr(v) = u. From standard properties of K s , we know θ(y) → 1 as y → 0 and 0 < θ(y) ≤ A s for any y ≥ 0. Then, being u ∈ H s m,T , we have
Finally we prove that v ∈ X s m,T . By Parseval's identity we get
Now we prove the following embedding 
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By using Proposition 2.1. in [5] , we know that there exists a constant C 2
s . Now, we proceed as the proof of Theorem 4 in [3] 
. Then, by using (2.11) and the interpolation inequality we obtain
for some real positive number θ ∈ (0, 1). Now, taking into account (2.12), it is enough to prove that
Using (2.13) we deduce that |k|≤νε |c
Now, we conclude this section giving some elementary results about the nonlinearity f (x, t). More precisely, by using the assumptions (f 2), (f 3) and (f 4), we can deduce some bounds from above and below for the nonlinear term f (x, t) and its primitive F (x, t). This part is quite standard and the proofs of the following Lemmas can be found, for instance, in [1] and [24] .
. Then, there exist two constants a 3 > 0 and a 4 > 0 such that
Extension problem
In this section we show that to study (1.1) it is equivalent to investigate the solutions of a problem in a half-cylinder with a Neumann nonlinear boundary condition. We start proving that
and
. Let us consider the following problem min{||v||
By using the Theorem 4, we can find a minimizer to (3.3). Since || · ||
is strictly convex, such minimizer is unique and we denote it by v. As a consequence, for any φ ∈ X s m,T such that Tr(φ) = 0
that is v is a weak solution to (3.1). Since the function defined in (2.8) is a solution to (3.1), by the uniqueness of minimizer, we deduce that v is given by
where θ k (y) = θ( ω 2 |k| 2 + m 2 y). In particular, by (2.9), we have
and by using u ∈ H s m,T , −y 1−2s θ ′ (y) → κ s as y → 0 and 0 < −κ s y 1−2s θ ′ (y) ≤ B s for any y ≥ 0 (see [17] ), we deduce (3.2).
Therefore, for any given u ∈ H s m,T we can find a unique function v = Ext(u) ∈ X s m,T , which will be called the extension of u, such that (i) v is smooth for y > 0, T -periodic in x and v solves (3.1); Taking into account the previous results we can reformulate the nonlocal problem (1.1) in a local way as explained below.
Let g ∈ H −s m,T and consider the following two problems:
and 
Proof. By properties (ii) and (iii) we can see that for any v ∈ X , and the equality holds if and only if v = ExtTr(v). Now, we prove (3.8). We denote by c k the Fourier coefficients of Tr(v).
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If v(x, y) = Cθ m (y) := Cθ(my) for some C ∈ R, being θ(0) = 1, we have
. By using (ii) and (iii) we deduce
that is ||v||
we obtain that c k = 0 for any k = 0, so we get
Periodic solutions in the cylinder S T
In this section we prove the existence of a solution to (1.1). As shown in previous section, we know that the study of (1.1) is equivalent to investigate the existence of weak solutions to
For simplicity, we will assume that κ s = 1. Then, we will look for the critical points of
More precisely, we will prove that J m satisfies the assumptions of the Linking Theorem [24] : By using the assumptions on f , it is easy to prove that J m is well defined on X 
Hence, for any j ∈ N 
So there exist C 1 , C 2 , C 3 > 0 (independent of m) such that 
By Hölder inequality, we can observe that if
v = y + rz ∈ Y s m,T ⊕ R + z |v(·, 0)| µ L µ (0,T ) N ≥ C|v(·, 0)| µ L 2 (0,T ) N = C (0,T ) N (c + rz) 2 dx µ 2 ≥ C ′ (m 2s c 2 T N + r 2 ) µ 2 .
Then, for any
We recall that µ > 2. By using (4. Finally we show that J m satisfies the Palais-Smale condition:
). By using Lemma 1 with ε = 1, we get
Taking into account Lemma 2, (f 5), (4.2), (4.8), (4.9) and (4.10) we have for j large
Hence, by (4.11) and (4.12), we deduce that
that is (v j ) is bounded in X s m,T . By Theorem 3 we can assume, up to a subsequence, that
(4.14)
Taking into account (f 2), (f 4), (4.13), (4.14) and the Dominated Convergence Theorem we get
as j → ∞. By using (4.8) and the boundedness of (
as j → ∞. By (4.13), (4.15) and (4.17) we have 
Taking into account (4.13), (4.14), (4.16) and (4.19) we obtain In this section we study the regularity of weak solutions to the problem (1.1).
Firstly we prove the following
Proof. We proceed as in the proof of Lemma 7 in [3] . Since v is a critical point for J m , we know that
It is easy to see that
Then, putting together (5.3) and (5.4) we get
where c β = 1 + β 2
. By Lemma 1 with ε = 1 we deduce that
Now, we prove that
Firstly, we observe that
].
Therefore, there exist a constant c = m 2s + 2 + (p + 1)C 1 and a function h ∈ L N/2s (0, T ) N , h ≥ 0 and independent of K and β, such that
Taking into account (5.5) and (5.6) we have
and by Monotone Convergence Theorem (v K is increasing with respect to K) we have as
Fix M > 0 and let A 1 = {h ≤ M} and A 2 = {h > M}. Then
(5.9) By using Theorem 4 we know that there exists a constant C
, and by using (5.9) and (5.10) we obtain
Then we can start a bootstrap argument:
N−2s we can apply (5.11) with
Then, we can deduce the following result:
Let us assume that v is extended by periodicity to the whole R
Proof. It is clear that v ∈ H 1 m (A×R + , y 1−2s ) for any bounded domain A ⊂ R N . By using Lemma 7 here and Proposition 3.5. in [18] we deduce the thesis. 6. Passage to the limit as m → 0
In this last section, we give the proof of Theorem 2. We verify that it is possible to take the limit in (1.3) as m → 0 so that we deduce the existence of a nontrivial weak solution to (1.4) . In particular, we will prove that such solution is Hölder continuous. We remark that in Section 4 we proved that for any m > 0 there exists v m ∈ X s m,T such that
where α m is defined in (4.22) . In order to attain our aim, we estimate, from above and below, the critical levels of the functional J m independently of m. Let us assume that 0 < m < m 0 := By using (4.4) and m < m 0 we know that
Moreover (see Lemma 5) we have for any By using (2.10) and (3.7) (with κ s = 1), we know that
for any q ∈ [2, 2
♯ s ]. By using Lemma 1 and (6.6) we can see that for every 0 < m < m 0
, we have that b :
Therefore, taking into account (6.2) and (6.5) we deduce that λ ≤ α m ≤ δ for every 0 < m < m 0 . ). By using (6.1) and (6.7), we have for any m ∈ (0, m 0 )
By (6.10) we deduce that the trace of v m is bounded in
Taking into account (6.1), (6.7), (6.9) and (6.11) we deduce
Now, let c m k be the Fourier coefficients of the trace of v m . By (3.7) we can see that 13) which, together with (6.11), implies that
that is Tr(v m ) is bounded in H By using (a + b) 2 ≤ 2a 2 + 2b 2 for all a, b ≥ 0 we obtain
and applying the Hölder inequality we deduce
Multiplying both members by y 1−2s we have
By density, the above inequality holds for any v ∈ X s m,T .
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Then, by using (6.17) and exploiting (6.11) and (6.12) we have
for any 0 < m < m 0 . As a consequence, we can extract a subsequence, that for simplicity we will denote again with (v m ), and a function v such that
). Now we prove that v is a weak solution to
for every η ∈ X s m,T . Now, we consider ξ ∈ C ∞ ([0, ∞)) defined as follows
We set ξ R (y) = ξ( y R ) for R > 1. Then choosing η = ϕξ R ∈ X s m,T in (6.19) and taking the limit as m → 0 we have
Taking the limit as R → ∞ we deduce that v verifies
Now we want to prove that v ≡ 0. Let ξ ∈ C ∞ ([0, ∞)) as in (6.20) and we note that ξv ∈ X s m,T .
and taking the limit as m → 0 we get
By using the facts (6.1), (6.7),
Taking the limit in (6.23) as m → 0 we obtain
Hence, (6.22) and (6.24) give
that is v is not a trivial solution to (6.18) . Finally, we show that v ∈ C 0,α ([0, T ] N ), for some α ∈ (0, 1). We start proving that v(·, 0) ∈ L q (0, T ) N for any q < ∞. We proceed as in the proof of Lemma 7 and we use the estimate (6.14).
Let N for all k ∈ N. Then v(·, 0) ∈ L q (0, T ) N for all q ∈ [2, ∞), and by invoking Proposition 3.5. in [18] , we can conclude that v ∈ C 0,α ([0, T ] N ), for some α ∈ (0, 1).
