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Abstract. A mathematical model for describing passenger preferences is studied. The model was proposed earlier by the authors
for predicting passenger trac for high-speed links of the railway network. Choosing a route by a randomly selected passenger
is considered as a problem of minimizing of the generalized transportation cost. This cost is a linear combination of two criteria
(a cost and time of the transportation) and depends on a random parameter of passenger preferences. The properties of the model
are investigated. The estimation problem for the random parameter distribution via statistical data on the passengers preferences is
studied.
PROBABILISTIC MODEL FOR PASSENGER PREFERENCE
We study the probabilistic model of choosing the transport type proposed in [1, 2]. Suppose a consumer (a passenger)
had a choice between n possible alternatives e1; : : : ; en before the transport network structure was changed. The set of
these alternatives is denoted by A0 = fe1; : : : : : : ; eng, where fei; i = 1; ng is the basis in the space Rn. Let a new mode of
transport (a new route) eˆn+1 be added. Denote by A1 the set of alternatives after the changing of the network structure.
Preferences of a randomly selected passenger are described by a random vector (0; 1), where i are discrete
random variables that depend on each other and take the values in Ai, i = 0; 1. The random value 0 reflects of the
distribution of preferences before the introduction of a new link in the transport network and 1 after the introduction.
Let denote the probability distribution of 0 and 1 by q(0) and q(1) respectively, where q(0) = (q
(0)
1 ; : : : ; q
(0)
n ),
q(1) = (q(1)1 ; : : : ; q
(1)
n+1) and
q(0)i = Prf0 = eig; i = 0; n: (1)
q(1)i = Prf1 = eˆig; i = 0; n + 1; (2)
here feˆ1; : : : ; eˆn+1g is the basis of the space Rn+1.
Bicriterial Approach
Let us denote by ci a trip cost and by ti a trip time, i = 1; n. We assume that there are no coincident parameter values,
i.e. the points (ci; ti) 2 R2, i = 1; n are dierent.
In our consideration other conditions of travel (such as the convenience of timetables, etc.) are not taken into
account, so we obtain the optimization problem with two criteria for describing the preferences of one passenger
between alternatives fe1; : : : ; eng:
x1 + : : : + xn = 1; xi 2 f0; 1g; i = 1; n;
T (X) = t1x1 + : : : + tnxn ! min
X
C(X) = c1x1 + : : : + cnxn ! min
X
:
(3)
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Here the choice of the i-th route is written as X = (x1; : : : ; xn) = ei 2 Rn.
Definition 1. The solution X(1) is preferable to the solution (dominates over the solution) X(2), if one of two
conditions holds:
T (X(1))  T (X(2)) ^C(X(1)) < C(X(2))
or
T (X(1)) < T (X(2)) ^C(X(1))  C(X(2)):
The set of non-dominant (Pareto-optimal) solutions to the bicriterial problem (3) is denoted by E0  A0. To
describe a passenger preference we will use the ”generalized trip cost” introduced in papers [3, 4]. It is a linear
function of the trip cost and the trip time
f (X) = C(X) + T (X);
where  > 0 may be considered as time unit price.
The problem of ”generalized trip cost” minimization has the form:
x1 + : : : + xn = 1; xi 2 f0; 1g; i = 1; n;
f(X) = C(X) + T (X) ! min
X
: (4)
The set of optimal solutions to parametrical optimization problem (4) is denoted by X(), where   0.
PROPERTIES OF OPTIMIZATION PROBLEM SOLUTIONS
Let us consider properties of the solution X() of parametrical optimization problem (4). Denote by XA the union of
solution sets for all values of the parameter
XA =
[
>0
X():
Property 1. The set of parametrical optimization problem solutions is a subset of Pareto-optimal solutions set:
XA  E0;
where E0 is the set of Pareto-optimal solutions to bicriterial problem (4).
Proof. Let the alternative e j < E0, i.e. it is dominated and there exists em 2 A0 such that c j  cm and t j  tm, and
at least one inequality is strict. From
f(e j) = c j + t j 8 j = 1; n
follows f(e j) > f(em) for all  > 0. Then the set of the solution to the optimization problem X() doesn’t contain e j
for any  > 0, i.e. e j < XA.
The proven statement for arbitrary e j 2 A0
(e j < E0) ) (e j < XA)
results in
(e j 2 XA) ) (e j 2 E0)
and XA  E0.
Note that not all elements of the set of all eective solutions E0 necessarily are solutions to the parametric
problem, i.e. the inclusion
XA  E0
may be strict.
Example 1. Consider a problem of choosing one of three alternatives A0 = fe1; e2; e3g. Let values of the first and
the second criteria (trip price and trip time) are respectively (1; 5), (4; 4) and (5; 1) (see Fig.1).
For this data the set of Pareto-optimal solutions to (3) coincides with the set of alternatives, i.e. E0 = A0, since
all of them are not dominated. The solution to the parametrical optimization problem (4) has the form:
X() =
( e1 if  < 1
e3 if  > 1
e1 [ e3 if  = 1:
080001-2
FIGURE 1. Criteria values (trip price and trip time) for three alternatives.
Thus, XA = e1 [ e3 and e2 < XA, i.e. the inclusion XA  E0 is strict.
Property 2. ek 2 X() if and olny if ek 2 E0 and
L0(k)    R0(k); (5)
where
L0(k) = max
t j>tk ; j=1;n
(
0;
ck   c j
t j   tk
)
; R0(k) = min
t j<tk ; j=1;n
(
ck   c j
t j   tk ;+1
)
: (6)
Proof. Let ek 2 E0, i.e. ek is a Pareto-optimal alternative of bicriterial problem (3). The condition ek 2 X0() is
equivalent
f(ek)  f(e j) 8 j = 1; n: (7)
Taking into account
f(e j) = c j + t j ; j = 1; n;
we get that relation (7) is equivalent to the fulfillment of the conditions for all j = 1; n:
  ck   c j
t j   tk if t j > tk
  c j   ck
tk   t j if t j < tk:
It should be mention that c j < ck if t j > tk for all e j; ek 2 E0.
If t j  tk for all j = 1; n, then L0(k) = 0. If t j  tk for all j = 1; n, then R0(k) = +1.
Thus, ek 2 X() if and only if conditions (5), (6) hold.
Corollary 1. If ek 2 E0 and
L0(k) <  < R0(k); (8)
where L0(k) and R0(k) are defined by equations (6), then X() = ek.
Corollary 1 follows from the proof of Property 2.
Remark. Some of the intervals [L0(k);R0(k)] may be empty, it means that ek < XA. For Example 1 L0(2) = 3,
R0(2) = 1=3, inequality (8) is not true for k = 2 and e2 < XA.
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Corollary 2. The set of all solution to parametric optimization problem (4) X() consists of more then one point
for  = L0(k) if L0(k) > 0 and for  = R0(k) < +1.
Proof. Let denote by J a number of element at which the maximum
max
t j>tk ; j=1;n
(
0;
ck   c j
t j   tk
)
= L0(k) > 0
is reached, i.e.
ck   cJ
tJ   tk = maxt j>tk ; j=1;n
(
ck   c j
t j   tk
)
= L0(k):
So ck   cJ = (tJ   tk) if  = L0(k), therefore ck + tk = cJ + tJ and f(eJ) = f(ek).
From Property 2 follows ek 2 X0(L0(k)). Thus we get
ek [ eJ 2 X0() if  = L0(k) > 0
and X0(L0(k)) consists of more than one point.
The statement about X() for  = R0(k) is proved similarly.
RANDOM PREFERENCE
If the parameter  (a value of time unit) is the same for all passengers, then they choose the same solution to the
parametrical optimization problem (4), i.e. one transport mode. However, it does not happen, so we assume that the
value of time costs is dierent for dierent passengers and they choose dierent solutions. The model of the random
passenger choice as a solution to the optimization problem with a random objective function was proposed in [1].
Let the random variable  = (!) reflect the preference of a randomly chosen passenger !. His choice of the
transport mode before the introduction of a new link is denoted by X0().
It is proposed that X0() is a solution to the linear optimiation problem (4) with a random parameter  = (!).
Suppose it become possible to use an additional type of transport on the existing arc of the transport network (for
example, high-speed transport), so a set of alternatives expands and becomes equal to A1, where
A1 = feˆ1; : : : ; eˆn+1g; eˆi = (ei; 0) 2 Rn+1; i = 1; n; eˆn+1 = (0; : : : ; 0; 1):
The choice problem is written in the form of a parametrical optimization problem, similar to problem (4):
x1 + : : : + xn+1 = 1; xi 2 f0; 1g; i = 1; n + 1;
f (1) (X) = C1(X) + T1(X) ! min
X
; X 2 Rn+1; (9)
where
C1(X) = c1x1 + : : : + cnxn + cn+1xn+1;
T1(X) = t1x1 + : : : + tnxn + tn+1xn+1:
(10)
Lemma 1. Let X0() = ei for a fixed  > 0, then a set X1() of solutions to optimization problem (9)–(10) satisfies
X1()  eˆi [ eˆn+1:
This statement follows from the form of optimization problems (4) and (9)–(10).
Transition Probabilities
Let 1() denote a choice of the passenger after the introduction of the new link. It is proposed that 1() is the solution
to the optimization problem (9)–(10) with the same random parameter  = (!).
The values 0() and 1() are discrete random values related to each other. Let’s calculate their joint distribution
and transition probabilities pi j, where  is the same continuous random valuable at both stages (i.e. before and after
the network structure change) and
pi j = Prf1 = e jj0 = eig; i = 1; n; j = 1; n + 1:
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Lemma 2. Let 0 = X0() be the set of solutions to optimization problem (4) and the random value  has a
continuous distribution on [0;+1), then the random set X0() consist of a single point with probability 1.
This statement follows from Property 2 and the continuity of the distribution of .
The set of solutions to optimization problem (9)–(10) 1 = X1() consists of a single point with probability 1 too,
if  = (!) is the random continuously distributed valuable.
Theorem 1. Let 0 = X0() be the solution to optimization problem (4) and 1 = X1() is the solution to
optimization problem (9)–(10) with the same random value  = (!).
If the random value  has a continuous distribution on [0;+1), then the sets X0(), X1() consist of a single point
with probability 1 and transition probabilities satisfy the following conditions
pik = 0 for all i = 1; n; k = 1; n; k , i: (11)
Thus, the matrix of transition probabilities has the form
P = fpi jg =
0BBBBBBBBBBBBBBBB@
1   p1;n+1 0 : : : 0 p1;n+1
0 1   p2;n+1 : : : 0 p2;n+1
0 0 1   p3;n+1 : : : p3;n+1
              
0 : : : 0 1   pn;n+1 pn;n+1
1CCCCCCCCCCCCCCCCA : (12)
Theorem 1 follows from Lemma 1.
In the considered model a passenger who prefers some kind of transport before the changing of the network
structure either retains his choice or changes it to the newly introduced one, if it is preferable in terms of the criteria.
In other words, if the distribution of the random parameter  is the same at both stages (i.e. before and after the network
structure change), then pik = 0 for i; k = 1; n, k , i.
The proposed model of passenger preferences is more theoretical at this stage of research. Actual data has a more
complex form as a rule. For example, travel by the same type of transport has a dierent cost depending on the level
of comfort, season, etc. Moreover the travel time is not defined uniquely and often depends on random eects. Thus,
the proposed model requires verification and possible complications.
IDENTIFICATION OF PASSENGER PREFERENCE FUNCTION BY DISTRIBUTION
OF PASSENGER CHOICES
Let’s move from the variable  2 [0;+1) to the
 = () =

1 + 
2 [0; 1]
and consider the problem
x1 + : : : + xn = 1; xi 2 f0; 1g; i = 1; n;
f(X) = (1   )C(X) + T (X) ! min
X
: (13)
Let U() denote the solution to this problem for a fixed . It is easy to see that problem (4) is equivalent to problem
(13) in the sense that X() is the solution to problem (4) if and only if U(()) is the solution to problem (13).
Property 3. The alternative ek is the solution to problem (13) if and only if ek 2 E0 and
L(k)    R(k); (14)
where
L(k) = max
t j>tk ; j=1;n
(
0;
jck   c jj
jt j   tk j + jck   c jj
)
; R(k) = min
t j<tk ; j=1;n
( jck   c jj
jck   c jj + jt j   tk j ; 1
)
: (15)
The statement follows from Property 2 and the equivalence of problems (13) and (4), because () is a monotone
increasing function.
Assumption 1. Let the alternatives fe1; : : : ; eng satisfy the following conditions:
1. ek 2 E0 for all k = 1; n. If this is not so, we remove not Pareto optimal solutions and renumber the rest.
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2. The pairs (tk; ck), k = 1; n are numbered in descending order of time tk (in increasing order of cost ck).
3. The inequality
L(k) < R(k); (16)
where L(k), Rk are defined by equalities (8), hold for all k = 1; n. If this is not true for some k, we remove (tk; ck)
and renumber the rest.
Thus, for such pairs (tk; ck), k = 1; n, there exist numbers 0, 1, ..., k,..., n, that
0 = 0 < 1 < : : : < n = 1;
k = R(k   1) = L(k); k = 1; n: (17)
Let us consider problems of distribution identification for the random variable  = (!) via data on the cost, the time
and the passenger preference.
Problem 1. Let the following data be known:
 trip times T = (t1; : : : ; tn) and trip costs C = (c1; : : : ; cn) for n possible alternative transport modes fe1; : : : ; eng.
 the data on passenger preference fpˆ j; j = 1; ng, where pˆ j is a share of passengers choosing the mode e j.
These shares (empirical probabilities of the alternatives) determine an empirical distribution of the solution to problem
(13) with the random parameter  = (!). The problem is to find the distribution f(x) of the random variable  such
that the solution to problem (13) has a probability distribution close to the empirical distribution in some sense.
It is clear that the existence and uniqueness of such distribution depend on how we understand the closeness of
the empirical and theoretical distributions and in which class F we are looking for the distribution f(x).
Denote theoretical probabilities of the alternatives by
pk = pk( f) = PrfU() = ekg; k = 1; n;
where U() is the solution to problem (13), the random variable  has a density f(x). Here the closeness of the
theoretical and the empirical probabilities may be considered in the sense of minimum the following function
( f) =
nX
k=1
( pˆk   pk)2
pk
! min
f2F
: (18)
The theoretical distribution allows us to forecast the passenger trac for a new mode of transport such as high-
speed railway. Other methods of passenger trac forecasting were considered in [5, 6].
If there is a suciently large amount of homogeneous data for dierent transport directions, but for the same
period and in the same country, then it is possible to formulate a more general problem of distribution identification
for the random variable .
Problem 2. Let passengers use M dierent transport direction and nm possible transport modes in m-th direction.
Let the following data be known:
 trip times Tm = (tm1; : : : ; tmnm) and trip costs Cm = (cm1; : : : ; cmnm) for nm possible alternative transport modes
for m-th direction, m = 1;M.
 the data on passenger preferences Pˆm = f pˆ(m)j ; j = 1; nmg, where pˆ(m)j is a share of passengers choosing transport
mode e(m)j in m-th direction.
Denote by
Am = fe(m)1 ; : : : ; e(m)nm g;
a set of Pareto-optimal alternatives in m-th direction, m = 1;M. Let for every m = 1;M alternatives fe(m)1 ; : : : ; e(m)nm g
satisfy Assumption 1.
A set of solutions to the problem (13) for a fixed  and T = Tm, C = Cm is denoted by Um(). Each pair fTm;Cmg
corresponds to a set of the numbers f(m)0 ; (m)1 ; :::; (m)nm g satisfying (17).
We propose that all empirical probabilities (the shares of passengers choosing j-th transport mode in m-th direc-
tion) correspond the same random valuable  = (!), i.e. passengers in all direction have the same distribution of the
time cost.
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Let denote the density function of  by f(x) 2 F and
Pm = fp(m)k g; p(m)k = PrfUm() = ekg; k = 1; nm; m = 1;M:
We get
p(m)k =
Z (m)k
(m)k 1
f(x)dx:
The problem is to find the theoretical distribution f(x) 2 F such that
(P1; P2; :::; PM ; Pˆ1; Pˆ2; :::; PˆM) ! min
f2F
;
where (P1; P2; :::; PM ; Pˆ1; Pˆ2; :::; PˆM) is a criterion of closeness between sets of the vectors P1; P2; :::; PM and
Pˆ1; Pˆ2; :::; PˆM .
The numerical solution to the Problem 2 allows to obtain the theoretical distribution of .
CONCLUSION
Properties of the probabilistic model for describing passenger preferences are studied. Choosing a route by a randomly
selected passenger is considered as the problem of minimizing of the generalized cost of transportation, which is a
linear combination two criteria and depends on a random value of the passenger preferences. A mathematical model
with random weighting coecients depending on a randomly selected consumer is used for describing consumer
preferences and predicting the correspondence matrix. The problems of estimating the random weights distribution
are formulated. The proposed approach may be extended to a wide class of problems of choosing the optimal route,
predicting the correspondence matrix and passenger trac forecasting.
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