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In Radiation Oncology, proton therapy has become an increasingly popular treatment
modality due to the superior dose distribution of the proton beam while sparing more
surrounding normal healthy tissues and critical organs. This advantage can quickly turn
into a disadvantage if there is any uncertainty in the delivery of the proton beam. To fully
utilize the benefits of proton therapy, it is important to monitor the in-vivo dose deposition.
Due to the fact that the treatment protons stop within the patient as they deliver the dose,
secondary radiation is the potential method to obtain a dose verification measurement. The
detection of secondary prompt gamma rays have been proposed as an in-situ method to
determine the proton range since the location of the prompt gamma emission is strongly
correlated with the proton depth dose profile. This correlation has been confirmed in
both experimental measurements and in Monte Carlo simulations, but absolute prompt
gamma productions have been unsuccessful, due to discrepancies the Monte Carlo prompt
gamma production data particularly for the prominent elements found in tissue within the
therapeutic range (50-200 MeV).
The goal of this work was to evaluate the prompt gamma production for both carbon
and oxygen at energies relevant for proton therapy. The first part of this study was to
experimentally measure the interaction cross section for proton-nucleus collisions in both
carbon and oxygen. In order to determine these cross-sections, measurements using thin
targets of natural Carbon and Mylar over the energy range of 66-125 MeV were performed
using the AFRODITE detector system at iThemba LABS in Cape Town, South Africa.
Energy and efficiency calibrations of the detection system were performed using three
standard gamma emitting sources (137Cs, 60Co, and 152Eu). The second part of this work
was to model the AFRODITE detector system using the Geant4 Monte-Carlo radiation
transport code in order to compare the simulated to the measured results and to evaluate
the previously observed discrepancies for prompt gamma production in the Geant4 code.
i
In the experimental study, the standard gamma sources were used to obtain individual
absolute efficiency response curves for each of the 30 high purity germanium crystals (2
crystals were not functioning). The differential cross section was calculated at five different
energies (66, 80, 95, 110, 125 MeV) using three angles (900, 1300 and 1400) for the 4.438
MeV gamma peak using both the carbon and Mylar targets, and for the 6.129 MeV gamma
peak using the Mylar target. The total cross-section for the 4.438 and 6.129 MeV peaks
were calculated by fitting the angular measurements to a Legendre polynomial.
In the simulation study, the geometry of the AFRODITE detection system was carefully
modelled to mimic the actual geometry by importing CAD models into the Geant4 code.
The physics of the AFRODITE model was tested by comparison to the three standard
gamma emitting sources, by testing the Compton suppression system and evaluating var-
ious hadronic physics processes. Once the model was validated, the experimental runs
were simulated and the same procedures were followed in order to obtain absolute detector
efficiency curves for the germanium crystals, as well as, differential cross-section data and
total cross-section data for the 4.438 and 6.129 MeV gamma peaks.
The overall absolute gamma energy spectra from the experimental and simulation runs
were compared and displayed excellent agreement for the total prompt gamma production
values. Comparisons of the cross-section values for the individual peaks (4.438 and 6.129
MeV) produced mixed results. There was strong agreement (difference of 1.2% to 14.0%) for
the total experimental cross-section results for the 4.438 MeV peak from the two targets
(carbon and Mylar), providing internal validation for the experimental measurements.
However, the total cross-section data for both peaks was slightly higher than the sparse
previously available measured data points.
When comparing to the simulated results, the cross-section values for the individual peaks
(4.438 and 6.129 MeV) did not agree quite as well. The simulated results for the total
cross-section for the 4.438 MeV peak from the carbon target, the 12C(p, p′)12C* reaction,
produced values 50% higher than the measured results. This over-estimation has been
attributed to an unusually high number of 12C(p, d)11C* and 12C(p, np)11C* reactions
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produced during the simulation. The total cross-section for the 4.438 MeV peak from the
Mylar target, the 12C(p, p′)12C* reaction, also produced an over-estimation (32%) for the
same reason; this result was also boosted by the 16O(p, x)12C* reactions that occur from
the oxygen found in Mylar. The 6.129 MeV peak from the Mylar target, the 16O(p, p′)16O*
reaction, was virtually non-existent in the simulations making it impossible to calculate a
simulated total cross-section value.
Overall, the experimental measured data provided results that compare favourably to ex-
isting data. The available experimental data for the 12C(p, p′)12C* and 16O(p, p′)16O*
reactions has been extended up to 125 MeV. The AFRODITE Geant4 model successfully
re-produced the gamma spectra from the experimental runs and will be used again in fur-
ther studies. As seen before, the Geant4 physics over-estimates (or neglects) the individual
prompt gamma peaks. Further testing will be done to identify these errors and work to
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Campus, France. Specially, I would like to thank Walid Yahia-cherif for his help in the
cross section measurement experiments.
I gratefully acknowledge Prof.Paul Papka of the Department of Physics, University of stel-
lenbosch for his SimSort code to unpack the bulk of experimental data and his assistance.
I would also like to extend my sincere thanks to Kevin Li, University of stellenbosch for
his AFRODITE basic code.
My sincere thanks also goes to Centre for High Performance Computing (CHPC), 15 Lower
Hope Rd, Rosebank, Cape Town for providing me their clusters for my simulations. I would
also like to thank UCT ICTS for giving me the access to HPC cluster.
I am grateful for the award of Science Faculty PhD fellowships for 2014-2016.
It is my pleasure to thank Prof.Andy Buffler, Head of the Department and other academic
staffs, all postgraduate students and administrative staffs of the Physics Department, Uni-
versity of Cape Town for being just wonderful environment for my research work. I really
xxxi
appreciate excellent UCT library services also.
Words are short to express my gratitude towards my friend, Claire Van Den Berg for her
help in using Origin data analysis program and her moral support.
My special thanks to my sisters Rathy and Nisha, and my brothers Sri and Sarathy for
their love and continuous support.
Last but not least, I would like to express a deep sense of gratitude to my parents for their
love, encouragement, moral support and blessings.
A timely favour, however trivial







1.1 Aim and outline of the study
Over the last few decades remarkable progress has been made in radiotherapy treatment
modalities towards effectively delivering the radiation dose to the planning target volume
(PTV) while increasing the survival rates and reducing the side effects for cancer patients.
However, there are still plenty of improvements that can be done in the fields of photon
and, more particularly, particle radiotherapy (proton therapy and carbon ion therapy).
Specifically, the range verification of a proton beam during treatment delivery is a chal-
lenging task since the treatment protons stop within the patient. Therefore, the potential
method to verify the range of the protons is by measuring the secondary gammas during
the treatment. Proton range verification using prompt gamma imaging is the basis for this
work.
The aim of this study is to compare the measured prompt gamma cross-section against sim-
ulated cross-section data for the elements of carbon and oxygen, two of the most prominent
elements found in the human body. One aspect of this work was to model the AFRODITE
detector system using the Geant4 Monte-Carlo particle transport code (version 10.01.p03)
to evaluate the simulated prompt gamma cross-section data. A second aspect was to ex-
perimentally measure the prompt gamma cross-sections for carbon and oxygen using thin
targets of natural carbon and mylar (12C, 16O). The cross-section measurement experiment
was conducted at iThemba LABS in Cape Town, South Africa.
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1.2 Structure of the dissertation
This dissertation is divided into three main parts. The first part (Chapter 1) includes
the introduction which describes the background information for this study including ra-
tionale for using proton therapy, physics of proton therapy, possible uncertainties during
a proton radiotherapy treatment, previous research works related to range verification in
proton radiation therapy and literature review for experimental prompt gamma cross sec-
tion measurements of proton collisions on 12C and 16O. The introduction concludes with a
motivation for this study.
The second part describes the materials and methodology for this work and is composed
of three chapters (2, 3, and 4). Chapter 2 presents the Geant4 model of the AFRODITE
detector system including a brief introduction of the Geant4 Monte-Carlo toolkit, Geant4
physics models and processes, and the AFRODITE detector system. Experimental meth-
ods for the prompt gamma cross-section measurements are reported in Chapter 3 and
simulation procedures for the cross-section measurements are explained in Chapter 4.
Part 3 comprises of the results and discussion. The results of the experimental cross section
measurements are described in chapter 5. Chapter 6 describes the results of the prompt
gamma cross-section measurements using the Geant4 model of AFRODITE detector sys-
tem. In chapter 7, a comparison of the experimental and simulated results are discussed.
Finally, conclusions and future work are included in chapter 8.
1.3 Radiation oncology
Cancer is one of the leading causes of death worldwide among men and women. According
to the World Health Organization [WHO (2015)], 8.2 million deaths and 14 million new
cases were reported in 2012. Treatment of cancer can comprise of several modalities such as
surgery, radiation therapy, chemotherapy, hormonal therapy and immunotherapy. About
two-thirds of cancer patients receive radiotherapy during the course of their treatment.
The radiation can be either an electromagnetic radiation (X-rays, gamma rays) or cor-
puscular radiation (electron, proton, carbon ion, etc.), which damages DNA to eradicate
cancer cells by energy absorption through the processes of ionization and excitation of the
atoms and molecules in the living tissue [Jayaraman and Lanzl (2011)]. Radiation can be
administered as external beam radiation (EBRT) or internally via Brachytherapy. The
radiation dose can be used as neoadjuvant treatment (pre-operative therapy) to shrink the
tumour before surgery and/or adjuvant therapy to treat tumour after surgery. It can also
be used in palliative care to control the pain in cancer patients. One major drawback to us-
ing radiotherapy is that healthy tissue can also be affected during the radiation treatment.
Therefore, the foremost goal of radiation therapy is the precise targeting of the tumour
volume with minimal exposure to the surrounding normal healthy tissue.
2
1.4 Rationale for proton therapy
In practice, there are many sophisticated radiotherapy treatment options using conven-
tional X-ray based photons such as Image guided radiotherapy (IGRT), Intensity modu-
lated radiation therapy (IMRT), three dimensional conformal radiation therapy (3DCRT),
Volumetric modulated arc therapy (VMAT), Tomotherapy, etc.. However, proton therapy
has become an increasingly popular treatment modality due to the superior dose distri-
bution from a proton beam. In 1946, Robert R Wilson proposed that energetic protons
could be used for therapeutic purposes [Wilson (1946)] and the first patient was treated
with protons at Berkeley Radiation Laboratory, University of California in 1954. Proton
therapy takes advantage of the steep dose fall-off at the end of the range of the protons in
tissue, resulting in a significant reduction in the dose to the organ at risk and precise dose
conformity while increasing tumor control probability. Conversely, the conventional X-ray
based radiation treatment loses its effective dose within the first few centimeters of tissue
and continues damaging healthy cells even beyond the target as shown in figure 1.1.
Figure 1.1: Depth dose profile of a single Bragg peak (gray line), a spread out Bragg peak (solid
black line) and 10 MV X-ray beam (dashed black line). Source: Yock and Tarbell (2004)
To understand the advantage of proton therapy over traditional photon therapy, it is useful
to consider a radiotherapy treatment plan. For example, for the treatment of medulloblas-
toma (the most common malignant pediatric brain tumour), radiation is delivered to the
entire Craniospinal axis while sparing the cochlea, pituitary gland and hypothalamus. The
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differences in the dose conformity using conventional X-ray based photon therapy and pro-
ton therapy are shown in figures 1.2 and 1.3. Due to the nature of the steep dose fall off
for the proton beam, a significant dose reduction to the normal surrounding healthy tissue
and critical organs can be seen. As shown in figure 1.2, the proton beam is able to spare
the cochlea compared to other techniques such as three dimensional X-rays and intensity
modulated radiotherapy (IMRT).
Figure 1.2: Dose conformity comparison with photon and proton beams for boost radiation to
the posterior fossa of medulloblastoma radiotherapy. As depicted by arrows, the proton beam
is able to spare the cochlea better than either techniques of photons. Source: Yock and Tarbell
(2004)
Figure 1.3: Radiation dose distribution to the spine and other anterior structure using photons
and protons for medulloblastoma whole spine irradiation. The color-wash dose clearly shows
difference between photon and proton dose distribution. Source: Yock and Tarbell (2004)
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1.5 Physics of proton therapy
1.5.1 Stopping power
When a proton passes through matter, it will primarily lose energy through electro-
magnetic Coulomb interactions with the outer-shell electrons of the target material. The
energy loss rate of ions (linear stopping power) is defined as dE/dX, where dE is the
mean energy loss and dX is the distance. The stopping power of high velocity light ions
in matter assumes two simplifications. The first assumption is that the ion is much faster
than the target electrons and the second is that the ion is much heavier than the electrons
[Ziegler.J.F (1999)].
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where, ρ is the mass density of the material, re = e2/mec2 is the classical electron radius,
mec
2 is the rest mass energy of the electron, β is the projectile velocity in units of light
speed (β = v/c), u is the atomic mass unit, Z and A are the atomic number and atomic
weight of the target material and z is the charge of the incident particle. The quantity
L (β) is defined as the stopping number and the expansion of L (β) includes the corrections
to the basic energy loss process of two particles which is given by,
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and C and δ are the shell and density corrections and I is the mean excitation energy of the
absorbing material. L1 and L2 are called the Barkas and Bloch corrections respectively.
The shell correction (C) is only applicable for low energies where the incident particle
velocity is close to the velocity of the atomic electrons. The density correction (δ) arises
from the shielding of distance electrons by near electrons and resulting in a reduction of
energy loss at higher energies [Newhauser and Zhang (2014)]. Thus, these corrections (shell,
density, Barkas and Bloch) can be neglected in the therapeutic proton ranges [Gottschalk
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From equation 1.4, the energy loss of the projectile is inversely proportional to the square




). Therefore, when the proton slows down the probability of
ionization and excitation events increases. At the end of the proton range, the rate of the
energy loss of the proton becomes very high due to the low velocity. Ultimately, the proton
loses all of its remaining energy and resulting in a dose peak known as the Bragg peak.
Figure 1.4 shows a Bragg peak for 250 MeV protons.
Figure 1.4: Depth dose profile for a 250 MeV proton beam, showing the characteristic Bragg
peak. Source: Paganetti and Bortfeld (2005)
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1.5.2 Multiple Coulomb scattering
Protons are also scattered laterally in addition to the energy loss. The first process for
proton deflection is due to Coulomb interactions with electrons, which can be largely
ignored since the protons are 1836 times heavier than the electrons. The more significant
process is the proton deflection by the atomic nuclei caused by the electrostatic force
between the positive charges of the atomic nucleus and of the proton. This effect is known
as multiple Coulomb scattering (MCS), which contributes an approximately 2% widening
of the proton beam at the Bragg peak in water [Goitein (2008)].
1.5.3 Nuclear interactions
In addition to the above mentioned processes, protons can also interact with the target
nucleus by the strong interaction force. These interactions are generally divided into two
processes namely, elastic and inelastic interactions. In an elastic interaction, the projec-
tile is scattered off and the target nucleus is left intact while the total kinetic energy is
conserved. During an inelastic scattering process, the characteristics of the target nuclei
are changed upon absorption of the incident particle while the total kinetic energy is not
conserved. Further, in an inelastic reaction, the target nucleus could be split up or excited
to a higher energy state [Alburger.D.E et al. (2012) and Newhauser and Zhang (2014)].
1.5.4 Prompt gamma production
Nuclear gamma ray emissions take place during the de-excitation of the nucleus which
means the excited nucleus emits gamma rays when it transitions to a lower or a ground
state of the nucleus. The energy of the emitted gamma rays is equal to the energy difference
between the two nuclear states involved in the transition. This process is analogous to the
emission of characteristic X-rays at the atomic level [S.Krane (1987)]. During a proton-
nucleus inelastic collision, the target nucleus may transition to an excited state due to the
transfer of energy from the incident proton to the target nucleus. This process causes one
or more nucleons to enter an excited state. The resulting de-excitation happens in less
than a nano-second. Therefore, this process is known as prompt gamma emission. The
energy of emitted gamma ray emission is dependent on the target material and energy of
the incident proton. Due to these characteristics, the instant emission of prompt gammas
and the well known emitted gamma ray energy for particular elements (carbon and oxygen
are prominent elements in human tissue), measuring prompt gammas has been suggested
as a potential method to verify the proton range in proton therapy. In addition, the
distribution of prompt gamma emission has been correlated against the proton depth dose
profile [Min.C et al. (2006), Polf.J.C et al. (2009a)]. More details of prompt gamma imaging
is discussed in section 1.9.4.
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1.6 Review of prompt gamma cross section measure-
ments
A literature review yielded a number of gamma ray cross-section studies that have been
performed experimentally for proton-nucleus collisions on 12C and 16O specifically for the
astronomical environment. A brief overview of the experimental prompt gamma cross
section measurements for 12C and 16O is given in the following sections.
1.6.1 Discrete gamma ray line from 12C
The gamma ray line emission at 4.438 MeV is produced by de-excitation of the first excited
state (2+) of 12C. This reaction is written as 12C (p, p′γ4.44MeV ) 12C. Experimentally, the
measured peak for this gamma ray line includes the 12C (p, 2p) 11B*4.445 reaction since
these two line cannot be separated due to Doppler broadening. Doppler broadening is the
widening of the spectral lines due to the Doppler shift caused by the random motions of
atoms and molecules [Kutner (2003)]. The gamma emission mechanism is described in
table 1.1. Other possible excited states of 12C are shown in figure 1.5.
Figure 1.5: The energy level diagram for 12C nucleus with its excited states. Source: Aubrecht
(2003)
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The cross-section for the 4.438 MeV gamma ray line production in proton induced reactions
has been measured from threshold (least energy value that produced nuclear reaction) to 23
MeV by Dyer et al. (1981). Lang et al. (1987) studied the reactions at 40, 65, and 85 MeV
proton energies. Lesko et al. (1988) measured this cross-section in the range of 8 MeV-50
MeV proton energies and Kiener et al. (1998) performed measurements in the range of
8.4 MeV to 20 MeV proton energies. Belhout et al. (2007) measured the 4.438 MeV from
threshold to 25 MeV protons. Figure 1.6 shows the available experimental cross-section
data for 12C 4.438 MeV peak.
Figure 1.6: Available experimental cross-section data for the 12C 4.438 MeV peak. This figure
shows the gaps in the cross-section data in the range 50 - 90 MeV and there is no data beyond
90 MeV.
1.6.2 Discrete gamma ray lines from 16O
Nuclear excitation of 16O creates several γ- ray lines. The important reactions of 16O are
16O(p, p′γ2.74MeV )16O, 16O(p, p′γ6.13MeV )16O, 16O(p, p′γ6.92MeV )16O, and 16O(p, p′γ7.12MeV )16O.
The corresponding emission mechanisms are shown in table 1.1. The first excited state of
16O at 6.049 MeV decays by electron and positron pair emission. The second excited state
of 16O at 6.130 MeV(3-) de-excites to the ground state producing γ - rays at 6.129 MeV.
The third and fourth excited states are 2+ (6.917 MeV) and 1- (7.117 MeV) respectively.
The fifth excited state of 16O at 8.872 MeV decays 75% to the 6.130 MeV level and produces
γ-ray lines at 2.741 and 6.129 MeV [Ramaty (1977)]. The energy level diagram for 16O is
shown in figure 1.7.
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Figure 1.7: The energy level diagram for the 16O nucleus with its excited states. Left side axis
shows energies in keV and right side axis shows angular momentum and parity. Source: Galt.J.C
(2005)
The prompt gamma cross section studies for 6.129 MeV 16O have been studied by Dyer
et al. (1981) from threshold to 23 MeV proton energies. Narayanaswamy et al. (1981)
measured this cross-section at 23.7 and 44.6 MeV proton energies. Lang et al. (1987)
studied this cross-section at 40, 65, 85 MeV proton energies. Lesko et al. (1988) measured
this cross-section in the range of 8 MeV - 50 MeV proton energies and Kiener et al. (1998)
from 8.4 MeV to 20 MeV. Belhout et al. (2007) measured up to a proton energy of 25 MeV.
Figure 1.8 shows the available experimental cross-section data for the 16O 6.129 MeV peak.
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Figure 1.8: Available experimental cross-section data for the 16O 6.129 MeV photo peak. This
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Table 1.1: Gamma ray lines in proton induced reactions on 12C and 16O. Source: Kozlovsky
et al. (2002)
Energy (MeV) Transition Reaction Mean Life (Sec)




1.022 10B*1.740 → 10B*0.718
12C(p,x)10B* 7.5× 10−15
16O(p,x)10B* 7.5× 10−15
1.635 14N*3.948 → 14N*2.313 16O(p,x)14N* 6.9× 10−15
2.000 11C*2.000 → g.s 12C(p,x)11C* 1.0× 10−14
2.124 11B*2.125 → g.s 12C(p,x)11B* 5.5× 10−15
2.313 14N*2.313 → g.s 16O(p,x)14N* 9.8× 10−14
2.742 16O*8.872 → 16O*6.130 16O(p,p′)16O* 1.8× 10−13
3.684 13C*3.685 → g.s
13C(p,p′)13C* 1.6× 10−15
16O(p,x)13C* 1.6× 10−15
3.853 13C*3.854 → g.s
13C(p,p′)13C* 1.2× 10−11
16O(p,x)12C* 1.2× 10−11
4.438 12C*4.439 → g.s
12C(p,p′)12C* 6.1× 10−14
16O(p,x)12C* 6.1× 10−14
4.444 11B*4.445 → g.s 12C(p,2p)11B* 5.6× 10−19
5.105 14N*5.106 → g.s 16O(p,x)14N* 6.3× 10−12
5.180 15O*5.181 → g.s 16O(p,x)15O* < 4.9× 10−14
5.240 15O*5.241 → g.s 16O(p,x)15O* 3.25× 10−12
5.269 15N*5.270 → g.s 16O(p,x)15N* 2.58× 10−12
5.298 15N*5.299 → g.s 16O(p,x)15N* 1.2× 10−14
6.129 16O*6.130 → g.s 16O(p,p′)16O* 2.7× 10−11
6.175 15O*6.176 → g.s 16O(p,x)15O* < 2.3× 10−14
6.322 15N*6.324 → g.s 16O(p,x)15N* 1.0× 10−15
6.337 11C*6.339 → g.s 12C(p,x)11C* < 1.1× 10−13
6.476 11C*6.478 → g.s 12C(p,x)11C* < 8.7× 10−15
6.741 11B*6.743 → g.s 12C(p,x)11B* 4.3× 10−20
6.916 16O*6.917 → g.s 16O(p,p′)16O* 6.8× 10−15
7.115 16O*7.117 → g.s 16O(p,p′)16O* 1.2× 10−14
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1.7 Introduction to reaction cross section
When an incident particle hits a target nucleus, the resulting interaction is called a nuclear
reaction. Different nuclear reactions can occur at different probabilities. In nuclear physics,
the probability of a reaction taking place during a collision between the incident particle
and the target material is defined as the cross section. This nuclear reaction probability
depends on the target composition, the target thickness, and the incident particle energy.
If the particle passes perpendicularly through a thin target, the probability of a certain type
interaction (dW ) and the cross section (σ) are related by the following equation [Tavernier
(2010), Sober (2005)],
dW = dxNσ (1.6)
where, dx is the target thickness and N is the number of scattering centres per unit volume.
The probability of a certain type of interaction (dW ) can be written in terms of the
number of incident particles (Nincident) and the number of detected events (Nevents) for








where ρ is the density of the target, NAvo is Avogadro’s number, and A is the mass number.







If Nevents refers to any kind of interaction within the target material, then σ is called
the total reaction cross-section. It is also possible to define the cross-section according to
specific types of interactions such as the elastic cross-section, the inelastic cross-section,
the fission cross-section, etc.. These are called partial cross-sections. It is also possible
to restrict the Nevents measured to a specific angle using a finite detector size, giving the








where, ε is the absolute detector efficiency.
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If the differential cross section has been measured at a finite number of angles then the




4π W (θ), (1.12)
whereW (θ) is an angular distribution function composed of Legendre polynomial (Pl(cosθ)),




alQlPl(cosθ) (l − even) (1.13)
where lmax is the smaller of the following two quantities: the first quantity is that twice
the spin of the decaying state (If ), and the second quantity is that twice the value of
multipolarity of the gamma ray transition state (El/Ml).
al are the Legendre coefficients, and Ql are angle dependent attenuation coefficients [Fergu-
son.A.J (1965), Rose (1953)]. The Legendre coefficient a0 directly gives the angle integrated
cross-section (σ = 4πa0).
The multi-polarity of the photon is a quantity of angular momentum carried by the photon.
To find the state of multipolarity of a gamma emission, the selection rules can be used. The
angular momentum (L) and parity (π) selection rules for a photon are given by [S.Krane
(1987)],
|Ii − If |≤ L ≤ Ii + If (no L = 0) (1.14)
∆π (change in parity) = no; even electric multipoles, odd magnetic multipoles
∆π (change in parity) = yes; odd electric multipoles, even magnetic multipoles
The γ-ray selection rules and multi-polarities are given in table 1.2.
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For example, the 4.438 MeV gamma emission from 12C is a transition from the first excited
state (Ii = 2+) to the ground state (If = 0+). If we apply the selection rules (equation
1.14) to find the multipolarity state of the gamma emission, the angular momentum of this
gamma emission is 2 (L = 2), and since there is no parity change, therefore the state of
the multipolarity of the 4.438 MeV gamma emission is an electric quadrupole (E2).
Table 1.2: γ-ray selection rules and multi-polarities
Multipolarity state of gamma Name L = ∆I ∆π
E1 electric dipole 1 yes
M1 magnetic dipole 1 no
E2 electric quadrupole 2 no
M2 magnetic quadrupole 2 yes
E3 electric octupole 3 yes
M3 magnetic octupole 3 no
E4 electric haxadecapole 4 no
M4 magnetic haxadecapole 4 yes
1.8 Range uncertainty in proton therapy
In radiotherapy, sources of uncertainty are a recognized concern. The uncertainties found
in conventional X-ray based photon therapy are also applicable in proton therapy. Most
of these uncertainties can be addressed using the same techniques as in photon therapy.
However, a more important uncertainty that is unique to proton therapy is range uncer-
tainty. The main cause of range uncertainty in proton therapy is the uncertainty during
the conversion of CT (computerized tomography) Hounsfield unit to stopping power due to
tissue heterogeneities. And other possible uncertainties are morphological changes during
treatment fractions, internal organ motion during treatment, set up errors, and imaging
artifacts [Min (2011)].
To illustrate the importance of range uncertainty in proton therapy, a 1.0 cm water equiv-
alent depth (WED) variation in the proton range could cause a 90% dose difference in the
proton beam delivery if it occurred near the Bragg peak of the proton beam as shown in
figure 1.9. Meanwhile, for the same 1.0 cm WED variation would produce only a 3% dose
difference in conventional X-ray based photon therapy because of the exponential nature
of the photon beam. A dislocation of a Bragg peak due to range uncertainty could cause
severe under dosage or over dosage in proton therapy. Therefore, it is very important to
verify the location of the Bragg peak during the treatment delivery to fully take advantage
of proton therapy.
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Figure 1.9: Comparison of the potential depth dose difference resulting from a 1.0 cm water
equivalent depth (WED) variation for a 10 MV photon beam and a proton spread out Bragg
peak delivery, producing a 3% or 90% dose difference in photon and proton beam deliveries,
respectively. Source: Lu (2007)
1.9 Range verification techniques for proton therapy
As discussed in the previous section, the location of the Bragg peak during treatment is
essential, thus various methods have been proposed in the literature to more accurately
verify the proton range. Due to the fact that the treatment protons fully stop within
the patient, monitoring the delivered dose and locating the Bragg peak using the primary
protons is not possible. The secondary radiation which escapes the patient is the best
option to verify the proton dose distribution. This secondary radiation includes both
prompt gammas as discussed in section 1.5.4 and delayed gamma emission from unstable
nuclei. This section briefly discusses the different approaches which have been reported
regarding range verification in proton radiation therapy.
1.9.1 In-patient point dose measurement
In conventional X-ray based photon therapy or electron therapy, in-vivo point dose mea-
surement (placing the dosimeters on the patient’s skin or in natural cavities) is the most-
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and Mijnheer (1999)]. Implantable dosimeters have been investigated by Scarantino et al.
(2008), Beyer et al. (2007) and Black et al. (2005) for X-ray based photon therapy. The
same method was implemented for passively scattered proton beams to verify the range of
proton beam. However, it did not provide much information due to the homogeneous dose
distribution in the target volume. Dose measurements performed at the distal edge of the
proton beam in the target volume proved difficult and was very sensitive to the detector
placement.
Two different approaches were proposed to overcome these problems. The first approach
was a time-dependent point dose measurement [Lu (2008b)]. Using the timing informa-
tion, the measured dose was unique at each point of the delivered spread out Bragg peak
(SOBP), thus the depth information can be encoded. If the measurements were acquired
at a particular point, the data could be decoded to obtain the residual depth dose mea-
surements. Lu (2008b) first investigated this method using a small ionization chamber.
Gottschalk et al. (2011) proposed semiconductor diodes which are inexpensive and small.
This method has experienced difficulties due to the complex heterogeneity of the human
body structure and due to limitations in determining the exact position of the detectors
[Knopf and Lomax (2013)].
The second method proposed splitting the conventional spread out Bragg peak (SOBP)
into a complementary field pair [Lu (2008a)] where the fields are sloped and opposite.
The ratio of the dose at a point in the target volume from each field can be measured,
which provides the water equivalent path length of the implanted dosimeter. This method
can be implemented easily in both passively scattered and active scanning proton beams.
Although, it is fairly straight forward to implement this method of dose verification, it
is restricted to a limited number of verification points [Lu (2008b)] for obvious clinical
reasons and the dosimeters must be implanted in the target volume. Unfortunately, the
implantation of dosimeters is a very difficult process and impossible for head and neck
cancer patients. This method appears to have been abandoned for proton range verification
[Knopf and Lomax (2013)].
1.9.2 Range probe
Due to the implantation difficulties of in-vivo point dose measurements, an alternative
concept for one dimensional dose verification is the range probe (figure 1.10) [Romero
et al. (1995), Mumot et al. (2010)]. In this method, a pencil beam of high energy protons
is applied to pass through the patient and the integrated Bragg peak is measured using a
multi layer detector. While this is a viable option, the primary limitation is the requirement
of a much higher proton energy especially for the lateral field of the pelvis. Most proton
therapy facilities cannot provide high enough energy. Furthermore, spatial resolution is
poor and it can only verify the range through the patient whole body and not the target
volume. Although it may prove difficult for therapy purposes, a promising application
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of this idea is proton computed tomography (CT) to correct the CT Hounsfield problem
(discussed in section 1.6) [Schulte and Penfold (2012)].
Figure 1.10: Model for range probe measurement setup. Source: Mumot et al. (2010)
1.9.3 Positron emission tomography (PET) imaging
Using positron emitters to verify the proton range was suggested by G.W.Bennett et al.
in 1978 [Bennett.G.W et al. (1978)]. In proton therapy, positrons are produced when the
protons interact with tissue via the (p,pn) reactions which can occur in both 12C and
16O. These reactions produce short lived isotopes 11C (T1/2 = 20.39 min) and 15O (T1/2 =
2.04 min), the emitted positrons interact with the surrounding electrons in the tissue and
produce back-to-back gammas with equal energy of 511 keV which can then be observed
by a PET camera. Considerable research has been carried out regarding this approach
[Litzenberg et al. (1992), Paans and Schippers (1992), Vynckier et al. (1993), Litzenberg
et al. (1994), Parodi and Enghardt (2000), Parodi et al. (2002), Parodi et al. (2005),
Parodi and Bortfeld (2006), and Knopf et al. (2011)]. This was the first method to be used
clinically to verify the proton range. This approach does have some limitations because of
the short half life of the positron emitters, and the poor resolution is due to organ motion
and biological wash out.
1.9.4 Prompt gamma imaging
The detection of prompt gammas is a potential method to determine the proton range since
the rate of production of prompt gammas is approximately ten times higher than gammas
produced by positron emitters [Moteabbed et al. (2011)]. The advantage of prompt gamma
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imaging is a real time measurement and there is no additional dose to the patient. There-
fore, this method has been proposed as a suitable technique for proton range verification
over PET imaging. The prompt gamma imaging was first proposed by Jongen and Stichel-
baut (2003) in 2003. Parodi et al. (2005) observed prompt gammas as a noise in PET
measurement. The first prompt gamma measurement was done by Min.C et al. (2006) and
explained the correlation between the proton beam profile and the prompt gamma distri-
bution. In his study, a prompt gamma scanning system was developed to locate the Bragg
peak of a proton beam. Figure 1.11 shows the correlation between the proton dose distri-
bution, measured using the ionization chamber, and the measured prompt gammas using
the prompt gamma scanning system. This correlation clearly demonstrates the feasibility
of prompt gamma imaging being used for range verification during the treatment delivery
of a proton beam. Since then, the correlated result of prompt gammas was confirmed by
Polf.J.C et al. (2009a), and Polf et al. (2009).
Figure 1.11: Correlation between proton dose distribution measured by ionization chamber (IC)
and measured prompt gammas using a prompt gamma scanning system (PGS) in a water phantom
at proton energies at 100, 150, and 200 MeV. Source: Min.C et al. (2006)
Since prompt gamma emission is typically in the range of 2 MeV-15 MeV during the proton
irradiation [Polf.J.C et al. (2009a)], it is impractical to use a two-dimensional collimated
imaging systems like SPECT (Single-photon emission computed tomography) due to the
size of detector required to completely absorb the gamma. Thus, several research groups
have attempted to develop clinical prompt gamma imaging devices since no device is cur-
rently available. The proposed methods for prompt gamma imaging are briefly explained
below. Two different approaches have been proposed for prompt gamma imaging. The
first approach is a Compton camera which is an electronically collimated detector system.
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The second approach is using a physical collimator to produce a prompt gamma image.
For physical collimator detection systems, parallel slit cameras, knife edge and pinhole
collimators have been proposed.
In a Compton camera, for each photon interaction (Compton scattering and other interac-
tion) in the detector, the position and the deposited energy of the interaction is determined.
Multiple detector planes are used to build a Compton camera. To find the direction of the
photon, this method depends on multiple interactions of the photon in the detector. Comp-
ton cameras were investigated as a possibility by Seo et al. (2007), Peterson et al. (2010),
Kormoll et al. (2011), Roellinghoff et al. (2011), Richard et al. (2011), and Mackin et al.
(2013). Figure 1.8 shows a three-stage Compton camera modeled by Peterson et al. (2010).
In this model, three detection stages are considered; germanium detectors were used for
each stage and the size of detectors were optimized according the detector performance
(efficiency of the detector). Each detection stages could handle either two dimensional or
three dimensional spatial resolution. This research work was focused on model design and
not clinical application. Robertson et al. (2011) studied the Compton camera by using
different materials and geometries.
Figure 1.12: Right panel: Three stage Compton camera setup which illustrates prompt gamma
production during proton beam irradiation in a tissue phantom. The prompt gamma interacts
with the three stage Compton camera. The energy deposition due to the interaction of the
photon with each detector and the interaction positions are also shown. Left panel: Parallel
plane geometry of the Compton camera where θ1 and θ2 are the Compton scatter angles and E0,
E1, and E2 are the gamma ray energies as the gamma ray traverses through the detectors D1,
D2, and D2. The projected cone is then used to reconstruct the images. Source: Peterson et al.
(2010)
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Another example of a Compton camera [Richard et al. (2011)] is shown in figure 1.13.
If a photon undergoes at least one Compton scattered event in either the first or second
detector and there is at least one interaction in the third absorber, an active event can be
produced. Accumulation of a large number of events will allow reconstruction of an image
showing the location of the initial prompt gamma production. Further modifications to
the Compton cameras, an electron tracking Compton camera (ETCC) was developed by
Kabuki et al. (2009) and a combined Compton scattering and pair creation camera has
been investigated by Frandes et al. (2010).
Figure 1.13: Arrangement of double scattering Compton camera. Source: Richard et al. (2011)
For physical collimator systems, several studies have been performed using a parallel slit
collimator based detection system. Min.C et al. (2006), Kurosawa et al. (2012), and Ver-
burg et al. (2013) measured prompt gammas for proton irradiation using a single slit within
a parallel edge configuration. Testa et al. (2008) used the same method for carbon ion ir-
radiation. In addition, a two dimensional parallel hole system was modeled in MCNPX
Monte-Carlo code by Lee et al. (2012). A Parallel slit system was also modeled in MCNPX
code by Min et al. (2012).
A number of knife-edge slit systems have also been developed, for 1D system; figure 1.14
shows a knife-edge system studied by Smeets et al. (2012). Diblen et al. (2012) and Bom
et al. (2012) individually investigated a similar set up using different sizes of slit width
openings. For 2D systems, Kim et al. (2009) developed a 2D pinhole system.
21
Figure 1.14: Knife edge slit camera. Source: Smeets et al. (2012)
1.10 Prompt gamma imaging and Monte-Carlo simu-
lations
The precision of range verification using prompt gamma imaging strongly depends on the
detector performance. Prompt gamma imaging detection systems are still in development.
Due to the time and money require to build detectors, studying and optimizing detector
performance using Monte-Carlo simulations is common. Monte-Carlo transport codes are
software used to simulate nuclear processes and interactions. In prompt gamma imaging
studies, both GEANT4 and MCNPX Monte-Carlo codes have been used. Recently, dif-
ferent approaches have been performed to improve the results from Monte-Carlo prompt
gamma simulations. Unfortunately, there are still limitations for making absolute com-
parisons between simulation and experiment. Therefore, modelling the detection systems
using Monte-Carlo codes has become a critical component during the development.
Efforts have been made to compare experimental results to Monte-Carlo simulations.
Prompt gamma spectrum produced experimentally by Polf et al. (2009) using a plastic
phantom was compared with Geant4 Monte-Carlo simulation. Figure 1.15 shows the ex-
perimental and simulated setups as well as the Geant4 and measured spectra comparison.
Smeets et al. (2012) obtained prompt gamma spectra for the irradiation of a 160 MeV
proton pencil beam on a PMMA target (C5O2H8) using NaI detector (figure 1.16) and
compared with simulated results using Monte-Carlo code MCNPX as shown in figure 1.17.
Jeyasugiththan (2014) measured prompt gamma spectrum for the irradiation of a 200 MeV
proton beam on water phantom and compared with Geant4 simulated results.
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(a) (b)
Figure 1.15: Left: experimental setup for prompt gamma measurement modeled in Geant4 Monte-
Carlo code. Right: Experimentally measured prompt gamma spectra (black circle from lucite
phantom and gray squares from bone equivalent plastic) have been compared with Geant4 Monte-
Carlo simulation (red line from lucite and blue line from bone equivalent plastic phantom). Source:
Polf et al. (2009)
Figure 1.16: Geometry of simulated setup including a 160 MeV incident proton beam on the
PMMA (C5O2H8) target, detector at 50 cm, and the lead collimator in between the target and
collimator. All distances are in cm. Source: Smeets et al. (2012)
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Figure 1.17: Simulated and measured prompt gamma spectra for a 160 MeV proton beam at 50
cm distance for different collimator positions as shown in the figures. Source: Smeets et al. (2012)
(a) (b)
Figure 1.18: Left: Schematic diagram of experimental setup modeled in Geant4. Right: prompt
gamma spectra comparison for a 200 MeV proton beam using water phantom. Source: Jeyasug-
iththan (2014)
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1.10.1 Challenges of prompt gamma imaging
Even though considerable research has been done towards developing a prompt gamma
imaging device, there is still no complete system to clinically verify the proton range
[Smeets et al. (2016), Smeets et al. (2012), Richard et al. (2011), Peterson et al. (2010),
Polf et al. (2009)] . To produce a clinically usable prompt gamma imaging device, there
are number of challenges that need to be overcome in the area of detector development
and design, and particularly the efficiency of the detector. Monte-Carlo transport code
has played a major role in detector development, particularly the Geant4 Monte-Carlo
transport code due to its versatility and flexibility for different applications. Although
Geant4 has been an invaluable tool for the development of devices, previous work has
found problems with the prompt gamma production (cross-section) data, particularly for
the elements carbon and oxygen. The following is a review of the discrepancies found
in the literature regarding the prompt gamma spectrum and the Geant4 prompt gamma
cross-section data.
Polf et al. (2009) performed a Geant4 (version 9.2) simulation to compare simulated prompt
spectra (shown in figure 1.15) against measured spectra during a design study for a prompt
gamma imaging device. They reported a much wider measured peak for the 4.438 MeV
gammas from 12C due to the absence of Doppler broadening in this version of the Geant4
code. Paganetti (2012) reported another limiting factor in Monte-Carlo simulations is the
absence of prompt gamma cross-section data. Most of the required prompt gamma cross-
section data are unavailable in the energy range of interest for proton therapy. In addition,
Paganetti (2012) mentioned more experimental cross-section data is required to reduce the
uncertainties in Monte-Carlo simulations.
In Verburg et al. (2012) Geant4 (version 9.5) simulation studies, the gamma peak from the
16O(p,p′)16O*6.13 reaction was not observed at energies above 20 MeV. In addition, the total
simulated gamma production near the Bragg peak was reported to be a factor of 2 higher
than the experimental value. Further, Dedes et al. (2014) reported an overestimation of
the total prompt gamma yields in Geant4 (version 9.6) simulations of 160 MeV protons
on a water target. Jeyasugiththan (2014) reported a 50% of overestimation of prompt
gamma production in Geant4 (version 9.6) simulation for 4.438 MeV photo peak from the
water target. The prompt gamma spectra comparison of simulated against experiment
is shown in figure 1.18b. In addition, Jeyasugiththan and Peterson (2015) tested various
Geant4 proton inelastic reaction models with different cross-section data (Tripathi data
and Wellisch and Axen cross-section data set). The variations of Geant4 prompt gamma
cross-section data against available experimental cross-section data of 12C for different
Geant4 models (Precompound and binary cascade) using two different cross-section data
reported, which are shown in figure 1.19.
These discrepancies in the Geant4 simulations are a cause for concern and will contribute
to the uncertainties in the range verification of proton beams. Furthermore, figures 1.13
and 1.14 show the gaps in the available experimental cross-section data for 12C and 16O.
25
These gaps are unfortunately in the therapeutic range. In conclusion, the Geant4 Monte-
Carlo code struggles to accurately model the proton interactions on 12C and 16O at energies
relevant to proton therapy. In addition, more accurate prompt gamma production data
are necessary to produce.
(a) (b)
Figure 1.19: Left: γ-ray production cross section for 12C 4.438 MeV photo peak using total inelas-
tic cross-section data from Wellisch and Axen. Right: γ-ray production cross section for 12C 4.438




As discussed in this chapter, on-line range verification in particle therapy still faces a variety
of challenges in order to be implemented clinically. These challenges have motivated this
research work, which consists of two specific aims. The first aim is the measurement of
prompt gamma cross-section for the prominent elements (carbon and oxygen) found in
human tissue. The second aim is developing a Geant4 model of the experimental cross-
section set-up to produce simulated results to compare with the experimental results.
Specific Aim I
As discussed in section 1.6, the majority of the cross-section measurements have been
performed specifically for the astronomical environment, and only provide a very limited
amount of data as shown in figure 1.6. The gaps in the cross-section data and the lack of
data beyond 90 MeV drives the cross-section measurement aspect in this work. This study
focussed on measuring the prompt gamma cross-section for reactions in carbon and oxygen
to extend the available cross-section data into the therapeutic range (50-200 MeV). The
objective of this work is to measure the cross-section for the 4.438 MeV gamma peak from
12C and the 6.129 MeV gamma peak from 16O using the thin targets of natural carbon and
mylar (12C, 16O) at proton energies of 66, 80, 95, 110, and 125 MeV.
Specific Aim II
As discussed in section 1.10.1, previous work reported discrepancies in the prompt gamma
production in the Geant4 Monte-Carlo code, specifically at energies (40 MeV, 160 MeV, and
200 MeV) and reactions relevant to proton therapy and prompt gamma imaging, motivating
investigation into Geant4 prompt gamma production. Therefore, the second specific aim
of this work is to model (in Geant4) the AFRODITE detector system used for the cross-
section measurements, run a series of simulations to mimic the experimental setup, and
then compare these simulated results with the experimental cross-section results. The
model will be validated using standard gamma emitting sources and the hadronic physics
processes will be evaluated. The final Geant4 AFRODITE model simulation results will







GEANT4 model of the AFRODITE
detector system
2.1 Geant4 toolkit
Geant4 is an object oriented Monte-Carlo toolkit which is implemented in the C++ pro-
gramming language [Agostinelli et al. (2003)]. Geant4 stands for Geometry and Tracking.
The first version of Geant4 can be traced back to the 1970s and was originally written in
Fortran. The next version, Geant3, was released in 1982. For the development, Geant4
of CERN (European Organization for Nuclear Research) and HIP (Helsinki Institute of
Physics) worked independently in 1993 [Amako (1994)]. This led to release of the first
version of Geant4 in 1998 with its advanced computing techniques. It is used to simulate
the interaction of particles with matter and it plays a major role in particle physics, nuclear
physics, astrophysics and medical physics due to the versatility of the Geant4 code.
2.2 Geometry in Geant4
Due to the flexibility of the Geant4 toolkit, it is possible to create geometries using Con-
structed Solid Geometry (CSG), Boundary Represented Solids (BREPS), or Tessellated
Solids. These geometries can be implemented either directly into the code or imported
from a Geometry Description Markup Language (GDML) or STEP (Standardized graphic
exchange file) tool. Another method to import geometries is CADMesh [Poole et al. (2012)]
which is a CAD (Computed Aided Design) interface for Geant4. It allows for directly im-
porting CAD models without any intermediate steps as shown in figure 2.1. This method
was used to import the AFRODITE detector geometry.
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Figure 2.1: Schematic diagrams of currently available CAD import methods in Geant4 geometry.
CAD interface indicates CADMesh in this figure. Source: Poole et al. (2012)
2.3 Physics in Geant4
Presently, there are 28 built in physics lists available in Geant4. Selecting a suitable physics
list in Geant4 is the user′s responsibility to decide which physics processes are required
and then it can be included in the physics list. In addition, custom built physics lists are
possible by invoking individual physics models. Each Geant4 model gives an example of
how to invoke it, the energy range within which the model should be used, and a list of
the particles to which it applies. Typically, alternate physics models are also available for
each physics process. The Geant4 hadronic models are shown in figure 2.2.
Figure 2.2: Geant4 hadronic models. Source: G4HadModels (2015)
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In this work, the physics lists were chosen to measure prompt gamma cross section in
the therapeutic range (50 - 200 MeV). The chosen physics lists in the prompt gamma
measurement simulations included elastic scattering, inelastic scattering, electromagnetic
interactions and radioactive decay physics. Physics processes explain how the particles
interact with matter. There are seven major processes in Geant4 such as hadronic, electro-
magnetic, decay, photolepton-hadron, parameterization, optical, and transportation. The
nucleus and incident particle interactions are tracked by nuclear models as described in
section 2.3.3 while emitted photons are tracked by the interactions described in section
2.3.2.
2.3.1 Nuclear collisions
During a projectile and target collision, either of two interaction processes could take
place. The incident particle may be deflected from the target nucleus with no change in
the centre of mass energy. This process is called elastic scattering. On the other hand,
the incident particle may interact with the target nucleus and lose some of its energy,
resulting in the projectile being removed from the entrance channel and being absorbed
by the target nucleus. This process is called inelastic scattering. This work will focus on
inelastic scattering which leads to prompt gamma production.
In inelastic scattering, the absorption of the incident particle is followed by an intra-
nuclear cascade where secondary nucleons leave the nucleus. In Geant4, this process can
be simulated using the intra-nuclear cascade models. In the therapeutic proton energy
range, the relevant models are: the binary cascade, the Bertini cascade, and the low energy
parameterized models (figure 2.2). Once the cascade process has developed, the compound
nucleus becomes an excited state. The de-excitation process of the nucleus is simulated by
the pre-equilibrium model. There are two pre-equilibrium models (the precompound model
and the pre-equilibrium model) in the Geant4 Monte-Carlo code. The cascade models
automatically evoke this pre-equilibrium phase when the cascade model has reached a
lower limit. The binary cascade invokes the precompound model while the Bertini cascade
invokes the pre-equilibrium model. The compound nucleus also allows further processes
to occur, for example, evaporation and/or Fermi breakup [Geant4 (2015), Dedes et al.
(2014)]. In this study, the QGSP_BIC Physics package (QGS → Quark gluon string
model, P → Precompound model, and BIC → Binary cascade) was used for hadronic
inelastic interactions.
2.3.2 Electro-magnetic interactions
For the electromagnetic interactions, standard and low energy parameterized models are
available. In the standard EM package, there are five different options available in Geant4.
The default option is emstandard, with the other options being emstandard_opt1, emstan-
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dard_opt2, emstandard_opt3, and emstandard_opt4. More details about these packages
can be found on the Geant4 physics manual [Geant4 (2015)]. In these cross section mea-
surement simulation studies, electromagnetic standard physics_option4 was used. This
model is directly obtained from Quantum Electro Dynamics (QED) calculations and is
designed to produce higher accuracy for electron, hadron, and ion tracking. The standard
EM (electro magnetic) model covers the energy range from 1 keV to PeV and includes pho-
toelectric effect, Compton scattering, gamma conversion, multiple scattering, ionization,
Bremsstrahlung, and positron-electron annihilation into two gammas. More details about
electromagnetic interaction are in appendix A.
2.3.3 Nuclear models
Geant4 binary cascade model
The Geant4 binary cascade model is a hybrid between a quantum molecular dynamics
model and classical cascade model [Folger et al. (2004)]. This model is used to simulate
inelastic scattering of protons, neutrons, and light ions with energies in the range 0 MeV
-10 GeV. The propagation of incident hadrons through the target nucleus is modeled by a
cascading series of binary inelastic collisions between the projectile and the target nucleons.
The secondary particles which are produced in these reactions are allowed to interact
further in one on one collisions with remaining target nucleons. The cascade modeling
sequence is shown in figure 2.3.
The target nucleus is modeled by a three dimensional collection of nucleons. For heavy
nuclei with A > 16, the nucleons are placed according to the Woods-Saxon density distri-
bution and for light nuclei (A < 17) the harmonic oscillator shell model is used to place
nucleons [Wright et al. (2006)]. In this binary cascade model, the cross sections of free
particles are used. In the nucleus these cross sections are reduced to effective cross sections
by Pauli blocking due to Fermi statistics. The interaction is suppressed if either of the
two particles have a momentum below the Fermi momentum, the reaction products are
discarded and the original primary particles are allowed to continue the cascade. If the
reaction is allowed, the secondaries are treated as primary particles and allowed to continue
producing collisions. All secondaries are tracked until they leave the nucleus or until the
cascade terminates. Eventually, the cascade process is terminated when the secondaries
have reached a given threshold energy. The precompound and de-excitation models are
called to handle the remaining fragments [ Geant4 (2015), Kraan (2015)].
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Figure 2.3: Schematic diagram of cascade modelling sequence. Upper left: hadron incident upon
target nucleus. Upper right: development of cascade process and secondary nucleons leaving
the nucleus. Lower left: higher energy hadrons leaving the nucleus and creating highly excited
particle hole state. Lower right: evaporation process of de-excited nucleus.
Geant4 precompound model
This model is considered as an extension of the hadron kinetic model. The Geant4 hadron
kinetic model addresses the intra-nuclear transport phase. The precompound model gives
the possibility to extend the low energy range of the hadron kinetic model for nucleon-
nucleus inelastic collisions. In the precompound model, the recommended maximum pro-
jectile energy is 170 MeV. It provides a smooth transition between the kinetic stage of
a reaction described by the hadron kinetic model and the equilibrium stage where equi-
librium de-excitation models take over. An algorithm is used for the transition from the
binary cascade model to the precompound model. As long as there are still particles above
the kinetic energy threshold (75 MeV), the cascade process will continue. If the mean
kinetic energy of all participants is lower than the second threshold (15 MeV), the cascade
process is stopped.
This model executes the exciton model proposed by Griffin [Griffin.J.J (1966)]. Nucleon




required initial information for calculation of the precompound nuclear stage are the atomic
mass number A, charge (Z) of the residual nucleus, its four momentum P0, the excitation
energy U , and the number of excitons n. The number of excitons is the sum of the number
of particles p and the number of holes h. The nucleons with a kinetic energy above the
Fermi energy are called particles and holes are the nucleons below the Fermi level. At
the pre-equilibrium stage of interaction, all possible transitions are taken into account. In
the exciton model, the possible selection rules for particle-hole configurations in the source
of cascade are: ∆h = 0,±1, ∆p = 0,±1, ∆n = 0,±2 [Gudima.K.K et al. (1983)]. This
process only takes into account the emission of neutrons, protons, deutrons, tritium, and
helium. The precompound model is implemented until the nuclear system is no longer in
an equilibrium state. Further reactions like the emission of fragments or photon emission
from excited nucleus are tracked by an equilibrium model [Geant4 (2015)].
De-excitation
After the collision and equilibration phase, the compound nuclei has reached statistical
equilibrium but is still in an excited state. The excited nuclei are then de-excited by dif-
ferent processes depending on the excitation energy, the atomic number, and the atomic
mass of the nuclei. This phase is treated by G4ExcitationHandler which handles five dif-
ferent de-excitation mechanisms. Evaporation (of light particles) is the main process in
de-excitation, which is implemented according to the Weisskopf-Ewing approach [Weis-
skopf and Ewing (1940)]. Fission process is an evaporation competitive channel for heavy
nuclei (Z > 200). The Fermi break up model is applicable for light nuclei (A ≤ 16) and for
small excitation energies, i.e. where comparable to their binding energies. The Multifrag-
mentation model is applicable for more highly excited nuclei. Photon evaporation process
is also a competitive channel for evaporation and other de-excitation processes [Dedes et al.
(2014), Geant4 (2015)].
2.4 iThemba Laboratory for Accelerator-Based Sci-
ences (iThemba LABS)
iThemba LABS is located at Old Faure Road, Faure, Cape Town, South Africa, which is
a group of multi-disciplinary research laboratories administered by the National Research
Foundation (NRF). It offers many basic and applied research opportunities using particle
beams, particle therapy for cancer treatment, and accelerator products of radioisotopes
for nuclear medicine and for research purposes. The variable energy Separated-Sector
Cyclotron (SSC) provides proton beams with maximum energy of 200 MeV. The beam
lines are directed to vaults for nuclear physics research, proton and neutron therapy and
production of radioisotopes as shown in figure 2.4. A High intensity 66 MeV proton beam is
employed for neutron therapy and radioisotope production while a 200 MeV energy proton
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beam is used for proton radiation therapy. The nuclear physics department conducts
research and training at post graduate levels in applied and basic nuclear physics. The
main facilities in this department are the AFRODITE detector array, the K600 magnetic
spectrometer, and the large D-line scattering chamber.
Figure 2.4: Layout of the iThemba LABS facilities. TR is proton therapy, TC is neutron therapy,
TL is proton therapy beam line 2(unfinished), SSC is the cyclotron, and AFRODITE vault is for
AFRODITE detector system.
2.4.1 AFRODITE array
AFRODITE stands for AFRican Omnipurpose Detector for Innovative Techniques and
Experiments. It is a medium-sized array that has the ability to detect both low and high
energy photons with a reasonable efficiency by using escape suppressed n-type high purity
Germanium (HpGe) clover detectors and p-type LEPS (Low Energy Photon Spectrometer)
detectors. A segment of the AFRODITE array is shown in figure ??. The AFRODITE
frame has the shape of a small rhombicuboctahedron with sixteen detector positions. The
target chamber also consists of the same geometry with thin Kapton windows. In this
cross section measurement experiment, eight clover detectors were used with four clovers
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placed at 90◦ angle and the remaining four clovers positioned at 135◦ angle to the beam
direction with the support of rhombicuboctahedron frame as shown in figure 2.6.
Figure 2.5: A segment of the AFRODITE array showing the rhombicuboctahedron shaped target
chamber
Figure 2.6: The AFRODITE array, the eight clover detectors, the target chamber, and the beam
line. This figure shows the detector frame when the fixed clover detectors are moved apart in
order to place the target inside the target chamber.
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2.4.2 Clover detectors and detection modes
Each clover detector consists of four n-type separate coaxial HpGe crystals that are packed
in the configuration of a four leaf clover and placed in the same cryostat. The geometric
arrangement of the clover detectors is shown in figures 2.7 and 2.8. In order to optimize
close packing, the high purity Germanium crystals are tapered at the front face providing
a 41 mm X 41 mm square face. Additional details regarding the crystals can be found in
table 2.1.
The detection of gamma rays is based on the three major interactions of photons with
matter. These interaction processes are the photoelectric effect, the Compton effect, and
pair production. In the clover detectors, there are two detection modes available, direct
and addback modes. In direct mode, each of the segment of the clover detector are treated
independently and the gamma energy deposition is measured separately for each crystal.
This allows determination of the direct detection efficiency of each crystal. In addback
mode, the four segments of the clover detector are treated as one detector and the gamma
energy deposition for the crystals is summed together. The added signal from the adjacent
crystals enhance the detector efficiency increasing the detection of Compton scattered
gammas entering adjacent crystals or 511 keV annihilation photons escaping one crystal
and then detected in a neighbouring crystal. In addback mode, the signals are added and
stored in the addback spectrum giving the clover detectors higher detection efficiency and
higher energy resolution.
Table 2.1: Specifications of AFRODITE clover detectors. Source: Newman.R.T et al.
(1995).
Specification Clover detectors Escape suppressors
Supplier Eurisys Crismatec
Number of clovers 8 8
Crystal type HpGe BGO
Diameter (before shaping) 51 mm
Length (before shaping) 71 mm ∼ 26 cm
Thickness ∼ (4− 20) mm
Solid angle of detector (percentage of 4π) 1.34%
Taper angle 7.1◦
Distance between target center and crystal surface 19.6 cm
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Figure 2.7: Schematic diagram of four high purity germanium crystals in a clover detector. Source:
Jones.P.M et al. (1995)
Figure 2.8: Left: Individual high purity germanium crystal. Right: Closely packed four high
purity germanium crystals in a clover detector. Source: Duchene.G et al. (1999)
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2.4.3 Compton escape suppression
Compton escape suppression is used to improve the signal to background ratio by reducing
the background radiation. This background is normally produced by gamma rays which
partially deposit their energy in the detector volume resulting in a large Compton con-
tinuum. In order to reduce the contribution of scattered gamma rays, the high purity
germanium crystals are surrounded by BGO (Bismuth Germanate- Bi4Ge3O12) scintilla-
tion detectors as shown in figures 2.9 and 2.10. The suppression of the Compton continuum
is an effective way to increase photo peak efficiency. The clover detectors and BGO de-
tectors are operated in an anti-coincidence mode which means that if an event is detected
in both detectors simultaneously, then that event will be rejected. Both NaI and BGO
scitillation detectors have been used for the purpose of Compton suppression, but BGO is
more suitable since it has good timing properties and a higher density (7.13 g cm-3). Due
to its high density, a relatively small amount of BGO material is required to suppress the
scattered events. Further, in the BGO scintillation crystal, Bi has a high atomic number
(Z=83), resulting in a higher detection efficiency [Duchene.G et al. (1999), Glenn2010].
Figure 2.9: Top panal: Schematic diagram of clover with BGO Compton suppression shield
(yellow) connected to liquid nitrogen dewar. Bottom left: The cross section view of germanium
crystals and BGO. Bottom right: Closely packed germanium crystals. Source: Szücs et al. (2010)
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Figure 2.10: Left hand side: BGO Compton suppression shield. Right hand side: Clover detector.
Source: Duchene.G et al. (1999)
2.5 Geometry of Geant4 AFRODITE model
The AFRODITE clover detector system was modelled using the Geant4 Monte-Carlo code
(version 10.01.p03). The geometry of the germanium crystals, the BGO crystals, the
rhombicuboctahedron shape target chamber, and the collimator were developed using CAD
drawings. The complex geometry of the AFRODITE clover detector system was imported
using the direct CAD model import interface, CADMesh. The CADMesh plugin for Geant4
can be found in the christopherpoole/CADMesh github repository [Poole.C (2012)].
A clover was designed by using four germanium crystals according to the HPGe crystal
structure of iThemba LABS AFRODITE clover detector as discussed in section 2.4.2. The
Geant4 model of closely packed germanium crystals is shown in figure 2.11. The entire
germanium crystal assembly was placed inside the aluminium case as shown in figure 2.12.
The crystal assembly was placed inside the 16 BGO crystals as shown in figures 2.13
and 2.14. In the Geant4 AFRODITE model, each BGO crystal is connected to photo
multiplier tube (PMT) but the PMTs were not included in the simulation studies. The
clover detector system as in the experimental setup is shown in figure 2.15. The complete
geometry of the AFRODITE model can be found in the KevinCWLi/AFRODITE-PR239A
github repository [Li (2015)].
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Figure 2.11: Geant4 model of the closely packed germanium crystals in an AFRODITE clover.
Figure 2.12: Geant4 model of the germanium crystal assembly inside the aluminium case.
41
Figure 2.13: Geant4 model of the Compton escape suppression shielding in the AFRODITE
detector system.
Figure 2.14: Geant4 model of the closely packed germanium crystals housed inside the Compton
escape shielding.
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Measurement of prompt gamma
cross-section using AFRODITE
clover detectors
This chapter reports on the cross-section measurements carried out using the AFRODITE
detector at iThemba LABS, in Faure, Cape Town, South Africa. For these cross sec-
tion measurements, five different proton beam energies were used. The clover detector
arrangement for this experiment, the target setup, the proton irradiation procedures, the
acquisition of experimental data, the energy calibration procedures, and the detection effi-
ciency measurements will all be discussed in this chapter. Lastly, the differential and total
cross-section measurement techniques will be explained.
3.1 Experimental cross section measurement
The measurements were carried out with the nuclear research division at iThemba LABS
using the AFRODITE clover detector system. The experiment was performed from 26th
January to 2nd February 2015 as the second phase of a three-part experiment. There
are two injector cyclotrons (SPC1 and SPC2) (SPC- Solid-Pole Cyclotron) available at
iThemba LABS. SPC1 is used for light ions while SPC2 is used for polarized hydrogen ions
and heavy ions. The beam is extracted from the injector cyclotron and then accelerated
in the separated sector cyclotron (SSC) until the required beam energy is acquired. The
accelerated beam is delivered as a series of pulses and then guided through the high energy
beam line to the nuclear experimental vault by using dipole and multipole magnets for
bending and focusing respectively. Starting in 2014, the first part of this experiment
covered the energy range of 26 MeV to 66 MeV for 12C, Mylar (C10H8O4), 24Mg, 28Si, and
56Fe targets. For this measurement (second part of experiment), a proton beam was used
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at the following energies 66, 80, 95, 110, 125 MeV for the same targets. A third set of
experiments is planned for higher proton energies.
3.1.1 Detector arrangement and target setup
For these measurements, eight clover detectors were used in the AFRODITE array. Four
clovers were placed at 900 and the other four clovers were placed at 1350 to the beam line.
The experimental clover detector arrangement is shown in figure 3.1. The proton beam
used a typical beam current in the range of 1-3 nA. As mentioned in the above section,
several targets were used to measure the cross-section. This work focused on measuring
the cross-section using a natural carbon target (thickness = 8.40±0.07 mg/cm2) and a
Mylar (C10H8O4) target (thickness = 7.00±0.08 mg/cm2). Thin targets were selected to
avoid multiple interactions and the solid targets were chosen for an easy handling in the
experiment. These targets were prepared at iThemba LABS and are shown in figure 3.2.
Figure 3.1: AFRODITE clover detector arrangement for the cross-section measurement experi-
ment. Clovers were placed at the following positions: C1, C5, C6, C7 at 1350. C2, C3, C4, C8 at
900.
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Figure 3.2: This figure shows the prepared mylar (in the middle) and carbon (on the right) targets
at iThemba LABS for cross-section measurement.
The targets were fitted in the target ladder as shown in figure 3.3 and then the target
ladder was fixed into the target chamber as shown in figure 3.4. In addition to the targets,
the target ladder typically includes an empty frame (used for background measurements)
and the "ruby". The ruby is a metal plate with a small hole and is used to align the beam
from the cyclotron. There is also a small transparent glass round window on the target
chamber with a camera connected to the control room to verify visual alignment of the
targets. The control panel for changing the targets and measuring the beam current is
shown in figure 3.5. Figure 3.6 shows the eight clover detectors fixed in the left and right
frames and the frames pushed together in measurement position, giving a distance of 19.6
cm between the target and the face of the detectors.
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Figure 3.3: The target ladder in which four targets can be accommodated. The one on the left
is the ruby which is used for beam focusing.
Figure 3.4: The rhombicuboctahedron shaped target chamber which is supported by the beam
line, and the target ladder fixed to the top of the target chamber.
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Figure 3.5: The control panel for changing the targets and the beam current measurement is
located in the data room




The initial cross section measurement began with a proton beam energy of 80 MeV and
a beam current of 2 nA and 3 nA for the carbon and mylar targets, respectively. The
proton beam bombarded each target for 45 minutes and was then followed by 15 minutes
for radioactive decay measurements. Background radiation measurements were performed
with the empty frame for both beam-on and beam-off conditions. These background mea-
surements were repeated for each energy employed in experiment. Each day, the proton
beam energy was tuned to a new energy in this order: 95 MeV, 110 MeV, 125 MeV and
measurements were taken. The final cross section measurements were done with a 66 MeV
proton beam in repetition of measurements performed during the previous experiment.
Lastly, the calibration source measurements were repeated and the room background was
measured for three days.
3.2 Acquisition of experimental cross-section data
The following section briefly explains the data acquisition processes used in this experiment.
3.2.1 Digital Data Acquisition System (DDAS)
The DDAS is fabricated by two distinct processes, the front end and the control. The
front end comprises of a PXI (PCI (Peripheral Component Interconnect) eXtensions for
Instrumentation) crate and XIA cards (produces X-ray and gamma-ray digital signal). The
XIA cards are connected to a server PC (Personal Computer) which manipulates the data
acquisition process and data collection modules. The control process runs on the server
PC and consists of merge, filter, event-building, storage and Graphic Unit Interface (GUI)
components. Merge is a standard TDR (Time-Domain Reflectometer) merge process, which
receives data from the event collectors. The filter and event building processes read and
filter the data. The TapeServer receives and stores the data [iThemba LABS (2016)].
Figure 3.7 shows the control GUI for operating the data acquisition system and figure 3.8
shows DDAS parameter setting GUI used to optimize the data acquisition.
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Figure 3.7: System control. Left panel: The base frame window. Right panel: The experiment
control window. The system can be operated using STOP and GO button. This procedure is
only required when changing the parameters or setting up the system. Source: iThemba LABS
(2016)
Figure 3.8: The digital data acquisition set up window which shows different parameters that
can be adjusted to optimize the resolution of the system. Source: iThemba LABS (2016)
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3.2.2 Experimental data processing
Once the data is captured, the first part of the data analysis process is conversion of the
binary data into a easily readable format. Simsort [Papka.P (2007)] is a data analysis
package to convert raw binary data into a ROOT file. ROOT is an object oriented data
analysis program developed by CERN (European Organization for Nuclear Research). A
main feature of ROOT is a data container called TTree. The TTree data structure in
ROOT has branches (TBranch) and leaves (TLeaf). Simsort passes the binary source data
into the TTree structure, making it more easily accessible. Finally, the complete data set
is stored as a ROOT file and available for further analysis. The flow chart of SimSort code
is shown in figure 3.9.
Figure 3.9: The flow diagram of SimSort code. Source: Papka.P (2007)
3.2.3 Dead time and background subtraction
The next step in the data analysis process is correction for dead time and background
subtraction. The dead time is common to all detector systems. In order to detect two
separate events, there is minimum amount of time required between the events to record the
two separate pulses. This minimum time may arise either from the associated electronics
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or may be set by the processes in the detector itself. The minimum time required for
separation of two events is called the dead time of the system [Knoll.F.G (2010)]. If
the detector system uses both analog and digital electronics, the dead time most likely
arises from the electronics. The most likely contribution of dead time for the AFRODITE
system is due to the data acquisition system when the system is busy with coding and
data transferring.
For this experiment dead time was measured as a function of the beam current, shown in
fig 3.10. The dead time measurements [Yahia-Cherif et al. (2015)] were performed as a
part of the first phase of this experiment. The dead time was measured as a percentage
of the total number of counts. For example, if the beam current is 1 nA, the dead time
correction is 2% of the total counts. The dead time correction is then incorporated into
the background subtraction.
For each of the 30 (2 crystals were not functioning) high purity germanium crystals used
in the cross-section measurements, the raw energy spectra is background subtracted and
dead time corrected. The spectra was first dead time corrected by adding the appropriate
percentage based on the beam current. Then the room background was subtracted ac-
cording the data acquisition time, followed by the empty frame background with beam-off
again according the data acquisition time, then the empty frame background with beam-on
(according the total number of incident protons). This results in the final energy spectra
to be used to calculate the peak areas for each crystal.
Figure 3.10: Dead time correction in percentage as a function of beam current.
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3.3 Procedures for experimental cross-section mea-
surements
Firstly, this section explains the energy calibration procedures and the absolute detector
efficiency measurements. Then, this section illustrates the total cross-section calculation
procedures for the 4.438 MeV 12C and 6.129 MeV 16O photo peaks. Finally, it explains the
differential cross-section calculations and the associated uncertainty propagation.
3.3.1 Energy calibration procedures
The energy calibration was performed before running the cross section measurements by
using three standard gamma emitting sources,152Eu, 60Co, and 137Cs. In order to reproduce
the distance between the target and the detectors, the gamma sources were placed at the
target position. Aluminium (0.88 mm thickness) and Copper (1.21 mm) absorbers were
used to reduce the counts from low energy X-rays, with the copper placed closest to the
source followed by the aluminium. The data were collected for 30 minutes for each gamma
emitting source in direct detection mode. These collected data sets were used to calibrate
the energy by considering 17 photo peaks from the above gamma sources. The same
data set was also used to determine the absolute detector efficiency for each high purity
germanium crystal.
3.3.2 Detection efficiency
The efficiency of the detector system is an important parameter, which corresponds to the
probability of a gamma being detected. It depends mainly on the type of detector, the
distance between the source and the detector system, the shape and size of the detector,
and the type of radiation (gamma, alpha, and beta radiation) and its energy. The different
types of efficiency can be defined as follows [Gilmore and D.Hemingway (1996)].
Relative efficiency is generally defined as the measure of efficiency relating a detector’s
efficiency to that of a standard sodium iodide scintillation detector for a standard source,
60Co 1332 keV photo peak. The full energy/photo-peak efficiency corresponds to the
detection efficiency specific to full energy peak pulses only. Intrinsic efficiency is defined
as the ratio between the number of pulses detected and number of radiation quanta striking
the detector. It is independent of the detector and source geometry and this efficiency is a
basic parameter of the detector type. Absolute detector efficiency relates the number
of gammas emitted by the radioactive source to the number of counts produced by the
detector at a specific location. The absolute efficiency is defined as [Rajput et al. (2002),





where, N is the total area under the photo peak of γ ray energy E, N0 is the activity of the
gamma source in Becquerel, Pγ(E) is the emission probability of a gamma ray at energy
E (calibration source values shown in table 5.1), t is the acquisition time, td is the decay
time, and λ = ln2/T1/2, is the decay constant.
The uncertainty in the efficiency measurements can be calculated using the uncertainty
propagation of error method.
In order to simplify the uncertainty calculations, the absolute detection efficiency equation




where, A = e−λtd .






























In this experiment, only the statistical uncertainty of net photo peak area (U(N)) was
considered since the other uncertainties were negligible by comparison. Therefore, the







where, U(N) and N was measured by fitting of the photo peak to a Gaussian using the
OriginPro data analysis program.
3.3.3 Calculating the total cross-section
Generally, the gamma emission from an excited nucleus is not isotropic [Alburger.D.E et al.
(2012)]. Therefore, the total gamma ray production cross section cannot be measured by
simply integrating the differential cross section since it depends on angular measurements.
It must be determined by fitting a Legendre polynomial to the angular distribution of the
gamma emission. As discussed in chapter 1, the angular distribution function for the case




alQlPl(cosθ) (l − even), (3.5)
For these cross section measurements, two corrections were ignored. The first correction
is the transformation of the laboratory frame to the center of mass frame. Typically, the
measured angle between the detector and the proton beam (laboratory angle) needs to be
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transformed into the center of mass frame for the application of the angular distribution
function. However, ignoring this transformation has a very small impact in the cross
section measurements [Lesko et al. (1988), Brune (2002)] and will thus be ignored for this
experiment.
The second correction is the attenuation coefficients (Ql) for the actual detector setup
in equation 3.5. The attenuation coefficients can be analytically calculated according to
the detector setup [Ferguson.A.J (1965), Rose (1953)] with the attenuation coefficient for
point like detectors being one. For this cross section measurement, these coefficients are
assumed to be one since the solid angle for the high purity germanium crystal is small and
approximates a point detector. The angular distribution function can be rewritten when
ignoring the attenuation coefficients as,
W (θ) = a0 + a2P2(cosθ) + a4P4(cosθ) + ..... (3.6)
where, P (cosθ) is the Legendre polynomials and a0, a2, and a4 are the Legendre coefficients.
The angular distribution function for some multi-polarities are written below [S.Krane
(1987), Iliadis (2007)].
For the E1/M1 transition,
W (θ) = a0 + a2P2(cosθ) (3.7)
For the E2/M2 transition (4.438 MeV of 12C (2+, 4.439 MeV → 0+, ground state), (an E2
transition)),
W (θ) = a0 + a2P2(cosθ) + a4P4(cosθ) (3.8)
For the E3/M3 transition (6.129 MeV of 16O (3−, 6.130 MeV → 0+, ground state), (an E3
transition)),













6 θ − 315cos4θ + 105cos2θ − 5) (3.12)
For the 4.438 MeV gamma rays from 12C (an E2 transition), there are three terms in the
angular distribution function (equation 3.8), so at least three points are required to fit
the function and determine the total cross section. Consequently, the four high purity
germanium crystals in the clover detectors placed at 1350 were separated as two crystals at
1300 angle to the beam direction, and two crystals at 1400 angle to the incident beam. The
900 clover could not be separated since the angular distribution is symmetric about the
900 angle [Kiener et al. (1998), Lesko et al. (1988), Lang et al. (1987), Dyer et al. (1981)]
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but these three angular positions (900, 1300, 1400) were sufficient to fit the fourth order
polynomial.
For the 6.13 MeV gamma rays from 16O (an E3 transition), four different angles measure-
ments are required to provide a fit since there are four terms in the angular distribution
function. In order to find the total cross section for the 6.13 MeV peak, the symmetry of
the angular function was used to mimic the additional data points and thus provide a fit
to the function. More details of the total cross-section calculations are given in sections
5.3.4 and 5.3.5.
3.3.4 Calculating the differential cross section









The number of detected events (Nevents) in a particular photo peak can be calculated by
measuring the area under the photo peak. The detected events for the 12C 4.438 MeV peak
were measured using the OriginPro data analysis program. Due to Doppler broadening
and the very short life time of its excited state, the 12C 4.438 MeV gamma has a broad
peak and this peak does not have a Gaussian shape. Therefore, in order to find the area
under the 4.438 MeV photo peak, the counts for each channel in the photo peak were added
individually. The background for each photo peak was manually fit using a hand-drawn
curve as shown in figure 5.17. The background for each channel in the photo peak was
then subtracted from the total count.
3.3.5 Uncertainty propagation for differential cross section
In order to calculate the uncertainty in the differential cross section measurements, a








The uncertainty in the differential cross section can then be written as (assuming no un-































The uncertainty in the number of events (Nevents) was calculated statistically which is
based on manual drawing for background subtraction and the uncertainty in the number
of incident particles (Nincident) was calculated as 5% of the integrated charge measured
by the Faraday cup during the experiment as used in all AFRODITE experiments. The
uncertainty in the target thickness (ta) was measured during target preparation. Finally,
the uncertainty in the absolute detector efficiencies (ε) for the energies 4.438 MeV (12C)
and 6.129 MeV (16O) was calculated by looking at the uncertainty in the fitting function
coefficients, discussed below.
The fitting function for the absolute detector efficiency response curve is,
y = A1e−x/t1 + A2e−x/t2 + A3e−x/t3 + y0 (3.16)
where a1 = A1e−x/t1 , a2 = A2e−x/t2 , and a3 = A3e−x/t3 , giving
y = a1 + a2 + a3 + y0 (3.17)
The uncertainty in y can be written as
U(y) =
√
[U(a1)]2 + [U(a2)]2 + [U(a3)]2 + [U(y0)]2 (3.18)
In order to break down the uncertainty in a1, two substitutions will be used: First, setting










Second, using c1 = eb1 , the uncertainty in the natural antilogarithm can be written as,
U(c1) = c1U(b1) (3.21)
thus,

















































Finally, the uncertainty in the absolute detector efficiency from the fitting function can be
calculated in combination with equations 3.20, 3.21, and 3.22 as,
U(ε) =
√
[U(a1)]2 + [U(a2)]2 + [U(a3)]2 + [U(y0)]2 (3.27)
3.3.6 Uncertainty propagation for total cross section
The total cross-section (4πa0) is calculated from the Legendre coefficient a0. Therefore
the uncertainty in a0 needs to be calculated. In order to find the uncertainty in the total
cross-section, the angular distribution function for 4.438 MeV 12C is given by,
W (θ) = a0 + a2.
1
2(3cos
2θ − 1) + a4.
1
8(35cos
4θ − 30cos2θ + 3) (3.28)
In this cross-section experiment, there were three different angular measurements (900,
















= a0 + a2(0.3801) + a4(−0.3191) (3.31)
From equations 3.24, 3.25, and 3.26 by solving the three simultaneous equations, the a0












































Since the total cross-section is calculated as,
σ = 4πa0 (3.34)





To calculate the uncertainty in the total cross-section for the 6.129 MeV 16O peak, we need
four angular terms but only have three angular measurements. Therefore for this uncer-
tainty calculation, the same formula 3.29 (instead of equation 3.9) was used ignoring the




Measurement of prompt gamma
cross section using Geant4
AFRODITE model
This chapter explains how the Geant4 model of the AFRODITE detector system was em-
ployed in this simulation study. Firstly, it describes the Compton-suppression employed
in the AFRODITE model and then it discusses validation of the AFRODITE model. Sec-
ondly, it explains the procedure to determine the absolute detection efficiency for the
simulated AFRODITE clover detectors. Thirdly, the optimization of the simulated target
thickness in order to decrease simulation time is described. Finally, this chapter discusses
the techniques used to determine the simulated prompt gamma cross-section values for
both the Carbon and Mylar targets.
4.1 Performance of Compton-suppression detector
In order to reduce background due to Compton scatter in gamma spectroscopy, a Compton
suppression detector is the most effective way to achieve this. To evaluate the Compton
suppression for the Geant4 AFRODITE model, three standard gamma emitting sources
(137Cs, 60Co, and 152Eu) were used. The sources were placed at the target position and 2.4×
108 gamma histories were used for both simulations with the Compton shield and with no
Compton shielding. Figure 4.1 shows the AFRODITE geometry with an isotropic gamma
source for testing the Compton shield with no Compton suppression and figure 4.2 shows
the AFRODITE geometry with an isotropic gamma source for testing the Compton shield
with Compton suppression. It is clear to see that inclusion of the Compton suppression
BGO detectors significantly complicates the Geant4 geometry, and consequently increases
the run time by 6-fold.
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As described in Section 2.4.3, Compton suppression relies on the primary and suppression
detectors operating in anti-coincidence, so that if a gamma appears in both at the same
time, then the event is rejected. In the Geant4 AFRODITE model, the same principle
applies. Gamma energy deposition events in the germanium clover detectors are stored in
10 ns time windows with a maximum time limit of 100 ns beyond the initial proton collision.
The BGO energy deposition events are also in 10 ns time windows with a maximum time
limit of 130 ns. At the end of each event, each gamma energy deposition in any of the 16
BGO detectors is compared to the gamma energy depositions in any of the 4 corresponding
clover detectors. If these two energy depositions occurred with 30 ns of each other (BGO
energy deposition must follow the clover energy deposition), then the event is rejected. A
energy threshold is also used in the evaluation; either energy deposition must be above a
5.0 keV threshold.
Figure 4.1: Clover detectors setup for testing Compton shield with no Compton shield and an
isotropic gamma source.
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Figure 4.2: Clover detectors setup for testing Compton shield with Compton shield and an
isotropic gamma source.
4.2 Validation of Geant4 AFRODITE model
In order to get accurate, reliable results from a Monte-carlo model, validation of the model
is a requirement. Therefore, the Geant4 model of the AFRODITE system was tested by
using the same three standard gamma emitting sources (152Eu, 60Co, and 137Cs) as used in
the experiment. As described in chapter 2, the Geant4 model of the AFRODITE detector
system attempted to model the experimental setup as closely as possible.
Each standard gamma source was generated using the Geant4 General Particle Source
package (GPS) and placed at the target position. The GPS package is able to describe the
primary source particle with various spatial, spectral, and angular distribution specifica-
tions. Each source was modelled as an isotropic gamma source and was run with 1.5× 109
histories. As described in the experimental method (chapter 2), the direct mode (single
crystal events) was also used to accumulate the gamma events for the simulations.
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4.3 Simulated absolute detector efficiency
In simulation studies, there is no need for an energy calibration since the energy of the
detected gammas are immediately known unlike in the experiment. The next important
step in the process is the absolute detector efficiency. In order to find the absolute detector
efficiency of the Geant4 model of the AFRODITE detector system, three standard gamma
emitting sources, 152Eu, 60Co, and 137Cs were used in an identical method as for the mea-
surements as explained in section 3.3. In these absolute detector efficiency measurements,
one photo peak (662 keV) from 137Cs, two photo peaks (1173 keV and 1332 keV) from 60Co
and 14 photo peaks (discussed further in Chapter 5) from 152Eu were used.
The three standard gamma sources used to determine the absolute detector efficiencies for
both the experiment and simulation were in the range of 120 keV to 1400 keV. In order to
effectively use this efficiency curve for the prompt gamma cross-section measurements, this
energy range needed to be extrapolated up to 7 MeV. To extrapolate a complete absolute
detector efficiency response curve, simulated results for a single-energy point gamma source
with energies from 0.2 MeV to 9.0 MeV were used. Each simulations required 109 incident
gammas.
4.3.1 Calculating simulated detector efficiency





where, N is the total area under the photo peak of γ ray energy E, N0 is the activity of the
gamma source in Becquerel, Pγ(E) is the emission probability of the gamma ray at energy
E, shown in table 5.1, t is the acquisition time, td is the decay time, and λ = ln2/T1/2, is
the decay constant. To find the absolute detector efficiency from the simulated data, this




where N0 is number of gamma histories used in the simulation and N and Pγ(E) are the
same as described above.
Uncertainty in the simulated absolute detector efficiency can also be calculated using a
simplified equation since there is no uncertainty in the number of gamma histories in the
simulation and the uncertainty in the emission probability of gamma rays can be neglected.
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where U(N) was measured during the fitting of the photo peaks using OriginPro data
analysis program.
4.4 Calculating simulated differential Cross-section









Figure 6.21 shows how the number of detected events was measured 4.438 MeV peak of
12C in simulation as done in the experimental measurement. Further details of peak mea-
surement has been explained in section 3.3.4. The same method was used to measure peak
area for 6.129 MeV peak of 16O as shown in the figure 6.21. In simulation studies, prompt
gamma spectra for each germanium crystal was not considered to measure differential
cross-section as done in the experiment since absolute efficiency of all germanium crystal
of Geant4 AFRODITE model was assumed as same. Therefore, in this measurement, all
900 (16 crystals), 1300 (8 crystals), and 1400 (8 crystals) were added to get prompt gamma
spectra. Then, these spectra were used to measure the differential cross-sections. The
above procedure was repeated all other four different proton energies.
As discussed in Chapter 3, the uncertainty in the differential cross section can be written






























In simulation studies, there is no uncertainty in the target thickness and the number of






















4.5 Target thickness optimization for simulation
Experimental cross-section measurements typically use very thin targets so that the in-
cident particles do not collide more than once in the target, thus producing accurate
cross-section results. Unfortunately, as a Monte-Carlo simulation improves in geometric
accuracy, there is a trade-off in computation time. For this Geant4 AFRODITE model, it
was computationally impossible to replicate the number of incident protons (1014) used in
the experiment. So in order to both decrease the simulation time and provide reasonable
statistics for the prompt gamma production, the simulation target thickness was increased.
To ensure that changing the target thickness did not impact the prompt gamma produc-
tion, a simple Geant4 cross-section simulation was run (Xsection). The Xsection code
determined the cross section for the carbon 4.438 MeV photo peak at different thicknesses
at the energies used in the experiment. The code measured the cross-section by counting
the emitted prompt gammas over a 4π solid angle.
The experimental target thicknesses were 8.40±0.07 mg/cm2 for the carbon target and
7.00±0.08 mg/cm2 for the mylar target. In order to simulate the target, the thickness
needed to be converted into units of mm, so the densities of carbon (2 g/cm3) and mylar
(1.4 g/cm3) were taken from the Geant4 material database. Thus, the experimental target
thickness for carbon was calculated as 0.042 mm and 0.050 mm for the mylar target.
The Xsection code is basically the AFRODITE code without the complex detectors; the
physics and the proton beam of the Xsection code is identical to the AFRODITE code,
as discussed in section 4.5.2. In order to only evaluate the target thickness, the inelastic
cross-section for the 4.438 MeV gamma was calculated by measuring the peak area under
the 4.438 MeV photo peak. Figure 4.3 shows the obtained spectrum for a 66 MeV proton
beam on a 0.5 mm thickness 12C target and includes the Gaussian peak fitting for the 12C
4.438 MeV photo peak. As discussed in section 1.7, equation 1.9 was used to determine
the total cross-section for 4.438 MeV photo peak. The above procedures were repeated for
different thicknesses (0.005 mm to 5 mm) and five different energies (66, 80, 95, 110, and
125 MeV). The uncertainty in the cross-section values was calculated by considering the
statistical uncertainty in the peak area measurements.
65
Figure 4.3: Prompt gamma spectrum for a 66 MeV proton bombardment on a 0.5 mm 12C target.
Inset: Gaussian peak fit for the 4.438 MeV photo peak using the OriginPro data analysis program.
Figure 4.4 shows the full results of the simulated cross-sections, and it is clear to see there
is no significant difference in the cross-section values for target thicknesses less than 1 mm.
Figure 4.5 shows the 66 MeV cross-section results with an enlarged value of the 0.005 to
0.6 mm thicknesses, showing very little change up to 0.6 mm. Therefore, a target thickness
of 0.5 mm was selected for the carbon target in the full AFRODITE simulation. For the
mylar target, none of the 16O peaks (6.13 MeV, 6.92 MeV, and 7.12 MeV) were visible in
the simulation as reported in section 6.4.2. Therefore, the same increased target thickness
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Figure 4.4: Simulated cross-section values versus thicknesses for 66, 80, 95, 110, and 125 MeV
proton bombardments on a 12C target.
Figure 4.5: Simulated cross-section values versus thicknesses for a 66 MeV proton bombardment
on a 12C target. Inset: Zoomed picture of the experimental (0.04 mm) and the simulated (0.5
mm) target thicknesses.
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Table 4.1: Calculated cross-section values using actual target thickness (0.042 mm) and
simulated target thickness (0.5 mm) and percent difference. σATT : cross-section value for
actual target thickness. σSTT : cross-section value for simulated target thickness
Energy (MeV) σATT σSTT Percent difference
66 11.31± 0.57 11.54± 0.44 0.026%
80 8.46± 0.48 8.58± 0.48 0.010%
95 6.81± 0.38 6.83± 0.38 0.001%
110 5.84± 0.32 5.73± 0.32 0.010%
125 4.84± 0.33 5.22± 0.33 0.019%
For the AFRODITE code, using the simulated target thickness of 0.5 mm, about 1.2 x 1012
number of proton histories (1.8 x 105 CPU hours) are required to produce visible results.
These simulations were performed at the Centre for High Performance Computing (CHPC),
15 Lower Hope Rd, Rosebank, Cape Town providing access to 720 CPU cores. A total of 1.8
x 105 CPU hours on 720 cores translates into about 250 hours per AFRODITE simulation.
Using the actual target thickness, at least 2.0 x 1014 proton histories are needed to produce
similar results. Therefore, increasing the target thickness saved approximately 3.2 x 107
CPU hours per prompt gamma spectrum. The total cross-section for the 4.438 MeV peak
using the actual experimental thickness (0.042 mm), the simulated target thickness (0.5
mm), and the percentage difference of the total cross-section between these two targets
are given in table 4.1. The percentage differences are all below 0.03% giving us confidence
that the increased thickness did not impact the final cross-section results.
4.6 Simulation of prompt gamma production cross-
section
When using the Geant4 Monte-Carlo code, it is important to select a suitable physics
list. The Geant4 physics list reference page (G4Physics (2016)) recommends using the
QGSP_BIC physics package for primary protons and neutrons below ∼ 10 GeV. It also
states that "Binary Cascade better describes production of secondary particles produced
in interactions of protons and neutrons with nuclei". The QGSP_BIC was the default
package used, but other inelastic scattering models were explored. Therefore, this section
explains how the physics lists were compared and describes the AFRODITE simulation
procedures for prompt gamma production.
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4.6.1 Comparison of physics list
As discussed above, the suggested physics list for 0 - 200 MeV protons is the binary cascade
model, particularly the G4HadronPhysicsQGSP_BIC for inelastic scattering. There are
a number of other inelastic scattering physics models as well as various inelastic cross-
section data sets. In addition to the binary cascade physics list (default), the other options
investigated for inelastic scattering were: the precompound model and the precompound
model plus Fermi breakup. There are also two different inelastic cross-section data sets
for inelastic scattering: the Geisha (default inelastic cross-section) and the Tripathi data
sets. In addition, it is possible to modify the initial number of excitons in the Geant4
precompound model (G4PrecompoundModel), as described in Section 2.3.3. So based on
previous work (Jeyasugiththan and Peterson (2015)), changing the initial exciton number
from 2 (default) to 1 will also be explored. The Xsection code (described in section 4.4)
was again used to investigate the various physics options using a 80 MeV proton beam on
both the Carbon and Mylar targets.
4.6.2 Full AFRODITE simulations
For the simulations of prompt gamma production, the Geant4 model of the AFRODITE
detector was used as in the experimental setup. The geometry setup of the AFRODITE
model, the source of incident protons (a pencil beam) and the protons interactions with
the target are shown in figure 4.6. The QGSP_BIC Physics list package was used and
included the following models G4HadronPhysicsQGSP_BIC for the inelastic scattering,
G4HadronElasticPhysics for the elastic scattering, G4EMStandardPhysics_option4 for the
electromagnetic interactions, G4DecayPhysics and G4RadioactiveDecayPhysics for the ra-
dioactive processes. Additionally, the G4IonBinaryCascadePhysics, G4StoppingPhysics,
and G4NeutronTrackingCut packages were also used. As discussed in the previous section,
the thicknesses for the carbon and mylar targets was 0.5 mm in order to decrease the
simulation time and to improve statistics. Each prompt gamma simulation required 1.2
x 1012 proton histories and 1.8 x 105 CPU hours. A total of 10 AFRODITE simulations
were run (five different energies for two different targets).
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Figure 4.6: Geometry setup of the AFRODITE model for prompt gamma production with the
incident proton entering as a pencil beam and interacting with the target. Track colours: blue -






Results from experimental prompt
gamma cross-section measurements
This chapter reports all measurements and calculations related to the prompt gamma pro-
duction cross section experiment conducted at iThemba LABS in Faure, Cape Town, South
Africa. It includes energy calibration procedures, absolute detector efficiency calculations
and associated uncertainty propagation, absolute detector efficiency response curves for
each high purity germanium crystals (32 crystals in total), differential cross section mea-
surements for the Carbon and Mylar targets at three different angles for five different
energies as discussed in chapter 3, and total cross section measurements for the Carbon
and Mylar 4.438 MeV photo peaks and the Mylar (Oxygen) 6.129 MeV photo peak.
5.1 Energy calibration
As discussed in chapter 3, the Simsort program was used to extract the raw energy spectra
data into ROOT TTrees for energy calibration. The TTree energy spectra were fed into
OriginPro 9.0 (OriginLab, Northampton, MA) data analysis program to find the channel
numbers according to the photo peaks from the three calibration source gamma spectra.
The spectra for one of the crystals for 137Cs, 60Co, and 152Eu (after the room background
subtraction) are shown in figures 5.1, 5.2 and 5.3. The details of the expected photo peaks
and emission probabilities are shown in table 5.1. To find the centroid of each photo peak,
a Gaussian curve was fit to each peak using OriginPro. One photo peak from 137Cs, two
photo peaks from 60Co, and 14 photo peaks from 152Eu were used for the energy calibration
for each of the high purity germanium crystals. Figures 5.4 and 5.5 show examples of using
OriginPro for fitting the 137Cs and 60Co photo peaks. Since 152Eu has so many photo peaks,
each peaks needed to be fit individually. All of this data was compiled into peak energy
against channel number graphs and fitted using a linear fit of the form E = a+ bX where
E is the energy and X is the channel number. Figure 5.6 shows the energy calibration
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curve for one of the high purity germanium crystals. This procedure was repeated for
all 32 crystals and the full details for each crystal can be found in appendix B.1. These
fitting parameters (slope and intercept) for each crystal was then loaded into the SimSort
program (the gain and offset files) in order to correctly apply the energy calibrations to
the final measurement spectra.
Figure 5.1: Identified photo peak in the 137Cs spectrum from crystal A in clover 1. There were
a total of 32 spectra for each calibration source.
Figure 5.2: Identified photo peaks in the 60Co spectrum from crystal A in clover 1.
73
Figure 5.3: Identified photo peaks in the 152Eu spectrum from crystal A in clover 1.
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Table 5.1: The standard decay data for the three calibration sources. Source: IAEA (2016)
Radionuclide Half-life (days) Energy (keV) Emission Probabilities
60Co27 1925.23 (27)
1173.228 (3) 0.9985 (3)
1332.492 (4) 0.999826 (6)
137Cs55 1.099 (4) x 10+4 661.657 (3) 0.8499 (20)
152Eu63 4941 ( 7)
121.7817 (3) 0.2841 (13)
244.6974 (8) 0.0755 (4)
344.2785 (12) 0.2658 (12)
411.1165 (12) 0.02237 (10)
443.965 (3) 0.03125(14)
778.9045 (24) 0.1296 (6)
867.380 (3) 0.04241(23)
964.072 (18) 0.1462 (6)
1085.837 (10) 0.1013 (6)
1089.737 (5) 0.01731 (10)
1112.076 (3) 0.1340 (6)
1212.948 (11) 0.01415 (9)
1299.142 (8) 0.01632 (9)
1408.013 (3) 0.2085 (9)
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Figure 5.4: Peak fitting using OriginPro to find centroid of 137Cs 662 keV photo peak in the
spectrum from high purity germanium crystal A in clover 1.
Figure 5.5: Peak fitting using OriginPro to find centroid of 60Co 1173 keV and 1332 keV photo
peaks in the spectrum from high purity germanium crystal A in clover 1.
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Figure 5.6: The energy calibration curve for crystal A in clover 1.
5.2 Absolute Detection efficiency
The absolute detection efficiency for a gamma ray detector varies with the energy of the
detected gamma. For the germanium crystal efficiency calibration, three standard gamma
emitting sources (152Eu, 60Co, and 137Cs) were used as discussed in chapter 3. These sources
only provided absolute detector efficiency data for the energies from 122 keV to 1408 keV.
For the cross section measurement of 12C and 16O, the absolute efficiency response curve
needed to be extrapolated up to 7000 keV since our interested peaks are 4.438 MeV from
12C and 6.129 MeV from 16O. Therefore, the absolute detector efficiencies at these energies
needed to be determined.
Experimentally, the high purity germanium crystals have different absolute detector effi-
ciencies. These differences could be due to the different ages of the high purity germanium
crystals and also due to the alignment of the detectors. The largest differences were ob-
served in clover 1. The variations of efficiencies of the four germanium crystals in clover 1
are shown in figure 5.7. It is clear to see that each crystal required individual fitting for
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Figure 5.7: Absolute detection efficiency for the four high purity germanium crystals in clover 1.
The calculated absolute efficiencies for the three standard gamma emitting sources and the
associated uncertainty for the high purity germanium crystal A in clover 1 are given in
table 5.2. The procedure was repeated for all crystals. The measured efficiencies were fit
to the Geant4 simulated data from the single-energy point gamma sources from 200 keV
to 9000 keV and to the standard gamma emitting source (137Cs, 60Co, and 152Eu) data.
For the efficiency response curve fitting, a correction factor was needed since the Geant4
AFRODITE detector model had a higher efficiency than the experimental setup. The
difference absolute efficiency between the experimental results and the simulated results is
shown in figure 5.8. Each of the 30 high purity germanium crystal had a different correction
factor and were in the range of 1.35 - 1.95. The correction factors for each high purity
germanium crystal are shown in table 5.3. In order to find the function to fit the data, a
third order exponential function provided the best fit. The fitting details for the absolute
efficiency response curve for crystal A in clover 1 is shown in table 5.4. The corrected
efficiency response curves for the high purity germanium crystals in clover 1 are shown
in figures 5.9, 5.10, 5.11, and 5.12. The efficiency response curves for all other remaining
crystals are included in appendix B.2. Crystal B in Clover 3 and crystal A in clover 6 were
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Table 5.2: Experimental absolute efficiencies and associated uncertainties for high purity
germanium crystal A in clover 1.
Energy (keV) Peak area U(peak area) Absolute efficiency(ε) U(ε)
662 22428.68 51.61 3.194× 10−4 7.350× 10−7
1173 80367.54 187.10 2.566× 10−4 5.974× 10−7
1333 74075.22 209.07 2.362× 10−4 6.667× 10−7
122 221212.24 1902.92 7.963× 10−4 6.850× 10−6
245 51326.45 375.63 6.952× 10−4 5.088× 10−6
344 145373.27 569.26 5.593× 10−4 2.190× 10−6
411 10484.33 156.86 4.793× 10−4 7.171× 10−6
444 14328.66 118.78 4.689× 10−4 3.887× 10−6
779 39556.60 180.76 3.121× 10−4 1.426× 10−6
867 12169.01 107.17 2.934× 10−4 2.584× 10−6
964 39262.46 129.18 2.746× 10−4 9.036× 10−7
1086 24604.87 1177.35 2.484× 10−4 1.189× 10−5
1112 33174.43 205.40 2.532× 10−4 1.568× 10−6
1213 3246.12 53.58 2.346× 10−4 3.872× 10−6
1299 3464.87 98.44 2.171× 10−4 6.168× 10−6
1408 43818.85 194.99 2.149× 10−4 9.564× 10−7
Figure 5.8: The absolute detector efficiency difference between the experimental results and the
simulated results for high purity germanium crystal A in clover 1. This figure shows that the
Geant4 model of the AFRODITE detector had a higher efficiency than the actual AFRODITE
detector system.
79
Table 5.3: The correction factors for each high purity germanium crystal used to fit the
efficiency response curves. Here, C - Clover, HpGe - High purity germanium crystal
Crystal Correction factor Crystal Correction factor
C1_HpGe_A 1.85 C5_HpGe_A 1.80
C1_HpGe_B 1.65 C5_HpGe_B 1.80
C1_HpGe_C 1.55 C5_HpGe_C 1.55
C1_HpGe_D 1.35 C5_HpGe_D 1.70
C2_HpGe_A 1.75 C6_HpGe_A not functioning
C2_HpGe_B 1.95 C6_HpGe_B 1.70
C2_HpGe_C 1.60 C6_HpGe_C 1.50
C2_HpGe_D 1.80 C6_HpGe_D 1.60
C3_HpGe_A 1.60 C7_HpGe_A 1.70
C3_HpGe_B insufficient data C7_HpGe_B 1.60
C3_HpGe_C 1.60 C7_HpGe_C 1.70
C3_HpGe_D 1.65 C7_HpGe_D 1.60
C4_HpGe_A 1.65 C8_HpGe_A 1.60
C4_HpGe_B 1.85 C8_HpGe_B 1.70
C4_HpGe_C 1.85 C8_HpGe_C 1.60
C4_HpGe_D 1.85 C4_HpGe_D 1.60
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Table 5.4: Details of the functional fitting for the absolute efficiency response curve for
crystal A in clover 1.
Model ExpDec3




Absolute efficiency y0 7.43× 10−06 5.25× 10−07
Absolute efficiency A1 0.00135 4.08× 10−05
Absolute efficiency t1 184.57007 4.45495
Absolute efficiency A2 3.11× 10−04 7.21× 10−06
Absolute efficiency t2 801.76261 24.94514
Absolute efficiency A3 2.15× 10−04 4.24× 10−06
Absolute efficiency t3 3447.60199 66.98161
Figure 5.9: The absolute efficiency response curve for crystal A in a clover 1. The red triangle
points are experimentally measured absolute detector efficiencies, the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure 5.10: The absolute efficiency response curve for crystal B in a clover 1. The red triangle
points are experimentally measured absolute detector efficiencies, the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure 5.11: The absolute efficiency response curve for crystal C in a clover 1. The red triangle
points are experimentally measured absolute detector efficiencies, the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure 5.12: The absolute efficiency response curve for crystal D in a clover 1. The red triangle
points are experimentally measured absolute detector efficiencies, the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
5.3 Calculating prompt gamma cross section from ex-
perimental data
This section outlines the procedures for converting the measured data into total cross-
section data. The gamma-ray line emission from the first excited state of the nucleus to its
ground state is usually the strongest gamma-ray line. In this cross-section measurement
study, this is true for the 4.438 MeV gamma from 12C but not for 6.129 MeV gamma from
16O. The first excited state of 16O (0+) at 6.049 MeV decays by electron and positron
emission. The 6.129 MeV gamma from 16O is the transition from the second excited
state (3-) to the ground state. This section reports all results regarding cross-section
measurements for the 4.438 MeV peak from 12C (natural carbon target) and the 4.438 and
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5.3.1 Experimental prompt gamma spectra
Figures 5.13 and 5.14 show the raw data from the 95 MeV proton bombardment of the
carbon and mylar targets as measured by the 4 clovers placed 90 degrees to the beam
direction. These spectra include all backgrounds (room background, background radiations
from empty frame with beam on and beam off) measured during the experiment. All
background radiation measurements were normalized according to the time acquisition
and the integrated proton charge. The final prompt gamma spectra at 90 degrees for the
95 MeV proton collision on the carbon and mylar targets are shown in figures 5.15 and 5.16.
This procedure was repeated for all 30 (2 crystals were skipped) high purity germanium
crystals of all five different energies and for both targets for a total of 300 (30 x 5 x 2)
spectra used to determine the differential cross-sections.
Figure 5.13: The red line shows the raw data for the 95 MeV proton bombardment of the carbon
target, cyan color line is room background, the blue line indicates the background radiation from
the frame with the beam on, and the gray line shows the background from the target frame with
the beam off. These spectra were measured by the clovers placed at 90 degrees to the beam line.
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Figure 5.14: The red line shows the raw data for the 95 MeV proton bombardment of the mylar
target, cyan color line is the room background, the blue line indicates the background radiation
from the frame with the beam on, and the gray line shows the background from the target frame
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Figure 5.15: Prompt gamma spectrum for the 95 MeV proton collision with the carbon target
measured by the clovers placed at 90 degrees to the beam direction. PP: Photo peak, SE: Single
escape peak, and DE: Double escape peak.
Figure 5.16: Prompt gamma spectrum for the 95 MeV proton collision with the mylar target
measured by the clovers placed at 90 degrees to the beam direction. PP: Photo peak, SE: Single
escape peak, and DE: Double escape peak.
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5.3.2 Differential cross section
As described in section 3.3.4, the differential cross-section relies on determining the number
of events for a given reaction i.e: the area under the relevant energy peak. Figure 5.17
shows the 4.438 MeV photo peak (with manually drawn background line) for the 95 MeV




Figure 5.17: The 4.438 MeV photo peak with manually added spectrum background line (black
line) for the 95 MeV proton collisions on the carbon target for one of the high purity germanium
crystals at 900 (a) - crystal A in clover 3, 1300 (b) - crystal A in clover 1, and 1400 (c) - crystal
C in clover 1.
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For oxygen (Mylar target), only the 6.129 MeV peak was observed. In addition, the 6.129
MeV photo peak of 16O was only observed in 11 out of the 32 high purity germanium
crystals. Since the observed 6.129 MeV peak had a Gaussian shape, Gaussian peak fitting
in OriginPro was used to find the number of detected events in these photo peaks. Figures
5.18, 5.19, and 5.20 show the Gaussian peaks for the 6.129 MeV photo peak for the 95
MeV proton bombardment for the Mylar target.
Figure 5.18: The 6.129 MeV photo peak with spectrum background subtraction for the 95 MeV
proton collisions on Mylar target in a crystal C of clover 3 located at 900.
88
Figure 5.19: The 6.129 MeV photo peak with the spectrum background subtraction for the 95
MeV proton collisions on Mylar target in a crystal B of a clover 6 located at 1300.
Figure 5.20: The 6.129 MeV photo peak with the spectrum background subtraction for the 95
MeV proton collisions on Mylar target in a crystal C of clover 6 located at 1400.
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These procedures were repeated for each high purity germanium crystal and the average
values were calculated for the differential cross section at 900, 1300, and 1400 for the
above mentioned peaks (4.438 MeV and 6.129 MeV) at five different proton energies (66,
80, 95, 110, and 125 MeV). The uncertainty in the differential cross section calculation
was determined by using the method as discussed in section 3.3.5. The complete list of
differential cross-sections (4.438 MeV and 6.129 MeV) for each crystal and five different
energies with associated uncertainties are given in appendix B. The average values of
differential cross section for 4.438 MeV peak from carbon and mylar targets are given in
table 5.5 and 5.6, and for 6.129 MeV from mylar target are given in table 5.7.

















66 1.99± 0.12 1.89± 0.11 2.00± 0.12
80 1.59± 0.09 1.44± 0.08 1.53± 0.09
95 1.16± 0.07 0.99± 0.06 1.08± 0.06
110 0.93± 0.05 0.89± 0.05 0.91± 0.05
125 0.88± 0.04 0.76± 0.04 0.78± 0.04

















66 2.04± 0.12 1.98± 0.12 2.01± 0.12
80 1.78± 0.11 1.67± 0.10 1.72± 0.10
95 1.28± 0.08 1.16± 0.07 1.18± 0.07
110 1.11± 0.07 0.97± 0.06 0.99± 0.06
125 0.93± 0.06 0.83± 0.04 0.86± 0.05

















66 2.30± 0.15 2.06± 0.13 2.09± 0.14
80 1.99± 0.13 1.65± 0.11 1.72± 0.11
95 1.50± 0.10 1.20± 0.08 1.23± 0.08
110 1.12± 0.08 0.96± 0.07 0.97± 0.07
125 1.12± 0.08 0.82± 0.06 0.92± 0.07
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5.3.3 Angular distribution of 4.438 MeV
The angular distribution of the 4.438 MeV gamma-ray line from 12C was obtained by
using a fourth order Legendre polynomial function (shown in equation 3.8). The fourth
order Legendre polynomial function was fit to the measured differential cross-section values
using the curve_fit function in the Scipy module of python. The fitting function produced
the Legendre coefficients and the obtained values are shown in table 5.8. The angular
distribution of the 4.438 MeV 12C gamma for 66 MeV, 80 MeV, 95 MeV, 110 MeV, and 125
MeV proton energies are shown in figures 5.21(a), 5.21(b), 5.21(c), 5.21(d), and 5.21(e).
Similar angular distribution patterns were obtained at each energy except for the 125 MeV
proton energy. This is most likely due to the instability of the beam during the 125 MeV
experimental run.
Table 5.8: Obtained Legendre coefficients during the angular distribution fit using python
for the 4.438 MeV 12C gamma
Energy (MeV) a0 a2 a4
66 1.998077 0.268328 0.327699
80 1.565181 0.224034 0.366764
95 1.124316 0.202178 0.375929
110 0.918018 0.030271 0.074713





Figure 5.21: Angular distribution for the 12C 4.438 MeV gamma-ray line at 66 (a), 80 (b), 95
(c), 110 (d), 125 (e) MeV proton energies. The solid lines are the fitted curves from the 4th order
Legendre polynomial python fit. The circle indicates the measured angular dependence term
(differential cross section) with associated uncertainty.
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The angular distribution of the 4.438 MeV gamma from the mylar target was also fit using
the curve_fit function to determine the 4.438 MeV cross-section. The obtained Legendre
coefficients from the fit are shown in table 5.9. The angular distributions of the 4.438 MeV
gamma for the mylar target at 66 MeV, 80 MeV, 95 MeV, 110 MeV, and 125 MeV proton
energies are shown in figures 5.22(a), 5.22(b), 5.22(c), 5.22(d), and 5.22(e).
Table 5.9: Obtained Legendre coefficients during the angular distribution fit using python
for the 4.438 MeV gamma from the mylar target
Energy (MeV) a0 a2 a4
66 2.02448786 0.0790708 0.13719344
80 1.74892602 0.09724099 0.20318527
95 1.2251633 0.00725432 0.16310362
110 1.04732319 0.01087329 0.18296922





Figure 5.22: Angular distribution for the mylar 4.438 MeV gamma-ray line at 66 (a), 80 (b),
95 (c), 110 (d), 125 (e) MeV proton energies. The solid lines are the fitted curves from the 4th
order Legendre polynomial python fit. The circle indicates the measured angular dependence
term (differential cross section) with associated uncertainty.
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5.3.4 Angular distribution of 6.129 MeV
The angular distribution of the 6.129 MeV gamma-ray line from 16O was obtained by
using a sixth order Legendre polynomial function (shown in equation 3.9). In order to fit a
sixth order Legendre polynomial function, at least four different angular measurements are
required. Unfortunately, the detector arrangement only provides three different angular
measurements (900, 1300, and 1400). Therefore, two virtual points at 500 (1800-1300)
and 400 (1800-1400) were created to take advantage of the angular distribution of prompt
gamma emission being symmetric about 900 [Dyer et al. (1981), Lang et al. (1987), Lesko
et al. (1988)]. This is an approximate method used to obtain a fit to the polynomial. The
angular distribution of the 6.129 MeV gamma from 16O (Mylar) at 66 MeV, 80 MeV, 95
MeV, 110 MeV, and 125 MeV proton energies are shown in figures 5.23(a), 5.23(b), 5.23(c),
5.23(d), and 5.23(e). The obtained Legendre coefficients are shown in table 5.10.
Table 5.10: Obtained Legendre coefficients during the angular distribution fit using python
for the 6.129 MeV 16O gamma
Energy (MeV) a0 a2 a4 a6
66 2.538665 1 1.540676 1.027579
80 2.183465 1 1.653824 0.989917
95 1.721195 1 1.65272 1.076689
110 1.409037 1 1.468962 1.078393





Figure 5.23: Angular distribution for the 16O 6.129 MeV (Mylar) gamma-ray line at 66 (a), 80
(b), 95 (c), 110 (d), 125 (e) MeV proton energies. The solid lines are the fitted curves from the 6th
order Legendre polynomial python fit. The blue circle indicates the measured angular dependence
term (differential cross section) with associated uncertainty and red hollow circle indicates the
virtual points.
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5.3.5 Total cross-section measurement
As discussed in section 3.3.3, the Legendre polynomial coefficients were obtained by fitting
Legendre polynomials to the differential cross-section data. The total cross-section is pro-
portional to the zeroth-order Legendre coefficient a0 and was calculated by multiplying a0
by 4π. The measured total cross-sections for the 4.438 MeV gamma-ray line from the 12C
and mylar targets, and 16O 6.129 MeV gamma-ray line from the mylar target are given in
tables 5.11 and 5.12. The total cross-section versus energy plot for the 4.438 MeV gamma
from carbon and mylar target is shown in figure 5.24, and for the 6.129 MeV gamma from
mylar target is shown in figure 5.25.
Table 5.11: Experimental cross-section results for the 4.438 MeV gamma-ray line from 12C
and mylar targets
Ep(MeV ) σ(mb) (carbon) σ(mb) (mylar) Percent difference
66 25.1± 1.1 25.4± 1.2 1.20%
80 19.67± 0.88 21.98± 0.99 11.7%
95 14.13± 0.63 15.40± 0.70 8.99%
110 11.54± 0.51 13.16± 0.60 14.04%
125 10.40± 0.41 11.19± 0.51 7.60%
Figure 5.24: Experimental cross-section results for the 4.438 MeV gamma-ray line from 12C and
mylar targets
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Table 5.12: Experimental cross-section results for the 6.129 MeV gamma-ray line from 16O
(Mylar)










Results from prompt gamma
cross-section measurements
This chapter presents the results and data analysis for the simulations described in chapter
4. One of the primary aims of this work was to measure the prompt gamma cross-section
for the 4.438 and 6.129 MeV gammas from the carbon and mylar targets using the Geant4
model for comparison with the experimental cross-section results. Firstly, this chapter
describes the characteristics of the Compton suppression in the AFRODITE model. Sec-
ondly, it discusses the results of the validation of the Geant4 AFRODITE model. For this
validation, the measured gamma spectra for 137Cs, 60Co, and 152Eu were used to compare
to the simulated gamma spectra. Thirdly, this chapter explains the calculations of the ab-
solute detector efficiency using the AFRODITE model. Finally, it includes prompt gamma
simulations for carbon and mylar targets at five different proton energies (66, 80, 95, 110,
and 125 MeV), measurements of the differential cross-section, the angular distribution, and
the total cross-section measurements for the 4.438 MeV and 6.129 MeV photo peaks.
6.1 Performance of the simulated Compton suppres-
sion
The standard gamma emitting sources (137Cs, 60Co, and 152Eu) were simulated with and
without the Compton suppression activated in the Geant4 AFRODITE model. In order
to demonstrate the consistency of the simulated Compton suppression, the gamma spectra
from one germanium crystal, one clover (for crystals), and the entire detector system (8
clovers) are also shown.
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Figure 6.1 shows the simulated spectra for the 137Cs source, and it is clear to see the
difference between the suppressed and non-suppressed spectra. The suppressed spectra
shows an improved photo peak, a reduced background, and a clear Compton edge. Based
on the total gamma production by the Compton suppressed and non-suppressed spectra,
there was a 45% less gammas in the suppressed spectra. The three sets of spectra from the
crystal, clover, and entire system show virtually identical shape, indicating a consistent
treatment of the Compton suppression in the AFRODITE code. Figure 6.2 shows the
simulated spectra for 60Co. This spectrum also has the same features as observed in the
137Cs spectra, although the absence of the double escape peak from the 1173 keV gamma
in the Compton suppressed spectra is missing. All above mentioned features were also seen
in the 152Eu spectra as shown in figure 6.3.
Figure 6.1: Spectra from the 137Cs gamma source with Compton suppression and without Comp-
ton suppression in six different modes: crystal-green line, suppressed crystal-dark blue line, clover-
blue line, suppressed clover-pink line, detector system (all clovers)-black line, and suppressed
detector system-orange line. About 45% suppression was observed.
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Figure 6.2: Spectra from 60Co gamma source with Compton suppression and with no Comp-
ton suppression for entire AFRODITE detector system. Black line - No Compton suppressed
spectrum. Red line - Compton suppressed spectrum.
Figure 6.3: Spectra from 152Eu gamma source with Compton suppression and with no Comp-
ton suppression for entire AFRODITE detector system. Black line - No Compton suppressed
spectrum. Red line - Compton suppressed spectrum.
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6.2 Validation of Geant4 AFRODITE model
The Geant4 Monte-Carlo model of the AFRODITE detector system was validated by
using three standard gamma emitting sources (137Cs, 60Co, 152Eu) as shown in figures 6.4,
6.5, and 6.6. The simulated gamma spectra were normalized against the experimentally
obtained gamma spectra by comparing the number of gammas emitted by the gamma
source (calculated from the source activity and the acquisition time) in the experiment and
number of gamma histories used in the simulation. Both the experimental and simulated
spectra have been Compton-suppressed.
Looking at the spectra in figures 6.4, 6.5, and 6.6, all of the photo peaks as well as the
Compton edge and back scattered peaks are aligned. Comparing the simulated and ex-
perimental spectra shows that the Geant4 AFRODITE model had a higher efficiency than
the experiment since the simulated photo peaks were higher than the experimental photo
peaks. Based on the total gamma production in the experimental and simulated spectra,
the Compton shielding of the Geant4 model was determined to work about 15% better
than actual Compton shielding detector.
Figure 6.4: Comparison of the simulated and experimental gamma spectra from 137Cs for the
AFRODITE clover detector system. The green line shows the simulated spectrum and red line
shows the experimental spectrum. Normalization was done according to the number of gammas
emitted by the source in the experiment and number of gamma histories in the simulation.
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Figure 6.5: Comparison of the simulated and experimental gamma spectra from 60Co for the
AFRODITE clover detector system. The green line shows the simulated spectrum and red line
shows the experimental spectrum. Normalization was done according to the number of gammas
emitted by the source in the experiment and number of gamma histories in the simulation.
Figure 6.6: Comparison of the simulated and experimental gamma spectra from 152Eu for the
AFRODITE clover detector system. The green line shows the simulated spectrum and red line
shows the experimental spectrum. Normalization was done according to the number of gammas
emitted by the source in the experiment and number of gamma histories in the simulation.
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6.3 Absolute detector efficiency for simulation
To measure the absolute detector efficiency for the simulations, the same procedures were
repeated as for the experimental measurement of absolute detector efficiency as described in
Chapter 5. In the experiment, the absolute detector efficiencies were calculated separately
for each high purity germanium crystal since each crystal has a different efficiency. But,
for the simulation the crystals are identically defined, so the efficiency for each crystal
will be nearly identical. Therefore, there is no need for an efficiency response curve for
each simulated germanium crystal. Only one germanium crystal was considered to find
the efficiency response curve for all the simulated crystals. Figures 6.7, 6.8, and 6.9 show
the Gaussian peak fitting using OriginPro data analysis program for the 662 keV photo
peak from 137Cs, both photo peaks for (1173 keV and 1332 keV) 60Co, and two (779 keV
and 867 keV) out of the 12 photo peaks from 152Eu. The above peak fitting procedure was
repeated for the remaining 152Eu photo peaks for germanium crystal A in clover 1. For the
simulation, the first two photo peaks (122 keV and 245 keV) of 152Eu were ignored because
of insufficient data. The simulated efficiency response curve for germanium crystal A in
clover 1 is shown in figure 6.10. In order to find the function to fit the absolute efficiency
response curve, a third order exponential function was used. Fitting details for germanium
crystal A in clover 1 are shown in table 6.1.
Figure 6.7: Fitted Gaussian photo peak (red line) to find area under the 662 keV peak from 137Cs
for germanium crystal A of clover 1.
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Figure 6.8: Fitted Gaussian photo peaks to find area under the 1173 keV and 1332 keV peaks from
60Co for germanium crystal A of clover 1. Horizontal green and red lines are the background.
Figure 6.9: Fitted Gaussian photo peaks to find area under the 779 keV and 867 keV peaks from
152Eu for germanium crystal A of clover 1. Horizontal green and red lines are the background.
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Figure 6.10: Absolute detector efficiency response curve for germanium crystal A of clover 1. The
green points are the simulated efficiencies for the standard gamma emitting sources and the blue
color points are the efficiencies for the single-energy gamma sources.
Table 6.1: Fitting details for the absolute detector efficiency response curve for germanium
crystal A in clover 1 of the Geant4 model of the AFRODITE detector.
Model ExpDec3




Absolute efficiency y0 1.37× 10−05 9.72× 10−07
Absolute efficiency A1 5.76× 10−04 1.33× 10−05
Absolute efficiency t1 801.7626 24.94514
Absolute efficiency A2 3.98× 10−04 7.84× 10−06
Absolute efficiency t2 3447.60197 66.98161
Absolute efficiency A3 0.00251 7.54× 10−05
Absolute efficiency t3 184.57007 4.45495
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6.4 Calculating prompt gamma cross section from sim-
ulated data
This section illustrates how the cross-section was measured with its associated uncertainty
for the 4.438 MeV gamma-ray line from carbon and mylar and the 6.129 MeV gamma-ray
line from 16O in simulation studies. As described in Chapter 5, the same basic cross-section
measurement methods which were applied in experimental cross-section calculation were
used to measure the simulated differential cross-section and total cross-section with a few
small changes. These changes will be described here.
6.4.1 Simulated prompt gamma spectra
As discussed in section 4.6, prompt gamma spectra were obtained by using the Geant4
model of the AFRODITE detector system with 12C and Mylar targets at five different
proton energies (66, 80, 95, 110, and 125 MeV). Figures 6.11 and 6.12 show the prompt
gamma spectra obtained for an 80 MeV proton collision on the 12C and Mylar targets,
respectively. In these figures, the gamma spectra from the 90 and 130 degree germanium
crystals are shown. The 140 degree gamma spectra are not included since these spectra
are very similar to the 130 degree spectra.
For both of the prompt gamma spectra, the 130 degree spectra is higher than the 90 degree
spectra. While we will see later in section 6.4 that the gamma peaks of interest (4.438
MeV and 6.129 MeV) at 90 degree have a larger number of counts than at 130 degree, the
overall gamma production is higher at 130 degree. For the carbon target prompt gamma
spectrum, the 4.438 MeV photo peak and the double escape peak are both clearly visible,
but interestingly the single escape peak is not. Unlike the 4.438 MeV peaks from the mylar
target (figure 6.12) where the photo peak, the single escape peak, and the double escape
peak are all visible. Unfortunately, the 6.129 MeV photo peak from 16O in the mylar target
is virtually non-existent.
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Figure 6.11: Simulated prompt gamma spectra from a 80 MeV proton collision with the carbon
target. The blue line is the 900 spectrum and the black line is the 1300 spectrum. The gap
between two spectra shows a higher gamma production in crystals placed at 1300 than at 900
Figure 6.12: Simulated prompt gamma spectra from a 80 MeV proton collision with the mylar
target. The blue line is the 900 spectrum and the black line is the 1300 spectrum.
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From these two prompt gamma spectra (Figures 6.11 and 6.12), two problems arose that
required further investigation. First, the 4.438 MeV photo peak from the carbon target
is broader than its experimental equivalent, as shown in figure 7.2. Second, as mentioned
above, the 6.129 MeV photo peak from the mylar target does not appear in the simulations
at any angle. These two problems are discussed in the following section.
6.4.2 Investigation into Geant4 Physics
Both of the aberrations found in the simulated prompt gamma spectra (the broad 4.438
MeV peak from 12C and the suppressed 6.129 MeV photo peak from 16O) point to issues
within the physics of the AFRODITE code. The AFRODITE simulations were run using
the binary cascade model (QGSP_BIC) with the default inelastic (Geisha) cross-section
data set as the suggested model for proton collisions in the 0 - 200 MeV energy range
(G4Physics (2016)). This section compares the prompt gamma spectrum obtained using
this recommended physics model against other available models. The Xsection code (de-
scribed in Section 4.4) was used to perform these comparisons. The physics model investi-
gation consists of comparing the default values of the GQSP_BIC Physics list (specifically
the inelastic scatter model, the inelastic cross-section data set and the exciton number set-
ting) to the values suggested by the work of Jeyasugiththan (Jeyasugiththan and Peterson
(2015)), as outlined in Section 4.5.1.
Let’s start by looking at 80 MeV proton collisions with a carbon target. First, the default
inelastic physics model (Binary Cascade) remains fixed, while comparing the inelastic cross-
section data sets. Figure 6.13 shows the default data set (Geisha) against the Tripathi data
set, and the two spectra are basically identical, indicating that the cross-section data set
has no bearing on the Binary Cascade inelastic scatter model. Next, the precompound
model (PRECO) was compared against the binary cascade model (BC) using the default
cross-section data set (Geisha), shown in figure 6.14. The number of gamma counts was
suppressed for the PRECO model (both overall and in the 4.438 MeV peak) while the
width of the 4.438 MeV peak was unchanged. Figure 6.14 also shows that the same broad
(and suppressed) peak is observed when the Tripathi cross-section data set is used with
the precompound model.
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Figure 6.13: Prompt gamma spectrum comparison for binary cascade with two different inelastic
cross-section data set (Geisha and Tripathi).
Figure 6.14: Binary cascade prompt gamma spectrum comparison against the precompound
model using the Tripathi and Geisha cross-section data set.
Finally, the exciton number was changed in the precompound model from the default value
of 2 to 1 with the results shown in figure 6.15. The precompound model with exciton 1 is
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able to significantly narrow the 4.438 MeV photo peak for both inelastic cross-section data
sets. The spectra from the precompound model with the two different cross-section data
sets are very similar with the only difference being a slightly higher number of prompt
gammas from the Tripathi data set. While this difference is slight, using the Geisha cross-
section data set is recommended due to the tendency for Geant4 simulations to overestimate
prompt gamma production values. Based on these comparisons, the precompound model
using an exciton number of 1 and the Geisha cross-section data set provides a 4.438 MeV
photo peak that is closer to the experimental result, both due to the narrower peak and
the suppressed prompt gamma production. This appears to be a better choice for 66 to
125 MeV proton collisions with carbon than the recommended QGSP_BIC physics list for
Geant4 (version 10.01.p03).
Figure 6.15: Binary cascade prompt gamma spectrum comparison against the precompound
model with modified number of exciton as 1 using the Tripathi and Geisha cross-section data set.
While the precompound model (with exciton number of 1) provides a narrower peak,
the reason for the broad peak using the default physics lists is still not clear. Figure
6.16 provides a glimpse into the reason behind the broad peak by disabling the Doppler
Broadening of the prompt gammas, producing sharp gamma peaks. The 4.438 MeV gamma
peak is very noticeable, particular for the exciton = 1 spectra, but there is a second peak at
4.33 MeV that is equally prominent in the exciton = 2 spectra. This peak comes from the
following simulated reactions [12C(p, d)11C* or 12C(p, np)11C*], which have been artificially
amplified through the Geant4 Physics processes. Unfortunately, no option exists to disable
Doppler Broadening for the Binary Cascade model, but simulations have shown that the
11C reactions listed above also occur at a equal rate to the expected 12C(p, x)12C* reaction,
thus explaining the broad 4.438 MeV gamma peak.
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Figure 6.16: Prompt gamma spectrum with Doppler broadening ignored for the precompound
model using the Geisha inelastic cross-section data set with the carbon target and 80 MeV incident
proton. Note the sharp increase in the 4.438 MeV peak when the exciton number is changed to
1.
Now, looking at 80 MeV proton collisions with the Mylar target. All of the various physics
options used with the carbon target have been repeated for the Mylar target, as shown in
figure 6.17. One additional physics option (the precompound model plus Fermi breakup)
was included. The Fermi breakup model was used in previous work (Jeyasugiththan and
Peterson (2015)) to successfully produce the 6.129 MeV gamma peak from proton collisions
with Oxygen. Unfortunately, none of the physics options were able to produce a 6.129 MeV
gamma peak in version 10.01.p03. As shown in figure 6.17, most of the physics models
produced a broad peak around 6.5 MeV, which appears to come from a mixture of reaction
(16O(p, n)15O*, 16O(p, d)14N*, 16O(p, an)11C*), instead of the expected reaction (16O(p,
x)16O*) as shown by the grouping of peaks near 6.5 MeV in figure 6.18. It is not clear at
this time why the 6.129 MeV peak does not appear for this version of Geant4 (v10.01.p03)
when previous versions (v09.06.p04) were able to produce the peaks.
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Figure 6.17: Prompt gamma spectra comparison for mylar target using different physics lists with
available cross-section data set and modified and default exciton number.
Figure 6.18: Prompt gamma spectrum with Doppler broadening ignored for the precompound
model using the Tripathi inelastic cross-section data set with the Mylar target.
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NOTE: On 09 December 2016, the latest version of Geant4 (v10.03) was released by the
Geant4 Collaboration. We decided to run 80 MeV proton collisions on the Mylar target
using the Xsection code. The results are shown in figure 6.19. There are a number of
differences to the spectra from figure 6.17 using the previous version of Geant4 (v10.01.p03),
but the most striking feature is the presence of the 6.129 MeV gamma peak, as well as peaks
at 6.129 and 7.115 MeV. According to the Geant4 10.3 Release Notes (G4.10.3 (2016)),
two changes most likely contributed to the appearance of the 6.129 MeV peak. First,
they "achieved consistent set of data - G4ENSDFSTATE-2.1, G4RadioactiveDecay-5.1,
G4PhotonEvaporation-4.3, in terms of isomer excitation levels - and physics models which
use these data - radioactive-decay and photon-evaporation, in terms of energy and lifetime
of excited nuclides". Second, the "precompound/de-excitation code has been restructured
in order to use the same data as radioactive-decay model and former, internal hard-coded
data are not used any longer". This was only a very brief investigation into the latest
version of Geant4, but it looks like the latest updates to the code might be a good start
toward producing high-quality prompt gamma simulations using Geant4.
Figure 6.19: Prompt gamma spectra comparison for the mylar target using different physics lists
with the latest version of Geant4 (10.3)
114
6.4.3 Calculating simulated differential cross-section
As discussed in section 5.2.2, the same method was used to calculate the simulated differ-
ential cross-sections. For the simulations, the differential cross sections were only measured
for the 4.438 MeV gamma peak from the carbon and mylar targets. Figure 6.20 shows the
4.438 MeV photo peaks. Figure 6.21 shows the suppressed 6.129 MeV photo peaks. The
results for the averaged differential cross-section at three different angles at five different
energies are shown in table 6.2. Due to the suppressed 6.129 MeV peak, the differential
cross-section for the 6.129 MeV 16O gamma was not calculated.
(a) (b)
(c)
Figure 6.20: 4.438 MeV photo peak with a manually added background line (red line) for the 95
MeV proton collision with the Carbon target for germanium crystals placed at 900, germanium




Figure 6.21: 6.129 MeV photo peak with a manually added background line (red line) for the 95
MeV proton collision with the Carbon target for germanium crystals placed at 900, germanium
crystals placed at 1300, and germanium crystals placed at 1400 respectively.

















66 2.99± 0.16 2.81± 0.14 2.95± 0.15
80 2.37± 0.12 2.18± 0.11 2.32± 0.12
95 1.75± 0.10 1.46± 0.08 1.60± 0.08
110 1.60± 0.09 1.34± 0.07 1.42± 0.07
125 1.37± 0.07 1.15± 0.04 1.17± 0.07
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66 2.97± 0.15 2.36± 0.14 2.48± 0.15
80 2.24± 0.12 1.97± 0.11 2.16± 0.12
95 1.61± 0.09 1.44± 0.08 1.52± 0.08
110 1.46± 0.07 1.33± 0.07 1.35± 0.07
125 1.22± 0.07 1.10± 0.06 1.18± 0.06
6.4.4 Angular distribution of 4.438 MeV in Geant4 simulation
As described in section 5.3.3, the angular distribution of the 4.438 MeV gamma-ray line
from 12C was obtained by using a fourth order Legendre polynomial function (see equation
3.8). The fourth order Legendre polynomial function was fit with measured differential
cross-section values. Using the curve_fit function in the Scipy module in python, the
Legendre coefficients were obtained and are shown in table 6.4. The angular distribution
of 4.438 MeV 12C for 66 MeV, 80 MeV, 95 MeV, 110 MeV, and 125 MeV proton energies
are shown in figures 6.23(a), 6.23(b), 6.23(c), 6.23(d), and 6.23(e), respectively.
The angular distribution of the 4.438 MeV from mylar target was also fitted using python
to measure the cross-section of 4.438 MeV. The obtained Legendre coefficients during the
fit are shown in table 6.5. The angular distribution of 4.438 MeV of mylar target for 66
MeV, 80 MeV, 95 MeV, 110 MeV, and 125 MeV proton energies are shown in figures 6.24(a),





Figure 6.22: Angular distribution for the simulated 12C 4.438 MeV gamma-ray line at 66 (a), 80
(b), 95 (c), 110 (d), 125 (e) MeV proton energies. The solid line are the fitted curve according
to the 4th order Legendre polynomial using python. The circle are the differential cross section





Figure 6.23: Angular distribution for the simulated mylar 4.438 MeV gamma-ray line at 66 (a),
80 (b), 95 (c), 110 (d), 125 (e) MeV proton energies. The solid line are the fitted curve according
to the 4th order Legendre polynomial using python. The circle are the differential cross section
values with their associated uncertainty.
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Table 6.4: Legendre coefficients from the angular distribution fit using python for the
simulated 4.438 MeV gamma from the carbon target
Energy (MeV) a0 a2 a4
66 2.98067671 0.3390689 0.48948732
80 2.34856505 0.31886259 0.47350998
95 1.68026179 0.29964268 0.59386548
110 1.50809289 0.14581975 0.43657863
125 1.26519136 -0.01132849 0.27585171
Table 6.5: Legendre coefficients from the angular distribution fit using python for the
simulated 4.438 MeV gamma from the mylar target
Energy (MeV) a0 a2 a4
66 2.7079386 0.100824 0.84019573
80 2.20902807 0.43555683 0.67053426
95 1.5693157 0.16711294 0.33850871
110 1.40312295 0.02169636 0.18646728
125 1.20573854 0.20071812 0.31312138
6.4.5 Total cross-section measurement in Geant4 simulation
As discussed in section 5.3.5, the Legendre polynomial coefficients were obtained by fit-
ting Legendre polynomials to the differential cross-section data. The total cross-section is
proportional to the zeroth-order Legendre coefficient a0 and was calculated by multiplying
a0 by 4π. The simulated total cross-sections for the 4.438 MeV gamma-ray line from the
12C and mylar targets at five different energies are given in the table 6.6. The total cross-
section versus energy plot for the 4.438 MeV gamma from the carbon and mylar targets is
shown in figure 6.23
Table 6.6: Simulated cross-section results for the 4.438 MeV gamma-ray line for 12C and
mylar targets
Energy(MeV ) σ(mb) (carbon) σ(mb) (mylar) Percent difference
66 37.5± 1.5 34.0± 1.5 9.33%
80 29.5± 1.2 27.8± 1.2 5.76%
95 21.11± 0.83 19.72± 0.82 6.58%
110 18.95± 0.69 17.63± 0.68 6.97%
125 15.90± 0.63 15.15± 0.62 4.72%
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Chapter 7
Comparison of experimental and
simulated results
This section focuses on comparison of the simulated and experimental results. It includes
an absolute comparison of the simulated and experimental prompt gamma spectra for the
carbon and mylar targets. There is also a comparison of the 4.438 MeV photo peaks from
both the carbon and mylar targets using experimental and simulated data. Next, the
simulated total cross-section results for the 4.438 MeV photo peak are compared to the
experimental results. Finally, the measured and simulated results are compared against
available experimental cross-section data.
7.1 Prompt gamma spectra from carbon target
The prompt gamma energy spectra were simulated and experimentally measured at five
different energies (66, 80, 95, 110, 125 MeV). For this absolute comparison, the prompt
gamma spectra for the 95 MeV proton beam was considered. The other four energies pro-
duced similar results. In order to make an absolute comparison between the experimental
and simulated results, three primary factors were considered: the difference in the number
of incident protons, the difference in the target thickness and the absolute detector effi-
ciency correction factor. Each of these elements resulted in a correction to the simulated
spectra. First, the difference in the number of incident protons was corrected by multiply-
ing the simulated spectra by the ratio of the total number of protons from the experimental
run to the total number of simulated protons. Next, the difference in the target thickness
was corrected by multiplying the simulated spectra by the ratio of the experimental target
thickness to the simulated target thickness. This is based on the dependence of the cross-
section on target thickness as shown in Equation 1.9. Lastly, the difference in the absolute
detector efficiency (described in Section 5.2) needed to be corrected for each crystal indi-
vidually based in the absolute detector efficiency correction factors listed in Table 5.3. The
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simulated spectra from each crystal was divided by its respective correction factor. The
combination of these corrections provided a way to make an absolute comparison of the
experimental and simulated spectra, as shown in figure 7.1 and figure 7.3.
The absolute comparison of the prompt gamma spectra for the carbon target between
the simulation and the experiment is shown in figure 7.1. Overall, the two spectra align
quite well, showing good peak agreement along the energy scale, particularly for the 4.438
MeV peak. The spectra also agree reasonably well in the number of counts with a two
noticeable gaps (between 2.0 and 3.5 MeV and above 4.5 MeV) where the simulation spectra
is higher than the experimental spectra. The stretches where the simulations spectra are
higher could be a result of the historic overestimation of the prompt gamma production
in Geant4 or possibly the timing settings of the simulated Compton suppression. Looking
more closely at the 4.438 MeV 12 photo peak, the simulated peak is broader than the
experimental peak. And as mentioned in Chapter 6, the single escape peak from the 4.438
MeV gamma is missing from the simulated spectra, while it appears in the experimental,
as well as the double escape peak in both spectra. The shape of the 4.438 MeV 12 photo
peak will be discussed further in the next section.
Figure 7.1: Prompt gamma spectra comparison of the experimental and simulated results for a
95 MeV proton collision on the carbon target. The red line shows the corrected Geant4 simulated
spectrum and the black line shows the experimental spectrum. Inset: Enlarged view of the 4.438
MeV gamma peak.
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7.1.1 Comparison of simulated and experimental 4.438 MeV photo
peak from 12C
An enlarged view of the simulated and experimental 4.438 MeV photo peaks from 12C at
90o, 130o, and 140o are shown in figure 7.2. The shape of the 4.438 MeV peaks have some
unique characteristics and significant differences. Starting with the experimental results,
the 4.438 MeV photon peak is relatively wide and has a distinct double peak appearance
that changes with angle. Both of these attributes are a product of Doppler Broadening.
The life time of the 4.438 MeV gamma-ray line emission of 12C is 6.1 × 10−14 second or
61 femto-seconds. In a (p, p′γ) reaction, the produced gamma ray line width depends on
whether the life-time of γ-ray emitting state is less than or greater than the slowing time
of the recoiling-ion in the target. If the life time of the excited nucleus is on the order
of pico-seconds or longer in a solid target, there will not be Doppler broadening, but the
gamma-ray transition will be a narrow line. On the contrary, if the life time is in femto-
second or shorter (as the 4.438 MeV from 12C), the gamma-ray line will be a broader line
[Lang et al. (1987)], as observed in figure 7.2. The double peak, also a product of the
de-excitation life-time, comes from the "coherent Doppler shift" (Kolata et al. (1967)). For
specific types of de-excitations (including 2+ to 0) with short life-times, the Doppler shift
produces a symmetric double peak at 90 degrees, as seen in figure 7.2. The double peak
fades as the detector shifts away from 90 degrees, which is also observed in the experimental
spectra.
Now, for the simulated 4.438 MeV gamma peak, the peak is also a broad peak with a
hint of a double peak, but does not do a good job replicating the experimental results.
As discussed in Section 6.4.2, the simulated 4.438 photo peak is unusually broad due to
additional reactions such as 12C(p, d)11C* or 12C(p, np)11C* being incorrectly simulated
by the Geant4 physics list. The presence of the double peak indicates that Geant4 seems
to have incorporated the Doppler shift mentioned above into their physics models but
unfortunately, the shift moves in the wrong direction. Instead of being symmetric at 90
degrees and then decreasing as the angle increases, the opposite effect is observed. It is
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possible that there is a compounding effect occurring that is skewing the results, but it is
difficult to determine from these plots. Either way, the simulated shape of the 4.438 MeV
photo peak from 12C does not adequately match the shape of the experimental peak.
(a) (b)
(c)
Figure 7.2: Simulated and experimental 4.438 MeV photo peak comparison for a 95 MeV proton
collision on the Carbon target at 90o, 130o, and 140o clovers, respectively. The simulated spectra
was not corrected for absolute comparison in this figure in order to better see the shape of the
two spectra.
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7.2 Prompt gamma spectra from mylar target
For the absolute prompt gamma spectra comparison for the mylar target, the energy
spectra for the 95 MeV proton beam was again considered. In order to make an absolute
comparison between the experimental and simulated results, the same procedures were
followed as explained above. The absolute prompt gamma spectra comparison for 95 MeV
protons on the mylar target is shown in figure 7.3. As with the spectra for the carbon
target, the spectra align well along the energy scale, particularly for the 4.438 MeV peak
(and the single and double escape peaks). As for alignment of the number of counts,
the mylar spectra align considerably better than the carbon spectra, with no major gaps
between the spectra except for around 6.0 MeV. Looking more closely at the 4.438 MeV
12 photo peak, the simulated peak is again broader than the experimental peak as seen in
the carbon spectra. The experimental 6.129 MeV 16O photo peak (with single and double
escape peaks) is very sharp, but unfortunately there is no simulated 6.129 MeV peak for
comparison. The shape of the 4.438 MeV 12 photo peak will be discussed further in the
next section.
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Figure 7.3: Prompt gamma spectra comparison of the experimental and simulated results for a
95 MeV proton collision on the mylar target. The red line shows the corrected Geant4 simulated
spectrum and the black line shows the experimental spectrum. Inset: Enlarged view of the 4.438
MeV gamma peak.
7.2.1 Comparison of simulated and experimental 4.438 MeV photo
peak from Mylar target
An enlarged view of the simulated and experimental 4.438 MeV photo peaks from the
mylar target at 90o, 130o, and 140o is shown in figure 7.4. The shape of the peaks from
the mylar target exhibit the same characterisitcis as the 4.438 MeV peaks from the carbon
target, broadened and double peaks. For the experimental peaks, the shape of the 4.438
MeV gamma peak from the mylar target is virtually identical to the peaks from the carbon
target, as shown in figure 7.5. While the carbon peaks appear to be a bit taller, the width
of the peaks and the behavior of the double peaks is exactly the same. For the simulated
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prominent in the 90 degrees panel of figure 7.6. Simulations confirmed that this shift can
be attributed to a decreased number of the additional reactions [12C(p, d)11C* or 12C(p,
np)11C*] that resulted in the broadening of the 4.438 MeV gamma peak from the carbon
target. This also seems to decrease the appearance of the double peak at 130 and 140
degrees, suggesting that there is an angular Doppler shift occurring for the 4.438 MeV
gamma in the Geant4 simulation.
(a) (b)
(c)
Figure 7.4: Simulated and experimental 4.438 MeV photo peak comparison for a 95 MeV proton
collision on the Mylar target at 90o, 130o, and 140o clovers, respectively. The simulated spectra





Figure 7.5: Experimental 4.438 MeV photo peak comparison for a 95 MeV proton collision on
the Carbon and Mylar targets at 90o, 130o, and 140o clovers, respectively. The spectra were




Figure 7.6: Simulated 4.438 MeV photo peak comparison for a 95 MeV proton collision on the Car-
bon and Mylar targets at 90o, 130o, and 140o clovers, respectively. The spectra were intentionally
shifted in order to better see the shape of the two spectra.
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7.3 Comparison of experimental and simulated total
cross section results
This section compares the total cross-section results for the 4.438 MeV gamma photo peak
from both the carbon and mylar targets and the 6.129 MeV gamma photo peak from
the mylar target. The experimental total cross-section results were originally discussed
in Section 5.3.5 and the simulated total cross-section results were originally discussed in
Section 6.4.5. The total cross-section results are also compared to existing published cross-
section results for both the 4.438 MeV and 6.129 MeV gamma peaks.
7.3.1 Experimental and simulated cross-section comparison for
the 4.438 MeV photo peak
The total cross-section results for the 4.438 MeV gamma peak from the carbon target as
shown in 7.1 and from the mylar target in 7.2. These results are also shown in figure 7.7.
Comparing the experimental and simulated results reveals that the difference between the
results at each energy vary from 26% to 64% with the simulated results being higher than
the experimental at all energies and for both targets. The reason for the significantly
higher simulated total cross-section values to two-fold. First, the 4.438 MeV gamma peak
from the carbon target included additional 4.33 MeV gammas from the 12C(p, d)11C* or
12C(p, np)11C* reactions thus increasing the reaction cross-section. Although a contributing
factor, it is unlikely to have produced the full (up to 64%) difference between the simulated
and experimental results. Second, and probably a larger contributor to the difference, there
is an overestimation in the 4.438 MeV gamma produced by the 12C(p,x)12C* reaction in
physics of Geant4.
Comparing the carbon and mylar cross-section shows that, on average, the percent differ-
ence for the 4.438 MeV peak from the carbon target (52.1%) is greater than the percent
difference from the mylar target (31.2%). This can also be seen in figure 7.7 where the
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Table 7.1: Comparison of experimental total cross-section (σ) results against simulated
results for 4.438 MeV gamma-ray line for 12C
Energy(MeV ) σ (mb) (Exp) σ (mb) (Sim) Percent difference
66 25.1± 1.1 37.5± 1.5 49.40%
80 19.67± 0.88 29.5± 1.2 49.97%
95 14.13± 0.63 21.11± 0.83 49.39%
110 11.54± 0.51 18.95± 0.69 64.21%
125 10.40± 0.41 15.90± 0.63 52.88%
Table 7.2: Comparison of experimental total cross-section results against simulated results
for 4.438 MeV gamma-ray line for mylar target
Energy(MeV ) σ (mb) (Exp) σ (mb) (Sim) Percent difference
66 25.4± 1.2 34.0± 1.5 33.86%
80 21.98± 0.99 27.8± 1.2 26.48%
95 15.40± 0.70 19.72± 0.82 28.05%
110 13.16± 0.60 17.63± 0.68 33.97%
125 11.19± 0.51 15.15± 0.62 35.39%
gap between the two mylar lines is smaller than the gap between the carbon lines. First,
looking at the simulated results reveals that the carbon values are about 7.6% higher than
the mylar values. As discussed in Section 6.4.2, the number of 4.33 MeV gammas that
were counted as part of the 4.438 MeV gamma peak is significantly less for the mylar
target than for the carbon target, supporting the assertion that these additional gammas
did not fully contribute to the 52.1% difference between simulated and experimental cross-
section values for the carbon target. Second, looking at the experimental results shows
that the mylar values are about 7.8% higher than the carbon values. These higher val-
ues are likely due to the fact that mylar is a compound target, containing both carbon
and oxygen, thus the 4.438 MeV gamma peak contains gammas from two reactions, the
12C(p,x)12C* and 16O(p,ax)12C* reactions. But, again, this is not the sole contributor to
the difference between the experimental and simulated cross-section values, pointing to a
systematic difference between the two set of values, possibly due to the physics models in
Geant4.
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Figure 7.7: Comparison of experimental total cross-section results against simulated results for
4.438 MeV gamma from carbon and mylar targets.
Figure 7.8 shows the total cross-section comparison of simulated and experimental total
cross-section data with available experimental cross-section data for the 4.438 MeV photo
peak from both the carbon and mylar targets. At first glance, the gap between the simu-
lated and experimental results from this work can be clearly seen. The cross-section results
from this work also appear to be higher than what would be expected from the available
experimental data. Due to the sparsity of the data in the 66 to 125 MeV energy range (only
two previously measured points fall into that energy range), it is difficult to determine if
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Figure 7.8: Comparison of measured and simulated total cross-section values for the 4.438 MeV
photo peak with available experimental cross-section data.
7.3.2 Experimental and published cross-section comparison for
the 6.129 MeV photo peak
For the 6.129 MeV cross-section data, only the experimental results are available to compare
to the available experimental results. Figure 7.9 shows the total cross-section comparison
of the experimental total cross-section data with available experimental cross-section data
for the 6.129 MeV photo peak from the mylar target. As with the 4.438 MeV peak, these
new cross-section results appear to be higher than the expected values, but due to the
sparsity of the data, it is hard to determine if these data points are indeed too high.
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Although, particularly for the 6.129 MeV photo peak measurements, the lack of a fourth
angular measurement does cast some uncertainty on this data set. Both the mylar and
carbon targets would benefit from additional angular measurements.
Figure 7.9: Comparison of measured total cross-section values for the 6.129 MeV photo peak from




This thesis presents a comparison of prompt gamma cross-section data from both experi-
ment and simulation. In this dissertation, there were two specific aims. The first specific
aim was to measure the prompt gamma cross-section reactions from carbon and oxygen
using the AFRODITE clover detectors. The second aim was to model the AFRODITE
detector system using the Geant4 Monte-Carlo transport code for analyzing the feasibil-
ity of the Geant4 hadronic interaction physics list for the application of prompt gamma
production in the therapeutic range by comparing to experimental results.
For the experimental study, the prompt gamma cross-sections were measured for the 4.438
MeV gamma peak from 12C (carbon and mylar) and the 6.129 MeV gamma peak from 16O
(mylar) at five different energies 66 MeV, 80 MeV, 95 MeV, 110 MeV and 125 MeV. The
cross-section calculation faced some difficulties, like a broad and split 4.438 MeV 12C peak
due to Doppler broadening and a lack of sufficient angular measurements for the 6.129
MeV 16O peak.
For the simulation study, the AFRODITE detector system was modeled using the Geant4
Monte-Carlo code (version 10.01.p03) and was validated by comparing to experimentally
measured gamma spectrum using three standard gamma emitting sources, 137Cs, 60Co,
and 162Eu. This validation of the AFRODITE model led to the conclusion our Geant4
AFRODITE model had a slightly higher efficiency than the actual detector setup. The
reason for this higher efficiency was determined to be due to the fact that the simu-
lated Compton suppression detectors worked about 15% better than the actual Compton
suppression detectors. This increased efficiency doesn’t impact the prompt gamma cross-
section calculations since the efficiency response curves are determined individually for the
experiment and simulation studies.
For the prompt gamma simulations, the target thickness was increased to 0.5 mm in order to
optimize the computation time while increasing the prompt gamma cross-section statistics.
As in the experimental study, the prompt gamma spectra were simulated for five different
energies (66 MeV, 80 MeV, 95 MeV, 110 MeV and 125 MeV) and two targets (carbon
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and mylar). The recommended physics model for proton collisions below 10 GeV (the
Geant4 binary cascade model for hadronic inelastic reactions) was used for the AFRODITE
simulations. The total cross-section values were calculated for the 4.438 MeV 12C peak
using the carbon and mylar targets. While using the Geant4 binary cascade model, two
problems arose during the simulations. First, the 4.438 MeV 12C photo peak was unusually
broad and, second, the 6.129 MeV 16O photo peak was very suppressed in the simulated
prompt gamma spectra.
The above mentioned problems were analysed with the Xsection code, which measured
the prompt gamma production over a 4π solid angle using different physics models and
inelastic cross-section data sets. Prompt gamma spectra were simulated for the carbon
target using the Geant4 binary cascade and the precompound model, while selecting two
different inelastic cross-section data sets (Geisha-default and Tripathi) and modifying the
exciton number in the precompound model between 1 and 2 (default). According to the
simulated prompt gamma spectra, the precompound model with an exciton number of 1
and the default (Geisha) cross-section data set significantly narrow the 4.438 MeV photo
peak. The same procedures were repeated to try and finding a solution for the suppressed
6.129 MeV 16O peak, but unfortunately, the 6.129 MeV 16O peak could not be observed in
any of the tested Geant4 physics lists.
The total cross-section values for the 4.438 MeV 12C photo peak were measured from the
carbon and mylar targets in both the experiment and the simulation and the obtained
results were compared. For the 4.438 MeV cross-section values from the carbon target, the
Geant4 simulated results were up to 64% higher than the experimental cross-section values
due to additional reactions [12C(p, d)11C*, 12C(p, np)11C*] contributing to the 4.438 MeV
peak. The simulated cross-section results for the 4.438 MeV peak from the mylar target
were also higher than the experimental results, but only up to 35%. The experimental
4.438 MeV cross-section values from the mylar target had slightly higher values (7%) than
the experimental values from the carbon target because mylar contains both carbon and
oxygen, thus getting contribution from the 16O(p,x)12C* reaction as well. By contrast,
the simulated mylar results for the 4.438 MeV peak were above 7% lower than the carbon
results due to a lack of the additional reactions [12C(p, d)11C*, 12C(p, np)11C*] that boosted
the simulated carbon target results.
The total cross-section results (both experimental and simulated 4.438 MeV peak results
from carbon and mylar as well as experimental 6.129 MeV peak results from mylar) results
were compared to the available experimental data. Due to the scarcity of the available
data, it is difficult to make any direct comparisons to existing data, but all of the total
cross-section data from the work appears to be higher than the expected values based on
what is currently available. While it is unclear why these results might be higher than
previous measured results, it is quite clear that the Geant4 simulated cross-section results
are 30% to 40% higher than the measured cross-section results. Since the energy spectra
from the AFRODITE detector (both experimental and simulated) went through the same
calculation procedures, this difference is not a product of the cross-section calculations, but
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of the Geant4 code itself. The two candidates are the geometry model of the AFRODITE
detector or the Geant4 physics models in the AFRODITE code. Based on previous reports,
the second seems to the the most likely prospect.
Looking to the future, the two recommended areas of further work would be: First, to
repeat the experimental AFRODITE measurements with additional clover detectors placed
at more than three angles, with at least four angles suggested in order to improve the
fitting of the angular distribution. Second, to re-run the AFRODITE simulations in order
to recalculate the cross-section values for the 4.438 MeV peak using the suggested physics
list from the Xsection code and to use the latest version of the Geant4 code (v10.03) for
the 6.129 MeV cross-sections from the mylar target. The Geant4 improvements are already
being implemented and will appear in the publication of this work.
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The photo electric effect is defined as the ejection of electron from the matter after the
absorption of photon in the material. For the simulation of this process, parameterized
photon absorption cross section is used to find mean free path. Data set of atomic shell is
used to determine the ejected electron energy and K-shell angular distribution to find the
direction of electron. The equation for the parameterized photon absorption cross section











To generate the coefficients a, b, c, and d, an experimental data set is used to fit in some
energy intervals. Least squares method is employed for fitting. The boundaries of these
energy intervals are equal to the related photoabsorption edges.





where, nati is the number of atoms per volume for ith element in compound material. The
mean free path and cross section are calculated on the fly since both are discontinuous.
The probability of photon interaction with ith element is given by,




The photon can be absorbed if Eγ > Bshell, where Bshell is the shell energy which depends
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on atomic number Z of the material. The kinetic energy of emitted photoelectron is:
Tphotoelectron = Eγ −Bshell (Zi) (A.4)
More details of this process can be found in the Geant4 physics reference manual [Geant4
(2015)].
A.0.4 Compton scattering
The Compton scattering is defined as an inelastic scattering of photon on the atom with
releasing an electron. Compton scattering of a photon is simulated by using an empirical






+ P2(Z) + P3(Z)X + P4(Z)X
2
1 + aX + bX2 + cX3
]
(A.5)
where, Z is the atomic number of the medium, Eγ is the energy of photon, X = Eγ/mc2,
m is mass of electron, and Pi(Z) = Z(di + eiZ + fiZ2). The parameters are determined
within the method which evaluate the cross section per atom. To extract the parameters,
over 511 data points [Hubbell et al. (1980), Storm.H and Israel.H.I (1970)] are chosen for
fitting in the intervals 1 ≤ Z ≤ 100 and Eγ ∈ [10 keV, 100 GeV]. The scattering angle and
energy of photon are determined by using Klein-Nishina differential cross section formula
for this simulation.


















where, re is an radius of classical electron,mec2 is an electron mass, E0 is an incident photon
energy, ε = E1/E0, and E1 is scattered photon energy. Assuming an elastic collision,




mec2 + E0(1− cosθ)
(A.7)





The function can be set to sample the photon energy by using combination of composi-
tion and rejection Monte Carlo method [Butcher.J.C and Messel.H (1960), Messel.H and
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f(ε) = α1f1(ε) + α2f2(ε) (A.10)
where, f1(ε) = 1/(α1ε), α1 = ln(1/ε), f2(ε) = ε/α2, and α2 = (1 − ε2)/2, f1 and f2 are
probability density functions and g(ε) is the rejection function which satisfies 0 < g(ε) ≤ 1
g(ε) =
[




The sampling procedures are following for ε in a given set of three random numbers r, r′,
and r′′ which are uniformly distributed on the interval [0,1].
Step 1: If r < α1/α1 + α2, f1(ε) will be selected otherwise f2(ε)
Step 2: ε will be sampled from the following distributions corresponding to f1 and f2.
For f1: ε = εr
′
0 ( ≡ exp(− r′α1))
For f2: ε2 = ε20 + (1− ε20)r′
Step 3: The angle θ will be calculated using the following formula
sin2θ = t(2− t) where, t ≡ (1− cosθ) = mec2(1− ε)/(E0ε)
Step 4: To test the rejection function, if g(ε) ≥ r′′ ε will be accepted otherwise it will start
again from step 1 [Geant4 (2015)].
A.0.5 Gamma conversion
If the gamma ray has an energy greater than rest mass of pair (2me = 1.022 MeV), it can
produce an electron and positron pair. In order to conserve energy and momentum, this
interaction must be taken place in the Coulomb field of the target material. If the photon
has the energy larger than 1.022 MeV, the remaining energy is divided between the pair
as kinetic energy.
The total cross section per atom for a gamma conversion into an electron positron pair is
given by [Hubbell et al. (1980), Heitler.W (1957)]
σ (Z,Eγ) = Z(Z + 1)
[





where, X = ln(Eγ/mec2), Z and Eγ are atomic number of the nuclei and incident gamma
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energy respectively and the functions of Fn are given by
F1(X) = a0 + a1X + a2X2 + a3X3 + a4X4 + a5X5 (A.13)
F2(X) = b0 + b1X + b2X2 + b3X3 + b4X4 + b5X5 (A.14)
F3(X) = c0 + c1X + c2X2 + c3X3 + c4X4 + c5X5 (A.15)
The parameters ai, bi, and ci can be found by using least-squares fit to the data set [Hubbell
et al. (1980)]. The parameters are in the following range, 1 ≤ Z ≤ 100 and Eγ ∈ [1.5 MeV,
100 GeV]. To extrapolate the data, the following equation is used






The mean free path for the photon conversion into an electron and positron pair (e−, e+)
in a given material is given by the equation 2.2.
The electron cloud leads to additional contribution to the pair production which is given
by,




The Bethe-Heitler formula for the cross section after some corrections and algebraic ma-
nipulation can be written:
dσ (Z, ε)
dε












F10, f1 (ε) = 3[ 12−εmin]2 [
1
2 − ε]
2, g1 (ε) = F1(ε)F10 , N2 =
3
2F20,




f1 (ε) and f2 (ε) are probability density functions and g1 (ε) and g2 (ε) are rejection func-
tions. The interval for probability density function is ε ∈ [εmin, 1/2] and the rejection
function is valid only if 0 < gi(ε) ≤ 1.
The probability of gamma conversion interaction for ith element in compound material can
be written as,




Sampling procedures for this interaction is following,
let (ra, rb, rc) are uniformly distributed random numbers.
Step 1: The random number ra will be used to choose decomposition term in the equation
2.18. If ra < N1/(N1 +N2), f1 (ε) g1 (ε) will be selected otherwise f2 (ε) g2 (ε).
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Step 2: ε will be sampled from f1 (ε) or f2 (ε) with rb:













Step 3: If g1 (ε) or g2 (ε) < rc, ε will be rejected.
More details of this process can be found in the Geant4 physics reference manual [Geant4
(2015)].
A.0.6 Ionization
The Geant4 handles the energy loss processes for e+/e−, µ+, µ− and the charged hadrons
in a similar way. The continuous and discrete energy loss must be considered for any
of energy loss processes. The energy loss below a given threshold is continuous and the
energy above the threshold is simulated by the production of secondary particles (gammas,
positrons, and electrons). The transferable maximum energy to free electron is given by,
Tmax =
{
E −mc2 for e+
(E −mc2) for e− (A.20)
where, mc2 is the electron mass. The energy loss above a given threshold is simulated by
the delta rays production by Möller scattering (e−e−), or Bhabha scattering (e+e−). Below





be the differential cross section per atom to eject a secondary particle with kinetic energy
E by an incident particle of total energy E in a material of density ρ. The mean rate of









where, Tcut is the production threshold / cut off kinetic energy and nat is the number of
atoms per volume.







where, Tmax is the transferable maximum energy to the secondary particle. In case of
multiple processes of energy loss for a given particle, then the energy loss for the total
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The total cross section per atom for Möller (e−e−) and Bhabha (e+e−) scattering is obtained
by integrating the equation 2.23. Tcut is always 1 keV or larger in Geant4 simulation. If
delta rays energies much larger than excitation energy of the material (T  I), the total
cross section is considered as Möller scattering [Messel.H and Crawford.D (1970)].
σ(Z,E, Tcut) =
2πr2eZ




































B1 = 2− y2
β2 = 1− (1/γ2) B2 = (1− 2y)(3 + y2)
x = Tcut/(E −mc2) B3 = (1− 2y)2 + (1− 2y)3
y = 1/(γ + 1) B4 = (1− 2y)3
These formulae give total cross section above the threshold (T thrMoller = 2Tcut, T thrBhabha = Tcut).
The mean free path is given by,
λ = (nat.σ)−1 or λ = (Σinati.σi)−1 (A.27)
During the initialization stage of simulation, these values are determined and stored in the
differential cross section table. According the material, the ranges of the particle can be
determined and stored. The continuous energy loss and range can be retrieved during run
time [Geant4 (2015)].
A.0.7 Bremsstrahlung
Bremsstrahlung is a braking radiation produces when the charged particle is deflected
through by another charged particle influence. The energy loss of electrons or positrons






be the differential cross section for the Bremsstrahlung radiation energy of k and kinetic
energy of electron T in the Coulomb field of atomic charge Z. If the photon energy is below
the cut-off value (kc), the soft photons are treated as continuous energy loss. The mean
value of electron energy loss is given by,







For the photon radiation energy above the cut off value, the total cross section is given by,






The energy loss and the cross section have been parameterized in EEDL (Evaluated Elec-
trons Data Library) data set [Perkins et al. (1991)].
A.0.8 Positron-electron annihilation
This process simulates in-flight annihilation of an electron and positron. It is assumed that
the electron is initially free and rest. If annihilation process produce one, three or more
which are ignored since these processes are negligible comparing with production of two
photons.
The cross section per atom for the annihilation in flight of positron and electron is given






γ2 + 4γ + 1










where, E is total energy of incident positron, γ = E/mc2, and re is the classical electron












B.1 Energy calibration results
Energy calibration details for each high purity germanium crystals of first four clover
detectors are given in table B.1.
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Table B.1: The energy calibration curve details for each high purity germanium crystals



















Energy calibration details for each high purity germanium crystals of last four clover de-
tectors are given in table B.2.
Table B.2: The energy calibration curve details for each high purity germanium crystals



















B.2 Experimental absolute detector efficiency results
Figure B.1: The absolute efficiency response curve for crystal A in a clover 2. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.2: The absolute efficiency response curve for crystal B in a clover 2. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.3: The absolute efficiency response curve for crystal C in a clover 2. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.4: The absolute efficiency response curve for crystal D in a clover 2. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
161
Figure B.5: The absolute efficiency response curve for crystal A in a clover 3. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.6: The absolute efficiency response curve for crystal C in a clover 3. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.7: The absolute efficiency response curve for crystal D in a clover 3. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.8: The absolute efficiency response curve for crystal A in a clover 4. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.9: The absolute efficiency response curve for crystal B in a clover 4. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.10: The absolute efficiency response curve for crystal C in a clover 4. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.11: The absolute efficiency response curve for crystal D in a clover 4. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.12: The absolute efficiency response curve for crystal A in a clover 5. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.13: The absolute efficiency response curve for crystal B in a clover 5. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.14: The absolute efficiency response curve for crystal C in a clover 5. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.15: The absolute efficiency response curve for crystal D in a clover 5. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.16: The absolute efficiency response curve for crystal B in a clover 6. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.17: The absolute efficiency response curve for crystal C in a clover 6. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.18: The absolute efficiency response curve for crystal D in a clover 6. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.19: The absolute efficiency response curve for crystal A in a clover 7. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.20: The absolute efficiency response curve for crystal B in a clover 7. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.21: The absolute efficiency response curve for crystal C in a clover 7. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.22: The absolute efficiency response curve for crystal D in a clover 7. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.23: The absolute efficiency response curve for crystal A in a clover 8. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.24: The absolute efficiency response curve for crystal B in a clover 8. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Figure B.25: The absolute efficiency response curve for crystal C in a clover 8. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
Figure B.26: The absolute efficiency response curve for crystal D in a clover 8. The red triangle
points are experimentally measured absolute detector efficiencies the blue hollow circle points
and green star points are simulated efficiencies using single-energy gamma sources and standard
gamma emitting sources, respectively. Solid line is the third-order exponential fit.
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Table B.3: Absolute detector efficiency for the 4.438 MeV energy for each high purity
germanium crystals with associated uncertainty
Crystal Angle (Degree) ε4.438 U(ε4.438)
C1_HpGe_A 130 6.80× 10−05 1.97× 10−06
C1_HpGe_B 130 7.62× 10−05 2.21× 10−06
C1_HpGe_C 140 8.11× 10−05 2.35× 10−06
C1_HpGe_D 140 9.31× 10−05 2.70× 10−06
C2_HpGe_A 90 7.19× 10−05 2.08× 10−06
C2_HpGe_B 90 6.45× 10−05 1.87× 10−06
C2_HpGe_C 90 7.86× 10−05 2.28× 10−06
C2_HpGe_D 90 6.99× 10−05 2.03× 10−06
C3_HpGe_A 90 7.86× 10−05 2.28× 10−06
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 7.86× 10−05 2.28× 10−06
C3_HpGe_D 90 7.62× 10−05 2.21× 10−06
C4_HpGe_A 90 7.62× 10−05 2.21× 10−06
C4_HpGe_B 90 6.80× 10−05 1.97× 10−06
C4_HpGe_C 90 6.80× 10−05 1.97× 10−06
C4_HpGe_D 90 6.80× 10−05 1.97× 10−06
C5_HpGe_A 130 6.99× 10−05 2.03× 10−06
C5_HpGe_B 130 6.99× 10−05 2.03× 10−06
C5_HpGe_C 140 8.11× 10−05 2.35× 10−06
C5_HpGe_D 140 7.40× 10−05 2.15× 10−06
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 7.40× 10−05 2.15× 10−06
C6_HpGe_C 140 8.38× 10−05 2.43× 10−06
C6_HpGe_D 140 7.86× 10−05 2.28× 10−06
C7_HpGe_A 130 7.40× 10−05 2.15× 10−06
C7_HpGe_B 130 7.86× 10−05 2.28× 10−06
C7_HpGe_C 140 7.40× 10−05 2.15× 10−06
C7_HpGe_D 140 7.86× 10−05 2.28× 10−06
C8_HpGe_A 90 7.86× 10−05 2.28× 10−06
C8_HpGe_B 90 7.40× 10−05 2.15× 10−06
C8_HpGe_C 90 7.86× 10−05 2.28× 10−06
C8_HpGe_D 90 7.86× 10−05 2.28× 10−06
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Table B.4: Absolute detector efficiency for the 6.129 MeV energy for each high purity
germanium crystals with associated uncertainty
Crystal Angle (Degree) ε6.129 U(ε6.129)
C1_HpGe_A 130 4.39× 10−05 1.54× 10−06
C1_HpGe_B 130 4.92× 10−05 1.72× 10−06
C1_HpGe_C 140 5.24× 10−05 1.83× 10−06
C1_HpGe_D 140 6.02× 10−05 2.11× 10−06
C2_HpGe_A 90 4.64× 10−05 1.63× 10−06
C2_HpGe_B 90 4.16× 10−05 1.46× 10−06
C2_HpGe_C 90 5.08× 10−05 1.78× 10−06
C2_HpGe_D 90 4.51× 10−05 1.58× 10−06
C3_HpGe_A 90 5.08× 10−05 1.78× 10−06
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 5.08× 10−05 1.78× 10−06
C3_HpGe_D 90 4.92× 10−05 1.72× 10−06
C4_HpGe_A 90 4.92× 10−05 1.72× 10−06
C4_HpGe_B 90 4.39× 10−05 1.54× 10−06
C4_HpGe_C 90 4.39×−05 1.54× 10−06
C4_HpGe_D 90 4.39× 10−05 1.54× 10−06
C5_HpGe_A 130 4.51× 10−05 1.58× 10−06
C5_HpGe_B 130 4.51× 10−05 1.58× 10−06
C5_HpGe_C 140 5.24× 10−05 1.83× 10−06
C5_HpGe_D 140 4.78× 10−05 1.67× 10−06
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 4.78× 10−05 1.67× 10−06
C6_HpGe_C 140 5.41× 10−05 1.90× 10−06
C6_HpGe_D 140 5.08× 10−05 1.78× 10−06
C7_HpGe_A 130 4.78× 10−05 1.67× 10−06
C7_HpGe_B 130 5.08× 10−05 1.78× 10−06
C7_HpGe_C 140 4.78× 10−05 1.67× 10−06
C7_HpGe_D 140 5.08× 10−05 1.78× 10−06
C8_HpGe_A 90 5.08× 10−05 1.78× 10−06
C8_HpGe_B 90 4.78× 10−05 1.67× 10−06
C8_HpGe_C 90 5.08× 10−05 1.78× 10−06
C8_HpGe_D 90 5.08× 10−05 1.78× 10−06
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Table B.5: Measured differential cross-section values(4.438 MeV) for each high purity ger-
manium crystals for the 66 MeV proton collision on natural carbon target




C1_HpGe_A 130 1.039 0.061
C1_HpGe_B 130 2.197 0.129
C1_HpGe_C 140 2.074 0.122
C1_HpGe_D 140 1.950 0.115
C2_HpGe_A 90 1.820 0.107
C2_HpGe_B 90 2.149 0.127
C2_HpGe_C 90 1.972 0.116
C2_HpGe_D 90 1.786 0.105
C3_HpGe_A 90 2.179 0.128
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.896 0.112
C3_HpGe_D 90 2.007 0.118
C4_HpGe_A 90 2.315 0.136
C4_HpGe_B 90 1.958 0.115
C4_HpGe_C 90 1.834 0.108
C4_HpGe_D 90 1.737 0.102
C5_HpGe_A 130 2.016 0.119
C5_HpGe_B 130 2.075 0.122
C5_HpGe_C 140 2.044 0.121
C5_HpGe_D 140 2.167 0.128
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 2.034 0.120
C6_HpGe_C 140 1.884 0.111
C6_HpGe_D 140 1.927 0.114
C7_HpGe_A 130 2.045 0.121
C7_HpGe_B 130 1.825 0.108
C7_HpGe_C 140 1.943 0.115
C7_HpGe_D 140 1.976 0.117
C8_HpGe_A 90 2.119 0.125
C8_HpGe_B 90 2.316 0.136
C8_HpGe_C 90 1.826 0.107
C8_HpGe_D 90 1.889 0.111
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Table B.6: Measured differential cross-section values(4.438 MeV) for each high purity ger-
manium crystals for the 80 MeV proton collision on natural carbon target




C1_HpGe_A 130 0.916 0.054
C1_HpGe_B 130 1.468 0.087
C1_HpGe_C 140 1.688 0.100
C1_HpGe_D 140 1.426 0.084
C2_HpGe_A 90 1.770 0.104
C2_HpGe_B 90 1.796 0.106
C2_HpGe_C 90 1.546 0.091
C2_HpGe_D 90 1.662 0.098
C3_HpGe_A 90 1.513 0.089
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.551 0.092
C3_HpGe_D 90 1.531 0.090
C4_HpGe_A 90 1.867 0.110
C4_HpGe_B 90 1.668 0.098
C4_HpGe_C 90 1.725 0.101
C4_HpGe_D 90 1.560 0.092
C5_HpGe_A 130 1.599 0.094
C5_HpGe_B 130 1.443 0.086
C5_HpGe_C 140 1.697 0.100
C5_HpGe_D 140 1.592 0.094
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.569 0.093
C6_HpGe_C 140 1.439 0.085
C6_HpGe_D 140 1.224 0.073
C7_HpGe_A 130 1.623 0.096
C7_HpGe_B 130 1.429 0.085
C7_HpGe_C 140 1.697 0.100
C7_HpGe_D 140 1.503 0.089
C8_HpGe_A 90 1.573 0.093
C8_HpGe_B 90 1.538 0.091
C8_HpGe_C 90 1.193 0.071
C8_HpGe_D 90 1.366 0.081
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Table B.7: Measured differential cross-section values(4.438 MeV) for each high purity ger-
manium crystals for the 95 MeV proton collision on natural carbon target




C1_HpGe_A 130 0.636 0.038
C1_HpGe_B 130 1.117 0.066
C1_HpGe_C 140 1.134 0.067
C1_HpGe_D 140 1.038 0.061
C2_HpGe_A 90 1.024 0.061
C2_HpGe_B 90 1.076 0.064
C2_HpGe_C 90 1.482 0.087
C2_HpGe_D 90 1.215 0.072
C3_HpGe_A 90 1.180 0.070
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.290 0.076
C3_HpGe_D 90 1.377 0.081
C4_HpGe_A 90 1.208 0.071
C4_HpGe_B 90 1.453 0.085
C4_HpGe_C 90 1.110 0.065
C4_HpGe_D 90 0.966 0.057
C5_HpGe_A 130 1.125 0.066
C5_HpGe_B 130 0.960 0.057
C5_HpGe_C 140 1.153 0.068
C5_HpGe_D 140 1.365 0.080
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.094 0.065
C6_HpGe_C 140 1.005 0.060
C6_HpGe_D 140 0.787 0.048
C7_HpGe_A 130 0.959 0.057
C7_HpGe_B 130 1.023 0.061
C7_HpGe_C 140 1.111 0.066
C7_HpGe_D 140 1.057 0.063
C8_HpGe_A 90 1.167 0.069
C8_HpGe_B 90 1.182 0.070
C8_HpGe_C 90 0.985 0.058
C8_HpGe_D 90 0.746 0.044
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Table B.8: Measured differential cross-section values(4.438 MeV) for each high purity ger-
manium crystals for the 110 MeV proton collision on natural carbon target




C1_HpGe_A 130 0.631 0.037
C1_HpGe_B 130 0.946 0.056
C1_HpGe_C 140 0.950 0.056
C1_HpGe_D 140 0.858 0.051
C2_HpGe_A 90 1.007 0.059
C2_HpGe_B 90 1.137 0.067
C2_HpGe_C 90 0.804 0.047
C2_HpGe_D 90 0.895 0.053
C3_HpGe_A 90 0.991 0.058
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 0.764 0.045
C3_HpGe_D 90 0.718 0.042
C4_HpGe_A 90 0.990 0.058
C4_HpGe_B 90 1.088 0.064
C4_HpGe_C 90 1.017 0.060
C4_HpGe_D 90 1.047 0.061
C5_HpGe_A 130 1.158 0.068
C5_HpGe_B 130 0.909 0.054
C5_HpGe_C 140 1.029 0.061
C5_HpGe_D 140 0.948 0.056
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 0.853 0.051
C6_HpGe_C 140 0.790 0.047
C6_HpGe_D 140 0.804 0.047
C7_HpGe_A 130 0.891 0.052
C7_HpGe_B 130 0.839 0.050
C7_HpGe_C 140 1.044 0.061
C7_HpGe_D 140 0.823 0.049
C8_HpGe_A 90 0.938 0.055
C8_HpGe_B 90 0.957 0.056
C8_HpGe_C 90 0.879 0.052
C8_HpGe_D 90 0.730 0.043
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Table B.9: Measured differential cross-section values(4.438 MeV) for each high purity ger-
manium crystals for the 125 MeV proton collision on natural carbon target




C1_HpGe_A 130 0.525 0.040
C1_HpGe_B 130 0.904 0.043
C1_HpGe_C 140 0.703 0.039
C1_HpGe_D 140 0.821 0.042
C2_HpGe_A 90 0.770 0.039
C2_HpGe_B 90 0.892 0.039
C2_HpGe_C 90 0.992 0.037
C2_HpGe_D 90 0.908 0.038
C3_HpGe_A 90 1.234 0.040
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.084 0.039
C3_HpGe_D 90 1.083 0.038
C4_HpGe_A 90 0.927 0.035
C4_HpGe_B 90 0.905 0.035
C4_HpGe_C 90 0.771 0.028
C4_HpGe_D 90 0.816 0.035
C5_HpGe_A 130 0.768 0.055
C5_HpGe_B 130 0.846 0.031
C5_HpGe_C 140 0.706 0.043
C5_HpGe_D 140 0.786 0.045
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 0.691 0.043
C6_HpGe_C 140 0.718 0.046
C6_HpGe_D 140 0.837 0.045
C7_HpGe_A 130 0.852 0.048
C7_HpGe_B 130 0.761 0.046
C7_HpGe_C 140 0.873 0.048
C7_HpGe_D 140 0.823 0.051
C8_HpGe_A 90 1.058 0.048
C8_HpGe_B 90 0.923 0.041
C8_HpGe_C 90 0.826 0.038
C8_HpGe_D 90 0.736 0.032
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Table B.10: Measured differential cross-section values(4.438 MeV) for each high purity
germanium crystals for the 66 MeV proton collision on mylar target




C1_HpGe_A 130 1.335 0.080
C1_HpGe_B 130 2.335 0.139
C1_HpGe_C 140 2.071 0.124
C1_HpGe_D 140 2.310 0.137
C2_HpGe_A 90 2.543 0.151
C2_HpGe_B 90 2.500 0.148
C2_HpGe_C 90 2.442 0.145
C2_HpGe_D 90 1.766 0.105
C3_HpGe_A 90 1.943 0.116
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.717 0.102
C3_HpGe_D 90 2.163 0.128
C4_HpGe_A 90 1.986 0.118
C4_HpGe_B 90 1.883 0.112
C4_HpGe_C 90 2.243 0.133
C4_HpGe_D 90 1.815 0.108
C5_HpGe_A 130 2.190 0.130
C5_HpGe_B 130 2.021 0.120
C5_HpGe_C 140 2.071 0.123
C5_HpGe_D 140 2.305 0.138
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.834 0.109
C6_HpGe_C 140 1.872 0.112
C6_HpGe_D 140 2.061 0.124
C7_HpGe_A 130 1.976 0.117
C7_HpGe_B 130 2.135 0.127
C7_HpGe_C 140 1.766 0.105
C7_HpGe_D 140 1.631 0.097
C8_HpGe_A 90 1.713 0.102
C8_HpGe_B 90 2.055 0.122
C8_HpGe_C 90 1.949 0.115
C8_HpGe_D 90 1.829 0.109
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Table B.11: Measured differential cross-section values(4.438 MeV) for each high purity
germanium crystals for the 80 MeV proton collision on mylar target




C1_HpGe_A 130 1.007 0.060
C1_HpGe_B 130 1.694 0.101
C1_HpGe_C 140 1.696 0.101
C1_HpGe_D 140 1.797 0.107
C2_HpGe_A 90 1.927 0.115
C2_HpGe_B 90 1.809 0.108
C2_HpGe_C 90 1.559 0.093
C2_HpGe_D 90 1.811 0.108
C3_HpGe_A 90 1.853 0.111
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.641 0.099
C3_HpGe_D 90 1.340 0.080
C4_HpGe_A 90 1.837 0.109
C4_HpGe_B 90 1.722 0.104
C4_HpGe_C 90 1.754 0.104
C4_HpGe_D 90 1.793 0.107
C5_HpGe_A 130 1.724 0.103
C5_HpGe_B 130 1.961 0.117
C5_HpGe_C 140 1.806 0.108
C5_HpGe_D 140 1.783 0.107
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 2.024 0.120
C6_HpGe_C 140 1.435 0.086
C6_HpGe_D 140 1.744 0.104
C7_HpGe_A 130 1.572 0.094
C7_HpGe_B 130 1.733 0.103
C7_HpGe_C 140 1.820 0.109
C7_HpGe_D 140 1.688 0.101
C8_HpGe_A 90 2.245 0.133
C8_HpGe_B 90 2.023 0.121
C8_HpGe_C 90 1.422 0.085
C8_HpGe_D 90 1.911 0.114
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Table B.12: Measured differential cross-section values(4.438 MeV) for each high purity
germanium crystals for the 95 MeV proton collision on mylar target




C1_HpGe_A 130 0.813 0.048
C1_HpGe_B 130 1.426 0.085
C1_HpGe_C 140 1.233 0.074
C1_HpGe_D 140 1.203 0.072
C2_HpGe_A 90 1.346 0.080
C2_HpGe_B 90 1.475 0.088
C2_HpGe_C 90 1.085 0.065
C2_HpGe_D 90 1.133 0.068
C3_HpGe_A 90 1.316 0.079
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.262 0.076
C3_HpGe_D 90 1.014 0.061
C4_HpGe_A 90 1.640 0.097
C4_HpGe_B 90 1.682 0.100
C4_HpGe_C 90 1.139 0.068
C4_HpGe_D 90 1.257 0.075
C5_HpGe_A 130 1.177 0.070
C5_HpGe_B 130 1.253 0.075
C5_HpGe_C 140 1.317 0.079
C5_HpGe_D 140 1.363 0.082
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.020 0.062
C6_HpGe_C 140 0.928 0.057
C6_HpGe_D 140 0.929 0.056
C7_HpGe_A 130 1.240 0.074
C7_HpGe_B 130 1.166 0.069
C7_HpGe_C 140 1.244 0.074
C7_HpGe_D 140 1.190 0.071
C8_HpGe_A 90 1.234 0.074
C8_HpGe_B 90 1.648 0.098
C8_HpGe_C 90 1.067 0.064
C8_HpGe_D 90 0.944 0.056
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Table B.13: Measured differential cross-section values(4.438 MeV) for each high purity
germanium crystals for the 110 MeV proton collision on mylar target




C1_HpGe_A 130 0.724 0.043
C1_HpGe_B 130 1.283 0.077
C1_HpGe_C 140 1.065 0.064
C1_HpGe_D 140 0.924 0.055
C2_HpGe_A 90 1.248 0.075
C2_HpGe_B 90 1.001 0.060
C2_HpGe_C 90 0.957 0.057
C2_HpGe_D 90 1.087 0.067
C3_HpGe_A 90 1.199 0.072
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.251 0.075
C3_HpGe_D 90 1.268 0.076
C4_HpGe_A 90 0.916 0.055
C4_HpGe_B 90 1.331 0.080
C4_HpGe_C 90 0.800 0.048
C4_HpGe_D 90 1.112 0.066
C5_HpGe_A 130 0.972 0.059
C5_HpGe_B 130 0.876 0.052
C5_HpGe_C 140 1.092 0.066
C5_HpGe_D 140 0.913 0.056
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.062 0.064
C6_HpGe_C 140 0.939 0.057
C6_HpGe_D 140 0.830 0.050
C7_HpGe_A 130 0.965 0.058
C7_HpGe_B 130 0.911 0.055
C7_HpGe_C 140 1.174 0.070
C7_HpGe_D 140 1.008 0.060
C8_HpGe_A 90 1.118 0.067
C8_HpGe_B 90 1.408 0.084
C8_HpGe_C 90 0.965 0.058
C8_HpGe_D 90 0.996 0.059
183
Table B.14: Measured differential cross-section values(4.438 MeV) for each high purity
germanium crystals for the 125 MeV proton collision on mylar target




C1_HpGe_A 130 0.496 0.030
C1_HpGe_B 130 1.009 0.060
C1_HpGe_C 140 0.909 0.055
C1_HpGe_D 140 1.021 0.061
C2_HpGe_A 90 0.756 0.046
C2_HpGe_B 90 1.125 0.067
C2_HpGe_C 90 0.879 0.053
C2_HpGe_D 90 1.033 0.062
C3_HpGe_A 90 1.300 0.078
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.108 0.067
C3_HpGe_D 90 0.995 0.060
C4_HpGe_A 90 0.755 0.046
C4_HpGe_B 90 1.082 0.065
C4_HpGe_C 90 0.941 0.056
C4_HpGe_D 90 0.605 0.038
C5_HpGe_A 130 0.972 0.058
C5_HpGe_B 130 1.017 0.061
C5_HpGe_C 140 0.697 0.042
C5_HpGe_D 140 0.994 0.060
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 0.631 0.039
C6_HpGe_C 140 0.738 0.045
C6_HpGe_D 140 0.639 0.040
C7_HpGe_A 130 0.968 0.058
C7_HpGe_B 130 0.742 0.045
C7_HpGe_C 140 0.778 0.050
C7_HpGe_D 140 1.101 0.066
C8_HpGe_A 90 1.110 0.067
C8_HpGe_B 90 0.897 0.054
C8_HpGe_C 90 0.641 0.039
C8_HpGe_D 90 0.652 0.039
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Table B.15: Measured differential cross-section values(6.129 MeV) for each high purity
germanium crystals for the 66 MeV proton collision on mylar target




C1_HpGe_A 130 no peak no peak
C1_HpGe_B 130 no peak no peak
C1_HpGe_C 140 no peak no peak
C1_HpGe_D 140 no peak no peak
C2_HpGe_A 90 2.454 0.158
C2_HpGe_B 90 2.576 0.165
C2_HpGe_C 90 no peak no peak
C2_HpGe_D 90 no peak no peak
C3_HpGe_A 90 no peak no peak
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.982 0.129
C3_HpGe_D 90 no peak no peak
C4_HpGe_A 90 no peak no peak
C4_HpGe_B 90 no peak no peak
C4_HpGe_C 90 2.585 0.167
C4_HpGe_D 90 no peak no peak
C5_HpGe_A 130 no peak no peak
C5_HpGe_B 130 no peak no peak
C5_HpGe_C 140 no peak no peak
C5_HpGe_D 140 no peak no peak
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 2.195 0.143
C6_HpGe_C 140 2.308 0.148
C6_HpGe_D 140 2.194 0.142
C7_HpGe_A 130 2.060 0.132
C7_HpGe_B 130 1.919 0.123
C7_HpGe_C 140 no peak no peak
C7_HpGe_D 140 1.783 0.120
C8_HpGe_A 90 no peak no peak
C8_HpGe_B 90 no peak no peak
C8_HpGe_C 90 1.880 0.124
C8_HpGe_D 90 no peak no peak
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Table B.16: Measured differential cross-section values(6.129 MeV) for each high purity
germanium crystals for the 80 MeV proton collision on mylar target




C1_HpGe_A 130 no peak no peak
C1_HpGe_B 130 no peak no peak
C1_HpGe_C 140 no peak no peak
C1_HpGe_D 140 no peak no peak
C2_HpGe_A 90 2.110 0.139
C2_HpGe_B 90 2.362 0.155
C2_HpGe_C 90 no peak no peak
C2_HpGe_D 90 no peak no peak
C3_HpGe_A 90 no peak no peak
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.695 0.115
C3_HpGe_D 90 no peak no peak
C4_HpGe_A 90 no peak no peak
C4_HpGe_B 90 no peak no peak
C4_HpGe_C 90 2.104 0.141
C4_HpGe_D 90 no peak no peak
C5_HpGe_A 130 no peak no peak
C5_HpGe_B 130 no peak no peak
C5_HpGe_C 140 no peak no peak
C5_HpGe_D 140 no peak no peak
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.780 0.128
C6_HpGe_C 140 1.785 0.117
C6_HpGe_D 140 1.756 0.118
C7_HpGe_A 130 1.661 0.110
C7_HpGe_B 130 1.515 0.101
C7_HpGe_C 140 no peak no peak
C7_HpGe_D 140 1.606 0.109
C8_HpGe_A 90 no peak no peak
C8_HpGe_B 90 no peak no peak
C8_HpGe_C 90 1.700 0.114
C8_HpGe_D 90 no peak no peak
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Table B.17: Measured differential cross-section values(6.129 MeV) for each high purity
germanium crystals for the 95 MeV proton collision on mylar target




C1_HpGe_A 130 no peak no peak
C1_HpGe_B 130 no peak no peak
C1_HpGe_C 140 no peak no peak
C1_HpGe_D 140 no peak no peak
C2_HpGe_A 90 1.643 0.110
C2_HpGe_B 90 1.691 0.112
C2_HpGe_C 90 no peak no peak
C2_HpGe_D 90 no peak no peak
C3_HpGe_A 90 no peak no peak
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.276 0.088
C3_HpGe_D 90 no peak no peak
C4_HpGe_A 90 no peak no peak
C4_HpGe_B 90 no peak no peak
C4_HpGe_C 90 1.582 0.108
C4_HpGe_D 90 no peak no peak
C5_HpGe_A 130 no peak no peak
C5_HpGe_B 130 no peak no peak
C5_HpGe_C 140 no peak no peak
C5_HpGe_D 140 no peak no peak
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.279 0.092
C6_HpGe_C 140 1.205 0.083
C6_HpGe_D 140 1.249 0.086
C7_HpGe_A 130 1.315 0.088
C7_HpGe_B 130 1.083 0.073
C7_HpGe_C 140 no peak no peak
C7_HpGe_D 140 1.132 0.081
C8_HpGe_A 90 no peak no peak
C8_HpGe_B 90 no peak no peak
C8_HpGe_C 90 1.331 0.091
C8_HpGe_D 90 no peak no peak
187
Table B.18: Measured differential cross-section values(6.129 MeV) for each high purity
germanium crystals for the 110 MeV proton collision on mylar target




C1_HpGe_A 130 no peak no peak
C1_HpGe_B 130 no peak no peak
C1_HpGe_C 140 no peak no peak
C1_HpGe_D 140 no peak no peak
C2_HpGe_A 90 1.288 0.090
C2_HpGe_B 90 1.268 0.089
C2_HpGe_C 90 no peak no peak
C2_HpGe_D 90 no peak no peak
C3_HpGe_A 90 no peak no peak
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.052 0.079
C3_HpGe_D 90 no peak no peak
C4_HpGe_A 90 no peak no peak
C4_HpGe_B 90 no peak no peak
C4_HpGe_C 90 1.245 0.092
C4_HpGe_D 90 no peak no peak
C5_HpGe_A 130 no peak no peak
C5_HpGe_B 130 no peak no peak
C5_HpGe_C 140 no peak no peak
C5_HpGe_D 140 no peak no peak
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 1.053 0.084
C6_HpGe_C 140 1.069 0.076
C6_HpGe_D 140 0.979 0.071
C7_HpGe_A 130 0.917 0.066
C7_HpGe_B 130 0.914 0.068
C7_HpGe_C 140 no peak no peak
C7_HpGe_D 140 0.837 0.064
C8_HpGe_A 90 no peak no peak
C8_HpGe_B 90 no peak no peak
C8_HpGe_C 90 0.961 0.069
C8_HpGe_D 90 no peak no peak
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Table B.19: Measured differential cross-section values(6.129 MeV) for each high purity
germanium crystals for the 125 MeV proton collision on mylar target




C1_HpGe_A 130 no peak no peak
C1_HpGe_B 130 no peak no peak
C1_HpGe_C 140 no peak no peak
C1_HpGe_D 140 no peak no peak
C2_HpGe_A 90 1.138 0.082
C2_HpGe_B 90 1.380 0.097
C2_HpGe_C 90 no peak no peak
C2_HpGe_D 90 no peak no peak
C3_HpGe_A 90 no peak no peak
C3_HpGe_B 90 insufficient data insufficient data
C3_HpGe_C 90 1.080 0.080
C3_HpGe_D 90 no peak no peak
C4_HpGe_A 90 no peak no peak
C4_HpGe_B 90 no peak no peak
C4_HpGe_C 90 1.147 0.084
C4_HpGe_D 90 no peak no peak
C5_HpGe_A 130 no peak no peak
C5_HpGe_B 130 no peak no peak
C5_HpGe_C 140 no peak no peak
C5_HpGe_D 140 no peak no peak
C6_HpGe_A 130 not functioning not functioning
C6_HpGe_B 130 0.992 0.078
C6_HpGe_C 140 0.775 0.060
C6_HpGe_D 140 0.809 0.062
C7_HpGe_A 130 0.865 0.063
C7_HpGe_B 130 0.892 0.069
C7_HpGe_C 140 no peak no peak
C7_HpGe_D 140 0.868 0.065
C8_HpGe_A 90 no peak no peak
C8_HpGe_B 90 no peak no peak
C8_HpGe_C 90 0.943 0.066
C8_HpGe_D 90 no peak no peak
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