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Lyapunov exponents and strong exponential tails
for some contact Anosov flows
by Luchezar Stoyanov
Abstract. For the time-one map f of a contact Anosov flow on a compact Riemann manifold M , satisfying a
certain regularity condition, we show that given a Gibbs measure on M , a sufficiently large Pesin regular set P0
and an arbitrary δ ∈ (0, 1), there exist positive constants C and c such that for any integer n ≥ 1, the measure of
the set of those x ∈M with fk(x) /∈ P0 for at least δn values of k = 0, 1, . . . , n− 1 does not exceed Ce
−cn.
1 Introduction
Let φt : M −→ M be a C2 Anosov flow on a C2 compact Riemann manifold M , and let f = φ1
be its time-one map.
It follows from a well-know result of Oseledets ([Os]; see also [BP] or [R]) that there exists a
Borel subset L0 of M , which has full measure with respect to any f -invariant Borel probability
measure on M , such that for every x ∈ L0 there exists a df -invariant decomposition
TxM = E1(x)⊕ E2(x)⊕ . . .⊕ Ek(x)(x)
and numbers χ1(x) < χ2(x) < . . . < χk(x)(x), called Lyapunov characteristic exponents, such
that:
(a) lim
|n|→∞
1
n
log ‖dfnx (v)‖ = χi(x) for all v ∈ Ei(x) \ {0} and all i = 1, . . . , k(x).
(b) For every ǫ > 0 there exists a Borel function Aǫ : L0 −→ (1,∞), such that
‖v‖
Aǫ(x) e|n|ǫ
≤ ‖df
n
x (v)‖
enχi(x)
≤ Aǫ(x) e|n|ǫ‖v‖ , v ∈ Ei(x) , n ∈ Z, (1.1)
for all x ∈ L0 and all i = 1, . . . , k(x), and
e−ǫ ≤ Aǫ(f(x))
Aǫ(x)
≤ eǫ , x ∈ L0. (1.2)
(c) For all x ∈ L0 and all disjoint non-empty subsets I, I ′ of {1, . . . , k(x)} the smallest angle
between non-zero vectors in EI(x) = ⊕i∈IEi(x) and EI′(x) is ≥ 1Aǫ(x) .
(d) If m is an ergodic f -invariant Borel probability measure on M , then the functions k(x)
and χi(x) are constant m-almost everywhere.
A function Aǫ satisfying (1.2) is called an ǫ-slow varying function.
Let Φ be a Ho¨lder continuous real-valued function on M and let m be the Gibbs measure
generated by Φ on M (see e.g. [P2] or [PP]). Then m is ergodic, so there exists a subset L′0 of L0
with m(L′0) = 1 such that the functions k(x) = k0 and χi(x) = χi are constant on L′0.
It follows e.g. from the arguments in Sect. 3 in [PS], that for every ǫ > 0 there exist constants
ǫ′ ∈ (0, ǫ], p ≥ 1 and ν > 0 such that rǫ(x) = ν(Aǫ′ (x))p determines an ǫ-slowly varying function onL′0 which defines a Lyapunov regular neighbourhood for every x ∈ L′0, i.e. for each x ∈ L′0 there
exists a Lyapunov chart on B(x, rǫ(x)). On these charts one has estimates of the iterations of the
non-linear map f similar to these in (1.1).
It is known that in general the complement of the set L0 (and therefore that of L′0) can be
topologically very large (see [BSau], [BS] or [PSa] for some interesting examples). The regularity
functions Aǫ and rǫ are in general only measurable. The so called Pesin regular sets
Rℓ = {x ∈ L′0 : Aǫ(x) ≤ ℓ , rǫ(x) ≥ 1/ℓ} , ℓ ≥ 1,
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and their closures are of particular importance since on such sets uniform estimates involving
Lyapunov exponents are available (see e.g. [P1], [BP], [KM], [LY1], [LY2], [PS], [BPS]). However
it seems there is little information in the literature about the measures of the sets Rℓ and ‘how
quickly’ they fill in L′0, even in the case of uniformly hyperbolic systems.
Let m be an ergodic f -invariant Borel probability measure on M , and let k0 be so that
k(x) = k0 for m-almost all x. Consider the distributions
E(i)(x) = E1(x)⊕ E2(x)⊕ . . .⊕ Ei(x) , E˜(i)(x) = Ei+1(x)⊕ . . . ⊕ Ek0(x).
We will say that E(i)(x) is uniformly continuous in L′0 if the map L′0 ∋ x 7→ E(i)(x) is uniformly
continuous with respect to the natural distance between distributions with the same dimension
(see e.g. Sect. 2.3 in [BP]).
Given a Lyapunov regularity function Aǫ, an integer p ≥ 0 and a constant δ ∈ (0, 1) set
Tp = {x ∈ L′0 : Aǫ(x) ≤ ep},
and denote by Γn = Γn(ǫ, δ, p) the set of all x ∈ L′0 with fk(x) /∈ Tp for at least δ n values of
k = 0, 1, . . . , n− 1.
In this paper we prove the following.
Theorem 1.1. Let φt : M −→ M be a C2 contact Anosov flow on a C2 compact Riemann
manifold M , let Φ be a Ho¨lder continuous real-valued function on M and let m be the Gibbs
measure generated by Φ on M . Assume in addition that for every i = 1, . . . , k0−1 the distributions
E(i)(x) and E˜(i)(x) are uniformly continuous in L′0. Then for every ǫ > 0 there exists a Lyapunov
ǫ-regularity function Aǫ satisfying (1.1) and (1.2) such that the following are satisfied:
(a) (Exponential Tails) There exist constants C = C(ǫ) > 0, c = c(ǫ) > 0 and p0 = p0(ǫ) > 0
such that
m
(
M \ ∪n−1k=0f−k(Tp0)
)
≤ C e−cn
for every integer n ≥ 0.
(b) (Strong Exponential Tails) For every δ ∈ (0, 1) there exist constants p0 = p0(ǫ, δ) > 0,
C = C(ǫ, δ) > 0 and c = c(ǫ, δ) > 0 such that
m (Γn(ǫ, δ, p0)) ≤ C e−cn
for every integer n ≥ 0.
Clearly, taking the constant p0 sufficiently large, we can make m(Tp0) arbitrarily close to 1.
The assumption that the flow is contact is used essentially in Sect. 6 below.
As we mentioned earlier, for every p ≥ 0 there exists a constant r0 > 0 (depending on ǫ and
p) such that rǫ(x) ≥ r0 for every x ∈ Tp. That is, for every x ∈ Tp there exists a Lyapunov chart
on B(x, r0).
The distributions E(i)(x) and E˜(i)(x) are uniformly continuous (in fact, Ho¨lder continuous)
for example when the flow has only three Lyapunov exponents χ1 < χ2 = 0 < χ3, or more
generally, when for every i = 1, . . . , k0 − 1 there exist constants λi, µi and C > 0 such that
χi < λi < µi < χi+1, ‖dφt(u)‖ ≤ C λti ‖u‖ for all u ∈ E(i)(x) and t ≥ 0, and ‖dφt(u)‖ ≥ 1C µti ‖u‖
for all u ∈ E˜(i)(x) and t ≥ 0 (see e.g. Ch. 3 in [P3]).
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Thus, the conclusions in Theorem 1.1 always hold for contact Anosov flows on 3-dimensional
manifolds. As mentioned above, a more general immediate consequence of Theorem 1.1 is the
following.
Corollary 1.2. Let φt : M −→ M be a C2 contact Anosov flow on a C2 compact Riemann
manifold M , let Φ be a Ho¨lder continuous real-valued function on M and let m be the Gibbs
measure generated by Φ on M . Assume that k(x) = 3 for almost all x ∈ L0. Then for every ǫ > 0
there exists a Lyapunov ǫ-regularity function Aǫ satisfying (1.1) and (1.2) such that both (a) and
(b) in Theorem 1.1 are satisfied.
In this paper we restrict ourselves to contact Anosov flows, however using slight modifications
of the arguments in Sects. 3-5 below, results similar to Theorem 1.1 above can be proved for
contact Anosov diffeomorphisms1.
The motivation for the above result came from investigations on spectral properties of the so
called Ruelle transfer operators. Attempts to obtain exponentially small estimates of integrals
involving iterations of a certain kind of ‘contraction operators’ (see [D], [St]) naturally lead to
estimates of ‘tails’ of the kind considered in Theorem 1.1. On the other hand, studies on decay of
correlations2 using the so called Young towers ([Y2]) also involve assumptions on the measures of
the tails, and usually exponential tails are associated with exponential decay of correlations. Such
assumptions appear naturally also in studies on large deviations (see e.g. [MN] and the references
there).
Sect. 2 below contains some basic definitions. In Sect. 3 we introduce a ‘regularity function’
Rǫ(x) (and R˜ǫ(x) related to it), changing slightly the approach of Simic in [Sim]. Although this is
most likely not a slowly varying function, it turns out that const (
√
ǫA2ǫ(x))
1/3 ≤ Rǫ(x) ≤ Aǫ(x)
for some Lyapunov ǫ-regularity function Aǫ(x) satisfying (1.1) and (1.2). This is proved in Sect.
6. Consequently, it is enough to prove the analogue of Theorem 1.1 replacing Aǫ(x) by Rǫ(x).
We study the latter (or rather, the related one R˜ǫ(x)) in Sects. 4 and 5 using an idea
3 from [Sim]
and the classical large deviation principle (see [OP], [Ki] or [Y1]). Theorem 1.1 is proved in Sect.
4 as a consequence of a similar result about the function R˜ǫ(x).
Acknowledgement. Thanks are due to Sebastian Goue¨zel who pointed out to an error in a previous version of
the paper.
2 Preliminaries
Throughout this paper M denotes a C2 compact Riemann manifold, and φt :M −→M (t ∈ R) a
C2 Anosov flow onM . That is, for some constants C > 0 and 0 < λ < 1 there exists a dφt-invariant
decomposition TxM = E
0(x) ⊕ Eu(x) ⊕ Es(x) of TxM (x ∈ M) into a direct sum of non-zero
linear subspaces, where E0(x) is the one-dimensional subspace determined by the direction of the
flow at x, ‖dφt(u)‖ ≤ C λt ‖u‖ for all u ∈ Es(x) and t ≥ 0, and ‖dφt(u)‖ ≤ C λ−t ‖u‖ for all
u ∈ Eu(x) and t ≤ 0. For x ∈M and a sufficiently small ǫ > 0 let
W sǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≥ 0 , d(φt(x), φt(y))→t→∞ 0 } ,
W uǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≤ 0 , d(φt(x), φt(y))→t→−∞ 0 }
1That case is in fact easier.
2See [L], [BaL] and the references there for general information on this topic.
3We use the idea briefly mentioned at the end of Sect. 1 in [Sim] apparently suggested by the referee of that
paper.
3
be the (strong) stable and unstable manifolds of size ǫ. Then Eu(x) = TxW
u
ǫ (x) and E
s(x) =
TxW
s
ǫ (x).
The flow φt is called contact if dim(M) = 2n + 1 for some n ≥ 1 and there exists a C2 flow-
invariant one-form ω on M such that ω ∧ (dω)n 6= 0 on M . It is well-known that the Lyapunov
spectrum of a contact flow is symmetric, i.e. for each i = 1, . . . , k0 there exists j = 1, . . . , k0 with
χj = −χi.
It follows from the hyperbolicity of the flow on M that if ǫ0 > 0 is sufficiently small, there
exists ǫ > 0 such that if x, y ∈ M and d(x, y) < ǫ, then W sǫ0(x) and φ[−ǫ0,ǫ0](W uǫ0(y)) intersect
at exactly one point [x, y] (cf. [KH]). That is, there exists a unique t ∈ [−ǫ0, ǫ0] such that
φt([x, y]) ∈W uǫ0(y).
Let R = {Ri}k0i=1 be a Markov family consisting of rectangles Ri, each contained in a sub-
manifold Di of M of codimension one (see [B]). Assuming that ǫ > 0 is sufficiently small,
the projection prDi : φ[−ǫ,ǫ](Di) −→ Di along the flow is well-defined and smooth. Given
x, y ∈ Di, set 〈x, y〉Di = prDi([x, y]). A subset Ri of Di is called a rectangle if 〈x, y〉Di ∈ Ri
for all x, y ∈ Ri. For any x ∈ Ri define the stable and unstable leaves through x in Ri by
W sRi(x) = prDi(W
s
ǫ (x) ∩ φ[−ǫ,ǫ](Di)) ∩Ri and W uRi(x) = prDi(W uǫ (x) ∩ φ[−ǫ,ǫ](Di)) ∩Ri. We may
assume that each Ri has the form Ri = 〈Ui, Si〉Di = {〈x, y〉Di : x ∈ Ui, y ∈ Si}, where Ui ⊂W uǫ (zi)
and Si ⊂ W sǫ (zi), respectively, for some zi ∈ M . Set R = ∪k0i=1Ri. The corresponding Poincare´
map P : R −→ R is defined by P(x) = φτ(x)(x) ∈ R, where τ(x) > 0 is the smallest positive time
with φτ(x)(x) ∈ R. The function τ is the first return time associated with R.
From now on we will assume that R = {Ri}k0i=1 is a fixed Markov family for φt of size χ <
ǫ0/4 < 1/4. Denote by R̂ the core of R, i.e. the set x ∈ R such that Pm(x) ∈ Int(R) = ∪ki=1Int(Ri)
for all m ∈ Z. It is well-known (see [B]) that R̂ is a residual subset of R and has full measure with
respect to any Gibbs measure on R. In general τ is not continuous on R, however it is Ho¨lder
on R̂ when considered with respect to an appropriate metric dθ, see below. The same applies
to P : R̂ −→ R̂. It is well-known ([BR]) that the Markov family R can be chosen so that τ is
non-lattice. From now on we will assume that R is chosen in this way.
Let A = (Aij)ki,j=1 be the matrix given by Aij = 1 if P(Int(Ri)) ∩ Int(Rj) 6= ∅ and Aij = 0
otherwise. Consider the symbol space
ΣA = {(ij)∞j=−∞ : 1 ≤ ij ≤ k0, Aij ij+1 = 1 for all j },
with the product topology and the shift map σ : ΣA −→ ΣA given by σ((ij)) = ((i′j)), where
i′j = ij+1 for all j. Given 0 < θ < 1, consider the metric dθ on ΣA defined by dθ(ξ, η) = 0 if ξ = η
and dθ(ξ, η) = θ
m if ξi = ηi for |i| < m and m is maximal with this property. There is a natural
map W : ΣA −→ R such that W ◦ σ = P ◦ W. In general W is not one-to-one, however it is a
bijection between W−1(R̂) and R̂. Choosing θ ∈ (0, 1) appropriately, the map W : ΣA −→ R is
Lipschitz when ΣA is endowed with dθ and R with the metric induced by the Riemann metric
on M . In what follows we assume θ ∈ (0, 1) is a fixed constant with this property, and we will
consider R̂ with the metric induced by dθ via W.
3 Lyapunov regularity functions
Throughout we assume that φt is a C
2 contact Anosov flow on M . Let Φ : M −→ R be a fixed
Ho¨lder continuous function on M and let m be the Gibbs measure determined by Φ. Let L′0 be
a subset of L0 of full m-measure such that k(x) = k0 and χi(x) are constant for x ∈ L′0 for all
i = 1, . . . , k0. Removing a set of measure zero, we may assume that L′0 ⊂ R̂.
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Take ǫ > 0 so small that χj /∈ [χi − 4ǫ, χi + 4ǫ] whenever i 6= j, and set
R+ǫ (x) = max
1≤i≤k0
sup
n≥0
‖(dfnx )|Ei‖
e(χi+ǫ)n
, (3.1)
R−ǫ (x) = max
1≤i≤k0
sup
n≥0
‖(df−nx )|Ei‖
e(χi−ǫ)(−n)
, (3.2)
and Rǫ(x) = max{R−ǫ (x), R+ǫ (x)}.
Note. Since 1n log ‖(dfnx )|Ei‖ → χi as n → ∞, we have 1n log ‖(dfnx )|Ei‖ < χi + ǫ for large n, so
(3.1) exists. Similarly, 1−n log ‖(df−nx )|Ei‖ → χi as n→∞, so 1−n log ‖(df−nx )|Ei‖ > χi− ǫ for large
n. This gives log ‖(df−nx )|Ei‖ < (χi − ǫ)(−n) for large n, and so (3.2) exists.
From the above definitions it is clear that
‖dfnx (v)‖
enχi
≤ Rǫ(x) e|n|ǫ‖v‖ , v ∈ Ei(x) , n ∈ Z, (3.3)
for all x ∈ L′0 and all i = 1, . . . , k0, and moreover for every Lyapunov ǫ-regularity function Aǫ(x)
with (1.1) we have Rǫ(x) ≤ Aǫ(x) for all x ∈ L′0 and ǫ > 0. It is not clear whether Rǫ(x) is a
slowly varying function, i.e. whether it satisfies (1.2), possibly with ǫ replaced by some δ > 0
related to ǫ. However we have the following.
Proposition 3.1. Let φt : M −→ M be a contact C2 Anosov flow, and let Φ, m and L′0 be as
above. For every ǫ > 0 there exists an ǫ-slowly varying function Aǫ satisfying (1.1) and (1.2) such
that
ǫ1/6
C
(A2ǫ(x))
1/3 ≤ Rǫ(x) ≤ Aǫ(x) (3.4)
for almost all x ∈ L′0, where C = C2/30 (2k0)1/6 > 1.
Notice that ǫ
1/6
C (A2ǫ(x))
1/3 is also an ǫ-slowly varying function.
We prove this proposition in Sect. 6 below. The assumption that the flow is contact is used
in an essential way there.
We will also need the functions
R˜+ǫ (x) = max
1≤i≤k0
sup
n≥0
‖(dfnx )|E(i)‖
e(χi+ǫ)n
, R˜−ǫ (x) = max
1≤i≤k0
sup
n≥0
‖(df−nx )|E˜(i)‖
e(χi−ǫ)(−n)
,
and R˜ǫ(x) = max{R˜−ǫ (x), R˜+ǫ (x)}. Clearly Rǫ(x) ≤ R˜ǫ(x). In Sect. 6 below we will show that
there exists a constant K(ǫ) ≥ 1 such that
R˜ǫ(x) ≤ K(ǫ) (Rǫ(x))2 (3.5)
for all x ∈ L′0.
Remark 3.2. Proposition 3.1 and (3.5) show that sets of the form {x ∈ L′0 : Aǫ(x) ≤ ep} are
easily related to sets of the form {x ∈ L′0 : R˜ǫ′(x) ≤ ep
′} (with ǫ′ = ǫ or 3ǫ), so it is enough to
prove an analogue of Theorem 1.1 replacing the function Aǫ by CR˜ǫ for some constant C > 0.
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4 Reductions
Let φt be a C
2 Anosov flow on M , and let Φ, m and L′0 ⊂ L0 be as in Sect. 3. In this section and
also the next one we do not assume that the flow is contact. However, as in Theorem 1.1, we will
assume that the bundles E(i)(x) and E˜(i)(x) are uniformly continuous on L′0.
Let R = {Ri}k0i=1 be a Markov family for φt as in Sect. 2, and let τ : R = ∪k0i=1Ri −→ [0, 1/4]
and P : R −→ R be the corresponding first return map and the Poincare´ map. Fix constants
0 < τ0 < τˆ0 < 1/4 so that τ0 ≤ τ(x) ≤ τˆ0 for all x ∈ R. There is a well-defined projection
π :M −→ R defined by π(y) = x, where x ∈ R, y = φs(x) for some s ∈ [0, τ(x)) and s ≥ 0 is the
smallest number with this property.
The Gibbs measure m induces a Gibbs measure µ on R (with respect to the Poincare´ map P)
for the function
F (x) =
∫ τ(x)
0
Φ(φs(x)) ds , x ∈ R.
The function F is Ho¨lder on R̂ (with respect to the metric dθ). For every continuous function H
on M we have (see e.g. [PP])
∫
M
H dm =
∫
R
(∫ τ(x)
0 H(φs(x)) ds
)
dµ(x)∫
R τ dµ
. (4.1)
By Birkhoff’s Theorem,
lim
n→∞
τn(x)
n
= τ † =
∫
R
τ dµ (4.2)
for µ-almost all x ∈ L′0 ∩R. Here τn(x) = τ(x) + τ(P(x)) + . . .+ τ(Pn−1(x)). By the choice of τ
we have τ † ≤ 1/4.
Fix a constant C1 ≥ 1 so that
C1 ≥ k0
τ †
sup{| log ‖dφt(x)‖| : x ∈M , 0 ≤ t ≤ 1},
and C1 ≥ 2max1≤i≤k0 |χi|. Then fix arbitrary constants
0 < ǫ ≤ 1
8
min{|χi| : 1 ≤ i ≤ k0, χi 6= 0} , δ ∈ (0, 1) , C0 ≥ 100C1
ǫτ0
, (4.3)
and set
δ0 =
δ
2k0
. (4.4)
We will study in details the regularity function R˜+ǫ (x), In a similar way one can deal with
R˜−ǫ (x); one just needs to replace φt by φ−t. Clearly R˜ǫ(x) = max1≤i≤k0 R˜
+
ǫ,i(x), where
R˜+ǫ,i(x) = sup
n≥0
‖(dfnx )|E(i)‖
e(χi+ǫ)n
.
In this section, and the next section as well, we will restrict our attention to an arbitrary fixed
i = 1, . . . , k0, and the corresponding bundle E = E
(i). Set χ = χi and Bǫ(x) = R˜
+
ǫ,i(x) for
brevity. Thus,
Bǫ(x) = sup
n∈N
‖dφn(x)|E‖
e(χ+ǫ)n
, x ∈ L′0, (4.5)
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where N is the set of non-negative integers. We will compare Bǫ(x) with the function
Cǫ(x) = sup
k≥0
‖dφτk(x)(x)|E‖
e(χ+ǫ)τk(x)
, x ∈ L′0 ∩R.
Lemma 4.1. (a) There exists a constant S1 = S1(ǫ) > 0 such that
Bǫ(y) ≤ S1Cǫ(x) (4.6)
for all y ∈ L′0, x = π(y). Moreover we can take S1 > 0 so that (4.6) holds for any y ∈ L and
x ∈ R with y = φt(x) for some t ∈ [−2, 2].
(b) For any integer s0 ≥ 1 there exists a constant S2 = S2(ǫ, s0) ≥ 1 such that Cǫ(P−j(x)) ≤
S2 Cǫ(x) for any x ∈ L′0 ∩R and any j = 0, 1, . . . , s0.
Proof. Set a1 = 2(|χ| + ǫ) and a2 = sup|s|≤2 ‖dφs‖ <∞.
(a) Let y ∈ L′0; set x = π(y) ∈ L′0 ∩ R. Then y = φs(x) for some s ∈ [0, τ(x)). We
have Bǫ(y) =
‖dφt(x)|E‖
e(χ+ǫ)t
for some integer t ≥ 0. Denote by k ≥ 0 the maximal integer so that
τk(x) ≤ t+ s; then t+ s < τk+1(x). Thus, t ≥ τk(x)− s ≥ τk(x)− τˆ0. Also,
‖dφt(y)|E‖ = ‖dφ−s+(t+s)(φs(x))|E‖ ≤ ‖dφ−s(φs(x))|E‖ · ‖dφt+s(x)|E‖
≤ a2 ‖dφτk(x)+(t+s−τk(x))(x)|E‖ ≤ a22‖dφτk(x)(x)|E‖.
Thus,
Bǫ(y) =
‖dφt(y)|E‖
e(χ+ǫ)t
≤ a
2
2 ‖dφτk(x)(x)|E‖
e(χ+ǫ)(τk(x)−τˆ0)
≤ ea1a22
‖dφτk(x)(x)|E‖
e(χ+ǫ)τk(x)
.
This shows that Bǫ(y) ≤ Const Cǫ(x). In a similar way one proves that Cǫ(x) ≤ Const Bǫ(y).
The more general case when y = φt(x) for some t ∈ [−2, 2] follows similarly.
(b) Take S2 = max0≤j≤s0 supz∈R
‖dφτj (z)(z)‖
e(χ+ǫ)τj(z)
. Given x ∈ L′0 ∩ R and j = 0, 1, . . . , s0, set
y = P−j(x). For any integer n ∈ [0, s0] clearly ‖dφτn(y)(y)|E‖e(χ+ǫ)τn(y) ≤ S2 ≤ S2Cǫ(x). Let n > s0. Then
n = j + k for some integer k > 0, and therefore
‖dφτn(y)(y)|E‖
e(χ+ǫ)τn(y)
=
‖dφτj+k(y)(y)|E‖
e(χ+ǫ)τj+k(y)
=
‖dφτj (y)+τk(x)(y)|E‖
e(χ+ǫ)(τj (y)+τk(x))
≤ ‖dφτj (y)(y)|E‖
e(χ+ǫ)τj(y)
· ‖dφτk(x)(x)|E‖
e(χ+ǫ)τk(x)
≤ S2Cǫ(x).
Thus, Cǫ(y) ≤ S2 Cǫ(x).
Next, consider the functions
G(n)(x) = log ‖dφτn(x)(x)|E‖
for x ∈ L′0 ∩R and any n ≥ 0. Clearly, |G(1)(x)| ≤ Const <∞ for all x ∈ L′0 ∩R, and
lim
n→∞
G(n)(x)
τ †n
= lim
n→∞
G(n)(x)
τn(x)
τn(x)
τ †n
= χ (4.7)
for µ-almost all x ∈ R. Here we used the fact that limt→∞ log ‖dφt(x)|E‖t = χ for µ-almost all x ∈ R.
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The functions G(n) form a sub-additive sequence with respect to the map P : R −→ R. Indeed,
for any n,m ≥ 0 and any x ∈ L′0 ∩R we have
G(n+m)(x) = log ‖dφτn+m(x)(x)|E‖ = log ‖dφτn(x)+τm(Pn(x))(x)|E‖
≤ log ‖dφτn(x)(x)|E‖+ log ‖dφτm(Pn(x))(Pn(x))|E‖ = G(n)(x) +G(m)(Pn(x)).
By Kingsman’s Ergodic Theorem ([Kin]) there exists the limit
L = lim
n→∞
1
n
∫
R
G(n)(x) dµ(x) = inf
n
1
n
∫
R
G(n)(x) dµ(x), (4.8)
and moreover limn→∞
G(n)(x)
n = L for µ-almost all x ∈ L′0 ∩R. Now (4.7) shows that L = τ †χ.
Fix a subset L of L′0 ∩ R with µ(L) = 1 such that (4.2) and (4.7) hold for all x ∈ L. Set
L˜ = π−1(L) ⊂ L′0; then L˜ ∩R = L.
By Egorov’s Theorem, there exists a compact subset K0 of L such that
µ(K0) > 1− δ0
C0
, (4.9)
and τn(x)
τ†n
→ 1 and G(n)(x)
τ†n
→ χ uniformly on K0. Thus, there exists an integer n0 ≥ 1 such that∣∣∣∣τn(x)τ †n − 1
∣∣∣∣ < δ0C0 , x ∈ K0 , (4.10)∣∣∣∣∣G(n)(x)τ †n − χ
∣∣∣∣∣ < δ0C0 , x ∈ K0 , (4.11)
and, using (4.8),
χ ≤ 1
τ †n
∫
R
G(n)(x) dµ(x) < χ+
δ0
C0
(4.12)
for all integers n ≥ n0.
Fix an arbitrary integer s0 = s0(ǫ, δ0) ≥ n0; this will stay fixed throughout the whole Sects.
4 and 5. Then (4.10), (4.11) and (4.12) hold with n replaced by s0. Consider the transformation
T = Ps0 : R −→ R
preserving the measure µ, and the measurable functions
u(x) =
G(s0)(x)
τ †s0
=
1
τ †s0
log ‖dφτs0 (x)(x)|E‖ , x ∈ L,
and
g(x) =
τs0(x)
τ †s0
, x ∈ L.
Clearly u and g are bounded, ‖u‖∞ ≤ C1 and τ0/τ † ≤ g(x) ≤ τˆ0/τ † for all x ∈ R. For any integer
n ≥ 1 and x ∈ L set
un(x) = u(x) + u(T (x)) + . . . + u(T n−1(x)).
(Notice that a superscript is used here when we deal with orbits with respect to T = Ps0 ; unlike
the subscript used for orbits with respect to P.)
It follows from our assumptions that u is uniformly continuous on L′0. For the integral of u,
(4.12) implies
χ ≤
∫
R
u dµ < χ+
δ0
C0
. (4.13)
Lemma 4.2. There exist a Lipschitz4 function ψ : R −→ R with respect to the metric dθ such
4Ho¨lder continuity is enough.
8
that ‖ψ‖∞ ≤ 2C1 and u(x) ≤ ψ(x) ≤ u(x) + δ0/C0 for µ-almost all x ∈ R.
Proof. Since u is uniformly continuous on L′0 (with respect to the metric dθ), it has a continuous
extension to the whole of R. We will denote this extension by u again, and we still have ‖u‖∞ ≤ C1.
Take a = δ02C0 and consider the function u+ a on R. On any given rectangle Ri this function
is continuous both with respect to the metric dθ and the Riemann metric. Using the manifold
structure of the disk Di containing Ri and a standard regularization procedure, we find a Lipschitz
(with respect to the Riemann metric) function ψ on Ri such that ‖ψ− (u+a)‖∞ < a on Ri. Then
ψ is Lipschitz on R with respect to dθ and ψ ≥ u. Moreover, ‖ψ − (u+ a)‖∞ < a and |u‖∞ ≤ C1
imply ‖ψ‖∞ ≤ 2C1.
Fix a function ψ with the properties in Lemma 4.2. It follows from (4.13) that
χ ≤ χ˜ =
∫
R
ψ dµ < χ+
2δ0
C0
. (4.14)
Changing slightly ψ if necessary, we may assume that ψ is not cohomologous to a constant.
Next, set
Dǫ(x) = sup
m≥0
eψ
m(x)
e(χ˜+ǫ)g
m(x)
. (4.15)
By Birkhoff’s Theorem, this is well-defined for µ-almost all x ∈ L. Removing a set of measure
zero from L if necessary (and thus shrinking the compact set K0 a bit), we will assume that Dǫ(x)
is defined for all x ∈ L.
Lemma 4.3. There exists a constant S3 = S3(ǫ, δ0) > 0 such that C2ǫ(x) ≤ S3 (Dǫ(x))τ†s0 for all
x ∈ L.
Proof. Set a3 = sup0≤t≤s0τˆ0 log ‖dφt(x)‖. Then G(ℓ)(x) ≤ a3 for all 0 ≤ ℓ ≤ s0 and all x ∈ L.
Given x ∈ L, there exists k ∈ N such that C2ǫ(x) = ‖dφτk(x)(x)|E‖e(χ+2ǫ)τk(x) . Let k = ms0+ ℓ, 0 ≤ ℓ < s0.
Then, setting y = Pms0(x) and using u ≤ ψ, we get
log ‖dφτk(x)(x)|E‖ = G(ms0+ℓ)(x) ≤ G(s0)(x) +G(s0)(Ps0(x)) + . . .+G(s0)(P(m−1)s0(x)) +G(ℓ)(y)
≤ τ †s0(um(x) + a3) ≤ τ †s0(ψm(x) + a3).
Since τk(x) ≥ τms0(x) and χ˜ < χ+ ǫ by (4.14) and the choice of the constants, it follows that
‖dφτk(x)(x)|E‖
e(χ+2ǫ)τk(x)
≤
(
ea3 eψ
m(x)
)τ†s0
e(χ+2ǫ)τms0 (x)
≤ S3
 eψm(x)
e
(χ˜+ǫ)
τms0 (x)
τ†s0
τ†s0 ≤ S3 (Dǫ(x))τ†s0 ,
since
τms0 (x)
s0τ†
= gm(x). This is true for all k ≥ 0, so C2ǫ(x) ≤ S3 (Dǫ(x))τ†s0 .
For any p ∈ R set
Qp(ǫ) = {x ∈ L ∩R : Dǫ(x) ≤ ep},
and, given δˆ ∈ (0, 1], denote by Ξm(ǫ, δˆ) the set of those x ∈ L such that
♯
{
k : 0 ≤ k < m , T k(x) /∈ Q0(ǫ)
}
≥ δˆ m.
The central result in this paper is the following.
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Theorem 4.4. (Strong Exponential Tails) Let ǫ > 0, δ ∈ (0, 1) and δ0 be as in the beginning
of Sect. 4, let the integer s0 = s0(ǫ, δ0) ≥ 1 be chosen as above, and let T = Ps0 . For every
δˆ ∈ [δ0, 1] there exist constants C2 = C2(ǫ, δˆ) > 0 and c2 = c2(ǫ, δˆ) > 0 such that
µ
(
Ξm(ǫ, δˆ)
)
≤ C2e−c2m. (4.16)
In particular,
µ
(
R \ ∪m−1k=0 T−k(Q0(ǫ))
)
≤ C2e−c2m
for every integer m ≥ 1.
We prove this theorem in the next section. We will now derive Theorem 1.1 from it.
Proof of Theorem 1.1. Recall that δ0 =
δ
2k0
by (4.4). Take δˆ = δ0. Let pi ∈ R be so that Si = epi
(i = 1, 2, 3), where S1, S2 and S3 are the constants from Lemmas 4.1 and 4.3.
Given an integer m ≥ 0, set n = ms0 and let Yn be the set of those x ∈ L such that
♯{j : 0 ≤ j < n , C2ǫ(Pj(x)) > ep2+p3} ≥ δ0n.
Set Ξm = Ξm(ǫ, δ0) for brevity. We will now prove that
Yn ⊂ Ξm. (4.17)
Let x ∈ Yn. Then C2ǫ(Pj(x)) ≤ ep2+p3 for less that (1 − δ0)n values of j = 0, 1, . . . , n − 1. By
Lemma 4.3, C2ǫ(Pj(x)) ≤ S3(Dǫ(Pj(x)))τ†s0 = ep3(Dǫ(Pj(x)))τ†s0 , so Dǫ(Pj(x)) ≤ 1 implies
C2ǫ(Pj(x)) ≤ ep3 . Assume for a moment that x /∈ Ξm. Then T k(x) ∈ Q0(ǫ) for at least (1− δ0)m
values of k = 0, 1 . . . ,m−1. In other words Dǫ(Pks0(x)) ≤ 1 for at least (1−δ0)m values of k, and
so C2ǫ(Pks0(x)) ≤ ep3 for at least (1− δ0)m values of k = 0, 1 . . . ,m− 1. For any such k, Lemma
4.1(b) implies that C2ǫ(Pks0−j(x)) ≤ S2C2ǫ(Pks0(x)) ≤ ep2+p3 for all j = 0, 1, . . . , s0 − 1. Hence
C2ǫ(Pr(x)) ≤ ep2+p3 for at least s0(1 − δ0)m = (1 − δ0)n values of r = 0, 1, . . . , n − 1. In other
words, C2ǫ(Pr(x)) > ep2+p3 for less than δ0n values of r = 0, 1, . . . , n− 1, which is a contradiction
with x ∈ Yn.
This proves (4.17). Combining the latter with (4.16) gives
µ (Yn) ≤ C2e−c2n/s0 . (4.18)
Setting Y˜n = π
−1(Yn) = {y ∈ L˜ : π(y) ∈ Yn}, it follows from (4.1) that
m(Y˜n) =
1
τ †
∫
R
∫ τ(y)
0
χ
Y˜n
(φs(y)) ds dµ =
1
τ †
∫
R
τ(y)χYn(y) dµ ≤
τˆ0
τ †
µ(Yn). (4.19)
Next, set k = [n/τ0], and let Xk be the set of those y ∈ L˜ such that
♯{r : 0 ≤ r < k , B2ǫ(f r(y)) > ep1+p2+p3} ≥ δ0k.
We will now prove that
Xk ⊂ Y˜n. (4.20)
Given y ∈ Xk, set x = π(y) ∈ L; then y = φs(x) for some s ∈ [0, τ(x)). We have to show
that x ∈ Yn. Now y ∈ Xk means that B2ǫ(f r(x)) ≤ ep1+p2+p3 for less then (1 − δ0)k values of
r = 0, 1, . . . k − 1. If C2ǫ(Pj(x)) ≤ ep2+p3 for some j = 0, 1, . . . , n− 1, then for any integer r with
τj(x) ≤ r < τj(x) + 1 (4.21)
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we have f r(y) = φt(Pj(x)) for some t ∈ [−2, 2], so by Lemma 4.1(a) we have B2ǫ(f r(y)) ≤
S1C2ǫ(Pj(x)) ≤ ep1+p2+p3 . Assume for a moment that x /∈ Yn, i.e. C2ǫ(Pj(x)) ≤ ep2+p3 for at
least (1 − δ0)n values of j = 0, 1, . . . , n − 1. Notice that not more than 1/τ0 values of j will
produce the same r with (4.24), so there exist at least (1 − δ0)n/τ0 ≥ (1 − δ0)k values of r
with B2ǫ(f
r(y)) ≤ ep1+p2+p3 . In other words, B2ǫ(f r(y)) > ep1+p2+p3 for less than δ0k values of
r = 0, 1, . . . k − 1, a contradiction with y ∈ Xk.
This proves (4.20). Combining (4.20), (4.19) and (4.18) we get
m(Xk) ≤ m(Y˜n) ≤ τˆ0
τ †
µ(Yn) ≤ C2τˆ0
τ †
e−c2n/s0 ≤ C2τˆ0
τ †
e−c2kτ0/s0 = C3e
−c3k.
To complete the proof of Theorem 1.1, set p0 = p1 + p2 + p3. Denote by Θk the set of those
x ∈ L˜ such that R˜2ǫ(f r(x)) > ep0 for at least δk values of r = 0, 1, . . . , k − 1. We will prove an
exponentially small estimate of m(Θk). Combining this with Proposition 3.1, in particular, using
the left-hand-side inequality in (3.4), and (3.5) as well, will prove Theorem 1.1.
Denote by Y +,ik the set of those x ∈ L˜ so that R˜+2ǫ,i(f r(x)) > ep0 for at least δ0k values of
r = 0, 1, . . . , k − 1. Define Y −,ik in a similar way replacing R˜+2ǫ,i by R˜−2ǫ,i. The above argument
shows that m(Y +,ik ) ≤ C3e−c3k for all i = 1, . . . , k0. Using Theorem 4.4 for the flow φ−t and
replacing the map f = φ1 by f
′ = φ−1, the above argument shows that m(Y
−,i
k ) ≤ C3e−c3k. So,
for the set Yk = ∪k0i=1(Y +,ik ∪ Y −,ik ) we get m(Yk) ≤ Ce−ck for some constants C > 0 and c > 0.
On the other hand, Θk ⊂ Yk. Indeed, let x ∈ Θk. Then R˜2ǫ(f r(x)) > ep0 for at least δk
values of r = 0, 1, . . . , k − 1. Since R˜2ǫ(y) = max1≤i≤k0 max{R˜+2ǫ,i(y), R˜−2ǫ,i(y)}, it follows that
there exists i = 1, . . . , k0 such that either R˜
+
2ǫ,i(f
r(x)) > ep0 for at least δk2k0 = δ0k values of
r = 0, 1, . . . , k − 1 or R˜−2ǫ,i(f r(x)) > ep0 for at least δk2k0 = δ0k values of r = 0, 1, . . . , k − 1. That
is x ∈ Y +,ik ∪ Y −,ik ⊂ Yk. Hence Θk ⊂ Yk and therefore m(Θk) ≤ Ce−ck.
5 Proof of Theorem 4.4
Throughout we work under the assumptions in the beginning of Sect. 4 and will use the notation
from Sect. 4. Again, the constants ǫ > 0, δ > 0, δ0 > 0 and s0 = s0(ǫ, δ0) will be fixed as in Sect.4
and so will be the compact set K0 and the functions u, g and ψ. As before T = Ps0 : R −→ R.
Setting
Am(x) = A
(ǫ)
m (x) =
eψ
m(x)
e(χ˜+ǫ)g
m(x)
, x ∈ R,
we have
Dǫ(x) = sup
m≥0
Am(x) ≥ 1
for all x ∈ L. For such x (modifying an idea in [Sim]) define
kǫ(x) = min
{
k ≥ 0 : ψk(x)− (χ˜+ ǫ)gk(x) = logDǫ(x)
}
.
This is well-defined for µ-almost all x ∈ L, since ∫R g dµ = 1 and ∫R ψ dµ = χ˜, so
lim
k→∞
ψk(x)
gk(x)
= lim
k→∞
ψk(x)
k
· k
gk(x)
= χ˜
for µ-almost all x ∈ L. Denote by L′ the set of those x ∈ L for which kǫ(x) is well defined; then
µ(L′) = 1.
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For any n, k ≥ 0 we have gn+k(x) = gk(x)+gn(T k(x)) and also ψn+k(x) = ψk(x)+ψn(T k(x)),
therefore
An+k(x) = Ak(x)An(T
k(x)). (5.1)
Using this inductively one derives that for every x ∈ R and every integer k ≥ 1 we have
Ak(x) = A1(x)A1(T (x)) . . . A1(T
k−1(x)). (5.2)
Next, consider the sets
Ωm(ǫ) = {x ∈ L′ : kǫ(x) > m}.
Lemma 5.1. There exist constants C > 0 and c > 0 such that
µ (Ωm(ǫ)) ≤ C e−cm (5.3)
for all integers m ≥ 1.
Proof of Lemma 5.1. Let x ∈ Ωm(ǫ). Then for k = kǫ(x) we have k > m and
ψk(x)− (χ˜+ ǫ)gk(x) = logDǫ(x) ≥ 0. (5.4)
Thus, ψk(x)/k − (χ˜+ ǫ)gk(x)/k ≥ 0, so[
ψk(x)
k
− χ˜
]
+ χ˜
[
1− g
k(x)
k
]
≥ ǫ g
k(x)
k
≥ ǫτ0
τ †
.
Here we used gk(x) =
τks0 (x)
s0τ†
≥ kτ0
τ†
.
First assume χ = χi 6= 0; then (4.14) implies |χ˜| ≥ |χi|/2 > 0. Using the above, we either
have
ψk(x)
k
− χ˜ > ǫτ0
2τ †
, (5.5)
or ∣∣∣∣1− gk(x)k
∣∣∣∣ > ǫτ02|χ˜|τ † . (5.6)
Let ∆′k be the set of those x ∈ Ωm(ǫ) for which (5.5) holds, and let ∆′′k be the set of those
x ∈ Ωm(ǫ) for which (5.6) holds.
We can now use the classical Large Deviation Principle for the Ho¨lder continuous functions
ψ and g on R̂ (and the fact that (R̂, T ) is naturally isomorphic, up to a set of µ-measure zero,
to a subshift of finite type5 – see [OP], [Ki] or [Y1]. It follows from it that there exist constants6
C ′ > 0 and c′ > 0, independent of k and m, such that µ(∆′k) ≤ C ′e−c
′k and µ(∆′′k) ≤ C ′e−c
′k.
Since Ωm(ǫ) ⊂ ∪∞k=m+1(∆′k ∪∆′′k), it follows that µ(Ωm(ǫ)) ≤ Ce−cm for some constants C, c > 0
independent of m.
When χ = χi = 0, (4.14) implies 0 ≤ χ˜ < 2C1δ0C0 , so (5.4) gives[
ψk(x)
k
− χ˜
]
≥ ǫ g
k(x)
k
+ χ˜
gk(x)
k
− χ˜ ≥ ǫ g
k(x)
k
− 8C1δ0
C0
≥ ǫτ0
2τ †
,
and then we can proceed as above.
5This natural isomorphism sends both ψ and g = 1
s0τ†
τs0 to Ho¨lder continuous functions with respect to the
metric dθ on the shift space. Neither ψ nor g is cohomologous to a constant.
6Notice that the rate function involved depends on T = Ps0 and therefore on ǫ and δ0.
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The following lemma will be used later.
Lemma 5.2. Let x ∈ L′ and let k = kǫ(x). Then:
(a) T k(x) ∈ Q0(ǫ).
(b) kǫ(x) coincides with the smallest integer ℓ ≥ 0 such that T ℓ(x) ∈ Q0(ǫ).
Proof. (a) From the definition of kǫ(x) it follows that Dǫ(x) = Akǫ(x)(x) ≥ An+kǫ(x)(x) for all
n ≥ 0. Using this and (5.1) with k = kǫ(x), we get An(T k(x)) ≤ 1 for all n ≥ 0, so Dǫ(T k(x)) ≤ 1.
Thus, T k(x) ∈ Q0(ǫ).
(b) Set k = kǫ(x). Assume that there exists ℓ = 0, 1, . . . , k − 1 with T ℓ(x) ∈ Q0(ǫ). Then
An(T
ℓ(x)) ≤ 1 for all n ≥ 0, so by (5.1), An+ℓ(x) = Aℓ(x)An(T ℓ(x)) ≤ Aℓ(x) for all integers
n ≥ 0. In particular, Ak(x) = A(k−ℓ)+ℓ(x) ≤ Aℓ(x), which is a contradiction with the choice of
k = kǫ(x).
The above already implies exponentially small tails.
Lemma 5.3. There exist constants C > 0 and c > 0 such that
µ
(
R \ ∪m−1k=0 T−k(Q0(ǫ))
)
≤ Ce−cm
for all m ≥ 1.
Proof. Let x ∈ L′ be such that x /∈ Ωm(ǫ) for some m ≥ 1, i.e. kǫ(x) < m. Then by Lemma
5.2(a), T k(x) ∈ Q0(ǫ), so x ∈ T−k(Q0(ǫ)) for some k < m. This shows that
L′ \ Ωm(ǫ) ⊂ ∪m−1k=0 T−k(Q0(ǫ)) , i.e. L′ \ ∪m−1k=0 T−k(Q0(ǫ)) ⊂ Ωm(ǫ),
and by (5.3), µ
(
R \ ∪m−1k=0 T−k(Q0(ǫ))
) ≤ Ce−cm, which proves the Lemma.
Next, since the functions ψ and g are continuous on R̂ (with respect to the chosen metric dθ),
the set
F = {x ∈ R̂ : ψ(x) − (χ˜+ ǫ/2)g(x) ≤ 0} (5.7)
is closed in R̂. Take η = δ0C0 and consider the open set
Vη = {x ∈ R̂ : ψ(x) − (χ˜+ ǫ/2)g(x) < η}.
Clearly, F ⊂ Vη, so there exists a Ho¨lder continuous (with respect to dθ) function ϕ : R̂ −→ [0, 1]
with ϕ = 1 on F and ϕ = 0 on R̂ \ Vη. Fix ϕ with this property, and consider the Ho¨lder
continuous function
h = (ψ − (χ˜+ ǫ/2)g)ϕ.
Notice that ∣∣∣∣∫
R̂
hdµ +
ǫ
2
∣∣∣∣ < 8C1δ0C0 . (5.8)
Indeed, it follows from (4.10), (4.11) and (4.14) that for x ∈ K0 we have
|(ψ(x) − (χ˜+ ǫ/2)g(x)) + ǫ/2| ≤ |ψ(x) − χ˜|+ |χ˜| |1 − g(x)|+ ǫ
2
|1− g(x)| ≤ 5C1δ0
C0
.
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Since 5C1δ0C0 <
ǫ
2 by (4.3), it follows that ψ(x)− (χ˜+ ǫ/2)g(x) < 0 on K0, so K0 ⊂ F and therefore
ϕ = 1 on K0. Combining the above with (4.9) gives∣∣∣∣∫
R̂
hdµ +
ǫ
2
∣∣∣∣ ≤ ∣∣∣∣∫
K0
(h+ ǫ/2) dµ
∣∣∣∣ + (‖h‖∞ + ǫ/2)µ(R̂ \K0) ≤ 5C1δ0C0 + 3C1δ0C0 < 8C1δ0C0 ,
since ‖h‖∞ ≤ ‖ψ‖∞ +C1 ≤ 3C1. This proves (5.8).
Apart from the above notice that
[ψ(y)− (χ˜+ ǫ/2)g(y)]χF (y) ≥ h(y) − η (5.9)
for all y ∈ L′. Here χF is the characteristic function of F . Indeed, if y ∈ F , then ϕ(y) = 1, so
ψ(y)−(χ˜+ǫ/2)g(y) = h(y) and (5.9) holds trivially. Let x /∈ F ; then the left-hand-side of (5.9) is 0.
If moreover x /∈ Vη, then ϕ(y) = 0, so h(y) = 0, and (5.9) becomes 0 ≥ −η which is obviously true.
Finally, assume y ∈ Vη \F . By the definitions of F and Vη we have 0 < ψ(y)− (χ˜+ ǫ/2)g(y) < η.
Multiplying this by ϕ(y) ∈ [0, 1] we get 0 ≤ h(y) = (ψ(y)− (χ˜+ ǫ/2)g(y))ϕ(y) ≤ ηϕ(y) ≤ η. That
is, 0 ≥ h(y)− η, so (5.9) holds again.
The following lemma proves Theorem 4.4. Recall the set Ξm(ǫ, δˆ) defined just before Theorem
4.4.
Lemma 5.4. Let δˆ ∈ [δ0, 1]. There exist constants C = C(ǫ, δˆ) ≥ 1 and c = c(ǫ, δˆ) > 0 such that
µ
(
Ξn(ǫ, δˆ)
)
≤ Ce−cn for any integer n ≥ 1.
Proof. Apart from the functions Am(x) = A
(ǫ)
m (x) defined in the beginning of Sect. 5 we will also
use the functions A
(ǫ/2)
m (x). Clearly
A(ǫ/2)m (x) =
eψ
m(x)
e(χ˜+ǫ/2)g
m(x)
= A(ǫ)m (x)e
ǫgm(x)/2 ≥ A(ǫ)m (x)emǫτ0/(2τ
†) ≥ A(ǫ)m (x) (5.10)
for all x ∈ L′ and all integers m ≥ 0.
Notice that Q0(ǫ/2) ⊂ Q0(ǫ). Indeed, if y ∈ Q0(ǫ/2), then A(ǫ/2)m (y) ≤ 1 for all m ≥ 0, and
by (5.10), A
(ǫ)
m (y) ≤ A(ǫ/2)m (y) ≤ 1 for all m ≥ 0, so y ∈ Q0(ǫ). Moreover, for any y ∈ Q0(ǫ/2) we
have A
(ǫ/2)
1 (y) ≤ 1, that is ψ(y) − (χ˜ + ǫ/2)g(y) ≤ 0, so y ∈ F , the set defined by (5.7). Thus,
Q0(ǫ/2) ⊂ F . However in general Q0(ǫ) is not contained in F .
Next, setting δ1 = δ0/C0, it follows from (5.3) that for any integer n ≥ 1 we have µ(Ω[δ1n](ǫ) ≤
Ce−c(δ1n−1), so
µ
(∪nj=0T−j(Ω[δ1n](ǫ))) ≤ (n+ 1)Ce−c(δ1n−1).
Setting
Ω(n) = ∪nj=0T−j(Ω[δ1n](ǫ)),
it follows from the above that there exist constants C4 = C4(ǫ, δ0) > 0 and c4 = c4(ǫ, δ0) > 0 with
µ(Ω(n)) ≤ C4e−c4n (5.11)
for all integers n ≥ 1. Clearly, for every x ∈ L′ \ Ω(n) we have kǫ(T j(x)) < δ1n = δ0nC0 for all
j = 0, 1, . . . , n.
Next, fix for a moment an arbitrary x ∈ Ξn \ Ω(n). We will now construct a sequence of
points xi on the orbit
On(x) = {x, T (x), . . . , T n−1(x)}
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and certain integers ki, ti using the set Q0(ǫ). We will do the construction carefully and in all
details, although some of the details will not be used later.
If x /∈ Q0(ǫ), set x0 = x and t0 = 0. If x ∈ Q0(ǫ) let t0 ≥ 1 be the largest integer such that
T j(x) ∈ Q0(ǫ) for all j = 0, 1, . . . , t0 − 1. Then set x0 = T t0(x) /∈ Q0(ǫ) and k0 = kǫ(x0) ≥ 1.
Notice that k0 < δ1n.
By Lemma 5.2(a) we have T k0(x0) ∈ Q0(ǫ). Next, let t1 ≥ 1 be the largest integer such
that T k0+j(x0) ∈ Q0(ǫ) for all j = 0, 1, . . . , t1 − 1. Then set x1 = T k0+t1(x0) /∈ Q0(ǫ) and
k1 = kǫ(x1) ≥ 1.
By induction we construct a sequence of points x0, x1, . . . , xs−1 and positive integers t0, t1, . . . , ts−1
and k0, k1, . . . , ks−1 such that xi+1 = T
ki+ti+1(xi) for all i = 0, 1, . . . , s − 2, ki = kǫ(xi) for all
i = 0, 1, . . . , s − 1, and ti+1 ≥ 1 is the maximal integer such that T ki+j(xi) ∈ Q0(ǫ) for all
j = 0, 1 . . . , ti+1 − 1. Thus, xi /∈ Q0(ǫ), so ki ≥ 1 for all i = 0, 1, . . . , s− 1.
For s we choose the maximal integer with
s−1∑
i=0
ti +
s−1∑
i=0
ki ≤ n. (5.12)
If we have equality in (5.12), set ts = 0, ks = 0 and xs = T
ks−1(xs−1). If we have a strict
inequality in (5.12), denote by ts the largest positive integer such that T
ks−1+j(xs−1) ∈ Q0(ǫ) for
all j = 0, 1 . . . , ts − 1 and
s∑
i=0
ti +
s−1∑
i=0
ki ≤ n. (5.13)
Set xs = T
ks−1+ts(xs−1). If there is an equality in (5.13), set ks = 0. If there is a strict inequality
in (5.13), take ks ≥ 0 so that
s∑
i=0
ti +
s∑
i=s
ki = n. (5.14)
It follows from the above construction that (5.14) always holds. Moreover, ki > 0 for i =
0, 1, . . . , s − 1, while for i = s we may have ks = 0 and xs ∈ Q0(ǫ). However, ks < δ1n always
holds, since x /∈ Ω(n). Hence:
(i) T ki+j(xi) ∈ Q0(ǫ) for all j = 0, 1 . . . , ti+1 − 1, i = 0, 1, . . . , s− 1,
(ii) ki = kǫ(xi) ≥ 1 for all i = 0, 1, . . . , s − 1, and 0 ≤ ks ≤ kǫ(xs) < δ1n.
Thus, the above construction is such that the orbits Oki(xi) are disjoint, have no common
points with Q0(ǫ), and
On(x) \Q0(ǫ) = ∪si=0Oki(xi).
In particular, it follows from it and the choice of ψ in Lemma 4.2 that
| logA(ǫ/2)ks (xs)| = |ψks(xs)− (χ˜+ ǫ/2)gks(xs)| ≤ ks(‖ψ‖∞ + 2C1) ≤ 4C1ks < 4C1δ1n ≤
ǫτ0
4τ †
δˆn,
using (4.3) and δ1 = δ0/C0 ≤ δˆ/C0.
Since x ∈ Ξn = Ξn(ǫ, δˆ), it follows from (i) and (ii) that
s∑
i=0
ki ≥ δˆn. (5.15)
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Next, it follows from (5.2) that for any i = 0, 1, . . . , s we have
logA
(ǫ/2)
ki
(xi) =
ki−1∑
q=0
logA
(ǫ/2)
1 (T
q(xi)). (5.16)
Similarly,
ψn(x)− (χ˜+ ǫ/2)gn(x) = logA(ǫ/2)n (x) =
n−1∑
q=0
logA
(ǫ/2)
1 (T
q(x)),
and it follows from the above construction that
ψn(x)− (χ˜+ ǫ/2)gn(x) =
s∑
i=0
logA
(ǫ/2)
ki
(xi) +
s−1∑
i=0
logA
(ǫ/2)
ti
(T ki(xi))
=
s∑
i=0
logA
(ǫ/2)
ki
(xi) +
n−1∑
q=0
Tq(x)∈Q0(ǫ)
logA
(ǫ/2)
1 (T
q(x)). (5.17)
By (ii) we have A
(ǫ)
ki
(xi) > 1 for i = 0, 1, . . . , s−1. This and (5.10) imply A(ǫ/2)ki (xi) > eǫg
ki (xi)/2
and so logA
(ǫ/2)
ki
(xi) ≥ ǫτ02τ† ki for all i < s. Combining this with the above, (5.15) and (5.17) give
ψn(x)− (χ˜+ ǫ/2)gn(x) ≥ ǫτ0
2τ †
δˆn− | logA(ǫ)ks (xs)|+
n−1∑
q=0
Tq(x)∈Q0(ǫ)
A
(ǫ/2)
1 (T
q(x)) ≥ ǫτ0δˆ
4τ †
n+ (I) + (II),
where (I) is the sum of the positive terms of the sum
n−1∑
q=0
Tq(x)∈Q0(ǫ)
A
(ǫ/2)
1 (T
q(x)) and (II) is the sum
of the other terms in this sum. Then (I) ≥ 0, and, recalling the set F defined by (5.7),
(II) =
n−1∑
q=0
Tq(x)∈F∩Q0(ǫ)
logA
(ǫ/2)
1 (T
q(x)) ≥
n−1∑
q=0
Tq(x)∈F
logA
(ǫ/2)
1 (T
q(x)).
(The terms appearing in the sum in the right-hand-side that do not appear in the sum in the
middle are all non-positive.) Hence
ψn(x)− (χ˜+ ǫ/2)gn(x) ≥ ǫτ0δˆ
4τ †
n+
n−1∑
q=0
Tq(x)∈F
logA
(ǫ/2)
1 (T
q(x))
=
ǫτ0δˆ
4τ †
n+
n−1∑
q=0
[ψ(T q(x))− (χ˜+ ǫ/2)g(T q(x))]χF (T q(x))
=
ǫτ0δˆ
4τ †
n+ γn(x),
where γ(y) = [ψ(y) − (χ˜+ ǫ/2)g(y)]χF (y). On the other hand (5.9) implies γn(x) ≥ hn(x) − nη.
Using this and η = δ0C0 , it follows that
ψn(x)− (χ˜+ ǫ/2)gn(x) ≥ ǫτ0δˆ
4τ †
n+ hn(x)− δ0
C0
n.
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For the integral H =
∫
R̂
hdµ it follows from (5.8) that H + ǫ2 > −8C1δ0C0 . So, we can now rewrite
the above as[
ψn(x)
n
− χ˜
]
+ χ˜
[
1− g
n(x)
n
]
+
ǫ
2
[
1− g
n(x)
n
]
+
[
H − h
n(x)
n
]
≥ H + ǫ
2
+
ǫτ0δˆ
4τ †
− δ0
C0
≥ ǫτ0δˆ
4τ †
− 9C1δ0
C0
≥ ǫτ0δˆ
8τ †
,
since δˆ ≥ δ0 and C0 ≥ 100C1τ†ǫτ0 . Thus,[
ψn(x)
n
− χ˜
]
+ χ˜
[
1− g
n(x)
n
]
+
ǫ
2
[
1− g
n(x)
n
]
+
[
H − h
n(x)
n
]
≥ ǫτ0δˆ
8τ †
.
As in the proof of Lemma 5.1, assume first that χ = χi 6= 0. Then the above argument
shows that Ξn \ Ω(n) ⊂ Ξ′n ∪ Ξ′′n ∪ Ξ′′′n ∪ Ξ′′′′n , where Ξ′n is the set of those x ∈ L′ \ Ω(n) such that
ψn(x)
n − χ˜ > ǫτ0δˆ32τ† , Ξ′′n is the set of those x ∈ L′ \Ω(n) such that
∣∣∣1− gn(x)n ∣∣∣ > ǫτ0δˆ32|χ|τ† , Ξ′′′n is the set
of those x ∈ L′ \ Ω(n) such that
∣∣∣1− gn(x)n ∣∣∣ > τ0δˆ16τ† , and Ξ′′′′n is the set of those x ∈ L′ \ Ω(n) such
that
∣∣∣H − hn(x)n ∣∣∣ > ǫτ0δˆ32τ† .
As in the proof of Lemma 5.1, it now follows from the classical Large Deviation Principle (see
[OP], [Ki] or [Y1]) that there exist constants C ′ = C ′(ǫ, δˆ) > 0 and c′ = c(ǫ, δˆ) > 0 such that
µ(Ξn \ Ω(n)) ≤ C ′e−c′n. By (5.11), µ(Ω(n)) ≤ C4e−c4n, so there exist constants C ≥ 1 and c > 0
such that µ(Ξn) ≤ C e−cn for all n.
When χ = χi = 0, a slightly different argument (as in the proof of Lemma 5.1) shows that
again there exist constants C ≥ 1 and c > 0 such that µ(Ξn) ≤ C e−cn for all n.
6 Proof of Proposition 2.1
Throughout we assume that φt is a C
2 contact Anosov flow on M with a C2 invariant contact
form ω. Then the two-form dω is C1, so there exists a constant C0 > 0 such that
|dωx(u, v)| ≤ C0‖u‖ ‖v‖ , u, v ∈ TxM , x ∈M, (6.1)
and for every x ∈ M and every u ∈ Es(x) (or u ∈ Eu(x)) with ‖u‖ = 1 there exists v ∈ Eu(x)
(reps. v ∈ Es(x)) with ‖v‖ = 1 such that dωx(u, v) ≥ 1/C0.
Fix for a moment ǫ > 0. We will use the notation from Sect. 3. Following general procedures
(see Theorem S.2.10 in [KM]) for all x ∈ L′0 and i = 1, . . . , k0 consider the inner product
〈u, v〉′x,i =
∑
m∈Z
〈dfmx (u), dfmx (v)〉 e−2mχi−4ǫ|m| , u, v ∈ Ei(x),
where 〈·, ·〉 is the inner product on TxM determined by the Riemann metric. Then, given u =
u1 + . . .+ uk0 , v = v1 + . . . + vk0 ∈ TxM with ui, vi ∈ Ei(x) for all i, define
〈u, v〉′x =
k0∑
i=1
〈ui, vi〉′x,i , ‖u‖′x =
√
〈u, u〉′x.
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Notice that for u ∈ Ei(x) we have
〈u, u〉′x,i =
∑
m≥0
‖dfmx (u)‖2 e−2mχi−4ǫm +
∑
m<0
‖dfmx (u)‖2 e−2mχi+4ǫm
≤
∑
m≥0
(R+ǫ (x)e
mχi+mǫ‖u‖)2 e−2mχi−4ǫm +
∑
m<0
(R−ǫ (x)e
mχi−mǫ‖u‖)2 e−2mχi+4ǫm
= (Rǫ(x)‖u‖)2
∑
m≥0
e−2mǫ +
∑
m<0
e2mǫ
 ≤ 1 + e−2ǫ
1− e−2ǫ (Rǫ(x)‖u‖)
2 ≤ 2
ǫ
(Rǫ(x)‖u‖)2.
Thus, ‖u‖′x,i ≤
√
2/ǫ Rǫ(x)‖u‖.
Since the subspaces Ei(x) are mutually orthogonal with respect to 〈·, ·〉′x, it follows that, setting
K0 = K0(ǫ) = 2
√
k0/ǫ, we have
‖u‖′x ≤ K0(ǫ)Rǫ(x)‖u‖ , u ∈ TxM , x ∈ L′0. (6.2)
In particular, if u = u1 + . . .+ uk0 with ui ∈ Ei(x) for all i, then
‖ui‖ ≤ ‖ui‖′x,i ≤ ‖u‖′x ≤ K0(ǫ)Rǫ(x) ‖u‖ , i = 1, . . . , k0. (6.3)
Next, for every i = 1, . . . , k0, x ∈ L′0 and ǫ > 0 set
Ai(x, ǫ) = sup
{
‖dfn+kx (v)‖ e−(χi+ǫ)n−ǫ|k|
‖dfkx (v)‖
: n ≥ 0, k ∈ Z, v ∈ Ei \ {0}
}
,
A˜i(x, ǫ) = sup
{
‖dfn+kx (v)‖ e−(χi−ǫ)n−ǫ|k|
‖dfkx (v)‖
: n ≤ 0, k ∈ Z, v ∈ Ei \ {0}
}
,
and
Aǫ(x) = max
1≤i≤k0
max{Ai(x, ǫ), A˜i(x, ǫ)}.
It follows from the argument in the proof of Proposition 1 in [FHY] that Ai(x, ǫ) and A˜i(x, ǫ) are
finite for all i, so Aǫ(x) is well-defined for all x ∈ L′0, and moreover
‖dfnx (v)‖
enχi
≤ Aǫ(x) e|n|ǫ‖v‖ , v ∈ Ei(x) , n ∈ Z, (6.4)
for all x ∈ L′0 and all i = 1, . . . , k0. It now follows from (3.1) and (3.2) that
Rǫ(x) ≤ Aǫ(x)
for all ǫ > 0 and all x ∈ L′0. It is easy to see that Ai(x, ǫ) and A˜i(x, ǫ) are ǫ-slowly varying
functions for all i, so Aǫ(x) is also an ǫ-slowly varying function.
Next, set K1(ǫ) = C
2
0K0(ǫ). We will prove that
1
K1(ǫ) (Rǫ(x))2emǫ
≤ ‖df
m
x (v)‖
emχi
, m ≥ 0 , v ∈ Ei(x) , ‖v‖ = 1, (6.5)
for all x ∈ L′0 and i = 1, . . . , k0. Given v ∈ Ei(x) with ‖v‖ = 1, there exists w ∈ TxM with
‖w‖ = 1 such that dωx(v,w) ≥ 1/C0. Let w = w1 + . . .+ wk0 , where wk ∈ Ek(x) for all k. Since
the flow is contact, there exists j with χj = −χi. It is now easy to see that dωx(v,w) = dωx(v,wj).
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Indeed, setting xm = f
m(x), for χk < χj = −χi we have χk < χj − 3ǫ by the choice of ǫ, so using
(6.1) we get
|dωx(v,wk)| = |dωxm(dfmx (v), dfmx (wk))| ≤ C0‖dfmx (v)‖ ‖dfmx (wk)‖
≤ C0R2ǫ (x)‖v‖ ‖wk‖ emχi+mǫemχk+mǫ → 0
as m→∞. Thus, dωx(v,wk) = 0. In a similar way one deals with the case χk > χj, considering
m→ −∞.
Hence for any m ≥ 0 we have
1
C0
≤ dωx(v,wj) = dωfm(x)(dfmx (v), dfmx (wj)) ≤ C0‖dfmx (v)‖ ‖dfmx (wj)‖.
This, (3.1) and (6.3) imply
‖dfmx (v)‖
emχi
≥ 1
C20‖dfmx (wj)‖emχi
≥ 1
C20R
+
ǫ (x)emχj+mǫ‖wj‖emχi
≥ 1
C20R
+
ǫ (x)emǫK0(ǫ)Rǫ(x)‖w‖
≥ 1
C20K0(ǫ)(Rǫ(x))
2emǫ
,
which proves (6.5). In a similar way one shows that
1
K1(ǫ) (Rǫ(x))2emǫ
≤ ‖df
−m
x (v)‖
e−mχi
, m ≥ 0 , v ∈ Ei(x) , ‖v‖ = 1, (6.6)
for all x ∈ L′0 and i = 1, . . . , k0.
Next, we will prove that
Ai(x, ǫ) ≤ K1(ǫ/2)(Rǫ/2(x))3 (6.7)
for all x ∈ L′0 and i = 1, . . . , k0. Fix x and i for a moment. Given v ∈ Ei(x) \ {0}, n ≥ 0 and
k ∈ Z, we will consider 3 cases.
Case 1. k ≥ 0; then n+ k ≥ 0, too. Using (3.1) and (6.5) with ǫ replaced by ǫ/2, we get
‖dfn+kx (v)‖ e−(χi+ǫ)n−ǫ|k|
‖dfkx (v)‖
≤ Rǫ/2(x)e
(n+k)(χi+ǫ/2)‖v‖ e−(χi+ǫ)n−ǫ|k|
ekχi‖v‖
K1(ǫ/2) (Rǫ/2(x))2e
kǫ/2
= K1(ǫ/2)(Rǫ/2(x))
3e(n+k)ǫ/2e−nǫ−kǫekǫ/2
≤ K1(ǫ/2)(Rǫ/2(x))3.
Case 2. k < 0 and n+ k ≥ 0. Then (3.1) and (6.6) imply
‖dfn+kx (v)‖ e−(χi+ǫ)n−ǫ|k|
‖dfkx (v)‖
≤ Rǫ/2(x)e
(n+k)(χi+ǫ/2)‖v‖ e−(χi+ǫ)n+ǫk
ekχi‖v‖
K1(ǫ/2) (Rǫ/2(x))2e−kǫ/2
= K1(ǫ/2)(Rǫ/2(x))
3e(n+k)ǫ/2e−nǫ+kǫe−kǫ/2
≤ K1(ǫ/2)(Rǫ/2(x))3.
Case 3. k < 0 and n+ k < 0. Then (3.2) and (6.6) imply
‖dfn+kx (v)‖ e−(χi+ǫ)n−ǫ|k|
‖dfkx (v)‖
≤ Rǫ/2(x)e
(n+k)(χi−ǫ/2)‖v‖ e−(χi+ǫ)n+ǫk
ekχi‖v‖
K1(ǫ/2) (Rǫ/2(x))2e−kǫ/2
= K1(ǫ/2)(Rǫ/2(x))
3e−(n+k)ǫ/2e−nǫ+kǫe−kǫ/2
≤ K1(ǫ/2)(Rǫ/2(x))3.
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This proves (6.7). In a similar way we will now prove
A˜i(x, ǫ) ≤ K1(ǫ/2)(Rǫ/2(x))3 (6.8)
for all x ∈ L′0 and i = 1, . . . , k0. Fix x and i for a moment and let v ∈ Ei(x) \ {0}, n ≤ 0 and
k ∈ Z. Again we will consider 3 cases.
Case 4. k ≥ 0 and n+ k ≥ 0. Using (3.1) and (6.5), we get
‖dfn+kx (v)‖ e−(χi−ǫ)n−ǫ|k|
‖dfkx (v)‖
≤ Rǫ/2(x)e
(n+k)(χi+ǫ/2)‖v‖ e−(χi−ǫ)n−ǫk
ekχi‖v‖
K1(ǫ/2) (Rǫ/2(x))2ekǫ/2
= K1(ǫ/2)(Rǫ/2(x))
3e(n+k)ǫ/2enǫ−kǫekǫ/2
≤ K1(ǫ/2)(Rǫ/2(x))3.
Case 5. k ≥ 0 and n+ k < 0. Then
‖dfn+kx (v)‖ e−(χi−ǫ)n−ǫ|k|
‖dfkx (v)‖
≤ Rǫ/2(x)e
(n+k)(χi−ǫ/2)‖v‖ e−(χi−ǫ)n−ǫk
ekχi‖v‖
K1(ǫ/2) (Rǫ/2(x))2ekǫ/2
= K1(ǫ/2)(Rǫ/2(x))
3e−(n+k)ǫ/2enǫ−kǫekǫ/2
≤ K1(ǫ/2)(Rǫ/2(x))3.
Case 6. k < 0, and so n+ k < 0. Then
‖dfn+kx (v)‖ e−(χi−ǫ)n−ǫ|k|
‖dfkx (v)‖
≤ Rǫ/2(x)e
(n+k)(χi−ǫ/2)‖v‖ e−(χi−ǫ)n+ǫk
ekχi‖v‖
K1(ǫ/2) (Rǫ/2(x))2e−kǫ/2
= K1(ǫ/2)(Rǫ/2(x))
3e−(n+k)ǫ/2enǫ+kǫe−kǫ/2
≤ K1(ǫ/2)(Rǫ/2(x))3.
This proves (6.8). Combining the latter with (6.7) gives Aǫ(x) ≤ K1(ǫ/2)(Rǫ/2(x))3, and
therefore
K2(ǫ)(A2ǫ(x))
1/3 ≤ Rǫ(x) ≤ Aǫ(x) , x ∈ L′0,
where K2(ǫ) =
ǫ1/6
C
2/3
0 (2k0)
1/6
.
Proof of (3.5). Given i = 1, . . . , k0 and x ∈ L′0, there exist an integer n ≥ 0 and v ∈ E(i) with
‖v‖ = 1 such that R˜+ǫ,i(x) = ‖df
n
x (v)‖
e(χi+ǫ)
. Let v =
∑i
k=1 vk with vk ∈ Ek(x) for all k. Then by (6.3),
‖vk‖ ≤ K0(ǫ)Rǫ(x)‖v‖ ≤ K0(ǫ)Rǫ(x) for all k. Using this and χi ≥ χk for k ≤ i yields
R˜+ǫ,i(x) =
‖dfnx (v)‖
e(χi+ǫ)n
≤
∑i
k=1 ‖dfnx (vk)‖
e(χi+ǫ)n
≤
i∑
k=1
‖dfnx (vk)‖
e(χk+ǫ)n
≤
i∑
k=1
‖(dfnx )|Ek‖ ‖vk‖
e(χk+ǫ)n
≤
i∑
k=1
R+ǫ,k(x) K0(ǫ)Rǫ(x) ≤ k0K0(ǫ) (Rǫ(x))2.
This is true for all i, so R˜+ǫ (x) ≤ k0K0(ǫ) (Rǫ(x))2. In a similar way, considering the flow φ−t and
the map f−1 = φ−1 one shows that R˜
−
ǫ (x) ≤ k0K0(ǫ) (Rǫ(x))2. This proves (3.5).
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