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ABSTRACT
As 3D audio becomes more commonplace to enhance auditory
environments, designers are faced with the challenge of choosing
HRTFs for listeners that provide proper audio cues. Subjective se-
lection is a low-cost alternative to expensive HRTF measurement,
however little is known concerning whether the preferred HRTFs
are similar or if users exhibit random behavior in this task. In
addition, PCA (principal component analysis) can be used to de-
compose HRTFs in representative features, however little is known
concerning whether the features have a relevant perceptual basis.
12 listeners completed a subjective selection experiment in which
they judged the perceptual quality of 14 HRTFs in terms of ele-
vation, and front-back distinction. PCA was used to decompose
the HRTFs and create an HRTF similarity metric. The preferred
HRTFs were significantly more similar to each other, the preferred
and non-preferred HRTFs were significantly less similar to each
other, and in the case of front-back distinction the non-preferred
HRTFs were significantly more similar to each other.
1. INTRODUCTION
3D audio is used in many settings to augment a wide variety of
tasks including improving immersion in virtual reality, enhancing
speech intelligibility, improving video games, providing spatial
cues for assistive technology for persons with visual impairments,
enriching positional systems for air traffic controllers, and sonify-
ing multidimensional data. In each of these scenarios, 3D audio
minimizes cognitive load, provides spatial cues for degraded vi-
sual environments, and provides information redundancy, which
significantly improves task performance [1, 2, 3].
3D audio cues are most effectively realized through the use
of head-related transfer functions (HRTFs). Proper perceptual
fidelity in virtual auditory environments requires the use of in-
dividualized or customized HRTFs. The use of a generic or
non-individualized HRTF leads to poor elevation perception, de-
creased externalization, and increased front/back reversal errors
[4, 5, 6, 7, 8].
The most accurate HRTFs are obtained by direct acoustic mea-
surement, however the measurement process is very expensive in
terms of time and resources [4, 9, 10, 11, 5]. By placing a lis-
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tener in an anechoic chamber and positioning a loudspeaker at a
known location, it is possible to measure the entire acoustic trans-
formation of a sound by the listener’s body. The frequency re-
sponse is recorded at each ear with microphones placed in the ear
canal. When used to synthesize virtual auditory sources, HRTFs
are typically realized as the cascade of a minimum-phase FIR filter
and an all-pass filter that accounts for the lag in the wavefront ar-
rival time between the two ears [8, 12]. Directly measured HRTFs
provide an individualistic 3D sound experience for each person,
according to their specific anthropometic features. Although this
direct measurement may produce the most accurate measurement,
perhaps such costly and resource intensive measurements are not
completely necessary to convey 3D sound to a listener.
As a solution, many researchers have proposed less costly
methods to alleviate the need for individualization that have been
met with varying levels of success. These methods include: HRTF
approximation using theoretical computation [13, 14, 15, 16, 17],
active sensory tuning [18, 19], machine learning [20, 21, 22, 23,
24], genetic algorithms [25, 26, 27], clustering [28, 29, 30, 31],
generic models[4, 5, 32, 7], physical feature measurement[33, 34,
35, 36, 37, 38, 39], pre-measured [40, 41, 10], and subjective se-
lection from pre-measured HRTF databases [42, 43, 44, 45, 46].
Many quantitative and qualitative metrics have been proposed
to analyze HRTF similarity [47, 48, 49, 28, 23]. Principal Compo-
nent Analysis or PCA arises as an objective method to use the com-
mon features of an HRTF to decompose it into features that can be
varied. PCA is used to describe a data set by using only a few
orthogonal components and corresponding weights. For example,
Martens was one of the first researchers to show that variations
in an HRTF’s spectral energy distribution with changing azimuth
could be adequately captured by four principal components, quan-
tified in terms of spectral band weighting functions. This finding
simplified HRTF analysis by providing a simple (4D) measure of
global spectral variation which until then was otherwise difficult to
quantify [50]. Following this work, PCA has been used my many
researchers to decompose the HRTF.
Though many researchers have used PCA and other decompo-
sition tools to define features and (sometimes) measure HRTF sim-
ilarity, many if not all of these approaches neglect to address the
perceptual validity of the features used to represent HRTFs. Even
if the exact mathematical relationships had been discovered,is no
perceptual basis to prove that the extracted features affect 3D au-
dio perception. The most straightforward method to determine a
listener’s preference for HRTFs and how it impacts their 3D audio
perception is through a subjective selection procedure in which a
listener can choose useful HRTFs from a database of pre-measured
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filters. This approach is an effective yet inexpensive method to ob-
tain a listener’s HRTF preference, however, little is known about
the similarities of the subjectively selected HRTFs. For example,
Schonstein and Katz [51] found large variances in judgments for
listeners perceptually evaluating HRTFs. The next logical step in
this line of research is to analyze the subjectively selected HRTFs
chosen by a listener to discover if similarities exist that can be
quantified.
The present work uses PCAmetrics to decompose a set of pre-
measured HRTFs and uses clustering to group them. A given set
of listeners perform a subjective selection task in which they indi-
cate their HRTF preferences. Following this, a difference analysis
is used to measure HRTF similarity of preferred HRTFs as com-
pared to not-preferred HRTFs. If similarity is observed, this will
achieve our goals of (1) demonstrating that the mathematical de-
composition of HRTFs using PCA actually has perceptual validity
and (2) validating subjective selection as an appropriate method
for naive listeners to customize their listening experience. If this
work proves to be successful, instead of using the complete HRTF,
3D audio designers could build simplified HRTF models based on
the relevant features extracted.
2. BACKGROUND
When clustering a large multidimensional dataset, among the first
factors to decide upon is an appropriate metric to use when rep-
resenting HRTFs. Bondu et. al [28] analyzed several different
criteria for clustering HRTFs and discovered that the Avendano
criterion performed best both in terms of localization performance
and clustering. This would be ideal for our usage, however, Aven-
dano criterion is restricted to the frequency domain. This means
that by using this metric, any time domain information would be
omitted from the analysis. The present work employs a metric that
combines both time and frequency domain information for clus-
tering. The method used in the present work is described in the
following sub-sections.
2.1. HRTF Decomposition & Clustering
2.1.1. Principal Component Analysis
PCA is a data reduction method that is used to describe the relevant
features of the HRTF. In his seminal study, Martens [50] proposed
a method of using spectral band energy to analyze the statistical
features of HRTFs. In his study, the spectral area of an HRTF was
decomposed into 24 sub-bands centered with 24 frequencies from
low to high spectral area. Each HRTF was transformed into a 24
element vector. Then, each vector corresponding to each HRTF
was grouped together into a matrix, whose rows corresponded to
observations and columns corresponded to frequency elements.
Lastly, PCA was performed on the formed matrix to decompose
the observations into the combinations of different bases. Based
on the study of the shape of the bases, Martens found that the
energy bands of frequency should be regrouped into four sets,
which are grouped in the following table.
2.1.2. HRTF Clustering
After decomposing an HRTF into relevant features, a k-Means
clustering algorithm can be used to partitions data into k mutu-
ally exclusive clusters based on their distance to the centroid of a
Group1 166,282,410,543,681,825,980,1158,1368,1616
Group2 1909,2255,2664,3146,3716,4390,5185
Group3 6125,7235,8545,10094,11923
Group4 14083,16634
Table 1: Frequency band grouping, from Martens [50]
cluster. The algorithm forms groupings or clusters in such a way
that data within a cluster have a higher measure of similarity than
data in any other cluster. The measure of similarity on which the
clusters are modeled is defined by Squared Euclidean metric. The
k-Means algorithm treats each observation in the dataset as an ob-
ject in a specific location in space. The partition found in the algo-
rithm ensures that objects in the cluster are as close to each other as
possible and as far from other objects in other clusters as possible.
The k centers of the clusters are initialized through Arthur & Vas-
silvitskii’s algorithm [52] and then an iterative algorithm is used to
minimize the sum of the distances from each object to its cluster
centroid, for all clusters. The algorithm moves objects between
clusters until the sum cannot be further minimized. The algorithm
runs as follows:
Given cluster number k and a set of n data points  .
1. Randomly choose one center c1 from  
2. Take a new center ci, choosing x 2   with probability
D(x)2P
x2 D(x)2
3. Repeat step 2 until k centers C = {c1, . . . , ck} have been
taken together
4. For each i, j 2{1,...,k}, cluster Ci 2  , xn 2 Ci,
ifkxn   cik  kxn   cjk, for all j 6= i.
5. For each i 2{1,...,k}, set ci to be the center of mass of all
points in Ci: ci = 1|Ci|
P
x2Ci x
6. Iterate steps 4 and 5 until C no longer changes
2.2. HRTF Similarity
Once the HRTFs have been decomposed into their relevant fea-
tures, an HRTF similarity metric can be employed. The similarity
for different sets of HRTFs, i.e., preferred, non-preferred, is de-
scribed by the distance between the average energy for all relevant
HRTF azimuths and elevations, as represented in Equation 1,
distancej =
1
N
NX
i=1
(Ej1i   Ej2i)T (Ej1i   Ej2i) (1)
where the subscripts 1 and 2 denote 2 different sets of HRTFs to
be compared, N denotes the total number of pairs of HRTFs from
the total HRTF database, and i represents all of the HRTF direc-
tions for two different HRTF sets. Letter j can be defined to be
either left or right ears, E represents the 4 element energy vector,
derived from the PCA described in Section 2.1.1. Thus, Equation
1 provides a metric to quantify distance between different sets of
HRTFs that can be generalized for any analysis.
It should be noted that since HRTFs consist of both left and
right ear filters, we must first redefine the energy vector as the
ratio between left and right ears:
E = log
El
Er
= logEl   logEr (2)
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After this step, Equation 1 was used to calculate HRTF similarity.
2.3. Spectral Notch Analysis
The locations of spectral notches within HRTFs convey 3D audio
cues that allow listeners to distinguish sounds rendered in the front
from sounds rendered in the back and provides and provides eleva-
tion cues that allow a listener to determine the height of a spatial-
ized sound source [53, 54]. Notches are characterized by the min-
imal value points in HRTF magnitude response. To determine the
locations of spectral notches within an HRTF, a fast Fourier trans-
form is performed on the head-related impulse response (HRIR).
Then, every point in the magnitude response is compared with its
adjacent points.
3. METHOD
3.1. Subjective Selection Experiment
The subjective selection experiment methodology used in the
present study is thoroughly outlined in in Wan et al. (2015) [55]
and summarized in this section.
3.1.1. Subjects
12 subjects (5 male and 7 female) with normal hearing were re-
cruited to participate in the study. Participants were either full-time
students or undergraduate summer research students at Clemson
University. It should be noted that 3 subjects’ performance clas-
sified them as outliers. This was because they either (1) preferred
all of the HRTFs in the dataset all of the time or (2) Never picked
an HRTF consistently. Accordingly, their data was removed from
the analysis.
3.1.2. Stimuli
The stimulus used in the study was a 500-ms infrapitch noise,
which was constructed by creating pink noise with 200-ms sam-
pling that was repeated 2.5 times.
14 HRTF datasets were used. 13 were from the CIPIC
database[9], and one KEMAR dataset. For each trial, the program
created impulse responses for the left and right ears by cascading
the minimum-phase head-related impulse responses, which were
drawn from a given set of HRTFs, with the all-pass impulse re-
sponses for the KEMAR ITD.
3.1.3. Procedure
All participants were randomly divided into two groups, A and
B, which performed the experiment in different order. In each
session, subjects in Group A went through a three-stage listen-
ing procedure in which they evaluated the perceptual criteria in
the following order: externalization, elevation discrimination and
front/back discrimination. Listeners in Group B evaluated the per-
ceptual criteria in the following order: externalization, front/back
discrimination, elevation discrimination. In each stage, the partic-
ipants judged each HRTF’s ability to render the given perceptual
cue. Each three stage procedure constituted an experimental ses-
sion. Each subject completed 3 experimental sessions, occurring
between 1 and 2 days apart. To eliminate any potential stimuli
judgment bias, subjects were unknowingly deceived by being told
Figure 1: User interface for the spectral coloration selection tasks.
that they would be judging 3 different sets of sounds on each day,
when in fact the same HRTFs were used for each session.
The experiment’s user interface is shown in Figure 1. In each
stage, the HRTFs were randomly ordered and presented 4 times per
HRTF. In each interval (as shown in Figure 1), 5 HRTFs (marked
as letters A, B, C, D, and E) rendered 3D sound. The HRTF cor-
responding to each letter was highlighted as it was used. The par-
ticipant could replay any option by clicking its letter. There was
a check-box below each HRTF letter that allowed the listener to
select whether the HRTF that was used provided adequate cues for
the given stage.
In the case of front/back discrimination, each trial started with
an unspatialized (monaural) reference signal, which was generated
by processing the test signal with the HRTF at 0  azimuth, 0  ele-
vation and cross-summing the left and right channels. The purpose
for this step was to avoid spectral coloration variability between
the raw and the processed test signal. This signal was used as an in-
the-head reference, to which the HRTF rendered sounds could be
compared. Following the reference signal, the listener heard five
consecutive sounds, generated from randomly selected HRTFs,
at randomly selected azimuths (±150 ,±120 ,±60 ,±30 ) on
the horizontal (ear level) plane. All of the intervals in each trial
used the same sequence of azimuths. If none of the intervals gave
the perception of externalization, the listener selected the ”None”
check-box. After submitting the selections, the results were saved,
and the listener proceeded to next trial. The elevation discrimi-
nation phase proceeded almost identically to the front/back dis-
crimination phase. The only difference was that each interval
was rendered using a selected HRTF at a random azimuth from:
±150 ,±120 ,±90 ,±60 ,±30 ; at elevations of ±36 . The
externalization phase required the listener to judge the external-
ization of each interval.
4. RESULTS
4.1. Evaluation Metrics
As described in Section 2.1.1, PCA was performed on each of the
CIPIC HRTFs. After band pass filtering the HRTF with center
frequencies given in the 1, the energy in the four groups were cal-
culated thus forming a four elements feature vector for each HRTF.
PCA is then repeated on the newly derived energy vectors to ana-
lyze the energy of the HRTFs.
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As described in section 2.1.2, HRTF clustering was also per-
formed to observe any HRTF groupings. Each HRTF’s left and
right ear energy vectors for all directions (Table 1) were used for
clustering. HRTF similarity was quantified using the metrics de-
scribed in 2.2.
The metric described in Section 2.3 was used to determine the
locations of the spectral notches to evaluate its position and mag-
nitude in each band group. The manner in which to locate the
spectral notches was slightly revised due to the fact that CIPIC’s
own post-processing of the raw data uses a Hanning window to
remove any room reflections [9]. This processing is problematic
because the high-frequency components of the HRTF are filtered
away. It is for this reason that the notch in the last energy band
group was purposefully omitted.
In order to analyze the time dependent HRTF features, the ITD
information was extracted and plotted with the notch position to
further assess similarity. In these analyses, the notch positions and
ITDs are scaled such that their values are between -1 and 1 inclu-
sive. All of the aforementioned metrics in this section were used
to assess whether the preferred HRTFs for elevation and front/back
distinction are related to their energy features, spectral notch loca-
tion, or time-dependent features.
4.2. Subjective Selection Preferences
Figure 2 summarizes the results of the experiment described in
Wan et al. (2015) [55]. Figures 3 through 7 show the results of
the present study. It should be noted that 3 of the original twelve
subjects were considered outliers because they did not demonstrate
selective behavior. These subjects either did not pick any HRTFs
consistently, or they picked almost all of the HRTFs all of the time.
Thus, their data was not chosen to be included in the analysis. In
addition, the present analysis focuses on the front/back and ele-
vation distinction stages of the experiment since these stages rely
heavily on the listener’s ability to discriminate HRTF spectral fea-
tures.
4.3. Spectral Similarity of Chosen HRTFs
4.3.1. Elevation Distinction
Figure 3 shows the clustering of the HRTFs used during the ele-
vation distinction stage. The vectors for clustering are the spectral
band energy based on the band group in table 1. Each axis rep-
resents a frequency band. In the analysis, band groups 2, 3 and 4
are used for clustering. The 4 asterisks in the plot are the centroid
of four clusters. The various colors indicate the cluster in which a
particular HRTF belongs. The text in the plot represents each of
the HRTF datasets used in the analysis. The symbol ’k’ represents
the KEMAR dataset and the numbers ’1’ through ’13’ represent
the CIPIC HRTF datasets that were used in the experiment, in nu-
meric order. In this figure, the HRTFs preferred in all 3 sessions
by Subject 2 are displayed more prominently than the HRTFs that
were not preferred.
Table 2 displays the similarity between the preferred and non-
preferred HRTFs chosen in the elevation distinction stage (as com-
pared to the average HRTF similarity) for each subject as calcu-
lated according to the metric described in Section 2.2. A small
value indicates a higher degree of similarity and a larger value in-
dicates dissimilarity. A dash (’-’) symbol in the table indicates
that a listener did not have a specific preference. An ’0’ in the
Figure 2: HRTFs chosen by each subject at the end of each session.
Along the abscissa is the HRTF identifier and along the ordinate is
thee subject identifier
table occurs if the listener only consistently preferred one HRTF,
and therefore the difference between the HRTFs is 0.
The aggregated results are summarized in Figure 4.
Figure 4 compares the mean distances between preferred
HRTFs, non-preferred HRTFs, and the distances between those
chosen and not chosen, as compared to the average distance be-
tween HRTFs, displayed by the horizontal line in the plot. The
results presented were assessed with an ANOVA. Error bars in all
figures indicate 95 % confidence intervals. Overall, the preferred
HRTFs were significantly more similar than the non-preferred
HRTFs. Furthermore, the preferred and non-preferred HRTFs
were significantly less similar than the average HRTF similarity
[F3,113 = 3.36, p < 0.05]. The similarity score for the average
HRTF group is significantly higher than that for the PvsNP group,
suggesting that, for the elevation dimension, PvsNP were more
similar than the average HRTFs.
4.3.2. Front/Back Distinction
In a similar fashion as Figure 3, Figure 5 shows the HRTF clus-
tering for the HRTFs used during the front/back distinction stage.
In this figure, the HRTFs preferred in all 3 sessions by Subject
1 are displayed more prominently than the HRTFs that were not
preferred.
In a similar fashion as Table 2, Table 3 displays the similar-
ity between the preferred and non-preferred HRTFs chosen in the
front/back distinction stage (as compared to the average HRTF
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Figure 3: Clustering of the HRTFs used in the elevation distinction
stage. Along each axis is the frequency band group. The preferred
HRTFs chosen by Subject 2 are highlighted for comparison. The
four different colors represents 4 HRTF clusters.
Preferred Non-preferred Average PvsNP
Subject1 2.01 2.48 4.91 6.03
Subject2 0 4.01 4.91 4.66
Subject3 - 4.70 4.91 4.93
Subject4 1.48 - 4.91 -
Subject5 4.35 - 4.91 -
Subject6 0 3.88 4.91 6.71
Subject7 0 4.03 4.91 7.20
Subject8 5.0 - 4.91 -
Subject9 4.41 - 4.91 -
Table 2: Similarity of preferred and non-preferred HRTFs by sub-
ject in elevation distinction stage.
Figure 4: Similarity of preferred (P), non-preferred (NP), All, and
preferred to non-preferred (P vs NP) HRTFs used for elevation dis-
tinction. Along the abscissa are the comparison groups and along
the ordinate is the similarity metric score. Lower values indicate
more similarity.
Figure 5: Clustering of the HRTFs used in the front/back distinc-
tion stage. Along each axis is the frequency band group. The
preferred HRTFs chosen by Subject 1 are highlighted for compar-
ison.
Preferred Non-preferred Average PvsNP
Subject1 1.75 1.76 4.52 3.73
Subject2 0 3.51 4.53 7.46
Subject3 - 2.52 4.53 3.81
Subject4 2.02 - 4.53 -
Subject5 3.99 - 4.53 -
Subject6 0 1.99 4.53 4.44
Subject7 0 4.28 4.53 4.70
Subject8 4.22 - 4.53 -
Subject9 4.92 - 4.53 -
Table 3: Similarity of preferred and non-preferred HRTFs by sub-
ject in front/back distinction stage.
Figure 6: Similarity of preferred (P), non-preferred (NP), All, and
preferred to non-preferred (P vs NP) HRTFs for front/back distinc-
tion. Along the abscissa are the comparison groups and along the
ordinate is the similarity metric score. Lower values indicate more
similarity.
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Figure 7: Clustering of HRTF notch locations and ITD for the
elevation distinction stage. Along the x-axis is the location of the
left ear notch frequency, along the y-axis is the location of the right
ear notch frequency, and along the z-axis is ITD. The preferred
HRTFs chosen by Subject 2 are highlighted for comparison.
similarity) for each subject as calculated according to the metric
described in Section 2.2.
Figure 6 compares the mean distances between preferred
HRTFs, non-preferred HRTFs, and the distances between those
chosen and not chosen, as compared to the average distance be-
tween HRTFs, displayed by the horizontal line in the plot. The
results presented were assessed with an ANOVA. Error bars in all
figures indicate 95 % confidence intervals. Similar to the results
displayed in Figure 4, for each subject the preferred HRTFs were
significantly more similar than the average similarity. The non-
preferred HRTFs were also found to be significantly more similar
than the average similarity [F3,98 = 3.09, p < 0.05]. What’s
more, with a comparison between non-preferred and preferred,
we find that the non-preferred is more similar than the preferred
HRTFs.
4.4. Time Dependent Similarity of Chosen HRTFs
4.4.1. Elevation Distinction
Figure 7 shows the results of the HRTF notches and ITD clus-
tering for the HRTFs used during the elevation distinction stage.
The axes on horizontal(xy) plane are locations of HRTF notches
for left(x-axis) and right(y-axis) ears. The frequency locations of
all notch points have been normalized based on a maximum fre-
quency of 22,050 Hz. On the vertical axis(z axis), the ITD is
normalized to scale [0,1]. In this figure, Subject 2’s preferred
HRTFs are highlighted. HRTF similarity was assessed using the
ITD and notch features and no significant differences were found.
[F3,113 = 0.18, p = 0.91]
4.4.2. Front/Back Distinction
Similarly, Figure 8 shows the results of the HRTF notches and
ITD clustering for the HRTFs used during the elevation distinction
stage. In this figure, Subject 2’s preferred HRTFs are highlighted.
HRTF similarity was assessed using the ITD and notch features
and no significant differences were found. F statistics and p value
are given as[F3,98 = 1.72, p = 0.17]
Figure 8: Clustering of HRTF notch locations and ITD for the
front/back distinction stage. Along the x-axis is the location of the
left ear notch frequency, along the y-axis is the location of the right
ear notch frequency, and along the z-axis is ITD. The preferred
HRTFs chosen by Subject 2 are highlighted for comparison.
5. DISCUSSION & FUTUREWORK
The goal of the present work was to determine if the PCA features
on which HRTFs are clustered have a perceptual linkage and to
quantitatively validate the HRTFs chosen in a subjective selection
procedure.
In the work we found that HRTFs that were picked were sim-
ilar in terms of distance from each other. This suggests that PCA
decomposition is indeed a valid tool that has a perceptual signif-
icance when analyzing HRTFs. This work further validates the
subjective selection methodology by showing that there is simi-
larity between chosen HRTFs and novice listeners are capable of
using spectral cues to discriminate between features.
Furthermore, the present work shows that HRTFs that were not
selected also share similar qualities as they are typically grouped
near each other.
The present work highlights the challenge of accurately de-
composing an HRTF such that it can be represented as a set of
points in space. In creating the current work, many solutions were
tried, however it was found that the most informative HRTF rep-
resentation centered around band energy. This finding suggests
that the clusters can be better separated by only considering one
direction.
In addition, preferred HRTFs were not significantly more sim-
ilar than non-preferred HRTFs or as compared to average HRTF
similarity. This suggests that the time-dependent features of the
HRTF are not as critical in elevation and front/back distinction as
the spectral features.
Future work will further delve into the findings and perform
a subjective selection experiment in which the user hears a broad-
band sound coming from a known location, and HRTF features
such as notch locations. spectral band energy, and ITDs are manip-
ulated in real-time to interactively tune the HRTF. This experiment
will allow us to narrow down on the exact cues that are relevant for
3D audio perception.
Currently, statistical methods of HRTF analysis are frequently
limited by the capacity of data set. Up to now, the largest ex-
isting publicly available database is CIPIC, which consists of 45
HRTF data sets. Although this dataset is sufficient for many appli-
cations, the number of measured HRTFs are not sufficient enough
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to perform a thorough analysis of HRTF statistical patterns. Thus,
future work will involve a larger HRTF database that is formed by
exploring the acoustical basis of HRTFs (as spherical waves) and
using acoustic models to create more HRTFs and unify all existing
public domain HRTF databases.
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