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Abstract
Transmission and reception methods with multiple antennas have been demonstrated
to be very useful in providing high data rates and improving reliability in wireless com-
munications. In particular, spatial modulation (SM) has recently emerged as an attractive
transmission method for multiple-antennas systems due to its better energy efficiency and
lower system complexity. This thesis is concerned with developing transmission techniques to
improve the spectral efficiency of SM where antenna/subcarrier index involves in conveying
information bits.
In the first part of the thesis, new transmission techniques are developed for SM over
frequency-flat fading channels. The first proposed scheme is based on a high-rate space-time
block code instead of using the classical Alamouti STBC, which helps to increase the spectral
efficiency and achieve a transmit diversity order of two. A simplified maximum likelihood
detection is also developed for this proposed scheme. Analysis of coding gains and simulation
results demonstrate that the proposed scheme outperforms previously-proposed SM schemes
at high data transmission rates. Then, a new space-shift keying (SSK) modulation scheme
is proposed which requires a smaller number of transmit antennas than that required in the
bi-space shift keying (BiSSK). Such a proposed SSK-based scheme is obtained by multiplex-
ing two in-phase and quadrature generalized SSK streams and optimizing the carrier signals
transmitted by the activated antennas. Performance of the proposed scheme is compared
with other SSK-based schemes via minimum Euclidean distance analysis and computer sim-
ulation. The third scheme proposed in this part is an improved version of quadrature SM
(QSM). The main feature of this proposed scheme is to send a second constellation symbol
over the in-phase and quadrature antenna dimensions. A significant performance advantage
of the proposed scheme is realized at the cost of a slight increase in the number of radio-
frequency (RF) chains. Performance comparisons with the most recent SM schemes confirm
the advantage of the proposed scheme. The last contribution of the first part is an optimal
constellation design for QSM to minimize the average probability of error. It is shown that,
the error performance of QSM not only depends on the Euclidean distances between the am-
plitude phase modulation (APM) symbols and the energies of APM symbols, but also on the
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in-phase and quadrature components of the QSM symbols. The analysis of the union bound
of the average error probability reveals that at a very large number of transmit antennas,
the optimal constellations for QSM converge to a quadrature phase shift keying (QPSK)
constellation. Simulation results demonstrate the performance superiority of the obtained
constellations over other modulation schemes.
In the second part of the thesis, the applications of SM in frequency-selective fading
channels are studied. First, a new transmission scheme that employs SM for each group of
subcarriers in orthogonal frequency-division multiplexing (OFDM) transmission is investi-
gated. Specifically, OFDM symbols in each group are passed through a precoder to maximize
the diversity and coding gains, while SM is applied in each group to convey more informa-
tion bits by antenna indices. Performance analysis and simulation results are carried out to
demonstrate the superiority of the proposed scheme over a previously-proposed combination
of SM and OFDM. Next, the performance of OFDM based on index modulation and a flex-
ible version of OFDM, knows as OFDM with multiple constellations, is compared for both
case of “no precoding” and “with precoding” of data symbols. It is shown that the precoded
OFDM with multiple constellations outperforms precoded-IM based OFDM systems over
frequency-selective fading channels.
The last part of the thesis investigates a multiuser downlink transmission system based on
in-phase and quadrature space-shift keying modulation and precoding to reduce the minimum
number of transmit antennas while keeping the complexity of the receiver low. In addition
to the maximum likelihood (ML) detection, the low complexity zero forcing (ZF) receiver
is also studied. Theoretical upper bounds for the error probabilities of both ML and ZF
receivers are obtained and corroborated with simulation results.
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1. Introduction
1.1 Motivation
The explosive growth in the use of mobile devices makes wireless communications an
important part of human’s daily activities. The next and future generations of wireless
communication systems require higher transmission rates which implies larger bandwidths.
However, the bandwidth of a radio-frequency channel is a finite and expensive resource. To
meet the demand of higher transmission rates, better resource management and improved
transmission technologies are needed. Multiple-input multiple-output (MIMO) technology
that exploits the use of multiple antennas at the transmitter and/or receiver has been demon-
strated to be very useful for providing high-data rate transmission [4–6].
Before explaining the benefits of using multiple antennas over a single antenna, it is
instructive to understand the main challenges in dealing with a wireless communication
channel, which might be considered as the only element that the designer does not have a
full control over. For wireless communications, fading refers to the variation that the signal
level experiences due to the propagation characteristics of a wireless channel. Experimental
measurements show that the instantaneous received power over time resembles realizations
of a random process. As power fluctuates randomly, it may approach a vanishingly small
level, in which case the wireless channel is said to be in a deep fade. The random nature
of the wireless fading channel is a major difference when compared to a wired channel,
which is generally modeled as deterministic. In general, the fading effects caused by wireless
propagation can be categorized in three categories: (i) large-scale path loss effect, modeled
through a signal envelope that decays with distance squared; (ii) large-to-medium scale
slowly-varying shadowing effect, modeled by a random channel amplitude that follows a log-
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normal distribution; and (iii) small-scale fast-varying effect, modeled as a random channel
amplitude adhering to a Rice distribution if the light-of-sight (LOS) component is present, or
to a Rayleigh distribution if the LOS component is absent, or more generally, to a Nakagami
distribution which can approximate a Rayleigh or Rice distribution [4, 5].
To reduce the effect of small-scale fading, a technique called diversity is widely used
in modern wireless communication systems. Roughly speaking, diversity is implemented
by sending copies of signal over independent resource dimensions to reduce the probability
of occurrence of a deep fade. The performance gain achieved by a diversity technique is
usually quantified by the diversity gain, which is basically the decaying order of the error
probability curve versus the signal-to-noise ratio (SNR). Depending on the system resource
that can be used to carry the multiple signal copies, diversity can be categorized into the
following types [4, 5, 7]:
• Time diversity : Time diversity is implemented by sending copies of a signal over
multiple time slots over which the channel responses are independent. Specifically, time
diversity can be implemented by simply repeating the same signal over different time
slots, a method called repetition code. More efficient schemes include using rotation
matrix or interleaved channel code which can guarantee that different errors are related
to multiple independent channels.
• Frequency diversity : Frequency diversity can be obtained in a system that operates over
a wide-band channel (i.e., with a large enough bandwidth) so that different propagation
paths can be distinguished. Specifically, frequency diversity can simply be implemented
by sending the same information symbol on multiple carriers that are well separated in
the frequency domain. In that way, each symbol replica on a different carrier will ex-
perience different fading effect. A well-studied approach to achieve frequency diversity
is using orthogonal frequency-division multiplexing (OFDM) combined with channel
coding or precoding. Another scheme that exploits frequency diversity is the Rake
receiver used in code-division multiple access (CDMA) systems [8].
• Space diversity : Space diversity is implemented by installing multiple antennas at the
transmitter and/or receiver. If multiple antennas are placed at the transmitter, a
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method called space-time coding (STC) is usually used to achieve diversity gain and
the method is called transmit diversity. On the other hand, if multiple antennas are
installed at the receiver, the diversity gain can be achieved by implementing combin-
ing schemes such as the maximum-ratio combining (MRC), equal gain combining or
selection combining. These methods are called receive diversity. Of course, multiple
antennas can also be implemented at both the transmitter and receiver, leading to the
popular multiple-input multiple-output (MIMO) system.
As discussed above, time diversity is obtained by expanding the time window, while
frequency diversity requires a large transmission bandwidth. By deploying multiple antennas,
space diversity does not require time or bandwidth expansion. This is the key advantage of
a MIMO system as compared to a single-antenna system. The diversity gain achieved by
a MIMO system improves detection quality. However, the spectral efficiency, measured as
data rate per unit bandwidth, of a conventional MIMO system can be low. For instant, in
orthogonal space-time coding, the spectral efficiency is one symbol per channel use when the
number of transmit antennas, Nt, equals two (which is achieved by using the famous Alamouti
space-time code) and smaller than one when Nt > 2. In contrast, the spectral efficiency
is always one symbol per channel use in a single-input single-output (SISO) system. To
overcome the rate limitation of space-time coding, another MIMO approach was investigated
by making use of the large number of antennas to maximize the spectral efficiency. An well-
known example of this MIMO approach is V-BLAST (Vertical Bell Labs Layered Space Time)
[9]. This scheme demultiplexes a data stream into a number of substreams to be transmitted
on multiple transmit antennas. However, a challenge of implementing this scheme is to
handle inter-channel interference (ICI) and maintain inter-antenna synchronization (IAS)
between data streams from different transmit antennas. This scheme also requires a high
complexity of decoding at the receiver. More importantly, the transmit-diversity gain is not
achieved with V-BLAST.
The advantage of a MIMO system over a traditional single-antenna system is that it
can multiply the capacity of a wireless connection without requiring more bandwidth. The
more antennas the transmitter/receiver is equipped with, the larger the number of possible
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signal paths and the better the performance in terms of data rate and link reliability become.
Thus, an obvious approach regarding the enhancement of MIMO capacity is deploying large-
scale antenna systems, which are more commonly known as “massive MIMO”. Conventional
MIMO systems typically use two or four antennas, while massive MIMO systems can be
equipped with hundreds of antennas. If properly designed, massive MIMO brings huge
improvements in throughput and energy efficiency. Other benefits of massive MIMO include
the extensive use of inexpensive low-power components, reduced latency, simplification of the
media access control (MAC) layer, and robustness to interference and intentional jamming
[10].
While MIMO technology has become an essential part of modern wireless communication
systems, there are scenarios that wireless devices cannot support multiple antennas due to
size, cost, and/or hardware limitations. Furthermore, as the number of antennas increases,
the actual MIMO performance falls far behind the theoretical gains. Cooperative MIMO
uses distributed antennas on different radio devices to achieve close to the theoretical gains
of MIMO. The basic idea of cooperative MIMO is to group multiple devices into a virtual an-
tenna array to achieve MIMO communications. A cooperative MIMO transmission involves
multiple point-to-point radio links, including links within a virtual array and possibly links
between different virtual arrays. The disadvantages of cooperative MIMO come from the
increased system complexity and the large signaling overhead required for supporting device
cooperation. The advantages of cooperative MIMO, on the other hand, are its capability
to improve the capacity, cell edge throughput, coverage, and group mobility of a wireless
network at a low cost. In recent years, cooperative MIMO technologies have been adopted
into the mainstream of wireless communication standards [11].
Spatial modulation (SM) technology has been proposed as an improved and flexible ver-
sion of the conventional MIMO communications [12,13]. Specifically, while the conventional
MIMO communication system transmits multiple data streams on all available antennas,
spatial modulation in MIMO (SM-MIMO) only transmits on a subset of available antennas.
By doing so, ICI and IAS are removed or much reduced since the number of data streams
is less. A unique feature of SM is that additional information bits can be sent by properly
4
indexing (i.e., switching) among antenna subsets. With this feature, the spectral efficiency of
SM-MIMO will be higher than one symbol per channel use. SM-MIMO can still realize the
spatial multiplexing gain and transmit diversity gain of the conventional MIMO communi-
cations, while requiring only a few (possibly a single) activated antenna elements (single-RF
front-end) at the transmitter at any modulation instant [14]. By using a limited number of
RF chains, the signal processing and circuitry complexity are much reduced, leading to an
improved energy efficiency of the whole communication system [15]. In addition to the spec-
trum efficiency, energy efficiency has been recognized as an equally-important performance
indicator to guide the design and optimization of transmission technologies and protocols for
next generation wireless networks. In essence, by explicitly taking into account the energy
consumption and the system’s complexity, energy efficiency provides an indication of the
throughput per unit energy [16]. Recent analytical and simulation studies have shown that
SM-MIMO techniques have the inherent potential of outperforming many state-of-the-art
MIMO schemes, provided that a sufficiently-large number of antenna elements is available
at the transmitter, while just few of them are simultaneously active [17].
1.2 Research Objectives
The main objective of this research is to develop improved transmission techniques for
wireless communication systems [1]. The new transmission techniques are inspired by recent
research activities in the general area of spatial modulation in MIMO communications.
From the overview of research activities dedicated to the analysis and design of SM-MIMO
communication, it is noted that, most transmission schemes of SM-MIMO under flat fading
channels have a low spectral efficiency. Motivated by this observation, the first problem to
be considered in this thesis is to develop transmission techniques based on the concept of
spatial modulation under flat fading channels to enhance the transmission rate at a negligible
performance loss as well as allowing simple transmitter and receiver implementation.
Orthogonal frequency-division multiplexing (OFDM) is a multi-carrier transmission method
which is commonly used for frequency-selective fading channels due to its ability to trans-
form a wide-band channel into a set of multiple narrow-band channels. Motivated by the
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potential of SM and OFDM and the fact that only limited research considered the combi-
nation of these two techniques, the second part of this research focuses on the joint design
of SM and OFDM. The majority of research on SM schemes was performed assuming flat
fading channels. If those schemes are directly applied to SM-OFDM systems, they may not
be efficient or even valid. Furthermore, direct application of SM for OFDM systems does not
realize the inherent frequency diversity gain since information symbols are not spread over
independently-faded subcarriers. Although frequency diversity combining with OFDM has
been well studied in point-to-point communications, this part of the research investigates
how to exploit frequency diversity gain in SM-OFDM systems.
Many SM schemes have been studied by implicitly assuming a single-user transmission.
However, this network scenario is quite restrictive for a typical cellular deployment, where
many users simultaneously transmit over the same frequency bands and/or time slots. As
such, the final part of this research develops transmission techniques that are based on spatial
modulation and robust to multiple-access interference.
1.3 Organization of the Thesis
This thesis includes six chapters. The first chapter gives the motivation of the research.
Chapter 2 contains the background on point-to-point wireless communications. This
chapter first describes single-antenna communication systems, the block diagram of transmit-
ter and receiver, the wireless channel model and modulation and demodulation techniques.
Next, it discusses multiple-antenna communications systems, receive diversity with combin-
ing methods, transmit diversity with space-time coding, and spatial multiplexing techniques.
Spatial modulation is then introduced under a frequency-flat fading channel. The transmit-
ter and receiver structures as well as the advantages and disadvantages of spatial modulation
are discussed in detail. Finally, the chapter presents different methods in applying spatial
modulation for frequency-selective fading channels.
Chapter 3 presents various novel transmission schemes based on spatial modulation for
frequency-flat fading channels. First, a high-rate space-time block-coded spatial modulation
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with two active antennas is introduced in which the data rate is increased by making use
of the high-rate space time block code design. The simplified maximum-likelihood (ML)
detection is also developed to allow for low complexity detection. Next, a scheme which
doubles the transmission rate of the generalized space-shift keying (SSK)1 while still enjoying
low complexity is introduced by employing both in-phase and quadrature components. The
chapter then investigates quadrature spatial modulation (QSM) and presents an improved
QSM scheme that achieves a higher data rate. Finally, constellation design for QSM is
considered to optimize the performance.
In Chapter 4, the application of spatial modulation in frequency-selective fading channels
is studied. In particular, a novel scheme, called spatial modulation OFDM with grouped
linear constellation precoding (SM-OFDM-GLCP), is presented where subcarriers are divided
into groups and information symbols are spread across subcarriers in each group to maximize
the diversity and coding gains. The spatial modulation is applied to select an antenna to
transmit OFDM symbols of the group. Performance analysis and numerical results are
presented to determine the diversity and coding gains of the proposed scheme. The last
part of the chapter makes a comparison between index-modulation (IM) based OFDM and
precoded-OFDM with multiple constellations to give a clear understanding of the merits of
the IM-based OFDM systems.
Chapter 5 investigates spatial modulation under multiuser scenario. The special form
of spatial modulation, SSK, is applied for downlink communication from a base station to
multiple users. A precoding scheme is applied at the base station to mitigate the multiuser
interference. Then, a novel transmission scheme taking the advantage of combining inphase
and quadrature SSK is presented to allow a smaller number of transmit antennas at the base
station. The maximum likelihood and zero forcing detection methods are also developed for
the proposed scheme.
Chapter 6 concludes this thesis by summarizing the contributions and suggesting poten-
tial research problems for further studies.
1SSK is a special form of spatial modulation in which only the antenna index is used to convey the
information.
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2. Background
This chapter provides necessary background which should be helpful in understanding
the main research contributions presented in subsequent chapters of the thesis. The first
part of this chapter explains a point-to-point wireless communication system in which the
transmitter and the receiver are equipped with a single antenna. Here, the block diagram
of the transmitter and receiver, the channel model, and modulation and demodulation tech-
niques are described in detail. It then introduces multiple-antennas systems (with multiple
antennas equipped at the transmitter and/or receiver) that achieve the diversity gain by
using different signal combining methods at the receiver and space-time codes at the trans-
mitter. Next, the conventional SM system is presented for a frequency-flat fading channel
and its advantages and disadvantages are discussed. Finally, the chapter explains orthogonal
frequency-division multiplexing (OFDM) and how it can be combined with SM for operating
over a frequency-selective fading channel.
2.1 Single-Antenna Wireless Communication Systems
Figure 2.1 depicts the block diagram of a wireless communication system using a sin-
gle antenna at both the transmitter (Tx) and the receiver (Rx). At the transmitter, the
information bits are converted to symbols based on some modulation scheme. In wire-
less communications, the modulation involves changing the amplitude and/or phase of a
sinusoidal carrier with frequency fc. Such modulation schemes are often represented by
two-dimensional constellation plots such as those in Figure 2.2 on page 10. In general, each
constellation plot has M points and is called an M-ary constellation. Usually M = 2λ for
some integer λ, which also means that each constellation point can carry λ bits. The two
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Figure 2.1 Block diagram of a single-antenna wireless communication system.
examples in Figure 2.2 are for the cases of M = 4 and M = 16 and the mapping from λ = 2
bits and λ = 4 bits to the constellation points are also indicated. These two constellations are
known as quadrature amplitude modulation (QAM) since the transmitted signal is generated
by modulating (i.e., varying) the amplitudes of the two quadrature carriers: cos(2πfct) and
sin(2πfct). Specifically, a constellation point in the QAM constellation can be represented
as a complex number as s[k] = VI [k] + jVQ[k], where k is the symbol index. Such a complex
symbol corresponds to the following radio-frequency (RF) signal:
s˜(t) =
[ ∞∑
k=−∞
VI [k]p(t− kTs)
]
cos(2πfct) +
[ ∞∑
k=−∞
VQ[k]p(t− kTs)
]
sin(2πfct) (2.1)
where p(t) is the impulse response of the pulse shaping filter and Ts is the symbol period. It is
pointed out that the 4-QAM constellation is more commonly referred to as quadrature phase-
shift keying (QPSK). This is because the 4-QAM signal can be represented as a constant-
amplitude sinusoid with four different phases, namely cos(2πfct+ n(π/4)), n = 1, 2, 3, 4.
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Figure 2.2 Illustration of QPSK (M = 4) and 16-QAM (M = 16) constellations.
Next, the RF signal is propagated through the wireless channel and would typically be
affected by the fading phenomena. Hence, it is important to look at the mathematical model
of a fading channel. For flat-fading channels, which are applicable for narrowband systems,
the channel impulse response h˜(t) is represented by a gain, or with a single filter tap (or
coefficient). In addition, since most of the processing is actually done at the baseband, the
baseband representation of the channel coefficient is used. This coefficient is modeled as a
complex random variable whose distribution depends on the nature of the radio propagation
environment. Typical distributions are Rayleigh, Rician, Nakagami [4,5]. Here, the Rayleigh
flat-fading model is used since it is widely viewed as the worst-case wireless channel model.
Let h[k] represent the channel coefficient. Then, the Rayleigh fading h[k] is modeled as
a complex Gaussian random variable with zero mean and variance σ2h. In fact, the name
“Rayleigh” fading comes from the distribution of the envelope η = |h[k]|, which is a Rayleigh
distribution:
fη(η) =
2η
σ2h
exp
(−η
σ2h
)
, η ≥ 0 (2.2)
The received signal is processed at the receiver whose structure can be modeled as shown
in Figure 2.1. The signal from the receive antenna is further disturbed by additive white
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Gaussian noise w(t). Then, the received RF signal y˜(t) = s˜(t)∗ h˜(t)+w(t) is down-converted
and passed through the match filter to obtain the continuous-time baseband signal. The
signal is then sampled at the symbol rate, i.e., at t = kTs, to obtain the discrete-time
baseband signal as
y[k] = h[k]s[k] + w[k] (2.3)
where h[k] ∼ CN (0, σ2h) is the channel fading coefficient and w[k] ∼ CN (0, N0) is the white
Gaussian noise component at the receiver. To arrive at (2.3), it is assumed that the trans-
mitter and receiver are synchronized and that the transmit shaping filter and the matched
filter are designed to satisfy the Nyquist criterion for zero inter-symbol interference (ISI).
To understand the performance of the communication system in (2.3) under the influence
of fading, let’s first review the error probability of the following system over an additive white
Gaussian noise (AWGN) channel without fading:
y[k] = s[k] + w[k] (2.4)
For antipodal signaling with binary phase-shift keying (BPSK), the symbol to be transmitted
is either a or −a. The maximum likelihood (ML) detection of the system in (2.4) when a
single symbol is transmitted is
sˆ[k] = arg min
s[k]∈{a,−a}
|y[k]− s[k]| (2.5)
and the corresponding error probability is calculated by [4]
PAWGN[error] = Q
(
a√
N0/2
)
= Q
(√
2SNR
)
. (2.6)
In the above expression, SNR = a2/N0 is the received signal-to-noise ratio per symbol, and
Q(x) = 1√
2π
∫∞
x
exp
(
− t2
2
)
dt is the complementary cumulative distribution function of the
standard Gaussian random variable.
Now return to the communication system over a fading channel as in (2.3). Suppose that
BPSK is also used. Then the detection of s[k] from y[k] can be done by using the following
sufficient statistic:
r =
h∗[k]
|h[k]|y[k] = |h[k]|s[k] + z[k] (2.7)
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where z[k] has the same distribution as w[k], i.e., CN (0, N0). For a given channel realization
h[k], the error probability of detecting s[k] is calculated in the same way as in the case of an
AWGN channel. It is given as
PRayleigh[error|h[k]] = Q
(
a|h[k]|√
N0/2
)
= Q
(√
2|h[k]|2SNR
)
(2.8)
Since h[k] is a random channel gain with distribution CN (0, 1), the overall error probability
is computed by averaging over the random gain h[k]. Performing integration yields:
PRayleigh[error] = E
[
Q(
√
2|h[k]|2SNR)
]
=
1
2
(
1−
√
SNR
1 + SNR
)
(2.9)
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Figure 2.3 Performance of BPSK over AWGN and Rayleigh fading channels.
Figure 2.3 compares the error probabilities of BPSK over AWGN and Rayleigh fading
channels. It can be seen that while the error probability over an AWGN channel decays very
fast with the increasing SNR, the error probability in the case of a Rayleigh fading channel
decays very slowly. At high SNR, applying Taylor series expansion yields
PRayleigh[error] ≈ 1
4SNR
(2.10)
The above expression shows that the diversity order, which is the power of the SNR in
the denominator, is one for this system. The reason that the system over Rayleigh fading
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channel performs very poorly and has the diversity order of one is that there is only one
wireless link from the transmit antenna to the receive antenna. If this link suffers a “deep”
fade, then the transmitted signal is detected incorrectly at the receiver. To overcome this
disadvantage, diversity techniques should be used to improve the error performance. In
diversity systems, many replicas of the original signal are created and transmitted to the
receiver by different resources (e.g., time, frequency, space) so that the chance of having
the transmitted signal experiencing a “deep” fade decreases. While diversity techniques
using the time and frequency resources cost time and bandwidth expansions, the diversity
technique using multiple antennas creates different spatial paths (i.e., more wireless links)
from the source to the destination and it does not require time or bandwidth expansion. In
the next section, the multiple-antenna wireless communication systems are described.
2.2 Multiple-Antenna Wireless Communication Systems
As discussed before, the most general form of a multiple-antenna system is known as a
multiple-input multiple-output (MIMO) system in which multiple antennas are implemented
at both the transmitter and receiver. Two special cases of MIMO systems are (i) single-input
multiple-output (SIMO) and (ii) multiple-input single-output (MISO). As obvious from the
names, a SIMO system uses multiple receive antennas to provide receive diversity, whereas
a MISO system has multiple antennas at the transmitter to provide transmit diversity.
Figure 2.4 depicts a receiver equipped with Nr receive antennas to collect a signal trans-
mitted from a single antenna. For a given time slot, the equivalent discrete-time baseband
signal at the ith receive antenna can be written as
yi = his+ wi, i = 1, . . . , Nr (2.11)
where s is the transmitted symbol drawn from a constellation Ψ (e.g., QPSK or 16-QAM), hi
is the channel coefficient representing the flat fading channel between the transmit antenna
and the ith receive antenna, and wi ∼ CN (0, N0) denotes the additive white Gaussian noise
(AWGN) component. In vector form, the equivalent discrete-time baseband signal can be
expressed as
y = hs+w (2.12)
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where y = [y1, · · · , yNr ]T , h = [h1, · · · , hNr ]T and w = [w1, · · · , wNr ]T . To achieve receive
diversity, the received signals from multiple antennas need to be combined properly using
some combining method [18].
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Figure 2.4 Spatial diversity provided by using multiple receive antennas.
There are two main combining methods that can be used at the receiver. The optimum
combining method is the maximum-ratio combining (MRC). The MRC method weights the
received signal at each receive antenna in proportion to the signal strength and also aligns
the phases of the signals before summation in order to maximize the output signal-to-noise
ratio (SNR) [4]. The sufficient statistic provided by the MRC is given as
hH
‖h‖y = ‖h‖ s+
hH
‖h‖w (2.13)
This is an equivalent scalar detection problem with noise (hH/‖h‖)w ∼ CN (0, N0). For
BPSK modulation, with s = ±a, the error probability given the channel realization h can
be derived as in (2.8). That is,
PMRC[error|h] = Q(
√
2 ‖h‖2 SNR) (2.14)
where SNR = a2/N0. Under Rayleigh fading with each gain hi ∼ CN (0, 1), ‖h‖2 =
∑Nr
i=1 |hi|2
is Chi-square distributed with 2Nr degrees of freedom, whose pdf is given by
f(x) =
1
(Nr − 1)!x
Nr−1e−x, x ≥ 0. (2.15)
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Figure 2.5 The probability density function of ‖h‖2 for different values of Nr.
Figure 2.5 plots the distribution of ‖h‖2 for different values of Nr. The average error
probability can be computed by
PMRC[error] = E
[
Q(
√
2 ‖h‖2 SNR)
]
=
∫ ∞
0
Q(
√
2xSNR)f(x)dx (2.16)
=
(
1− µ
2
)Nr Nr−1∑
ℓ=0
(
Nr − 1 + ℓ
ℓ
)(
1 + µ
2
)ℓ
where
µ =
√
SNR
1 + SNR
(2.17)
The error probability as a function of SNR for different numbers of receive antenna Nr
is plotted in Figure 2.6. As can be seen, increasing Nr dramatically decreases the error
probability. At high SNR, using Taylor series expansion gives the approximation:
PMRC[error] ≈
(
2Nr − 1
Nr
)
1
(4SNR)Nr
(2.18)
The above expression relates the probability of error to the diversity order of the system,
which is Nr.
Another important combining method is selection combining (SC). In the SC method,
the received signals at all the receive antennas are compared and the one that has the highest
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Figure 2.6 Error probability with the MRC method for different numbers of Nr.
“reliability” is selected. The output of the selection combiner is therefore yj, where
j = arg max
i=1,··· ,Nr
|yi| (2.19)
The SC method is simpler than the MRC method, however, its performance is inferior to
that of the MRC method [19].
In a multiple-input single-output (MISO) system, the transmit-diversity gain is realized
by providing signal copies over Nt channels, linking Nt transmit antennas to a single receive
antenna. This configuration is more suitable for applications such as in the downlink of a
mobile cellular network in which the base station can be equipped with multiple antennas,
while at the receiver side (mobile device) only one antenna is used (due to size limitation).
Collecting the diversity in a MISO system is not as easy as in the SIMO system since
the signals originating from the multiple transmit antennas are superimposed at the single
receive antenna. But even more challenging is the design of a transmission scheme that can
achieve the maximum available spatial diversity. A well-known technique to enable transmit
diversity is space-time coding (STC), of which the Alamouti scheme is the most famous
example. Alamouti presents a remarkably simple scheme to achieve transmit diversity with
two transmit antennas without any loss of bandwidth efficiency [20]. Figure 2.7 depicts how
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the Alamouti scheme transmits two symbols, s1 and s2, over two symbol intervals (time
periods). In the first symbol interval, the scheme transmits s1 from antenna 1 and s2 from
antenna 2. In the next symbol interval, symbol −s∗2 is transmitted from antenna 1 and s∗1 is
transmitted from antenna 2, where the superscript ∗ represents complex conjugate operation.
The transmitted codeword is thus given as
S =

s1 −s∗2
s2 s
∗
1

 (2.20)
Here, it is assumed that the channel gains are quasi-static (i.e., they are constant during two
time slots). Then, the received signals at the single-antenna receiver over two time slots are
y = [y1, y2]
T = Sh+w (2.21)
where h = [h1, h2]
T ∼ CN (0, I2) is the channel vector and w = [w1, w2]T ∼ CN (0, N0I2) is
the noise vector.
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Figure 2.7 Spatial diversity provided by using multiple transmit antennas.
After some simple manipulations, (2.21) can be re-written as
 y1
y∗2

 =

h1 h2
h∗2 −h∗1



 s1
s2

+

 w1
w∗2

 (2.22)
The very important property that follows from the specific structure of the Alamouti STC is
that the columns of the above square matrix are orthogonal, regardless of the actual values
of the channel coefficients. Hence, with known channel information at the receiver, the
transmitted symbols can be separately detected by projecting [y1, y
∗
2]
T onto each of the two
columns to obtain the sufficient statistics as follows:
h∗1y1 + h2y
∗
2 = (|h1|2 + |h2|2)s1 + w˜1 (2.23)
17
h∗2y1 − h1y∗2 = (|h1|2 + |h2|2)s2 + w˜2 (2.24)
where w˜1 = h
∗
1w1 + h2w
∗
2 and w˜2 = h
∗
2w1 − h1w∗2 are effective noise components. Based on
the above expression, the information symbols s1 and s2 can be detected in the same way as
for single-antenna system, albeit with more favorable effective channel gain of |h1|2 + |h2|2.
In fact, such an effective channel gain yields a diversity order of two [1].
However, an orthogonal design of full-rate STC is only known for the case of two transmit
antennas (Alamouti scheme), and there is no known solution for a higher number of transmit
antennas. This means that, the design of STCs for more than two transmit antennas must
sacrifice a portion of the data rate to achieve full orthogonality and, hence, full diversity [7].
In general, the maximum spectral efficiency of full-diversity STC systems is one symbol per
symbol duration for any number of transmit antennas.
A different approach in exploiting multiple transmit antennas is called spatial multi-
plexing. This approach includes V-BLAST (Vertical Bell Labs Layered Space Time) and
D-BLAST (Diagonal Bell Labs Layered Space Time). In a V-BLAST system [9], a high level
of inter-channel interference (ICI) occurs at the receiver since all antennas transmit their
own data streams at the same time. This increases the complexity of an optimal decoder,
while low-complexity suboptimum linear decoders, such as the minimum mean square error
(MMSE) decoder, suffer significant degradation in the system’s error performance. Although
a V-BLAST system can drastically increase the data rate at the cost of high computational
complexity, it does not achieve transmit diversity [1]. An alternative of the V-BLAST is
D-BLAST, in which the transmission is designed so that a data stream experiences different
channel gains (while in V-BLAST a data stream always experiences the same channel). To
illustrate the concept of D-BLAST, consider two data streams a and b, and a system with
two transmit antennas. Suppose that stream a is made of two sub-streams a(1) and a(2) and
stream b consists of two sub-streams b(1) and b(2). Each sub-stream can be seen as a block
of symbols. The transmitted codeword C in D-BLAST is written as
C =

a(1) b(1)
a(2) b(2)

 . (2.25)
During the first stream period, only a(1) is transmitted on the first antenna, while the second
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antenna sends nothing. In the second stream period, b(1) is sent on antenna 1, while a(2)
is sent on antenna 2. In the last stream period, b(2) is sent on antenna 2, while antenna 1
sends nothing. In V-BLAST, there is no coding across sub-channels, error therefore occurs
whenever one of the sub-channels is in a deep fade. On the other hand, by coding across sub-
channels, D-BLAST can average the randomness of the individual sub-channels and improve
the performance over V-BLAST [4].
As pointed out before, SIMO and MISO systems are special cases of MIMO systems.
Generally, a transmit/receive diversity MIMO system can be realized with multiple antennas
at both the transmitter and receiver to achieve the transmit and receive diversity gains
simultaneously. With Nt transmit antennas and Nr receive antennas, the maximum available
diversity order of a MIMO system is Nt ×Nr [7].
2.3 Spatial Modulation
The previous section has discussed MIMO systems with multiple antennas at the trans-
mitter and receiver. In this section, spatial modulation (SM) is introduced as a special form
of MIMO. The key idea of SM is to use antenna index as an additional dimension to convey
information bits. The spectral efficiency of SM is
⌊log2(Nt)⌋+ log2M, bits/s/Hz (2.26)
where Nt is the number of transmit antennas andM is the size of the employed constellation.
Usually, Nt should be a power of two.
To clearly understand the operation of SM, consider an example of SM-MIMO with
Nt = 4 and QPSK constellation as illustrated in Figure 2.8. In this example, the system
transmits 4 bits per symbol duration. The first and second blocks of 4 bits are assumed to
be 0010 and 1101. In the first block, the first two bits 00 are used to pick the green antenna,
while the last two bits 10 are mapped to symbol −1 + j of the QPSK constellation. The
transmit symbol vector over the four transmit antennas is then [0 0 0 − 1 + j]T . Similarly,
in the second symbol duration, the first two bits 11 picks the red antenna while the last two
bits 01 selects the QPSK symbol 1 − j and the transmit symbol vector in this duration is
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[1− j 0 0 0]T .
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Figure 2.8 Example of SM-MIMO with Nt = 4 transmit antennas and QPSK
constellation [1].
SM Transmitter
A general block diagram of spatial modulation is shown in Figure 2.9. Here q(k) is a vec-
tor of n information bits to be transmitted over the kth symbol duration. The binary vector
is mapped into a column vector x(k) of size Nt such that only one element in the resulting
vector is different from zero. Suppose that the ith element in column vector x(k) is nonzero
and indicated as xℓ, where ℓ ∈ [1, · · · ,M ] and M is the constellation size. The symbol xℓ is
then transmitted from the ith transmit antenna over the MIMO channel H(k). The MIMO
channel matrix H(k) can be written as a set of vectors where each vector corresponds to the
channel path gains between one transmit antenna to Nr receive antennas as follows:
H(k) = [h1 h2 · · ·hNt ] (2.27)
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where
hν = [h1,ν h2,ν · · ·hNr ,ν ]T , ν = 1, . . . , Nt. (2.28)
It is pointed out that, for simplicity of presentation, the time index k is omitted in the
channel vectors. The receive signal vector is then given by
y(k) = H(k)x(k) +w(k) = hixℓ +w(k) (2.29)
where w(k) is the additive white Gaussian noise vector.
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Figure 2.9 General block diagram of spatial modulation.
SM Receiver
Similar to conventional MIMO systems, different detection approaches can be developed
for SM systems. For example, an SM receiver can implement combining methods such as the
MRC or SC to extract the receive-diversity gain. The major difference between the detection
processes in SM and conventional MIMO systems is that the SM receiver needs to detect
both the antenna index and constellation symbol, while a receiver for a MIMO system needs
to detect only the transmitted constellation symbol. The detection rule of the ML receiver
for SM can be expressed as
[˜i, ℓ˜] = arg min
1≤i≤Nt, 1≤ℓ≤M
‖y(k)− hixℓ‖ . (2.30)
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In the following, the advantages and disadvantages of SM systems are discussed, which
are largely based on [21].
Advantages of SM-MIMO
• Higher throughput : By using the additional dimension (i.e., antenna index), the spec-
tral efficiency of SM-MIMO is higher than that of single-antenna and OSTBC-MIMO
transmission. This improved spectrum efficiency translates into the reduction of the
RF output power [22].
• Simpler receiver design: Since only a single transmit antenna is active in every channel
use, SM-MIMO is not affected by ICI, hence the optimum performance can be obtained
at a single-stream decoding complexity [23].
• Simpler transmitter design: By activating only one transmit antenna, SM-MIMO can
be implemented with a single RF chain, which is inexpensive and easy to employ
[24]. Thus, the implementation of multiple expensive and bulky power amplifiers, RF
filters/mixers, analog-to-digital converters, and RF coaxial cables can be avoided [10].
• Lower transmit power supply : Since the multiplexing gain is achieved by a single-RF
source, SM-MIMO reduces the total consumed power required for the same RF output
power. This results in an energy efficiency gain [25].
• Better efficiency of the power amplifiers : The power efficiency of power amplifiers de-
creases when increasing the linearity requirements of the modulation scheme (e.g.,
QAM) [26]. The reduced linearity requirements of constant-envelope modulation,
which is recently shown as a suitable modulation for SM-MIMO, increase the effi-
ciency of power amplifiers, which, in turn, reduce the total power consumption of the
transmitters [26].
These important advantages of SM-MIMO, however, come with some fundamental trade-
offs. The main disadvantages of SM-MIMO are discussed next.
22
Disadvantages of SM-MIMO
• Spectral efficiency suboptimality : SM-MIMO offers a lower throughput than the spatial-
multiplexing MIMO (SMUX-MIMO), such as V-BLAST. In particular, the spectral
efficiency of SMUX-MIMO increases linearly withNt, while that of SM-MIMO increases
logarithmically with Nt. This disadvantage may, however, be offset by the emerging
large-scale MIMO and millimeter wave communications, which could employ hundreds
of antennas at the transmitter and receiver [10, 27, 28].
• Fast antenna switching : The active transmit antenna in SM-MIMO is changed in each
transmission time. As a consequence, a single-RF implementation needs a sufficiently
fast RF switch operation. Fortunately, high speed RF switches are available for a wide
range of frequency bands [29–31].
• Time-limited pulse shaping : The transmitted signals are usually designed to have a
flat spectrum and a fast roll-off by using appropriate shaping filters before transmis-
sion. Commonly adopted shaping filters satisfy the Nyquist criterion, thus they are
bandwidth-limited and hence have long (theoretically, infinite) impulse response. On
the other hand, SM-MIMO based on a symbol-time switching mechanism is better
suited for time-limited pulse shapes [32], which results in a bandwidth expansion.
Thus, in SM-MIMO systems, a good trade-off between a limited time duration and a
practical bandwidth needs to be considered [33].
• Training overhead : The SM-MIMO receiver needs to estimate the channel gains of all
the transmit antennas for the ML detection. A large scale SM-MIMO implementation
may require a non-negligible training overhead for channel estimation. Moreover, a
single active antenna in SM-MIMO may increase further the training overhead, since
the channel gains of all the transmit antennas cannot be estimated simultaneously [34].
• Directional beamforming : Large scale SM-MIMO systems equipped with tens or hun-
dreds of antennas may be suitable for millimeter-wave frequencies. In this frequency
band, however, directional beamforming is necessary to overcome the higher pathloss
and the higher noise level compared to the current frequency bands. Thus, SM-MIMO
systems need to provide a directional beamforming gain.
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2.4 OFDM and Spatial Modulation-OFDM
The previous section discusses spatial modulation under frequency-flat fading channels.
However, for many applications in current and future generations of wireless communication
networks, the wireless channel is highly frequency selective, which results in inter-symbol
interference (ISI) at the receiver. If not properly handled, ISI can severely deteriorate the
system error probability. For a frequency-selective fading channel, orthogonal-frequency
division multiplexing (OFDM) is a popular technique to combat ISI and exploit frequency
diversity. As such, combining SM and OFDM is promising to deal with frequency selective
channels. The following description of OFDM largely follows [1].
2.4.1 OFDM
For a wideband channel, the frequency response H(f) typically exhibits a noticeable
variation over the frequency, i.e., the channel is frequency-selective. The degree of frequency
selectivity of a channel is usually measured by the so-called channel’s coherence bandwidth,
denoted by Bc. Loosely speaking, Bc is the frequency duration over which the channel
frequency response is approximately constant. A related parameter that characterizes the
frequency-selectivity of a channel is the multipath delay spread, which is loosely defined as
the inverse of the coherence bandwidth, i.e., Tm = 1/Bc. The meaning of this parameter is
that, if a short transmitted pulse of duration T is transmitted over the channel, then the
received signal will have a duration of approximately T +Tm. If Tm is comparable to T , then
the consequence of delay spread is to cause inter-symbol interference (ISI) of the transmitted
signal at the channel output [2].
OFDM uses multiple orthogonal carrier frequencies to send information bits. Specifically,
in OFDM all the carriers can be activated all the time and QAM symbols are sent over
each carrier. For each QAM subchannel in OFDM, its bandwidth is BN =
1
TN
, where TN
is the duration of each OFDM symbol. Thus, if BN is made to be smaller than Bc (by
using as many number of carriers as required), then each QAM subchannel experiences a
frequency-flat fading channel. The condition BN < Bc implies that TN > Tm, thus ISI can
be made negligible. Flat fading and zero-ISI are desirable and this is achieved with OFDM
24
transmission by using a large number of subcarriers [2].
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Figure 2.10 Implementation of OFDM transmitter and receiver with IDFT/DFT
[2].
The implementation of OFDM transmitter and receiver uses N subcarriers corresponding
to N QAM subchannels is shown in Figure 2.10 [2]. The information bit stream is processed
by a QAM mapper, resulting in a complex symbol stream X [0], X [1], · · · , X [N − 1]. This
symbol stream is passed through a serial-to-parallel converter, whose output is a set of N
parallel QAM symbols X [0], · · · , X [N − 1], each symbol is transmitted over each of the N
subcarriers. Thus, the N symbols from the serial-to-parallel converter correspond to the
discrete frequency components of the OFDM signal s(t). In order to generate s(t), these
frequency components are converted into time samples by the inverse DFT (which could be
efficiently implemented using the IFFT algorithm if N is a power of 2). The IFFT yields
an OFDM symbol consisting of the complex-valued sequence x[0], · · · , x[N − 1] of length N ,
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where
x[n] =
1
N
N−1∑
i=0
X [i]ej
2πni
N , 0 ≤ n ≤ N − 1. (2.31)
Next, a cyclic prefix (CP) extension is performed on the OFDM symbol to produce time
samples. After CP extension, these time samples are ordered by the parallel-to-serial con-
verter and passed through a shaping filter, resulting in the complex baseband OFDM signal
x˜(t) = x˜I(t)+jx˜Q(t). The baseband OFDM signal is then up-converted to frequency f0. The
transmitted signal is filter by the channel impulse response h(t) and corrupted by AWGN
w(t). The received signal is r(t) = s(t)∗h(t)+w(t), where ∗ is the convolution operator. This
signal is down-converted to baseband and filtered to remove the high frequency components.
The output of the matched filter is sampled every Ts to obtain y[n], where Ts = TN/N is
the duration between two adjacent time samples.
By the operation of the CP insertion, the samples of the channel output in the range
0 ≤ n ≤ N − 1 can be expressed as [1, 4]:
y[n] = x[n]⊗ h[n], 0 ≤ n ≤ N − 1 (2.32)
where h[n] is the equivalent discrete-time channel and ⊗ is a circular convolution. Taking
into account AWGN at the channel input, the DFT of the channel output yields
Y [i] = DFT{y[n] = (x[n] + w[n])⊗ h[n]} = X [i]H [i] +W [i] (2.33)
where H [i] = H(fi) is the flat-fading channel gain associated with the ith subchannel and
W [i] is Gaussian noise component. The FFT output is parallel-to-serial converted and
passed though a QAM demodulator to recover the original data. The demodulator needs
the channel gains H [i], i = 0, · · · , N − 1 to recover the original QAM symbols by dividing
out these gains: X [i] = Y [i]/H [i]. This process is called frequency equalization.
2.4.2 Spatial Modulation with OFDM (SM-OFDM)
In the previous subsection, OFDM is presented as an effective transmission method for
frequency selective fading channels. This subsection discusses a combination of SM and
OFDM, called SM-OFDM, that was proposed in [13].
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For SM-OFDM, the symbols at the output of the spatial modulation block is grouped
into Nt vectors, where Nt is the number of transmit antennas. Each vector corresponds to
one of the transmit antennas. For example, all the subcarriers that should be transmitted
from the first antenna are included in the first vector and all other subcarriers are set to
zero. This is done by grouping the symbols at the output of the spatial modulator in vectors
corresponding to their assigned transmit antenna number and setting all other symbols in
that vector to zero. The OFDM modulator is applied to each vector, thus, resulting in Nt
OFDM blocks to be transmitted simultaneously from the Nt transmit antennas. However,
at each instant of time and for each subcarrier only one transmit antenna will be active and
all other transmit antennas are off. As a result, ICI is completely avoided at the receiver
input.
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Figure 2.11 Illustration of SM-OFDM transmission.
The operation of SM-OFDM is described in more detail in Figure 2.11. Here Q(k) is
an N ×m binary matrix to be transmitted, where N is the number of OFDM subcarriers.
This matrix is mapped into another matrix X(k) of size Nt ×M . The mapping operation
works as follows. First, the Q(k) matrix is mapped into a vector containing N M-QAM
symbols. Each symbol in the resulting vector corresponds to a single transmit antenna.
For example, as seen in Figure 2.11, an initial three-bit input sequence of 010 is mapped
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to Tx11−j, where Tx
1
1−j means that the QPSK symbol 1 − j is transmitted from the first
transmit antenna. The second antenna transmits zero power on that respective sub carrier.
Similarly, the second three-bit block of 111 is mapped to Tx2−1−j and so forth. Finally,
arranging the resultant symbol vectors produces the X(k) matrix, where each row xλ(k)
contains the symbols to be transmitted from transmit antenna λ. All the other symbols that
do not belong to this antenna are set to zero as seen in Figure 2.11. Afterwards, each row
vector xλ(k) is modulated using an OFDM modulator.
2.4.3 OFDM-Index Modulation (OFDM-IM)
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Figure 2.12 Block diagram of OFDM-IM transmitter.
Motivated by the conventional SM technique, where antenna index is used to convey
information bits, recently, a novel OFDM system, called OFDM with index modulation
(OFDM-IM), is proposed [35] for operating over frequency-selective fading channels. In
OFDM-IM, the subcarrier index is used as an additional means to convey information bits.
Specifically, the information is conveyed not only by an M-ary signal constellation as in
classical OFDM, but also by the indices of the subcarriers, which are activated according to
the incoming bit stream.
The operation of the OFDM-IM scheme is described with the help of a block diagram
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in Figure 2.12. A total of m information bits enter the OFDM-IM transmitter for the
transmission of one OFDM block. These m bits are then split into g groups each containing
p bits, i.e., m = p · g. Each group of p bits is mapped to an OFDM subblock of length n,
where n = N/g and N is the number of OFDM subcarriers, i.e., the size of the fast Fourier
transform (FFT). Unlike the classical OFDM, this mapping operation is not only performed
by means of the modulated symbols, but also by the indices of the subcarriers. Inspired
by the SM concept, additional information bits are transmitted by a subset of the OFDM
subcarrier indices. For a specific subblock β, only k out of n available indices are active for
this purpose and they are determined by the index selector, based on the first p1 bits of the
incoming p-bit sequence. The value of p1 is calculated by
p1 =
⌊
log2
(
n
k
)⌋
(2.34)
At the output of the index selector, the selected indices are expressed as
Iβ = {iβ,1, · · · , iβ,k} (2.35)
where iβ,γ ∈ [1, · · · , n] and γ = 1, · · · , k. For inactive subcarriers in subblock β, the data
is not transmitted. The remaining p2 = k log2M bits of this sequence are mapped onto
the M-ary signal constellation to determine the data symbols that modulate the subcarriers
having active indices. The vector of the modulated symbols at the output of the M-ary
mapper (modulator), which carries p2 bits, is given by
sβ = [sβ(1), sβ(1), · · · , sβ(k)] (2.36)
Without loss of generality, assume that E{sβsHβ } = k, i.e., the signal constellation is normal-
ized to have unit average power. The OFDM block creator creates all of the subblocks by
taking into account Iβ and sβ for all β first and it then forms the N × 1 main OFDM block:
xF = [x(1), x(2), · · · , x(N)] (2.37)
Unlike the classical OFDM, in the OFDM-IM scheme the vector xF contains some zero
terms. After this operation, the same procedure as in the classical OFDM system is applied.
Specifically, the OFDM block is processed by the inverse FFT (IFFT) to form the time-
domain OFDM block. At the output of the IFFT, a cyclic prefix is appended to the beginning
29
of the OFDM block. After parallel to serial (P/S) and digital-to-analog conversion, the signal
is sent through a frequency-selective Rayleigh fading channel.
In fact, the OFDM-IM scheme benefits from the frequency selectivity of the channel by
exploiting subcarrier indices as a resource for information transmission. Therefore, the error
performance of the OFDM-IM scheme is significantly better than that of the classical OFDM
due to the higher diversity order attained for the bits transmitted in the spatial domain of
the OFDM block.
2.5 Summary
This chapter provides background relevant to the works performed in this Ph.D. research.
First, basic point-to-point wireless communication systems using single antenna and multiple
antennas were introduced. It was then followed by the introduction of spatial modulation sys-
tems under both frequency flat and frequency selective fading channels. For single-antenna
systems, the structures of the transmitter, channel fading model and receiver were described.
For multiple-antenna systems, receive diversity using two combining methods, namely MRC
and SC, and transmit diversity using space-time coding and spatial multiplexing with V-
BLAST and D-BLAST were presented. For the SM system operating over a flat fading
channel, the transmitter and the receiver were discussed together with advantages and dis-
advantages of this system. Finally, for the SM system operating over a frequency selective
fading channel, a combination of SM and OFDM was presented. The chapter concludes by
introducing an OFDM scheme where subcarrier index is used to convey information bits. In
the next chapter, novel SM schemes for frequency-flat fading channels will be introduced.
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3. Spatial Modulation for Frequency-Flat Fading
Channels
The major disadvantage of the conventional SM is its limit of spectral efficiency, which is
only ⌊log2(Nt)⌋+log2M . This is low compared toNt log2M achieved by spatial multiplexing.
In this chapter, novel transmission techniques based on SM are developed to improve spectral
efficiency of the conventional SM over frequency-flat fading channels.
First, a transmission scheme is proposed for two active antennas. Although, having two
active antennas with two RF chains is more complicated than activating a single antenna in
the conventional SM, the benefit is that the spectral efficiency is enhanced and the technique
of space-time block coding can be applied to achieve a transmit diversity order of two.
Another transmission scheme is developed for space-shift keying (SSK) which is the sim-
plified form of the conventional SM. In SSK, only antenna index is used to convey the
information bits while amplitude/phase modulation is removed. This makes SSK enjoying
very low decoding complexity. In this second new SM-based transmission scheme, the spec-
tral efficiency is improved by multiplexing two orthogonal channels: one in-phase channel
and one quadrature channel.
The third transmission scheme is proposed to generalize the second scheme so that am-
plitude/phase modulation can be allowed. This third scheme also makes use of the in-phase
and the quadrature components to improve the spectral efficiency. Specifically, the real
and imaginary parts of two constellation symbols are transmitted on two different layers of
antennas.
As a final contribution of this chapter, an optimal constellation design for the quadrature
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SM technique is investigated which minimizes the system’s error probability. In quadrature
SM, the number of bits sent by antenna index is twice that in the conventional SM.
3.1 High-Rate Space-Time Block Coded Spatial Modulation
Focusing on the case that two antennas are active among available transmitted antennas,
this part of the research proposes a SM technique that is better than the state-of-the-art
schemes introduced by Basar et al. in [36] and Wang in [37]. The case of having two active
antennas (i.e., two RF chains) is of great practical interest since it is only slightly more
complex than the original SM scheme while it offers both increased spatial diversity as well
as higher transmission rate. The scheme proposed in [36], called space-time block coded
spatial modulation (STBC-SM), makes use of the famous Alamouti STBC as a core. In
contrast, our proposed scheme1 can increase the data rate and achieve a transmit diversity
order of two by making use of the high-rate STBC in [39]. Alamouti code and high-rate
STBC code is shown in Figure 3.1. To distinguish it from the STBC-SM scheme in [36],
the scheme proposed here shall be referred to as high-rate space-time block coded spatial
modulation (HR-STBC-SM). In addition to the coding gain analysis of the proposed HR-
STBC-SM scheme, a simplified ML detection is also developed. Simulation results shall
demonstrate that the HR-STBC-SM scheme outperforms the STBC-SM scheme at high
spectral efficiency. It also outperforms the scheme recently proposed in [37] that is based on
an error-correcting code.
3.1.1 Proposed HR-STBC-SM Scheme
Recall that the rate of the Alamouti STBC is one symbol per one time slot, i.e., 1 symbol
per channel use (pcu). In contrast, the high-rate STBC proposed in [39] transmits two
symbols over one time slot, i.e., its rate is 2 symbols pcu. The transmission matrix of such
a high-rate code is as follows:
X(x1, x2, x3, x4) =

 ax1 + bx3 ax2 + bx4
−cx∗2 − dx∗4 cx∗1 + dx∗3

 , (3.1)
1The contributions in this section are presented in [38].
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Figure 3.1 Alamouti and high-rate space-time Codes.
where {xi}4i=1 are information symbols belonging to a standard M-ary constellation Ψ. The
rows of the above 2×2 matrix correspond to the symbol times, while the columns correspond
to the transmit antennas. In fact, this high-rate code is constructed as a linear combination
of two Alamouti space-time matrices and the parameters a, b, c and d can be optimized to
maximize the minimum coding gain. It was shown in [39] that a = 1√
2
, b = (1−
√
7)+i(1+
√
7)
4
√
2
,
c = 1√
2
and d = −ib are the optimal values. This high-rate code is chosen to replace the
Alamouti code in the construction of the STBC-SM scheme because it achieves a higher
coding gain than the Alamouti code for the same transmission rate measured in bits pcu,
i.e., bits/s/Hz. This is because for the same transmission rate in bits/s/Hz, the constellation
used in the high-rate code can have a lower order when compared to the constellation used
in the Alamouti code.
In the following, the operation of the proposed HR-STBC-SM scheme is described with an
example of 4 available transmit antennas. With 4 available transmit antennas, the maximum
number of different antenna pairs is
(
4
2
)
= 6. This means that only 2 bits can be used to
index 4 antenna pairs. The high-rate code is applied for the 4 selected antennas pairs as
follows:
X1(x1, x2, x3, x4) =

 ax1 + bx3 ax2 + bx4 0 0
−cx∗2 − dx∗4 cx∗1 + dx∗3 0 0


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X2(x1, x2, x3, x4) =

 0 0 ax1 + bx3 ax2 + bx4
0 0 −cx∗2 − dx∗4 cx∗1 + dx∗3


X3(x1, x2, x3, x4) =

 0 ax1 + bx3 ax2 + bx4 0
0 −cx∗2 − dx∗4 cx∗1 + dx∗3 0

 ejφ
X4(x1, x2, x3, x4) =

 ax2 + bx4 0 0 ax1 + bx3
cx∗1 + dx
∗
3 0 0 −cx∗2 − dx∗4

 ejφ
As can be seen from the above 2× 4 matrices, there are only two non-zero columns, which
guarantees that only two antennas are active at each transmission time. The high-rate code
itself conveys 4 information symbols for each 2 time slots and these symbols are drawn from
M-ary constellation Ψ.
If the same constellation is used in both the HR-STBC-SM and STBC-SM schemes, then
the rate of the former is always higher than the rate of the latter. For example, if the
constellation is QPSK, the spectral efficiency of the HR-STBC-SM scheme is 5 bits/s/Hz,
while that of the STBC-SM is only 3 bits/s/Hz. The above four transmission matrices are
grouped into two different codebooks Ω1 and Ω2 as Θ = {(X1,X2) ∈ Ω1, (X3,X4) ∈ Ω2}. A
rotation is applied for codewords in Ω2 in order to preserve the diversity gain of the system.
If such a rotation is not implemented, the difference matrix between X1 and X3 will not be
a full rank, which reduces the diversity gain. The rotation angle φ needs to be optimized to
maximize the coding gain. For QPSK with E{|xi|2} = 1, the optimal angle φ is found to
be 1.13 radian and the corresponding minimum coding gain is 0.1846, where the minimum
coding gain is defined as
∆ = min
Xi,Xj∈Θ
Xi 6=Xj
det(Xi −Xj)(Xi −Xj)H (3.2)
Similar to [36], the general framework of the proposed HR-STBC-SM scheme for an
arbitrary number of transmit antennas is described as follows:
1. Determine the number of codewords in each codebook as n = ⌊Nt
2
⌋, where Nt is the
number of available transmit antenna.
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2. Determine the total number of codewords as q = ⌊(Nt
2
)⌋
2p
.
3. Determine the number of codebooks as ⌈ q
n
⌉. The number of codebooks is also the
number of rotation angles that need to be optimized in order to maximize the minimum
coding gain. The larger the number of needed rotation angles is, the smaller the
minimum coding gain becomes.
Given the number of codewords q, the spectral efficiency of the HR-STBC-SM scheme is
m = 1
2
log2q + 2log2M (bits/s/Hz).
Table 3.1 shows the minimum coding gains and optimized angles for various numbers
of available transmit antennas. In calculating the minimum coding gains, both BPSK and
QPSK constellations are normalized to have unit average energy.
Table 3.1 Minimum coding gains and optimized angles for the cases of 4, 6 and
8 available transmit antennas.
Nt BPSK Angles QPSK Angles
4 1.5 φ=1.7 0.1846 φ=1.13
6 1
φ2 =
π
3
0.1497
φ2 =
π
6
φ3 =
2π
3
φ3 =
π
3
8 0.5858
φ2 =
π
4
0.1015
φ2 =
π
8
φ3 =
π
2
φ3 =
π
4
φ4 =
3π
4
φ4 =
3π
8
3.1.2 Low-Complexity ML Detection Algorithm
LetH be a Nt×nR channel gain matrix corresponding to a flat-fading MIMO system with
Nt transmit and nR receive antennas. For Rayleigh fading, the entries of H are modelled
as independent and identically distributed (i.i.d) complex Gaussian random variables with
zero mean and unit variance. It is further assumed that the fading is such that H varies
independently from one codeword to another and is invariant during the transmission of a
codeword, i.e., block fading. The channel matrix H is perfectly estimated at the receiver,
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but unknown at the transmitter. With X ∈ Θ being the 2×Nt HR-STBC-SM transmission
matrix, the 2× nR received signal matrix Y is given as
Y =
√
ρ
µ
XH+N, (3.3)
where µ is a normalization factor to ensure that ρ is the average SNR at each receive antenna,
N is a 2×nR matrix representing AWGN, whose elements are i.i.d complex Gaussian random
variables with zero mean and unit variance.
The ML detection chooses a codeword that minimizes the following decision metric:
Xˆ = arg min
X∈Θ
∥∥∥∥Y−
√
ρ
µ
XH
∥∥∥∥2 (3.4)
Since the HR-STBC-SM transmission matrix X contains 4 information symbols, the ML
detection needs to search over qM4 candidates to find the minimum of the above metric.
To reduce the computational complexity of the ML detection, (3.3) can be rewritten in
the following form:
y =
√
ρ
µ
Hℓ


x1
x2
x3
x4

+ n, (3.5)
where y and n are 2nR-length column vectors obtained by vectorizing matrices Y and N as
y , [Y(1, 1), . . . ,Y(1, nR),Y
∗(2, 1), . . . ,Y∗(2, nR)]
T (3.6)
n , [N(1, 1), . . . ,N(1, nR),N
∗(2, 1), . . . ,N∗(2, nR)]
T (3.7)
In (3.5), Hℓ is the 2nR × 4 equivalent channel matrix corresponding to the transmitted
codeword Xℓ, ℓ = 1, 2, · · · , q. An example of 4 equivalent channel matrices for the case of
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Nt = 4 is as follows:
H1 =


ah1,1 ah2,1 bh1,1 bh2,1
ah1,2 ah2,2 bh1,2 bh2,2
...
...
...
...
ah1,nR ah2,nR bh1,nR bh2,nR
c∗h∗2,1 −c∗h∗1,1 d∗h∗2,1 −d∗h∗1,1
c∗h∗2,2 −c∗h∗1,2 d∗h∗2,2 −d∗h∗1,2
...
...
...
...
c∗h∗2,nR −c∗h∗1,nR d∗h∗2,nR −d∗h∗1,nR


, H2 =


ah3,1 ah4,1 bh3,1 bh4,1
ah3,2 ah4,2 bh3,2 bh4,2
...
...
...
...
ah3,nR ah4,nR bh3,nR bh4,nR
c∗h∗4,1 −c∗h∗3,1 d∗h∗4,1 −d∗h∗3,1
c∗h∗4,2 −c∗h∗3,2 d∗h∗4,2 −d∗h∗3,2
...
...
...
...
c∗h∗4,nR −c∗h∗3,nR d∗h∗4,nR −d∗h∗3,nR


,
H3 =


ah2,1ϕ ah3,1ϕ bh2,1ϕ bh3,1ϕ
ah2,2ϕ ah3,2ϕ bh2,2ϕ bh3,2ϕ
...
...
...
...
ah2,nRϕ ah3,nRϕ bh2,nRϕ bh3,nRϕ
c∗h∗3,1ϕ
∗ −c∗h∗2,1ϕ∗ d∗h∗3,1ϕ∗ −d∗h∗2,1ϕ∗
c∗h∗3,2ϕ
∗ −c∗h∗2,2ϕ∗ d∗h∗3,2ϕ∗ −d∗h∗2,2ϕ∗
...
...
...
...
c∗h∗3,nRϕ
∗ −c∗h∗2,nRϕ∗ d∗h∗3,nRϕ∗ −d∗h∗2,nRϕ∗


,
H4 =


ah4,1ϕ ah1,1ϕ bh4,1ϕ bh1,1ϕ
ah4,2ϕ ah1,2ϕ bh4,2ϕ bh1,2ϕ
...
...
...
...
ah4,nRϕ ah1,nRϕ bh4,nRϕ bh1,nRϕ
c∗h∗1,1ϕ
∗ −c∗h∗4,1ϕ∗ d∗h∗1,1ϕ∗ −d∗h∗4,1ϕ∗
c∗h∗1,2ϕ
∗ −c∗h∗4,2ϕ∗ d∗h∗1,2ϕ∗ −d∗h∗4,2ϕ∗
...
...
...
...
c∗h∗1,nRϕ
∗ −c∗h∗4,nRϕ∗ d∗h∗1,nRϕ∗ −d∗h∗4,nRϕ∗


,
where hi,j is the channel fading coefficient between the ith transmit antenna and the jth
receive antenna, and ϕ = ejφ.
Let h1,ℓ, h2,ℓ, h3,ℓ and h4,ℓ denote the columns of Hℓ. Since the high-rate STBC is
constructed from a linear combination of two Alamouti codes, the orthogonal property exists
for two pairs of the columns of Hℓ, namely 〈h1,ℓ,h2,ℓ〉 = 〈h3,ℓ,h4,ℓ〉 = 0. Based on this
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property, the ML detection can be simplified. Specifically, for a specific Hℓ, the ML detection
in (3.4) can be rewritten as
(xˆ1,ℓ, xˆ2,ℓ, xˆ3,ℓ, xˆ4,ℓ) = argmin
xi∈Ψ
∥∥∥y−√ρ
µ
Hℓ


x1
x2
x3
x4


∥∥∥2. (3.8)
Because the column vectors h1,ℓ and h2,ℓ are orthogonal, for given values of (x3, x4), the ML
estimates of x1 and x2 can be performed independently as follows:
(xˇ1,ℓ|x3,x4) = argmin
x1∈Ψ
∥∥∥∥y−
√
ρ
µ
(h1,ℓx1 + h3,ℓx3 + h4,ℓx4)
∥∥∥∥2 (3.9)
(xˇ2,ℓ|x3,x4) = argmin
x2∈Ψ
∥∥∥∥y−
√
ρ
µ
(h2,ℓx2 + h3,ℓx3 + h4,ℓx4)
∥∥∥∥2 . (3.10)
After collecting the results from (3.9) and (3.10), which are expressed as (xˇ1,ℓ, xˇ2,ℓ|x3,x4), the
ML estimates (xˆ1,ℓ, xˆ2,ℓ, xˆ3,ℓ, xˆ4,ℓ) will be then determined by (3.8) over all ((xˇ1,ℓ, xˇ2,ℓ|x3,x4), x3, x4)
values2. Since the above ML estimations are performed for a particularHℓ, the receiver makes
a final decision by choosing the minimum antenna combination metric ℓˆ = arg min
ℓ
mℓ,
ℓ = 1, 2, · · · , q, where mℓ is the value of the minimum metric in (3.8).
Compared to the ML decoding of the STBC-SM scheme that has a complexity of 2qM ,
the decoding complexity3 of the HR-STBC-SM scheme is 2qM2, which is higher for the same
value ofM . Fortunately, for the same spectral efficiency in terms of bits/s/Hz the HR-STBC-
SM uses a lower-order constellation and it turns out that the ML detection complexity of
the HR-STBC-SM scheme could be comparable to that of the STBC-SM scheme.
Before closing this section, an upper bound on the error probability is given as it shall be
used to gauge the performance obtained by computer simulation. First, the pairwise error
2Alternatively, because of the orthogonal property of h3,ℓ and h4,ℓ, the ML detection can be performed
the other way round with the same complexity where the receiver first estimates x3 and x4 independently
for each known pair (x1, x2).
3Note that the detections of xˆ1,ℓ, and xˆ2,ℓ in (3.9) and (3.10) only require simple threshold circuits for
given (x3, x4).
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probability for deciding on codeword Xj given that Xi was transmitted is given by [36]
Pr (Xi → Xj) = 1
pi
∫ π
2
0
(
1
1 + ρλ1
4 sin2 ϑ
)nR (
1
1 + ρλ2
4 sin2 ϑ
)nR
dϑ (3.11)
where λ1 and λ2 are the eigenvalues of matrix (Xi−Xj)(Xi−Xj)H under the normalization
µ = 1 and E{tr(XHX)} = 2. Assume that k bits are transmitted over two consecutive
symbol intervals, the union bound on the bit error probability is
P (error) ≤ 1
2k
2k∑
i=1
2k∑
j=1
Pr (Xi → Xj)χ (Xi,Xj)
k
(3.12)
where χ (Xi,Xj) is the number of bits in error when comparing matrices Xi and Xj .
3.1.3 Simulation Results and Comparison
In this section, the BER simulation results of the HR-STBC-SM and STBC-SM schemes
are presented and compared for various numbers of transmit antennas and spectral efficiency
values versus the average SNR per receive antenna (ρ). In all simulations, four receive
antennas are employed.
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Figure 3.2 Performance comparison between theoretical upper bound and simula-
tion results of the HR-STBC-SM scheme.
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Figure 3.3 BER comparison between HR-STBC-SM and STBC-SM schemes at 5
bits/s/Hz, 5.5 bits/s/Hz and 6 bits/s/Hz.
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Figure 3.4 BER comparison between HR-STBC-SM and STBC-SM schemes at 3
bits/s/Hz, 3.5 bits/s/Hz and 4 bits/s/Hz.
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Figure 3.5 BER comparison between HR-STBC-SM and Wang’s schemes at 4
bits/s/Hz and 6 bits/s/Hz.
First, Figure 3.2 compares the upper bound in (3.12) and the BER performance obtained
by simulation for the cases of 4 and 6 antennas with BPSK and QPSK constellations. The
figure clearly illustrates the tightness of the union bound at high SNR, which makes it useful
to study the error performance behavior of the proposed HR-STBC-SM scheme with different
system setups.
Figure 3.3 shows the BER performance comparison between the HR-STBC-SM and
STBC-SM schemes at spectral efficiencies of 5, 5.5 and 6 bits/s/Hz, which correspond to
systems with 4, 6 and 8 antennas. To deliver such spectral efficiencies, QPSK is used for the
HR-STBC-SM scheme, whereas 16-QAM is used for the STBC-SM scheme. More impor-
tantly, at 5 bits/s/Hz and BER level of 10−5, the HR-STBC-SM scheme provides a 1.8dB
SNR gain over the STBC-SM scheme. Similarly, for the cases of 6 and 8 antennas (5.5 and 6
bits/s/Hz), the SNR gains are 1.6dB and 0.8dB, respectively. Such SNR gains are predicted
by the analysis and comparison of coding gains in Table 3.1.
In Figure 3.4, the BER curves of STBC-SM and HR-STBC-SM with 4, 6 and 8 antennas
schemes are compared at lower spectral efficiencies. Specifically, QPSK is used for STBC-
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SM while BPSK is used for HR-STBC-SM. The corresponding spectral efficiencies are 3, 3.5
and 4 bits/s/Hz, respectively. It can be seen that the HR-STBC-SM scheme performs quite
similar to the STBC-SM scheme at 3 bits/s/Hz. At the spectral efficiency of 4 bits/s/Hz
(with 8 available antennas), the STBC-SM actually outperforms our proposed scheme by 1
dB. Again, this can be predicted from Table 3.1, which shows that the coding gain of the
STBC-SM scheme is 1.2179, while that of the HR-STBC-SM scheme is 0.5858.
In Figure 3.5, the BER curves of the HR-STBC-SM and the scheme proposed by Wang
et al. in [37] are evaluated at 4 and 6 bits/s/Hz. Wang’s scheme uses a (4, 3) error-correcting
code together with 8 transmit antennas to create 32 codewords, which is larger than 16 code-
words of HR-STBC-SM. As can be seen from the figure, at 4 bits/s/Hz, Wang’s scheme has
about 1dB SNR gain as compared to the proposed HR-STBC-SM. However, at 6 bits/s/Hz,
the HR-STBC-SM scheme achieves a 1 dB gain over Wang’s scheme.
3.2 Bi-Generalised Space Shift Keying over MIMO Channels
To further reduce the complexity of decoding in SM, amplitude/phase modulation sym-
bols are removed and the information source is solely conveyed by antenna indices. This
method is referred to as space shift keying (SSK) [32]. Although having very low decoding
complexity, the drawback of SSK is low spectral efficiency. There are many recent studies
on increasing the spectral efficiency of SSK. For example, the generalized SSK (GSSK) [40]
activates a fix number of antennas that is larger than one to yield a larger number of code-
words. The spectral efficiency of GSSK is
⌊
log2
(
Nt
nt
)⌋
bits/sec/Hz, where Nt is the number
of available transmit antennas while nt is the number of activated antennas. Bi-space shift
keying (BiSSK) [41] is another scheme that doubles the rate of SSK by multiplexing two or-
thogonal channels: an in-phase channel (corresponding to real numbers in baseband) and a
quadrature channel (corresponding to imaginary numbers). The transmission on each chan-
nel is determined by the SSK rule. Recently, another scheme that also uses the multiplexing
technique to enhance the spectral efficiency is layered-SSK (LSSK) [42]. In LSSK, the layers
are determined by the SSK rule and multiplexing is performed by adding/dropping active
antennas.
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The new SSK scheme proposed in this research4 is also based on the multiplexing tech-
nique. Compared to BiSSK, the new scheme, termed bi-generalized SSK (BiGSSK), employs
GSSK rule for each inphase/quadrature data stream. As such, BiGSSK has the same ad-
vantage of low detection complexity as with SSK, while doubling the transmission rate of
GSSK. By optimizing the signals transmitted over activated antennas, it is shown that such
spectral efficiency advantage of BiGSSK is compromised only by a negligible performance
loss. Numerical results and performance comparison with GSSK, BiSSK, LSSK demonstrate
the efficiency of the proposed BiGSSK.
3.2.1 System Model and Performance Analysis
Consider a MIMO system employing SSK-based modulation that is equipped with Nt
transmit and Nr receive antennas. The baseband input/output signal model is given by
y =
√
EsHx+ n. (3.13)
In the above expression, x is a Nt×1 transmit symbol vector comprising of nonzero elements
(corresponding to activated antennas) and zero elements (corresponding to idle antennas).
The transmit symbol vector x is drawn with equal probabilities from a codebook A and
E{‖x‖2} = 1. The Nr × 1 vector y is the receive signal vector, while n is Nr × 1 noise
vector whose entries are independent and identically distributed (i.i.d) complex Gaussian
random variables with zero mean and variance N0. The Nr × Nt matrix H is the channel
matrix, whose entries are i.i.d complex Gaussian random variables with zero mean and unit
variance. This means that the channel is flat Rayleigh fading. The constant Es is the average
transmitted energy per each symbol vector.
Given the signal model in (3.13), the ML detection of the transmitted vector x is to solve
the following constrained least-square problem:
x˜ML = argmin
x∈A
∥∥∥y−√EsHx∥∥∥2 (3.14)
4The contributions in this section are presented in [43].
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The bit error probability can be approximated as
P[bit error] ≤ 1
κ
κ∑
i=1
κ∑
j=1
j 6=i
Ni,jP(xi → xj), (3.15)
where κ is the total number of codewords, P(xi → xj) is the pairwise error probability (PEP)
of deciding on xj given that xi was transmitted, and Ni,j is the number of bits in error when
choosing xj over xi. Conditioned on H, the PEP is
P(xi → xj | H)
= P
(∥∥∥y −√EsHxi∥∥∥2 > ∥∥∥y −√EsHxj∥∥∥2 ∣∣∣∣H
)
= P
(
ℜ(nH(Hxi −Hxj)) >
√
Es
2
‖Hxi −Hxj‖2
∣∣∣∣H
)
= Q
(√
Es
2N0
‖Hxi −Hxj‖2
)
= Q


√√√√2Nr∑
n=1
ǫ2n

 , (3.16)
where ǫn is a Gaussian random variable with zero mean and variance σ
2
ij =
Es
4N0
‖xi − xj‖2.
It follows that the random variable ζij =
∑Nr
n=1 ǫ
2
n obeys a Chi-squared distribution with 2Nr
degrees of freedom, whose pdf is given by [44]
f(ζij) =
ζNr−1ij exp(− ζij2σ2ij )
(2σ2ij)
NrΓ(Nr)
, (3.17)
where Γ(·) is the Gamma function. The unconditioned PEP is hence obtained as
P(xi → xj) = E[P(xi → xj|H)] =
∫ ∞
0
Q
(√
ζij
)
f(ζij) dζij (3.18)
which has a closed-form expression as [45]:
P(xi → xj) = δNrij
Nr∑
m=0
(
Nr − 1 +m
m
)
[1− δij ]m, (3.19)
where δij =
1
2
(
1−
√
1− 1
1+σ2
ij
)
. Substituting (3.19) into (3.15) give an upper bound of the
bit error probability for a SSK-based modulation scheme.
To gain a better understanding of the error performance of a SSK-based modulation
scheme, examine the following looser upper bound [46]:
P(xi → xj) ≤ 1
2
(
σ2ij + 1
)−Nr ≤ a(Es
N0
)−Nr (‖xi − xj‖2)−Nr (3.20)
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where a = 4Nr/2. The above expression clearly indicates that the error probability depends
on the Euclidean distances among the possible transmit symbol vectors. In the special case
that each transmit symbol vector contains only elements 1 and 0 (e.g. in SSK or GSSK),
the Euclidean distances are the same as the Hamming distances.
3.2.2 Proposed Bi-Generalized Space Shift Keying
The analysis in the previous section shows that the performance of a SSK-based mod-
ulation scheme depends on the Euclidean distance between any two codewords (i.e., two
transmit symbol vectors). As discussed before, the BiSSK scheme multiplexes one real num-
ber (+1) and one imaginary number (+j) based on two input bits where the indices of the
active antennas carrying those real and imaginary numbers are determined by the SSK rule.
Different from BiSSK, in order to improve the spectral efficiency, the proposed BiGSSK
multiplexes multiple real and imaginary numbers based on a group of λ > 2 information
bits. Specifically, λ/2 bits select a subset of antennas to carry real numbers, while the other
λ/2 bits select a subset of antennas to carry imaginary numbers. The selection of antenna
subsets for either real or imaginary numbers follows the GSSK rule.
To illustrate the proposed scheme, Table 3.3 describes a partial codebook for the BiGSSK
scheme withNt = 5 and nt = 2. This means that there are
(
5
2
)
= 10 different antenna subsets,
hence λ/2 = 3 bits can be carried by either the real or imaginary data stream in each time
slot. Note that Table 3.3 only shows codewords corresponding to the first 3 bits equal to
s1 = 000, while the GSSK rule to select a subset of nt = 2 active antennas out of Nt = 5
available antennas is as in Table 3.2. It is pointed out that when the GSSK rule is used with
nt = 2, the maximum number of active antennas of the BiGSSK scheme is 4.
Since the performance of a SSK-based scheme depends on the minimum distance between
any two codewords, an improvement shall be made to the codebook in Table 3.3 to increase
its minimum Euclidean distance. To this end, observe that the nonzero elements in Table 3.3,
namely (1+ j)/2, 1/2 and j/2 are resulted directly by multiplexing two inphase/quadrature
GSSK data streams. However, from the perspective of diverting total codeword energy over
transmit antennas, these are simply three different complex numbers showing how energies
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Table 3.2 GSSK rule for selecting antenna subsets with Nt = 5, nt = 2.
Information bits GSSK symbol vector
000 [1, 1, 0, 0, 0]T
001 [1, 0, 1, 0, 0]T
010 [1, 0, 0, 1, 0]T
011 [1, 0, 0, 0, 1]T
100 [0, 1, 1, 0, 0]T
101 [0, 1, 0, 1, 0]T
110 [0, 1, 0, 0, 1]T
111 [0, 0, 1, 1, 0]T
are transmitted over different active antennas. Since the minimum distance of the codebook
directly depends on the distances among the nonzero elements, the improvement is to replace
(1 + j)/2, 1/2 and j/2 by three numbers that have the same energy (i.e., magnitude) and
maximally spaced in the complex plane, i.e., they lie on the vertices of an equilateral triangle.
One set of such numbers are −(√3 + j), √3− j, and 2j. Let nRF be the average number of
active antennas (i.e., the average number of RF chains), then it is simple to show that when
the nonzero elements in the codebook have the same magnitude, the normalized minimum
squared distance of the proposed codebook is d2min =
2
nRF
.
Proposition 1. The average number of active antennas in Table 3.3 is 3 ≤ nRF < 4.
Proof. With the GSSK rule in Table 3.2, among codewords with the same information bits
s1 but different s2, there is always only one codeword that activates two antennas and not
less than one codeword that activate four antennas, while codewords with three activated
antennas always exist. Hence, the average number of RF chains used is 3 ≤ nRF < 4. The
above observation also holds for other cases of s1.
It follows from the above Proposition that the minimum squared distance of the BiGSSK
is bounded by 1
2
< d2min =
2
nRF
≤ 2
3
. In general, d2min approaches the upper bound
2
3
when
Nt is small (Nt ≤ 8) since the codewords with three activated antennas dominate those with
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Table 3.3 Partial codebook in BiGSSK with the first three information bits being
s1 = 000, Nt = 5.
Information bits s1 = 000, s2 The symbol vector x
000,000 [1 + j, 1 + j, 0, 0, 0]T/2
000,001 [1 + j, 1, j, 0, 0]T/2
000,010 [1 + j, 1, 0, j, 0]T/2
000,011 [1 + j, 1, 0, 0, j]T/2
000,100 [1, 1 + j, j, 0, 0]T/2
000,101 [1, 1 + j, 0, j, 0]T/2
000,110 [1, 1 + j, 0, 0, j]T/2
000,111 [1, 1, j, j, 0]T/2
four activated antennas. On the other hand, d2min tends to
1
2
as Nt becomes large. This
reduction in d2min is compensated by an increase in the transmission rate.
In general, the proposed BiGSSK scheme is constructed as follows:
1. The input bits sequence is divided into two equal-sized groups, s1 and s2.
2. Using the GSSK mapping rule with nt = 2, s1 and s2 form two Nt × 1 symbol vectors
xR and xI .
3. Sum xR and jxI and normalize the sum to form an intermediate transmit symbol
vector x¯ = (xR + jxI)/2.
4. Change the values (1 + j)/2, 1/2 and j/2 in x¯ to −
√
3+j√
α
,
√
3−j√
α
, and 2j√
α
to obtain the
final transmit symbol vector x, where
√
α =
√
4nRF is the normalizing factor to ensure
that E{‖x‖2} = 1.
As an example, consider a MIMO system with Nt = 4. Suppose that a group of four
information bits to be transmitted is 1001. First, determine s1 = [1, 0] and s2 = [0, 1]. Using
the GSSK mapping rule with nt = 2 as in Table 3.4, s1 and s2 form vectors xR = [1, 0, 0, 1]
and xI = [0, 0, 1, 1]. Summing xR and jxI and normalizing form vector x¯ = [1, 0, j, 1 + j]/2.
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Changing elements 1/2 to
√
3−j
2
√
3
, j/2 to 2j
2
√
3
, and (1 + j)/2 to −
√
3+j
2
√
3
(here α = 12 and
nRF = 3) gives the transmit symbol vector x = [
√
3 − j, 0, 2j,−√3 − j]/2√3. The full
symbol mapping for this example is summarized in Table 3.5.
Table 3.4 GSSK symbol mapping with Nt = 4, nt = 2.
Information bits GSSK symbol vector
00 [1, 1, 0, 0]T
01 [0, 0, 1, 1]T
10 [1, 0, 0, 1]T
11 [0, 1, 1, 0]T
It is pointed out that the GSSK rule used in the proposed BiGSSK can be applied with
nt ≥ 2. However, the performance will be degraded with increasing nt since d2min = 2nRF and
nRF obviously increases with nt. The tradeoff between transmission rate, performance and
system complexity in selecting nt is a topic of further studies. This present research focuses
on the GSSK with nt = 2 as this selection of nt minimizes the number of RF chains. In
general, the spectral efficiency of BiGSSK is 2
⌊
log2
(
Nt
nt
)⌋
bits/sec/Hz. Table 3.6 compares the
minimum squared Euclidean distances along with the transmission rates between BiGSSK
and other SSK-based modulation schemes.
3.2.3 Numerical Results
In this section, the BER simulation results of the BiGSSK and SSK schemes are presented
and compared for various numbers of transmit antennas and spectral efficiency values versus
the average SNR per bit per receive antenna (Eb/N0). In all simulations, three receive
antennas are employed.
As can be seen from (3.20), the performance of a SSK-based modulation scheme is dom-
inated by the worst-case error, which is determined by parameter Es
N0
d2min =
λEb
N0
d2min, where
λ is the number of bits carried by each symbol vector. The BERs of BiSSK and BiGSSK
with different system settings are shown in Figure 3.6. The value d2min of BiSSK is 1, which
is larger than d2min of BiGSSK. However the number of bits transmitted per codeword in
48
Table 3.5 BiGSSK symbol mapping with Nt = 4.
Information bits s1, s2 BiGSSK symbol vector x
00,00 [−√3− j,−√3− j, 0, 0]T/2√3
00,01 [
√
3− j,√3− j, 2j, 2j]T/2√3
00,10 [−√3− j,√3− j, 0, 2j]T/2√3
00,11 [
√
3− j,−√3− j, 2j, 0]T/2√3
01,00 [2j, 2j,
√
3− j,√3− j]T/2√3
01,01 [0, 0,−√3− j,−√3− j]T/2√3
01,10 [2j, 0,
√
3− j,−√3− j]T/2√3
01,11 [0, 2j,−√3− j,√3− j]T/2√3
10,00 [−√3− j, 2j, 0,√3− j]T/2√3
10,01 [
√
3− j, 0, 2j,−√3− j]T/2√3
10,10 [−√3− j, 0, 0,−√3− j]T/2√3
10,11 [
√
3− j, 2j, 2j,√3− j]T/2√3
11,00 [2j,−√3− j,√3− j, 0]T/2√3
11,01 [0,
√
3− j,−√3− j, 2j]T/2√3
11,10 [2j,
√
3− j,√3− j, 2j]T/2√3
11,11 [0,−√3− j,−√3− j, 0]T/2√3
BiGSSK is higher than that with BiSSK for the same number of transmit antennas. This
means that the PEPs of BiSSK and BiGSSK could still be comparable. At the fixed tar-
get transmission rates of 6, 8 and 10 bits/sec/Hz, BiGSSK shows a negligible performance
loss (0.5dB) but using much smaller numbers of transmit antennas as compared to BiSSK
(e.g. for 10 bits/sec/Hz, BiGSSK uses 9 antennas while BiSSK needs 32 antennas). With
similar numbers of transmit antennas, the transmission rate of BiGSSK(7,3) is higher, by
2 bits/sec/Hz (which is 33.33% higher), than that of BiSSK(8,3) at the expense of 1dB
performance loss at the BER level of 10−5.
In Figure 3.7 the BER performances of BiGSSK and GSSK are compared for various
settings. At a fixed number of transmit antennas, e.g. for 5 and 7 transmit antennas,
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Table 3.6 Comparison in rate (bits/sec/Hz) and minimum squared distance be-
tween BiGSSK and other SSK-based modulation schemes.
Nt 4 5 6 7 16 32
Rate d2min Rate d
2
min Rate d
2
min Rate d
2
min Rate d
2
min Rate d
2
min
SSK 2 2 2 2 2 2 2 2 4 2 5 2
GSSK, nt = 2 2 1 3 1 3 1 4 1 6 1 8 1
BiSSK 4 1 4 1 4 1 4 1 8 1 10 1
BiGSSK 4 23 6
2
3.16 6
2
3.16 8
2
3.38 12
2
3.67 16
2
3.83
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Figure 3.6 BER comparison of BiGSSK versus BiSSK with different (Nt, Nr).
BiGSSK doubles the transmission rate of GSSK at a negligible performance loss. On the
other hand, for a fixed transmission rate, e.g. for 6 and 8 bits/sec/Hz, BiGSSK employs
much smaller numbers of antennas while its BER performance is still comparable.
The simulation results for the same number of transmit antennas of LSSK(5,3) and
BiGSSK(5,3) are shown in Figure 3.8. Both LSSK and BiGSSK schemes aim to enhance
the transmission rate of SSK under a limited number of transmit antennas. As can be seen
from the figure, the two schemes perform similarly at high Eb/N0, but our proposed BiGSSK
achieves a higher transmission rate (more than 2 bits/sec/Hz, or 50% higher) than LSSK.
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Figure 3.7 BER comparison of BiGSSK versus GSSK with different (Nt, Nr).
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Figure 3.8 BER comparison of BiGSSK(Nt, Nr) and LSSK(Nt, Nr).
The similar performance of the two schemes can be predicted from the fact that d2min of
LSSK(5,3) is 1, while d2min of BiGSSK(5,3) is
2
3.1563
.
51
3.3 Improved Quadrature Spatial Modulation
A major disadvantage of the conventional SM is that the data rate enhancement is only
proportional to the base-two logarithm of the number of transmit antennas. This is unlike
other spatial multiplexing techniques, such as V-BLAST, where the data rate increases
linearly with the number of transmit antennas. Accordingly, research on enhancing the
spectral efficiency of SM techniques has gained a significant interest in the literature.
In generalized SM (GSM) [47], a group of transmit antennas is considered a spatial con-
stellation point and activated simultaneously to increase the overall spectral efficiency. A
slight performance degradation of this scheme when compared to the conventional SM is
reported in [47]. The conventional SM also has a drawback that it does not provide transmit
diversity gain. In [36], space-time block coded spatial modulation (STBC-SM) is presented
which achieves a transmit diversity order of two by activating two transmit antennas during
two symbols duration and using the Alamouti code. In Section 3.1 the Alamouti code is
replaced by a high-rate space-time block code, which improves coding gains at high data
rates. Recently, quadrature spatial modulation (QSM) is proposed in [48] where the am-
plitude/phase modulation symbols are filtered and the real and imaginary parts are then
transmitted by two different layers of antennas. By doing so, the number of bits conveyed
by antenna index is doubled as compared to conventional SM. Another improvement pro-
posed for SM, called enhanced SM (ESM) [49], uses a primary signal constellation when a
single antenna is activated and other secondary constellations when two transmit antennas
are activated. The flexibility in selecting one or two active antennas increases the number
of bits conveyed by antenna index.
In this section, a novel SM scheme, which is called improved quadrature spatial modula-
tion (IQSM), is investigated to further enhance the spectral efficiency of QSM. Different from
STBC-SM where two symbols are transmitted during two symbol durations, the proposed
scheme transmits two symbols in one symbol duration. Specifically, in IQSM the real and
imaginary parts of two constellation symbols are transmitted on two different layers of anten-
nas. Since two transmit antennas are activated for each in-phase or quadrature dimension, a
larger number of codewords is generated, which means a higher spectral efficiency in terms
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of bits/s/Hz. More importantly, to deliver a given spectral efficiency, it is possible to em-
ploy a lower-order constellation in IQSM, hence improving the system’s error performance.
To evaluate the performance of the proposed scheme and compare it with other existing
schemes, an upper bound on the bit error probability under the maximum likelihood (ML)
detection is obtained.
3.3.1 System Model and the Proposed Improved Quadrature Spa-
tial Modulation
Consider a MIMO system that is equipped with Nt transmit and Nr receive antennas.
The equivalent baseband input/output signal model is given by
y =
√
EsHx+ n. (3.21)
In the above expression, x is an Nt×1 transmit symbol vector comprising of nonzero elements
(corresponding to activated antennas) and zero elements (corresponding to idle antennas),
y is an Nr × 1 received signal vector, while n is an Nr × 1 noise vector whose entries are
independent and identically distributed (i.i.d) complex Gaussian random variables with zero
mean and variance N0. The Nr ×Nt matrix H is the channel matrix, whose entries are i.i.d
complex Gaussian random variables with zero mean and unit variance. This means that the
channel is flat Rayleigh fading. The element on the mth row and nth column ofH is denoted
as hm,n, which represents the channel path gain between the nth transmit and mth receive
antennas. Each transmitted vector x has a unit norm and the constant Es is interpreted as
the average transmitted energy per each transmit symbol vector x.
In QSM, the real and imaginary components of a constellation symbol are transmitted
by two different layers of antennas (in-phase and quadrature dimensions). Each component
(real or imaginary) has Nt possibilities to choose from. Therefore, a total of N
2
t combinations
(or codewords) are generated. With IQSM, the number of combinations for each dimension
increases to
(
Nt
2
)
. This is possible because for each in-phase (or quadrature) dimension, two
real (or imaginary) components of two symbols are transmitted on two different activated
antennas. Thus, the total number of combinations for both dimensions is
[(
Nt
2
)]2
.
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The transmission framework of IQSM is as follows:
1. The input bit sequence is divided into two parts: antenna index part and constellation
part. Bits in the antenna index part are further divided into 2 sub-parts: in-phase
antenna index and quadrature antenna index.
2. Bits in the constellation part pick two constellation symbols a and b to be transmitted.
3. Bits in the in-phase antenna index sub-part determine 2 active antennas to transmit 2
real components Re(a) and Re(b). Let ℓRe(a) and ℓRe(b) denote indices of the 2 active
antennas and without loss of generality, assume ℓRe(a) < ℓRe(b). Thus the bits in the
in-phase antenna index sub-part form a Nt×1 vector xR where xR(ℓRe(a)) = Re(a) and
xR(ℓRe(b)) = Re(b).
4. Similarly, bits in the quadrature antenna index sub-part determine 2 active antennas
to transmit 2 imaginary components Im(a) and Im(b). Let ℓIm(a) and ℓIm(b) denote
indices of the 2 active antennas and without loss of generality, assume ℓIm(a) < ℓIm(b).
The bits in the quadrature antenna index sub-part form a Nt × 1 vector xI where
xI(ℓIm(a)) = Im(a) and xI(ℓIm(b)) = Im(b).
5. Finally, the transmit symbol vector is x = xR + jxI .
To illustrate the proposed IQSM, consider the transmission of eight information bits,
10010011, in a system with Nt = 4 and QPSK. First, these eight bits are divided into
antenna index part s1 = [1, 0, 0, 1] and constellation part s2 = [0, 0, 1, 1]. With QPSK and
Gray mapping, the constellation part in s2 selects 2 transmit symbols a = 1+j and b = −1−j.
On the other hand, the rule to activate 2 out of Nt = 4 antennas is given in Table 3.7. With
such a rule, the first two bits [1, 0] in s1 select antennas Tx-1 and Tx-4 (ℓRe(a) = 1, ℓRe(b) = 4)
for transmitting the real components of symbols a and b. Thus, xR = [1, 0, 0,−1]T . Likewise,
the remaining two bits [0, 1] in s1 select antennas Tx-1 and Tx-3 (ℓIm(a) = 1, ℓIm(b) = 3) for
sending the quadrature components of a and b, hence xI = [1, 0,−1, 0]T . The final transmit
symbol vector is x = xR + jxI = [1 + j, 0,−j,−1]T .
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Table 3.7 Using 2 bits to select 2 out of Nt = 4 transmit antennas.
Indexing bits Activated antennas
00 {1,2}
01 {1,3}
10 {1,4}
11 {2,3}
The spectral efficiency of the proposed IQSM is λ = 2
⌊
log2
(
Nt
2
)⌋
+2 log2M , where M is
the constellation size (M = 4 for QPSK). It can be seen that the above spectral efficiency
of IQSM is quite larger than 1
2
⌊log2
(
Nt
2
)⌋+ log2M of STBC-SM and 2⌊log2Nt⌋+ log2M of
QSM or ESM. It is important to note that the number of RF chains used in IQSM is 4 while
the number of RF chains in QSM and ESM is 2. This moderate increase of RF chains of the
proposed IQSM is very reasonable, given the large improvement in the spectral efficiency
when Nt is large. Furthermore, since the data rate of IQSM is now proportional to base-two
logarithm of
[(
Nt
2
)]2
, the scheme can be used in more general settings where the number
of transmit antennas is not necessary a power of 2. This makes the proposed IQSM more
flexible than the conventional SM and QSM.
3.3.2 Performance Analysis
Given the way the transmit symbol vector x is generated in the proposed IQSM as
described in the previous section, the received signal vector can be re-written in the following
form:
y =
√
Es[hℓRe(a)Re(a) + hℓRe(b)Re(b)
+ jhℓIm(a)Im(a) + jhℓIm(b)Im(b)] + n. (3.22)
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where ℓRe(a), ℓIm(a), ℓRe(b), ℓIm(b) ∈ {1, 2, · · · , Nt}, ℓRe(a) < ℓRe(b), ℓIm(a) < ℓIm(b), and hℓRe(a)
is the ℓRe(a)th column of H. The maximum-likelihood (ML) detection of x is to solve:
[ℓ˜Re(a), ℓ˜Im(a), ℓ˜Re(b), ℓ˜Im(b), R˜e(a), ˜Im(a), R˜e(b), ˜Im(b)]
= arg min
ℓRe(a),ℓIm(a),ℓRe(b),ℓIm(b)
Re(a),Im(a),Re(b),Im(b)
∥∥∥∥∥y−√Es[hℓRe(a)Re(a)+
hℓRe(b)Re(b) + jhℓIm(a)Im(a) + jhℓIm(b)Im(b)]
∥∥∥∥∥
2
. (3.23)
There are 2λ possible transmitted vectors. To evaluate the error performance of the
ML detection, consider the pairwise error event that the transmitter sends vector xm, but
the receiver decides on xn, m 6= n. Let a and b denote the two constellation symbols and
ℓRe(a), ℓIm(a), ℓRe(b), ℓIm(b) denote the antenna indices associated with vector xm. Likewise,
let c and d denote the two constellation symbols and ℓRe(c), ℓIm(c), ℓRe(d), ℓIm(d) denote the
antenna indices associated with vector xn. Then the conditioned pairwire error probability
(PEP) is given as
Pr(xm → xn | H) = Q
(√
Es
2N0
‖um − un‖
)
, (3.24)
where um = [hℓRe(a)Re(a) + hℓRe(b)Re(b)
+ jhℓIm(a)Im(a) + jhℓIm(b)Im(b)] (3.25)
un = [hℓRe(c)Re(c) + hℓRe(d)Re(d)
+ jhℓIm(c)Im(c) + jhℓIm(d)Im(d)] (3.26)
Let γk = |(um − un)k|2, where (um − un)k is the kth element of vector (um − un). Then
it is not hard to see that, for a given pair {xm,xn}, γk is an exponential random variable
with the same mean value γ¯m,n for 1 ≤ k ≤ Nr. By averaging Pr(xm → xn | H) over the
distribution of H, the unconditioned PEP Pr(xm → xn) is obtained. Instead of averaging
over the distribution of H, one can average the Q-function over the distributions of i.i.d.
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exponential random variables γk. This gives the final PEP expression as follows:
Pr(xm → xn) = µNrm,n
Nr−1∑
k=0
(
Nr − 1 + k
k
)
[1− µm,n]k (3.27)
where µm,n =
(
1−√(γ¯m,n/2)/(1 + γ¯m,n/2)) /2. The average bit error probability (BEP) of
the proposed IQSM can be evaluated using the following asymptotically tight union bound:
P (error) ≤ 1
λ2λ
2λ∑
m=1
2λ∑
n=1
n6=m
Pr (xm → xn)χ (xm,xn) , (3.28)
where χ (xm,xn) is the number of different bits when comparing xm and xn.
3.3.3 Simulation Results
In this section, the simulation results in terms of the bit error rate (BER) of the pro-
posed IQSM and other recent SM schemes are presented and compared for various numbers
of transmit antennas and spectral efficiency values versus the average SNR per receive an-
tenna, which is defined as Es/N0. In all simulations, four receive antennas are employed.
The relative error performance of different systems can be judged based on the minimum
Euclidean distance normalized by the transmitted symbol energy, defined as:
dmin = min
m,n
√
1
Es
‖um − un‖ (3.29)
where um and un are two different realizations of transmit symbol vectors.
Figure 3.9 plots the theoretical upper bounds and simulation results of the proposed
IQSM at 8, 10 and 12 bits/s/Hz. The figure clearly shows that the theoretical upper bounds
are very tight to the actual performance at high SNR, which makes them useful in assessing
the performance of the proposed IQSM for various antenna and modulation configurations.
Figure 3.10 shows the performance comparison between STBC-SM, QSM and IQSM at
spectral efficiency values of 8 and 12 bits/s/Hz. All schemes use 4 transmit antennas. For
the case of 8 bits/s/Hz, the proposed IQSM performs 4 dB better than QSM and 5 dB
better than STBC-SM at BER = 10−5. The better performance of IQSM over QSM can be
examined by dmin,IQSM = 0.7071 and dmin,QSM = 0.4472. For STBC-SM, since this system
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Figure 3.9 Simulation results and theoretical upper bounds of the bit error rate
for the proposed IQSM.
achieves a higher transmit diversity gain than IQSM and QSM, the comparison in dmin is
not meaningful. Recall that IQSM is the improved version of QSM by sending more than
one constellation symbol and a larger number of indexing bits. Hence, at the same data
rate, IQSM can use a lower-order constellation compared to the constellation used in QSM
or STBC-SM. In this specific case, IQSM uses 2 symbols drawn from QPSK while QSM
uses 16-QAM and STBC-SM uses 128-QAM. It is pointed out that, although the STBC-SM
scheme achieves a transmit diversity order of two, the diversity gain only “kicks in” at high
SNR, i.e., very low BER level, such as BER < 10−8. At BER = 10−5, the performance
advantage of IQSM is even bigger at spectral efficiency of 12 bits/s/Hz. Specifically, IQSM
yields a 8 dB better than QSM (dmin,IQSM = 0.3162, dmin,QSM = 0.1085) and IQSM is also
superior than STBC-SM by 11 dB.
Further performance comparison of the proposed IQSM, STBC-SM and QSM is plotted
in Figure 3.11 when the number of transmit antennas is increased to 8. As can be seen,
at 10 bits/s/Hz, IQSM yields a 4 dB SNR gain compared to QSM (dmin,IQSM = 0.7071,
dmin,QSM = 0.4472), and 7 dB SNR gain compared to STBC-SM. Compared to the 4-transmit
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Figure 3.10 BER performance comparison of the proposed IQSM, STBC-SM and
QSM at 8 bits/s/Hz and 12 bits/s/Hz using 4 transmit and 4 receive
antennas (4× 4 MIMO).
antenna configuration, with 8 transmit antenna, there are more bits that can be sent using the
spatial dimension, i.e., by antenna indexing. This means that even lower-order constellations
can be used in IQSM for the same spectral efficiency. For example, at 10 bits/s/Hz, while
QSM still has to use 16-QAM constellation, IQSM can use BPSK instead of QPSK and the
performance advantage of IQSM over QSM is about 6 dB SNR gain. It is pointed out that,
since IQSM works with non-zero real and imaginary components of constellation points, the
BPSK constellation is rotated with α = π/4.
In Figure 3.12, the proposed IQSM is compared with spatial multiplexing (SMUX) and
conventional SM. SMUX is a multiplexing transmission method to maximize the capacity
gain. In SMUX, each transmit antenna is assigned to a fixed data stream (i.e., the number of
transmit antennas is equal to the number of data streams). Each transmit antenna sends out
one data stream independently from all other data streams and there is no antenna selection
as in the SM-based schemes. At the spectral efficiency of 8 bits/s/Hz, SMUX is considered
for two cases: (i) 2 transmit (2-Tx) antennas with 16-QAM, and (ii) 4 transmit antennas
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Figure 3.11 BER performance comparison of the proposed IQSM, STBC-SM and
QSM at 10 bits/s/Hz and 12 bits/s/Hz using 8 transmit antennas and
4 receive antennas (8× 4 MIMO).
(4-Tx) with QPSK. The proposed IQSM and conventional SM use 4 transmit antennas
with QPSK and 64-QAM, respectively. It can be seen from Figure 3.12 that SMUX with
4 transmit antennas and QPSK has about 1 dB better than IQSM, while SMUX with 2
transmit antennas and 16-QAM is about 3 dB worse than IQSM. The minimum distance
values of these schemes are found to be dmin,IQSM = 0.7071, dmin,SMUX,4-Tx = 0.7071 and
dmin,SMUX,2-Tx = 0.4472. Even though SMUX with 4-Tx and IQSM have the same minimum
distance, SMUX has a slight better performance because the number of transmit vector pairs
having the distance dmin in SMUX is smaller than that in IQSM. It is pointed out that IQSM
has about 5 dB SNR gain over the conventional SM, which has dmin,SM = 0.3086.
To deliver 12 bits/s/Hz, IQSM and conventional SM employ 8 transmit antennas and
SMUX uses 3 or 4 transmit antennas. At BER = 10−5, IQSM is still 2 dB better than SMUX
with 4-Tx and 3 dB better than SMUX with 3-Tx. IQSM also yields a 10 dB SNR gain
compared to the conventional SM. Again, these gains are verified with the minimum distances
of dmin,IQSM = 0.7071, dmin,SMUX,4-Tx = 0.4082, dmin,SMUX,3-Tx = 0.3651 and dmin,SM = 0.1101.
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Figure 3.12 BER performance comparison of the proposed IQSM, SMUX and con-
ventional SM at 8 bits/s/Hz and 12 bits/s/Hz.
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Figure 3.13 BER performance comparison of IQSM and enhanced SM (ESM) with
different settings.
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Figure 3.15 Non-rectangular 8-QAM and 16-QAM constellations.
From the simulation, it is noted that to increase the spectral efficiency, SMUX should be
employed with a larger number of transmit antennas (i.e., number of data streams) rather
than with a higher modulation order. However, when the number of transmit antennas is
increased, the number of RF chains also increases. On the contrary, the maximum number
of RF chains in the proposed IQSM is always 4.
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As discussed before, reference [49] recently proposed the so called enhanced spatial mod-
ulation (ESM) employing multiple signal constellations. To date, this scheme is probably the
most efficient in improving the spectral efficiency or error performance of SM. Figure 3.13
compares the BER performance of the proposed IQSM and ESM with different settings. It
can be seen that, at 8 and 10 bits/s/Hz, the proposed IQSM is about 1 dB better than ESM.
At a higher spectral efficiency, such as 12 and 14 bits/s/Hz, the proposed IQSM is clearly
superior than ESM, by more than 2 dB. Again, the better performance of IQSM over ESM
can be expected by examining the values of dmin. For example, for the case of 14 bits/s/Hz
using 16 transmit antennas, one can verify that dmin,IQSM = 0.7071 and dmin,ESM = 0.3990.
Finally, the performance of the proposed IQSM in Figure 3.14 for the case of 4×4 MIMO
channel show that the non-rectangular 8-QAM and 16-QAM constellations in Figure 3.15
are more power efficient than the standard rectangular QAM. In particular, at BER = 10−5,
using the special 8-QAM and 16-QAM yields about 1 dB gain as compared to rectangular 8-
QAM and 16-QAM, respectively. The minimum distances are found to be dmin,non-rect 8-QAM =
0.4472, dmin,rect 8-QAM = 0.4082, dmin,non-rect 16-QAM = 0.3651 and dmin,rect 16-QAM = 0.3162.
This observation suggests that there is a significant benefit in optimizing QAM constellations
for IQSM.
3.4 Constellation Design for Quadrature Spatial Modulation
Recently, the optimal constellation design for a SM system is investigated in [3] by min-
imizing the error probability. It is demonstrated in [3] that the error performance of a SM
system depends on two terms: (i) the Euclidean distances among APM symbols, and (ii)
the energies of APM symbols [50, 51]. While the first term is related to the error events
associated with the conventional APM constellation, the second term is related to the error
events associated with the spatial domain, which is the new feature in SM. In addition, the
authors in [3] show that a phase shift keying (PSK) constellation is the optimal constellation
for SM at very large number of transmit antennas, whereas increasing the number of re-
ceive antennas increases the dominance of the Euclidean distance term over the energy term.
In [52], a star-QAM constellation is proposed as a good candidate for SM and a twin-ring
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constellation design is introduced to minimize the error probability.
Quadrature spatial modulation (QSM) was recently proposed [48] to enhance the spectral
efficiency of SM. In QSM, the in-phase and quadrature components are separately transmit-
ted on two different layers of transmit antennas. Thus, the number of bits sent by antenna
index in QSM doubles that in SM. With different strategies for selecting active antennas be-
tween QSM and SM, it is expected that the optimal constellation design for QSM is not the
same as that for SM. To the best of our knowledge, to date there is no study on optimizing
QSM constellations. To fill this gap, this section first analyzes an upper bound on the error
probability of QSM under the maximum likelihood (ML) detection to understand the main
factors that affect the error performance in QSM. The analysis shows that the error proba-
bility of QSM not only includes the Euclidean distance term and the energy term (the same
as in the case of SM), but also two new terms that are related to the in-phase and quadra-
ture components of APM symbols. These extra two terms arise as a consequence of the
unique property of QSM compared to SM. Based on the obtained analysis, an optimization
problem is formulated to find the optimal constellations for QSM under different numbers
of transmit antennas. It is shown that with a very large number of transmit antennas the
optimal constellations of QSM converge to a QPSK constellation. To verify the advantage
of the optimal constellations over other constellations, extensive performance comparison is
carried out by computer simulation.
3.4.1 System Model and Performance Analysis
Consider a MIMO system that is equipped with Nt transmit and Nr receive antennas.
The equivalent baseband input/output signal model is given by
y =
√
EsHx+ n (3.30)
In the above expression, x is an Nt×1 transmit symbol vector comprising of nonzero elements
(corresponding to active antennas) and zero elements (corresponding to idle antennas), y
is an Nr × 1 received signal vector, while n is an Nr × 1 noise vector whose entries are
independent and identically distributed (i.i.d) complex Gaussian random variables with zero
mean and variance N0. The Nr ×Nt matrix H is the channel matrix, whose entries are i.i.d
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complex Gaussian random variables with zero mean and unit variance. This means that the
channel is flat Rayleigh fading. The element on the mth row and nth column ofH is denoted
as hm,n, which represents the complex channel path gain between the nth transmit antenna
and the mth receive antenna. Each transmitted vector x has a unit norm and the constant
Es is interpreted as the average transmitted energy per each transmit symbol vector x.
In QSM, the real and imaginary components of a constellation symbol are transmitted
by two different layers of antennas (in-phase and quadrature dimensions). Therefore, the
received signal vector can be re-written in the following form:
y =
√
Es(hnℜxℓℜ + jhnℑxℓℑ) + n, 1 ≤ nℜ, nℑ ≤ Nt, (3.31)
where xℓ = xℓℜ + jxℓℑ is a point drawn from a constellation with size M (1 ≤ ℓ ≤ M) and
hnℜ is the nℜth column of H. The optimal ML detection for QSM is expressed as:
[n˜ℜ, n˜ℑ, ℓ˜] = arg min
nℜ,nℑ,ℓ
∥∥∥y−√Es(hnℜxℓℜ + jhnℑxℓℑ)∥∥∥2 (3.32)
With QSM, a total of K = N2t M different signal vectors x can be generated, i.e., the
signal space is composed of N2t M codewords. Given the channel matrix H, an upper bound
on the codeword error probability of QSM under the ML detection rule can be expressed as
Pr(error | H) ≤ 1
K
Nt∑
nℜ=1
Nt∑
nℑ=1
M∑
ℓ=1
Nt∑
n′
ℜ
=1
Nt∑
n′
ℑ
=1
M∑
ℓ′=1
Q
(√
Es
2N0
∥∥∥hnℜxℓℜ + jhnℑxℓℑ − hn′ℜxℓ′ℜ − jhn′ℑxℓ′ℑ∥∥∥
)
, (3.33)
where Q(x) = 1√
2π
∫∞
x
exp
(
− t2
2
)
is the Q-function. The above union bound can be re-
arranged as in (3.34) at the bottom of the next page. Taking the expectation from both
sides of (3.34) and using the same approximation method as in [6, 50], the union bound for
the average codeword error probability can be generally expressed as
Pr(error) ≈

 2Nr − 1
Nr

 (Es/N0)−Nr
M
× (3.35)
{
(Nt − 1)2Ω1 + (Nt − 1)Ω2 + (Nt − 1)Ω3 + Ω4
}
,
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Ω1 =
M∑
ℓ=1
M∑
ℓ′=1
[
x2ℓℜ + x
2
ℓℑ
+ x2ℓ′
ℜ
+ x2ℓ′
ℑ
]−Nr
(3.36)
Ω2 =
M∑
ℓ=1
M∑
ℓ′=1
[
(xℓℜ − xℓ′ℜ)2 + x2ℓℑ + x2ℓ′ℑ
]−Nr
(3.37)
Ω3 =
M∑
ℓ=1
M∑
ℓ′=1
[
x2ℓℜ + x
2
ℓ′
ℜ
+ (xℓℑ − xℓ′ℑ)2
]−Nr
(3.38)
Ω4 =
M∑
ℓ=1
M∑
ℓ′=1,ℓ′ 6=ℓ
[
(xℓℜ − xℓ′ℜ)2 + (xℓℑ − xℓ′ℑ)2
]−Nr
(3.39)
It is pointed out that the two terms Ω1 and Ω4 in (3.35) are also present in the upper
bound expression for the case of an SM system, in which Ω1 is simply the sum of the energies
of APM symbols and Ω4 is the sum of the squared Euclidean distances among APM symbols.
The two additional terms, Ω2 and Ω3, in (3.35) are unique for QSM and related to the in-
phase and quadrature components of APM symbols.
Pr(error | H) ≤ 1
K
Nt∑
nℜ=n
′
ℜ
nℑ=n
′
ℑ
M∑
ℓ=1
M∑
ℓ′=1
ℓ 6=ℓ′
Q
(√
Es
2N0
∥∥∥(xℓℜ − xℓ′ℜ)hnℜ + j(xℓℑ − xℓ′ℑ)hnℑ∥∥∥
)
+
1
K
Nt∑
nℜ 6=n′ℜ
nℑ=n
′
ℑ
M∑
ℓ=1
M∑
ℓ′=1
Q
(√
Es
2N0
∥∥∥hnℜxℓℜ − hn′ℜxℓ′ℜ + j(xℓℑ − xℓ′ℑ)hnℑ∥∥∥
)
+
1
K
Nt∑
nℜ=n
′
ℜ
nℑ 6=n′ℑ
M∑
ℓ=1
M∑
ℓ′=1
Q
(√
Es
2N0
∥∥∥(xℓℜ − xℓ′ℜ)hnℜ + jhnℑxℓℑ − jhn′ℑxℓ′ℑ)∥∥∥
)
+
1
K
Nt∑
nℜ 6=n′ℜ
nℑ 6=n′ℑ
M∑
ℓ=1
M∑
ℓ′=1
Q
(√
Es
2N0
∥∥∥hnℜxℓℜ + jhnℑxℓℑ − hn′ℜxℓ′ℜ − jhn′ℑxℓ′ℑ∥∥∥
)
(3.34)
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3.4.2 QSM Constellation Design
Since the union (upper) bound becomes tight in the high signal-to-noise ratio (SNR)
region, it is common to design a transmission scheme to minimize the upper bound of the
average error probability. Given the expression of the bound in (3.35), the problem of
optimizing a QSM constellation for fixed Nt, Nr and M can be formulated as follows:
arg min
xℓℜ ,xℓℑ(ℓ=1,...,M)
−
√
M≤xℓℜ ,xℓℑ≤
√
M
(Nt − 1)2Ω1 + (Nt − 1)(Ω2 + Ω3) + Ω4
subject to
M∑
ℓ=1
(
x2ℓℜ + x
2
ℓℑ
)
= M. (3.40)
Unfortunately, finding a closed-form solution for the above optimization appears very
difficult. Instead, Matlab Optimization Toolbox is used to obtain the solution numerically.
The obtained constellations for different combinations of Nt, Nr andM are plotted in Figure
3.16. Observe that when the number of transmit antennas, Nt, is large, M APM symbols
are evenly and symmetrically distributed over four clusters. In fact, when Nt approaches∞,
the following analysis shows that the four clusters converge to a QPSK-like constellation.
Observe that when Nt is very large, the term (Nt − 1)2Ω1 is most dominant, followed by
(Nt − 1)(Ω2 + Ω3), whereas Ω4 can be ignored. Thus it is reasonable to minimize Ω1 first,
then Ω2 + Ω3, and lastly Ω4.
First, under the constrain in (3.40), it has been shown in [3] that in order to minimize
Ω1, all the APM symbols have equal (unit) energy, i.e., x
2
ℓℜ
+ x2ℓℑ = 1 for ∀ℓ. Next, the
optimization problem to minimize Ω2 + Ω3 can be formulated as follows:
arg min
xℓℜ ,xℓℑ(ℓ=1,...,M)−1≤xℓℜ ,xℓℑ≤1
f =
M∑
ℓ=1
M∑
ℓ′=1
f(ℓ,ℓ′)
subject to x2ℓℜ + x
2
ℓℑ
= 1, 1 ≤ ℓ ≤ M
(3.41)
where f(ℓ,ℓ′) = (1− xℓℜxℓ′ℜ)−Nr + (1− xℓℑxℓ′ℑ)−Nr . To get the solution for (3.41), first it can
be shown that f(ℓ,ℓ) = (1 − x2ℓℜ)−Nr + (1 − x2ℓℑ)−Nr is minimized when x2ℓℜ = x2ℓℑ = 1/2.
Furthermore, f(ℓ,ℓ) will be infinity for any of the following four “singular” locations on the
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Figure 3.16 Optimal QSM constellations for M = 16 (blue) and M = 64 (red) and
different combinations of Nt and Nr.
unit circle: (0, 1), (1, 0), (0,−1), (−1, 0). Next, observe that for any signal pair (ℓ, ℓ′), the
corresponding function f(ℓ,ℓ′) would be minimized if the two signals are in opposite quadrants
of the unit circle (so that both products xℓℜxℓ′ℜ and xℓℑxℓ′ℑ are negative). This means that
for the function f in (3.41) to be minimized, there must be a maximum number of signal
pairs that are in opposite quadrants. It turns out that the solution of (3.41) distributes all
M signals equally either over two opposite quadrants or over all four quadrants at locations
(± 1√
2
,± 1√
2
), i.e., the locations of standard QPSK signal points.
It is pointed out that the uncertainty (ambiguity) of the solution of (3.41) is a direct
consequence of assuming Nt to be very large and ignoring the term Ω4 in (3.40). However,
for the practical case of having a large, but limited number of transmit antennas, the min-
imization of Ω4 should be considered. Since Ω4 is inversely proportional to the Euclidian
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distances among the signal points, one expects that all the signal points are distinct, i.e.,
no two signal points overlap. This means that all M signal points are clustered around the
four nominal QPSK points instead of lying exactly on these points as when the term Ω4 is
ignored. The distribution of M signal points among the four clusters that minimizes Ω4 is
addressed next.
Express Ω4 =
∑M
ℓ=1
∑M
ℓ′=1
(
d2(ℓ,ℓ′)
)−Nr
where d(ℓ,ℓ′) is the Euclidean distance between xℓ
and xℓ′ (ℓ 6= ℓ′). Consider the general case that the numbers of constellation points that are
clustered around the four nominal QPSK points are M1, M2, M3 and M4, as illustrated in
Figure 3.17. The optimization problem is
arg min
M1,M2,M3,M4
0≤Mi≤M
Ω4 =
M∑
ℓ=1
M∑
ℓ′=1,ℓ′ 6=ℓ
(
d2(ℓ,ℓ′)
)−Nr
subject to M1 +M2 +M3 +M4 = M.
(3.42)
To find the solution for the above problem, let ǫ > 0 be the maximum distance of
any signal point to the nominal QPSK point within any of the four clusters and d0 be the
minimum Euclidean distance among the four nominal QPSK points (see Figure 3.17). Under
the assumption that ǫ≪ d0 for very large Nt, d−2Nr(ℓ,ℓ′) takes on one of three values: α0 = ǫ−2Nr ,
α1 = d
−2Nr
0 and α2 = (
√
2d0)
−2Nr , where α0 ≫ α1 > α2 > 0. Then, the function Ω4 can be
written in terms of variables M1,M2,M3,M4 as follows:
Ω4 ≈ [M2α1 +M4α1 +M3α2 + (M1 − 1)α0]M1
+ [M1α1 +M3α1 +M4α2 + (M2 − 1)α0]M2
+ [M2α1 +M4α1 +M1α2 + (M3 − 1)α0]M3
+ [M1α1 +M3α1 +M2α2 + (M4 − 1)α0]M4 (3.43)
Using the constraint M1 +M2 +M3 +M4 = M , the objective function in (3.43) can be
simplified to fˆ = (M21 +M
2
2 +M
2
3 +M
2
4 )β1 − 2(M1M3 +M2M4)β2, where β1 = (α0 − α1),
β2 = (α1 − α2) and β1 ≫ β2 > 0. Taking the derivative of the Lagrangian function with
respect to M1,M2,M3,M4 and setting the results to zero gives M1 = M3 and M2 = M4.
Then substitute (M1,M2) for (M3,M4) in fˆ to have a new optimization problem: minimizing
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Figure 3.17 Distribution of M signal points over four clusters centered at nominal
QPSK points and relevant distances.
(M21 +M
2
2 )(β1 − β2) under the constraint M1 +M2 = M/2. The solution for this simple
optimization problem is M1 = M2 = M/4.
To summarize, for the case of having a large but limited number of transmit antennas,
the structure of the optimal QSM constellation is that allM signal points are equally divided
over four clusters that are centered around the four nominal QPSK points. Such solution
structure can be seen in Figure 3.16 for Nt = 16, 64, 1024.
3.4.3 Simulation Results and Comparisons
In this section, simulation results in terms of the bit error rate (BER) of QSM employing
the proposed constellations and other constellations such as rectangular QAM, PSK and
constellations optimally designed for SM in [3] are presented. The results are compared for
various numbers of transmit antennas and spectral efficiency values versus the average SNR
per receive antenna, which is defined as Es/N0. In all simulations, Nr = 3 receive antennas
are employed.
In Figure 3.18, QSM using the proposed constellation is compared with QSM using
rectangular QAM and PSK at spectral efficiency values of 12 b/s/Hz and 16 b/s/Hz. All
constellations have the same size of M = 16. To achieve 12 b/s/Hz, all three QSM systems
employ Nt = 16, while for 16 b/s/Hz, Nt = 64. It is pointed out that, since a QSM system
works better for constellations whose in-phase and quadrature components are non zero, the
PSK constellations need to be rotated. At 12 b/s/Hz and 16 b/s/Hz, it can be seen that the
proposed constellations yield 2 dB better than the rectangular 16-QAM, and 15 dB better
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Figure 3.18 Performance of QSM with phase shift keying, rectangular QAM and
the proposed constellations at 12 b/s/Hz and 16 b/s/Hz.
than the rotated PSK.
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Figure 3.19 Performance of QSM with phase shift keying, rectangular QAM and
the proposed constellations at 14 b/s/Hz and 18 b/s/Hz.
71
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Nt = 16, Nr = 3
−1 −0.5 0 0.5 1
−0.5
0
0.5
Nt = 64, Nr = 3
−1 −0.5 0 0.5 1
−0.5
0
0.5
Nt = 16, Nr = 3
−1 −0.5 0 0.5 1
−0.5
0
0.5
Nt = 64, Nr = 3
−1 0 1
−1
−0.5
0
0.5
1
Nt = 16, Nr = 3
−1 0 1
−1
−0.5
0
0.5
1
Nt = 64, Nr = 3
−1 0 1
−1
−0.5
0
0.5
1
Nt = 16, Nr = 3
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
Nt = 64, Nr = 3
Figure 3.20 Comparison of proposed constellations (designed for QSM) and con-
stellations designed for SM in [3].
Similar performance comparison is presented in Figure 3.19, but for 14 b/s/Hz and 18
b/s/Hz. To achieve these spectral efficiency values, the constellation size is increased to
M = 64, while Nt = 16 and Nt = 64 transmit antennas are employed, respectively. It can
be seen that at higher transmission rates, the proposed 64-ary constellations are still much
better than the rectangular 64-QAM and 64-PSK. In particular, at 14 b/s/Hz the proposed
constellation is 2 dB better than the rectangular 64-QAM and 20 dB better than the rotated
64-PSK. At 18 b/s/Hz, the SNR gain of the proposed 64-ary constellation increases to 4 dB
compared to the rectangular 64-QAM.
Finally, Figure 3.20 compares the geometry of constellations designed for QSM in this
thesis (shown in red) and the constellation designed for SM in [3] (shown in blue) for different
combinations of the numbers of transmit and receive antennas. The top panel shows 16-ary
constellations, while the bottom panel shows 64-ary constellations. For the same setting
(Nt, Nr and M), the clear difference of constellations designed for QSM and SM is again
due to the fact that a signal constellation impacts the error performance of QSM and SM
systems differently. It can be seen from Figure 3.21 that, when applied to QSM systems, the
proposed constellations (as designed in this thesis) consistently outperform the constellations
designed for SM in [3] by 1 to 2 dB.
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Figure 3.21 Performance comparison between the proposed constellations and con-
stellations designed for SM in [3].
3.5 Summary
This chapter has developed new transmission techniques for SM to improve the spectral
efficiency over frequency-flat fading channels. A novel transmission scheme was developed
by combining SM and a high-rate space-time block code to achieve the transmit diversity
order of two at high spectral efficiency. For a SSK system, a new modulation scheme was
proposed by multiplexing in-phase and quadrature GSSK streams to double the transmission
rate of GSSK. To generalize the second scheme for a SM system (i.e., constellation symbols
are also used), IQSM was proposed in which the number of spatial constellation points for
each antenna dimension is increased and an additional modulation symbol is sent in the
same symbol duration. Finally, an optimal constellation design for QSM was presented to
minimize the average error probability.
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4. Spatial Modulation for Frequency-Selective
Fading Channels
This chapter investigates the applications of SM in frequency-selective fading channels.
First, a novel scheme, called spatial modulation OFDM with grouped linear constellation
precoding (SM-OFDM-GLCP), is presented where subcarriers are divided in groups and
information symbols are spread across subcarriers in each group to maximize the diversity
and coding gains. The technique of SM is then introduced to select an antenna to transmit
OFDM symbols of the group. Performance analysis and numerical results are presented to
demonstrate the diversity and coding gains of the proposed scheme. Next, a comparison
between IM-based OFDM and precoded-OFDM with multiple constellations is carried out
to provide insights on the advantages and disadvantages of IM-based OFDM systems.
4.1 Spatial Modulation for OFDM with Linear Constellation Pre-
coding
As explained in Chapter 2, orthogonal frequency-division multiplexing (OFDM) is a
multi-carrier transmission method which is commonly used for frequency-selective fading
channels due to its ability to transform a wideband system into a multiple narrowband
systems. In classical OFDM, the detection process can be implemented on each subcarrier
by a simple zero-forcing equalizer. However, classical OFDM does not achieve the inherent
multipath diversity gain because each information symbol is not spread over independently-
faded subcarriers. A linear constellation precoding (LCP) method is proposed in [53, 54]
to improve the performance of a classical OFDM system. This method, called grouped-
LCP OFDM (OFDM-GLCP), implements both subcarrier grouping and symbol spreading
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over independently-faded subcarriers. With OFDM-GLCP the diversity and coding gains
can be achieved with acceptable detection complexity. Another approach to improve the
diversity gain of classical OFDM is OFDM with index modulation (OFDM-IM) [35]. As
with OFDM-GLCP, in OFDM-IM, the total number of subcarriers is divided into groups
and index modulation is applied in each group to select active subcarriers for transmitting
information symbols.
This part of research investigates a scheme called spatial modulation OFDM-GLCP (SM-
OFDM-GLCP) where subcarriers are divided in groups and information symbols are spread
across subcarriers in each group to maximize the diversity and coding gains1. Furthermore,
for each subcarrier group, spatial modulation is employed to select an antenna to transmit
OFDM symbols of the group. By using spatial modulation for each subcarrier group, the
advantage of spatial modulation in traditional MIMO can be exploited in MIMO-OFDM,
i.e., avoiding ICI between symbols in the same subcarriers at different antennas. Using
spatial modulation also increases the transmission rate of SM-OFDM-GLCP as compared
to OFDM-GLCP since more information bits are conveyed by antenna indices. Performance
analysis is carried out to determine the diversity and coding gains of the proposed scheme.
Numerical results and comparison with existing schemes such as SM-OFDM and OFDM-
GLCP demonstrate the efficiency of the proposed SM-OFDM-GLCP.
4.1.1 System Model
The transmitter of the SM-OFDM-GLCP system investigated in this research is illus-
trated in Figure 4.1 with Nt transmit antennas. There are N subcarriers in total, which are
divided into G equal-size groups, each group having F = N/G subcarriers. The numbers
of groups and subcarriers in each group are identical. Furthermore, subcarrier grouping is
done in an interleaved fashion so that the the group size is as small as possible (to reduce
detection complexity) while subcarriers in each group are least correlated [53, 56]. A condi-
tion to achieve the full diversity gain is that the group size F is not less than the number of
effective resolvable paths L of the multipath channel, i.e., F ≥ L.
1The contributions in this section are presented in [55].
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Figure 4.1 Transmitter of the proposed SM-OFDM-GLCP system.
The input bit sequence is organized into G groups as follows:
Group 1 Group 2 · · · Group G
p1 bits p1 bits · · · p1 bits
p2 bits p2 bits · · · p2 bits
Each group has (p1 + p2) bits where p1 bits are used for selecting a transmit antenna
while p2 bits determine F information symbols which are carried by F subcarriers of the
group. These F information symbols form a column vector which is then multiplied with a
rotation matrix, i.e., a precoder, Θ in order to achieve the maximum diversity and coding
gains. The precoded symbols are mapped to appropriate subcarriers that are assigned to
each group. It is pointed out that, while the subcarrier groups are disjoint and that all the
N subcarriers are activated by the system, which transmit antenna is effectively used for a
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Figure 4.2 Illustration of the proposed SM-OFDM-GLCP scheme with Nt = 4
transmit antennas, G = 4 groups and N = 16 subcarriers.
given subcarrier group is determined by p1 bits associated to each subcarrier group.
To illustrate the proposed scheme clearer, an example for the case of Nt = 4 transmit
antennas, G = 4 groups and N = 16 subcarriers is provided in Figure 4.2. In this example
the p1 = 2 bits associated with the four groups are 00, 11, 01 and 11. As can be seen from the
figure, with interleaved subcarrier grouping, the precoded symbols in group 1 are effectively
sent over carrier numbers 0, 4, 8, 12 and over the first antenna, while the precoded symbols
in group 2 are effectively sent over carrier numbers 1, 5, 9, 13 and over the fourth antenna.
Likewise, the precoded symbols in group 3 are effectively sent over carrier numbers 2, 6, 10,
14 and over the second antenna, while the precoded symbols in group 4 are effectively sent
over carrier numbers 3, 7, 11, 15 and over the fourth antenna. Note that in this specific
example, antenna 3 is never effectively activated, while antenna 4 is effectively activated to
send precoded symbols in both groups 2 and 4. It is pointed out that, from the time-domain
perspective, all antennas in the proposed system are simultaneously activated.
It is clear that, under the maximum likelihood (ML) receiver, the error performance is
identical for information bits sent over different groups. As such, it is sufficient to investigate
the performance of any group to determine the overall system performance. In the following
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analysis, the index of a subgroup is dropped for simplicity. Furthermore, in order to focus
on the transmit diversity gain achieved by SM-OFDM-GLCP and to simplify the analysis,
the number of receive antennas is limited to Nr = 1 in this thesis.
In the receiver, after the CP is removed from the time-domain samples, a block of N time
samples are processed by an N -point DFT to obtain N frequency-domain samples. Focusing
on any subcarrier group of interest, the input-output relationship in the frequency domain
over F subcarriers of such a group is expressed as:
y = [y(1), y(2), · · · , y(F )]T = Xh˜+w (4.1)
where w = [w(1), w(2), · · · , w(F )]T represents additive white Gaussian noise (AWGN),
whose elements are independent and identically distributed (i.i.d) zero-mean complex Gaus-
sian random variables with variance N0. In the above expression, the F × (F ·Nt) transmit
data matrix X has the following form:
X = [0F×F , 0F×F , · · · ,Xq, · · · , 0F×F ] . (4.2)
Thus, X is built from Nt F ×F sub-matrices in which there is only one non-zero sub-matrix
Xq = diag(Θx¯). This non-zero sub-matrix is a F ×F diagonal matrix, where x¯ is the F × 1
symbol vector determined by p2 bits and Θ is a F ×F rotation matrix. The rotation matrix
is designed with the unified algebraic construction method, LCP-A, as in [53]. The position
of the sub-matrix Xq in X is determined by p1 bits.
The column vector h˜ contains channel coefficients in the frequency domain corresponding
to all the Nt transmit antennas. The entries of h˜ are modeled as complex Gaussian random
variables with zero mean and unit variance. Specifically, let h˜i =
[
h˜i(1), h˜i(2), · · · , h˜i(F )
]T
denote the channel coefficients for the ith transmit antenna. Then h˜ =
[
h˜T1 , h˜
T
2 , · · · , h˜TNt
]T
.
As mentioned, the position of the sub-matrix Xq in X is determined by p1 bits (i.e., the
antenna that is activated for the group). Given the index of the active antenna q, the receive
signal y in (4.1) can be rewritten as
y = Xqh˜q +w. (4.3)
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Let L be the length of the multipath channel in the time domain and define h¯i =
[h¯i(1), . . . , h¯i(L)]
T to be the time-domain channel impulse response. Then the channel vector
h˜i in the frequency domain and h¯i in the time domain is related by h˜i = Qh¯i, where Q is
the F × L truncated FFT (Vandermonde) matrix. That is, Q = [q(1), · · · ,q(F )]T with
q(k) = [1, exp(−j2πk/F ), · · · , exp(−j2πk(L − 1)/F )]. Assume that the channel vector h¯i
is zero mean, complex Gaussian with full rank correlation matrix Rh , E(h¯ih¯
H
i ). Since
Rh is positive definite Hermitian symmetric, it can be expressed as Rh = BB
H. Then
h¯i can be expressed as h¯i = Bhi with the entries of hi being i.i.d zero mean complex
Gaussian random variables with unit variance. Since h˜i = QBhi, the relationship between
h =
[
hT1 ,h
T
2 , · · · ,hTNt
]T
in the time domain and h˜ =
[
h˜T1 , h˜
T
2 , · · · , h˜TNt
]T
in the frequency
domain is as follows:
h˜ = Vh, where V =


QB 0 · · · 0
0 QB · · · 0
...
...
. . .
...
0 0 · · · QB

 (4.4)
Given the signal model in (4.1) and (4.4), the ML detection of the transmitted signal
matrix X is to solve the following constrained least-square problem:
X˜ML = argmin
X
∥∥∥y −Xh˜∥∥∥2 . (4.5)
4.1.2 Performance Analysis
This section examines the performance of the proposed SM-OFDM-GLCP system under
the ML decoding rule in (4.5), where the emphasis is on the diversity and coding gains. To
this end, the conditional PEP is given as
P
(
X→ Xˆ | h
)
= Q
(√
δe
2N0
)
(4.6)
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where δe = ‖(X − Xˆ)h˜‖2F = h˜HAeh˜ = hHVHAeVh and Ae = (X − Xˆ)H(X − Xˆ). The
derivation for (4.6) is as follows:
P
(
X→ Xˆ | h˜
)
= P
{
‖ y −Xh˜ ‖2 − ‖ y − Xˆh˜ ‖2> 0 | h˜
}
= P
{
(y −Xh˜)H(y −Xh˜)− (y − Xˆh˜)H(y − Xˆh˜) > 0 | h˜
}
= P
{
[(X− Xˆ)h˜+w]H [(X− Xˆ)h˜+w]−wHw < 0 | h˜
}
= P
{
h˜H(X− Xˆ)H(X− Xˆ)h˜
− [wH(Xˆ−X)h˜+ h˜H(Xˆ−X)Hw]︸ ︷︷ ︸
T
< 0 | h˜
}
= P
{
T >‖ (X− Xˆ)h˜ ‖2| h˜
}
= Q

 ‖ (X− Xˆ)h˜ ‖2√
2N0 ‖ (X− Xˆ)h˜ ‖2

 = Q
(√
δe
2N0
)
. (4.7)
The function Q(x) can be approximated as [35]:
Q(x) ≃ 1
12
e−x
2/2 +
1
4
e−2x
2/3 (4.8)
Hence, the unconditional PEP (UPEP) can be evaluated as:
P
(
X→ Xˆ
)
≃ Eh
{
1
12
e−q1h
H
V
H
AeVh +
1
4
e−q2h
H
V
H
AeVh
}
(4.9)
where q1 = 1/4N0 and q2 = 1/3N0.
Considering the case that the multipath channel coefficients in the time domain are
uncorrelated, i.e., E{hhH} = I, then the pdf of h is f(h) = π−LNte−hHh. Thus, the UPEP
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is
P
(
X→ Xˆ
)
≃
∫
h
1
12
e−q1h
H
V
H
AeVhf(h)dh
+
∫
h
1
4
e−q2h
HVHAeVhf(h)dh (4.10)
=
π−LNt
12
∫
h
e−h
H [I+q1VHAeV]hdh
+
π−LNt
4
∫
h
e−h
H [I+q2VHAeV]hdh (4.11)
=
1/12
det(I+ q1VHAeV)
+
1/4
det(I+ q2VHAeV)
(4.12)
=
1/12∏r
i=1 (1 + q1λi(Ce))
+
1/4∏r
i=1 (1 + q2λi(Ce))
(4.13)
where Ce = V
HAeV, r = rank(Ce) and λi(Ce) is the ith eigenvalue of Ce.
For high SNR values, the UPEP can be approximated as
P
(
X→ Xˆ
)
≃
(
12qr1
r∏
i=1
λi(Ce)
)−1
+
(
4qr2
r∏
i=1
λi(Ce)
)−1
(4.14)
Once the UPEP is evaluated, the average bit error probability (ABEP) can be calculated
as
Pb ≃ 1
(p1 + p2)nX
∑
X
∑
Xˆ
P
(
X→ Xˆ
)
χ
(
X, Xˆ
)
, (4.15)
where nX is the number of possible realizations of X and χ(X, Xˆ) represents the number of
bit errors for the corresponding pairwise error event.
The rank r of matrixCe is known as the diversity order, denoted asGd,e, while
∏r
i=1 λi(Ce)
is called the coding advantage, denoted as Gc,e. It is noted that both Gd,e and Gc,e depend on
the choice of pair (X, Xˆ). More generally, the diversity order and coding gain of the system
are defined as
Gd = min
∀X6=Xˆ
Gd,e = min
∀X6=Xˆ
rank(Ce), and Gc = min
∀X6=Xˆ
Gc,e (4.16)
Following the same analysis as in [53], it can be shown that under the necessary condition
that F ≥ L, the use of a properly-designed rotation matrix Θ always guarantee that the
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minimum rank of matrix VHAeV is equal to L, for all Ae. Thus, by choosing the group
size properly and performing appropriate rotation, the diversity gain of SM-OFDM-GLCP
is always L, which is the same as that of OFDM-GLCP. However, by exploiting spatial
modulation, SM-OFDM-GLCP enhances the transmission rate because more information
bits are conveyed by antenna indexes. Specifically, the number of information bits per
subcarrier is given as log2M +
⌊log2Nt⌋
F
, where M is the constellation size.
4.1.3 Simulation Results
In this section, performance comparisons among SM-OFDM-GLCP, the conventional SM-
OFDM [13], and OFDM-GLCP are performed. In all simulations, the maximum likelihood
detection is implemented. The number of channel taps is L = 3, while the total number
of subcarriers is set to N = 16 and one receive antenna is employed. All 16 subcarriers
are divided into 4 groups with F = 4 subcarriers per group (hence satisfying the condition
F ≥ L). It is noted that practical OFDM systems employ larger numbers of subcarriers.
However, for N > 16 the results would be the same as long as F = 4. This is because the
performance of the whole system is the same as the performance of each subcarrier group.
To simulate a correlated fading channel, the following correlation matrix is assumed:
Rh =
1
L


1 0.6 0
0.6 1 0.6
0 0.6 1

 (4.17)
All simulation results in this section are presented in terms of the bit error rate (BER) versus
Eb/N0, where Eb is the transmitted energy per information bit.
In Figure 4.3, both SM-OFDM-GLCP and OFDM-GLCP use symbols drawn from QPSK
but they employ different numbers of transmit antennas to achieve 2.5 bits/subcarrier and
2 bits/subcarrier, respectively. Both schemes utilize the linear precoder to realize the maxi-
mum multipath diversity gain of L = 3. As can be seen from the figure, SM-OFDM-GLCP
yields a better performance at high Eb/N0. The reason for this is that information bits
are more effectively transmitted in both spatial and signal space dimensions in SM-OFDM-
GLCP as opposed to only the signal space dimension in OFDM-GLCP. The figure also plots
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Figure 4.3 BER performance comparison between SM-OFDM-GLCP and OFDM-
GLCP.
the theoretical upper (union) bound of SM-OFDM-GLCP, which appears quite loose. Nev-
ertheless it can be seen that the slope of the upper bound curve is asymptotically the same
as the slope of the corresponding simulation curve, which confirms the diversity analysis
presented before.
To obtain the BER curves presented in Figure 4.4, for 4 transmit antennas, the infor-
mation symbols in the conventional SM-OFDM are drawn from QPSK on each subcarrier,
the information symbols are 16-QAM in the proposed SM-OFDM-GLCP. The main differ-
ence between SM-OFDM-GLCP and SM-OFDM is the number of bits conveyed on each
subcarrier by antenna indexing. While SM-OFDM with spatial modulation applied on each
subcarrier conveys 2 bits/subcarrier by antenna indexing (4 transmit antennas), SM-OFDM-
GLCP only conveys 2 additional bits per subcarrier group. Since the group size is F = 4,
SM-OFDM-GLCP conveys additional 0.5 bit/subcarrier by antenna indexing. However, this
disadvantage is compensated by the ability to employ a higher-order QAM constellation,
thanks to the transmit diversity gain realized with a well-designed rotation matrix Θ. Due
to the higher diversity gain, it is clear from Figure 4.4 that SM-OFDM-GLCP yields much
better performance than the conventional SM-OFDM.
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Figure 4.4 BER performance comparison between SM-OFDM-GLCP and SM-
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4.2 Performance Comparison of IM-Based OFDM and Precoded-
OFDM
Recall that, in spatial modulation, only a subset of available transmit antennas is ac-
tivated to transmit constellation symbols, while antenna indices are used to send extra
information bits. Motivated by the idea of spatial modulation, various modifications were
proposed for OFDM in which, instead of antenna indices, subcarrier indices are employed to
send extra information bits. Specifically, in OFDM with index modulation (OFDM-IM) [35],
subcarriers are classified to be active or inactive. The choice of active subcarriers is deter-
mined by a group input bits. The active subcarriers transmit constellation symbols while
inactive subcarriers transmit nothing (i.e., being turned off). More recently, a dual-mode
OFDM-IM scheme is proposed as an extension of OFDM-IM [57, 58]. The extension is that
a different constellation is used for subcarriers that are supposed to be inactive in OFDM-
IM. In doing so, the overall spectral efficiency is improved. It is noted that there are still
indexing bits in dual-mode OFDM-IM and for the scheme to work well it is important to
design proper constellations for the two modes of subcarriers.
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The reason that the IM-based OFDM systems have a better performance than the clas-
sical OFDM system is because a higher diversity gain is achieved for bits transmitted by
means of subcarrier indexing. The another advantage of the IM-based OFDM systems is
that they are more flexible than the classical OFDM system in terms of spectral efficiency.
This is because in a classical OFDM system the modulated symbols are usually drawn from
a unique signal constellation, whereas in IM-based OFDM systems the number of active
subcarriers can be chosen quite arbitrarily.
It is emphasized that the performance advantages of the IM-based OFDM systems are
demonstrated in [35] and [57] against the classical OFDM. As mentioned before, precoded
OFDM is well known to have a better performance than the classical OFDM due to its
ability to gather the frequency diversity through subcarrier grouping and spreading. On the
other hand, to yield more flexible spectral efficiency, one can employ different constellations
for different subcarriers. As such, the main objective of this section is to compare IM-based
OFDM with precoded-OFDM with multiple constellations (precoded-OFDM-MConst) so
that a better understanding of the advantages and disadvantages of IM-based OFDM systems
can be established.
4.2.1 System Model
At the transmitter of precoded-OFDM-MConst, a total number of B bits are packed in
each OFDM symbol. These B bits are divided into G groups, each group having p = B/G
bits. Each group is assigned to an OFDM sub-symbol with length F . Hence, the total
number of subcarriers in an OFDM symbol (or the length of the FFT) is N = FG. In
precoded-OFDM-MConst, all subcarriers are active and there are no subcarrier indexing
bits. The p bits associated with the gth OFDM sub-symbol go through the M-ary mapper
to be mapped to F signal constellation symbols. The output of the mapper is represented as
s(g) = {s(g)1 , · · · , s(g)F }, where g ∈ {1, · · · , G} and s(g)i ∈ S with S is the set of constellation
symbols. These F symbols are then fed to a precoderΘ, which is a F×F matrix, to maximize
the diversity gain. The output of the precoder is X(g) = [X
(g)
1 , X
(g)
2 , · · · , X(g)F ]T = Θs(g). In
this thesis, the precoder Θ is designed by the LCP-A method proposed in [53], which can
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be written as a Vandermonde matrix as
Θ =
1
β


1 α1 · · · αF−11
1 α2 · · · αF−12
...
...
. . .
...
1 αF · · · αF−1F

 (4.18)
where β is a normalization factor chosen to satisfy the power constraint tr(ΘΘH) = F . For
example, with F = 2 the design is α1 = e
−j π
4 and α2 = e
−j 5π
4 . On the other hand, with
F = 4, one has α1 = e
−j π
8 , α2 = e
−j 5π
8 , α3 = e
−j 9π
8 , α4 = e
−j 13π
8 .
After precoding, the G precoded OFDM sub-symbols are arranged into a length-N vector
X = [X1, X2, · · · , XN ]T according to the interleaved subcarrier grouping scheme [53, 56].
The vector X is then processed by IFFT to generate the time-domain symbol vector x =
[x1, x2, · · · , xN ]T = IFFT(X). Then a CP with length L is added before the signal samples
are fed into a parallel-to-serial converter and a digital-to-analog converter to generate an
OFDM symbol for transmission. Let the channel impulse response (CIR) coefficients of
the frequency-selective Rayleigh fading channel be represented as h = [h1, h2, · · · , hV ]T ,
where hi ∼ CN (0, 1V ) for i = 1, · · · , V and V is the number of channel taps (V ≤ L).
The frequency-domain channel coefficients are defined as the N -point FFT of h¯, given as
H = [H1, H2, · · · , HN ]T = 1√NFFT(h¯), where h¯ = [h1, h2, · · · , hV , 0, · · · , 0]T is the length-N
vector. Assume further that the channel remains constant during the transmission of an
OFDM symbol. Then it is well known that output of the FFT at the receiver, Yi, is related
to the ith element of vector X as
Yi = HiXi +Wi, i = 1, · · · , N (4.19)
where Wi ∼ CN (0, N0,F ) is the frequency-domain channel noise sample and N0,F is the noise
variance. Furthermore, the received signal vector for the gth OFDM sub-symbol can be
expressed as:
Y(g) = diag{H(g)}X(g) +W(g) = diag{H(g)}Θs(g) +W(g) (4.20)
where H(g) = [H
(g)
1 , H
(g)
2 , · · · , H(g)F ]T collects the frequency-domain channel coefficients cor-
responding to the gth group, and W(g) = [W
(g)
1 ,W
(g)
2 , · · · ,W (g)F ]T . The maximum likelihood
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(ML) detection of the information symbols of the gth OFDM sub-symbol is as follows:
s
(g)
ML = arg min∀s(g)
‖Y(g) − diag{H(g)}Θs(g)‖ (4.21)
It is pointed out that the complexity of the ML detection depends on the group size F , as
well as the size of the constellations used in each group.
4.2.2 Simulation Results and Comparisons
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Figure 4.5 BER performance comparison of the precoded-OFDM-MConst,
OFDM-IM and dual-mode OFDM-IM at the spectral efficiency of 10
bits/group.
In this section, the simulation results are presented to compare the performance of
precoded-OFDM-MConst and the two IM-based OFDM systems, namely OFDM-IM and
dual-mode OFDM-IM. The frequency-selective Rayleigh fading channel used in the simula-
tion is similar to that in [35,57] and has a CIR length of V = 10. The number of subcarriers
is set to N = 128, which is divided into G = 32 groups with F = 4 subcarriers per group.
The cyclic prefix length is chosen to be L = 16 (again, similar to [35, 57]). All systems
are simulated and compared under two channel scenarios: one with additive white Gaus-
sian noise (AWGN) only, and one under the presence of frequency-selective Rayleigh fading.
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The signal-to-noise ratio (SNR) is defined as Eb/N0, where Eb is the transmitted energy
per information bit and N0 is one-sided power spectral density of AWGN. Over an AWGN
channel, the relative error performance of different systems can be judged solely based on
the minimum Euclidean distance normalized by the transmitted bit energy, defined as:
dmin = min
i,j
√
1
Eb
‖xi − xj‖ (4.22)
where xi and xj are two different realizations of an OFDM sub-symbol. On the other hand,
over a frequency-selective fading channel, the diversity gain plays a more important role than
dmin in the high SNR region.
In Figure 4.5, precoded-OFDM-MConst is compared with OFDM-IM and dual-mode
OFDM-IM at the spectral efficiency of 10 bits/group. To achieve such a spectral efficiency,
OFDM-IM activates 2 out of 4 subcarriers (i.e., 2 subcarriers are inactive). Each active
subcarrier in OFDM-IM sends a 16QAM constellation symbol. For the dual-mode OFDM-
IM, 2 out of 4 subcarriers in each group send symbols drawn from the first QPSK con-
stellation while the remaining 2 subcarriers send symbols drawn from the second QPSK
constellation. Two QPSK signal constellations used in dual-mode OFDM-IM are optimized
such that the minimum Euclidean distance between any two OFDM symbols is maximized.
For the precoded-OFDM-MConst, in each group, 2 subcarriers send 2 symbols taken from
8QAM constellation and the remaining 2 subcarriers sends 2 symbols taken from a QPSK
constellation. To enlarge the minimum Euclidean distance between any two OFDM syb-
symbols corresponding to the same set of subcarriers, the constellation points of 8QAM are
{2, 2+2j, 2j,−2+2j,−2,−2j, 2−2j}, while those of QPSK are {1+j,−1+j,−1,−j, 1−j}.
For precoded-OFDM-MConst it is found that dmin = 1.4907, while dmin of OFDM-IM is
1.3333 and that of dual-mode OFDM-IM is 1.3706. As such, it is expected that the precoded-
OFDM-MConst has the best performance, followed by OFDM-IM and dual-mode OFDM-IM.
This expectation is confirmed by the simulation results presented in Figure 4.5.
For the case of a frequency-selective Rayleigh fading channel, the dual-mode OFDM-
IM system performs better than the OFDM-IM system, the same observatio made in [57].
Both the dual-mode OFDM-IM and OFDM-IM systems use subcarrier indices to transmit
information bits in addition to those information bits transmitted by constellation symbols.
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However, the dual-mode OFDM-IM system utilizes “second-mode” subcarriers to send more
information symbols that are drawn from a second constellation. This make dmin of the
dual-mode OFDM-IM larger than dmin of OFDM-IM. Performance of OFDM using multiple
constellations is studied for two cases: one with LCP-A precoding and one without precoding.
Without precoding, the performance of OFDM-MConst is worse than that of OFDM-IM and
dual-mode OFDM-IM. This is because both OFDM-IM and dual-mode OFDM-IM have a
higher diversity gain for the subcarrier indexing bits [35], which becomes more important
than the larger dmin of OFDM-MConst in a frequency-selective fading channel. For precoded-
OFDM-MConst using LCP-A precoder, its performance is significantly better than that of
OFDM-IM and dual-mode OFDM-IM. This is because the precoded-OFDM-MConst system
achieves the diversity order of four which is equal to the length of OFDM sub-symbol F = 4.
Such a high diversity order is enjoyed by all the information bits, not only those sent by
subcarrier indices as in the two IM-based OFDM schemes. At the BER level of 10−5 the
SNR gain (i.e., coding gain) of the precoded-OFDM-MConst over the other two IM-based
OFDM schemes is about 11 dB.
Similar performance comparison among three systems is presented in Figure 4.6, but
at a higher spectral efficiency of 18 bits/group. To pack 18 bits in each subcarrier group,
OFDM-IM activates 2 out of 4 subcarriers in one group and each subcarrier transmits a
256QAM constellation symbol. For the dual-mode OFDM-IM system, in one group 2 sub-
carriers are chosen to transmit symbols taken from the first 16QAM constellation, while
the other 2 subcarriers transmit symbols taken from the second 16QAM constellation. For
precoded-OFDM-MConst, 4 subcarriers in one group transmit symbols taken from 32QAM
and 16QAM. Specifically, the first two subcarriers transmits 32QAM symbols and the last
two subcarriers transmits 16QAM symbols. The minimum distances are found to be 0.9428,
0.8944 and 0.4339 for the precoded-OFDM-MConst, dual-mode OFDM-IM and OFDM-
IM, respectively. These minimum distance values explain why precoded-OFDM-MConst
and dual-mode OFDM-IM perform similarly and much better than OFDM-IM over an
AWGN channel. More importantly, under the frequency selective Rayleigh fading channel,
the precoded-OFDM-MConst significantly outperforms the two IM-based OFDM schemes,
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Figure 4.6 BER performance comparison of the precoded-OFDM-MConst,
OFDM-IM and dual-mode OFDM-IM at the spectral efficiency of 18
bits/group.
thanks to its diversity order of 4 that is enjoyed by all information bits. In particular, at
the BER level of 10−5 the coding gain of the precoded-OFDM-MConst over the other two
IM-based OFDM schemes is about 14 dB in this case.
4.3 Summary
In this chapter, the SM-OFDM-GLCP scheme was proposed so that SM can be used
effectively in OFDM systems that employ multiple transmit antennas and operate over
frequency-selective Rayleigh fading channels. It is shown that both diversity and coding
gain are achieved by the proposed scheme which is not the case for the conventional SM-
OFDM. Next, OFDM with multiple constellations and IM-based OFDM were studied. The
results show that the precoded-OFDM with multiple constellations significantly outperforms
the precoded IM-based OFDM schemes. This finding suggests that one needs to carefully
consider the performance complexity tradeoff when choosing between IM-based OFDM and
OFDM with multiple constellations.
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5. Multiuser Spatial Modulation
Many SM-MIMO schemes have been studied by implicitly assuming a single-user trans-
mission. However, this operating scenario is quite restrictive for typical cellular deployments,
where many users may simultaneously transmit over the same resource block, aiming at max-
imizing the aggregate throughput at the cost of increasing the interference. Motivated by this
consideration, the focus of this chapter is to investigate SM for multiuser communications.
In the context of multiuser communications, the performance of both optimal and sub-
optimal receivers designed for SM-MIMO communications has been investigated in the pres-
ence of multiple-access interference [59]. The authors in [60] study the error probability of
SSK-MIMO by considering two receivers: (1) the single-user receiver, which is of low com-
plexity, but it is oblivious of the interference; and (2) the optimum ML multiuser receiver,
which is of high complexity, and has the benefit of being interference aware. The authors
show that the error floor of the single-user receiver can be significantly reduced by increasing
the number of receive antennas (RAs). In particular, if the number of RAs goes to infin-
ity, the error probability goes asymptotically to zero. This behavior is known as “massive”
MIMO effect [61]. A layered SM scheme is proposed in [62] as a low-complexity scheme for
multiuser downlink systems where the spatial domain is used to activate TAs to transmit
information to several users simultaneously. In [63], the precoding-aided SM is applied to
multiuser downlink transmission to resist a multiple-antenna eavesdropper. In particular, the
authors design the signal precoding matrices to cancel the multiuser interference and modu-
late partial information bits on the indices of RAs. For uplink transmission, the achievable
uplink spectral efficiency of a multicell massive SM-MIMO system relying on linear combin-
ing schemes is investigated in [64]. In [65], a low-complexity message passing de-quantization
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detector for a massive SM-MIMO system with low-resolution analog-to-digital converters is
proposed for multiuser detection. In [66], a detector based on the compressive sensing prin-
ciple is presented to improve the performance of the conventional detection algorithm by
exploiting the structure and sparsity of the SM transmitted signals in the multiple-access
channels.
This chapter is concerned with downlink multiuser transmission between a base station
and multiple users. Motivated by [63] in which downlink transmission implements precoding-
aided SM to mitigate the multiuser interference, a novel scheme, called multiuser precoding-
aided quadrature space shift keying (MU-PQSSK) is developed. Although the modulation
scheme used for all users is SSK, the even-indexed and odd-indexed users are distinguished
by means of inphase and quadrature SSK, respectively. In fact, the advantage of combining
inphase and quadrature SSK have recently been investigated in different systems [48,67] and
this chapter is another investigation of such advantage in the context of multiuser downlink
transmission. Here, the advantage is to reduce the minimum number of TAs required at base
station in such a way that a precoder matrix can still be used at the base station to mitigate
multiuser interference. In addition to the maximum likelihood detection, the low-complexity
zero forcing (ZF) detection method is also investigated for the proposed MU-PQSSK system.
The remaining of this chapter is organized as follows. Section 5.1 reviews the downlink
multiuser transmission system using the precoding-aided SSK which is modified from [63].
Section 5.2 presents the proposed MU-PQSSK together with the ML and ZF receivers.
Section 5.3 provides performance analysis. Simulation results and performance comparisons
are discussed in Section 5.4.
Notation: Bold letters are used for column vectors, while capital bold letters are for
matrices. The operators (·)T and (·)H denote transposition and Hermitian transposition,
respectively. ‖ · ‖ stands for the Frobenius norm. Re(·) and Im(·) the are real and imaginary
parts of a complex vector. det(·) and Tr(·) are determinant and trace of a square matrix.
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Figure 5.1 Transceiver of a MU-PSSK system.
5.1 Overview of MU-PSSK
The multiuser downlink transmission system using SSK with precoder is called MU-
PSSK. It is basically the same as the system discussed in [63] but with SM replaced by SSK.
As illustrated in Figure 5.1, the base station is equipped with Nt TAs to send data to 2K
users and each user has Nb RAs. At the base station, the information bits of user k go
through the SSK mapper to obtain an Na × 1 output vector xk:
xk = [0 · · ·0 1 0 · · ·0]T ∈ CNa×1 (5.1)
The super symbol containing information for all users at the base station can be expressed
as x = [xT1 · · ·xTk · · ·xT2K ]T ∈ C2KNa×1. Let H be the over all channel matrix, which can be
written as
H = [HT1 · · ·HTk · · ·HT2K ]T ∈ CNr×Nt (5.2)
where Nr = 2KNb is the total number of RAs of all users and Hk ∈ CNb×Nt is the channel
matrix between the base station and user k, whose entries are independent and identically
distributed (i.i.d) complex Gaussian random variables with zero mean and unit variance.
To mitigate the interference from different users, at the base station user k employs a
precoder matrix Fk ∈ CNt×Na . Define F = [F1 · · ·Fk · · ·F2K ]. Then the received signal
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vector for all users can be expressed as
y = HFx+ n, (5.3)
where y = [yT1 · · ·yTk · · ·yT2K ]T ∈ CNr×1 and yk ∈ CNb×1 is the received signal vector at user
k, n ∈ CNr×1 is the noise vector whose entries are i.i.d complex Gaussian random variables
with zero mean and variance N0. The precoder matrix F is designed such that [63]
HF =


H1F1 0 · · · 0
0 H2F2 · · · 0
...
...
. . .
...
0 0 · · · H2KF2K

 . (5.4)
Equivalently, one needs to design Fk such that H˜kFk = 0 where
H˜k = [H
T
1 · · ·HTk−1HTk+1 · · ·HT2K ]T ∈ C(Nr−Nb)×Nt (5.5)
If Fk belongs to the null space of H˜k, then H˜kFk = 0. To find the null space of H˜k, using
singular value decomposition (SVD), H˜k can be expressed as
H˜k = UE[V
(1)V(0)]H (5.6)
where U ∈ C(Nr−Nb)×(Nr−Nb) is the left singular matrix of H˜k, E ∈ C(Nr−Nb)×Nt is a rect-
angular matrix with its diagonal consisting of the ordered singular values of H˜k, V
(1) ∈
CNt×(Nr−Nb) and V(0) ∈ CNt×Nt−(Nr−Nb) are the right singular matrices corresponding to the
nonzero singular values and zero singular values of H˜k, respectively. Then select Na out of
Nt − (Nr − Nb) columns of V(0) to form Fk. Obviously, one condition needs to be satisfied
is Nt − (Nr −Nb) ≥ Na or Nt ≥ Nr +Na −Nb. It follows that the minimum number of RF
chains required at the base station is Nt = Nr +Na −Nb. It should be pointed out that Na
is set to be equal Nb in [63] in order to modulate information bits based on the indices of
RAs. With such an approach, each super symbol x at the base station is further precoded
by the invertible technique, which is similar to the ZF method but it is performed at the
transmitter.
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5.2 Proposed MU-PQSSK System
The new multiuser downlink system investigated in this section is called multiuser precoding-
aided quadrature space shift keying (MU-PQSSK), whose advantage is to reduce the mini-
mum number of TAs required at the base station. The new system is obtained by designing
matrix F with the following structure:
F = [F1 jF1 F2 jF2 · · ·FK jFK ] (5.7)
Compared to (5.4), the objective in designing the new precoding matrix changes to
HF =


H1F1 jH1F1 0 0 · · ·
H2F1 jH2F1 0 0 · · ·
0 0 H3F2 jH3F2 · · ·
0 0 H4F2 jH4F2 · · ·
...
...
...
...
. . .


. (5.8)
To satisfy (5.8), Fk must belong to the null space of H˜k, where
H˜k = [H
T
1 · · ·HT2k−2HT2k+1 · · ·HT2K ]T ∈ C(Nr−2Nb)×Nt (5.9)
Using SVD as in (5.6), the precoder matrix Fk can be obtained and the dimension condition
is Nt − (Nr − 2Nb) ≥ Na or Nt ≥ Nr +Na − 2Nb. Thus, the minimum number of RF chains
at the base station is Nt = Nr + Na − 2Nb, which is Nb less than that in the MU-PSSK
system.
For detection, without loss of generality, consider user 1 and user 2. With the precoder
matrix F designed to make HF as in (5.8), the received signals at user 1 and user 2 can be
expressed as
y1 = H1F1(x1 + jx2) + n1 (5.10)
y2 = H2F1(x1 + jx2) + n2 (5.11)
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ML Detection:
The maximum likelihood (ML) detection is as follows:
xˆ1 = arg min∀x1,x2
∥∥∥y1 −H1F1(x1 + jx2)∥∥∥ (5.12)
xˆ2 = arg min∀x1,x2
∥∥∥y2 −H2F1(x1 + jx2)∥∥∥ (5.13)
The complexity of the ML detection for each user is proportional to N2a . The next detection
method is based on ZF principle and has complexity proportional to Na.
ZF Detection:
For user 1:
1. Compute
y˜1 = Re{(H1F1)−1y1} (5.14)
2. Detect the active index:
mˆ = arg max
m∈{1,2,··· ,Na}
y˜1,m (5.15)
For user 2:
1. Compute
y˜2 = Im{(H2F1)−1y2} (5.16)
2. Detect the active index:
nˆ = arg max
n∈{1,2,··· ,Na}
y˜2,n (5.17)
where y˜i,ℓ is the ℓ-th element of the column vector y˜i, i = 1, 2. Note that H1F1 and H2F1
are invertible when they are square matrices (i.e., Na = Nb). In case Na 6= Nb, the pseudo
inverse can be used.
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5.3 Performance Analysis
Since entries of T1 = H1F1 in (5.10) are i.i.d complex Gaussian random variables with
zero mean and unit variance, the received signal for user 1 can be rewritten by
y1 =
√
Es
2
T1s+ n1 (5.18)
where s = x1 + jx2 and E{ssH} = 2. Given the transmit power for the link between the
base station and user 1 is Es, the signal-to-noise ratio (SNR) is defined as Es/N0.
ML Detection:
At user 1, the ML detection in (5.12) is rewritten by
sˆ = argmin
∀s
∥∥∥y1 −
√
Es
2
T1s
∥∥∥ (5.19)
Using the same method as in [48], the average symbol error probability of the proposed
MU-PQSSK system can be evaluated using the following asymptotically tight union bound
P [error] ≤ 1
2λ
2λ∑
m=1
2λ∑
n=1
n6=m
Pr (sm → sn) , (5.20)
where λ = 2 log2(Na) and there are 2
λ possible transmitted vectors. The quantity Pr (sm → sn)
is the pairwise error probability (PEP), which is the probability of the event that the trans-
mitter sends vector sm, but the receiver decides on sn. The pairwise error probability can
be calculated as
Pr(sm → sn) = µNbm,n
Nb−1∑
k=0
(
Nb − 1 + k
k
)
[1− µm,n]k (5.21)
where µm,n =
(
1−√(γ¯m,n/2)/(1 + γ¯m,n/2)) /2 and γ¯m,n is the mean of an exponential
random variable whose value depends on the positions of the real and imaginary parts in
vectors sm, sn [48].
It is noted that the average symbol error probability in (5.20) is calculated with the
transmitted symbol vector containing information bits for both user 1 and user 2. Given that
the information bits of two users are statistically independent, the symbol error probability
of each user is Puser 1 = Puser 2 =
1
2
P [error].
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ZF Detection:
At user 1, the received symbol stream is processed by G =
√
2
Es
T−11 . The matrix T1 is
invertible when Na = Nb. For simplicity, the following analysis only considers the case that
T1 is the square matrix. In case Na 6= Nb, the analysis can be extended straightforwardly
by using pseudo inverse. The transmitted data recovered at user 1 using a ZF receiver can
be expressed as
z =
√
2
Es
T−11 y1 = s +
√
2
Es
T−11 n1 (5.22)
Taking the real part of z gives
Re(z) = Re
{
s+
√
2
Es
T−11 n1
}
= x1 + Re
{√ 2
Es
T−11 n1
}
(5.23)
Provided that the detection process is performed using (5.14) and (5.15), a symbol error
occurs when Re(zm) < Re(zn) or equivalently 1+Re
{√
2
Es
[T−11 ]mn1
}
< Re
{√
2
Es
[T−11 ]nn1
}
,
where zm is them-th element of the column vector z and [T
−1
1 ]m is them-th row of the square
matrix T−11 . With straightforward manipulations, it can be shown that Re
{√
2
Es
([T−11 ]n −
[T−11 ]m)n1
}
> 1. Given the statistical distribution of n1, it can be shown that Re
{√
2
Es
([T−11 ]n−
[T−11 ]m)n1
}
∼ N
(
(0, ‖[T−11 ]n − [T−11 ]m‖2N0Es
)
. Hence, the instantaneous PEP is expressed
as
Pr (x1 → x˜1|T1) = Q(√γ) (5.24)
where
γ =
Es/N0∥∥∥[T−11 ]m − [T−11 ]n∥∥∥2 =
Es/N0
uH(TH1 T1)
−1u
(5.25)
The column vector u ∈ RNa in (5.25) comprises of zero-elements except for m-th and n-th
elements which have values 1 and −1, respectively.
Since γ is a random variable, one needs to obtain the distribution of γ in order to find
the average PEP. Define matrix Z = 2TH1 T1, which is a complex Wishart matrix [68] and
has the following distribution:
WNa(Nb,Σz) =
eTr(−Σ
−1
z Z)(detZ)Nb−Na
Γ(Nb)(detΣz)Nb
(5.26)
where Σz = 2I and Γ(Nb) = (Nb − 1)! is the Gamma function.
98
Let γ = γ0b, where γ0 =
Es
2N0
and b = 1
uHZ−1u
. Then make use of the result that if Z is
distributed as WNa(Nb,Σz), then b is distributed as W1(Nb −Na + 1,Σb), where
Σb =
1
uHΣ−1
z
u
=
1
1
2
uHu
= 1. (5.27)
The probability density function (pdf) of b can be expressed as
f(b) =
e
− b
Σb bNb−Na
Σb(Nb −Na)!(Σb)Nb−Na (5.28)
Performing a change of variable γ = γ0b and using Σb = 1, the pdf of γ can be written
directly as
f(γ) =
e
− γ
γ0 γNb−Na
γ0(Nb −Na)!(γ0)Nb−Na (5.29)
Applying Chernoff bound Q(
√
γ) ≤ 1
2
e−
γ
2 , the average PEP Pr(x1 → x˜1) is bounded as
Pr(x1 → x˜1) ≤ 1
2
E[e−
γ
2 ] =
∫ ∞
0
1
2
e−
γ
2 f(γ)dγ
=
1/2
(1 + Es
4N0
)Nb−Na+1
(5.30)
Finally, the average symbol error probability is bounded as
P [error] ≤ (Na − 1)Pr(x1 → x˜1) = (Na − 1)/2
(1 + Es
4N0
)Nb−Na+1
(5.31)
It can be seen from (5.31) that the diversity order of the proposed system with ZF detector
is just 1 when Na = Nb.
5.4 Simulation Results
In this section, simulation results in terms of the symbol error rate (SER) versus the
average SNR of the proposed MU-PQSSK system are presented for different settings and
detection methods. The number of users in all simulations is set to 12, while Na = Nb. The
number of TAs at the base station is set at minimum, i.e., Nt = Nr +Na − 2Nb = 11Nb for
MU-PQSSK.
Figure 5.2 shows the performance of MU-PQSSK with Na = Nb = 4 and Nt = 44. The
spectral efficiency between the base station and one user is log2(Na) = 2 bits/s/Hz. It can be
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seen that the performance gain of ML detection method is very large over the ZF detection
method. In particular, the ML detection is around 25 dB better than ZF detection at SER of
10−4. The poor performance of the ZF detection is expected from the performance analysis
in the previous section, which shows that the diversity order of ZF detection is only 1. The
theoretical upper bounds are also plotted in Figure 5.2 and seen to be tight for both ML
and ZF detection methods.
Similar performance comparison of the MU-PQSSK system is shown in Figure 5.3 when
Na = Nb = 8 and Nt = 88. The spectral efficiency between the base station and one user
in this scenario is log2(Na) = 3 bits/s/Hz. Compared to the previous case of Na = Nb = 4,
using a larger number of RAs with Na = Nb = 8 leads to significantly better performance.
5.5 Summary
This chapter was concerned with downlink multiuser transmission between a base station
and multiple users. A novel scheme, called multiuser precoding-aided quadrature space-shift
keying (MU-PQSSK) was developed to mitigate the multiuser interference and reduce the
minimum number of transmit antennas required at the base station. In addition to the
ML detection, the low-complexity ZF detection method was also presented for the proposed
system.
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Figure 5.2 Performance of MU-PQSSK with ML and ZF detection schemes: Na =
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Figure 5.3 Performance of MU-PQSSK with ML and ZF detection schemes: Na =
Nb = 8.
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6. Conclusions and Suggestions for Further
Studies
6.1 Conclusions
This thesis focused mainly on developing and analyzing improved SM transmission tech-
niques for wireless communication systems operating on frequency-flat as well as frequency-
selective fading channels. The main contributions and conclusions of this thesis are summa-
rized below.
In Chapter 3, a novel transmission scheme for a MIMO system was first developed by
combining SM and a high-rate space time block code. Focusing on a system that operates
with only 2 active transmit antennas, i.e., two RF chains, it was demonstrated that the
proposed scheme performs better than previously-proposed schemes that are based on either
Alamouti STBC or block error-control coding. A simplified ML detection of the proposed
scheme was also suggested. Second, a new SSK-based modulation scheme was developed by
multiplexing in-phase and quadrature GSSK streams and optimizing the signal transmitted
over active antennas. Given the same number of transmit antennas, the proposed scheme
doubles the transmission rate of GSSK and it achieves a higher transmission rate than
BiSSK at a negligible performance loss. Third, an improved quadrature spatial modulation
was proposed to enhance the spectral efficiency or error performance of a multiple-antenna
communication system. This is achieved by increasing the number of spatial constellation
points for each antenna dimension as well as sending an additional modulation symbol in
the same symbol duration. The error performance advantage of the proposed IQSM over
other existing SM schemes under the same spectral efficiency is thoroughly demonstrated
by simulation and theoretical results. Lastly, the constellation design for quadrature spatial
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modulation was obtained by analyzing the union upper bound on the error probability of
QSM under the ML detection. Overall, the contributions in this chapter extend current
knowledge in SM design for frequency-flat fading channels and offer attractive design options
for making tradeoff between performance and complexity.
In Chapter 4, the SM-OFDM-GLCP scheme was developed by combining SM and OFDM
in a system that employs multiple transmit antennas and operates over a frequency-selective
Rayleigh fading channel. The proposed scheme implements subcarrier grouping, linear con-
stellation precoding for each subcarrier group and selecting one transmit antenna for each
subcarrier group. It was shown that the proposed SM-OFDM-GLCP achieves both diversity
and coding gains which is not the case for the conventional SM-OFDM. Compared to OFDM-
GLCP, the proposed scheme enhances the transmission rate by sending more information
bits by means of antenna indices. Next, performance comparison between IM-based OFDM
and a flexible version of OFDM, named precoded-OFDM-MConst (precoded OFDM with
multiple constellations), has been performed to give a clear understanding of the IM-based
OFDM system. Thanks to the multipath diversity gain achieved with precoding and enjoyed
by all the information bits, the precoded-OFDM-MConst was shown to significantly outper-
form precoded-IM-based-OFDM systems over frequency-selective Rayleigh fading channels.
The joint design of OFDM and SM presented in this chapter is therefore very attractive for
realizing reliable broadband wireless communications.
Chapter 5 developed a novel downlink multiuser transmission method that is based on
in-phase and quadrature SSK. The proposed method allows to reduce the minimum number
of transmit antennas at the base station while keeping the complexity at the receiver low
by eliminating multiuser interference. In addition to the ML detection, the low-complexity
ZF detection method is also presented. The theoretical upper bounds on the performance
of ML and ZF detection methods are also obtained and shown to be tight when compared
with simulation results. Given the very large performance advantage of the ML detection
over ZF detection and being only slightly more complicated (thanks to the downlink pre-
coder design), it is strongly recommended that the ML detection is used with the proposed
downlink multiuser transmission method.
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6.2 Future Studies
The main objective of this thesis was to improve the transmission techniques for SM
systems. On the path toward achieving this objective, several issues arose that should be
interesting for further studies. These issues are elaborated next.
• To enhance the spectral efficiency of the conventional SM over frequency-flat fading
channels, using two active antennas is very attractive because it increases the number
of codewords (i.e., the number of bits conveyed by antenna index) at the expense of a
slight increase in hardware complexity. A well-known transmission technique suitable
for this 2-active-antenna system is STBC-SM [35]. However, the major disadvantage
of STBC-SM is that it must optimize the rotation angles between codebooks. When
the number of transmit antennas increases, a large number of rotation angles needs to
be optimized and the coding gain of system is gets worse. Therefore, it is interesting to
investigate new transmission schemes such that those rotation angles are not needed
while the coding gain of system is optimized. For example, making use of the in-phase
and quadrature channels together with space-time coding can increase the number of
codewords without relying on the rotation angles.
• Spatial modulation uses spatial dimension (i.e., antenna index) to extend dimensions of
the signal constellation. Hence, the spectral efficiency of SM is increased compared to
the case of point-to-point single-antenna system. It is interesting to find out a different
way to extend the signal dimensions of the conventional SM system.
• For the downlink multiuser transmission scheme developed in Chapter 5, the even-
indexed and odd-indexed users are distinguished by means of in-phase and quadrature
SSK. The advantage of using quadrature SSK in this scheme is to reduce the minimum
number of transmit antennas required at base station with the aid of precoder matrix
to mitigate multiuser interference. To enhance the data rate of this scheme, it is
interesting to investigate SM instead of SSK for each user (i.e., exploiting QSM instead
of quadrature SSK). Also, simplified detection methods need to be investigated to yield
low decoding complexity.
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