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Mediante la aplicación de la teoría y conceptos básicos de networking, se realiza un 
conjunto de 17 guías de laboratorio y 17 desafios de laboratorio, los mismos permitirán 
al Ingeniero instructor contrastar diferentes conceptos de redes junto a los estudiantes de 
la Escuela Profesional de Ingeniaría Electrónica. Como herramienta de simulación se 
utiliza GNS3 el cual es programa gratuito que nos permite procesar simulaciones graficas 
de redes complejas, el cual también puede ser interconectado con equipos reales, puede 
ser utilizado en múltiples sistemas operativos, incluyendo Windows y Linux. Las guías y 
desafíos de laboratorio permiten al estudiante ir paso a paso configurando y entendiendo 
los diferentes protocolos de enrutamiento que rigen las comunicaciones. 
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1.1 PLANTEAMIENTO DEL PROBLEMA CIENTÍFICO 
Actualmente la escuela de Ingeniería Electrónica cuenta con equipos de 
Networking de gama media, que supera inclusive los de muchas academias 
Cisco, pero los instructores a cargo de las asignaturas no cuentan con la 
capacitación adecuada, además que la cantidad de equipos es insuficiente 
para la gran cantidad de estudiantes, haciéndose dificil que todos tengan 
acceso a estos equipos, los equipos son de muy alto costo, por lo cual se 
hace dificil que se pueda implementar el laboratorio con equipos de última 
generación en un periodo de tiempo corto, por tal motivo se ha buscado 
otras alternativas como es un emulador de redes. 
Además que las practicas se desarrollan siguiendo las guías de los cursos 
de CCNA, pero como mencionamos antes el Laboratorio de Electrónica 
cuenta con equipos de otras series a las usadas por las mismas, por lo que 
se hace necesario unas guías de laboratorio que hagan uso de todas las 
posibilidades ofrecidas por estos equipos, además que gracias a los 
emuladores podemos realizar diseños de redes medianas que se 
interconecten a los equipos fisicos, aumentando el abanico de situaciones 
con las que el estudiante se puede encontrar en su desarrollo profesional. 
La emulación de equipos constituye un papel muy importante como una 
herramienta para capacitación de los estudiantes en circunstancias en las 
que la práctica real puede ser muy costosa, peligrosa o ambas. 
1.2 ANTECEDENTES 
En el año 2011 en la Universidad Politécnica de Cataluña fue presentado el 
proyecto de tesis cuyo autor fue Lisset Díaz Cervantes, donde se realizó una 
evaluación de la herramienta GNS3 que consistía en la conectividad con 
enrutadores fisicos y analizar el rendimiento entre el equipo real y virtual. 
Para medir el rendimiento de los dispositivos realizo 3 pruebas: la primera 
tuvo como objetivo cuantificar el tiempo de respuesta de los equipos, la 
segunda trato de medir la velocidad máxima de transmisión de datos alcanzada 
en el enlace sin que se produzcan pérdidas de paquetes, y la última prueba se 
centró en mostrar el Jitter de un enlace; para las dos últimas pruebas utilizó un 
programa llamado "lperf'. 
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Después de la realización de las pruebas se llegó a las siguientes conclusiones: 
• Es posible la interconexión de emuladores que trabajan conjuntamente. 
• La conexión externa es transparente a los equipos. 
• Los routers virtuales soportan ser configurados como agentes SNMP 
para enviar sus datos al servidor MRTG. 
En el 2012 en la Universidad Tecnológica de Ecuador, se estudió, Diseñó y 
Simuló en GNS3 unas guías de laboratorio para Redes de Datos y Networking 
de la Facultad de Electrónica de la Universidad Israel. 
Consistió en la creación de guías de laboratorio de conceptos básicos de redes, 
las mismas permitían al Ingeniero instructor contrastar diferentes conceptos de 
redes junto a los estudiantes. Las guías de laboratorio permitieron al estudiante 
ir paso a paso configurando y entendiendo los diferentes protocolos que rigen 
las comunicaciones. 
Obteniendo así un emulador muy útil ya que consiste en ejecutar efectivamente 
un lOS como si fuera un enrutador, es decir, se puede acceder a todas las 
características del lOS y la plataforma tal como si fuera un enrutador real. 
1.3 FORMULACIÓN DEL PROBLEMA CIENTÍFICO 
¿Cómo podemos diseñar las guías de laboratorio, para mejorar el 
aprovechamiento y suplir la usencia de equipos de laboratorio de la Escuela 
Profesional de Ingeniería Electrónica de la F ACFyMIUNPRG y adquirir mejores 
habilidades y competencias en el campo de Networking, logrando así un buen 




1.4.1 OBJETIVO GENERAL: 
• Diseñar guías de prácticas de laboratorio para el uso del simulador 
GNS3 para las asignaturas de Teleinformática I y II. 
1.4.2 OBJETIVOS ESPECIFICOS: 
a) Estudiar la transmisión de datos (tráfico, protocolos, tablas de 
enrutamiento, etc.) existente entre routers emulados usando GNS3 y 
routers reales. 
b) Mostrar la posibilidad de funcionamiento conjunto de varios emuladores 
GNS3 y redes reales ampliando así "tamaño" del laboratorio de 
Electrónica. 
e) Analizar el rendimiento de redes formadas por enrutadores emulados 
usando GNS3 y redes mixtas que también contienen routers reales. 
d) Proporcionar a los estudiantes de electrónica una alternativa económica 
para adquirir las habilidades y competencias en el campo del networking. 
1.5. JUSTIFICACIÓN E IMPORTANCIA 
Porque elaborando las guías de laboratorio se podrá sustituir la ausencia 
de equipos físicos, ya que no se puede llevar acabo un control adecuado 
del aprendizaje de los mismos, pues debido a esta falta de equipos los 
trabajos son grupales lo que no asegura que todos los estudiantes adquieran 
las habilidades técnicas requeridas en esta área. 
Por consecuencia se obtendrá un área de trabajo más amplio, y poder 
realizar diversos estudios y análisis de los conocimientos de networking, 
con la ayuda de los emuladores de redes ya que en ellos se puede ejecutar 
cualquier tipo de configuración sea simple o compleja como si se estuviese 
trabajando directamente con un equipo real. Como herramienta de 
simulación se utilizará GNS3 el cual es un software gratuito que puede ser 
utilizado en múltiples sistemas operativos, es un entorno grafico de 
simulación de redes complejas utilizando dispositivos emulados CISCO 
como routers, switches, etc. 
Con este software es posible probar y experimentar nuevas 
funcionalidades sin correr el riesgo de poner en peligro la integridad de 
una red real con configuraciones erróneas, el emulador GNS3 presenta 
capacidades que merecen ser estudiadas y analizadas profundamente para 
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conocer cuál es el rendimiento de los dispositivos que emula y cuál es el 
comportamiento cuando se forman redes con dispositivos emulados o con 
dispositivos reales. 
Cuando se trabaja con redes es de suma importancia conocer la manera en 
cómo se están comunicando los datos, para de esta manera realizar un 
análisis que permita determinar la calidad del enlace de comunicaciones, 
para ello tenemos que tomar en cuenta los parámetros más comunes para 
chequear el comportamiento de una red, siendo los primordiales la 
eficiencia, el throughput y el retraso o latencia, los cuales sufren los 
paquetes debido a las congestiones que pueden encontrar entre el origen y 
el destino de la red. 
1.6 FORMULACIÓN DE LA IDPOTESIS 
Si implementamos guías de laboratorio de networking usando el simulador 
de redes GNS3 y los equipos fisicos del Laboratorio, las cuales constaran 
de una estructura organizada de acuerdo a la temática que se basan las 
asignaturas de Teleinformática I y Teleinformática II, asimismo el diseño 
de las guías de laboratorio consiste en: 
• Revisión teórica de la práctica a realizar 
• Objetivos a tratar en la práctica de laboratorio. 
• Escenario de Laboratorio. 
• Diagrama de la topología. 
• Realizar las configuraciones necesarias para la práctica. 
• Verificar y probar las configuraciones realizadas. 
• Analizar el tráfico de paquetes. 
• Contestar preguntas necesarias para la realización de las prácticas. 
• Entregar informes de lo realizado en clases. 
• Sacar conclusiones y recomendaciones de lo elaborado en las 
prácticas. 
Por ende las guías de laboratorio permitirán a los estudiantes de Ingeniería 
Electrónica de la Facfym/UNPRG, profundizar los conceptos teóricos y 




MARCO TEORICO REFERENCIAL 
2.1. Fundamentos de Networking 
2.1.1 Enrutamiento 
E1 encaminamiento (a veces conocido por el anglicismo ruteo o enrutamiento) es 
el mecanismo con el que se hacen llegar paquetes desde su origen a su destino 
final, siguiendo un camino o ruta a través de la red. En una red grande o en un 
conjunto de redes interconectadas el camino a seguir hasta llegar al destino fmal 
puede suponer transitar por muchos nodos intermedios. 
Asociado al encaminamiento existe el concepto de métrica, que es una medida de 
lo "bueno" que es usar un camino determinado. La métrica puede estar asociada a 
distintas magnitudes: distancia, coste, retardo de transmisión, número de saltos, 
etc., o incluso a una combinación de varias magnitudes. Si la métrica es el retardo, 
es mejor un camino cuyo retardo total sea menor que el de otro. Lo ideal en una 
red es conseguir el encaminamiento óptimo: tener caminos de distancia (o coste, 
o retardo, o la magnitud que sea, según la métrica) mínimos. Típicamente el 
encaminamiento es una función implantada en la capa 3 (capa de red) del modelo 
de referencia OSI. 1 
2.1.2 Direccionamiento de la Red 
Una red es un conjunto de dispositivos que comparten recursos, cada dispositivo 
en la red debe estar definido con una dirección IP para que pueda comunicarse. 
Una dirección IP se representa en formato binario siendo un conjunto de 32 bits, 
a su vez se divide en 4 grupos de 8 bits conocidos como octetos, pero para facilidad 
del usuario final las direcciones IP se expresan en formato decimal. de esta manera 
se tiene por ejemplo la dirección de host 192.168.1.1.2 
Cierta cantidad de bits representa la porción de red mientras que otro conjunto de 
bits la porción de host; quien realiza esta separación es la máscara de red. Los 
dispositivos que se encuentren en la misma red pueden comunicarse sin la 
necesidad de poner un Gateway o puerta de enlace. El Gateway es un dispositivo 
que conoce como llegar a redes remotas. 
Actualmente se manejan subredes con máscara de longitud variable VLSM, se 
puede asignar a una red el número de host adecuado sin que se desperdicie el 
direccionamiento. Utilizar VLSM es una buena práctica y es útil especialmente en 
1 Tomado de: http:/lupcommons.upc.edu/pfc/bitstream/2099.1/11730/1/PFC.pdf 
2 Tomado de: http:/ /los9mm.over-blog.es/article-29399073.html 
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el disefto de una red, como consideración se tiene que pensar en la escalabilidad 
siempre que se encuentre en esta fase de disefto. 
2.1.3 Mascara de Subred 
La máscara de subred al igual que una dirección IP es un conjunto de dígitos 
binarios de 32 bits que se encuentran separados en octetos de 8 bits, a cada octeto 
se le separa con un punto por lo que se tiene 4 octetos; la función principal de la 
máscara es determinar cuál es la porción de red y de host de una dirección IP. 
"Por ejemplo, una máscara de 20 bits se escribiría 255.255.240.0, es decir una 
dirección IP con 20 bits en 1 seguidos por 12 bits en O, pero separada en bloques 
de a 8 bits escritos en decimal. La máscara determina todos los parámetros de una 
subred: dirección de red, dirección de difusión (broadcast) y direcciones 
asignables a nodos de red (hosts)".3 
2.1.4 VLSM y CIDR 
Anteriormente se manejaban redes con clase es decir siempre una dirección IP 
pertenecía a la clase A, B o e y la máscara de estas clases era fija: /8, /16, /24 
respectivamente. El problema de las redes con clase era que se desperdiciaba 
direcciones IP y si por ejemplo se necesitaba 1 O direcciones se debía utilizar una 
red clase e que tiene un total de 254 direcciones disponibles. VLSM es el 
resultado del proceso por el cual se divide una red o subred en subredes más 
pequeftas cuyas máscaras son diferentes según se adaptan a las necesidades de 
hosts por subred. 
"La máscara de subred de tamafto variable (variable length subnet mask, VLSM) 
representan otra de las tantas soluciones que se implementaron para el 
agotamiento de direcciones IP (1987) y otras como la división en subredes (1985), 
el enrutamiento de interdominio eiDR (1993), NAT y las direcciones ips 
privadas. Otra de las funciones de VLSM es descentralizar las redes y de esta 
forma conseguir redes más seguras y jerárquicas".4 
eiDR significa elass Inter Domain Routing es el sinónimo de sumarización de 
rutas o creación de superredes. Una vez que una trama llega al Router se examina 
la tabla de enrutamiento, en donde se observa la mejor ruta para llevar el paquete 
al destino; el proceso de búsqueda en la tabla de enrutamiento consume recursos 
del equipo razón por la que mientras más eficiente es la búsqueda se tiene menor 
latencia. Una súper red consiste en reunir varias redes contiguas, que se 
encontraban de manera independiente en la tabla de enrutamiento y escribirla 
como una sola ruta. 
3 Tomado de: http:/ /es.wikipedia.org/wiki/Subred 




2.1.5 Dynamic Host Configuration Protocol (DHCP) 
DHCP significa protocolo de configuración dinámica de host y permite que un 
dispositivo conectado a la red pueda obtener de manera dinámica los parámetros 
de red como la dirección IP, la Máscara de subred, el Gateway y el DNS. En el 
servicio de DHCP se tiene un modelo cliente/servidor, como se observa en el 
gráfico el cliente realiza una solicitud de broadcast (a todos los dispositivos de la 
red), en donde el servidor responde a la solicitud del cliente con los parámetros de 
red necesarios. 
La ventaja del servicio de DHCP es que se tiene un control del direccionamiento 
asignado, en una red, una dirección IP no puede repetirse ya que causaría 







192.168.1. i 192.168.1.8 192.168.1.51 
Fig. 2.1 Funcionamiento de DHCP5 
2.1.6 QoS (Calidad de servicio) 
En un inicio el tráfico que se tenía en una red era únicamente datos jamás se pensó 
que por dicha red va a atravesar tráfico en tiempo real como voz o video. La 
calidad de Servicio es un parche que se utilizó para la red de datos debido a que 
el tráfico en tiempo real tiene ciertos requerimientos para que funcione 
adecuadamente. En el siguiente gráfico se puede observar que no todo el tráfico 
es igual y que cada aplicación tiene requerimientos especiales: 
5 Tomado de: http://www.see-my-ip.com/tutoriales/protocolos/dhcp.php 
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Para configurar calidad de servicio se clasifica a cada aplicación, con el fin de dar 
un trato especial o garantizar ancho de banda para su correcto funcionamiento. 
Para dar prioridad al tráfico se utiliza el concepto de colas. A continuación se 
presenta un gráfico en donde se puede observar los distintos tipos de tráfico que 
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6 Tomado de: Cisco CCNA 1 
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Fig. 2.3 Priorización de tráfico en QoS7 
La configuración de calidad de servicio se debe realizar en todos los equipos 
intermedios como routers o switches, y se deben respetar las marcaciones 
realizadas. Los paquetes deben marcarse lo más cercano al origen como sea 
posible. 
2.2 Protocolos de Enrutamiento para Redes LAN 
El enrutamiento es fundamental para cualquier red de datos, ya que transfiere 
información a través de una intemetwork de origen a destino. 
Debido a la evolución de las redes y a su complejidad cada vez mayor, han surgido 
nuevos protocolos de enrutamiento. La figura muestra la clasificación de los 
protocolos de enrutamiento: 
Protocolos de gateway interior Protocolos de gatewao¡ exteñor 
Protocolos de enrutamiento por •:ector Protocolos de enrutamiento de estado Vector de ruta 
de distancia de enlace 
-
Con dlase RIP IGRP EGP 
t 
OSPFv2 IS-IS BGPv4 RIPv2 1 EIGRP Sin clase 
l 
IPV6 
RIPng EIGRP para l OSPFv3 IS-IS para 1Pv6 BGPv4 para 1Pv6 
¡ 1Pv6 
Fig. 2.4 Protocolos de enrutamiento8 
2.2.1 Enrutamiento Estático 
Un Router tiene redes directamente conectadas y redes remotas. Las redes 
directamente conectadas son las que se configuran en las interfaces del Router, y 
las redes remotas son aquellas que se encuentran en otro Router y que hay que 
tener una ruta en la tabla de enrutamiento para poder alcanzarlas. Para llegar a las 
redes remotas se tienen dos opciones que son configurar enrutamiento estático y 
dinámico. En el enrutamiento estático hay que configurar rutas en cada router de 
manera manual, se debe tomar en cuenta que un principio de enrutamiento es tener 
rutas de ida y de retomo para una ruta. Las rutas estáticas no requieren tanto 
7 Tomado de: Cisco CCNA 1 
8 Tomado de: Cisco CCNA 2 
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procesamiento como el enrutamiento dinámico. Para configurar una ruta estática 
se tiene dos opciones: 
Fig. 2.5 Rutas Estáticas9 
2.2.2 Rip versión 1 y 2 
RIP es un protocolo de enrutamiento dinámico IGP (interior Gateway protocol), 
es decir un protocolo que se puede utilizar dentro de una empresa y que permite 
realizar el intercambio de rutas en forma dinámica. En la actualidad existen tres 
versiones diferentes de RIP, las cuales son: 
RIPvl: 
• No soporta subredes CIDR (superredes) 
• No soporta autentificación de los mensajes de enrutamiento. 
• No se usa actualmente. 
• Protocolo de enrutamiento con clase (no envía la máscara de subred en las 
actualizaciones de enrutamiento ). 
RIPv2: 
• Soporta subredes 
• Soporta CIDR y VLSM. 
• Soporta autenticación de mensajes 
Ventajas e Inconvenientes Ventajas de RIP 
• Es un protocolo estándar 
• Fácil de configurar respecto a otros protocolos. 
Desventajas de RIP 
• No es muy escalable su métrica son los saltos y el tope máximo es 15 routers. 
9 Tomado de: Tesis de María Fernanda Tamayo Domínguez 
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2.2.3 EIGRP (Enhanced Interior Gateway Routing Protocol) 
EIGRP ·es un protocolo de enrutamiento dinámico IGP (interior Gateway 
protocol), es un protocolo ht'brido debido a que usa características de los 
algoritmos de vector distancia y estado de enlace. IGRP es su predecesor siendo 
los dos propietarios de Cisco. Para la métrica utiliza algunos parámetros como el 
ancho de banda, retardo, confiabilidad y carga, el algoritmo que utiliza es el Dual 
para calcular las mejores rutas, agregarlas a la tabla de enrutamiento y realizar la 
convergencia rápidamente. EIGRP puede enrutar diferentes protocolos de capa 3 
como IP, IPX y Apple Talk. La principal diferencia con RIP es que no usa 
únicamente la tabla de enrutamiento sino que maneja otra tabla conocida como 
tabla de topología en donde se almacenan las rutas de backup en el caso de que la 
ruta principal falle, de esta manera se tiene un mejor tiempo de convergencia. La 
convergencia consiste en que todos los routers tengan la información completa del 
estado de la red. Además se tiene una tercera tabla conocida como tabla de vecinos 
donde se encuentran los routers que también tienen configurado el protocolo 
EIGRP. 
Otra diferencia importante con respecto a RIP es que no envía toda la tabla de 
enrutamiento cada cierto tiempo sino que envía actualizaciones parciales es decir 
solo los cambios que se han producido y a los routers que lo necesitan. A 
continuación se puede observar un gráfico con la distancia administrativa de 
EIGRP y otros protocolos de enrutamiento dinámico: 
Distancias administrativas pl'edeterminadas 
-
Origen de ta ruta Distancia administrativa 
--- - - -
Conectado 
Estático 
Ruta suma rizada de EIGRP 
BGP externo 















. -- ---~ ---------- - --- --- -------------- ---,r---~------------------- --~ --~-----~ 
EIGRP externo !: 170 . 
----------------------------
!BGP ,Interno 200 
Fig. 2.6 Distancias Administrativas predeterminadas10 
10 Tomado de Cisco CCNA 2 
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La distancia administrativa es un valor asignado a cada protocolo de enrutamiento 
dinámico, red directamente conectada o ruta estática para ver quien tiene mayor 
preferencia en el caso de encontrarse configurado en el mismo equipo. Al igual 
que rip v2 y OSPF, EIGRP permite manejar autenticación al enviar las 
actualizaciones de enrutamiento. 
EIGRP es un protocolo muy bueno pero tiene la desventaja de ser propietario, por 
lo cual no puede ser utilizado con equipos de otras marcas que no sean Cisco. 
2.2.4 OSPF (Open Shortest Path First) 
"Open Shortest Path First es un protocolo de Gateway interior (IGP), utiliza el 
algoritmo de Dijkstra que le permite calcular las mejores rutas hacia el destino, es 
protocolo de estado que usa el costo como métrica. El costo se refiere al ancho de 
banda, envía los paquetes hacia el destino por donde existe mayor ancho de banda. 
Una de las principales características por ser un vector de estado de enlace es que 
cada router tiene conocimiento completo de la topología de la red para lo cual 
tiene una base de datos del estado de los enlaces de todos los routers que hablan 
OSPF. OSPF es un protocolo muy utilizado en redes grandes como proveedores 
de servicio, en el Ecuador la mayoría de proveedores de servicio (ISP) tienen 
configurado en su backbone OSPF como protocolo de enrutamiento dinámico. 
Acepta VLSM y CIDR, actualmente se maneja IPV6 con la versión 3 de OSPF; 
una ventaja indiscutible de OSPF es que es muy escalable, maneja el concepto de 
áreas para grandes redes. 
Para evitar el consumo de ancho de banda se maneja el concepto de DR y BDR, 
el DR o router designado recibe las actualizaciones de los routers dentro de su 
área y es el encargado de distribuir esa información al resto de los routers, el BDR 
o router designado de backup es un equipo que se encuentra listo en el caso que 
el DRfalle. 
2.2.5 BGP 
Border Gateway Protocol (BGP) es un protocolo de enrutamiento por vector de 
distancia usado comúnmente para enrutar paquetes entre dominios, estándar en 
Internet. BGP gestiona el enrutamiento entre dos o más routers que sirven como 
routers fronterizos para determinados Sistemas Autónomos. BGP versión 4 (BGP-
4), es el protocolo de enrutamiento entre dominios elegido en Internet, en parte 
porque administra eficientemente la agregación y la propagación de rutas entre 
dominios. Aunque BGP-4 es un protocolo de enrutamiento exterior, también 
puede utilizarse dentro de un SA como un conducto para intercambiar 
actualizaciones BGP. Las conexiones BGP dentro de un SA son denominadas 
BGP interno (ffiGP), mientras que las conexiones BGP entre routers fronterizos 
(distintos SA) son denominadas BGP externo (EBGP). BGP-1, 2 y 3 están 
obsoletos. Para la configuración de OSPF se requiere un número de Sistema 
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Autónomo, ya que se pueden ejecutar distintos procesos OSPF en el mismo 
routers. BGP se especifica en las RFC 1163, 1267 y 1771, que definen las 
versiones 2, 3 y 4 de BGP, respectivamente.11 
Los iguales BGP se dividen en dos categorías: Los iguales BGP de distintos 
sistemas autónomos que intercambian información de enrutamiento son iguales 
BGP externos (EBGP). Los iguales BGP del mismo sistema autónomo que 
intercambian información de enrutamiento son iguales BGP internos (IBGP). 
La selección de ruta óptima BGP se basa en la longitud de la ruta de acceso del 
sistema autónomo para una ruta de red. La longitud se define como el número de 
sistemas autónomos distintos necesarios para acceder a la red. Cuanto menor sea 
la distancia, más apetecible será la ruta de acceso. A través del uso de controles 
administrativos, BGP es uno de los protocolos de enrutamiento más flexibles y 
totalmente configurables disponibles. 
Un uso típico de BGP, para una red conectada a Internet a través de varios ISP, es 
el uso de EBGP con los ISP, así como el uso de IBGP en la red interna, para así 
ofrecer una óptima selección de rutas. Las redes conocidas de otros sistemas 
autónomos a través de EBGP se intercambiarán entre los iguales IBGP. Si sólo 
hubiera un ISP, valdría con utilizar una ruta resumen o predeterminada para la 
salida a internet. 
Tenga en cuenta que los routers BGP publican las rutas conocidas de un igual 
BGP a todos sus otros iguales BGP. Por ejemplo, las rutas conocidas a través de 
EBGP con un ISP se volverán a publicar a los iguales IDGP, que a su vez volverán 
a publicarlos a otros ISP a través de EBGP. Mediante la publicación reiterada de 
rutas, la red puede pasar a ser una red de tránsito entre los proveedores con los que 
se conecte. BGP puede parametrizarse tanto para que la red interna actúe como 
una red de tránsito, como para que no. 
2.3 Protocolos de Enrutamiento para Redes W AN 
Una W AN es una red de comunicación de datos que opera más allá del alcance 
geográfico de una LAN. Las W AN se diferencian de las LAN en varios aspectos. 
Mientras que una LAN conecta computadoras, dispositivos periféricos y otros 
dispositivos de un solo edificio u de otra área geográfica pequeña, una W AN 
permite la transmisión de datos a través de distancias geográficas mayores. 
A continuación se muestra en la gráfica un resumen de las diferentes opciones que 
se dispone a nivel W AN. 
11 Tomado de: http:/ /www.guillesql.es/ Articulos/Manual_ Cisco_ CCNA_Protocolos_Enrutamiento.aspx 
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Opeionas do conexión de entace WAN 
PSTN 
ISO~ 





Una red W AN se utiliza cuando se tiene áreas geográficas extensas y 
principalmente cuando se paga a un proveedor por el servicio 
2.3.1 PPP (Point-to-Point Protocol) 
El protocolo Punto Punto permite realizar conexiones W AN, es un protocolo de 
capa 2 que se utiliza generalmente en conexiones seriales también conocidas como 
líneas arrendadas. Una línea arrendada lleva su nombre porque se debe pagar a un 
proveedor por el servicio debido a que la empresa no tiene infraestructura propia 
para proporcionar conectividad. Para realizar una conexión punto a punto se puede 
utilizar cualquier tipo de medios ya sean guiados como cobre o fibra óptica o no 
guiados es decir utilizando medios inalámbricos. En el siguiente gráfico se puede 
observar que PPP junto a HDLC son protocolos de enlace de datos punto a punto 
dedicados 
12 Tomado de: Cisco CCNA 4 
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Protocolos de ~enlace de datos 
Cisco 'H.c.J_L_c_. -·P-PP_~ --~ 
Fig. 2.8 Protocolos de enlaces de Datos13 
Al momento de que un paquete atraviese la W AN debe encapsularse en una trama 
PPP y además permite brindar seguridad con los protocolos para autenticación 
PAPoCHAP. 
2.3.2 Frame Relay 
Es un protocolo de capa 2 que utiliza la tecnología de conmutación por paquetes, 
es similar a X25 pero más sencillo, no realiza control de flujo ni control de errores, 
esa es la razón por que se tiene menor latencia (tiempo de un paquete en viajar 
desde el origen hasta el destino). 
Como se puede observar en el gráfico maneja circuitos virtuales (conexión entre 
dos DTE) los mismos que se identifican mediante un DLCI que es un número 
cualquiera asignado por el proveedor, con la particularidad que dicho número 
tiene únicamente significado local es decir solo en el segmento, y se puede tener 
varios circuitos virtuales en un canal fisico. 








Fig. 2.9 Frame Relay14 
La red del proveedor que ofrece Frame Relay está constituida por un conjunto de 
Switch unidos a través de troncales que permite realizar la conmutación de 
paquetes. Frame Relay se convirtió en la tecnología más utilizada del mundo por 
el precio, actualmente desplazada por MPLS. 
Operación de iFrame Relay 
r--- _____.., 
'-""'-- • DCE en el extremo de la i 
WAN 
Fig. 2.10 Operación de Frame Relay15 
Existe dos tipos de circuitos virtuales, los circuitos virtuales conmutados que se 
establecen de manera automática liberando recursos una vez que se deja de 
transmitir datos y los circuitos virtuales permanentes como su nombre lo indica 
14 Tomado de: http:/ /en.wikipedia.org/wiki/File:Frame_relay.jpg 
15 Tomado de: Cisco CCNA 4 
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así se termine de transmitir datos el circuito permanece establecido. El dispositivo 
de acceso a la red Frame Relay se denomina FRAD tiene varias conexiones a 
diferentes puntos y como se mencionó anteriormente cada uno de los circuitos 
virtuales se identifican a través del DLCI. Frame Relay maneja topologías de 
estrella en donde se tiene un sitio central y varias sucursales, malla parcial y malla 
completa para ofrecer redundancia, es una tecnología muy versátil. 
2.3.3 MPLS 
Multiprotocol Label Switching (MPLS) es un mecanismo de transporte de datos 
estándar, emergente del IETF (RFC 3031 ). Opera entre la capa de enlace de datos 
y la capa de red del modelo OSI, se encontraría en la capa 2.5, entre la capa 2 y 3. 
El hecho de que se encuentre entre dos capas, le proporciona el nombre de "Multi 
Protocol". Este hecho le da la ventaja de poder usar las características de los 
protocolos de las capas adyacentes sin ninguna restricción. 
Además de esto, MPLS ofrece adaptación total a IP. Esto es de gran importancia 
porque actualmente el mundo se mueve con este protocolo. Con MPLS ganamos 
en muchos aspectos en los que ATM presentaba carencias. Gracias al label 
switching, técnica usada en MPLS para enrutar paquetes, conseguimos hacer este 
enrutado a más velocidad, a la vez que disminuimos el retardo y el jitter. Estas 
características son de especial interés en las redes troncales, donde uno de sus 
principales objetivos es enviar paquetes de una localización a otra en el mínimo 
tiempo posible. Pero MPLS va más allá que la velocidad y nos ofrece otras grandes 
ventajas como la posibilidad de tener el control de la ruta, asignar distintos anchos 
de banda a los enlaces o crear prioridades para la utilización de un enlace. Todas 
estas ventajas y otras constituyen lo que se llama Traffic-Engineering (TE) y que 
suele designarse como MPLS-TE. 
IP Capa de red (Capa 3) 
MPL$ Capa 2.5 
Ethernet. Frame relay . ATM • PPP • etc Capa de enlace (Capa 2) 
Physical Layar Capa física (Capa 1) 
Fig. 2.11 Posición de MPLS en el modelo OSJ16 
Multi Protocol Label Switching está reemplazando rápidamente frame re la y como 
la tecnología preferida para llevar datos de alta velocidad y voz digital en una sola 
conexión. MPLS no sólo proporciona una mayor fiabilidad y un mayor 
rendimiento, sino que a menudo puede reducir los costos generales mediante una 
mayor eficiencia de la red. Su capacidad para dar prioridad a los paquetes que 
16 Tomado de: http://upcommons.upc.edu/pfc/bitstream/2099.1/11730/1/PFC.pdf 
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transportan tráfico de voz hace que sea la solución perfecta para llevar las llamadas 
VoiP. 
Debemos considerar MPLS como el avance más reciente en la evolución de las 
tecnologías de routing y forwarding en las redes IP, lo que implica una evolución 
en la manera de construir y gestionar estas redes. Los problemas que presentan las 
soluciones actuales de IP sobre ATM, tales como la expansión sobre una topología 
virtual superpuesta, así como la complejidad de gestión de dos redes separadas y 
tecnológicamente diferentes, quedan resueltos con MPLS. Al combinar lo mejor 
de cada nivel (la inteligencia del routing con la rapidez del switching) en un único 
nivel, MPLS ofrece nuevas posibilidades en la gestión de backbones, así como en 
la provisión de nuevos servicios de valor añadido. 
2.4 Programa GNS3 
GNS3 es un simulador gráfico de red que te permite diseñ.ar topologías de red 
complejas y poner en marcha simulaciones sobre ellos. Con GNS3 está ejecutando un 
Cisco lOS real, por lo que verá exactamente lo que el lOS produce y tendrá acceso a 
cualquier comando o parámetro con el apoyo del lOS, el cual se asemeja a ser lo más 
cerca posible a la forma real de los equipos que utilizan para implementación de redes 
como son los routers switches, etc. Para permitir completar simulaciones, GNS3 está 
estrechamente vinculada con: 
)lo- Dynamips, un emulador de lOS que permite a los usuarios ejecutar binarios 
imágenes lOS de Cisco Systems. 
~ Dynagen, un front-end basado en texto para Dynamips 
)lo- Qemu, un emulador de PIX.GNS3 es una excelente herramienta 
complementaria a los verdaderos laboratorios para los administradores de 
redes. 17 
Dynam~s 
Emulador de lOS lnteñaz de Texto Interfaz Gráfica 
Fig. 2.12 Modo de funcionamiento de la Plataforma GNS3 
17 Tomado de: http:/ /www.gns3.net/ 
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Fig. 2.13 Entorno de trabajo del programa GNS3.18 
2.5.JPERF 
Jperf es una herramienta de distribución libre, capaz de medir el ancho de banda, 
el retardo, el Jitter e incluso la pérdida de paquetes de un enlace entre dos PCs. 
Sus principales característica recaen en la facilidad con la que permite configurar 
sus diferentes parámetros, ya que posee una interfaz gráfica escrita en Java, es la 
interface gráfica del lperfy tiene la capacidad de poder enviar datos que usan tanto 
el protocolo TCP, como el protocolo UDP. 
Jperf trabaja bajo el modelo de cliente-servidor, en donde el PC cliente inventa 
información sin sentido que intenta mandar a otro PC que actúa como servidor 
durante un tiempo determinado, para ello el cliente necesita saber la dirección IP 
del PC servidor. Básicamente el cliente es el que envía la información y el servidor 
es el que registra los datos que obtiene cuando le llegan los paquetes y los muestra. 
18 Tomado de: http://www.gns3.net/ 
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111 JPerf 2.0.2 • Network performance meac;urement graphlcal tool ""' "' 
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Fig. 2.14 Entorno de trabajo del JPERF19 






3.1 Requerimiento del sistema 
Se realizó un análisis comparativo entre las maquinas a utilizar para garantizar un buen 
rendimiento del emulador. Observando así el consumo de requisitos al momento de 
emular diversos routers. 
USO DE RECURSOS (WINDOWS 8) 
120 
100 




OS: Windows 8 
RAM: 3.90 GB 
PROCESADOR:Intei(R) Core i3 
20 CPU: 1.8 Ghz 
PLATAFORMA: c3660 
lOS: c3660-jk9o3s-mz.124.17 o 
lOS RAM: 64 MB 1 2 3 4 5 6 7 8 9 10 
VALOR IDLE·PC: Ox60568c4c Número de Routers c3660 Emulados 
-uso de CPU ("A·) -+--Uso de men~o1ia (MB) 1 
Fig. 3.1 Uso de recursos de maquina 1 
~-~ .... 
Características 
OS: Windows 8 
RAM: 5.89 GB 
PROCESADOR: lntei{R) Core i7 
CPU: 2.4 Ghz 
PLATAFORMA: c3660 
lOS: c3660-ik9o3s-mz.124.17 
lOS RAM: 64MB 





















VALOR IDLE·PC: Ox60568c4c 1 2 3 4 5 6 7 8 9 1 o 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 
Número de Router c3660 Emulados 
-Usode CPU~Usode memorial 
Fig. 3.2 Uso de recursos de maquina 2 
21 
INGENIERÍA ELECTRÓNICA 
3.2 Instalación y configuración en Windows 8. 
3.2.1 Descargar el archivo de instalación 
El primer paso para la instalación es descargar el archivo, GNS3-0.8.7-all-in-one.exe 
(ocupa aproximadamente 38.5 MB), que se encuentra en la página web 
http://www.gns3.net/downloadl. 
El archivo anterior contendrá la versión binaria de los siguientes programas: 
Dynamips 0.2.1 O - Dynagen 0.11.0: Ambos programas son la base para el 
funcionamiento de GNS3. 
Pemu 0.2.3: Es un emulador de firewalls PIX de Cisco basado en QEMU que no es más 
que una máquina emuladora y virtualizadora de código libre. 
WinPcap 4.1.11: Permite la comunicación de redes virtuales con redes reales, ya que se 
encarga de detectar las interfaces reales del PC de trabajo para que el simulador pueda 
asignarlas como extremo de un enlace hacia un router virtual. 
Wireshard 1.10.2 es un analizador de paquetes y protocolos de red. Se utiliza para la 
resolución de problemas, el análisis y el desarrollo de la red. 
3.2.2 Instalar GNS3 
En esta sección, una vez se haya dado doble clic al archivo que acaba de descargar, los 
sucesivos cuadros de diálogo lo guiarán durante el proceso de instalación de forma 
habitual. 
La mayoría de los valores que aparecen por defecto son los que aceptaremos en la 
instalación, a no ser que se desee cambiar el directorio donde se instalará el simulador 
GNS3. 
Los pasos para la instalación son los siguientes: 
1) Dar doble clic al archivo de instalación descargado anteriormente. Nos aparecerá 
una ventana como la que se muestra en la figura 3.3 Hacer clic en ''Next". 
2) Aceptar la licencia haciendo clic en el botón "1 Agree" como se observa en la 
figura 3.4. 
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Welcome lo the GNS3 0.8.6 Setup 
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Fig. 3.3 Iniciar instalación del GNS3. Fig. 3.4 Aceptar Lincense Agreement. 
3) Indicar el nombre del directorio de inicio de GNS3. Seguidamente hacer clic en 
''Next". Ver figura 3.5 
4) Aceptar todos los componentes que se instalarán por defecto. Hacer clic en 
"Next". Ver figura 3.6 
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5) En la figura figura 3.7, Indicar la ubicación del directorio donde se instalará al simulador. 
Seguidamente hacer clic en "install". 
6) Antes de concluir la instalación de GNS3, aparecerá la ventana que da inicio a la instalación 
de WinPcap como se muestra en la figura 3.9. Hacer clic en ''Next". 
7) Aceptar la licencia de WinPcap haciendo clic en "I Agree". Ver figura 3.10. 
Fig. 3. 7 Carpeta de destino. 
W!liWmn tu tllu Wml'<:.lp 4 1 :1 
St:lu¡1 Wt!illtl 
Fig. 3.9 Instalar WinPcap. 
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Fig. 3.8 Ejecutando instalador de WinPcap. 
Fig. 3.10 Aceptar License Agreement. 
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8) Después de la instalación de WinPcap, aparecerá la ventana que da inicio a la 
instalación de Wireshark como se muestra en la figura 3 .11. 
9) Aceptar la licencia de Wireshark haciendo clic en "1 Agree". Ver figura 3.12 
Welcome lo the Wireshark 1.10.2 
(32-bil) Setup Wizard 
~ f.iz~rd W;~ QUide vou 11Yoo..9l the ~ta!t~ of 
Wres!wk. 
l!i!foce s'.atiíng the mt.!a!ion, rnakt Sl.fe \'frdlllll:is no! 
rumog. 
Otk 1~r to co.1tro.te. 
N!xt> 
llame~ 
Plea:e rev~t'' ~ ~ telm$ before ~\':fflhark !.10.2(32-boO. 
~ re~1 C(JIISists of th'te parts: 
~~ 1! Some l'ellalls r*dng the icense ¡¡.ven_, 
1>,-t!!:The;Klual~ IMC.OI-eri\'.~~ 
~m:ore~~censes. 
{,'hen iildol.ibt: PNt i!f¡jl 1$ the ~ OOéng part, Part i IS)/St 
tllere tolllekt4eaw fet QeOdt tnatere not fa.~With tlleGPI.v2. 
il you a«el)t toe WII':S of the D!rte!!lenl, ckk i ~ to <Oiltroe. YOUIOO!t ;mol 1he 
D!rtement to mta! Wtes!wl: 1.10.2 (32-bot). 
< Bad: l llqee 
(J 
Fig. 3.11 Instalar Wireshark Fig. 3.12 Aceptar License Agreement. 
1 O) Una vez acabada la instalación del Wireshark se retomará la instalación de GNS3 y 
cuando ésta termine aparecerá una ventana como en la figura 3.13. Hacer clic en ''Next" 
y luego en "Finish" para terminar la instalación. 
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Fig. 3.13 y Fig.3.14: Finalización de instalación del GNS3 
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11) Tras la fmalización de la instalación, podemos ejecutar la aplicación desde 
"Programas" en el menú de "Inicio" o haciendo doble click en el icono correspondiente 
del escritorio, y aparecerá la pantalla de la figura 3.15. 
File Edit View Control Device Annotate Tools H~lp 
< 
1!1 
AREA DE CONSTRUCCION 
DE TOPOLOGIA DE RED 
- .. ·---·-
Fig. 3.15 Ventana de GNS3 en Windows 8. 
3.2.3 Comprobar el patb hacia Dynamips 
Una vez instalado GNS3 es importante comprobar si el simulador ha podido reconocer 
de forma eficaz el path donde se encuentra instalado Dynamips para que pueda usarlo 
correctamente. Los pasos para realizar esta tarea son los siguientes: 
1) En la aplicación, seleccionar la opción "Preferences" del menú Edit, como se 











Fig. 3.16 Inicio para la comprobación del path del Dynamips 
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2) Cuando aparece la ventana de "Preferences" indicamos la ubicación donde se van 
a guardar los proyectos realizados en el GNS3 y la ubicación donde se encuentran 
las imágenes lOS de CISCCO que utilizaron los equipos virtuales en las 
topologías implementadas. 
3) Una vez indicadas correctamente las ubicaciones hacer click en "Apply" para 
guardarlas, como se muestra en la Fig. 3.17 
-GNS3 Project- GNSl r7baal - 6 
' P•tfe·~~<~ ? 
~;~ 
L) -q_ 0¡¡· . ' b'" 
























































CE] V le__- ()( c.a! !. - -·- - - .... _ -- .! 
Fig. 3.17 Ventana General de Preferences. 
4) En la misma ventana que ha aparecido hacer un clic sobre "Dynamips" para 
obtener la pestaña donde se muestra la ubicación de Dynamips. Comprobar que 
el path que se muestran es correcto haciendo clic en "Test", cuando aparece el 
mensaje "Dynamips succesfuly started" a un costado significa que el GNS3 ha 
sido instalado correctamente y esta lsito para usarce, si obtenemos algún error 
buscar la verdadera ubicación Dynamips. No . olvidar comprobar que se 
encuentran habilitadas las funciones de Ghostios, Sparsemem y mmap. 
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Fig. 3.18 Comprobación del path del Dynamips. 
3.2.4 Cargar CISCO lOS 
3.2.4.1. Cargar CISCO lOS Router. 
El siguiente paso es la carga de la imagen lOS que usarán los routers virtuales de nuestra 
topología, para lo cual realizaremos los siguientes pasos: 
1) Ejecutar la aplicación y seleccionar "lOS images and hypervisors" en el menú 
Edit, como se muestra en la figura 3.19 . 
• File ¡ Edit J. View Control Device Annotate Tools Help 
• ~:: ~=:~ JJ • ~ ¡ 
1 
il 
Select all CtJ1+A 
Selectnone CtJ1•Shift•A 
:r -t lOS images and hypervisor.; Ctri+Shift+l ... Symbol manager Ctri+Shift+S 
.f-. Preforences ... CtJ1+Shift+P 
Fig. 3.19 Carga de los CISCO lOS Router en el GNS3 
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2) En la ventana que aparece, buscar la ubicación de la imagen JOS en el PC. Ver la 
figura 3.20 
lOS :f'lages and hyperviso··s 




L -------------- v; 
Settings 
lmage file: ,C:\"'rchivos de programa\GNS3'gns3-ba\C3660-JI:9o3: ... 
HyperW..ors 
~~hypernsor(s) 




Defao.it RAM: 128 MS 
Test Settngs Save 
,- -- -----------~ 
Advarud IDI.E PC setbngs (experts orly) 
IDI.E MAX: !SOO 
IDI.E SI.EEP: 30 ms 
Fig. 3.20 Ubicación de CISCO lOS en el GNS3 
! 
.J 
3) Seguidamente elegiremos la plataforma y el modelo que corresponde con la 
imagen lOS que usaremos para simular, para ello hacer clic sobre Más adelante 
se mostrará la manera de asignar valores de IDLE PC al router y de cambiar los 
valores de memoria RAM del mismo. 
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lOS images a•1d ~ypervisors 




lrnaQt! lile: !c:\Archivos de programa\GNS3~3-ba\c3660-jk9o3~ [] O Bind ID extl!mal hypervisur(s) .----------------------------------, 
Base config: bl!seconfi¡¡. txt 
Platfurm: c3600 
Model: 3660 
IDlE PC: Auto calculation 
Oefault RAM: 126 Mil 
Check for mln'!!um RAM WJ!iremen! 
o Oefalltimago! for this platfurm 
Oelete 
Advanced ID!.E PC settlngs (e>;perts only) 
IDlE MAX: 1500 
IDlE SLEEP: . 3J ms 
Figura 3.21 Selección de CISCO lOS en el GNS3 
4) Finalmente guardamos los cambios haciendo clic en "Save" y después en "Close". 
Notar que el valor de IDLE-PC se encuentra vacío por el momento. 
lOS~ . Externa! hypt!NÍSOIS 
lmages 
lOS ir1ages a "'d 'lype~visors 
lOS im•ge ModeVChassis 
127.0.0.1:(:\Archivos de programa\GNS3\~ns3-ba\c3640-jlc9s-rnz.124-16.image 3640 








Advanced lDl.E PC settlngs (experts only) 
IDLE MAX: , 1500 
IDLE SlEEP: 30 ms 




3.2.4.2. Cargar CISCO lOS ASA FIREW ALL. 
Antes de realizar la configuración se deberá descargar los dos siguientes archivos: 
asa842-initrd y asa842-vmlinuz. 
Seguir los siguientes pasos para cargar ASA FIREW ALL: 
1) Seleccionar la opción "Preferences" del menú Edit, como se muestra en la figura. 
Control Device Annotate Tools Help 
Selecta!! 
Selectnone 








Ctrl+ Shift+ P :: 
Fig. 3.23 Carga de los CISCO lOS ASA FIREW ALL en el GNS3 
2) Luego seleccionar Qemu y seguidamente la pestaña ASA, como se muestra la figura. 

















O Adó user network backend 
o """'"" mode CPous• .,¿ '""""") 
ASA Specific Set&lgs 
Irntr<l: ! 
:::andl!ne: ~ttvSQ.9600nS tJivohys.no•16384lOJto nousb !del"""""""' hdooo9Stl,16:~2·. i 











-- ~ jiQemu 
Genero! SeWnos Qomu Guosl PIX b>OS ASA lOS AW+ 
~- ==~: ~-S~~-~----~-- -~-~ ~ --~ 




l O MaRta. modo (oauoe and ........,¡ 




Iieemel and me: .core.c:hs-o.0:9SO,l6,32 arto nousb c:onsole•ttyS0,9600 ~~a-65536 
Nome lnitrd path Kernel path 
Fig. 3.25 Carga archivos descargados. 
4) Se deberá copiar las líneas de código en las opciones: 
Qemu Options: -vnc none -vga none -m 1024 -icount auto -hdachs 980,16,32 
Kernel cmd line: -append ide_generic.probe_mask=Ox01 ide_core.chs=0.0:980,16,32 
auto nousb console=ttyS0,9600 bigphysarea=65536 
Qemu Options: ""Vnc none -vga none -m 1024 -1count auto -hdachs 980,.16r32 
Kernel cmd line: _core.chs=0.0:980,.16r32 auto nousb console=ttyS0,.9600 bigphysarea=65536 
Fig. 3.26 Modificar líneas de códigos. 
5) Luego clic en "Save". 
6) Seguidamente clic en "Apply" y finalmente en "OK". 
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3.2.4.3. Cargar CISCO lOS Switch. 
En realidad se utiliza un router cisco de la gama 3700 como un switch con el módulo NM-
16ESW. Este módulo proporciona al router un switch de 16 puertos, con lo que nos 
permite trabajar con algunas características como pueden ser las vlan, trunk, vtp, port 
aggregation o EherChannel, port mirroring, etc. 
Seguir los siguientes pasos: 
1) Primero cargar la imagen CISCO lOS. 
lOS images and nypervisors ? 
!OS Images Extl!mal hypervisors , 
lmages 
lOS image ModeVChassis 
127.0.0.1 :C~\Usm\Jhonatan\GNS3\Images\c 1700-advipserviceslt9·mz.124-15.T1.image 1110 
127.0.0.1 :C"\Users\Jhonatan\GNS3\Images\c2691-adventerpriselt9_sna-mz.124·13b.image 2691 
127.0.0.1:(:\Users\Jhonata n\GNS3\Images\c364D-is·mz.124·16.image 3640 
127.0.0.1:C:\Users\Jhonatan\GNS3\Images\c3640-jk9s·mz.124·16.image 364D 
127.0.0.1:C:\Users\Jhonatan\GNS3\Images\c3725·adventerpriselt9-mz.124·15.T14.image 3725 <: 
127.0.0.1:C:\Users\Jhonatan\GNS3\Images\c 72Do-ik9s-rm.124-17a(2).image 7200 
-· ----------------------------------------~ 
Settings 
. . . 




Oefault RAM: • 128 1\iB 
Auto calruatlon 1 . .. 
Hypervlsors 
Cheds fur m;n;num RAM regyil;meot 
Advanced !OLE PC settings {experts o~} 
IDlE MAX: . 1500 
~ Default inage fur tlis p!atfonn IDlE SlEEP: :JO rns 
.. 
Save Delete 
Fig. 3.27 Cargar CISCO lOS. 
2) Seleccionar "Symbol manager" del menú "Edit". 
q-:¡ Undo Oelete node R1 Ctrl+Z 'JJ'D Red o Ctrl+V 
1 
i Selectall Ctrl+A 
fil Selectnone Ctri+Shift+A 
i ~ lOS images and hypervisors Ctri+Shift+l 
!,-- -- .... --··-· . -- --~- --, 
~lot. _ Syrnbo! manager __ . C_tri+Shift+S J 
·*- Preferentes... Ctrl+ Shift+P 
































Fig. 3.29 Escoger imagen. 





;.: ; printer 
é edge_Jabol_switch_router 

















Customlled node settngs 
Name: 'sw 





Customized ncdes Frl!me Relay s-Mtch 
. ~-~ ip_phone ~~~ 
QJil voite_router Roub!r cl700 
c::;J sw fi~~. u-I''~:OO¡.~·•••••.:::"J 
- servv 
Fig. 3.30 Configurar Symbol Manager. 
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3.3 Uso del GNS3 
3.3.1 Emulación de Routers CISCO. 
Para emular los routers CISCO se necesitan una imagen CISCO lOS. En ese sentido el 
emulador habilitara un número de ranuras y slots dependiendo del tipo de plataformas, en 
el siguiente cuadro se detalla más detenidamente. 
Adaptador de interfaces disponibles 
Routers Nombre Descripción 
1700s WIC-IT 1 puerto serie 
WIC-2T 2 puertos serie 
WIC-1ENET 1 puerto Ethernet 
2600s NM-1E puerto Ethernet 
NM-4E 4 puertos Ethernet 
NM-IFE-TX 1 puerto FastEthernet 
NM-16ESW Módulo de switch Ethernet (16 puertos) 
NM-NAM Conecta el router virtual a un PC virtual 
NM-IDS Conecta el router virtual a un PC virtual 
WIC-1T 1 puerto serie 
WIC-2T 2 puertos serie 
3600s NM-1E 1 puerto Ethernet 
NM-4E 4puertos Ethernet 
NM-lFE-TX 1 puerto FastEthernet 
NM-16ESW Módulo de switch Ethernet (16 puertos) 
NM-4T 4 puertos serie 
Leopard-2FE Puerto automático FastEthernet en slot O 
3700s NM-IFE-TX (FastEthernet, 1 port) 1 puerto FastEthernet 
NM-4T 4 puertos serie 
NM-16ESW Módulo de switch Ethernet (16 puertos) 
GT96100-FE 2 puertos integrados 
NM-NAM Conecta el router virtual a un PC virtual 
NM-IDS Conecta el router virtual a un PC virtual 
WIC-IT 1 puerto serie 
WIC-2T2 2 puertos serie 
7200s C7200-IO-FE Solo puerto FastEthernet en slot O 
C7200-I0-2FE 2 puertos FastEthernet en slot O 
C7200-IO-GE-E Solo Puerto GigabitEthernet en slot O 
PA-FE-TX 1 puerto FastEthernet 
PA-2FE-TX 2 puertos FastEthernet 
PA-4E 4 puertos Ethernet 
PA-8E 8 puertos Ethernet 
PA-4T+ 4 puertos serie 
PA-8T 8 puertos serie 
PA-Al PuertoATM 
PA-POS-OC3 Puerto POS 
PA-GE 1 puerto GigabitEthernet 
Tabla 3.1 Adaptadores de inteñaces disponibles 
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Los pasos a seguir para emulación y configuración de un router en GNS3 son los 
siguientes: 
1) Hacer clic en el grupo de plataformas, seleccionar el router deseado a emular y arrastrar 
al área de construcción de topologías. 
File Edit View Control Oeviee Annoute Toots H!lp 
~l- Routorc3600 1 
_,..1~ Routerc:l700 
~~ Routerc7200 1 
.,b~:::;, 1 
~.· t:l5J ~-::· '""'"' 1 
.mal;::: ~~~:::h ca 1 
~~·~-:-' Ethemothub ... i 
~~ATMbridge ! 
·-~l:<IATM .... ch -~ 
J!.a1LJ FromeReloyswftch 
- •[tl EtheDwilchroutor 










·------~·~-----------------------~'·1~-----~ Fig. 3.31 Selección de router. 
2) Hacer clic derecho sobre el router y elegir "configure" 
Rl 
~c~nfi9u~-- ---~-~~l' 
1·~~~ -S~/Hi-,d~theh~;;;,. -' 'ti Chenge the hostname 
1 ~. Addelínk 
1 -i¡ Change Symbol 
1 , ", Chengeconsole port 
\A Consofe 
i '~ C.pture 
[JI- St.rt 
i 1 ... Suspmd 
i. Stop 
1 fj;J Reload 
1 í .:1" Chenge AUX port 
! ¡;¡¡ ConsoleviaAUXport 
1 
il ldlePC 
. , '• St.rtup·confog 
! ¡;¡, Delete 
¡ro-; /!ofsoMOl'l"" 
l~~ Lcwu_":!_'~.,.=~~-=-' 
Fig. 3.32 Menú de opciones de router. 
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3) Hacer doble clic en el router, seleccionar el slots y elegir las interfaces que desea 
agregar, clic en Apply y luego en O K. 
Node configurator 
,.----....----------. f ~ - • - -
~ o Routersd600 ·_Rl mxfe 
Rl -- - ~ - --









slot 3: ~L-- ------~-----~------~----------"---------~-_, 









Fig. 3.33 Configurar Slots. 
4) Clic derecho en el router y escoger "start" para encender el router. 
Rl 
• "tt Show./Hide th@ hostname 
1 '1/ Change lile hostnome 
\.. Addaf~nk 
-.J Chonge Symbol 
: • . j Ch1nge conso1e port 
~ 11 Console 
Capture 




. .J Chongo AUX port 
Q Console vio AUX port 
i fl ldlePC 
, Startup·confog 
, w Delet. 
! ¡-, Reise one layer 
: ~ Loweronef11~ 








Show/Hide the hostname 
JltJ (hangethe hostname 
~ Addalink 
~ Change Symbol 







w Change AUX port 
gj.· Con sol e vi a AUX port 
~ Startup·config 
.U Oelete 
~ Raise one layer 
~ Lower one layer 
Fig. 3.35 Calcular IDLE PC. 
6) Nos mostrara la siguiente ventana, seleccionar el valor que contenga el * y luego clic 
en "apply". 
~., IDLE PC vaiues ? ~ 'v 
Potentiafly betler idlepc values are marked V!.iith '*' 
1: Ox60665f50 [7.3] ·1 
1: n .... ~n¡::;~=;sfSO (73] k 
1"'~ qumJ r 
Fig. 3.36 Selección de IDLE PC. 
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7) Finalmente hacer clic derecho en el router y seleccionar "console" para poder ingresar 
a la ventana de configuración del router emulado. 
Rl 
.. Configu-,.----., 
! ~~ Show/Hide the hostn.!!me 
i ¡ ~ Change the hortname 
1 
'""· Add • link 
,.(; Chenge Symbol 
1 ;_ .'":. Change console port 
~C~-n_sole -. --'--~~-,! 
, , Copture 
i ... Stort 
i ¡- Suspend 
i lil Stop 
•
1 :~~ Relo"'d 
i ~'_,~ ChangeAUXport 
\ Q. ConsoleviaAUXJort .. 
j iJ ldlePC 
[ :. Stortup·config 
! ¡,;.¡.. Odete 
1 ¡ ~ Raise onelayor 
¡ fC lowu o":~ . , 
Fig. 3.37 Abrir console de configuración. 
3.3.2 Emulación de Switch Ethernet 
El software GNS3 también tiene la capacidad de emular switches Ethernet simples con 
funciones básicas como: Access, dotlq y qinq. Por defecto cada switch tiene 8 puertos 
access configurados en la Vlanl pero se puede añadir hasta 10000 puertos. 
Pasos para configurar switch Ethernet. 




Fig. 3.38 Selección de Switch Ethernet. 
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2) Clic derecho en el switch y luego seleccionar "configure". 
SWl 
t~~o~:re :¡ 
~--1- -- -'--~~Jt 
! ''t: Show/Hide tne hostname i 
1 "tl Change the hostname 
¡.,._ Add a link 
¡.;"'- Set an hypervisor 
! · MAC Address Table 1:.-
' 1!"-. Change Symbol _ 
1
1 ~~ Oelete 1 
¡ :J Raise one layer J 
1 r.: l 1 i <::¡¡¡¡: ower one ayer 
'------~~ -.-----,--. ~--::---~--.. -
Fig. 3.39 Menú de opciones switch Ethernet. 
3) Realizar las configuraciones deseadas 
Nade configurator ? 
" = Ethernet switches 








Port: ~g- _--_--=_-__ ~~;-: 





























3.3.3 Simulación de PCs. 
GNS3 también incorpora PCs, lo que facilita la comprobación y estudio de redes 
simuladas, gracias a las VPCS. 
3.3.3.4 VPCS 
Se puede simular hasta 9 ordenadores. Cada uno de ellos utiliza un par de puertos UDP 
para hablar y escuchar a los routers de Cisco que se ejecutan en el entorno GNS3. El 
Número de Virtual PC n (donde n =O, 1, ... , 8) escucha en el puerto UDP 20000 + n y 
espera a los Dynamips se conecten. Se envía los paquetes al puerto UDP 30000+ n. En 
GNS3 cada PC se representa como un servicio de nube con una interfaz NIO UDP 
(Entrada y salida de red para UDP) con puerto local 30000 + n y el puerto remoto 20000 
+n. 
Pasos para simular PCs: 
1) Escoger el icono de Host y arrastrar al área de construcción de topologías. 













2) Clic derecho en el host y seleccionar "configure". 
Cl 
~~~ 'Show/Hide the hostnarne 
"ti Changethe hostname 
\.:. Add a link 
' Change Symbol fllJ 
.... Delete 
...... Raise one layer ~ 
G Lower one !ayer 
Fig. 3.42 Menú de opciones de VPCS. 
3) Hacer clic en C1 y luego en "NIO UDP" y configurar parámetros "Local port" y 
"Remo te port", para este caso C 1 deberá tener en Local port: 30000 y Rernote port: 20000, 




MO.Ethem!!:t MO 1.0P .NI:OTAP r NIO lMX NrO YDE NION.ll 
MO. 
,!!!_o,udp:JOOOC< 127.0.0.1,20000 nio_udp:30001:127.0.0.1:20001 
Remotehost; : 127.0.0.1 
••• ·' ~ ...___ ____ _¡ 
' 
OK 
Fig. 3.43 y Fig. 3.44: Ventana de Configuración para VPCS. 
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4) Asignar IP a las VPCS. 
Virtual PC Simulator for Dynamips/GNS3 - e ~ 
IJPCS[1]) ip 192.168.1.2 192.168.1.1 /24 1 
Checking for duplicate address ... 
PCi : 192.1613.1.2 255.255.255.0 gate11ay 192.168.1.1 
IJPCS [1]) _ 
Fig. 3.45 Configurar IP para VCPS. 
3.3.4 Enlace de equipos emulados. 
El tipo de enlace dependerá del equipo emulado y que tipo de interfaces fueron agregadas 
en cada slot. 
Para realizar el enlace, deberá seguir los siguientes pasos: 
1) Hacer clic en el icono ~ . 








Fig. 3.46 Interfaces disponibles a conectar. 
3) Una vez realizada Ja conexión, hacer clic en el icono ~ para deshabilitar el proceso 
de conexión entre equipos emulados. 
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3.3.5 Enlace con equipo fisico. 
La herramienta GNS3 también permite conectarse con un equipo físico y permitir ampliar 
el área de trabajo. 
Pasos para conectar un equipo físico a la red virtual: 
1) Seleccionar "Cloud" y arrastrarla al área de construcción de topologías. 
File Edit View Control Oevic'! Annot~e Tool~ Help 
e r) .~ 0 fí,' ;,: ~j .,., iJJ J111 ~ ~' :-;, ¡,;;¡¡ •• ~:c... :~~ • 
(1X 







1 1 .1'---------l\..0< ____ _ 
Fig. 3.47 Selección de Cloud. 
2) Clic derecho en Cloud y seleccionar "configure". 
~'~ Show/Hide the hostname 
"11 Change the hostname 
~~ Addalink 
<f!>• Change Symool 
w.l.:l Oelete ~ 
~ Raise one layer J ·G low~r on~ !ayer 








3) Clic en "NIO Ethernet" y Luego en "Generic Ethernet NIO" escoger el adaptador de 
red reconocido por la herramienta GNS3. Seleccionamos la que deseamos utilizar para 
luego hacer clic en "Apply" y finalmente en "OK". 
"Jede cc·1f:g.: ·ate·· 
- "l 
Cloud• 
Cl ~---~-- - ·- --- -~-- -~..J ----et NJO Ethernet NJO L()P NJO TAP : NIO lrox ' NJO VOE j NIO 1\U!. 
Generic Ethernet NIO (Admnistrator or root access required) 
:rpa¡p:/~~ _{lODOC10-6012-4320-831E-ACOSFA9113E99}.: Network • 









Linux E~t NJO Q..inux only, root access required) 
. i Add 
1 
R~t OK Apply 
Fig. 3.49 Ventana de Configuración NIO Ethernet. 
4) Luego deberá configurar la dirección IP necesaria en el equipo físico para realizar la 
conexión con el simulador, no olvidar que también configurará la IP en el adaptador de 
red seleccionado. 
Puede hoce- QUOI!! configo..roeión lP se asigne outomóticamen~ si 1!1 
red es compatible con esto funcionoldod, De lo controrio, deberá 
Cll<ISlitor con eli!dmnstrodor de red cuáles lo coniigurodón IP 
apropiada. 
Olrecóón IP: 
MAscara de sünd: 




Obtener to ctrecdén del wv-.tlor ONS autDmáticamenll! 
·~ Usot l!!s sigUen~ di'eccionos de sorvtdor DNS: 
Servidor DNS IJI'Oferitlo: 
5ervldor DNS .,¡tom.>tivo: 
Fig. 3.50 Configuración en Adaptador de red. 
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5) Finalmente conectar a un router emulado, seleccionando el adaptador de red 
utilizado. 
Fig. 3.51 Conexión de Cloud hacia un router emulado. 
3.3.6 Captura de datos. 
Otra función importante de GNS3 es que puede capturar paquetes, ya sea con el software 
Wireshark, tcpdump, etc. 
Pasos para realizar la captura de paquetes en Wireshark: 
1) Hacer clic derecho en la interface que desea capturar paquetes y escoger "Star 
capturing". 
Fig. 3.52 Selección de interface. 
2) Luego escoger el tipo de encapsulación que desea utilizar. 
Captu'e 
Fig. 3.53 Tipos de encapsulación. 
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3) Luego clic derecho en el enlace seleccionado y seleccionar "Start Wireshark". 
Rl 
•
-.~:e~ DCE ,_. .~·----z"'7-
- . . SO/O -
!R3 
sD/0 .··":·· ... Ait.i: ~-------.. : 1 
1 a Stop capturing ¡e-:------------- .,. 
·~· StartWireshark 11 
J ._. Oelete 
Fig. 3.54 Iniciar captura de paquetes en Wireshark. 
4) Finalmente se abrirá Wireshark y se podrá hacer el análisis y estudio de captura de 
paquetes. 
Eile fdit Y'ffw ~o .C.•pture An~lyze ,it.tistics Telephonx lools lnt~ls J:felp 
o"' .C • ~ c::r1~<?,; e:. e¡; $.,1i~ (ldf:li G<.0.®.C iiiE!l~<..- ~ 
Fifter. 
No. Ti~ So= e ()m:in5tion Protocol Len 
N A N A SLARP 24 L ne eepa ve, outgo ng sequence 4. returne sequence 4 2 o. 020019000 
3 10. 008110000 
4 10. 0191>3000 
5 20. 008756000 
6 20. 018783000 
7 24.150268000 
S 24. 242757000 
N/ A N/ A SLARP 24 L ine keepalive, outgoing sequence S, returned sequence 4 
N/ A N/ A SLARP 24 Une keepalive, Ol.ltgo1ng sequence 5, returned sequence 5 
N/ A N/ A SLARI> 24 Line keepalive, outgoing sequence 6, returned sequence 5 
N/ A N/ A SLARP 24 Line keepalive, outgoing sequence 6, returned sequence 5 
N/A N/ A CIJP 321 oev1ce ID: R1- Port ID: serial0/0 
Ni A N/A CCP 307 oevice 10: R3 Port 10: ser1al0/0 
:• Frue 1: 24 bytes on wire (192 bits). 24 bytes captured (192 blts) on interface o 
t· cisco .HDLC 
-.~cisco Sl.ARP 
0000 Sf 00 80 35 00 00 00 02 00 00 00 04 00 00 00 03 .•. S •••• 
0010 ff ff 01 19 ca 72 00 00 ••••• r .. 




DISEÑO DE GUIAS DE LABORATORIO CON SIMULADOR 
GNS3 
LABORATORIO 4.1: CONFIGURACION BASICA DE RUTAS 
ESTATICAS 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de Enrutamiento estático. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet. 
• Configurar una ruta estática por medio de una interfaz de salida. 
• Configurar una ruta estática mediante una dirección de siguiente salto. 
• Configurar una ruta estática por defecto. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 192.168.10.0/24 para obtener el 
direccionamiento IP usando VLSM, para los enlaces entre routers y para las diversas 
LAN, teniendo los siguientes requisitos: 
LAN Rl: 8 host. 
LAN R2: 16 host. 
LAN R4: 16 host. 
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[_.)-o------c: ~:::--~ <0---~ 




ISP t··~oo-----(c. -~~.;,- .• 





~~· -~.":. 192.168.10.16/30 
-~·;.-,.!jj_? 1' SW4 
192.168.10.48/29 A_ ~ / 
C4 / 
[ __J _ PC REAL 
Fig. 4.1.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Subred Gateway por 
defecto 
R1 sO/O 192.168.10.6 255.255.255.252 No aplicable 
fl/0 192.168.10.33 255.255.255.240 No aplicable 
f2/0 192.168.10.13 255.255.255.252 No aplicable 
R2 sO/O 192.168.10.2 255.255.255.252 No aplicable 
fl/0 192.168.10.97 255.255.255.224 No aplicable 
R3 sO/O 192.168.10.5 255.255.255.252 No aplicable 
s0/1 192.168.10.1 255.255.255.252 No aplicable 
s0/2 192.168.10.9 255.255.255.252 No aplicable 
fl/0 192.168.10.17 255.255.255.252 No aplicable 
R4 sO/O 192.168.10.10 255.255.255.252 No aplicable 
fl/0 192.168.10.65 255.255.255.224 No aplicable 
f2/0 192.168.10.14 255.255.255.252 No aplicable 
R5 sO/O 192.168.10.18 255.255.255.252 No aplicable 
fl/0 192.168.10.49 255.255.255.248 No aplicable 
C1 VPCS 192.168.10.34 255.255.255.240 192.168.10.33 
C2 VPCS 192.168.10.66 255.255.255.224 192.168.10.65 
C3 BUCLE 192.168.10.35 255.255.255.240 192.168.10.33 
INVERTIDO 
C4 NIC 192.168.10.50 255.255.255.248 192.168.10.49 
es VPCS 192.168.10.98 255.255.255.224 192.168.10.97 
Tabla 4.1.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al ro u ter. 
Router( config)#banner motd % Solo acceso a personal autorizado % (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje. 
PASO 4: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router(config-line)# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
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Router( config)# enable secret XXXXX (Escribir contraseña deseada) 
Router( config)# Une vty O 4 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# Une console vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# line console O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line console vty O 4 
Router( config)# exec-timeout 1 O 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
R1: 
Configuración para una interface serial: 
Rl ( config)# interface serial 0/0 
Rl(config-it)# description conexiona R3 
Rl(config-it)# ip address 192.168.10.6 255.255.255.252 
Rl ( config-it)# clock rate 64000 
Rl(config-it)# no shutdown 
Rl ( config-it)# exit 
Configuración para una interface fasEthernet: 
Rl(config)# inteñace fasEthernet 1/0 
Rl(config-it)# description conexiona LAN R1 
Rl(config-it)# ip address 192.168.10.33 255.255.255.224 
Rl(config-it)# no shutdown 
Rl ( config-it)# end 
NOTA: Seguir los mismos pasos para las demás routers. 
TAREA 4: CONFIGURAR LAS RUTAS ESTÁTICAS MEDIANTE UNA 
DIRECCIÓN DE SIGUIENTE SALTO, POR MEDIO DE UNA INTERFAZ DE 
SALIDA O POR DEFECTO. 
PASO 1: Para configurar rutas estáticas con un siguiente salto específico, utilice la 
siguiente sintaxis: 
Router(config)# ip route [network-address] [subnet-mask] [ip-address] 
• network-address: dirección de destino de la red remota que se deberá agregar 
en la tabla de enrutamiento. 
• subnet-mask: máscara de subred de la red remota que se deberá agregar en la 
tabla de enrutamiento. La máscara de subred puede modificarse para resumir un 
grupo de redes. 





Rl(config)#ip route 192.168.10.0 255.255.255.252 sO/O 
Rl(config)#ip route 192.168.10.8 255.255.255.252 sO/O 
Rl(config)# ip route 192.168.10.16 255.255.255.252 sO/O 
Rl(config)# ip route 192.168.10.48 255.255.255.248 sO/O 
Rl ( config-if)#exit 
PASO 2: Para configurar rutas estáticas con una interfaz de salida específica, utilice 
la siguiente sintaxis: 
Router(config)# ip route [network-address] [subnet-mask] [exit-interface] 
R1: 
• network-address: dirección de destino de la red remota que se deberá agregar 
en la tabla de enrutamiento. 
• subnet-mask: máscara de subred de la red remota que se deberá agregar en la 
tabla de enrutamiento. La máscara de subred puede modificarse para resumir un 
grupo de redes. 
• exit-inteñace: interfaz de salida que se utilizaría para reenviar paquetes a la red 
de destino. 
Rl #configure terminal 
Rl(config)#ip route 192.168.10.64 255.255.255.224 192.168.10.14 
Rl ( config-if)#exit 
NOTA: Seguir los mismos pasos para los demás routers. 
PASO 3: Para configurar rutas estáticas por defecto, utilice la siguiente sintaxis: 
Una ruta estática por defecto es similar a cualquier otra ruta estática, excepto que la 
dirección de red es 0.0.0.0 y la máscara de subred es 0.0.0.0: 
Router(config)#ip route 0.0.0.0 0.0.0.0 [exit-interface 1 ip-address] 
• exit-inteñace: interfaz de salida que se utilizaría para reenviar paquetes a la red 
de destino. 
• ip-address: generalmente denominada dirección IP del router de siguiente salto. 
R1: 
Rl #configure terminal 
Rl(config)#ip route 0.0.0.0 0.0.0.0 sO/O 
Rl ( config-if)#exit 
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TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
VPCS 
Virtual PC Simulator for Dynamips/GNS3 
UPCS[1J> ip 192.168.10.34 192.168.10.33 /28 
Checking for duplicate address ... 
C1 : 192.168.10.34 255.255.255.240 gateway 192.168.10.33 
PCS[1J> 2 
UPCS[2J> ip 192.168.10.66 192.168.10.65 /27 
Checking for duplicate address ... 
PC2 : 192.168.10.66 255.255.255.224 gateway 192.168.10.65 
UPCS[2J> S 
UPCS[SJ> ip 192.168.10.98 192.168.10.97 /27 
Checking for duplicate address ... 
es : 192.168.10.98 255.255.255.224 gateway 192.168.10.97 
UPCS[SJ> 
Fig. 4.1.2 Configuración de IP para VPCS. 
PCREAL 
P'cpiedades: P'ctccoic de lnte···1et ve··siér¡ 4 ~TCP/IPv... ~ 
· General 
1 i. 
Puede hacer QUe la configurac:ión IP se asigne automáticamente si la 
red es compatible con esta fundonafidad. De lo contrario 1 deberá 
consultar con el administrador de red cuál es la configuración IP 
apropiada. 
O Obtener una direcc:ión IP automáticamente 
\~¡ Usar la siguiente direcd6n IP: 
Dirección IP: 
Máscara de subred: 
Puerta de enlace predeterminada: 
Ob!enl!!r la d'Tecdón del servidor ONS automáticamente 
·:~¡Usar las siguientes direcc:iones de servídor DNS: 
Servidor DNS preferido: 
Servidor DNS alternativo: - -- _j 
O Validar configuración al salir . -, ~D!:!es avanzadas... , 
Fig. 4.1.3 Configuración de IP para PC REAL. 
NOTA: Configurar los demás host. 
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TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar configuraciones. 
R3#show ip route 
Muestra el contenido de la tabla de enrutamiento IP. 
R3 
Fig. 4.1.4 Tabla de enrutamiento de R3. 
R3#show ip interface brief 
Muestra un breve resumen de la información y del estado de una dirección IP. 
Fig. 4.1.5 Tabla ip interface brief. 
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R3#show running-config 
Muestra la configuración actual en la RAM. 
Fig. 4.1.6 Show running-config de R3. 
R3#show cdp neighbors 
Muestra información detallada de todos los dispositivos Cisco que están conectados 
localmente. 
Fig. 4.1. 7 Tabla cdp neighbors. 
NOTA: Realizar estos comandos para los demás routers, verificando así cualquier error. 
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PASO 2: Utilice el comando ping para probar la conectividad entre los routers que 
no están directamente conectados y también la conectividad entre host. 
PING ENTRE ROUTERS 
Fig. 4.1.8 Prueba de conectividad entre routers. 
Fig. 4.1.9 Prueba de conectividad entre routers. 
PING ENTRE HOST 
Virtual PC Sirnulator fcr Dy!1amips/GNS3 
Fig. 4.1.10 Prueba de conectividad entre host. 
NOTA: Realizar las pruebas faltantes. 
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TAREA 7: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 1 00 ping desde el C3 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
C:\Wi:"tdows\systet'l 32\cmd.exe 
Fig. 4.1.11 Forma de medición de la latencia. 
En la Figura 4.1.11 se puede observar el envío de 100 ping con una trama de 64 hacia la 
dirección 192.168.10.35 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N'l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Minimo 82 79 80 79 79 84 84 79 84 80 81 
(ms) 
Tiempo Máximo 93 97 92 97 94 93 95 95 92 99 94.7 
(ms) 
Tiempo Promedio 87 87 85 85 85 89 88 85 88 85 86.4 
(ms) 




Tamaño de Trama S12 
(bytes) N°l ~2 N°3 N°4 ~S N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 80 7S 80 81 87 88 74 78 79 82 80.4 
(ms) 
Tiempo Máximo 94 9S 9S 96 94 98 92 99 98 91 9S.2 
(ms) 
Tiempo Promedio 89 90 91 84 90 90 88 89 90 87 88.8 
(ms) 
Tabla 4.1.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1518 
(bytes) ~1 ~2 N°3 N°4 N°S N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 111 112 112 108 119 111 11S 110 109 110 111.7 
(ms) 
Tiempo Máximo 120 124 121 127 123 127 131 141 126 126 126.6 
(ms) 
Tiempo Promedio 11S 119 117 117 121 117 119 119 117 117 117.8 
(ms) 
Tabla 4.1.4 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 S12 1S18 
Tiempo Mínimo (ms) 81 80.4 111.7 
Tiempo Máximo (ms) 94.7 9S.2 126.6 
Tiempo Promedio (ms) 86.4 88.8 117.8 
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Fig. 4.1.12 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 117.8 ms a diferencia de una trama de 
64 bytes con 86.4 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 
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Fig. 4.1.13 Gráfica de Bandwidth y Jitter. 
b:i.n/iperf.exe -s -u -P O -i 1 -p 5001 -1 1500.08 -f k 
Server l.istening on UDP port 5001 
Receiving 1500 byte datagratr..s 
UDP buffer size: 64.0 KByte (default) 
------------------------------------------------------------
OpenSCManager fai.led - Acceso denegado. (Ox5) 
[152] local 192.168.10.50 port 5001 connected with 192.168.10.35 port 58613 
[ ID) Interval Ira."lsfer Ba.."ld-..;idth Ji.tter Lost/Iotal. .Datagrama 
[152] 0.0- 1.0 se e 46.3 KBytes 396 Kbi.ts/sec 0.557 ll'..S 1546661-425/ 33 (4.7e+009%) 
[152) 1.0- 2.0 se e 48.3 KBytes 396 Kbits/sec 0.063 ms 0/ 33 (Ot) 
[152) 2.0- 3.0 se e 49.8 KBytes 408 .Kbits/sec 0 •. 267 ms 0/ 34 ,(0%) 
[152j 3.0- 'LO se e 48.3 KBytes 396 Kbi.ts/sec 0.313 m.s 0/ 33 (0%) 
[152) 4.0- 5.0 se e 48.3 KBytes 396 Kbits/sec 0.040 ms 0/ 33 (0%) 
[152] 5.0- 6.0 .sec 49.8 KBytes 406 Kbits/se e 0.016 ms 0/ 34 (0%) 
[152] 6.0- 7.0 se e 48.3 KBytes 396 Kbi.ts/sec 0.277 lf¡S 0/ 33 (0%) 
[152j 7.0- 8.0 se e 48.3 KBytes 396 Kbits/sec 0 .. 308 ms 0/ 33 (0%) 
[152] e.o- 9.0 se e 48.3 KBytes 396 Kbits/sec 1.437 IX'< S 0/ 33 (0%) 
{152} 9.0-10.0 se e 48.3 KBytes 396 Kbits/sec 0.173 ms 0/ 33 (0%) 
[152) 0.0-10.0 se e 489 KBytes 399 .Kbi ts/sec 0.153 ms O/ 334 (0%) 
Fig. 4.1.14 Resultados al medir como servidor. 
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Configuración del Jperf como cliente con UDP Bandwidth de 400 Kb y UDP Packet 
Size de 1500 Bytes. 
l*lJp!rf'.exe < 192.t6S.I.O.SD -u .P 1-1 1 op 501H-t lSOO.CB -fk -b G.(l(~ 10 ~T 1 
os..-
Tllii"C:iilit w: 
OUtputfOrm!lt KBits -In- 1 : ot<ands 
T-Mode Dl)uoj OT<o<je 
testpoñ 5,001 : 
... \1J)p 
Uli>Bondwidlh """: 1<8- y 
0U006uffo<Site ., ; .,,.,. 
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Fig. 4.1.15 Resultados del Jperf como Cliente. 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama _{bytes_} 750 1125 1500 
Velocidad de Tx (Mbps) 0.4 0.4 0.4 
Velocidad de Rx (Mbps) 0.4 0.4 0.4 
Tramas Transmitidas 667 445 334 
Tramas Recibidas 667 445 334 
Tramas Perdidas O_(Oo/o}_ 0(0%_}_ 0(0%) 
Tramas Recibidas (pps) 66.7 44.5 33.4 




Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.4 0.5 0.8 
Velocidad de Rx (Mbps) 0.4 0.5 0.8 
Tramas Transmitidas 341 426 681 
Tramas Recibidas 341 426 681 
Tramas Perdidas 0_(0°/o) 0(0%) 0(0%) 
Tramas Recibidas (pps) 34.1 42.6 68.1 
Tabla 4.1.7 Datos obtenidos de Throughput para una longitud de trama de 1470 
bytes. 
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Fig. 4.1.16 PPS vs. Tamaño de Trama. 
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Fig. 4.1.17 PPS vs. Velocidad Tx. 
En la figura 4.1.16, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 0.4 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 667 pps, con una trama de 1125 se envía 445 pps y con una 
trama de 1500 se envía 334 pps. 
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Mientras en la figura 4.1.17, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx variada de: 
0.4 Mbps, 0.5 Mbps y 0.8 Mbps, sin que se produzcan perdidas en el envío, como los 
datos que se muestran en la tabla 4.1.7. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
En las siguientes Tablas se detalla los valores del Jitter obtenidos una vez realizada 
todas las muestras. 
JITTER 
Lon2itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.4 0.4 0.4 
Velocidad de Rx (Mbps) 0.4 0.4 0.4 
Tramas Transmitidas 667 445 334 
Tramas Recibidas 667 445 334 
Tramas Perdidas 0 (0°/o) 0(0%) 0(0%) 
Jitter (ms) 0.050 0.096 0.153 
Tabla 4.1.8 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Lon1dtud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.4 0.5 0.8 
Velocidad de Rx_íMbps) 0.4 0.5 0.8 
Tramas Transmitidas 341 426 681 
Tramas Recibidas 341 426 681 
Tramas Perdidas O (0°/o) 0 (0°/o) 0 (0°/o) 
Jitter (ms) 0.146 0.247 0.312 
Tabla 4.1.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Figure 1 - e &3 Figure 1 - o ~ 
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Fig. 4.1.18 Jitter vs. Tamaño de Trama Fig. 4.1.19 Jitter vs. Velocidad Tx 
En la figura 4.1.18 se observa los valores del Jitter obtenidos al enviar diferentes tamaños 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 0.4 Mbps, se puede observar claramente que con una trama de 750 bytes se tiene un 
Jitter de 0.050 ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de 
0.153 ms. 
En la figura 4.1.19, se observa los valores del Jitter obtenidos al enviar paquetes UDP de 
1470 bytes utilizando una velocidad de Tx que varía entre 0.4 Mbps, 0.5 Mbps y 0.8 
Mbps sin que se pierdan paquetes en la red, concluyendo también que a mayor ancho de 
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#.......,., .: - n.s EEYt-u 7Eit T.bit.tJ/!!!e<:: 0.!!3 ::S 20/ !1.9 P:!yue 7~3 ltbit.I!'/:Jec 2.(:!13 ~ 20/ Ol.tl!>""""'""' .. 1: """' 91.9 RB1rtu 75! Xbit~/eee 0.2"H cs 20/ •• (24,) OIJOPP_,,.. "' : """ 1.0- e.o ~e:c 91.9 KByte~ 753 l:bits/=ec 0.790 C-3 21/ !S (2U) e.o- !LO eec 5111.9 I':Eytu 753 Rbite/tJec 1.123 m= 22/ ~6 (2UJ 
9.0-10.0 see 91.9 P3yte~ ,!3 ltbite/eee 2.532 ru! H/ !5 (ZS') 
PbverOI'tiMis ~! 90.~ K!yt.u 111 Ptbit!l/tJe;. 0.4ES t:.:~ 20/ •• (2·U, 
101.3 !t!~"'te~ 753 r.tlte~/eec: o.-4:oe ~ H5/ "" (1'11111) m ¡; 
fpo(Scnb NQr'lt 
Fig. 4.1.20 Gráfica de Bandwidth y Jitter. 
Se observa un awnento de Jitter y por consecuencia hay pérdidas de datagramas. 
bin/iperf.exe -s -u -P O -i 1 -p 5001 -f k 
Server 1isteninq on UDP port 5001 
Receiving 1470 byte datagrama 
UDP buffer size: 64.0 KByte (default) 
OpenSCManager failed - Acceso denegado. (OXS) 
[H4] l. o cal 192.168.10.50 port 5001 connected with 192.168.10.35 port 57695 
[ ID] Interval Transfer Bandwidth Ji e ter Lost/T,otal Dataqrarr.s 
[14~] 0.0- l. O se e 91.9 KBytes 753 ttbits/sec 3.817 ms 14150710-'Je/ 6~ (2.2e+009\) 
[144) l. O- 2.0 sec 91.9 KBytes 753 Kbits/sec 3.728 ms 0/ 64 (0%) 
[14-<JJ 2.0- 3.0 aec 91.9 KBytes 753 Kbita/aec 3.773 tr.s 0/ 6-'J (0%) 
(144] 3.0- ~.o aec 91.9 KByte a 753 Kbits/sec 4.022 ms 0/ 64 (0%) 
[1Hj 4.0- 5.0 sec 93.3 KBytes 76~ Kbita/sec 0.333 ms 20/ es (2-9%) 
(144] 5.0- 6.0 se e 91.9 KBytes 753 Kbits/sec 2.633 ms 20/ S'J (24%) 
[H4j 6.0- 7.0 aec 91.9 KBytes 753 Kbits/aec 0.27-'J D'.S 20/ 84 (2'1\) 
[1.44 J 7.0- e.o se e 91.9 KBy'tes 753 Kbita/aec 0.790 ms 21/ es (25%) 
[144] e.o- 9.0 se e 91.9 KBy'tea 753 Rbits/sec 1.423 ms 2'2/ 86 (26%) 
[144] 9.0-10.0 sec 91.9 KBytes 7S3 Kbita/sec 2.532 li'.S 21/ es (2S%) 
[144) 10.0-11.0 sec 90.~ KBytes 741 Kbits/sec o.~6S ms 20/ 83 (24%) 
[1~41 o.o-11.0 aec 1013 KBytes 753 Rbita/aec 0.408 ms 145/ 851 (17\;) .. 
Fig. 4.1.21 Resultados al medir como servidor. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz sO/O de R5. 
• Captura de paquetes SLARP (Serial Line Address Resolution Protocol), se 
utiliza en líneas seriales para asignar una dirección IP a una interfaz. 
fa• fdij lOa• Ji.o toptur. bmlyte ~es Tdeph""l Jools !nt..,,¡, I:J.dp 
o®••a D~xe '-\••olilY~ ftiiD"J @.taae~·a0S~·~ 
fi!ter.: 3Elq:Jression- Oe~r Apply 54~ 
No. Tnn. Sourt• o.stínation Prutocol ltngth lnfo 
1 o. 000000000 N/ A N/ A SLARP 24 L1ne ket!paliveo outgoing sequence 12t returned sequence 11 
2 4.109147000 N/ A N/ A SlARP 24 l1ne ket!pal1veo outgo1ng sequence 12o ret:urned sequence 12 
3 •. 393030000 N/A N/A COP 316 Ol!vice ID: R5 Port ID: ser1al0/0 
4 8.162851000 N/A N/A COP 326 Dev1ce ID: R3 Port ID: serial0/3 
6 14 .112141000 NA N A SlARP 24 L ne eepa ve, ootgo ng sequence 13~ returne sequence 13 
7 20. 005211000 N/A N/A SlARP 24. Line keepa.l1ve, outgo1ng sequence 14, returned sequence 13 
8 24.108336000 N/ A N/ A SlARP 24 Line keepal1veo outgo1ng sequence 14o returned sequence 14 
9 29. 983936000 N/A N/A SLARP 24 Line keepal1veo outgoing sequence 15o returned sequence 14 
10 34.119004000 N/ A N/ A SlARP 24 Llne ket!paliveo outgo1ng sequence 15 0 returned sequence 15 
11 39. 999892000 N/ A N/ A SLARP 24 line keepal1veo outgoing sequence 16o returned sequence lS 
1.2 44.122996000 N/A N/ A SlARP 24 L1ne keepal1veo outgoing sequence 16, returned sequence 16 
13 50.000210000 N/A N/ A SlARP 24 L1ne ket!pal1veo outgoing sequence 17, returned sequence 16 
14 54.108121000 N/A H/A SlARP 24 L ine keep•11ve. outgoing sequence 17. ret:urned sequence 17 
15 60.012157000 N/ A N/ A SLAAP 24 L ine keepalive o outgoing sequence 18o returned sequence 17 
Fig. 4.1.22 Captura de paquete SLARP con Wireshark. 
Información detallada sobre paquete SLARP. 
Encapsulation type: Cisco HDI.C (28) 
Arrival Time: AUg 24 o 2014 00:59:00.384657000 Hora est. Pacifico, SudOll<!rica 
(Tille shift for this packet: o. 000000000 seconds] 
Epoch Ti..,: 1405559940. 384657000 seconds 
[T1me delta fror. prev1ous captured frante: 1-831236000 seconds] 
(Ti rae del U fr011 prev1ous displayod frao: 1. 531236000 seconds] 
[rfme since referenCe or f1rst. frame: 9.994087000 seconds] 
f'r .atte NUZAber : S 
~rMK! Length: 24 bytes (192 bits) 
capture ungth: 24 bytes (192 bits) 
(Hame 1s Glarked: ~alse] 
(~rame fs ignored: False] 
[Protocols in frame: chdlc:slarp] 
8 cisco iiDLC 
Address: Multica.n (OxSf) 
. Protocol: SLAAP (Ox8035) 
8 Cisco ·sLARP 
Packet type: L ine keepalive (2) 
OUtgoing st!quence nullber: ll 
outgofng sequence nulllber: 12 
:oooo 
;0010 lliliWfiLI!I!i!l:!f":''t''•:••m•ywcwttJm 
Fig. 4.1.23 Información detallada del paquete SLARP. 
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• Captura de paquetes ICMP. 
¡_;¡. fd< y..,. llo ,....... !mlyu ibfutics Telephon¡: l- !....,•ls J:jelp 
o ® A 1t 4. D ~ M la '"' + • ~ W :!. (Gi'~ El. E{ & El /il. ~ G # ~ 
.. , 
Fiter. • w ... Exprenion... Cltti Apply 5tYe 





Pnrtocol Length lnfo 
1 o. 000000000 
2 5. 8114931000 
• 8. 813885000 
S 9.851592000 





11 11. 990001000 
12 13.030701000 
13 13.050726000 
SLAAP 24 line keepalivv. outgoing sequence 63. rnurned .sequmce 63 
N/ A SLA!:tP 2' Line keep~Hve, outgoi séquence 64. returned sequence 63 
192.168.10.50 192.168.10.34 IO<P 
192.168.10.34 192.168.10.50 IO<P 
192.168.10. 50 192.168.10.34 IO<P 
N/A N/A SI.AAP 
192.168.10.34 192.168.10. 50 IO<P 
192.168.10.50 192.168.10. 34 ICMP 
192.168.10.34 192.168.10.50 IO!P 
192.168.10.50 192.168.10.34 ICMP 
192.168.10. 34 192.168.10. 50 IO<P 
192.168.10.50 192.168.10.34 IO!P 
96 Ec ping rep y id-ox2581. seq•1 256, tt -63 (request n 3 
96 Echo (ping) request id.Ox2681, seq•2/512, ttl-62 (reply in 6) 
96 Echo (ping) reply id.Ox2681, seq•2/512, ttl-63 (request in 5) 
24 Line keepalive. outgoing sequence 64, returned sequence 64 
96 Echo (ping) request id-Ox2781, seq-3/768. ttl-62 (reply in 9) 
96 Echo (ping) reply id-Ox2781, seq•3/768, ttlo63 (request tn 8) 
96 Echo (ping) requen id-Ox2881, seq-4/1024, ttl-62 (reply in 11) 
96 Echo (ptng) reply 1d-Ox2881, seq-4/1024, ttl-63 (request in 10) 
96 Echo (ping) request id-Ox2981, seq•S/1280, ttl-62 (reply in 13) 
96 Echo (ping) reply 1d-Ox2981, seq-5/1280, ttl•63 (request in 12) 
,< ~'"""' 3: 96 bytes on w1re (768 bits), 96 bytes captured (768 bits) on interface O 
·.f Cisco KDL< 
:r Internet Protocol version 4, Src: 192.168.10.34 (192.168.10. 34), Dst: 192.168.10. 50 (192.168.10. 50) 






Fig. 4.1.24 Captura de paquetes ICMP con Wireshark. 
Información detallada sobre paquete ICMP: 
JB 0U 7 R z; 81 00 01 
JfS u., va ob vr t.Jo lHi' ut 10 11 11 tl 14 1\ lb 1 
1& 19 1.• lb 14. ld le lf 10 11 2-;J 13 14 21 ~b ;r 
!8 29 u Lb u ld ~e tf JCJ n u B :1-4 f\ 36 J 
18 lQ 1.¡ ib 3c. ld lP H 40 41 42 43 A4 4) 46 ,¡f;' 
Fig. 4.1.25 Información detallada del paquete ICMP. 
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• Captura de paquetes CDP (Cisco Discovery Protocol), permite descubrir 
dispositivos Cisco que estén directamente conectados. 
fi• f<!~ y,... ¡¡o J;epttn &>•ly:• ~llfutks Tdephonl Iools fntemds l:felp 
o \;1 4 . • l! D D X " ,., • o> "' y .1; IQJG1 El. E( Q. El 81 ffl ~ ~ @ 
fit<r. 
No. TNne 
14 15.893621000 N/ A 
15 20.006372000 N/ A 
16 25.699313000 N/A 
17 29,997026000 N/ A 
Mt.tltpiCt{lliltp+ •. 
19 34.051737000 N/A 
20 35.863960000 N/ A 
21 40.006728000 N/ A 
2Z 45.904648000 N/ A 
23 49.997379000 N/ A 
24 55.900325000 N/A 
25 59. 995056000 N/ A 
26 65.880965000 N/ A 
27 70.014749000 N/ A 
















Protocol length lnlo 
SLARP 2• Line sc'eepiifv<!. ÓU.:going sequerÍce 65, 
SLARP 24 Line keepalive, outgoing sequence 65, 
SLARP 24 L ine ke!palive, outgo1ng sequence 66, 
SLARP 24 Line keepalive, outgoing sequence 66, 
1.!- ''·'•ti11'M'·•·•a•Jswt.MA!fY''' 
CDP 326 oev ce ID: R3 Port ID: ser a 0/3 
SLARP 2• Line lceepal1ve, outgoing sequence 67. 
SLARP 24 Line lceepal1ve, Outgoing sequence 67, 
SLARP 24 Line keepalfve, outgoing sequence 68, 
SLARP 24 Line lceepalive, Outgofng sequence 68, 
SlARP 24 Line keepalive, autgoing sequence 69, 
SLARP 24 Line lceepalive, outgofng sequence 69, 
SLARP 24 Line lceepalive, outgoing sequence 70, 
SLARP 24 l.i ne k:eepa11ve, outgofng sequence 70, 
SLARP 24 Line l<eepal1ve, Outgofng sequence 71, 
o: rr:atoe 18: 316 bytes on wire (2528 bits), 316 bytes c;optured (2528 bits) on interface O 
J: cisco HDLC 
-.:. cisco oiscovery Protocol 
returned sequ~nce 64 
r-eturned sequence 65 
r4!turned sequence 65 
returned sequence 66 
r-eturned sequencé 66 
returned sequence 6i 
returned sequence 67 
returned sequence 66 
returned sequence 68 
returned sequence 69 
rnurned sequence 69 
returned sequence 70 
returrn!d sequence 70 
Fig. 4.1.26 Captura de paquetes CDP en Wireshark. 
Información detallada sobre el dispositivo descubierto: 
• rri!llle 18: 316 bytes on wire (2528 bits), 316 bytes c;optured (2528 bits) on interhce O 
' cisco HDLC 
Cl (lsco u1scove-ry Protocol 
TTL: 160 seconds 
.? checksu11: ox3beb [co,.r-Kt] 
(Good: True) 
[Bad: ral se) 
~ oevfce ID: ~5 
-rype: oevice ID (Ox0001) 
Length: 6 
Device ID: 115 
s Software versfon 
-rype: Software version (Ox0005) 
Length: 237 
soñ:wore Versfon: Cisco Ios software, 3600 software (c3640-IS-M), version 12.4(16), RELEAsE sonwARE (fc1) 
Technical Support: http://-.cfsco.cOII/techsupport 
copyright (e) 1986-2007 by Cisco syste!IIS, rnc. 
compiled .,.d 20-Jun-07 11:43 by prod..rel_teano 
s Platforra: cisco 3640 
Type: Platfor11 (Ox0006) 
Length: 14 
Platfor•: cisco 3640 
R Addres"Ses 
-rype: Addresses (Ox0002) 
Length: 17 
N\nlt)er of addresses: 1 
4-." rP address: l9Z.t~8.LO • .L8 
Pf"O"tCCol type: Nt.PID 
Protocol length: 1 
Protocol: :XP 
Address 1ength: 4 
IP addross: 192.168.10.18 
;• Port ro: serial0/0 
type: Port ID (Ox0003) 
Ungth: U 
sont through rm:erhce: serfal0/0 
• capabilities 






Jl i ~ 0U 01 00 Ub "1/ t') Ull U'r 
:JO PU 4J 0':1 7 J 6] 6t lO 4~ -H ~] lO "d 6t bb 74 
1: bl • 1 b') h JO H Jb lO 10 10 \ ~ bf 6b . 4 .. ; 
Sl !l 6~ ~ .. o IH 4} J J 16 )4 W ld 4Q 't ld .td l 
lt. 20 ')6 6., ] 1 71 b9 6f bE' 20 31 12 ]@ l4 28 )] - ~ - . ' . 




• Captura de paquetes Traceroute, el cual se realizara desde Rl a R5. 
Fig. 4.1.28 Prueba de traceroute desde R1 a R5. 
file (ó~ ~- lio .Copture A~>~ly:o itr.istks Telepllon¡: !ools jntem~l: l:!elp 
o ~ •• 4. D r!l X ¡, r, •• 11) y ~ [CJIGJ <a e. (!). El il 0 rJ n te 
Film: -... J E>ptenion... a- ~ s-
No. r.,. So.Hco Destinltion 
41 130. OU810000 N/ A N/ A 
42 135.900758000 N/ A N/ A 
43 139.993532000 N/ A N/ A 
44 145.901478000 N/ A N/ A 
45 149.997213000 N/ A. N/ A. 
46 150. 315434000 N/A N/A. 










24 L1nt! keepalive, out9oln9 sequtnce 76, 
24 Line keepa11ve, outgoi ng sequence 77, 
24 L1ne keepallve, outgoi ng sequ•nce 77, 
24 L1ne keepallve, outgolng sequonce 78, 
2t! t..ine keepalive. outgoing sequence: 78, 
316 Devlce IO: RS Port lO: Strh.l0/0 
326 oevlce IO: R3 Port ID: Serlal0/3 
rnurned seciuence 76 
ret:urned sequenc.e 76 
returned sequence 77 
returned sequence 77 
r-eturned sequenc.e 78 
'!! 1~4.!-~l~.!_.~ !.~l.:!6!Jd'!:~ !'ll ~6...._!9.:4~ ~P Jl ~rC:!~S...: .C~!_"J.l Q.~tl~rf1~P:5!'"~ !_14!.' 
.$-. 1 1 ~ 4-t 1 1 ~ l< 1 l ' .. ' , - \ ' ' """' f) ... 1 ll..ll ~ 1 ... 41' 1 • • ~ ' ... ~· h •• h ~ 
• ~ . ~ '" ¡,fj ~ - : ~~ - ... 7 ~ ( . ,_ ( ' " ¡ 1 .. • ~ • • ~ 1. • ' t f t ¡ ,., 
-n-,1·"--11 )l.tflll r •. -rt·~-r:~.-.-,.. ... ----,-,-,:-f(-;::1--u¡-r:-~,t~tl T ":",.,alh...!lt,•,, - - -- - ----~---------------~-
~ : :! ,.- \ ; ... ; . .. . .\:" ¡ i ~ : ~ ~ ~~ t _; ~ ~ • ') .. ' 1: ..J ( • .. • .. .:,: ~ ' 1 p ' ... l • ') 
-\ .. t. •• l•.u --1 \,:¡;--¡¡-,-~""¡-~;--:-.;-(4~-•¡-,.·,1'·-:r:II.r-; 1 .... :.,•lh,th'•• ---- - ~- --~-- ----~----
S4 155,886161000 N/ A 





24 L1ne k.eepal1vE:, outgo1ng sequence 79, returned sequence 78 
24 L1ne keepaHve, outgo1ng sequence 79, returned sequence 79 
,,, >ra>oe os: 32 bytes on wlre (2S6 bits), 32 bytes captured (256 blu) on Interface o 
ff. cisco HDLC 
~·Interno~ Pro~ocol Verslon 4, src: 192.168.10.6 (192.168.10.6), ost: 192.168.10.49 (192.168.10.49) 
'" .~.J•~•~r:_oaugr"'!!~ PrQt!)Col .,_srcfQrt :_ 4915l_(49157) '·· ost, Port : .. 3343L(3343¡:) ___ ~ ------
--~-~~ ~--
Fig. 4.1.29 Captura de paquete traceroute en Wireshark. 
Información detallada sobre el paquete Traceroute. 
• Fr- 48: 32 byt•s on wlre (256 bits), 32 bytes capturod (256 bits) on Interface O 
• C1sco HOLC 
• Internet Protocol vorsion 4, src: 192.168.10.6 (192.168.10.6), Dst: 192.168.10.49 (192.168.10.49) 
• ''fid*·'"'·1t 1 •e•·ii·:•·••i•~a·=,.s•wcs••v•·EJ•a·:••FC•t••s•e 
source port: 49157 (t91S7 
e'Oosdn.ation port~'Bl37 (334l'1T ~ -- ----------
[Expert t'írro (chat/sÓquence): Posslbli! ti'ioceróute:-hoi> .n:--att-t *3] 
[Mess¡age: Possible tr•ceroute: hop tlil. •ttetiPt ~3] 
[severhy level: ch.at] 
[<;roup: Sequence] 
Length: 8 
'l che<ksUII: Ox27bl [val idatfon disabled] 
[GOOd chtc~-suao: Folse] 
[oad checksti'O: Folse] 
-----------------------·-
Fig. 4.1.30 Información detallada del paquete Traceroute. 
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• Captura de paquetes Telnet, el cual se realiza desde Rl hacia R5. 
• Fig. 4.1.31 Prueba de telnet desde R1 a R5. 
1-
file ido ,Yicw Jio ~.pt .. e &alyze i«tiili<• Tdephonr loolo !ntomalo !:lelp 
o ® ~ n lt ca ~ u 2 1\ <» q 1$ w A. [g]C<J <!:l. e. ~ El Q6. G':l o n lJ 
Filler: 3 &pttssion... Our Apply ~ 
Nc. Time Source Oestination Protocol 
64 205.890530000 N/A N/ A SLARP 
65 209.998276000 N/ A N/ A SLARP 
66 210.292468000 N/ A N/ A CDP 
67 214.052981000 N/A N/ A CDP 
68 215.895223000 N/A N/ A SLARP 
69 220.009956000 N/A N/ A SLARP 
1~.· }llOJI .jJ,HJ.t~H ... ~I tJ!j . . 1.00 IJ!t .. Li$ }!j·~ tiA iJ:, •1§9 
71 225. B6650000 192.168.10.18 192.16a.ió.6 TCP 
72 225. 577677000 192.168.10.6 192.168.10.18 TCP 
73 225.577677000 192.168.10.6 192.168.10.18 TELNET 
-+++¡en §hl!'f*E*'"·*''''*i•ca¡wuwewge 
75 225.607695000 192.168.10.18 192.168.10.6 TELNET 
76 225. ~17702000 192.168.10.18 192.168.10.6 TELNET 
77 225.617702000 192.168.10.18 192.161.10.6 TELNET 
78 225.627711000 192.168.10.18 192.168.10.6 TELNET 
t.ngth lnfo 
24 Line keepalive, otrtgoing sequence 64, r~urnod sequence 83 
24 L1ne keepa11ve, ou~go1ng sequence 84, returned sequence 84 
316 Devlce ro: RS Pon ro: serial0/0 
326 Device ro: R3 Port ro: serial0/3 
2• Une keepallve, outgoing sequence 85, r~urned sequence 84 
24 Line keepallve, outgo1ng sequence SS, r~urned sequence 85 
j~ ,j~t)~}O) " (t.€iiif!i.t ~~ {:.t~l !· .,n -C(](l~l I.Lt~t •!l tJJ! ~f[,l 
•a telnet > 3U05 ÍS'I'W, ACK] soQ-o Ack•1 wln-4121 i.en-o .. ss-536 
44 31405 > telnet [ACK] seq•1 Ack•1 wln-4128 Len-D 
53 Telnet ~ta ... 
f-lldWflliiF++ga++i§f!iM'§'riéMfiMU.éit&i+épQi§i&.eep.;t 
56 Telnet oat:c 
86 Telnet oat• 
47 Telnet oata 
SO Telnet Data 
• "'"""'e 70: 48 b~es on wlré (384 biÜ), 48 bytés ápwred (384 bits) on 1merface o 
• C:isco HOLc 
• InterMl: Pr~ocol Verslon 4, src: 192.168.10.6 (192.168.10.6), ost: 192.168.10.18 (192.168.10.18) 
.... 
- 6 ~ 
• ~!iiisio_f ss fOil Control· HotocoT, :src ·t>or:t :. .. }1405 .. Oí4MY. ~(-~Cift :1:il~_:J"2~) ;::s!cfCO~-::ten_:::ó __ .. _-_-_-_ -_--_-__ -·_·_-_-_-__ -_-_-.:_-::_-_-_________ -_-_-_-_-_-_._-_._ 
Fig. 4.1.32 Captura de paquete telnet en Wireshark.. 
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Información detallada sobre el paquete Telnet. 
~·.1 Fr .... 70: <8 ~es on wire (384 bhs), 48 byus captured~ (384 bhs) On interface O 
~ l±~ c1 seo HDLC 
INGENIERÍA ELECTRÓNICA 
1
!:1 Internet Protocol version 4, src: 192.168.10.6 (192.168.10.6), ost: 192.168.10.18 (192.168.10.18) 
vers1on: 4 
1 Header length: 20 bytes 
,., oifferentiaud serv1ces F1eld: oxco (OSCP Ox30: class selector 6; ECN: oxoo: Not-ECT (Not ECN-capable TJ"ansport)) 
TOtal Length: 44 
Identification: Ox2lbc (8636) 
~ Flags: OxOO 
Fr "9""'nt offset: o 
Ti""' to live: 254 
Protocol: TCP (6) 
,.., Header checkstllll: Ox04e7 [correct] 
source: 192.168.10.6 (192.168.10. 6) 
, oestination: 192.168.10.18 (192.168.1.0.18) 
1 (Source ~oiP~ Unknown] 
, [oestfnatfon GeoiP: unl:nown] 
1-iif!, .. i lfjji·!fHi.IU!I:ilti•Ji•!fiMjpMQ&liMI§Uf*IICIIfjM·fjlg.:+MJiji@MfJIA#f-i§rMI 
• o •• e .. r ! .. o •••• 
P'"l 
Fig. 4.1.33 Información detallada del paquete telnet. 
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LABORATORIO 4.2: CONFIGURACIÓN BASICA DE 
ENRUTAMIENTO DINAMICO CON RIPvl 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de RIP versión l. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet. 
• Configurar una ruta dinámica con el protocolo de enrutamiento RIP v 1 en todos 
los routers. 
• Verificar el enrutamiento RIP con los comandos show y debug. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 192.170.0.0/24 para obtener el 
direccionamiento IP adecuado, teniendo los siguientes requisitos: 
LAN Rl: 20 host. 
LAN RS: 8 host. 
Considerando también las redes que hay entre router y router. Luego realice las 
configuraciones básicas en los routers y configure, después de completar la configuración 
pruebe la conectividad entre los dispositivos de la red y finalmente analizará el tráfico de 
paquetes en dicha topología. 
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DIAGRAMA DE TOPOLOGIA 
R4 





VPCS BUCLE INVERTIDO 11111 
PCREAl 
Fig. 4.2.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN: 
Dispositivo Interfaz Dirección IP Mascara de Subred Gatewaypor 
defecto 
R1 sO/O 192.170.2.1 255.255.255.0 No aplicable 
fl/0 192.170.1.1 255.255.255.0 No aplicable 
f2/0 192.170.4.1 255.255.255.0 No aplicable 
t3/0 192.170.6.1 255.255.255.0 No aplicable 
R2 sO/O 192.170.2.2 255.255.255.0 No aplicable 
s0/1 192.170.3.2 255.255.255.0 No aplicable 
s0/2 192.170.5.2 255.255.255.0 No aplicable 
fl/0 192.170.7.2 255.255.255.0 No aplicable 
R3 sO/O 192.170.5.1 255.255.255.0 No aplicable 
fl/0 192.170.4.2 255.255.255.0 No aplicable 
R4 sO/O 192.170.3.1 255.255.255.0 No aplicable 
fl/0 192.170.1.2 255.255.255.0 No aplicable 
R5 fl/0 192.170.7.1 255.255.255.0 No aplicable 
f0/0 192.170.8.1 255.255.255.0 No aplicable 
C1 VPCS 192.170.6.2 255.255.255.0 192.170.6.1 
C2 BUCLE 192.170.6.3 255.255.255.0 192.170.6.1 
INVERTIDO 
PCREAL NIC 192.170.8.2 255.255.255.0 192.170.8.1 
Tabla 4.2.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Una vez iniciado el equipo aparecerá el siguiente prompt: 
Router> 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
PASO 1: Establezca la configuración global del nombre de host. 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al router. 
Router( config)#banner motd % Solo acceso a personal autorizado % (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje 
PASO 4: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router( config-line )# password XXXXX 
Router( config-line )# login 
Router( config-line )# exit 
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Router( config)# enable secret XXXXX 
Router( config)# line vty O 4 
Router( config-line )# password XXXXX 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line console vty O 4 
Router( config)# logging syncbronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# line console O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line console vty O 4 
Router(config)# exec-timeout 10 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
Aplique Los siguientes comandos: 
R1: 
Configuración para una interface serial DTE: 
Rl(config)# interface serial 0/0 
Rl ( config-if)# description conexion a R2 
Rl(config-if)# ip address 192.170.2.1255.255.255.0 
Rl ( config-if)# no shutdown 
Rl(config-if)# exit 
Configuración para una interface fasEthemet: 
Rl ( config)# interface fasEthernet 1/0 
Rl ( config-if)# description conexion a R4 
Rl ( config-if)# ip address 192.168.1.1 255.255.255.0 
Rl ( config-if)# no shutdown 
Rl(config-if)# exit 
Rl ( config)# interface fastEthernet 2/0 
Rl ( config-if)# description conexion a R3 
Rl ( config-if)# ip address 192.170.4.1 255.255.255.0 
Rl ( config-if)# no shutdown 
Rl ( config-if)# exit 
Rl ( config)# interface fasEthernet 3/0 
Rl(config-if)# description conexiona LAN1 
Rl ( config-if)# ip address 192.170.6.1 255.255.255.0 
Rl ( config-if)# no shutdown 




Configuración para una interface serial DCE: 
R2( config)# interface serial 0/0 
R2( config-if)# description conexion a Rl 
R2( config-if)# ip address 192.170.2.2 255.255.255.0 
R2( config-if)#clock rate 64000 
R2( config-if)# no shutdown 
R2( config-if)# exit 
NOTA: Seguir los mismos pasos para la configuración de las interfaces de los demás 
routers. 
TAREA 4: CONFIGURAR LAS RUTAS DINÁMICAS MEDIANTE EL 
PROTOCOLO DE ENRRUTAMIENTO RIPv1. 
Paso 1: Habilite un enrutamiento dinámico. 
Para habilitar un protocolo de enrutamiento dinámico, ingrese al modo de configuración 
global y utilice el comando router. 
Ingrese router? en el indicador de configuración global para visualizar una lista de los 
protocolos de enrutamiento disponibles en el router. 
Para habilitar RIP, ingrese el comando ro u ter rip en el modo de configuración global. 
Configuracion de Rl: 
Rl #configure terminal 
Rl ( config)#router rip 
R 1 ( config-router )# 
Paso 2: Ingrese direcciones de red con clase. 
Una vez que se encuentre en el modo de configuración de enrutamiento, ingrese la 
dirección de red con clase para cada red conectada directamente por medio del comando 
network. 
Rl ( config-router)#network 192.170.1.0 
Rl ( config-router)#network 192.170.2.0 
Rl ( config-router)#network 192.170.4.0 
Rl ( config-router)#network 192.170.6.0 
Rl ( config-router)#passive-interface fastethernet 3/0 
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)> Habilita a RIP en todas las interfaces que pertenezcan a esta red. Ahora estas 
interfaces enviarán y recibirán actualizaciones RIP. 
)> Notifica esta red en actualizaciones de enrutamiento RIP que se envían a otros 
routers cada 30 segundos. 
Enviar actualizaciones desde la interfaz desperdicia ancho de banda y recursos de 
procesamiento de todos los dispositivos de la LAN. Además, notificar actualizaciones en 
una red de broadcast es un riesgo para la seguridad. Las actualizaciones RIP pueden 
interceptarse con software analizador de protocolos. Las actualizaciones de enrutamiento 
pueden modificarse y enviarse de regreso al router, dañando la tabla del router con 
métricas falsas que orientan mal el tráfico. El comando passive-interface fastethemet 110 
se utiliza para deshabilitar el envío de actualizaciones RIPv 1 a la interfaz. 
Al finalizar la configuración RIP, regrese al modo EXEC privilegiado y guarde la 
configuración actual para la NVRAM. 
Rl ( config-router)#end 
%SYS-5-CONFIG_I: Configured from console by console 
Rl #copy run start 
Paso 3: Configure RIP en el router R3 por medio de los comandos router rip y 
network. 
R3(config)#router rip 
R3( config-router)#network 192.170.4.0 
R3( config-router)#network 192.170.5.0 
R3( config-router)#no auto-summary 
R3( config-router )#end 
%SYS-5-CONFIG_I: Configured from console by console 
R3#copy run start 
Al fmalizar la configuración RIP, regrese al modo EXEC privilegiado y guarde la 
configuración actual para la NVRAM. 
NOTA: Para eliminar las configuraciones RIP de cada router use el comando de 
configuración global no router rip. Esto eliminará todos los comandos de configuración 
RIP, incluso los comandos network. 
Rl(config)#no router rip 
NOTA: Seguir los mismos pasos para los routers R2, R4 y RS. 
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TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de Cl, C2 (VPCS) y PC REAL. 
Fig. 4.2.2 Configuración de la Direccion IP de las VPCS 
TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar el direccionamiento IP y las interfaces. 
Rl # show ip interface brief 
RU 



















OK? Ket.hod St.atu~ 
n:s NVRAM up 
Proccx:ol 
up 
YtS NVRAM adm1ni~trat1ve1y dovn do~~ 
YES NVRAH adminilltratively dovn down 
Y!S N\~ adminilltratively down down 
YES N\'RAM up up 
n:s NV'RAM up up 
YES NVRAH up up 
Fig. 4.2.2 Tabla ip de Interfaces Activas de Rl 
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R2( config)# show ip interface brief 
R2J 





OK? Method Status 
n:s NVRAM up 
YES NVRAH up 


















YES NVRAM up up 
YES N\~ a~ni~tratlvely down down 
YES NVRAH adnun1:stnt1vdy dovn dovn 
R2t 
R2t 
Fig. 4.2.3 Tabla ip de Interfaces Activas de R2 
Nota: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP y 
estén activas. 
PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
Rl # show ip ro u te 
RU 
Rlt~how ~P rou~e 
eode~: e - oonnected, S - ~catic, R - RIP, M - mobile, B - SGP 
D - EIGRP, EX - EIGRP exeernal, O - OSP~, lA - OSP~ ~neer area 
N1 - OSPF' NSSA ext:ernal t:ype 1, N2 - OSPI" t~SSA excernal t:j.-pe 2 
tl - OSP~ external type 1, E2 - OSPr external type 2 
~ - IS-!S, su - IS-IS '~ry, Ll - IS-IS level-1, L2 - IS-IS level-2 
~a - IS-IS 1ncer area, ~ - candl.dace de!aul~, U - per-user ..,~at:1.c rout:e 
o - ODR, P - period1c downloaded st:at:ic rout:e 
Gat:cway o! las~ resort: 1s not !!let: 
e 192.170.4.0/21 1.3 direct.ly connected, F.a~t.:Et.hernet.2/0 
e 192.170.6.0/21 1.3 dírect:ly oonnect.ed, Fa!!lt.Ether:ne~3/0 
e 192'.170.1.0/21 13 d1rec~:ly connect.ed, Fa:~t:Et:hernet.l/0 
e 192.170.2.0/21 1~ dir~ct.ly oonneceed, Serie lO/O 
RU 
Fig. 4.2.4 Tabla de Enrutamiento de Rl antes de configurar el protocolo RIP 
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Rl #show ip route 
Fig. 4.2.5 Tabla de Enmtamiento de Rl 
Las rutas reveladas a través de RIP se codifican con una R en la tabla de enrutamiento. 
Si las tablas no convergen como se muestra a continuación, resuelva los problemas de 
configuración. 
R2#show ip route 
Fig. 4.2.6 Tabla de Enmtamiento de R2 
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PASO 3: Utilice el comando show ip protocols para visualizar la información acerca de 
los procesos de enrutamiento. 
El comando show ip protocols se puede utilizar para visualizar información acerca de 
los procesos de enrutamiento que se producen en el router. Se puede utilizar este resultado 
para verificar los parámetros RIP para confirmar que: 
~ El uso del enrutamiento RIP está configurado. 
~ Las interfaces correctas envían y reciben las actualizaciones RIP. 
~ El router notifica las redes correctas. 
~ Los vecinos RIP están enviando actualizaciones. 
R2#show ip protocols 
Fig. 4.2. 7 Procesos de Enrutamiento 
R1 sí está configurado con RIP. R1 está enviando y recibiendo actualizaciones RIP en 
FastEthemetl/0, FastEthemet2/0, FastEthemet3/0 y Serial0/0. R1 está notificando las 
redes 192.170.1.0, 192.170.2.0, 192.170.4.0 y 192.170.6.0. R1 tiene una fuente de 
información de enrutamiento. R2, R3, R4 y R5 le están enviando actualizaciones a Rl. 
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PASO 4: Utilice el comando debug ip rip para visualizar los mensajes RIP que se envían 
y reciben. 
Las actualizaciones rip se envían cada 30 segundos, por lo que deberá esperar para 
visualizar la información de depuración. 
Fig. 4.2.8 Mensajes del Protocolo RIP 
El resultado de la depuración muestra que R1 recibe una actualización de los otros routers. 
Observe cómo esta actualización incluye todas las redes que Rl aún no tiene en su tabla 
de enrutamiento. Debido a que la interfaz FastEthemet3/0 pertenece a la red 192.170.6.0 
configurada en RIP, R1 crea una actualización para enviar a esa interfaz. La actualización 
incluye todas las redes conocidas para R1, excepto la red de la interfaz, lo mismo ocurre 
para las otras interfaces. Por último, R1 crea una actualización para enviar a los demás 
routers. Debido a este horizonte dividido, R1 incluye en la actualización las redes 
192.170.1.0, 192.170.2.0, 192.170.4.0 y 192.170.6.0. 
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Para detener el resultado de la depuración configure el comando undebug al/ en el router. 
RU 
R2#undebuq all 
All po~:lible debuqqin~¡ has been turned off 
R2t 
R~# 
Fig. 4.2.9 Detener Mensajes del Protocolo RIP 
PASO 5: Verificar que hay conectividad completa en la red. 
Use el comando ping para verificar la conectividad. 
C:\Windc·.vs\system;2\cmcl.exe 
Fig. 4.2.10 Comprobación de conectividad entre C2 y Cl 
Fig. 4.2.11 Comprobación de conectividad entre C2 y PC REAL 
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·. ·' , • " í)( e ' .~, ': "t·~ , t.,-.,. r-.: .. , , .... ,,.~e . ,.-: :·.J e :· 
• d.l .... • . '-.. .) 1 1 ..J 1 u ._ ~' L,.,.r} ~1 ' . , ... _,; '"' ' .J .) 
Fig. 4.2.12 Comprobación de conectividad entre C1 y C2 
- e ~ 
Fig. 4.2.13 Comprobación de conectividad entre C1 y PC REAL 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
ii' C:\ Wi 1dC\VS\syste f'l32\C 1'1d.exe - Ll ~ 
Fig. 4.2.14 Forma de medición de la Latencia 
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En la Figura 4.2.16 se puede observar el envío de 100 ping con una trama de 512 hacia 
la dirección 192.170.8.2. 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°t N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°t0 Promedio 
Tiempo Mínimo 37 34 36 35 50 56 37 37 59 58 43.9 
(ms) 
Tiempo Máximo 152 t47 t34 t85 229 191 t72 182 t63 165 t72 
(ms) 
Tiempo Promedio tOO 80 8t 88 107 109 103 98 102 105 97.3 
(ms) 
Tabla 4.2.2 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 512 
(bytes) N°t N°2 N°3 N°4 N°5 N°6 N°7 N°8 ~9 N°t0 Promedio 
Tiempo Mínimo 70 69 40 56 56 71 41 43 70 43 55.9 
(ms) 
Tiempo Máximo 171 t87 196 180 197 29t 202 233 177 300 213.4 
(ms) 
Tiempo Promedio t03 114 114 102 109 115 t04 117 t06 105 109.3 
(ms) 
Tabla 4.2.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1518 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 56 63 74 56 59 63 72 75 65 61 64.4 
(ms) 
Tiempo Máximo 218 199 251 t85 262 262 328 325 253 234 251.7 
(ms) 
Tiempo Promedio 119 118 111 109 116 111 127 113 114 110 114.8 
(ms) 




Tamaño de Trama {byte& 64 512 1518 
Tiempo Mínimo (ms) 43.9 55.9 64.4 
Tiempo Máximo (ms) 172 213.4 251.7 
Tiempo Promedio (ms) 97.3 109.3 114.8 
Tabla 4.2.5 Comparación de datos obtenidos de las diferentes tramas. 
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TAMAÑO DE TRAMA {bytes) 
Fig. 4.2.15 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 114.8 ms a diferencia de una trama de 
64 bytes con 97.3 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 





Configuración del Jperf como servidor para medir Throughput: 
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Fig. 4.2.16 Gráfico del Bandwidth y Jitter. 
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Fig. 4.2.17 Configuración del Jpeñ como Servidor para medir Jitter. 
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Configuración del Jperf como cliente para medir Throughput: 
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Fig. 4.2.18 Configuración del Jperf como Cliente para medir Throughput 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Lon2itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (kbps) 50 50 50 
Velocidad de Rx (kbps) 49.8 50 45.8 
Tramas Transmitidas 85 57 43 
Tramas Recibidas 85 57 43 
Tramas Perdidas O (0°/o) O (Oo/o) O (0°/o) 
Tramas Recibidas (pps) 8 6 4 
Tabla 4.2.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Lon2itud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (kbps) 20 50 100 
Velocidad de Rx (kbps) 20 43.6 89.9 
Tramas Transmitidas 18 44 86 
Tramas Recibidas 18 44 86 
Tramas Perdidas 0(0%) O (0°/o) 0(0%) 
Tramas Recibidas (pps) 2 5 5 
Tabla 4.2.7 Datos obtenidos de Throughput para una longitud de trama de 1470 
bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbp~ 0.49 0.924 1.21 
Tramas Transmitidas 424 849 1701 
Tramas Recibidas 424 849 1598 
Tramas Perdidas O (0°/o) O (Oo/o) 103 (6.1°/o) 
Tramas Recibidas (ppsl 43 85 170 





1.11e {Ql r.... 1nmt Iodl j!ellrtop ffllldow !!q, 
lleldt __ ,...,_..,_~ 
DC'llii~:~'"'•~Fil~~-/.- ~ o~._ll_C _ 






751J 1125 1500 
TMWloOE TRAMA. (bytes) 
Fig. 4.2.20 PPS vs. Tamaño de Trama 
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Fig. 4.2.21 PPS vs. Velocidad Tx 
En la figura 4.2.18, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 50 kbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 8 pps, con una trama de 1125 se envía 6 pps y con una trama 
de 1500 se envía 4 pps. 
Mientras en la figura 4.2.19, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx variada desde 
20 kbps hasta 1 Mbps sin que se produzcan perdidas en el envío, en la gráfica se observa 
que a 20 kbps se envían 2 pps, en cambio a 1 Mbps se obtiene 85 pps. 
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PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (f)ytes} 750 1125 1500 
Velocidad de Tx (kbps) 50 50 50 
Velocidad de Rx (kbps) 49.8 50 45.8 
Tramas Transmitidas 85 57 43 
Tramas Recibidas 85 57 43 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms )_ 4.698 9.068 13.16 
Tabla 4.2.9 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (kbps) 20 50 100 
Velocidad de Rx (kbps) 20 43.6 89.9 
Tramas Transmitidas 18 44 86 
Tramas Recibidas 18 44 86 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 6.898 20.713 20.9 
Tabla 4.2.10 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.5 0.924 1.21 
Tramas Transmitidas 426 851 1701 
Tramas Recibidas 426 851 1598 
Tramas Perdidas 0(0%) 0(0%) 103 (6.1%) 
Jitter (ms) 22.935 23.441 25.009 
Tabla 4.2.11 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4.2.22 Jitter vs. Tamaño de Trama 
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Fig. 4.2.23 Jitter vs. Velocidad Tx 
En la figura 4.2.20 se observa los valores del Jitter obtenidos al enviar diferentes tamañ.os 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 50 kbps, se puede observar claramente que con una trama de 750 bytes se tiene un 
Jitter de 4.69 ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de 
13.16 ms. 
En la figura 4.2.21, se observa los valores del Jitter obtenidos al enviar paquetes UDP de 
1470 bytes utilizando una velocidad de Tx que varía entre los 20 kbps y los 2 Mbps, se 
puede observar claramente que con una velocidad Tx de 20 kbps se tiene un Jitter de 3. 
01 ms a diferencia que a una velocidad Tx de 1 Mbps en la cual se tiene un Jitter de 23.44 
ms. 
En la tabla de medición de valores de Throughput y Jitter se observa que la topología de 
red construida en gns3 para la implementación del laboratorio RIPv1 nos soporta una 
velocidad de Tx máxima de 1 Mbps sin que haya perdidas en el envió de tramas desde la 
C 1 hasta la Pe Real, superado esa velocidad de Tx en esta topología obtendremos 
demasiadas perdidas de tramas, como observamos que enviado tramas a una velocidad de 
transmisión de 2 Mbps (170 1 tramas enviadas) obtenemos un 6.1% de tramas perdidas 
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(HOI s.o- -640 se e 2.1!7 ~Yt«$ 23.5 !(b1-:.s/:=ee , .... ~.o- 7.0 ••e 1.44 ittS\'1; •• 11. e ltb.1:a/.e•e 
11401 7.0- ... ••e .1..17 u~~ e• :u, s F.b1.;;•/ettc 
tHOJ e.o- !.O :oec 2.17 :KB~es 23.S Y.bito/.occ 
(1401 9.0•10.0 •II:C 2.17 Y.Sytn1 l!.! Rblt..s/•ec 
[140] 0.0-lO.G .. e 2S.I :K!Syte• .:o.o Kb1t.•l••c 
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Fig. 4.2.25 Resultados al medir Throughput como servidor 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz sO/O de R2. 
• Captura de paquetes ICMP. 
lilt fd~ rr!W Go ~p:urt ~-:e Sti11\1.K~ Ttlep~~onl !OW. ~'llcm:l¡ !!tlp 
o ® i l ~ D" X 2 ", • r> 1t> i l [;;f~J El E\ & 8- i t7J ~ ~; )] 
Fittr. 
No. T~ Soufct 










192.170. S. 2 
192.170.6.3 





-~rmion.. Cl!."f f.:;'¡ S!".t 
Pro!O<fll ltng!h ~o 
w:P S44 tcho (pt~) reply 
IO~P 544 rcho (plng) request 
ICIIP S4d tcho (ping) reply 
544 Echo (plng) r~um 
S-'.4 Hho (plng) rtp ly 
S44 ECho (plng) requm 
>H rcho (plng) reply 
54~ ECho (plng) request 
id.oxooot, séq•19S3/412l3, tt 1-62 (req~est in 42S) 
id.OxOOOl, seq·19S4/41479, ttlolli (rep1y in m) 
!d•OxOOOL seq•19S4/4W9, tt 1·62 (requm In 430) 
ldo0x0001, seq•19SS/41735, tth127 (reply in 43~) 
id.OxOOOL seq.19SS/'173S. ttl-62 (requm In m) 
ld-4x0001, seq.19Si'/m47, nM27 (reply ín4lS) 
ld.Ox0001, 5@~1957 /42247, ul-62 (réquést lo m) 
fd.OxOOOI. seq.195S/42503, ttl•W (reply In 4'0) 
id.oXOOOl. seq-1958/42503, nlo61 (requm In 439) 
ld.OxOOOl, seq•19S9/42iS9, ttl-127 {reply In m) 
Fig. 4.2.26 Captura de paquetes ICMP con Wiresbark 
Frue 4l5: S44 bytes on rrire (4352 bits), 544 bytes capturéd (4~52 bits) on interfm O 
cisco IIOt.C 
.lnter~t Protoco1 Version 4, Src: 192.1i0.6.J (192.1iG.6.3), Ost: al.l70.S.2 (192.!70,S.2) 
Version: 4 
Header 1 engtll: 20 bytes 
ii. oifferentiated sen•ices Field: OxOO (DSCP OxOO: ~fau1t; Wl: OxOO: llot-ECT (llot ECN-capable Transport)) 
Total Lengt!J: 5¿0 
Identification: Oxl.o!eS (m44) 
I Flags: 0x00 
Frag~~ent ·offset: O 
Tille to live: 12i 
Protocol: IO'P (1) 
• Header ched:sll1!1: Ox759f [corren) 
source: 192.170.6. 3 (192.170.6. 3) 
oestinat ion: 192.170. B. 2 (192.170.8. 2) 
(sourte GéOIP: \m!:rl0111l] 
(oestination ~oiP: unl:nown] 
-.- Int@fntt control Message PTorocol 
0000 of oo os oo 45 oo 02 te 34 es 00 00 7f 01 75 9f .... r. .. 4 ..... u. 
0010 co aa 06 03 co aa os 02 os 00 9f 05 00 01 o; a4 ............... . 
007.0 6¡ 6~ 6J 64 6S 66 6i 6S 69 6a 6b 6c 6d 6e 6f 70 abcdefgh ijkl~ 
OOJO 71 72 73 74 7S 76 77 61 62 61 64 6S 66 67 6S 69 qrstuvwa bcdefghl 
~~~ ~ ~~ ~ .~ ~~ ~~ !~ ~~ ~~ ~~. ~~ ~~ .~~ ~r ~~ ~~ !~!~~ [~~-:~~~ .. 
8 ,t~ filt: "C;\lkm\PA$CO\Oocumtntl\ripvl.pt... ~ ·· Prc!"llr. Otfau!l 
Fig. 4.2.27 Información detallada del paquete ICMP. 
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Eot. [d> ~- {io ,.pt.... éi>o'Y:• :;..: ... ~ T "fPI>oot look """"'!< l!•lp 
o 0 l. • J! Cl ~ X 2 ', • • _, W ._ [%:lfi:"i!J ~ ~ a S W' (?J S ~~ )) 
Destinltion 
192.170.6.3 
('!"..-- a... Ar,7 s-
Ptotocol 
ICI'P 
.:H i':f).4:.~.B·~ r-¡r 1 
19.!.1 .o. 10f~' 
1Q7.1:"n.fi.t 1r~P 
·-· 'r-r.ame .tiJl: 544 byti!s on wfrC! (.::n2 b1ts), S4.t:= bytes captured (4352 bfts) on fnterface O 
Interface id: O 
~nupsu 1 u ion ty¡>~: e f seo HDLC (ZS) 
Arrival Tita~: t<~y 26, 2014 19:59:23.7)6292000 -~ ~st. PAcifico, sud...Oric~ 
[TfJU shift for this p•d:~t: 0.000000000 soconds] 
Epoch Tlooe: l401U2363.1l6292000 seconds 
[Tf .. del u 'fr.,.. prevfous capturod fr,....: o. ~46576000 seconds] 
[Ti roe dolta froro prevfous dfsplayed fr..,.; o. $46576000 soconds] 
(Ti-ate sfnc~ rt!ference or first fra~M": 767~020605000 se-condsl 
Fnuae ~ur.ber: 4:U 
<rat ungth: $44 bytos (4352 biu) 
capture umgth: 544 byte> (4352 bits) 
[~rai!H! is ,..rl:od: nlso} 
[,~, ... is ignored: ~~lse] 
(.Prototols in frame: chdlc:ip:fc~:dat.a] 
[coloring Rule ""'""' IC>'P] 
(coloring Rule strfng: icq> 11 iaopv6] 
.:t cisco tfDI.;C 
• IntorlKit Protocol version 4, src: 192.170.6.3 (192.110.6.3). ost: 192.170.8.2 (192.170.8.2) 
:r:m.e:rne-t Control M~ssag~ Protocol 
Type: S (Hho (pfng) r~quost) 
codo: O 
checl:sUlO: Ox9fOT (<orrect] 
Idontffier (GE): 1 (OX0001) 
tdentifier (U): 256 (OxOlOO) 
sequence nuoober (Bt): 19SS (OX07~l) 
soquonce nuoober (Lf.): 41735 ,(Oxo307) 
fB@5Q001f trae:· .t;wl 







O'f oo os oo •5 oo oí 1< 
co aa 06 03 <O aa os 02 
61 62 63 ¡;.: 65 66 67 68 
71 72 73 74 :;s 76 ¡; e1 
~ 6b -6c 6d 6a 6f 70 71 
t:" ,.,. roe: .~:~ t:.,. .r.e- t::n ..: .... 
34 e7 00 00 7f 01 75 AO 
os 00 9f Oi oo 01 07 al 
69 6a 6b 6c 6d 6e 6f 70 
112 63 6& 65 66 67 66 69 
72 73 74 75 76 77 61 62 
.r.-t..,.,. 4::"" ~:. .. ,.-F ~n ..,.. ~..,., 





Fig. 4.2.28 Información detallada del paquete ICMP. 
• Protocolo de enrutamiento RIPvl: 
filo (do! y..., ¡¡o t.-P'""' ll••'YZ• 1mioticc T<los>t>onz Ioob Jntenulc l:lolp 
o ® ~ • t! [] ""' X 2 r., • o> 18 • _. (~.JlC( <!l. 0. a E::! ¡j ~ ~ ~ ~ 
fi!ter. 
r«>. •• ''!.í;n!.-.---~· ... -.---
274 671.959169192.170.~.2 
275 672.942297192.170.6.3 
276 673.02C)l23192.1~0.S. 2 
277 673. 9S792S 192.170.6. 3 
278 674 .()()4799 192.170. S. 2 





192.170. 6. 3 
192.170. &. 2 
192.170.6.3 
192.170. 6. 2 
192.1.70.6. 3 
192.110. 8."2 
192.li0. 6. 3 
192.170.8.2 











lm~,!t~ ~~- ,., .. ~, '"'"'r"-L s•• Echo (ping) reply 
s•~ Echo (pi ng) rf!quest 
S44 ECho (pfng) reply s•• Echo (ping) reque5·t 
544 echo (ptng) roply 
.~ I'Utae 279: 116 bytes on wir<! (928 bits), 116 bytes c•ptured (926 bits) on Interface O 
Interface id: O 
Enc~p•ulation type: (!seo HOlC (28) 
Arrlval Tf<oe: ~<ay 26. 2014 19:57:51.59$467000 Hora est. Pacifico. sud~rica 
[Tf,.. shlft for thls packet: o. 000000000 seconds] 
Epoch 1'1 .. : 1401152271. ~95487000 seconds 
[Tftae delu fr ... prevfou• <aptured fra ... : O.Sl'5001000 seconds] 
[Ti.,. delta fr011 previous dfsplayed fra11e: 0.875001000 second>) 
{Tilll! sfnce reference or flrn frl!ft: 674.Si'9600000 seconds] 
Fr~tlf!' ~'Uwber: 279 
l'ra""' Length: 116 bytos (928 biU) 
CApturo L""9th: 116 bytos (V2S bfts) 
,[Fralll! fs 11arked: F;olse] 
{'<ro.,. fs ignor•d: ~~1so] 
{,Prol:ocols fn fr....,: chdlc:ip:udp:rfp] 
















..... - ... ""· , .... .,.1 ... ·~-, 
ttl-62 (roquest in 273) 
t tl•127 (r~ply In 276) 
'ttl•62 (requut in 275) 
ttl•127 (reply in 276) 
nl•6l (requtst In 2:'1) 
tt1;;127 (rop y n 281 
t'tl-62 (requost fn lSO) 
ttl•l27 (roply in 281) 
n~-~~-(~oqu~st .In_~~~) 
{Colorlng Rule String: ( ! fp.dst- 214.0.0.0/4 M fp.ttl <S M !pi•) 11 (ip.dst- 214.0.0.0/24 M ip.ttl !• 1)] 
• ,C1SCO KDlC 
• 'Internot Protocol Vorslon 4, Src: 192.1!0.2.2 (192.170.2.2). OSti 255.255.2>5.21'5 (255.2S5.255:25S) 
'' user oaugra10 Protoeol, src Port: routor (SZO). ost Pon: rout~r · (SZO) - · 
, Routing Infor..,.tfon Protocol 
Fig. 4.2.29 Captura del RIPvl con Wiresbark 
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E4• fd•l ~- lic '"""'• l;n4tyn Sttbsiics l<l~ lools !mom•h !idp 
o e • • .,1 -:o• " X " - • -> ~ Y ~ [¡j¡f[j! ~ ~ & El iji ::rJ t3 ;.;; ~ 
tlo. lime Sovtct 
~29 765.067476192.170.8.2 
430 766.00.:980192.170.6.3 







192.170. 6. 3 
192.1(0.3.2 
192.170. 6. 3 
192. 170. S. 2 
192.170.6.3 
192.170. s. 2 
192.170.6.3 
192.170. S. 2 
!Jpfenion- o... ~.~, $: .. 
P•O!o<ol ltng!h ln!o 
I(IIP 544 tcho (pfog) r<!ply 
IC'P ~· Echo (pfng) r~quest 






$<4 Echo (pfng) roquo>t 
S<• ECho (ping) rep1y 
544 Echo (pfng) r•qu~st 
5o• Echo (ping) roply 
s•• Echo (plng) roquost 
.• Fra.,. 432: 96 bytes on wire (768 bits), 96 bytes captured (768 bits) on fnterhce o 
-! cisco KDLC 
·Internet Protocol verslon 4, src: 192.170.2.1 (192.170. 2.1), OSt: 255. 255.255.255 (255. 255.255. 255) 
usor ~ugram ·Protocol, src Port: routtr (520), O.t Port: .rouur (520) 
source pon: router (520) 
Destfnatfon port: router (520) 
ungth: 72 
·, ChecksUII: Oxe99S (valldation dfsabled] 
IR.outing Inf<M-IIátfon Protoc:ol 
co,...nd: Responso (2) 
versfon: IUPvl (1) 
JP Addross: 192.170.1.0. r~ott'it: 1 
Address nafly: IP (2) 
IP Address: 192.170.1.0 (192.110.1.0) 
l'.etrfc; 1 
tP Address: 192.170.4.0, Metrlc: 1 
Address Famlly: IP (2) 
tP Addr .. s: 192.170.4.0 (192.10'0.4.0) 
llnrfc: .1 
·• IP Addross: 192.170.6.0, >totric: 1 







lP Address: 192.170.6.0 (192.170.6.0) 
~~~o!etric: 1 
seci-1953/41223. ttl•62 (r~•·~ In 428) 
seq-1954/41<79. ttl•127 (r~ply fn 431) 
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Fig. 4.2.30 Información detallada del protocolo RIPvl 
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Routing Infor11.1tion PrOtocol 
Fig. 4.2.31 Información del protocolo RIPvl 
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LABORATORIO 4.3: CALCULO DE VLSM Y CONFIGURACION 
DE ENTRUTAMIENTO DINAMICO CON RIP V2 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de RIP versión 2. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Determinar la cantidad de subredes necesarias. 
• Determinar la cantidad de hosts necesarios para cada subred. 
• Diseñar un esquema de direccionamiento adecuado utilizando VLSM. 
• Asignar direcciones y pares de máscaras de subred a las interfaces del dispositivo. 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthernet. 
• Configurar una ruta dinámica con el protocolo de enrutamiento RIPv2 en todos 
los routers. 
• Verificar el enrutamiento RIPv2 con los comandos show ip route, show ip 
protocols y las actualizaciones de enrutamiento con debug ip rip. 
• Desactive la sumarización automática. 
• Examinar las tablas de enrutamiento. 
• Probar la conectividad de la red. 




En este laboratorio, el usuario armará y conectará la red que se muestra en el Diagrama 
de topología. Utilice la dirección 172.16.0.0/16 para obtener el direccionamiento IP 
usando VLSM, teniendo los siguientes requisitos: 
LAN 1 de RS: 118 direcciones IP de host. 
LAN 2 de R3: 86 direcciones IP de host. 
LAN 3 de R1: 50 direcciones IP de host. 
LAN 4 de R1: 24 direcciones IP de host. 
Considerando también las redes que hay entre router y router (enlaces WAN). 
Luego realice las configuraciones básicas en los routers y configure el enrutamiento 
dinámico para que se realice la comunicación de extremo a extremo entre los hosts de la 
red. Después de completar la configuración pruebe la conectividad entre los dispositivos 
de la red y fmalmente analizará el tráfico de paquetes en dicha topología. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN: 
Dispositivo Interfaz Dirección IP Mascara de Subred Gatewaypor 
defecto 
R1 sO/O 172.16.1.97 255.255.255.252 No aplicable 
s0/1 172.16.1.109 255.255.255.252 No aplicable 
fl/0 172.16.1.65 255.255.255.224 No aplicable 
f2/0 172.16.1.105 255.255.255.252 No aplicable 
f3/0 172.16.1.1 255.255.255.192 No aplicable 
R2 sO/O 172.16.1.101 255.255.255.252 No aplicable 
s0/1 172.16.1.113 255.255.255.252 No aplicable 
fl/0 172.16.1.117 255.255.255.252 No aplicable 
f2/0 172.16.1.106 255.255.255.252 No aplicable 
R3 sO/O 172.16.1.114 255.255.255.252 No aplicable 
s0/1 172.16.1.110 255.255.255.252 No aplicable 
fl/0 172.16.0.129 255.255.255.128 No aplicable 
R4 sO/O 172.16.1.102 255.255.255.252 No aplicable 
s0/1 172.16.1.98 255.255.255.252 No aplicable 
R5 g0/0 172.16.1.118 255.255.255.252 No aplicable 
20/1 172.16.0.1 255.255.255.128 No aplicable 
C1 VPCS 172.16.1.66 255.255.255.224 172.16.1.65 
C4 VPCS 172.16.1.2 255.255.255.192 172.16.1.1 
es VPCS 172.16.0.130 255.255.255.128 172.16.0.129 
C2 BUCLE 172.16.1.67 255.255.255.224 172.16.1.65 
INVERTIDO 
PCREAL NIC 172.16.0.2 255.255.255.128 172.16.0.1 
Tabla 4.3.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: EXAMINAR LOS REQillSITOS DE LA RED 
Examine los requisitos de la red y responda las siguientes preguntas. Tenga presente que 
se necesitarán direcciones IP para cada una de las interfaces LAN. 
l. ¿Cuántas subredes se necesitan? __ _ 
2. ¿Cuál es la cantidad máxima de direcciones IP que se necesitan para una única subred? 
3. ¿Cuántas direcciones IP se necesitan para la LAN de R5? __ _ 
4. ¿Cuántas direcciones IP se necesitan para cada una de las LAN de Rl? __ 
5. ¿Cuántas direcciones IP se necesitan para cada uno de estos enlaces W AN entre 
routers? 
6. ¿Cuál es la cantidad total de direcciones IP que se necesitan? __ _ 
7. ¿Cuál es la subred de menor tamaño que puede utilizarse? __ _ 
8. ¿Cuál es el número máximo de direcciones IP que se puede asignar en una subred de 
este tamaño? ---
9. ¿Cuál es el número total de direcciones IP que están disponibles en la red 
172.16.0.0/16? ---
1 O. ¿Se pueden lograr los requerimientos de direccionamiento de red utilizando la red 
172.16.0.0/16? ---
TAREA 3: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Una vez iniciado el equipo aparecerá el siguiente prompt: 
Router> 
Ingrese al modo privilegiado 
Router>enable 




PASO 1: Establezca la configuración global del nombre de host. 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname X:XXXXX (Escribir nombre deseado) 
PASO 2: Configure un mensaje para que se muestre al ingresar al ro u ter. 
Router( config)#banner motd 0/o Solo acceso a personal autorizado % (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y fmal del mensaje 
PASO 3: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router( config-line )# password XXXXX 
Router( config-line )# login 
Router( config-line )# exit 
Router( config)# enable secret XXXXX 
Router( config)# Une vty O 4 
Router( config-line )# password XXXXX 
Router( config-line )# login 
Router( config-line )# exit 
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PASO 4: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
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Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line console vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# Une console O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line con so le vty O 4 
Router( config)# exec-timeout 1 O 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
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TAREA 4: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
Aplique Los siguientes comandos: 
R1: 
Configuración para una interface serial DCE: 
R 1 ( config)# interface serial 0/0 
Rl ( config-it)# description conexion a R4 
Rl(config-it)# ip address 172.16.1.97 255.255.255.252 
Rl(config-it)#clock rate 64000 
Rl(config-it)# no shutdown 
Rl(config-it)# exit 
Configuración para una interface fasEthemet: 
Rl ( config)# interface fasEthernet 1/0 
Rl ( config-it)# description conexion a LAN 4 
Rl(config-it)# ip address 172.16.1.65 255.255.255.224 
Rl ( config-it)# no shutdown 
Rl(config-it)# end 
Rl ( config)# interface fasEthernet 2/0 
Rl ( config-it)# description conexion a R2 
R 1 ( config-it)# ip address 172.1.1.1 05 255.255.255.252 
Rl(config-it)# no shutdown 
Rl(config-it)# end 
Rl(config)# interface fasEthernet 3/0 
Rl ( config-it)# description conexion a LAN 3 
Rl(config-it)# ip address 172.16.1.1 255.255.255.192 





Configuración para una interface serial DTE: 
R4(config)# interface serial 0/0 
R4(config-it)# description conexiona R2 
R4(config-if)# ip address 172.16.1.102 255.255.255.252 
R4(config-it)# no shutdown 
R4(config-it)# exit 
NOTA: Seguir los mismos pasos para la configuración de las interfaces de los demás 
routers. 
TAREA 5: CONFIGURAR LAS RUTAS DINÁMICAS MEDIANTE EL 
PROTOCOLO DE ENRRUTAMIENTO RIPv2. 
PASO 1: Habilite un enrutamiento dinámico. 
Para habilitar un protocolo de enrutamiento dinámico, ingrese al modo de configuración 
global y utilice el comando router. 
Ingrese router ? en el indicador de configuración global para visualizar una lista de los 
protocolos de enrutamiento disponibles en el router. 
Para habilitar R1Pv2, ingrese el comando router rip en el modo de configuración global. 
Configuracion de R1: 
Rl #configure terminal 
Rl ( config)#router rip 
Rl ( config-router)# 
PASO 2: Ingrese direcciones de red, utilicé el comando version 2 para habilitar RlP 
versión 2 en cada uno de los routers. 
Una vez que se encuentre en el modo de configuración de enrutamiento, ingrese la 
dirección de red con clase para cada red conectada directamente por medio del comando 
network. 
Rl ( config-router)#network 172.16.1.96 
Rl ( config-router)#network 172.16.1.108 
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R 1 ( config-router )#network 172.16.1.1 04 
R1 (config-router)#network 172.16.1.0 
Rl ( config-router)#network 172.16.1.64 
R 1 ( config-router )# version 2 
Rl ( config-router)#no auto-summary 
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Rl ( config-router )#passive-interface fastethernet 1/0 
Rl(config-router)#passive-interface fastethernet 3/0 
Rl ( config-router)# 
Comando network: 
~ Habilita a RIP en todas las interfaces que pertenezcan a esta red. Ahora estas 
interfaces enviarán y recibirán actualizaciones RIP. 
~ Notifica esta red en actualizaciones de enrutamiento RIP que se envían a otros 
routers cada 30 segundos. 
El comando no auto-summary se utiliza para desactivar el resumen automático en RIPv2. 
Deshabilite el resumen automático en todos los routers. Los routers ya no resumirán las 
rutas en los bordes de redes principales. 
Enviar actualizaciones desde la interfaz desperdicia ancho de banda y recursos de 
procesamiento de todos los dispositivos de la LAN. Además, notificar actualizaciones en 
una red de broadcast es un riesgo para la seguridad. Las actualizaciones RIP pueden 
interceptarse con software analizador de protocolos. Las actualizaciones de enrutamiento 
pueden modificarse y enviarse de regreso al router, dañando la tabla del router con 
métricas falsas que orientan mal el tráfico. El comando passive-interface fastethernet 110 
se utiliza para deshabilitar el envío de actualizaciones RIPv2 a la interfaz. 
Al finalizar la configuración RIPv2, regrese al modo EXEC privilegiado y guarde la 
configuración actual para la NVRAM. 
Rl ( config-router)#end 
%SYS-5-CONFIG_I: Configured from console by console 
Rl#copy run start 
Los mensajes RIPv2 incluyen la máscara de subred en un campo en las actualizaciones 
de enrutamiento. Esto permite que las subredes y sus máscaras se incluyan en las 
actualizaciones de enrutamiento. No obstante, por defecto, RIPv2 resume las redes en los 
bordes de redes principales, como RIPv 1, excepto que la máscara de subred está incluida 
en la actualización. 
PASO 3: Configure RIPv2 en el router R3 por medio de los comandos router rip, network 
y versión2. 
R3( config)#router rip 
R3( config-router)#network 172.16.1.108 
R3( config-router)#network 172.16.1.112 
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R3( config-router)#network 172.16.0.128 
R3(config-router)# version 2 
R3(config-router)#no auto-summary 
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R 1 ( config-router )#passive-interface fastethernet 110 
R3( config-router )#end 
%SYS-5-CONFIG _1: Configured from console by console 
R2#copy ron start 
Al finalizar la configuración RIP, regrese al modo EXEC privilegiado y guarde la 
configuración actual para la NVRAM. 
NOTA: Seguir los mismos pasos para la configuración de los routers R2, R4 y R5. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de C 1, C2 (VPCS) y PC REAL. 
Fig. 4.3.2 Configuración de la Direccion IP de las VPCS 
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TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: V eri:ficar el direccionamiento IP y las interfaces. 

























OK? Kethod Statu.s 
'!ES NVRAM up 
Protocol 
up 
'!ES NVRAM up up 
'!ES NVRAH adainistrat1ve1y dovn down 
'!ES ~~ administratively down doWn 
'!ES NVRAH up up 
'!ESNVRAM up up 
YtS NVRAM up up 
Fig. 4.3.3 Tabla ip de Interfaces Activas de Rl. 
R2# show ip interface brief 
R2J 



















R2 - r: 
OK? Met:hod Sutus 
YES IMWi up 
Protocol 
up 
YES NVRAK up up 
YES HVR.AK actnú.nistratively down d.own 
YES MVRAK admini.stratively down down 
'liS HVR.AK up up 
YESIMWi up ~ 
YES HVR.AK administratively dovn down 
. ·--··------------
Fig. 4.3.4 Tabla ip de Interfaces Activas de R2. 
NOTA: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP 
y estén activas. 
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PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
Rl # show ip ro u te 
R2# show ip route 
Fig. 4.3.5 Tabla de enmtamiento de Rl 
Fig. 4.3.6 Tabla de Enmtamiento de R2 
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PASO 3: Utilice el comando show ip protocols para visualizar la información acerca de 
los procesos de enrutamiento. 
El comando show ip protocols se puede utilizar para visualizar información acerca de 
los procesos de enrutamiento que se producen en el router. Se puede utilizar este resultado 
para verificar los parámetros RIPv2 para confirmar que: 
~ El uso del enrutamiento RIPv2 está configurado. 
~ Las interfaces correctas envían y reciben las actualizaciones RIPv2. 
~ El router notifica las redes correctas. 
~ Los vecinos RIPv2 están enviando actualizaciones. 
Fig. 4.3. 7 Procesos de Enrutamiento 
R1 sí está configurado con RIPv2. R1 está enviando y recibiendo actualizaciones RIP en 
FastEthemetl/0, FastEthemet2/0, FastEthemet3/0, Serial0/0 y serial0/1. R1 está 
notificando las redes 172.16.1.96, 172.16.1.104, 172.16.1.108, 172.16.1.64 y 172.16.1.0. 
Rl tiene una fuente de información de enrutamiento. R2, R3, R4 y R5 le están enviando 
actualizaciones a R1. 
PASO 4: Utilice el comando debug ip rip para visualizar los mensajes RIP que se envían 
y reciben. 
Las actualizaciones rip se envían cada 30 segundos, por lo que deberá esperar para 
visualizar la información de depuración. 
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Fig. 4.3.8 Mensajes del Protocolo RIP 
El resultado de la depuración muestra que R1 recibe una actualización de los otros routers. 
Observe cómo esta actualización incluye todas las redes que Rl aún no tiene en su tabla 
de enrutamiento. Debido a que las interfaces FastEthemet3/0 FastEthemetl/0 pertenecen 
a la red 172.16.1.0 y 172.16.1.64 configuradas en RIPv2, R1 crea una actualización para 
enviar a esas interfaces. La actualización incluye todas las redes conocidas para Rl, 
excepto las redes de las interfaces, lo mismo ocurre para las otras interfaces. Por último, 
R1 crea una actualización para enviar a los demás routers. Debido a esto, R1 incluye en 




Para detener el resultado de la depuración configure el comando undebug all en el router. 
R1 
Fig. 4.3.9 Detener Mensajes del Protocolo RIP 
PASO 5: Verificar que hay conectividad completa en la red. 
Use el comando ping para verificar la conectividad. 
C:\~Vindc-ws\Si5tem32\c~d.exe 
- o ~ 
Fig. 4.3.10 Comprobación de conectividad entre C2 y PC Real 
Fig. 4.3.11 Comprobación de conectividad entre CS y C2 
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- o l3 
Fig. 4.3.12 Comprobación de conectividad entre C4 y PC Real 
PASO 8: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
(:\ VJ1ndc'.'6\s·1.rstern32\crnd.exe . . . 
Fig. 4.3.13 Forma de medición de la Latencia 
En la Figura4.3.15 se puede observar el envío de 100 ping con una trama de 1518 hacia 
la dirección 172.16.0.2. 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 




Tamaño de Trama 64 
(bytes) N°t N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°t0 Promedio 
Tiempo Mínimo 47 65 65 47 48 56 65 47 62 47 54.9 
(ms) 
Tiempo Máximo t05 t09 t33 t33 113 118 110 t05 t22 112 116 
(ms) 
Tiempo Promedio 82 84 92 84 82 82 85 80 85 8t 83.7 
(ms) 
Tabla 4.3.2 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 5t2 
(bytes) N°t N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°t0 Promedio 
Tiempo Mínimo 61 47 54 62 6t 59 63 61 63 58 58.9 
(ms) 
Tiempo Máximo 116 t37 125 292 118 t82 207 t94 117 204 169.2 
(ms) 
Tiempo Promedio 85 88 85 95 90 9t 87 86 85 89 88.t 
(ms) 
Tabla 4.3.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama t5t8 
(bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°t0 Promedio 
Tiempo Mínimo 63 63 62 57 63 57 6t 64 63 66 61.9 
(ms) 
Tiempo Máximo 205 t58 370 t37 235 349 243 140 t54 t25 211.6 
(ms) 
Tiempo Promedio 106 90 110 85 91 107 95 85 89 83 94.1 
(ms) 
Tabla 4.3.4 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 54.9 58.9 61.9 
Tiempo Máximo (ms) 116 169.2 211.6 
Tiempo Promedio (ms) 83.7 88.1 94.1 
Tabla 4.3.5 Comparación de datos obtenidos de las diferentes tramas. 
117 
INGENIERÍA ELECTRÓNICA 
Figure 1 - e '"' 
Rle Edit Vlew lnsert Tools Desktop Wlndow Help 
~ ...... -- ·_· -- ··---------- ----------::¡r,~r·-
0 E} Q (ij 1 ~ ¡ (+'"' El. o ® ';Q /. • i ~ ¡ o ~1 o {QJ 
~-----~--- -·----~--- --- --- --.-- -·~- - - - ------------,-
lATENCIA 
~Or-----r-----~----~----,-----~-----r-----r-----, 
--+-TIEMPO MiNJMO {ms) 
200 --+-TIEMPO MAXIMO (ms) ~-----------~---··--·----:------------~ 
'" .-::-="j~P<>_f'1<oro_':"'.L ----- ¡-··------..l .... -----¡--------- ·j···------
160 
1 • • • 
• 1 • • • 
• • • 1 • • 1 
... --- ...... --- ... "' .. -- .. -.. ---- .. _._ ------- .. --- .. -- .. -- .. -.... -... "'- ....... -- .......................... -......... -...... "-- ........... -... -- ... ., __ .. -... -----
• ' 1 1 1 • 1 
• • • o • • 
• ' • 1 • • 
• • ' • • 1 . . . . . . 
........................... ~ ........................... J ............. 1tP : : e ...... ~ ................................. ~ ................ f ...... .. . . . . . . 
• o • ' • 
• 1 • 1 • . . . . . 
• o .. • o 
400L-----2~00-----4~00-----6~0-0----~80-0----1-0L00----~12~00~---14~0-0--~1600 
TAMAÑO DE TRAMA (bytes) 
Fig. 4.3.14 Datos representados gráficamente de la variación de la latencia 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 64.1 ms a diferencia de una trama de 
64 bytes con 57.6 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 
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Fig. 4.3.16 Configuración del Jperf como Servidor para medir Jitter. 
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Configuración del Jperf como cliente para medir Throughput: 
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Fig. 4.3.17 Configuración del Jperf como Cliente para medir Throughput. 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx {Mbps) 5 5 5 
Tramas Transmitidas 8334 5557 4168 
Tramas Recibidas 8334 5557 4168 
Tramas Perdidas O (0°/o) 0(0%) O (0°/o) 
Tramas Recibidas (pps) 835 556 417 
Tabla 4.3.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Lonftitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 4 5 10 
Velocidad de Rx (Mbps) 1 4 5 10 
Tramas Transmitidas 852 3400 4253 8504 
Tramas Recibidas 852 3400 4253 8504 
Tramas Perdidas 0(0%) 0(0%) 0 (0°/o) 0 (0°/o) 
Tramas Recibidas (pps) 85 340 426 850 
Tabla 4.3. 7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Lonftitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 12 15 20 50 
Velocidad de Rx (Mbps) 10.83 7.25 5.63 4.029 
Tramas Transmitidas 10205 12751 17007 42447 
Tramas Recibidas 9455 6330 5064 3512 
Tramas Perdidas 750 (7.3°/o) 6421 (50%) 11943 (70%) 38935(92%) 
Tramas Recibidas (pps) 977 1284 1741 4062 
Tabla 4.3.8 Datos obtenidos de Throughput para una longitud de trama de 1470 
bytes. 
En la tabla 4.3.8 observamos que el número de pps aumenta conforme se incrementa la 
velocidad Tx, pero también aumenta el nueros de paquetes que se pierden en la red sin 
llegar a su destino, esta topología solo nos soporta una velocidad de Tx de 
aproximadamente unos 1 O Mbps, con velocidades mayores a esta encontramos mucha 
perdida de paquetes en la red establecida. 
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Fig. 4.3.20 PPS vs. Velocidad Tx 
En la figura 4.3 .18, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 5 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 835 pps, con una trama de 1125 se envía 556 pps y con una 
trama de 1500 se envía 417 pps. 
Mientras en la figura 4.3 .19, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx variada desde 
1 Mbps hasta 1 O Mbps sin que se produzcan perdidas en el envío, como los datos que se 
muestran en la tabla 4.3.8 nos indican que enviando tramas a una velocidad mayor de los 
12 Mbps se producen pérdidas de paquetes en la red, en la gráfica se observa que a 1 
Mbps se envían 85 pps, en cambio a 1 O Mbps se obtiene 850 pps. 
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PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 5 5 5 
Tramas Transmitidas 8334 5557 4168 
Tramas Recibidas 8334 5557 4168 
Tramas Perdidas 0(0%) O (Oo/o) 0(0%) 
Jitter(ms) 2.527 3.089 3.777 
Tabla 4.3.9 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 4 5 10 
Velocidad de Rx (Mbps) 1 4 5 10 
Tramas Transmitidas 852 3400 4253 8504 
Tramas Recibidas 852 3400 4253 8504 
Tramas Perdidas 0(0%) O (Oo/o) O (OOfc,) 0 (0°/o) 
Jitter (ms) 4.610 3.103 2.812 1.786 
Tabla 4.3.10 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama(bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 12 15 20 50 
Velocidad de Rx (Mbps) 10.83 7.25 5.63 4.029 
Tramas Transmitidas 10205 12751 17007 42447 
Tramas Recibidas 9455 6330 5064 3512 
Tramas Perdidas 750 (7.3o/o) 6421 (50o/o) 11943 (70o/o) 38935(92%) 
Jitter (ms) 1.841 2.9 3.083 3.977 
Tabla 4.3.11 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
En la tabla 4.3 .11 apreciamos que la red establecida nos soporta una cantidad de velocidad 
Tx inferiro a los 12 Mbps a cantides mayores el jitter no aumenta demasiado, pero 
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En la figura 4.3.22 se observa los valores del Jitter obtenidos al enviar diferentes tamafios 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 5 Mbps, se puede observar claramente que con una trama de 750 bytes se tiene un Jitter 
de 2.52 ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de 3.77 ms. 
En la figura 4.2.23, se observa los valores del Jitter obtenidos al enviar paquetes UDP de 
1470 bytes utilizando una velocidad de Tx que varía entre 1 Mbps y los 10 Mbps, sin 
que se pierdan paquetes en la red, se puede observar claramente que con una velocidad 
Tx de 1 Mbps se tiene un Jitter de 4. 61 ms a diferencia que a una velocidad Tx de 10 
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Fig. 4.3.24 Resultados al medir Throughput como servidor 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz f2/0 de Rl. 
• Captura de paquetes ICMP. 
[~e [dil ll'ew !lo """•• én>l)"' ~rti<tic< T ...,,""l lool< !nt.,..l< I:!"P 
ó fi; 4 •11. H~X2 ·:,• •oQY* (i!Iciij El.El.Q.O ti[!JPA~;@ 
No. • "'" T_.~ •• ..,.,._..,~":._ ......... . 
740 534.755415172.16.0.2 
7~1 535. 70292.2 1(2.16. t. 67 
;.:z s:n.?-'9198 t72.t6.o.z ......... 
744 536.71SS471i2.1G.1.67 















l~~ ... ~~- "' ..... ~, ......... _ ... 
SS< <cho (plng) rftply 
SS4 <cho (plng) requesr 
ss• echo (pfng) reply 
1419·FF* 
SS< Echo (¡>fng) request 
SS' F.cho (plng) reply 
747 537.817910172.16.0.2 
74S 518. 7~5<25 172.16.1. 67 
749 53$. &27926172 .16. o. 2 
750 539. C49SOO 172.16.1. 67 
751 539.612300172.16.0.2 
172 . .16.1.67 IO'P S54 'ECho (ping rep y 
172.16.0.2 IC>'P $54 echo (plng) requut 
172,16.1.67 ICI'P 554 Echo (plng) reply 
172.16. O. 2 ICI'P 554 Echo (plng) request 
112.16.1. 67 ICI-'P SS< Echo (plnq) reply 
~ FraM ;.c6: 554 bytes on wfre 
tnt~rfact id: O 
(4432 bits), 554 bytes ca¡nured (4432 ·bits) on interface o 
Encapsulotion type; Ethernet (1) 
Arr1v~1 Time: lun 21~ 2014 .l4;015:S':".SS97.17000 Hor4' est. Pacifico. sudaafrfca 
[TI..., shift for thls pod:ot; 0.000000000 seconds] 
l[poch TillO: 1t::03J71611. 589717000 ~QCondS 
[Titae delt.a fro. previous captúr"ed fra.e: O. 953132000 seconds] 
[1'1,.. d•lta fr001 prevlous dtsplayed fu,..; 0.953132000 secondsl 
['t1~ s1nce reference or fir.st fratte: 537.714176000 seconds] 
rratae NUCiber: 746 
<'roh Length; SS' byt•• (4432 bits) 
capture Length; 554 bytes (<432 bits) 
[Fr~ is rsarkcd: Falst!} 
[•ra..., 1s lgno.-•d; .. ls<>J 
(Prot:ocols in ff"aaf!: eth:ip: 1~:dat:a] 
[coloring :Rulo Na .. : l~P] 
[cotor1ng Rule Strlng: le~ JI l<"'''v6] 






...... •--• , .... r•z .,, .~ ... , 
ttl•62 (request In 739) 
ttl•l27 (reply In 7~2) 
ttt-62 <r•nu•" in 1•n 
ttl•l2t (reply hl ;4 5) 
ttl-<i2 (l"e t!'St fn ;.:4} 
1d-ox0001, seq-.256/1. tt ·-62 (r-equ~st. in 746) 
ld-oxOOOl, soq•257/257, ttl•127 (reply in 749) 
ld-QXOOOl. seq•257/257, ttl-(12 (request ·fn l'4S) 
ld..Ox0001, seq•2S&/S13, ttl•127 (reply in 751) 
ld.OXOOOl, soq-?.58!513, tt1•62 (request In 750) 
·Ethernrt .u. src: cc:03;02:<c;00;20 (cc:Ol:02;7c;00;20), en: cc;01:12:6c:00;20 (cc:01:12:6c:00;20) 
:o Internet Protocol version 4, src; 172.16.1.67 (112.16,1.67), ost; 172.16.0.2 (172.16.0.2) 
-.· Inte:r"ñét control ~essaoe Prot:o(ol 
Fig. 4.3.25 Captura de paquetes ICMP con Wireshark 
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- ........... ... ¡¡ .• - ~ 
744 5:!6.ilS~7li'l..16.1.67 172.16.0.2 ICfo!P 1d..OX000l, s•q•.i!S5/6S2SO~ ttl•127 (roply 1n 74S) 
't FrDK!' i'-41: 554 b)~''tc!S on wirC! (4432 bits), 554 bytes ,capture:d (4412 bits) on ·fnt&r"face o 
• Ethernet JI, s.-e; cc:03:02;7c;00;20 (cc:03:02:7c;00;20), ost; cc:OI:l2;6c;00;20 (cc:Ol:l2;6c;00;20) 
l'nt.ernet Protoco1 Vér"sicn 4, sre: H'2.1G.1.67 (172.1G.l .. 67). ost: 17-2.16.0.2 (;111..16.0.2) 
version: 4 
Headrr length: 20 bytes 
~., oifferotntiated servfces Field: oxoo (OSCP OXOO: oefault: rECN: OXOO: Not-ECT ('-'Ot ·ECN-capable Tran:sport)) 
Total Le-ngth: ~o 
Z:dflrtiffc.at:fon: ·Ox1.a6S (6757) 
:~· -F l ags : OXOO 
Fragaem off su: o 
TiM "tO lfvo: 127 
Protocol: IO!P (1) 
::-• H~adl!r chll!!ck:svm: OxcG16 [corrl!'ctl 
SOut'Coé! 17l.l6.L67 (1;2.36.1.67) 
OOStfnotion; 172.16.0. 2 (172.16. O. 2) 
(sourc~ GMIP: unl-nown} 
(oesttnat1on GeoiP: uns:,.,.....,¡ 
,_ Int-4!rnet Control ~éssagtt Prot:ocol 
T)'Pe; s (<cho (plng) request) 
co<l•; o 
cf,ecksu=: oxasac (co~rect] 
Idant1fior (B&): 1 (OxOOOl) 
Ident1fler (LE); 256 (0X0100) 
soquonce num.r (8E): 254 (O><OOf•> 
sequence .ntl!llbel"' (U~): 65024 (oxf@OO) 
rs.s=spoc$f frge: 7421 
~- Data (512 bytes) 
Fig. 4.3.26 Información detallada del paquete ICMP 
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• Protocolo de enrutamiento RIPv2: 
C•pt""' l!nolr.• ~;,;a T<l.,..on¡: 1.... ¡,....,.,,, l!d!> E ... fdi: ~.w W> 
o ® 1:1 ·~ 4!. .:_:; .., 2: el co e) OCO lF ~ [-~: 0: <!l. 121. ~ G Id 1"1 O $,; ~ 
No. ltme! 5outu 
771 S« B. 952')46172.16.0. 2 
776 S49. 6404~S V'2.16.1.106 
t=:' ,® ·tJVPd'~ ··• ·k u ..... ¡ 





id.OxOOOl, s~·267 /2817, t.t 1•62 (l"equtn in '70) 
i7S 5119.6404451;'"2.16.1.106 
779 549. 640;2..:: S 172.16.1.106 
780 s-&9.921696172.16.1.67 









SS• <cho (plng) r-en id..Ox0001. SO<I•26S/307!, <t1•127 (r•ply in 781) 
5~~ <el'? (plng) r~ply id..Ox0001; ••q-265/3073, tt1..;!2 (r•quesc in 7SO) 
f."r.ute 7i7: 166 'bytots on wfrt (1328 bft..S),. Uli6 bytes capt.llr'ctd (1.326 bits) on fnt•rf.ac-o o 
Int~f.acll! fd: ·O 
t:ncapsulation type: EtMrnet (1) 
Arrhr.al Thn~: lun 21, 2014 u:o7:09.49S9SGOOO ttora .o-st. P.1cff1co. Suda.frfca 
{Ti"" shift for chis pacl<et! 0.000000000 seconds] 
[poth "l'i .. : l<OH77629.495986000 seconds 
('1"1.-é delta fro. pr@vious captut'éd f"ra~: 0.000000000 Sf!conds] 
{Ti- delt~ fr~ previous di:sph.yed fra.e; 0.000000000 seconds] 
(TiM '!Ofnc.ct r'4!f42"J'enca or ffrst fr~: So49.64:0USOOO saconds] 
FraD@ ~r: 717 
Fr.a.IIM! Length: 166 bytes (1328 bfts) 
Capturo Ltngth: 166 by<os (132• bico) 
[F"rMI! is •arkéd: False] 
(r-r~ i:s 1qnored: J'alse] 
[Protocols in fr.aiiCt: •th:1p:udp:t'fp} <:============ 
t~:~:~;: :~!: ~:~~~~p] <:=========== 
"thornet n, src: cc:Ol:12:6c:00:20 (cc:o1:l2:6c:00:20), Dst: cc:ol:02:7c:00:20 (cc:03:02:7c:00:20) 
• ~"!~~~a;~:_o;~!l:~~:~~onsr:·P:~~ ;~!~·~si~.<~~·!:;.!;1~~~~(~2~~2.16.t.tos (172.26.1.105) -<:=::::==========-
.+-- t~.outfng InforAr.Atfon Protocol 
0000 ce 03 02 7c 00 20 ce 01 12 ac 00 20 08 00 ~5 co 
0010 00 9S oo oo 00 00 ff 11 Sf' u .ac 10 01 O.il ac 10 
0020 01 69 02 os O> os oo s• 90 49 02 02 oo oo oo 02 
0030 00 00 u 10 00 00 ff ff ff 80 00 00 00 00 00 00 
~~~~~~~~~~~~~~~H~~ 
... 1 •••• 1 ... ~. 
: ¡:::::: :-i:: :!: : 
Fig. 4.3.27 Captura del protocolo RIPv2 con Wireshark 
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fie fá< !(oew ¡¡o ~f9!U<e ·&ulr-< ~;,, Tdqohonz Iools lrt<rn>ah l!dp 
o ® il e a! c.; "" n e ~, <- o> o w ~ l :: ~; 0. 121. ~ t:!J 111 í'I'J o ~ f~ 
8 . , 1 
• ·~ 1 
o. 'El' -. ,J ~""' "S;J,.Plr.("' .... " 1(. l" ..--.- - -~ ' .... :- ......... -- __ _,._.::-·· ~__. "' -- ..... ~ ........... - ,_....._.,_._ ... ~ ..... , ... '-......,._ - ...... _;·~~--- ~~~ 
.. Aif'Yl ~t - . ' . - . - - - - ~ - • •' .• -- -~ 
179 ~9.64().14517~.16.1.106 172.16.1.105 ~tPv2 166 Rosoonu 
.,..., 777: 166 bytes on wire (1328 bits), 166 by< es <:~tured (1328 bies) on irttl!l'face O 
• tt~rn•t u, s.-e: cc:01:12:6c:00:20 (cc:01:12:6c:00:20), ost: cc:OJ:02:7c:00:20 (cc:OJ:o>:;c::OO:ZO) 
Internot Protocol version 4, Src: 172.16.1.106 (112.16.1.100), ost: 1<2.16.1.105 (172.16.1.105) 
versfon: 4 
Heodl!l' 1 ongt h: 20 by< es 
• DffffH"entfnctd Sel"vices J=1Qld: OxcO (DSC'P OX30: class se11ictor 6: (:CN: O>;OO: NOt-~CT (Ncn: [CN-capable Tr.anspon:)) 
Toul Length: 152 
ldentifiution: OxOOOO (O) 
·• J=lags: oxoo 
F"rag•nt off~et.: o 
Tl.,. to live: 255 
Protocol: ·UOP (17) 
... Head~ cMd:su.: Ox5fa1 {cor.rect] 
source: 172.1(;.1.106 (172.16.1.106) <::<~========== 
Destinotion: 172.16.1.105 (112.16.1.105) 
(source GeoiP: Unl:nown] 
(Destfnation GG'OIP! unknown} 
us-er oatagr.aa Protocol, src POt't: r-outer (520). ost: Potl:: router (S20) 
Rout tng lnforcaation 1Protocol 
c.,.....,.,, Response (2) 
,. ~!r!:=!s:~i~2~i!.o.o. Mel:r1c: 2 <:;:,========= 
+ :X_, AdcfftU: 172.16.0.128, Mtt:ric: 2 
IP Adáress: 172.16.1.g6. ~ctt.ric: 2 
• IP Address: 112.16.1.100. fo':et.ric: 1 
·t IP Addre:;s: 172.16.1.112, ~-etric: 1 






ce O.J 02 7c 00 20 ce 01 
009800000000Hll 
01 69 02 os 02 os 00 &4 
00 00 ~e 10 00 00 ff ff 
00 02 00 02 oo 00 ~e 10 
~ nn .nn """ '""' ""' "" n-, 
12 6c 00 20 OS 00 4S cO 
Sf al oc 10 01 !!a ac 10 
90 49 02 02 00 00 00 02 
ff 80 00 00 00 00 00 00 
~ ~ !! !! !! ~~ ~~ ~ 
... r •••• 1 .•.•. 
:1:::::: :-1::L 
Fig. 4.3.28 Información detallada del protocolo RIPv2. 
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LABORATORIO 4.4: CONFIGURACION EIGRP 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de enrutamiento EIGRP. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet. 
• Configurar el enrutamiento EIGRP. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.16.1.0/16 para obtener el 
direccionamiento IP usando VLSM para las interfaces seriales y utilizar la dirección 
192.168.1.0/24 para LAN R1, la dirección 192.168.2.0/24 para LAN R2 y dirección 
192.168.3.0/24 para LAN R5, teniendo los siguientes requisitos: 
LAN Rl: 20 host. 
LAN R2: 30 host. 
LAN RS: 1 O host. 
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SVV2 . _ 
f':¿?~ !C----1°!_.;:_-."'-==-.... ~:._~-/b------o-2 [~ J 
'-~~- ) fl/0 - ·- . 
192.168.2.0/24 
Fig. 4.4.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Inteñaz Dirección IP Mascara de Gatewaypor 
Sub red defecto 
R1 sO/O 172.16.1.1 255.255.255.252 No aplicable 
s0/1 172.16.1.17 255.255.255.252 No aplicable 
s0/2 172.16.1.5 255.255.255.252 No aplicable 
fl/0 192.168.1.1 255.255.255.0 No aplicable 
R2 sO/O 172.16.1.6 255.255.255.252 No aplicable 
s0/1 172.16.1.13 255.255.255.252 No aplicable 
fl/0 192.168.2.1 255.255.255.0 No aplicable 
R3 sO/O 172.16.1.2 255.255.255.252 No aplicable 
s0/1 172.16.1.9 255.255.255.252 No aplicable 
R4 ' sO/O 172.16.1.18 255.255.255.252 ·No aplicable 
s0/1 172.16.1.10 255.255.255.252 No aplicable 
s0/2 172.16.1.14 255.255.255.252 No aplicable 
fl/0 172.16.1.21 255.255.255.252 No aplicable 
R5 sO/O 172.16.1.22 255.255.255.252 No aplicable 
fl/0 192.168.3.1 255.255.255.0 No aplicable 
C1 BUCLE 192.168.1.2 255.255.255.0 192.168.1.1 
INVERTIDO 
C2 VPCS 192.168.2.2 255.255.255.0 192.168.2.1 
C3 VPCS 192.168.1.3 255.255.255.0 192.168.1.1 
C4 NIC 192.168.3.2 255.255.255.0 192.168.3.1 
Tabla 4.4.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Ro u ter# 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al ro u ter. 
Router( config)#banner motd % Solo acceso a personal autorizado % (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje. 
PASO 4: Configure las contraseíias de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line con so le O 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
Router(config)# enable secret XXXXX (Escribir contraseña deseada) 
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Router( config)# Une vty O 4 
Router(config-line)# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# Une console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line console vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# fine con so le O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# fine con so le vty O 4 
Router( con:fig)# exec-timeout 1 O 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( con:fig)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
Aplique Los siguientes comandos: 
R1: 
Configuración para una interface serial: 
Rl ( config)# interface serial 0/0 
Rl(config-if)# description conexiona R3 
Rl(config-if)# ip address 172.16.1.1 255.255.255.252 
Rl(config-if)# clock rate 64000 
Rl ( config-if)# no shutdown 
Rl(config-if)# exit 
Rl(config)# interface serial 0/1 
Rl(config-if)# description conexiona R4 
Rl ( config-if)# ip address 172.16.1.17 255.255.255.252 
Rl(config-if)# no shutdown 
Rl ( config-if)# exit 
Rl ( config)# interface serial 0/2 
Rl ( config-if)# description conexion a R2 
Rl(config-if)# ip address 172.16.1.5 255.255.255.252 
Rl ( config-if)# no shutdown 
Rl ( config-if)# exit 
Configuración para una interface fasEthemet: 
Rl ( config)# interface fasEthernet 1/0 
Rl(config-if)# description conexiona LAN 1 
Rl(config-if)# ip address 192.168.1.1 255.255.255.0 
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Rl(config-if)# no shutdown 
Rl ( config-if)# exit 
NOTA: Seguir los mismos pasos para los demás routers con sus respectivos 
parámetros. 
TAREA 4: CONFIGURAR EIGRP. 
PASO 1: Para configurar EIGRP, Utilice el comando. 
Ro u ter( config)#router eigrp [ autonomous-system] 
Router( config-router)#network [ network -adress] [ wildcard-mask] 
R1: 
Rl ( config)# router eigrp 1 
Rl ( config-router)# network 172.16.1.0 0.0.0.3 
Rl(config-router)# network 172.16.1.4 0.0.0.3 
Rl(config-router)# network 172.16.1.16 0.0.0.3 
Rl(config-router)# network 192.168.1.0 0.0.0.255 
Rl(config-router)# exit 
NOTA: Seguir los mismos pasos para los demás routers con sus correspondientes redes. 
PASO 2: Modificar bandwidth. 
R1: 
Rl ( config)# interface serial 0/0 
Rl ( config-if)# bandwidth 64 
Rl ( config-if)# exit 
Rl(config)# interface serial 0/1 
Rl ( config)# bandwidth 1544 
Rl(config-if)# exit 
Rl(config)# interface serial 0/2 
134 
INGENIERÍA ELECTRÓNICA 
Rl(config)# bandwidth 1024 
Rl ( config)# end 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
VPCS 
Virtual PC Simulator for Dynarnips/GNS3 
Fig. 4.4.2 Configuración de IP para VPCS. 
PCREAL 
P··cpiedades.: P··ctccolc de l'lte''1et ve'sié•l.:. :JCP/IPv... ~ 
General 
Puede hacer que la configuradón IP se asigne automáticamente si la 
red es compatible con esta ñmcionalidad. De lo contrario, deberá 
consultar con el admnistrador de red cuál es la configuración IP 
apropiada. 
()Obtener una dirección IP automáticamente 
i.!l Usar la siguiente dirección IP: 
Dirección IP: [ .l92 :-_166 -~3 _ -~~ 2 _] 
.. -
Máscara de subred: 255 • 255 • 255 • O 
Puerta de enlace predeterminada: r 192 ... 166 . 3 -: .i-= 
Obtener la d'rección del serY.dor D,'IIS automáticamente 
\!.! Usar las siguientes direcdones de servidor DNS: 
Servidor DNS prererido: . . ,, 
'-----~ ---L--
Servidor ONS alternativo: 
O Vahdar configuraóón al salir Opciones avanzadas ••• 
Aceptar 1 r Cancelar 
Fig. 4.4.3 Configuración de IP para PC REAL. 




TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar configuraciones. 
R4#show ip route 
Muestra el contenido de la tabla de enrutamiento IP. 
Fig. 4.4.4 Tabla de enrutamiento de R4. 
R4# show ip protocols 
Muestra los parámetros del protocolo, como AS, valores de los parámetros Kl, K3, el 
valor de AD, etc. 
Fig. 4.4.5 Tabla de Protocolos. 
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R4# show ip eigrp neighbors 
Muestra las adyacencias o vecindades de un router. 
R4 
Fig. 4.4.6 Tabla ip eigrp neighbors. 
R4# show ip eigrp traffic 
Permite visualizar cuantos paquetes de mensajes EIGRP se están enviando: consulta, 
respuesta, acuse de recibo, saludos. 
Rt. 
Fig. 4.4. 7 Tabla ip eigrp traffic. 
R4# show ip interface brief 
Muestra un breve resumen de la información y del estado de una dirección IP. 
R4 
Fig. 4.4.8 Tabla ip interface brief. 
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R4# sbow ip eigrp topology 
Muestra la tabla topológica, en donde encontramos su FD. 
R4 - o ~ 
Fig. 4.4.9 Tabla ip eigrp topology. 
R4# show running-conflg 
Muestra la configuración actual en la RAM. 
R4 - o ~ 
Fig. 4.4.10 Tabla show running-conflg. 
138 
INGENIERÍA ELECTRÓNICA 
PASO 2: Utilice el comando ping para probar la conectividad entre los routers que 
no están directamente conectados y también la conectividad entre bost. 
PING ENTRE ROUTERS 
Fig. 4.4.11 Prueba de conectividad entre routers. 
Fig. 4.4.12 Prueba de conectividad entre routers. 
Virtual PC Simulator for Dynarnips/GNS3 - Cl ~ 
PING ENTRE HOST 
Fig. 4.4.13 Prueba de conectividad entre bost. 
NOTA: Realizar las pruebas faltantes. 
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TAREA 7: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 10 muestras sucesivas de 100 ping desde el C1 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64,512 y 
1518 bytes como se especifica en el RFC 2544. 
C:\Windmvs\system32\cmd.exe - Cl &3 
c'"ping 192.163.3.2 -1 151.3 - n 100 1 
Fig. 4.4.14 Forma de medición de la latencia. 
En la Figura 4.4.14 se puede observar el envío de 100 ping con una trama de 1518 hacia 
la dirección 192.168.3.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 80 110 115 111 114 115 117 110 115 111 109.8 
(ms) 
Tiempo Máximo 188 141 124 127 135 126 124 130 123 130 134.8 
(ms) 
Tiempo Promedio 124 122 117 121 120 122 120 121 119 123 120.9 
(ms) 




Tamaño de Trama 512 
(bytes) N'l N°2 N°3 N°4 N°5 N°6 N°7 N' S N°9 N°10 Promedio 
Tiempo Mínimo 111 116 114 112 116 117 111 113 112 111 113.3 
(ms) 
Tiempo Máximo 129 198 193 129 151 123 129 135 129 130 144.6 
(ms) 
Tiempo Promedio 119 122 121 119 121 120 120 119 121 123 120.5 
(ms) 
Tabla 4.4.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1518 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 147 142 146 142 145 145 142 145 142 144 144 
(ms) 
Tiempo Máximo 167 160 165 159 154 164 158 161 159 270 171.7 
(ms) 
Tiempo Promedio 152 151 149 152 148 151 154 149 154 155 151.5 
(ms) 
Tabla 4.4.4 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 109.8 113.3 144 
Tiempo Máximo (ms) 134.8 144.6 171.7 
Tiempo Promedio (ms) 120.9 120.5 151.5 
Tabla 4.4.5 Comparación de datos obtenidos de las diferentes tramas. 
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Figure 1 - e &:i 
Ale Edit View lnsert Tools Desktop W"mdow iHefp 
o--ef ~ ~ 1 ~ 1 ~~o®~ /a ·1 @_¡1 o~~ o ¡g¡ 
LATENCIA 
180 ~;:=::r::===r::===:J====:c:;:-:-:--:-, 
-t-TIEMPO MÍNIMO (ms) 
170 - --+-TIEMPO MÁXIMO (ms) 
--+--TIEMPO PROMEDIO (ms) 
-----&·-------~-------- -' ' ' ' ' ' ' ' 
' ' ' 
160 --------~--------~--------~--------!--------t-- ----t--------t-------
1 • 1 1 1 
1 1 • 1 ' 1 
1 1 1 • 1 1 
0' 150 -------r--------r--------~--- ---1--------!--------!/t:-------~---~-.S 
<: 






• 1 1 • 1 1 1 
1 1 1 • 1 1 1 
1 ' • 1 1 
1 1 1 • 1 1 -------r--- ---r--------r----·---,-·---·-·r····- ., ....... r-------
' ' ' ' ' ' ' ' ' ' 
--~--------·--------·--------·------~-·--------·--------·-------' 1 ' 1 • • 
• 1 1 1 • 1 
1 1 1 • 1 1 
1 1 1 1 1 1 
1 1 1 1 1 • 
200 400 600 800 1000 1200 1400 1600 
TAMAÑO OE TRAMA (bytes) 
Fig. 4.4.15 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 151.5 ms a diferencia de una trama de 
64 bytes con 120.9 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
. Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 




Configuración del Jperf como servidor con UDP Packet Size de 750 Bytes. 
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OvJose the erotocd to use 
Oro> 
..,.......,e. 2: -=-... .. : .,., ... __ ., ¡; """" ro>,.,-, 
'~·I.DP -- ... : .,.,......, o -., .. 1: -~--.... m: ..... 




122 KByte:s 996 Kbite/eee 0.002 1M 1546661125/ 16< (9.Se+0081U 
U2:P::Sy:u 1002 Pbite/eec 0.001 rr~ 01 1E7 10\J 
122 K8yti!!!S 1002 Kbi t.:s/ se e 0.001 ~ 0/ 167 (0\) 
122 KByces 996 Kbit.e/eee 0.002 fr.$ O/ 166 (0\) 
4.0- s.o aee 122 T.B)"tea 1002 Rbiu/see o.ooo tt.s O/ 1-157 (0\) 
122 P'J!ytes 1002 Rbite/eec 0.002 D3 0/ lE7 (0\) 
.e.o- 7 .o eec 122 r.Byt.es 996 ltbit.e/~ee o.ooo !U O/ 1<6 10'1 
7.0- :e.o .sec 122 Y.Byus 1002 Rbiu/eee 0.001 %t..3 O/ 1<7 IO'J 
s.o- !LO aec 14:=: r.Bytes 1002 Y.bits/sec 0.002 m.!! O/ Hi7 (Ot) 
Q,QwlQ.O ~ee H20 F.B)'tt.::! lOO O F.bi u/e:ec o.ooo lr.3 0/ 1E66 10\) 
Fig. 4.4.16 Gráfica de Bandwidth y Jitter. 
bin/ipe:rf .• exe -s -u -P O -i 1 -p 5001 -1 750.06 -f k 
Se:rve:r listening on UDP po:rt 5001 
Receivinq 750 byte datagrams 
üDP buffer size: 64.0 KByte (default) 
OpenSCManage:r failed - Acceso denegado. (0x5) 
[152] local 192.168.3.2 port 5001 connected with 169.254.35.253 port 50976 
i ID} Interval Transfe:r Bandwidth Jitter Lost/Total Datagran.s 
(152) 0.0- l. O sec 122 KBytes 996 Rbits/sec 0.002 Il'o3 1546661425/ 166 (9.3e+008%) 
[152] 1.0- 2.0 sec 122 KBy-tes 1002 Rbits/sec 0.001 Il"<S 0/ 167 (0%} 
{152] 2.0- 3.0 sec 122 KBytes 1002 Kbits/sec 0.001 Il'iS 0/ 16'7 (0%) 
{152j 3.0- 4.0 se e 122 KBy-tes 996 Kbits/sec 0.002 .ms 0/ 166 (0%.) 
[152) 4.0- 5.0 se e 122 KBy-tes 1002 Kbits/sec 0.000 Ir• S 0/ 167 (0%) 
[152j 5.0- 6.0 se e 122 KBytes 1002 Kbits/sec 0.002 ms 0/ 1.67 (0%) 
[1521 6.0- 7.0 sec 122 KBytes 996 Rbits/sec 0.000 II"<S 0/ 166 (O%) 
(l.52j 1.0- e.o sec 122 KBytes 1002 Kbits/sec 0.001 ms 0/ 167 (O%) 
(152) 8.0- 9.0 sec 122 KBytes 1002 Kbits/sec 0.002 ms 0/ 167 (0%) 
[152} 0.0-10.0 se e 1220 KBytes 1000 Kbits/sec o.ooo ms 0/ 1666 (O%) 
Fig. 4.4.17 Resultados al medir como servidor. 
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Configuración del Jperf como cliente con UDP Bandwidth de 1 Mbps y UDP Packet 
Size de 750 Bytes. 
ir«''!!I'!Wt 10: 
(>Bytes ·11: Secords 
0utput Fotmat tcats 
T<t""'Mode OOUOI 0Trod< 
b!st-1)0rt s,oo·t : 
........, ..... fle 
T----
5,001: 
(19:2J -6.0- 7~o·-~ec·· ·122 KB:z-tes 1.002 Kbitel:~ec --- ·- ·--···-------------·-··----·---·--·-- --~-- ··--·-·· -·-· -- ·-------
(1921 7.0- e.o sec 1¿2 KBl:"t~s 996 i!tbits/sec 
(19:2) e.o- 9.0 !5ec 122 RByt:e:~ 1002 Kbi'ts/eec 
(192) 9.0-10.0 eec 122 EtByt.e!l 1002 Rbite/.sec 
(1921 0.0-10.0 sec 12.20 :Gyt;e!!l- 1000 Kbh~/.sec 
[l92) Se:rver Repo:rt: 
(192] 0.0-10.0 sec 1220 R3yt;es 1000 Kbit!l/eec o.ooo m, O/ 1666 (Ot) 
{192] Se!lC l€66 datagrmr..!l' 
1 
·- ------------------- -- ----- ------·----------------- --- ---- ·--- --- ------ -- - ----- ""J 
Fig. 4.4.18 Resultados del Jperf como Cliente. 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Lon~itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 1 1 1 
Tramas Transmitidas 1666 1111 834 
Tramas Recibidas 1666 1111 834 
Tramas Perdidas 0(0%) O (OOJc,) O (Oo/o) 
Tramas Recibidas (pps) 166.6 111.1 83.4 




Lon,;tud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 0.8 1 
Velocidad de Rx (Mbps). 0.5 0.8 1 
Tramas Transmitidas 426 681 851 
Tramas Re.cibidas 426 681 851 
Tramas Perdidas O (0°/o) O (0°/o) O{Oo/ol 
Tramas Recibidas (pps) 42.6 68.1 85.1 
Tabla 4.4.7 Datos obtenidos de Tbrougbput para una longitud de trama de 1470 bytes. 
- o - [J -
~' -' 
File Edit View lnsert Tools Desktot: Window Help ., 
Fih Edi Vie\ lnser Too De5kt• Windc Hel¡ -,. ~ ~ -- - - ~ 
_q_~-~~~~L~_l_:f~ _é\ ~. ® \Q /a·~~ 1 ... ~~ --------- ---













' ' . 
----------~---------: r--








. . . . 
---------- ... ---- 
en ......... . 






750 1125 1500 
TAMAÑO DE TRAMA (bytes) 





o 0.5 0.8 1 
VELOCIDAD lX (Mbps) 
1.5 
Fig. 4.4.20 PPS vs. Velocidad Tx. 
En la figura 4.4.19, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 1 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 1666 pps, con una trama de 1125 se envía 1111 pps y con 
una trama de 1500 se envía 834 pps. 
· Mientras en la figura 4.4.20, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx variada de: 
0.5 Mbps, 0.8 Mbps y 1 Mbps, sin que se produzcan perdidas en el envío, como los datos 
que se muestran en la tabla 4.4.7. 
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PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
Configuración del Jperf como servidor con UDP Packet Size por defecto. 
~.exe-s'UiJIO.¡ 11)5001-fk 
•.)Cient 5--=:r··~· ~-f>-1!':.: 
J.¡ .. }''~-c;·,,._~~:i:· ,¡¡I-'i."""'.;-·....-a-'f""-.rafe"'"Y"f~ ... 
~ ApplicatiOn layeroptiOM .-
:~ ~] ~ COn1petHity Modl! 
''"""' (He.¡-loc:ai i92.Ue.s.2 po.r1; $001 ccnneCted Wit.h Hi9.2S4.s5.2ss po::-c"S~4037 · 
( IDJ Lo:r~erval T:a.."l~fe:: aandwid-:h Jit'te:: Lc:t~/Tota.l Dat.llqram,:, 
¡u e¡ o.o- 1.0 ... 97.6 KBytes eoo Rbit>s/eec: 6.003 !!U! 154.€661425/ 6e {.2.Se~009') 
(116) 1.0- 2.0 eee 99.1 !CSyt;es 611 ftbies/see s.ou :ti'~ 0/ 69 (0\) 
iHB) 2.0- s.o ... 97.6 ~yt;.ee eoo Kb.its/eee a.sso :ru O/ •• (0') ¡u e¡ :9.0- <.o ... 9,.2 KB~-t.U 758 Rbiu/eec 9.051 ru!l O/ 67 e o•) 
(1161 ~.o- 5.o ... 97.6 RByt;t!!l evo itbite/see 8.6U ta.e~ 0/ •• (O.) 
{HS] 5.0- v.o ... 'S'7. E;; !Gz-r.es eoo Kbi~s/='~c 10.039 ~ O/ •• {0\) 
i{H8j 6.0- 1.0 ... 97.6 itS}"t.es eoo Kbite/sec 7.315 IUI 0/ fi! (0,, 
, {l4S] 7.0- e.o ... 97.6 Jmyt.es eoo Kbit.e/eee 7.072 tl.5 O/ •• e o•) 
. [li6] e.o- 9.0 ... 99.1 ?:S~u ell Kbir;shuee 1.370 Ir;$ 0/ 69 (0\) 
:[lH:i) o.o-10.0 ... 978 lQlj'tee: 801 Rbits/.11ec 0.109 ~ 0/ .. , (Ot') 
-- y - --~ ---- -- --- ·- ·------·---·- ---·----·-----------
Fig. 4.4.21 Gráfica de Bandwidth y Jitter. 
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bin/iperf.exe -s -u -P O -i 1 -p 5001 -f k 
Server listening on UDP port :5001 
Receiving 1470 byte datagrama 
UDP buffer size: 64.0 KByte (default) 
OpenSCManager failed - Acceso denegado. {OxS) 
(148] local 192.168.3.2 po:rt 5001 connected witn 169.254.35 •. 253 port 54037 
[ ID] Interval Tra."lsfer Bandwidth .:iitter I.-ost/7otal Datagrams 
[14Bj o.o- 1.0 se e 97.6 KBytes 800 Kbits/sec 6.003 ms 1546661425/ 68 
ll48j 1.0- 2.0 se e 99.1 KBytes Bll Kbits/sec 6.014 Ir.S 0/ 69 (0%} 
(148} 2.0- 3.0 se e 97.6 KBytes 800 Rbits/sec 8.380 ms 0/ 68 (0%) 
[H8] 3.0- 4.0 se e 96.2 KBytes 786 Kbits/se e 9.051 11'!3 0/ 67 (0%) 
[HS] 4.0- 5.0 se e 97.6 KBytes 800 Rbi·ts/sec 8.661 11';.3 0/ 68 (0%) 
[146] 5.0- 6.0 se e 97.6 KBytes eoo Kbits/sec 10.039 .:ms 0/ 68 (0%) 
[148) 6.0- 7.0 sec 97.6 KBytes so o Rbits/sec 7.315 ms 0/ 68 (0%) 
(148] 7.0- e.o se e 97.6 KBytes 800 Kbits/sec 7.072 ms 0/ 68 (0%) 
(148] e.o- 9.0 se e 99.1 KBytes 811 Kbits/sec 1.370 ms 0/ 69 (0%) 
[148] 0.0-10.0 se e 978 KBytes 801 Kbits/sec 0.109 li'.S 0/ 681 (O%} 
Fig. 4.4.22 Resultados al medir como servidor. 
En las siguientes Tablas se detalla los valores del Jitter obtenidos una vez realizada 
todas las muestras. 
JITTER 
Lon2itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 1 1 1 
Tramas Transmitidas 1666 1111 834 
Tramas Recibidas 1666 1111 834 
Tramas Perdidas 0(0%) 0(0%) O (OOfc,) 
Jitter (ms) 0.000 0.060 0.139 





Lon,;tud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 0.8 1 
Velocidad de Rx (Mbps) 0.5 0.8 1 
Tramas Transmitidas 1666 1111 834 
Tramas Recibidas 1666 1111 834 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter(ms) 0.002 0.109 1.206 
Tabla 4.4.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
File Edit View lnser1 T ooh Oeskto.t WindoY Help ., 
--- -----· ·-·-~- -~- ----- -
o __ ~ ~-~-L~ J:~-~-o~-~ t(a j__» 
. . . . 
JITIER 
. . 






~ 0.06 =; 
. . . . 
·---~---------·-----. 
0.04 -----:-----. . . . . 
0.02 
0'----'--
750 1125 1500 
TAMAÑO DE TRMM (bytes) 
Fig. 4.4.23 Jitter vs. Tamaño de Trama 
AlE Edr Viev lnset Too1 Oeskt• Wmdo Hef¡ .,. 
1.4 .-----r---~-----. 










----------~---------. . . . 
0.4 ----------~--------
. 
0.2 ----------~---------. . . . 
0.___-~--~ 
o 0_5 0.8 1 '1.5 
VEI.cOCIDAD TX (Mbps) 
Fig. 4.4.24 Jitter vs. Velocidad Tx 
En la figura 4.4.23 se observa los valores del Jitter obtenidos al enviar diferentes tamaños 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 1 Mbps, se puede observar claramente que con una trama de 750 bytes se tiene un Jitter 
de O ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de 0.139 ms. 
En la figura 4.4.24, se observa los valores del Jitter obtenidos al enviar paquetes UDP de 
1470 bytes utilizando una velocidad de Tx que varía de: 0.5 Mbps, 0.8 Mbps y 1 Mbps, 
sin que se pierdan paquetes en la red. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz s0/1 de Rl. 
• Captura de paquetes HELLO EIGRP. 
fóle id~ rtow ~ {;a ¡>tute én•ly:e Stnistics T tlephDfll !ools fntemals .l:ltlp 




- ~ &:pression... Oear Appty 5.we 
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• s.1H4'<111000 1?a.J6.1.:U zz,;.o.o.•o ~l<O!U' lió' Hal ----
·- 8 ':2 
; · · 1 ~ .1 .... ,.. __ ., ~ ~ fiWtP' He o . · . , · . , -
. 11 :!.0.'001' <, 0011: ll.l\.l&.:LU .ll'-'i.O •• .10 lGU líollt 6. · .. - , . • • .. . . .... · 
9 12. 684469000 N/ A 





24 Line keepalive. outgoing sequence 34, returned sequence 33 
24 L ine keepalive, outgoing sequence 34, returned sequence 34 
7 -"l.X'J > <U- U"'' .~Jm¡a. ,¡a<>..w;v.no--·--:o¡¡wu< ""'HooHv . ' . - .", • .......... -
~EJGIU' •lt~O . • 
;• ll.'tl.lt.Wlt•- lr.!.).Ci,li.:l<! .3;¡;¡,q,O.l.() · ElGIU' IHt O · • 
. .• . • e 1 .1 • • . • • , El.Gru> . I!P. o . . ._ . . . . 
15 22.676151000 N/ A N/ A SCARP 
16 22.807236000 N/ A N/ A SlARP 
24 Line keepalive. outgoing sequence 35, returned sequence 34 
24 Line keepalive. outgoing sequence 35, returned sequence 35 
Mt;t-.aasapiu., ;tf!dfl·&,;;s;;·,-P@S·ir'WAi f!l·lihf sga:§Ui· ;g;e ;;;¡¡g: tt g _ ft _ : 
": ~rame S: 64 bytes on wire (512 bits), 64 bytes captured (512 biu) on interface O 
!+ e i seo HDLC 
;t .Internet Protocol Verslon 4, si-c: 172.16.1. 22 .. (172". 16.1:22). ost:· 224.0:0.10 .(224.0. o:.roy· 
,J:r Cisco EIGRP 
Fig. 4.4.25 Captura de paquete BELLO EIGRP. 
Información más detallada sobre el paquete HELLO como parámetros de Kl, K.3, 
Checksum, etc. 
1iJ ltr.rJ.i,) H fo!Ji,¡l¿_~Jt-! ;.J.j Lfli"'~¡ {Jfd ~ 8 ~m WJP. ~~!!l!IM\"fJ '(itt!l 'liJM·Y lm'i ",J:OCfflJ.,, r~· til 
.:t-: cisco HOLC 
1' Internet Protocol version 4, src: 172.16.L"22 (172.16.1.22)_, os~_: 224.0.0.10 {224.0.0.10) 
i=1 Ci seo EIGRP -
version: 2 
opcode: Hello (5) 
checksu111: Oxeecb [correct] 
a ~1 ags: oxoooooooo 
sequence: o 
Acknowledge: o 
Virtual Router ID: O (Address-~amily) 
Autonomous system: 1 
8 Parameters 








Hold Tillll!: 15 
a software version: EIGRP-12.4, Tlll-1.2 






EIGRP Release: 12.4 
EIGRP TLV version: 1. 2 
... o • Init: Not set 
.• o. • conditional Receive: 
• O •• a Restart! Not Set 
o ... - End of Table: Not set 
Not set 
<=:===== 
Fig. 4.4.26 Información detallada del paquete BELLO EIGRP. 
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• Captura de paquetes ICMP. 
8 ·~ 1 
fi• Ida _roow Jic topturo l!.naly:o ~times Tolophc"l Iools Jnltma!s Holf> 
o e ~ e ., D n ~ e '\ ~ <> <f.) w 4 ¡wjei El ca & o id rYJ I'J x. ~ 
Filter: 
No. Timt Source Destinlticn Protocol ltngth lnfo 
195 292.689113000 N/A N/ A SLARP 24 L 1ne keepa 11ve, outgo1ng sequence 62. returned sequence 61 
Rfi4 t 1~¡wi~§! g · · ·*t'!' ,w,;w-~; s,g,suBMJ:< l =~•-· u¡. 
1'97 292.799203000 H/A N/A SLARP 2• Line keepalive, outgoing sequence 62, returned sequence 62 
M 
.4 3 1 .1 .1. , .• 10 ICU M ... o - . 














:~ ~:;.; l~i'~) ~p í~ •. t-u~·sf~~i ~ s~~q_~¡i~,~~ t~,~~; ¿~~U1~S:~ f~·rol)~--------------__J 
301.231535000 
96 <cho (pfng) roquost 
96 Echo (plng) r•ply 
96 Echo (plng) request 
96 Echo (plng) roply 
96 Echo (plng) request 
96 Echo (plng) roply 
ld-Ox6012, soq-2/512, ttl-61 (roply In 204) 
id-Ox6012, seq•2/512, ttl-61 (r•qu•st In 203) 
ld-Ox6112, seq-3/768, ttl-62 (reply In 206) 
ld.Ox6112, seq-1/768, ttl-63 (requost In 205) 
ld-Ox6212, seq-4/1024, ttl-62 (reply In 208) 
ld-Ox6212, s•q-'/1024, ttl-63 (requut In 207) 
15od"UrtO • .• - ~ ~--- ~ • 1 :·_ ....... -,.~";'·.-.!,·" _,, ~~· "':t-
- Kl1 - • ' ·-- ~ ·~ - - ::- ;:'' .... -' -- :. :. f 
• ~ralle 201: 96 bytes on w1re (768 bits), 96 bytes captured (7611 bits) on lm:erface o 
:t Cisco KOLC 
~ zm:ernot Protocol verslon •. src: 192.168.2.2 (192.168.2.2), ost: 192.168.3.2 (192.168.3.2) 
,+ Internet control Nessage Protocol 
Fig. 4.4.27 Captura de paquetes ICMP con Wireshark. 
Información más detallada sobre paquete ICMP: 
'" Fra11e 201: 96 bytes on wire (768 bits), 96 bytes ca¡nured (768 bits) on im:erface o 
~~cisco HDt.C 
.• Interne~ Protocol version ~. src: 192.1.68.2.2 (192.168.2.2), ost: 1.92.168.3.2 (192.168.3.2) 
r:J •.inll't.v n¡_.lr • ~ ,(4!111 - Ü• .:hl~ ~r ¡,f,ltb,.,.J 
Type: 8 (EcFKi (pi ng) requesÜ 
code: o 
checksum: Oxb3e7 [corree~] 
Iden~lfi er (8E) : 24336 (Ox5f12) 
Iden~ifler (LE): 4703 (OX125f) 
sequence nud>er (BE): 1 (OxOOOl) 
sequence nulllber (LE) : 256 (OxOlOO) 
Cscsponst fr1oe; 2021 






oata: 08090aObOcOdOeOfl01112131415161718191alblcldlelf ••• 
[lengl:h: 64] 
Fig. 4.4.28 Información detallada del paquete ICMP. 
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• Captura de paquetes CDP (Cisco Discovery Protocol), permite descubrir 
dispositivos Cisco que estén directamente conectados. 
¡;¡ 
file {dit ~ §a ,&epture ,!ndyze ~stits Tdep~ Jooh Jntemals !:{dp 
o e • e. o! .1"" x i3 ·, • q o w .t. LJ,Gl <!l. c:t o. EJ 111 0 rl s,; ~ 
t ~:r.-e Z.5: U7 byt:t:s. on wire (25315 bits), n1 bytes captured (2S3G bits) on interf•ce O 
i cisco HOLC 
~- cisco Ofscovery Frot:ocol 
Fig. 4.4.29 Captura de paquete CDP con Wireshark. 
Información más detallada sobre el dispositivo descubierto: 
=:; cisco oiscovery Protocol 
Version: 2 
TTL: 180 seconds 
" Checksum: Oxa7Sd (correct] 
(Good: True) 
[Bad: False) 
Device zo: R4. lab. local 
-rype: Devi ce ID (Ox0001) 
Length: 16 
oevice ID: R4. lab. local 
'!"' software version 
Type~ Software version (Ox0005) 
Length: 237 
software version: cisco IOS software, 3600 software (C3640-IS-M), version 12.4(16). RELEASE SOr:l"WAAt (fcl) 
Technical support: http: ¡¡....,.cisco. c010/techsupport 
copyright (e) 1986-2007 by cisco systeiiS, Inc. 
compiled wed 20-Jun-07 11:43 by prod.Jel_teanl 
-3 Pla'tform: cisco 3640 
-rype: Platforra (Ox0006) 
Length: 14 
P1a.tform: cisco 3640 
~ Addresses 
-rype: Addresses (Ox0002) 
Length: 17 
NU'IIber of addresses: 1 
.-:;¡ IP address: 172.16.1. 21 
Protoco 1 type: NLPID 
Protocol lenqt:h: 1 
Protoco 1: IP 
Addr ess 1 ength: 4 
IP address: 172 .16.1. 21 
,: Port 10: serial0/3 
-rype: Port ID (Ox0003) 
Length: 13 
sent through Interface: serial0/3 
, capab111t1es 
+· VTP Manaaemem: ooaai'n: 
0000 ~ 
0010 ·~ -~~ ,f, •.. ~ . ~-·· 0020 _.u ~l ·J.j ,_..:¡¡J dO, 
0030 ... ,. 
0040 " ,. .,~1 ~·~ .. ,''] ·" 
:"•1 ' ·;1 
; .. ,.¡ 
,. 




"'· '"~''' .. ··'; ·j _11.01. ~l.~ ~\ií~ .>fi"i:.- ~ 
R•. · ~- ~~~- '·' •.>.-0 .K 
~. ikl! ' "c,¡. •r 
~··--·· 
<====:::::~ 
Fig. 4.4.30 Información detallada del paquete CDP. 
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• Captura de paquetes Telnet 
fll< ¡<it yiew li<> .Capture é.IWyu jtotistics Toltpllonl Ioots !ntemals tfolp 







~] &prenion,... Citar Apply S.W 
PrtJtocol Len¡th lt!o 
SLAAP 
SLAAP 
24 L 1ne keepalive, outgo1ng sequence 116, returrwd sequence 117 
24 L1~ keepalive, outgoing sequence 118, returned sequence 118 
;j~ ~l;,::· .. ";~)!!tt:h.-,:. ~;,:-·~ ... ~·- ~~ lj 
12 i54 .• 69057000 112.16.1.22 
;a3 851.909089000 172.16.1.17 
;84 854.909089000 172.16.1.17 
'·d·hM'it='#tlt',IWfiHIM+ 





=1: :,.[¡,...; 7*>~ü. ,; ~(.;~.( ~1:~¡ ~~- ,_ii~ {J~:- ,_, " ~· ~t: ~-~ T: -· 
;86 854.919092000 1n.u;.1.22 
;e; ss•. 939106000 172.16.1. 22 
;es 854.939106000 172.16.1. 22 
;59 854.949126000 172.16.1.22 









17' 1A 1 " 
•• to1,.t > 55675 (SYN, .OCK) Seq..O ACk•1 win-4121 Ler>oO NS5•5l6 
•• 55675 > telnet [ACK) seq•l Ack•1 win-4128 Ler.-o 
53 Telnet Data ••• 
.t.+IIHM,iiUI.\iMI.§f.214F¡.fipifihf§M}iif@4·éiW-fiWI il•#ifJ.i+8•#' 
56 Tolnet Data •.• 
86 T•lnet Data ••• 
47 Telnet Data .. . 
SO Telnet Data .. . 
41 T•lnot- n::~t-2 
• Frue 581: 48 bytes on wire (384 bits), 48 bytes captlff'od (384 bits) on intorhce O 
••: cisco HDLC 
"·Internet Pratocol version 4, src: 172.16.1.17 (172.16.1.17), ost: 172.16.1.22 (172.16.1.22) 
-------
"tr~"'!Sil~ssion_-coilt~o1' P[otocQ1;_src·~O!:tCS56ZS:rss~-z:p_;:::óst_Port;_tt1nn _(21).,_soc¡Co;_lon.;::o __ •_ __:_ :: _:__ .· __ -__ ---=-=-:_:- ~ _: 
Fig. 4.4.31 Captura de paquete telnet con Wireshark. 
• Captura de paquetes Traceroute 
'Standard input (Wireshar1c 1.1 0.2 (SVN Rev 51934 from /lrunk-1.1 0)] 
f;!e fdil lOew li<> J:•ptu<e éfqlyte jt.ustia T~ Ioots jntem•ls tldp 
o Ci> .s " A D ~ at 2 1\ <> * Cíl V ;1. [fJ]CJ! G:t El. & f::J ~ 0 PJ n ~ 
fóft<r. vJ &¡...ss;on... a... Apply S... 
No. Time Soun:e 
84111i'i.l70005000N(A 
Destination 
N[ A ~;.ocol lenfc;,';;!.0v1ce IO: RS Port ID: Ser1ai0/0 








856 1182. 813778000N/A N/A SLA.RP 
,. Frme 810: i4 bytes on wfre (192 bits), 24 bytes captured (192 bits) on fnt<!rface o 
,t c1 se o HOt..C 







- LJ' )~ 
'1'1"1.'1> ,.,,., 1"2.1<"-LO 1 
tt•orf" tn l'i.'.lf,H.I !, /1 hnpr nH, Jll'l- Crt·l>l tn •,tu¡• 
1 1'} ;>. 1 t B.). • 1 1 '1 .111 / 11 1 IH1! 11 1 Hll/ 11 
:.! J'.':!.lt>.l.l-l .l'!.Hl'..r n ~'J.IH' ... n JU.U:!u r.w 
1 J'.'.'.lt .1.:•1 1').1!11 n •.~t 111l n 1'J 1111 n 
)•1 ..,l.,.?.lhR.l 2 flH.I11'1 rr • lt MI' 1 ':r'l'l': L r ud .. : t. Or t llkd 11111 ¡rot·l nr~t•t•-tf lrrh\1' 
res r2 1, 
0000 8f 00 60 H 00 00 00 02 00 00 00 92 00 00 00 91 ..• 5 .••. 
0010 ff ff 00 22 30 36 00 Oa ..• "06 .. 
Fig. 4.4.32 Captura de paquetes Traceroute con Wireshark. 
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LABORATORIO 4.5: CONFIGURACION OSPF 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de enrutamiento OSPF. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet. 
• Configurar el enrutamiento OSPF. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 150.0.0.0/16 para obtener el 
direccionamiento IP usando VLSM para las interfaces seriales y proporcionar direcciones 
para las LAN, teniendo los siguientes requisitos: 
LAN R4: 20 host. 
LAN R5: 30 host. 
LAN R6: lO host. 
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150.0.0.32/27 










Fig. 4.5.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gateway por 
Sub red defecto 
R1 sO/O 150.0.0.5 255.255.255.252 No aplicable 
s0/1 150.0.0.1 255.255.255.252 No aplicable 
s0/2 150.0.0.9 255.255.255.252 No aplicable 
s0/3 150.0.0.21 255.255.255.252 No aplicable 
R2 sO/O 150.0.0.6 255.255.255.252 No aplicable 
s0/1 150.0.0.25 255.255.255.252 No aplicable 
s0/2 150.0.0.17 255.255.255.252 No aplicable 
R3 sO/O 150.0.0.2 255.255.255.252 No aplicable 
s0/1 150.0.0.13 255.255.255.252 No aplicable 
s0/2 150.0.0.18 255.255.255.252 No aplicable 
R4 sO/O 150.0.0.10 255.255.255.252 No aplicable 
s0/1 150.0.0.14 255.255.255.252 No aplicable 
fl/0 150.0.0.33 255.255.255.224 No aplicable 
R5 sO/O 150.0.0.26 255.255.255.252 No aplicable 
fl/0 150.0.0.65 255.255.255.224 No aplicable 
R6 sO/O 150.0.0.22 255.255.255.252 No aplicable 
fl/0 150.0.0.97 255.255.255.224 No aplicable 
C1 VPCS 150.0.0.34 255.255.255.224 150.0.0.33 
C2 BUCLE 150.0.0.35 255.255.255.224 150.0.0.33 
INVERTIDO 
C3 VPCS 150.0.0.66 255.255.255.224 150.0.0.65 
C4 NIC 150.0.0.98 255.255.255.224 150.0.0.97 
Tabla 4.5.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain IÓokup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al ro u ter. 
Router( config)#banner motd % Solo acceso a personal autorizado % (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje. 
PASO 4: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
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Router( config)# enable secret XXXXX (Escribir contraseña deseada) 
Router( config)# line vty O 4 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line console vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# line console O 
Router( config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line console vty O 4 
Router(config)# exec-timeout 10 
Router( config)# exit 
PASO 7: Guardar Ja configuración. 
Router( config)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
Aplique Los siguientes comandos: 
R1: 
Configuración para una interface serial: 
R 1 ( config)# interface serial 0/0 
Rl ( config-if)# description conexion a R2 
Rl(config-if)# ip address 150.0.0.5 255.255.255.252 
Rl ( config-if)# no shutdown 
Rl ( config-if)# exit 
Configuración para una interface fasEthemet: 
Rl(config)# interface fasEthernet 110 
Rl(config-if)# description conexiona LAN ROUTER FISICO 
Rl(config-if)# ip address 150.0.0.21 255.255.255.252 
Rl(config-if)# no sbutdown 
Rl(config-if)# exit 
NOTA: Seguir los mismos pasos para las demás routers con sus respectivos parámetros. 
TAREA 4: CONFIGURAR OSPF. 
PASO 1: Para configurar OSPF, Utilice el siguiente comando. 
Ro u ter( config)#router ospf [process-id) 
Router(config-router)#network [network-adress) [wildcard-mask] area [area-id] 




Rl ( config)# ro u ter ospf 1 
Rl ( config-router)# network 150.0.0.0 0.0.0.3 area O 
Rl(config-router)# network 150.0.0.4 0.0.0.3 area O 
Rl(config-router)# network 150.0.0.8 0.0.0.3 area O 
Rl(config-router)# network 150.0.0.20 0.0.0.3 area O 
Rl(config-router)# exit 
R4: 
R4( config)# ro u ter ospf 1 
R4(config-router)# network 150.0.0.8 0.0.0.3 area O 
R4(config-router)# network 150.0.0.12 0.0.0.3 area O 
R4(config-router)# network 150.0.0.32 0.0.0.31 area O 
R4( config-router)# exit 
NOTA: Seguir la misma configuración para los demás routers con sus respectivas 
redes. 
PASO 2: Modificar bandwidth. 
Rl: 
Rl ( config)# interface serial 0/0 
Rl(config-if)# bandwidth 256 
Rl(config-if)# exit 
Rl ( config)# interface serial 0/2 




PASO 3: Modificar el costo del enlace. 
Rl: 
R 1 ( config)# interface serial 0/1 
Rl(config-if)# ip ospf cost 48 
Rl ( config-if)# end 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
VPCS 
•• Virtual PC Simulator for Dynamips/GNS3 
PCS[1J> ip 150.0.0.34 150.0.0.33 /2? 
hecking fo~ duplicate add~ess ... 
C1 : 150.0.0.34 255.255.255.224 gateway 150.0.0.33 
UPCS[1J> 3 
PCS[3J> ip 150.0.0.66 150.0.0.65 /2? 
hecking fo~ duplicate add~ess ... 
C3 : 150.0.0.66 255.255.255.224 gateway 150.0.0.65 
UPCS[3J> 
Fig. 4.5.2 Configuración de IP para VPCS. 
PCREAL 
P·-cpiedades: Prctccclc de 1•1ter'1et versió'1 .t.. (TCP/IPv." s:¡; 1 
: General 
! h· ·-- ... __ "- •. --- -· .• ·-- ••• _.,_ ... _ ·- -- .•• • • • .................... -~- --·l 
Puede hacer que la configuración IP se asigne automáticamente si la ' 
red es compatible con esta fundonalidad. De lo contrario, deberá 
consultar con el administrador de 'red cuál es la c;onfiguración IP 
apropiada. 
()Obtener una direcdón IP automáticamente 
· i!l Usar la siguiente direcdón IP.: 
Direcdón .IP: 
Máscara de subred: 
Puerta de enlace predeterminada: 
Obtener la d'rea:fá'l del servid!n" DNS automáti::amente 
•;!l Usar las siguientes direcdones de servidor DNS: 
Servidor ONS ,preferido: 
Servidor DNS alternativo: 
; O Vatldar configuradón al salir L~~~~~~~~ad~:: J 
!~-----~-- '~-~--~ .. -- ~~------~ --~-- ----<···- .. ·-·--·-···---·~ -~ ... ~---- .... ~· 
1 Aceptar l : ~ 
'-· 
Fig. 4.5.3 Configuración de IP para PC REAL. 
NOTA: Configurar los demás host. 
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TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar configuraciones. 
Rl#show ip ospfinteñace brief 
Nos muestra la interfaz a través del cual el router está conectado con el vecino, el área, 
el costo, el número routers vecinos adyacentes, etc. 
R1 
Fig. 4.5.4 Tabla ip ospf inteñace brief. 
Rl #show ip protocols 
Muestra los parámetros y estado actual del protocolo de enrutamiento activo. 
- o tJ 
R1 - o ~ 
Fig. 4.5.5 Tabla ip protocols. 
Rl #show ip interface brief 
Fig. 4.5.6 Tabla ip inteñace brief. 
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Rl #show ip ro u te 
Muestra el contenido de la tabla de enrutamiento IP. 
Fig. 4.5.7 Tabla de enmtamiento de Rl. 
Rl #show ip ospf data base 
Nos muestra el ID de entrada, area-id, checksWil, ID de la ruta publicada (ADV Router), 
etc. 
Fig. 4.5.8 Tabla ip ospf database. 
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PASO 2: Utilice el comando ping para probar la conectividad entre los routers que 
no están directamente conectados y también la conectividad entre host. 
PING ENTRE ROUTERS 
Fig. 4.5.9 Prueba de conectividad entre routers. 
Fig. 4.5.10 Prueba de conectividad entre routers. 
PING ENTRE HOST 
:l. Virtual PC Sirnulator for Dynarnips/GNS3 
UPCKfll> piny 150.0.0.66 
50.0.0.66 icmp_seq=1 ttl=(i0 t me=00.054 ns 
50.0.0.66 icmp_seq=2 ttl=60 t me=?A .048 ns 
150.0. 0. 66 ic101p_ner¡=3 t;t; 1 =(,0 t me =78. 052 n:; 
50.0.0.66 icmp_seq=4 ttl=60 t me=77.052 ns 
50.0.fL66 icmp_seq=S t:t1=60 t me=8l.057 ns 
~PCSllD 
Fig. 4.5.11 Prueba de conectividad entre host. 
NOTA: Realizar las pruebas faltantes. 
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TAREA 7: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64~ 512 y 
1518 bytes como se especifica en el RFC 2544. 
C:\Windmvs\system 32\cmd.exe 
c'''•i"g 150.0.0.98 -1 512 -n 100 11 
Fig. 4.5.12 Forma de medición de la latencia. 
En la Figura 4.5 .12 se puede observar el envío de 100 ping con una trama de 512 hacia 
la dirección 150.0.0.98 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 97 98 96 97 95 97 95 99 95 98 96.7 
(ms) 
Tiempo Máximo 118 110 118 108 111 107 119 108 112 108 111.9 
(ms) 
Tiempo Promedio 105 102 104 101 104 101 102 103 102 103 102.7 
(ms) 




Tamaño de Trama S12 
(bytes) N°1 ~2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 9S 96 97 99 100 9S 94 96 9S 96 96.9 
(ms) 
Tiempo Máximo 112 11S 113 111 11S 113 127 113 111 lOS 114.1 
(ms) 
Tiempo Promedio 104 103 101 lOS 106 lOS 103 104 107 104 104.S 
(ms) 
Tabla 4.5.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1S1S 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 12S 126 122 11S 113 120 126 126 121 126 122.3 
(ms) 
Tiempo Máximo 162 144 160 141 13S 141 142 141 139 142 14S 
(ms) 
Tiempo Promedio 13S 13S 136 133 132 132 131 134 130 137 133.S 
(ms) 
Tabla 4.5.4 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 S12 1S1S 
Tiempo Mínimo (ms) 96.7 96.9 122.3 
Tiempo Máximo (ms) 111.9 114.1 14S 
Tiempo Promedio (ms) 102.7 104.5 133.5 
Tabla 4.5.5 Comparación de datos obtenidos de las diferentes tramas. 
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Figure 1 - e ~ 
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Fig. 4.5.13 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 133.5 ms a diferencia de una trama de 
64 bytes con 102.7 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 




Configuración del Jperf como servidor con UDP Packet Size 1125 Bytes. 
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Fig. 4.5.14 Gráfica de Bandwidth y Jitter. 
bin/iperf.e.xe -g -u -P O -i 1 -p 5001 -1 1125.06 -f k 
Server listening on UDP port 5001 
Receiving 1125 byte datagrarr,s 
UDP buffer size: 64.0 KByte (default) 
OpenSCManager failed - Acceso denegado. (Ox5) 
[144] local 150.0.0.98 port 5001 con.,ected with 150.0.0.35 
[ ID] Interval ·rransfer Bandwidth Jitter 
[144] 0.0- 1.0 se e 61.5 KBytes 504 Kbits/sec 6.692 ms 
{144] 1.0- 2.0 se e 60.4 KByte.s 495 Kbits/sec 0.195 ms 
[144} 2.0- 3.0 se e 61.5 KBytes 504 Kbits/sec 0.013 ms 
[144) 3.0- 4.0 sec 61.5 KBytes 504 Kbits/sec 0.002 res 
[144] 4.0- 5.0 se e 60.4 KBytes 495 Kbitl!l/sec 2.483 ros 
[144] s.o- 6.0 se e 61.5 KBytes 504 Kbits/sec 0.073 ms 
{1-44] 6.0- 7.0 se e 60.4 KBy"tes 495 Kbits/sec o.oos ms 
[144] 7.0- e.o se e 61.5 KBytes 504 Kbits/sec 0.002 ms 
[144] 8.0- 9.0 se e 60.4 KBy"tes 495 Kbits/sec 0.002 ms 
[H4j 9.0-.10.0 se e 60.4 KBytes 4.95 Kbits/sec 0 •. 982 ms 














Fig. 4.5.15 Resultados al medir como servidor. 
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Configuración del Jperf como cliente con UDP Bandwidth 500 Kbps y UDP Packet 
Size de 1125 Bytes. 
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9.0-10.0 .eee EO.i KSyee:!l 495 Rbit.s/sec:: 
0.0-10.0 ~ec:: 611 KByt.e:s 500 Kbit.e/.eec 
SOO Rbits/:sec 0.004: ~ 0/ SSE (0') 
Fig. 4.5.16 Resultados del Jperf como Cliente. 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes} 750 1125 1500 
Velocidad de Tx (Mbps} 0.5 0.5 0.5 
Velocidad de Rx (Mbps} 0.5 0.5 0.5 
Tramas Transmitidas 834 556 418 
Tramas Recibidas 834 556 418 
Tramas Perdidas O (Oo/o} 0(0%} O (Oo/o) 
Tramas Recibidas (pps} 83.4 55.6 41.8 




Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.1 0.5 0.8 
Velocidad de Rx (Mbps) 0.1 0.5 0.8 
Tramas Transmitidas 86 426 681 
Tramas Recibidas 86 426 681 
Tramas Perdidas 0(0%) 0(0%) O (O%,) 
Tramas Recibidas (pps) 8.6 42.6 68.1 
Tabla 4.5.7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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Fig. 4.5.17 PPS vs. Tamaño de Trama. 
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Fig. 4.5.18 PPS vs. Velocidad 
En la figura 4.5 .16, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 0.5 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 834 pps, con una trama de 1125 se envía 556 pps y con una 
trama de 1500 se envía 418 pps. 
Mientras en la figura 4.5.17, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx variada de: 
0.1 Mbps, 0.5 Mbps y 0.8 Mbps, sin que se produzcan perdidas en el envío, como los 




PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
Configuración del Jperf como servidor con UDP Packet Size por defecto. 
bWc:Jerf.e>:e-s-u.PO-i 1-pSOOl-fk 
')Cient SI!' ·-er M::frF..s 
t: 
s.oo•: o-·""' --........ -. 
TnnspMt. IIVtf' otKtoM 









~ .... ¡p,ff 
-··- ----~ --~ ----~ -- ~-~- -- - -- ·- .. ---·-.- -- -
12 ,g !myt.e~ 106 Rbiu/sec 2.9U l'll5 0/ 9 (0\) . 
11.5 R3ytes 94.1 Rbit;:~/eec 2.379 ~ 0/ e e o•¡ 
s.o- 4.0 .eee 12.9 :Kayt.e.e lOE Kbit.~/eee l.SHWI 0/ 9 (Ot) 
4.0- s.o .eec 11.5 KByte:~ 94.1 Kbü.:~/~ec o.eoti ~ 0/ e (0\) 
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Fig. 4.5.19 Gráfica de Bandwidth y Jitter. 
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bin/iperf.exe -s -u -P O -i 1 -p 5001 -f k 
Sen•er ~istening on UDP port 5001 
:Receiving: 1470 byte datag:rams 
UDP buffez: size: 64. O KB:y"te (defaul t) 
OpenSCManag:er fai~ed - Acceso denegado. (Ox5) 
[144] local 150.0.0.96 port 5001 connected vTith 150.0.0.35 port 64656 
[ ID} Interval Transfer Bandwidth Jitter L-ost/l'otal Datagrams 
(1441 o .. o- l. O se e 11.5 .KBytes 94.1 i<bits/sec 0.003 ms 154666.1425/ e 
(1.44] 1.0- 2.0 se e 12.9 KBytes 106 Kbits/sec 2.941 !f;S 0/ 9 (0%) 
[1.44) 2.0- 3.0 se e 11.5 KBytes 94.1 :Kbits/sec 2.379 ms 0/ 8 ·(0%) 
[144} 3.0- 4.0 sec 12.9 KBytes 10•6 Kbits/ sec 1.346 l'f¡S O/ .9 (O%) 
[144j 4.0- 5.0 se e 11.5 KBytes 94.1 :Kbits/sec 0.806 trJS O/ B (0%) 
[144] 5.0- 6.0 se e 12.9 KBytes 106 Kbits/sec :1.744 ms 0/ 9 (0%) 
[144] 6.0- 7.0 sec 11.5 KBytes 94.1 Kbits/sec !.044 ms 0/ B (0%) 
[144} 7.0- B.O se e 12.9 KBytes 106 Kbits/sec 1.510 ms 0/ 9 (O%) 
[144] 8.0- 9.0 se e 11.5 KBytes 94.1 Kbits/sec 0.904 ms 0/ e (0%) 
[144] 9.0-10.0 sec 12.9 KBytes 106 Kbits/sec 0.516 ms 0/ 9 (O%} 
[144] 0.0-10.1 se e 123 KBytes lOO Kbits/sec 0.486 ms O/ 86 (0%) 
Fig. 4.5.20 Resultados al medir como servidor. 
En las siguientes Tablas se detalla los valores del Jitter obtenidos una vez realizada 
todas las muestras. 
JITTER 
Lons;tud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.5 0.5 0.5 
Tramas Transmitidas 834 556 418 
Tramas Recibidas 834 556 418 
Tramas Perdidas O (0°/o) 0(0%) 0 (0°/o) 
Jitter (ms) 0.433 0.920 1.036 





Lon_gitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.1 0.5 0.8 
Velocidad de Rx (Mbps) 0.1 0.5 0.8 
Tramas Transmitidas 86 426 681 
Tramas Recibidas 86 426 681 
Tramas Perdidas 0(0%) O (O%,) O (Oo/o) 
Jitter (ms) 0.486 0.876 1.853 
Tabla 4.5.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
- o ~ - ·' ~ 
Fih Edi Vie'\ lnse1 Tod Deskt• Windc He!¡ .,. File Ed'rt V'rew lnsert Tools Desktop Wmdow Help - ~ - -- -· 
[l ~-~ w_L~ J:+\~~ ~ ~-~ ~--~~ 
.. - -~ -- - - ------- ~ --------
Oe39~' ~!~~o~~/.·~ o~_olldl 
JITTER JITIER 
1.4 .-----.---T" •. ---r------. . . 
' . ' . 
1 ~2 -----:------- -r------- ----------
' . ' . . ' 
1 ----"":--------~----. . . 
' . . Cñ s o.a -----:----
' . a:: 
w 
~ 0.6 -, 
0.4 
0.2 
. . . . 
----~----. . . . 
-------
o~~~~-~~-~-~ 
750 1125 1500 
TAMAÑO DE TRAMA (bytes) 
Fig. 4.5.21 Jitter vs. Tamaño de Trama 
1 1 1 1 1 1 1 1 
1 1 ' 1 1 1 1 1 
18 .......... ; ............ ~ ............ ~ ............ ! ........... ~ .......... .!. ........ ~---~ ... .. 
• 1 1 1 1 1 ' 1 
1 1 1 ' 1 1 1 
1 1 1 1 • 1 1 
1.6 ........... ~ ------~- ------~- -----:--·--·~·-····+------:---
' 1 1 1 1 1 1 
1 1 1 1 1 1 1 
1.4 ............. ~--- ·--~- ........... ~ ........... ~ ........... ~ ...... ···-~-· ----~ ... .. 
1 1 1 t 1 1 1 
1 1 1 1 1 1 1 
- 1 1 1 1 1 1 1 
1) 1.2 ······t·····-~----···l-···--·t······~-------:-------~---E , , 1 1 1 1 1 
....... ' t 1 1 1 j j 
(l 1 t 1 • 1 1 1 
w 1 ···--·1·-----~-------~------:------1-------:····--·~--· 
1- :::!_l._:: 
t o 8 ..•.•. ! .......... ~ ............. ~-----·!..... ...! ......... ~ .... .. 
..., • : : 1 : : : 
' 1 1 ' j 1 
0.6 ------!·-----~-------~-·----!-·· --~------~---
~:!: :: 
0.4 --- ----:-------r---···t-·· ---:-------r---
1 1 f 1 
• 1 1 1 
1 1 1 ' 
0.2 ...... ·--~-------~·---·-:- .. - ...... -:- ........ ~---
1 1 1 1 
• 1 1 1 
' • ' 1 
o~--~--~~~~~--~~~ 
o ~ U ~ M ~ U U U U 
VELOCIDAD1X {Mbps) 
Fig. 4.5.22 Jitter vs. Velocidad Tx 
En la figura 4.5.20 se observa los valores del Jitter obtenidos al enviar diferentes tamaños 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 0.5 Mbps, se puede observar claramente que con una trama de 750 bytes se tiene un 
Jitter de 0.433 ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de 
1.036 ms. 
En la figura 4.5.21, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 1470 bytes utilizando una velocidad de Tx que varía de: 0.1 Mbps, 0.5 Mbps y 0.8 
Mbps, sin que se pierdan paquetes en la red 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz s0/2 de R3. 
• Captura de paquetes HELLO OSPF. 
Ea• fda !{oow Jio ~ Anilyzo :;utirti" Tolephon¡: Iools !ntomals J:lolp 
o ® .. •• 4 w ~ X e ~, • * 4l 'J: A [r:(G1] <U. ~ ~ El ¡j ~ G S. ~ 
No. Tirm: SouKo Oestimtion Protocol l""glh tnfo 
1 o. 000000000 N/A N/ A SLARP 24 L1ne keepalive, outgo1ng sequence 14. 
2 1.451970000 N/ A N/A SLARP 24 Line keepal;ve, outgoing sequence 14, ..... ,,,f!f 1 ~,,,,,,,, t••••• •te ''':t:W·'i'!* 4 ]. 785527000 150.0. 0.18 224.0.0.5 OSPF 84 He o Pac ·et. 
5 9. 993691000 N/A N/ A SLARP 24 Line keepalive, outgoing sequence 159 
6 11.434639000 N/ A N/ A SLARP 24 Line keepalive, outgo1ng sequence 15, 
7 12.247179000 150.0.0.17 224.0.0. 5 OSPF 84 He11o Packet 
8 13.766195000 150.0.0.18 224. o. o. 5 OSPF 84 Hello Packet 
9 20. 021399000 N/ A N/ A SLARP 24 Line keepalive, outgo1ng sequence 16, 
10 21. 4 38320000 N/ A N/ A SLARP 24 L ine keepa.live, outgo1 ng sequence 16, 
11 22.249858000 150.0.0.17 224.0.0.5 OSPF 84 He 11 o Packet 
f, Fr ... 3: 84 bytes on wire (672 bits), 84 bytes captured (672 bits) on interface O 
:t' cf seo HOLC 
• Internet Protocol version 4, src: 150.0.0.17 (150.0.0.17), ost: 224.0.0.5 (224.0.0.5) 
• Opon shortest Path First 
r01:urned sequence 13 
r eturned sequence 14 
returned sequence 14 
returned sequence 15 
returned sequence 15 
returned sequence 16 
• Fig. 4.5.23 Captura de paquete HELLO OSPF con Wireshark. 
Información más detallada sobre el paquete HELLO. 
"' .t Internet Protocol version -4, src: 150.0.0.17 (150.0.0.17). ost: 224.0.0.5 (22.a.o.o.S) 
.~ open Shortest Path l='kst 
:: ¡ OSPF Header 
OSPJ: vers1on: 2 
Me'Ssage TYPe: ttello Packet (1) 
Picket Lenqth: 48 
source osPr: R.outer: 150.0.0.25 (150.0.0.25) 
""•• 10: o.o.o.o (Mclcbon<) 
Packet checks\.111: Oxbf72 [correct] 
AUth TYPe: NU11 
Auth oata (none) 
.:: OSPI=' Hello Packet 
Network Ma5k: 255.255.255.252 
He11o Interval: 10 seconds 
...... options: Ox12 (L, E) 
O •• , • DN: DN-bit is NOT set 
.o •.••••• o: o-bit is NOT set 
.. o .•... • oc: oemand circuits ue NOT supportflf 
•.• 1 ••••• L: The packet comains LLS data block 
() ••• • NP: NSSA. fs NOT supportN 
..... o .. -Me: NOT Multfc.ut cap1ble 
.••.•• 1. • e: External ~:tout1ng capi\b111ty 
••••• , , 0 • MT! NO MUlti ~Topology ROU'ting 
Aouter Pr1or1ty: 1 
Rout.er oead Interval: 40 seconds 
oesigna:ted R.outer: o.o.o.o 
Backup oesigncated Rovter: o.o.o.o 
Active Ne1tft1bor: 150.0.0.18 
~-~ osp;: u.s o.t- Block 
Checksu.: Oxfff6 
u.s Data Length: 12 bytes 
Extended options TLV 
l)'J>e: 1 
L~ngth: 4 
i Opt1ons: OX00000001 (Lit) 






••• 1 - Lit: lSDB Resvnchronization (LR-bit) is SET 
VU Ub \)U 41 (U Vl.l 'lV l'O ')U I)U 1,.1\1 lll ")'t 4.' t 
K; 00 00 11 toO. 00 00 O' Ol 01 00 JO 9(. 00 00 1 
)()OOOOoobf n oooo ooooonoooooooooc: 
ft ff ff f< 00 O.t 11 01 00 00 00 /K 00 00 00 OC 
)() 00 00 00 96 00 00 ll tf f 6 00 01 00 01 00 ()( 
Fig. 4.5.24 Información detallada del paquete HELLO OSPF. 
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• Captura de paquetes CDP (Cisco Discovery Protocol), permite descubrir 
dispositivos Cisco que estén directamente conectados. 
f~• {di! ~- !io '~pt.,.. An..,_ ~-· Tel<phonl lools Jntmvb !:!dp 
o ® • 11 ~ D ~ X " '\ • • ~ ~ 4 (Q)] 0. 0. Q. El j¡j 0 S ~ ~ 
"""' No. r..,. Scu= 
40 91.447098000 N/ A 
.1 92.271650000 150.0.0.17 
42 93.778658000 150. o. 0.18 
43 100.005814000 N/A 
44 101.448801000 N/A 
45 102.272331000 150. 0.0.17 
•6 103.787340000 150. 0.0.18 
48 lOS. 759660000 N. A 
49 110.004490000 N/A 
50 111.452.79000 N/A 
51112.280012000 150.0.0.17 
52 113.785036000 150.0.0.18 
53 119.996162000 N/A 
54 121.433123000 N/A 
















224.0. O. S 
~l Expression- o- Appty S... 
Protccol length lnfo 
SUJtP 24 L1ne keePal1ve, out9o1n9 seciuence 21, returned seciuence 23 
OSP~ 84 H•llo Packet 
OSPI= 84 Hello Pa<:ket 
SLAAP 24 L1ne keepalive, outgo1ng sequence 24, returned sequence 23 
SLAR.P 24 Line keepalive. outgo1ng .sequencll! 24, returned sequence 24 
OSPF 84 Hello Packet 









307 oev ce to: R3 Port ID: ser a o 2 
24 Ltne keepaHve, outgo1ng sequence 25, returned sequence 24 
24 L1ne keepalfvC!, outgo1ng sequence 2S, returned sequence 25 
8A Hello 9ad:et 
8.! Hello P.ackn 
Z4 Line keepalive, outgo1ng seqvence 26, returned sequence 25 
24 L1ne keepa11ve, outgo1ng sequ~e 26, ret:urned se:quenc.e 26 
84 Hello Packet 
"' HaJ>e 47: 307 bytes on wire (2456 bits), 307 bytes c¡.pt\fred (2•56 ,bits) on interface o 
:}. cisco ·HOt..C 
t· Cisco oiscovery Protocol 
Fig. 4.5.25 Captura de paquete CDP con Wireshark. 
Información más detallada sobre el dispositivo descubierto: 
,, FraJOe 47: 307 bytes on wire (1456 bits), 307 bytes captured (2456 bits) on interface O 
,., cisco KDLC 
1-81fi1•1 "f11h§QiWAiHt.:cn 
version: 2 
TTL : 160 s econds 
e Checi<S\110: Ox4eS8 [correct] 
l<SOO<l: TrueJ 
[sad: False] 
a oevice ;ro: R2 
Type: oevice JO (Ox0001) 
Length: 6 
oev1ce JD: R2 
B software vers1on 
Type: software version (OXOOOS) 
ungth: 217 
soft:ware version: cisco tos software, 3600 software (<3640-IS-M), version 12.4(16), RElEASE SOFTWARE (fc1) 
Technical Support: lrttp:/ J-. cisco. COOl/techsupport 
copyriglrt (e) 1986-2007 by cisco systems, Inc. 
C""1'11ed wed 20-Jun-07 11:43 by prod_rel_teM 
s Platform: cisco 36<0 
1)/IH!: Platfor~a (Ox0006) 
Length: 14 
Pl.atfor-11: cisco 3640 
R Addresses 
Type: Addresses (OX0002) 
length: 17 
NU10ber of addresses: 1 
a JP address: 150.0.0.17 
Protocol type: NLPID 
Protocol length: 1 
Protocol: :IP 
Address lengt.h: 4 
IP address: 150. O. 0.17 
sPort ID: serial0/2 
l)!Pe: Port IO (Ox0003) 
Length: 13 
sent tlrough Interface: ser1al0/2 
:. capobilities 







Ji W 4P 8lS 00 Ol 00 Ob ';l l.? OU 0':.1 
JO e $o~.,.; 63 cf 20 .t9-4f ~3 LO -;,l ot óó ""' 
t.- 61 ~ J b ~ /( }() ~ 1 lb lO JO ¡O 'H bf bb '4 '1 
ol , .. ] ti~ lO 26 43 B )6 14 JO Zd 4') ')J ld 4d l. 
le JO '-16 (><, -! ~ l 6Q t:>t lbt" lO H J] :!P l4 ]8 l1 
-. - ' - . . ~ ~ 
Fig. 4.5.26 Información detallada del paquete CDP. 
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Captura de paquetes ICMP. 
fi1> id< !tótw ~o S:•ptu« An•lyu ~•<<tia Td~ lool• Jntom•~ l:folp 
o ® ~ 11 ~ D r" X 2 r, • q 16) '1' .1; i!;;ilE!Jj <U. 0. Q. El fi ~ S ~ ~ 
Rller. 
No. Time Source Pestlnotion 
.u~.u.u.) 
.., 1 E.xprmion- ae.r Appt,o s.w 
P..to<:cl length lnfo 
OSPS: ts4 Hft llo P.acKet 
OSPF S4 Hello Packet 
INGENIERÍA ELECTRÓNICA 
lJ/ :ll.l. i//H~OOOO 1 )Q, O. 0.1/ 
138 313.824901000 150.0.0.18 
139 320.021038000 N/A 
224.0.0. S 
N/A SLARP 24 L ine keepalive, outgoing s-equence 46, returned sequence 45 
141 320-929621000 uo. o. o. 66 
142 321.447968000 N/A 
143 321.971345000 150.0.0. 34 
144 322.012375000 150. o. o. 66 
145 322.289548000 150.0.0.17 
146 323.055063000 150. o. o. 34 
147 323.095090000 150.0.0.66 
148 323-820551000 150. 0.0.18 
149 324.137767000 150.0. o. 34 
150 324.178791000 150.0.0.66 
151 325.218507000 150.0.0.34 
152 325.258534000 150. o. o. 66 





150. o. o. 66 
150.0.0. 34 
22 •. 0.0. 5 
150.0.0.66 
150.0.0.34 














96 Ec (plng r~ y d-ox2 55. seq-1/256, tt ·62 request 
24 LiM ket!palive, outgo1ng sequence 46, returned sequence 46 
96 Echo (plng) request ld·Ox305>, seq-2/512, ttl•62 (reply in H4) 
96 Echo (ping) reply 1d-Ox3055, seq-2/512, ttl•62 (request in 143) 
&& Hello P2Cket 
96 Echo (plng) request 1d-ox31SS, seq-3/768, ttl•62 (reply in 1•7) 
96 licho (plng) reply 1d-ox3155. seq-3/768. ttl•62 (request in 146) 
84 Hello P.acket 
96 Echo (plng) request 1d.OX3255, seq-4/1024, ttl-62 (reply in 150) 
96 Echo (ping) reply 1d-ox32H, seq-4/1024, ttl-62 (request in 149) 
96 Echo (ping) request id-ox3355, seq•5/1280, ttl•62 (reply in 152) 
~~ ~~~ ~~~~~~~~-~pl~.- .... !~~~~~~!-~e~S/~~~~;_:;l~~oo~~~~u~~t fn 151) 
• ~rue 140: 96 bytes on wtre (768 bits), 96 bytes capcured (768 bits) on interface O 
J.. cisco rtml.<: 
•· Internet Protocol vers1on •. src: 150-0.0.34 (150.0.0.3-4), ose: 150.0.0-66 (150.0.0.66) 
·~ Internet control Message Protoco1 
Fig. 4.5.27 Captura de paquetes ICMP con Wireshark. 
Información más detallada sobre paquete ICMP: 
" nae uo: 96 bytes on wtre (768 bits), 96 bytes c~tured (766 bits) on interface o 
·• e 1sco "HOLC 
i~Miie::lllo!t'~!i·IICiij§MI.IjiMiMMIItdiMflljlliltifiMtfiMEjili!IM§MIMi!!HIHq.t 
He~der length: 20 bytes 
:·. oifferent1ated serv1ces F1eld: oxoo (OSCP oxoo: oefault; ECN: oxoo: Not-ECT (Not ECN-capable TTansport)) 
0000 OO .. • olfferenciated services codepoint: oefault (OxOO) 
...... oo ·• lixpHdt congestlon Notlficuion: Not-liCT (Not ECN-c~oble Tnnsport) (OxOO) 
TOUl Length: 92 
tdentification: Ox552f (21607) 
:-> Flags: OX02 (oon"t Frag.ent) 
o. . . • . o. - Reserved bit: NOt set 
.lo ..... • oon't fra~m: set 
• o o ••••• ,. More fragMnts: NOt set 
Frag.ent offset: O 
T1ate to 11ve: 62 
Protocol: IOIP (1) 
e• Heoder checksUII: OxbbOd [correct] 
[Good: True] 
[Bad: False) 
source: 150.0.0.34 (150.0.0.34) 
oestinotion: 150.0.0.66 (150.0.0.66) 
[source GeoiP: """"->] 
[OC!st1Ntion GQoiP: unkntMn} 
•' InterMt control Message Protocol 
-rype: a (Echo (ping) request) 
code: o 
Ched::st.n: Oxe3a4 [correct] 
Identlfier (SE): 12117 (Ox2f55) 
Identlfier (Lli): 21807 (Ox552f) 
sequence .....ber (BE): 1 (OxOOOl) 
sequence nlllllber (LE): 256 (OXOlOO) 
fsesponse frill! · 1411 
"! oace (6-< bytes) 







• 10 11 12 ll 14 15 16 17 
18 19 la lb le ld le 1f 20 21 22 23 24 25 26 27 
28 29 2a 2b 2c 2d 2e 2f 30 31 32 33 34 35 36 37 
:uJ ,n ,..,. ,._ ;,.,. ,.e , ... ,. "" 111 ,., 1!17 -'1! ,<~C 111:. 11..,. 




ctn• • ... _ ... ., P!Aorf"!r~r 
Fig. 4.5.28 Información detallada del paquete ICMP. 
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• Captura de paquetes Traceroute. 
Eil< fd< !liew ¡¡o ~ptvro ~ ~es Td<!ll>on¡: Iools jntomob J:ltlp 
o ® & D g D ~ S& 13 ~'\ ., t> <ll 'f A [file! 0. 0. <!:\ E!! éll 1!1 ~ U ~ 
Filie: 





22 •. 0.0. 5 
- :-1 
_ ~ &p~sion... Oe.r ~ $m 
Protocol length tnfo 
OSPF 84 Hello P&~ket 
OSPF S4 HtllO Packtt 






" ... ,.,. :;-¡¡~·: ":",~.o -;:;-, ~ 
27 20.012665000 N/ A 






24 L irM! keepalive, outgoing 
24 Une k:eeoalive. outao1no 
" Fruo 1: 24 bytes on trire (192 bits), 24 bytos captured (192 bits) on interface O 
w cisco HOt.C 







"' returntd sequtnct 71 
returned seoue:nce 72 
Fig. 4.5.29 Captura de paquetes Traceroute con Wireshark. 
• Captura de paquetes Telnet 
Eíle fdit Yoew !lo ¡;..,.... Analr.< ~· Td<!ll>ony Iools .(nlomals !jdp 
o ® 4 o ~ D ~ S& 2J e, c. t> G -1F A (ll}UI 0. 0. ~ E!! i6 [Y] G U ~ 
No. Time Source 
109 204. Z67150000 N/ A 
110 205.764101000 N/ A 
111 210.010956000 N/A 
112 211. 44 5914000 N/ A 
113 212. 271<85000 150.0.0.17 
114 213.922566000 150. o. 0.18 
• 115119.2591<8000 150.0.0.14 
!ri1'l'" -u~r ,,_,~.,.,~~-.--r 
117 219. !21191000 150.0.0.14 
118 219. 321191000 150. o. 0.14 
119 219. 332179000 150. o. 0.17 














123 219.352192000 150.0.0.17 150.0.0.H 
124 219. 362202000 150. o. o.u 150. o. 0.17 
125 219.362202000 150.0.0.14 150.0.0.17 
126 219.372204000 150.0.0.17 150.0.0.H 
127 219. 372204000 150. 0.0.14 150. o. 0.17 
128 219.588349000 150.0.0.17 150.0.0.14 
129 219. 591357000 150. o.o. u 150. o. 0.17 

























307 oovice ID: R2 Port ID: serhl0/2 
307 oovice ID: R3 Port ID: serhl0/2 
24 L ine keepalive, outgoing se:quence 91, returned sequenc'E! 90 
24 Lfne keepa11ve, outgoing sequence 91. returned sequence 91 
S4 Hollo Pocktt 
S4 Hello Padcet 
48 13014 > telnet [SYN] seq-0 lli ...... 128 l~ MSs-516 
-~~-~~:""m:""""~~~-,:¡y; ,Ji~ -)ft•I!,Ot"r·~· 
44 13014 > tQ rMt ACK Seq-1 A •1 n-«128 LQOooO 
53 Telnet D,it.a ••• 
56 Te 1 net Datta .•. 
SG Telnet o.at• ... 
·C+ii+M• IUM !M!i.iii+liii'·U'ill §*L'i@Y.QUM i!§* 11sq tfi.Migtgc 
47 T•lnt:t o.¡tta ••• 
50 Ttlnet Data ••• 
47 Tt:lnt:t Data 
47 Ttlntt o.at.a .•• 
~7 Ttlnet O.tl •.• 
53 Telnet Data ... 
44 telnet > 13014 [ACK) Seq-67 Ack-25 Win-4104 Len-O 
44 13014 > tol1141t (ACK) Saq-25 Ack~7 Wi,...062 Lon-0 
2C. L1ne keeoa11ve. ou-tao1no seouence 92. returned seauence 91 
·• FraMe 116: 46 bytes on Wire (3114 bits), 48 bytes ca¡n:ured (3114 bits) on interface o 
·•· Cisco HOLC 
,,. tnterne"t Protocol version e, src: 150&0.0.17 (150.0.0.17), ost: 150.0.0&14 (1SO.o.0.1.C) 
• Jr&OS-Itfss1on~cootr:oJ_pfotocoJ:;:.src~l!ottCt•W:.t:C23l;:DS_t~Pórtt:tl01.t::C13014l~~iq::o,~c'k::tl7_~eij;-o-::_-_-_-_-_-~---=-----~----_-_-_-_-_-_-_-_-_--__ 
Fig. 4.5.30 Captura de paquete telnet con Wireshark. 
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·• Fr...., 116: 46 bytes on wfre (364 bits), 48 bytes capwred (364 bits) on interface O 
,,. cisco HDLc 
y znternn Pr01:oco1 version •· src: 1SO.o.0.17 (1S0.0.0.17), on: uo.o.0.14 (1S0.0.0.14) 
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l~lifie@, 1f$jlo!.Mi.:.¡¡t·J'At"· iiiM++Q•l+WiiJ@WWM·ri•Q·tfMI!UCMtllilCIM§@*f!W"'S·+• 
sourc-e port: te nn zd 
oestination port: 13014 (13014) 
(streor.o il"ldex: O] 
'-
sequence ntnnber: o (relative sequ~e nunlber) 
Acknowledgooent nullber: 1 (relativo ack nullber) 
Header length: 24 bytes 
e~l~gs: OXOl~~(~~.C~~~:;;:;;;:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::~ 
000. . . . . ,. Reserved: Not set 
.•. o . . . . • Nance: NOt set 
o... • congenion window Reduced (CWR): Not set . O.. • ECN-Echo: Not set 
.. o. - urgent: NO't set 
••• 1 - Acknowledgment: set 
.... o ... • Push: Not set 
. . . . . o.. • R.eset: N~~ot~s~et~;::;;;::;_;:;;;~:;:;:::;::::::;::;:::~;;:;:::=;;:;;;:::;;;::;~;;:=::::::::::::=::=::::====::::::::::::::=::::::::::' 91
,; · [~.p~~~~~~-(c~~:~~•nce): conñect1on establhh ack,...,ledge (SY><+Acit): server port teln<!<J 
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Fig. 4.5.31 Información detallada del paquete telnet. 
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LABORATORIO 4.6: CONFIGURACION BASICA DE BGP 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
deBGP. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento BGP externo ( eBGP) en los routers de borde. 
• Configurar el enrutamiento BGP interno (iBGP) en los routers del mismo AS. 
• Configurar el enrutamiento OSPF en todos los routers conforme su AS. 
• Configurar las ID del router OSPF. 
• Verificar el enrutamiento OSPF por medio de los comandos show. 
• Verificar el enrutamiento BGP por medio de los comandos show. 
ESCENARIOS: 
En esta actividad de laboratorio el usuario aprenderá a configurar el protocolo de 
enrutamiento eBGP en los routers de borde y de configurar iBGP junto a OSPF en los 
routers de mismo AS en la red que se muestra en el Diagrama de topología, eBGP es 
utilizado para definir la relación entre diferentes sistemas autónomos en una red de IP. El 
laboratorio estará dividido en dos redes diferentes una con un sistema autónomo (AS) 1 00 
y la otra con AS 200, y los equipos que pertenecen a cada una de las redes trabajarán 
juntos como parte de la misma, tenga en cuenta los siguientes requisitos para el 
direccionamiento IP de las redes LAN: 
LAN R2: 200 host. 
LAN R5: 150 host. 




DIAGRAMA DE TOPOLOGÍA: 
AS lOO AS200 




AREAO 172.16.30.0 /lO 
Cl C2 
2 
BUCLE INE:RTIDO VPCS 
REO FISICA 
Fig. 4.6.1 Diagrama de topología en GNS3. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN: 
Dispositivo Inteñaz Dirección IP Mascara de Subred Gateway por 
defecto 
R1 fl/ 172.16.1.1 255.255.255.252 No aplicable 
f2/0 172.16.10.1 255.255.255.252 No aplicable 
R2 fl/0 192.168.1.1 255.255.255.0 No aplicable 
f2/0 172.16.10.2 255.255.255.252 No aplicable 
R3 fl/0 172.16.1.2 255.255.255.252 No aplicable 
f2/0 172.16.20.1 255.255.255.252 No aplicable 
R4 fl/0 172.16.30.1 255.255.255.252 No aplicable 
f2/0 172.16.20.2 255.255.255.252 No aplicable 
R5 g0/1 192.168.2.1 255.255.255.0 No aplicable 
g0/0 172.16.30.2 255.255.255.252 No aplicable 
C1 VPCS 192.168.1.3 255.255.255.0 192.168.1.1 
C2 BUCLE 192.168.1.2 255.255.255.0 192.168.1.1 
INVERTIDO 
PCREAL NIC 192.168.2.2 255.255.255.0 192.168.2.1 
Tabla 4.6.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACIÓN BÁSICA DEL ROUTER 
Configure los routers Rl, R2, R3, R4, y R5 de acuerdo a las siguientes instrucciones desde 
el modo de configuración: 
PASO 1: Configure el nombre de host del router. 
PASO 2: Deshabilite la búsqueda DNS. 
PASO 3: Configure una contraseña de Modo EXEC. 
PASO 4: Configure un mensaje del día. 
PASO 5: Configure una contraseña para las conexiones de la consola. 
PASO 6: Configure una contraseña para las conexiones de vty. 
PASO 7: Configure el registro de datos sincrónico. 
PASO 8: Guardar la configuración en cada router. 
TAREA 3: CONFIGURAR Y ACTIVAR LAS DIRECCIONES FASTETHERNET 
PASO 1: Configurar las interfaces de los routers. 
Configure las interfaces de los routers Rl, R2, R3, R4, R5 con las direcciones IP de la 
tabla de direccionamiento que se encuentra al comienzo de esta práctica de laboratorio. 
R1: 
Configuración para una interface fasEthemet: 
Rl ( config)# interface fasEthernet 1/0 
Rl ( config-it)# description conexion a R3 
Rl(config-it)# ip address 172.16.1.1255.255.255.252 
Rl(config-it)# no shutdown 
Rl ( config-it)# exit 
Rl ( config)# inteñace fasEthernet 2/0 
Rl(config-it)# description conexiona R2 
Rl(config-it)# ip address 172.16.10.1 255.255.255.252 
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Rl(config-if)# no shutdown 
R1 ( config-if)# exit 
Nota: Seguir los mismos pasos para la configuacion de las interfaces de los demás routers. 
PASO 2: Configurar las interfaces Loopback en todos los routers según corresponda. 
R1: 1.1.1.1 /32 
R2: 2.2.2.2 /32 
R3: 3.3.3.3 /32 
R4: 4.4.4.4 /32 
R5: 5.5.5.5 /32 
R1(config)#inteñace loopback 1 
R1(config)# ip address 1.1.1.1255.255.255.255 
R1 ( config)# exit 
PASO 3: Guardar la configuración. 
TAREA 4: CONFIGURAR OSPF EN LOS ROUTERS 
Configure el protocolo de enrutamiento OSPF en todos los routers de la red para la 
conectividad. 
Los enrutadores dentro de la red, estarán distribuidos en 3 áreas diferentes área O, área 1 
y área 2 de OSPF, asegúrese de configurarlos de acuerdo a la red donde se encuentren 
conforme indica en el diagrama de topologia . 
. Rl(config)# router ospf 100 
Rl(config-router)# network 172.16.1.0 0.0.0.3 area O 
Rl(config-router)# network 1.1.1.1 0.0.0.0 area 1 
Rl(config-router)# network 172.16.10.0 0.0.0.3 area 1 




R2(config)#router ospf 100 
R2( config-router)#network 172.16.10.0 0.0.0.3 area 1 
R2( config-router)#network 2.2.2.2 0.0.0.0 area 1 
R2(config-router)#network 192.168.1.0 0.0.0.255 area 1 
R2( config-router )# passive-interface fastethernet 1/0 
R2( config-router)#exit 
NOTA: Configurar el protocolo OSPF en los demás routers de la misma forma. 
TAREA 5: CONFIGURAR EL PROTOCOLO BGP EN LOS ROUTERS 
PASO 1: Configuracion de eBGP en los routers de borde: 
Rl(config)# router bgp 100 
Rl ( config-router)# neighbor 172.16.1.2 remote-as 200 
Rl(config-router)# neighbor 2.2.2.2 remote-as lOO 
Rl(config-router)# neighbor 2.2.2.2 update-source loopback 1 
Rl ( config-router)# network 1.1.1.1 mask 255.255.255.255 
Rl ( config-router)# network 2.2.2.2 mask 255.255.255.255 
Rl(config-router)# network 192.168.1.0 mask 255.255.255.0 
Rl(config-router)# no synchronization 
Rl(config-router)# no auto-summary 
Rl(config-router)# exit 
R3(config)# router bgp 200 
R3(config-router)# neighbor 172.16.1.1 remote-as 100 
R3(config-router)# neighbor 4.4.4.4 remote-as 200 
R3(config-router)# neighbor 4.4.4.4 update-source loopback 1 
R3( config-router)# neighbor 4.4.4.4 route-reflector-client 
R3(config-router)# neighbor 5.5.5.5 remote-as 200 
R3( config-router)# neighbor 5.5.5.5 update-source loopback 1 
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R3(config-router)# neighbor 5.5.5.5 route-reflector-client 
R3( config-router)# network 3.3.3.3 mask 255.255.255.255 
R3(config-router)# network 4.4.4.4 mask 255.255.255.255 
R3( config-router)# network 5.5.5.5 mask 255.255.255.255 
R3(config-router)# network 192.168.1.0 mask 255.255.255.0 
R3( config-router)# no synchronization 
R3( config-router)#no auto-summary 
R3( config-router)# exit 
PASO 2: Configuracion de iBGP en los enrutadores del mismo AS: 
Use la dirección de la interfase de loopback para las sesiones de iBGP. 
R4(config)# router bgp 200 
R4(config-router)# no synchronization 
R4(config-router)# neighbor 3.3.3.3 remote-as 200 
R4(config-router)# neighbor 3.3.3.3 update-source loopback 1 
R4(config-router)# neighbor 5.5.5.5 remote-as 200 
R4(config-router)# neighbor 5.5.5.5 update-source loopback 1 
R4(config-router)#no auto-summary 
R 4( config-router )# exit 
NOTA: Seguir los mismos pasos de configuración de iBGP para los routers faltantes. 
PASO 3: Redistribución de direcciones IP en diferentes sistemas autónomos: 
Los router de borde intercambian en las actualizaciones BGP las direcciones IP que 
reciben, dichas direcciones se envían desde el router Rl a R3 o viceversa. 
R3( config-router) # ro u ter bgp 200 
R3( config-router)# redistribute ospf 200 
R3( config-router)# bgp redistribute-internal 
R3( config-router)# exit 
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R3(config-router)# router ospf200 
R3( config-router)# redistribute bgp 200 subnets 
R3(config-router)# exit 
Rl(config-router) # router bgp 100 
Rl(config-router)# redistribute ospf 100 
Rl ( config-router)# bgp redistribute-internal 
R( config-router )# exit 
Rl(config-router)# router ospf 100 
Rl(config-router)# redistribute bgp 100 subnets 
Rl(config-router)# exit 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de C 1, C2 (VPCS) y PC REAL. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar el direccionamiento IP y las interfaces. 
Rl #show ip interface brief 
RU 











OK? Hethod StatuJJ Protocol 
'lES NVRAM ac!IU.nutrauvely down doWn 
YfS NVJWol e<!IU.nUtrat.ively QOW'll c1own 
Y!S NVRAM up up 
Y!SNVRAM ~ ~ 
YES NVRAK up up 
Fig. 4.6.2 Tabla ip de interface brief de R1. 
NOTA: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP 
y estén activas. 
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PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
R2#show ip route 
Fig. 4.6.3 Tabla de enrutamiento de RL 
Fig. 4.6.4 Tabla de enrutamiento de R3. 
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Fig. 4.6.5 Tabla de enrutamiento de RS. 
NOTA: Verificar de igual manera la tabla de enrutamiento de los demás routers. 
PASO 3: Verificamos la configuración de BGP en los routers, con el comando show ip 
bgp, como se muestra a continuación. 
Fig. 4.6.6 Tabla de Configuración de BGP en Rl. 
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R3#show ip bgp 
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Fig. 4.6. 7 Tabla de Configuración de BGP en R3. 
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Fig. 4.6.8 Tabla de Configuración de BGP en RS. 
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PASO 4: Utilice le comando show ip bgp summmary para verificar la adecuada 
configuración del protocolo BGP en la red. 
Rl #show ip bgp summary 
Fig. 4.6.9 Verificación de la configuración de BGP. 
NOTA: Verificar en los demás routers la correcta configuración de iBGP y eBGP de la 
misma manera. 
PASO 5: Verificar que hay conectividad completa en la red. 
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Fig. 4.6.11 Prueba de conectividad entre R2 y RS. 
Fig. 4.6.12 Prueba de conectividad entre host desde Cl a PC real. 
Fig. 4.6.13 Prueba de conectividad entre host desde C2 a PC real. 
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TAREA 8: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 10 muestras sucesivas de 100 ping desde el Cl 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64,512 y 1518 
bytes como se especifica en el RFC 2544. 
Fig. 4.6.14 Forma de medición de la latencia. 
En la Figura 4.10.15 se puede observar el envío de 100 ping con una trama de 64 hacia 
la dirección 192.168.2.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 70 71 70 71 68 70 60 59 67 66 67.2 
(ms) 
Tiempo Máximo 277 375 279 185 245 264 325 324 184 241 269.9 
(ms) 
Tiempo Promedio 123 135 131 102 115 118 119 119 114 131 120.7 
(ms) 




Tamaño de Trama 512 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 66 74 60 67 67 75 71 75 71 6S 69.4 
(ms) 
Tiempo Máximo 279 565 195 222 215 209 24S 229 207 395 276.4 
(ms) 
Tiempo Promedio 134 173 109 116 117 114 122 119 113 123 124.3 
(ms) 
Tabla 4.6.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 151S 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 71 79 65 6S 72 76 73 70 76 72 72.2 
(ms) 
Tiempo Máximo 17S 599 1S3 2S6 272 293 359 236 363 237 300.6 
(ms) 
Tiempo Promedio 125 163 114 124 125 137 129 12S 150 141 133.6 
(ms) 
Tabla 4.6.4 Comparación de datos obtenidos de las diferentes tramas. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 67.2 69.4 72.2 
Tiempo Máximo (ms) 269.9 276.4 300.6 
Tiempo Promedio (ms) 120.7 124.3 133.6 
Tabla 4.6.5 Comparación de datos obtenidos de las diferentes tramas. 
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Fig. 4.6.15 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía lína trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 148.8 ms a diferencia de una trama de 
64 bytes con 118.5 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 




Configuración del Jperf como servidor para medir Throughput: 
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Fig. 4.6.17 Gráfica de Bandwidth y Jitter. 
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Fig. 4.6.18 Gráfica de Bandwidth. 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Lone;itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 3 3 3 
Velocidad de Rx {Mbps) 3 3 2.99 
Tramas Transmitidas 4994 3330 2498 
Tramas Recibidas 4994 3330 2498 
Tramas Perdidas 0(0%) 0(0%) O (0°/o) 
Tramas Recibidas (pps) 500 333 250 
Tabla 4.6.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 5 7 10 
Velocidad de Rx (Mbps) 1 4.97 6.83 7.24 
Tramas Transmitidas 851 4247 5946 8505 
Tramas Recibidas 851 4247 5946 8293 
Tramas Perdidas 0(0%) 0__(0%) 0(0%) 212 (2.5%) 
Tramas Recibidas (pps) 85 425 594 850 
Tabla 4.6.7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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Fig. 4.6.20 PPS vs. Tamaño de Trama. 
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Fig. 4.6.21 PPS vs. Velocidad Tx. 
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En la figura 4.6.20, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 0.5 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 500 pps, con una trama de 1125 se envía 333 pps y con una 
trama de 1500 se envía 250 pps. 
Mientras en la figura 4.6.21, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx variada de: 
1 Mbps, 5 Mbps, 7 Mbps y 1 O Mbps, sin que se produzcan perdidas en el envío, como los 
datos que se muestran en la tabla 4.6. 7. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (bytes} 750 1125 1500 
Velocidad de Tx (Mbps) 3 3 3 
Velocidad de Rx (Mbps) 3 3 2.99 
Tramas Transmitidas 4994 3330 2498 
Tramas Recibidas 4994 3330 2498 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 0.482 1.011 1.549 
Tabla 4.6.8 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 5 7 10 
Velocidad de Rx (Mbps) 1 4.97 6.83 7.24 
Tramas Transmitidas 851 4247 5946 8505 
Tramas Recibidas 851 4247 5946 8293 
Tramas Perdidas O (0°/o) 0(0%) 0(0%) 212 (2.5%) 
Jitter (ms) 4.226 3.012 2.45 4.331 
Tabla 4.6.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4.6.23 Jitter vs. Velocidad Tx 
En la figura 4.10.22 se observa los valores del Jitter obtenidos al enviar diferentes 
tamafios de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 0.5 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 0.48 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de 1.54 ms. 
En la figura 4.10.23, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 1470 bytes utilizando una velocidad de Tx que varía entre 1 Mbps, 5 Mbps y 7 Mbps 
sin que se pierdan paquetes en la red, concluyendo también que a mayor ancho de banda 
mucho mayor será el jitter y pérdidas de datagramas. 
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Medición de Jitter a 5 Mbps: 
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Fig. 4.6.24 Gráfica de Bandwidth y Jitter. 
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Fig. 4.6.25 Resultados al medir Throughput como servidor. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz fastethemet 110 de Rl. 
• Captura de paquetes ICMP: 
E•• idi !{iew lio C•J>Iut< a••tr:• ~""''" Tdq>h""l loob lntcmab lldJ> 
o ® l. ii t (0-¡ ."'-! X 2 •:, • • • Y !: fl!lpJ E\ E\ 0. el él !'7, 13 ~ g 
.· nMe SS: 106 byas on >!lre (848 bits), 106 bytes captured (848 bits) on lnterfaco O 
tntf'rface id: o 
Enc:apsulation typ•: Ethernot (1) 
.,.rival 'ti'"': Af'l' 29, 201< U:1S:44.00S2S2000 Hora est. Pacifico, SUda~>érlca 
{TIIOO shfft tor chis pac~ot: 0.000000000 soconds] 
Epoch TillO: U98796124.00S2S2000 <tconcls 
{TI lOO dolta fr011 provious copturod fro .. : O. 984376000 .. conds} 
[Tilll dolu fr010 prevfO<os dfsplayed fra!M: 0.9&<176000 soconcls) 
[Tille sfnce referente or first frame: 21.8Sl8Sl000 seconcls] 
.,...., Nll10ber: 58 
Frolllt! length: 106 byru (848 bits) 
capture l•ngth: 100 bytos (848 bits) 
[Fra .. is IW'ked: nlse] 
[rra .. is ignored: nlso] 
[Protoc.o'ls in fra.ao: eth:ip:ic..p:d¡t.a] 
[Coloring Rule NaH: IO'!P] 11 ... t--------
(Coloring Rule string: icq> 11 IC"'l\'6) •Q 
;: Etherni!t n. src: cc:Ol:0•:44:00:20 (cc:Ol:Oa:H:00:20), on: cc:oo:oa:•4:00:20 (cc:OO:Oa:<4:00:20) 
' Internet .,.otocol ••ersfon 4 o src: 192.168.1. 2 (192.168.1. 2) o Ost: 192.166. 2o 2 (192.166.2. 2) 
verston: 4 
Htader 1 engch: 20 byres 
;o oifferentfated services rfeld: OxOO (OSCP Ol<OO: oehult; f.CN: 01<00: fiOt•ECT (llot ECfl-capable Tr•nsport)) 
Total Length: 92 
Idtntfffcatlon: Ox3661 (13921) 
.- flags: OxOO 
nagDmt offset: O 
TI.., to live: 125 
,. =~~~o~~g~~1~xS2elll&llllllhtlll&llliiii@I!L'l'l ••••• 
sourco: 192.16So1.2 (192.168.1.2) 
oestlnatlon: 192.16&. 2. 2 (192.16&. 2. 2) 
Fig. 4.6.26 Captura e información del paquete ICMP. 
• Protocolo TCP, BGP lo utiliza como protocolo de transporte: 
fie fdot {ftllitl' ~o Cotptutt !.Ntt:t ~11!a Tet~ loM !ninntb titlp 
o {o) 6 11 1! 8 "! • 2 ~, • .. "' .. .t. ~1(11 0. 0. (\ [!! ii ~ I'A $p ~ 
-~ ......... -~ .. - ....... ~ .... ~~d len¡"!,.~~- \.YHOWI •-..o.,,n 
!!7 J4.0Si00J0102.16S.1.l 192.16!.1. 2 '""' 106 «ho (plng) roply !! JS. 003!:'40 5. S. S. S ).).).) .... 7J r.tC:IPA..\.f\"t fJI!SSOUjJI! 
.!9lS.071J!J019l.leS.1.2 lg2.Hi&.2.'1 lO"P 106 i:Cho (pfng) j"~úf'St 
90_ n.to?6HOt91.t6S. 2.2 nl . .tGS.l.~ ::e~ 106 <cho (plng) r<~>ly 
9 16.0 :"01.20192.16!.1.2 19 .16!.2.2 lC>'P lO&H (p ng r~utSt 
93 )6,U62Sl0 192.161. 2. 2 192.16$.1.2 IC!'P l()(i !tho (ping) rtply 
g;: 17.1112660192.161.1.2 1~2.161.2.2 1(>'0 106 ''ho (pfng) roquest 
95 37.J49'Ut01!'1,.16S.,.1 192.16!.1. 2 '""" 10:6 r.cho (plng) r•ply 96 37.3370110172.16.20.2 224.0.0.5 OSI't 94 Hell o Po~cket 
97 36.2120090192.168.1.2 19~.168.~.2 IC>'P 106 [cho (pfng) rtquost 
~ l='raee 91: 60 byt.és on w1t@ (eso btu). 150 bytu c.aptured (,eso bh:s) on interhce o 
Int~f•ce id: o 
cncapsulatfon type: Uher~t (l) 
Arrfv¡l Tf*!: J.pr 29, 2014 H:l6:S7. l.C902SOOO ·KOra -tst. Pf.Cific:o, sud'a.Mr'ica 
(TfM! :~h1ft fOf' thh .,atht: ~ J§§rrd)' 
Cpoch Ti-o: 139S796737.1'902!,_...,..,... 
[Tiw d@lta fr011 prC!VfCKtS uptur'éd fr.a~: 0.12~996000 seccmds] 
[Tillf! delu. ff'~ prevfOU'S dls_pl~d fr,_: 0.124996000 seconcbl 
[t1M stnc:• reffl".frt!.t ot ffrst fta.t! 35.227629000 seconds] 
f'l'll~ ~ff: !1 
rrau Length: ~o byns (4SO bits) 
c.ptur~ t.ength: 60 bytes (4!0 bits) 
(Haoe 1s ur,:ed: ¡:-alse] 
(frue fs fgnorC!d: ,..alsa] 
(Protocols in fr~: eth:ip:ttp] 
[Coloring ltUlt npt: TCP) 
[color'ing Rul~ Stting: tcp} 
ov-AVvv•o ..... ~~,, ...... .¡,o .,.._.-.,.., ... \.> ..... 1) •tt OH,j 
1d-OJI'0001, seq-4Si'/S14St', t:t1•1i'6 (reQUtlt io t6} 
id-oxOOOl, s«q..t5S/SI113, ttl-..125 (roeply fn 90) 
id-01t000l, nq-4Sfi(S17U, tt 1·1.?6 (11"tqt1t t fn 19) 
16-0l:OOOl, seq..S59_f5l969, tt •12: (rtp y in 93) 
fd-0x0001, seq-:59/51969 1 ttl•l-26 (r~~PQUest in 92) 
1d.Ox0001. seq-160/52125, ttl-125 (r..,ly 1n OS) 
fd.0K0001. sl!q~M/52215, ttl•126 (r-4tqtr~st in 9-i) 
1d..O:;r.000t, sfl¡...:61/52oi1Sl. ttl•U5 (reply in 9S) 
¡, r:thtrMt u. src.: cc:Ol:O¡¡,:co&!OO:~O (t(:OJ:0):44:00:20), cnt: cc:oo:oa:44:D0:20 '(tc.:oo:o.a:44:00!20) 
.t· Iñt'OI'ñftl: ~atoc.ol vesion 4, sr~' Ll'et! f J J' p¡p 'S.S.S.\ (S.S.S. S) 





(.!,,~.Ult l•t.~J "-•· J(Jt)t1~·J .. )t. 
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J~.f'l.10t~u-J~•·crJ t:119 .. ~1'lfct-fJ'\~u 
~f dQ1.1.b'0'1C:JOO:ilO MOOOOOO 
Fig. 4.6.27 Captura del protocolo TCP 
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Fig. 4.6.28 Información detallada del protocolo TCP 
• Protocolo BGP 
file fdll ~- Wo ,.,..,,. !,.!)« ~;, l<~<p~>""l Ioo& ""'"''" ll<'p 
o 0 4 lf 4 ;; "1 X 2 r, • Q 4) 'i' .t. W:J~i El. El. Q. El iíi ~ F3 # ~ 
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106 tcl10 (plng) requut ! • 
106 rcl10 (plng) r<pl¡• ld.OxOOOl, soq-436/46051. ttl•l26 (r•quest In 35) 
54 52761 > bgp (A(K] Seq•l ACko20 >11,...16116 Len-Q 
106 ECho (plng) request ld.OxOOOl, seq-437/46ll7. ttl•l21 (reply In 39) 
106 Hho (pfng) reply !d-oxOOOl, seq-43</<6337, «1•126 (request in 38) 
106 tcho (plng) roquo>t ld-oxOOOt, soq .. 3S/46593, tt1•125 (ropl¡• In 41) 
106 Hho (plng) roply ldoOxOOOl, .. q .. 38/<16193. ttl•l26 (request In 40) 
106 Echo {ping) r~$t' idw0.-:0001. -se-q-fl9/46~9. tt 1·125 (reply f.rt .:3) 
Fraae :!4: ;:¡bytes on wirt! (S84 bits). 73 byte-s captured (SS. bits) on 1nt~rfltce O 
lntl!rfac~ fd: O 
Mcopsulot Ion t)'P'!! tth<!rn•t (1) 
Arr1val TfiMI: Apr 20. ~014 13:38:3.0:.S02106000 Hof",¡ ost. P.acff1co. sudu4r1a 
{Ti.,. >hift for thls packtt: o. 000000000 setonds] 
tpoc.h 't1~t: 139Si9671t .. 802106000 stconds 
[Tiae d@1t~ fra. pnvious c~turtd ft#at: 0.921871000 $Konds] 
[liM do)u fr011 provlous dlsphyod fr~.,., 0.921671000 second>) 
(Tillf! sine:~ r~f~ence or ffrst fru!: 12.6S070i000 .sMonds] 
Fra~~te trullber: 34 
-. • .,. Ungth: 13 bytos (58<1 bits) 
<opture ungth: 7l bytos (184 -bits) 
(Fra~ is carked: -ralse) 
[<ra .. ls lgnored: l'olsel 
(PrOtOCOlS 1n fro110: oth: lp!tCp!bgp] 
[colorlng ~ule Na ... : ~outing) 
[colodng Rulo Strlng: h>rp 11 olgrp 1,1,1;¡,¡¡¡' J '..1111& j 1 '1? !1 vrrp 11 glll'p 11 I9"P 11 is"P] 
• ,Ether""t u. src: cc:03:0a:44:oo:20 (cc:Rolil:&IHS , cm: cc:oo:oa:u:oo:zo ccc:oo:oa:<4:oo:20) 
• Internot Protocol verolon •· src: 1.1.1.1 (1.!.!.3), o.t: s.s.s.s (5.5.5.5) ""'llt-••••••-
j Tr.1ns111ss1on COI'Itrol Pro~ocol .. src IPor-t: bgp (179)t Dst POrt: S2761 (52781) 1 seq: 1. Ad::: 1, Len: 19..,. 






;e !JO J .c. ' ce a ~.& lO 00 4 e 
lO lb ¡• lt 00 00 tf 06 'l ce 03 Ol 03 01 05 01 
J) ~"'_, M bJ Ct ~tJ 1 ·!9 :2" .16 t_' 1'9 h ~ • l:J 1 .. 
if f\4 ftt .,_J 1.1(} 00 ff ff ff ff ft ff tf ft ff ff 
•r_rr rr ff n •r oo B 04 
Fig. 4.6.29 Captura del protocolo BGP. 
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f,Jt fdot y;.., ~o ~"" ¡;.~, S<r-"''" Tol~ lod> (n:m>~h ¡¡r~p 
o <!J .1. W l! .'J"' X fZJ ·, • o> llil i" l. [:-~:~j ~ Q. ~O il ~ ~ ~; ~ 
f~tr. 
>lo. ¡..,. Sou«e 
!l@ff.fti!iiiMMM 
,, Fr~,.. 3<: 73 bytes 011 wirt (184 bfts), 73 bytos capturtd (184 bits) "" fnttrhce O 
, nhornet n. src: cc:OJ:Oo:44 :00:20 (cc:Ol:Oo:44:00:20), ost: cc:OO:Oo:44 :00:20 (cc:OO:Oo:4~ :00:~0) 
, Jrnwnot Protorol v..-slm .;, src: l.l.3..3 (l.l.l.l). nst: s.s.s. S (S.S.S. S) 
Vet5ion: 4 
Ho•dtr longth: 20 bytos 
1 
,, Offf~rtntf•ted StrvlctS Fltld: OX<O (OSCP OxJO: Class Stltctor 6; íCN: OxOO: •'Ot·[CT (NO< ECN-<:•pablt lr¡nsport)) 
TOtll ltt>gth: 19 
Idom Hlcn ton: Ox371f (14111) 
,.· flo9S: oxoo 
'F<OgRl\1 offsot: o 
Tiae to tive: 2SS 
Protocol: íCP (E) 
t' Headtr chtd.-suc: O ~ (U CEE) 
souru: J. 3. 3.3 ().J. J. 3) 
ooninotfon: S.S.S.S (S.S.S.S)11~-------
(sourco GtoiP: vn~J>oo~n] "" 
(Dostfnotfon GtoiP: 1:<11<-..] 
"Tr•miJission contTol Prototol. Sr< o>ort: bgp (179), OSt I'Ort: 52781 (52181). StQ: 1. Ac\;: 1, lon: .19 
sourco port: bW (ll'9) _,...·-------• I>E!stfnnton port: IZl'Sl U2>Sl) •Q 
(stre•s lndex: 1) 
Stquonct ...,.,.,, 1 (rolati\-t s<QU•nc• nutlbor) 
(nen sequonce óUOber: 20 (relothre sequence notlb!')J 
Ad,.,.,le~ !IUObtr: 1 (reluhe acl: noobor) 
HUdtr longth: 20 b)'tts 
>. Fbgs: OXOlS (PSH, .\C<K) 
lñnd<lw silo v•luo: 16!05 
(colculattd ttlndow sfzo: 1630S] 
( .. illdoo< sizo scaling hctor: ·1 (u.""'-'>)) 
·• Chetks .. : Oxse;o (vallCation dlubl•CI} 
• (SE<tiACK anolysls) 
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Fig. 4.6.32 Información detallada del protocolo OSPF. 
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LABORATORIO 4.7: CONFIGURACIÓN BASICA DE 
ENRUTAMIENTO INTER VLAN 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de configuración de VLAN, VTP, Enrutamiento inter VLAN. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio podrá: 
• Cablear una red según el diagrama de topología. 
• Borrar las configuraciones y volver a cargar un switch y un router al estado 
predeterminado. 
• Realizar las tareas básicas de configuración en una LAN conmutada y un router. 
• Configurar las VLAN y el protocolo VLAN Trunking (VTP) en todos los 
switches. 
• Configurar un router para admitir el enlace 802.1 q en una interfaz F ast Ethernet. 
• Configurar un router con subinterfaces que correspondan a las VLAN 
configuradas. 
• Configurar un router con el protocolo de enrutamiento OSPF. 
• Demostrar y explicar el enrutamiento entre VLAN. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario examinará y configurará switches con sus 
respectivas VLAN con sus LAN independientes. Pese a que el switch realiza funciones 
básicas en su estado predeterminado de manera no convencional, existe una cantidad de 
parámetros que un administrador de red debe modificar para garantizar una LAN segura 
y optimizada. Esta práctica de laboratorio se armará y conectará la red que se muestra en 
el Diagrama de topología teniendo en cuenta los siguientes requisitos: 
Vlan 10: 240 host. 
Vlan 20: 200 host. 
Vlan 30: 200 host. 
Vlan 40: 240 host. 
Luego realice las configuraciones básicas en los routers y switch, para que se realice la 
comunicación entre los hosts de las vlan. Después de completar la configuración pruebe 
la conectividad entre los dispositivos de la red y fmalmente analizará el tráfico de 
paquetes en dicha topología. 
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TAREA 1: MONTAR LA RED EN GNS3 
PASO 1: Montar y conectar la red igual a la del Diagrama de topología. 
PASO 2: Borrar toda configuración existente en los switches. 
En los switches borre la NVRAM, borre el archivo vlan.dat y reinicie los switches (solo 
en los switch físicos). Después de que la recarga se haya completado, utilice el comando 
show vlan-sw para verificar que solo existan VLAN predeterminadas y que todos los 
puertos se asignen a la VLAN 1, este comando solo es para GNS3 para los switch físicos 
solo es el comando show vlan. 
PASO 3: Borrar la configuración en el router y volver a cargar. 
Router#erase startup-config 
Erasing the nvram filesystem will remove all configuration files! Continue? 
[confrrm] 
Erase of nvram: complete 
Router#reload 
System configuration has been modified. Save? [yes/no]: no 
TAREA 2: REALICE EL DIRECCIONAMIENTO IP PARA LAS REDES LAN 
Dispositivo Interfaz Dirección IP Mascara de Subred Gatewaypor 
defecto 
R1 fl/0 172.16.2.1 255.255.255.252 No aplicable 
f0/0.1 172.16.1.1 255.255.255.0 No aplicable 
f0/0.10 172.16.10.1 255.255.255.0 No aplicable 
f0/0.20 172.16.20.1 255.255.255.0 No aplicable 
R2 f0/0 172.16.2.2 255.255.255.0 No aplicable 
f0/1.30 172.1.30.1 255.255.255.0 No aplicable 
f0/1.40 172.1.40.1 255.255.255.0 No aplicable 
f0/1.1 172.16.99.1 255.255.255.0 No aplicable 
C3 BUCLE 172.16.10.3 255.255.255.0 172.16.10.1 
INVERTIDO 
C1 VPCS 172.16.10.2 255.255.255.0 172.16.10.1 
C2 VPCS 172.16.20.2 255.255.255.0 172.16.20.1 
C4 VPCS 172.16.20.3 255.255.255.0 172.16.20.1 
PCVLAN30 NIC 172.16.30.2 255.255.255.0 172.16.30.1 
PCVLAN40 NIC 172.16.40.2 255.255.255.0 172.16.40.1 
Tabla 4.7.1 Direccionamiento IP para las Redes. 
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ASIGNACIONES DE PUERTO: SW1 
Puertos Asi_gnación Red 
fl/0-fl/2 Enlaces troncales 802.lq 172.16.1.1 /24 
(LAN 1 nativa) 
Tabla 4.7.2 Asignación de Puertos SW1. 
ASIGNACIONES DE PUERTO: SW2 
Puertos Asig~ación Red 
fl/0 -fl/1 Enlaces troncales 802.1 q 172.16.1.0 /24 
(LAN 1 nativ~_ 
fl/5 -fl/10 Vlan 10 172.16.10.0/24 
fl/11- fl/15 Vlan20 172.16.20.0 /24 
Tabla 4. 7.3 Asignación de Puertos SW2. 
ASIGNACIONES DE PUERTO: SW3 
Puertos Asignación Red 
fl/0-fl/1 Enlaces troncales 802.1 q 172.16.1.0 /24 
_(LAN 1 nativa}_ 
fl/5-fl/10 Vlan 10 172.16.10.0 /24 
fl/11- fl/15 Vlan20 172.16.20.0 /24 
Tabla 4.7.4 Asignación de Puertos SW3. 
ASIGNACIONES DE PUERTO: SW4 
Puertos Asignación Red 
fl/0-fl/1 Enlaces troncales 802.1q 172.16.99.0 /24 
(LAN 99 nativ~ 
Tabla 4.7.5 Asignación de Puertos SW4. 
ASIGNACIONES DE PUERTO: SW5 
Puertos Asignación Red 
fl/2 Enlaces troncales 802.1 q 172.16.99.0 /24 
j_LAN 99 nativa) 
fl/5 -fl/10 Vlan30 172.16.30.0 /24 
fl/10- fl/15 Vlan 40 172.16.40.0/24 
Tabla 4.7.6 Asignación de Puertos SWS. 
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TAREA 3: REALIZAR LA CONFIGURACION BASICA DEL ROUTER Y 
. SWITCHES 
Una vez iniciado el equipo aparecerá el siguiente prompt: 
Router> 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
Switch> 
Ingrese al modo privilegiado 
Switch >enable 
Aparece el siguiente prompt 
Switch# 
PASO 1: Establezca la configuración global del nombre de host. 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
Switch # configure terminal 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XX:XXXX (Escribir nombre deseado) 
Switch( config)#hostname XXXXXX 
PASO 2: Configure un mensaje para que se muestre al ingresar al router. 
Router( config)#banner motd % Solo acceso a personal autorizado 0/o (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje 
Switch( config)# banner motd 0/o Solo acceso a personal autorizado % 
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PASO 3: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos para el switches: 
Switch( con:fig)# line console O 
Switch( con:fig-line )# password XXXXX 
Switch( con:fig-line )# login 
Switch( con:fig-line )# exit 
Switch( config)# enable secret XXXXX 
Switch( config)# line vty O 4 
Switch( con:fig-line )# password XXXXX 
Switch( config-line )# login 
Switch( con:fig-line )# exit 
PASO 4: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco IOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( con:fig)# logging synchronous 
Router( config)# exit 
Router( con:fig)# line console vty O 4 
Router( config)# logging synchronous 
Router( con:fig)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# Jine con so le O 
Router(config)# exec-timeout 10 
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Router( config)# exit 
Router( config)# line console vty O 4 
Router(config)# exec-timeout 10 
Router( config)# exit 
PASO 7: Guardar la configuración. 
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Router( config)# copy running-config startup-config 
NOTA: Realizar la misma programación para los router's. 
TAREA 4: CONFIGURE Y ACTIVE LAS INTERFACES FASTETHERNET. 
Aplique Los siguientes comandos: 
R1: 
Configuración para una interface fasEthemet: 
Rl ( config)# interface fasEthernet 1/0 
Rl(config-if)# description conexiona R2 
Rl(config-if)# ip address 172.16.2.1255.255.255.252 
Rl ( config-if)# no shutdown 
Rl ( config-if)# end 
R2: 
Configuración para una interface fastEthemet: 
R2( config)# interface fastEthernet 1/0 
R2( config-if)# description conexion a R1 
R2(config-if)# ip address 172.16.2.2 255.255.255.252 




TAREA 5: CONFIGURAR VTP EN LOS SWITCHES 
Configurar VTP en los cinco switches, recuerde que las contraseñas y los nombres de 
dominios VTP distinguen entre mayúsculas y minúsculas. 
SW4: 
SW4(config)#vtp mode server 
SW 4( config)#vtp domain unprg 
SW 4( config)#vtp password unprg 
SW5: 
SW5(config)#vtp mode client 
SWS(config)#vtp domain unprg 
SW5(config)#vtp password unprg 
SWl: 
SWl# vlan database 
SWl(vlan)# vtp server 
SWl(vlan)# vtp domain unprg 
SWl(vlan)# vtp password unprg 
SW2: 
SW2# vlan database 
SW2(vlan)# vtp client 
SW2(vlan)# vtp domain unprg 
SW2(vlan)# vtp password unprg 
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SW3: 
SW3# vlan database 
SW3(vlan)# vtp client 
SW3(vlan)# vtp domain unprg 
SW3(vlan)# vtp password unprg 
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TAREA 6: CONFIGURAR LAS VLAN EN EL SERVIDOR VTP. 
PASO 1: Configure las siguientes VLAN en los servidores VTP: 
SWl: 
Vlan Nombre de la Vlan 
Vlan 10 Vlan-estudiantes-centropre 
Vlan20 Vlan-docentes-centropre 
Tabla 4.7.7 Nombre de VLAN en SWl. 
SW4: 
Vlan Nombre de la Vlan 
Vlan 99 Vlan-administracion 
Vlan30 Vlan-estudiantes 
Vlan40 Vlan-docentes 
Tabla 4.7.8 Nombre de VLAN en SW4. 
SW4: 
SW 4( config)#vlan 99 
SW 4( config-vlan)#name vlan-administracion 
SW 4( config-vlan)#exit 
SW4(config)#vlan 30 
SW 4( config-vlan)#name vlan-estudiantes 
SW 4( config-vlan)#exit 
SW4(config)#vlan 40 
SW4(config-vlan)#name vlan-docentes 




SWl# vlan database 
SWl(vlan)# vlan 10 name vlan-estudiantes-centropre 
SWl(vlan)# vlan 20 name vlan-docentes-centropre 
SWI(vlan)#exit 
PASO 2: Configurar los puertos de enlace troncales y designar la VLAN nativa para 
los enlaces troncales. 
Configure Fa0/23 y Fa0/24 como puertos de enlace troncales y designe la VLAN 99 como 
la VLAN nativa para estos enlaces troncales. Simplifique esta tarea con el comando 
interface range en el modo de configuración global. 
SW4: 
SW 4( config)#interface range fa0/0- 1 
SW 4( config-if-range )#switchport mode trunk 
SW 4( config-if-range )#switchport trunk native vlan 99 
SW 4( config-if-range )#no shutdown 
SW 4( config-if-range )#end 
SW5: 
SW5(config)# interface fa0/1 
SW5(config-if)#switchport mode trunk 
SWS(config-if)#switchport trunk native vlan 99 
SWS( config-if)#no shutdown 
S W 5( config-if)#end 
Configure FallO, Fal/1 y Fal/2 como puertos de enlace troncales. 
SW1: 
SWl ( config)# interface range fasEthernet 110 - 2 




SW2( config)# interface range fasEthernet 1/0 - 1 
SW2( config-if-range )#switchport mode trunk 
SW2(config-it)# exit 
SW3: 
SW3( config)# interface range fasEthernet 1/0 - 1 
SW3( config-if-range )#switchport mode trunk 
SW3(config-if)# exit 
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PASO 3: Configurar la dirección de la interfaz de administración en los tres 
switch es. 
SW 4( config)#interface vlan 99 
SW4(config-it)#ip address 172.16.99.11255.255.255.0 
SW 4( config-if)#no shutdown 
SW5(config)#interface vlan 99 
SW5( config-if)#ip address 172.16.99.12 255.255.255.0 
SWS( config-it)#no shutdown 
PASO 4: Asignar puertos de los switches a las VLAN. 
Consulte la tabla de asignación de puertos al principio del laboratorio para asignar puertos 
alasVLAN. 
SW5: 
SW5(config)#interface range fa0/5- 9 
SW5(config-if-range)#switchport access vlan 30 
SW5(config-if-range)#switchport mode access 
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SW5(config-if-range)#inteñace range fa0/10- 15 
SW 5( config-if-range )#switchport mode access 
SW5(config-if-range)#switchport access vlan 40 
SW 5( config-if-range )#end 
SW5#copy running-config startup-config 
SW2: 
SW2( config)#inteñace range fa 1/5 - 9 
SW2( config-if-range )#switchport mode access 
SW2(config-if-range)#switchport access vlan 10 
SW2(config-if-range)#inteñace range fa 1/10-15 
SW2( config-if-range )#switchport mode access 
SW2(config-if-range)#switchport access vlan 20 
SW2( config-if-range )#end 
SW2#copy running-config startup-config 
SW3: 
SW3(config)#inteñace range fa 1/5-9 
SW3( config-if-range )#switchport mode access 
SW3(config-if-range)#switchport access vlan 10 
SW3(config-if-range)#inteñace range fa 1/10-15 
SW3( config-if-range )#switcbport mode access 
SW3( config-if-range )#switchport access vlan 20 
SW3( config-if-range )#end 





TAREA 7: CONFIGURAR LA INTERFAZ DE ENLACES TRONCALES EN R1 
YR2. 
Ha demostrado que la conectividad entre las VLAN requiere enrutamiento en la capa de 
la red, exactamente igual que la conectividad entre dos redes remotas cualesquiera. 
Un enfoque alternativo es crear una o más conexiones Fast Ethernet entre el dispositivo 
L3 (el router) y el switch de capa de distribución, y configurar estas conexiones como 
enlaces troncales dotlq. Esto permite que el tráfico entre las VLAN sea transportado a y 
desde el dispositivo de enrutamiento en un solo enlace troncal. Sin embargo, requiere que 
la interfaz L3 sea configurada con múltiples direcciones IP. Esto puede hacerse creando 
interfaces 'virtuales', llamadas subinterfaces, en uno de los puertos del router Fast 
Ethernet y configurándolos para que reconozcan la encapsulación dotlq. 
Emplear el enfoque de configuración de subinterfaces requiere de los siguientes pasos: 
• Ingresar al modo de configuración de subinterfaz. 
• Establecer encapsulamiento de enlace troncal. 
• Asociar la VLAN con la subinterfaz. 
• Asignar una dirección IP desde la VLAN a la subinterfaz. 
Los comandos son los siguientes: 
Rl(config)# subinterface fasEthernet 0/0.10 
Rl(config-subit)# encapsulation dot1Q 10 
Rl(config-subit)# ip address 172.16.10.1 255.255.255.0 
Rl ( config-subit)# exit 
Rl ( config)# subinterface fasEthernet 0/0.20 
Rl(config-subit)# encapsulation dotlQ 20 
Rl(config-subit)# ip address 172.16.20.1255.255.255.0 
Rl(config-subit)# exit 
Rl ( config)# interface fasEthernet 0/0 




R2( config)# interface fastEthernet 0/1.30 
R2( config-subit)# encapsulation dotl Q 30 
R2( config-subit)# ip address 172.16.30.1 255.255.255.0 
R2( config-subit)# exit 
R2( config)# interface fastEthernet 0/1.40 
R2( config-subif)# encapsulation dot1 Q 40 
R2(config-subif)# ip address 172.16.40.1255.255.255.0 
R2( config-subit)# exit 
R2( config-it)#interface fastethernet 0/1.99 
R2(config-subif)#encapsulation dot1q 99 native 
R2(config-subit)#ip address 172.16.99.1255.255.255.0 
R2( config-subit)# exit 
R2( config)# interface fastEthernet 0/1 
R2(config.:if)# no shutdown 
R2( config-it)# end 
TAREA 8: CONFIGURE EL OSPF EN EL ROUTER R1 Y R2. 
Rl ( config)#router ospf 1 
Rl(config-router)#network 172.16.2.0 0.0.0.3 area O 
Rl(config-router)#network 172.16.10.0 0.0.0.255 area O 
Rl(config-router)#network 172.16.20.0 0.0.0.255 area O 
Rl ( config-router )#end 
Rl #copy run start 
R2( config)#router ospf 1 
R2(config-router)#network 172.16.2.0 0.0.0.3 area O 
R2(config-router)#network 172.16.30.0 0.0.0.255 area O 
R2(config-router)#network 172.16.40.0 0.0.0.255 area O 
R2(config-router)#network 172.16.99.0 0.0.0.255 area O 
R2( config-router )#end 
R2#copy run start 
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TAREA 9: CONFIGURE DHCP EN LOS ROUTERS R1 Y R2. 
R1: 
Rl ( config)#ip dhcp pool VLAN-DOCENTES 
Rl ( dhcp-config)#network 172.16.20.0 255.255.255.0 
Rl ( dhcp-config)#default-router 172.16.10.1 
Rl ( dhcp-config)#dns-server 200.48.225.130 
Rl ( dhcp- config)#exit 
Rl(config)#ip dhcp excluded-address 172.16.20.1 
Rl ( config)#ip dhcp pool VLAN-ESTUDIANTES 
Rl(dhcp-config)#network 172.16.10.0 255.255.255.0 
Rl ( dhcp-config)#default-router 172.16.10.1 
Rl ( dhcp-config)#dns-server 200.48.225.130 
Rl ( dhcp-config)#exit 
Rl ( config)# ip dhcp excluded-address 172.16.10.1 
R2: 
R2( config)#ip dhcp pool VLAN-DOCENTES-CENTROPRE 
R2(dhcp-con:fig)#network 172.16.40.0 255.255.255.0 
R2( dhcp-config)#default-router 172.16.40.1 
R2( dhcp-config)#dns-server 200.48.225.130 
R2( dhcp- config)#exit 
R2(config)#ip dhcp excluded-address 172.16.40.1 
R2( config)#ip dhcp pool VLAN-ESTUDIANTES-CENTROPRE 
R2( dhcp-config)#network 172.16.30.0 255.255.255.0 
R2( dhcp-config)#default-router 172.16.30.1 
R2( dhcp-config)#dns-server 200.48.225.130 
R2( dhcp-config)#exit 
R2( config)# ip dhcp excluded-address 172.16.30.1 
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TAREA 10: CONFIGURAR LOS EQIDPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de C3, Cl, C2, C4, C6 (VPCS) y PC REAL 
para el correcto funcionamiento de dhcp. 
Col. VirtJai ~C Simuiato· fe Dynar1ips/GNS3 - Ll >.E 
IJPCS l1 J > 
UPCS [1 J> ip dhcp 
DOR~ IP 172.16.20.2/24 G\·1172.16.20.1 
UPCS tU> 2 
UPCS [2 J > ip dhql 
DORA I P 1 '72 • 16 .1 0 . 2/2 4 G;~¡ 1 ?2 . 16 .HL 1 
. PCSl2l> 3 
lJPCS l3 D ip dhcp 
D"ORA IP 172.1.6.20.3/24 GiH 1?2.16.20.1 
IJPCS [J J> 
Fig. 4.7.2 Configuración de DHCP en las VPCS 
TAREA 11: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar la configuración de VTP. 
SWl#show vtp status 
SW1 - [j ~ 
Fig. 4.7.3 Verificación de configuración de VTP en SW1 
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SW2#show vtp status 
Fig. 4.7.4 Verificación de configuración de VTP en SW2 
NOTA: Verificar en los demás switch la configuración vtp. 
PASO 2: Verificar la creación de las VLAN en switchs y su correcta distribución a 
otros switch. 
Use el comando show vlan brief en SWI y SW4 y show vlan-sw brief en SW2 y SW3 
para verificar que las VLAN se hayan distribuido a los switches clientes. 
Fig. 4. 7.5 Verificación de VLAN creadas. 
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Fig. 4. 7.6 Verificación de distribución de VLAN creadas. 
PASO 3: Verificar el direccionamiento IP y las interfaces. 
Observe los siguientes puntos en esta configuración: 
~ La interfaz física se habilita usando el comando no shutdown porque las 
interfaces de los router están inactivas de manera predeterminada. Las interfaces 
virtuales están activas de manera predeterminada. 
~ La subinterfaz puede usar cualquier número que pueda describirse con 32 bits. 
pero es buen ejercicio asignar el número de la VLAN como el número de la 
interfaz. como se hizo aquí. 
~ La VLAN nativa está especificada en el dispositivo L3 a fin de que sea 
consistente con los switches. De lo contrario, la VLAN 1 sería la VLAN nativa 
predeterminada, y no habría comunicación entre el router y la VLAN de 
administración en los switches. 
Rl #show ip interface brief 
Fig. 4.7.7 Verificación de Inteñaces Activas de Rl 
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R2#show ip interface brief 
RU 














OK? Method Status 
YES NVRA11 up 
YES NVRAM up 
YES JNRll11 up 





YES 1nnuli1 administratively down dow~ 
YES NVRAH up up 
Fig. 4.7.8 Verificación de Interfaces Activas de R2 
PASO 4: Verificar la configuración de los router. Use los comandos show ip ro u te para 
verificar el contenido de la tabla de enrutamiento. 
Rl #show ip route 
R1 - n ·~ 




Rlhhow ip route 
Codes: C - connected, S - stotic, R - R1P, M - IObile, B - BGP 
D - I1GRP 1 EX - EIGRP enernal, O - OSPF, lA - OSPF inter uea 
Bl - OSPF HSSA externa! type 1, N2 - OSPF BSSA external typt 2 
El - OSPF external typt 1, E2 - OSPF external type 2 
i - 15-15, su - 15-15 !UIIIIary, Ll - 15-15 level-1, L2 - 15-15 level-2 
ia - IS-IS inter area, • - candidate default, O - per-uaer statie route 
o - ODR, P - periodic dovnloaded static route 
Gateway of last resort is not set 
172.16.0.0/16 ia variably allbnetted, 6 sUbnets, 2 usts 
o 172.16.40.0/30 [110/21 via 172.16.2.2, 00;13:59, Fa.stEthernetl/0 
172.16.30.0/24 [110/21 via 172.16.2.2, 00:13:59, F&!t!thernetl/0 
C 172.16.20.0/24 is directly connecttd, Fast!tbernet0/0.20 
e 172.16.10.0/24 i! directly connected, rast!thernet0/0.10 
e 172.16.2.0/30 ia direcely connected, FastEthernet1/0 
O 172.16.99.0/21 {110/21 via 112.16.2.2, 00:13:59, FastEthernetl/0 
Rlt 
Rl# 
Fig. 4.7.10 Tabla de enrutamiento en Rl con OSPF. 
NOTA: Verificar la table de enrutamiento de R2. 
PASO 5: Verificar que hay conectividad completa en la red. 
Use el comando ping para verificar la conectividad. 
Desde la C 1, verifique que pueda hacer ping a la PC real de la vlan30 y en los otros 
hosts. Puede que tome un par de pings antes de que se establezca la ruta de extremo a 
extremo. 
Verifique que todos los switches estén correctamente configurados haciendo ping entre 
ellos. 
Fig. 4. 7.11 Comprobación de conectividad entre Cl y PC REAL. 
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· .. • 3 • ... ' . ~ -· -· ~ - .-- ..... --·_-: ¡ ·-·-
Fig. 4. 7.12 Comprobación de conectividad entre C4 y PC REAL. 
ii' _:. ,, 
Fig. 4.7.13 Comprobación de conectividad entre PC REAL y C3. 
TAREA 12: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamafio de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
' ~- 1 •• '; .: '- .. 
Fig. 4.7.14 Forma de medición de la Latencia. 
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En la Figura 4.7.14 se puede observar el envío de 100 ping con una trama de 512 hacia 
la dirección 172.16.30.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 20 22 25 22 30 25 27 25 27 28 25.1 
(ms) 
Tiempo Máximo 148 160 185 134 222 171 176 132 161 235 172.4 
(ms) 
Tiempo Promedio 73 60 70 70 82 80 79 58 62 82 71.6 
(ms) 
Tabla 4.7.9 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 512 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 37 24 34 22 24 35 23 32 21 24 27.6 
(ms) 
Tiempo Máximo 284 213 174 133 125 122 188 179 158 201 177.7 
(ms) 
Tiempo Promedio 112 63 80 53 52 66 81 75 78 89 74.9 
(ms) 
Tabla 4.7.10 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1518 
(bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 ~lO Promedio 
Tiempo Mínimo 40 38 29 25 44 37 24 39 35 34 34.5 
(ms) 
Tiempo Máximo 390 230 171 126 220 173 118 153 142 175 189.5 
(ms) 
Tiempo Promedio 122 79 82 60 99 93 77 71 84 78 84.5 
(ms) 





Tamaño de Trama 64 512 1518 
(b_ytes)_ 
Tiempo Mínimo _(ms) 25.1 27.6 34.5 
Tiempo Máximo (ms) 172.4 177.7 189.5 
Tiempo Promedio (ms) 71.6 74.9 84.5 
Tabla 4.7.12 Comparación de datos obtenidos de las diferentes tramas. 
Figure 1 - e ~ 
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TAMAÑO DE TRAMA (bytes) 
Fig. 4.7.15 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 84.5 ms a diferencia de una trama de 
64 bytes con 71.6 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar Jos paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 





Configuración del Jperf como servidor para medir Throughput: 
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Fig. 4.7.16 Gráfico del Bandwidth y Jitter en Jperf. 
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Fig. 4.7.18 Configuración del Jperf como Cliente para medir Throughput. 
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Fig. 4.7.19 Gráfico del Bandwidth en Jperf. 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 4 4 4 
Velocidad de Rx (Mbps) 4 4 4 
Tramas Transmitidas 6659 4439 3335 
Tramas Recibidas 6659 4439 3335 
Tramas Perdidas 0_{0°/o) O (O%,) o (0°/o) 
Tramas Recibidas (pps) 666 444 333 
Tabla 4. 7.13 Datos obtenidos de tbrougbput para diferentes longitudes de trama. 
THROUGHPUT 
Lon2itud de Trama {bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 2 5 8 
Velocidad de Rx (Mbps) 2 5 8 
Tramas Transmitidas 1701 4249 6798 
Tramas Recibidas 1701 4249 6798 
Tramas Perdidas O (0°/o) O (0°/o) O (Oo/o) 
Tramas Recibidas (pps) 170 425 680 
Tabla 4.7.14 Datos obtenidos de Tbrougbput para una longitud de trama de 1470 bytes. 
!le Edt y,.. lnsert Tooh ll<d<top \Ynbr ~ 
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Fig. 4.7.20 PPS vs. Tamaño de Trama 
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Fig. 4. 7.21 PPS vs. Velocidad Tx 
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En la figura 4. 7 .20, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 4 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 666 pps, con una trama de 1125 se envía 444 pps y con una 
trama de 1500 se envía 333 pps. 
Mientras en la figura 4. 7.21, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx variada desde 
2 Mbps hasta 8 Mbps sin que se produzcan perdidas en el envío, en la gráfica se observa 
que a 2 Mbps se envían 170 pps, en cambio a 8 Mbps se obtiene 680 pps. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (kbps) 4 4 4 
Velocidad de Rx (kbps) 4 4 4 
Tramas Transmitidas 6659 4439 3335 
Tramas Recibidas 6659 4439 333 
Tramas Perdidas O (O%.) O(Oo/o) 0(0%) 
Jitter (ms) 0.01 1.095 1.288 
Tabla 4.7.15 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Lon2itud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (kbps) 2 5 8 
Velocidad de Rx (kbps) 2 5 8 
Tramas Transmitidas 1701 4249 6798 
Tramas Recibidas 1701 4249 6798 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 0.950 0.02 0.014 
Tabla 4.7.16 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4. 7.23 Jitter vs. Velocidad Tx 
En la figura 4. 7.22 se observa los valores del Jitter obtenidos al enviar diferentes tamaños 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 4 Mbps, se puede observar claramente que con una trama de 750 bytes se tiene un Jitter 
de 0.01 ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de 1.288 
ms. 
En la figura 4.7.23, se observa los valores del Jitter obtenidos al enviar paquetes UDP de 
1470 bytes utilizando una velocidad de Tx que varía entre los 2 Mbps y los 8 Mbps, se 
puede observar claramente que con una velocidad Tx de 2 Mbps se tiene un Jitter de 0.950 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz fl/0 de Rl. 
• Captura de paquetes ICMP. 
[olt {d< ~- ~o ''"'"" !ntly:e ~ ld<phonf l""" '""""'' I!"P 
o ® .i • .i1 D r, X e 1\ • Q e 1 A. l~J.Gj <!1. <!1. ~ r::l ii (!1 fl )f. : @ 
No. l .... Soonce Oeslinotion Ptctocol l<ngt~ tn!o 
2•s u6. 20i6sH;2.16.1o. 3 172.16.40.2 ICMP 554 Echo (ping) roply 
?49 u~. 2046SS 1~2.16. •o. z 172.16.10.1 lCHP !J.! re/lo {ping) re<¡~st 
250 117.267156172.16.10.3 172.16.40. 2 JCV.P 554 Echo (plnq) r•ply 
251 118. 2202SS172.16.40. 2 172 .16.10. J IO!P 554 rcho (plnq) r•qu•st 
252 115.251529172.16.10. 3 1:2.16.40.2 ICI<P 554 Echo (pinq) reply 
253119.2102Si172.16.40.2 172.16.10. 3 ICMP 554 Echo (pinq) r•quost 
25<119.251530172.16.10.3 172.16.40. 2 ICYP 554 Echo (ping) roply 
256120.2SUSS1:2.16.10.3 172.16.40.2 ICI<P 554 Echo (p nq roply 
2.'5:' 120.5~0~172.16.2.2 22.;1.,0.0.5 OSPr: Q.i 'Ke11o P.J.Cl:C!t 
255 121. 2671S9172. 16.40. 2 172.16.10. 3 IO!P S 54 ECho (ping) roquost 
259 121.314037172.16.10.3 172.16.<0. 2 ICI<P S54 ECho (pinq) ropl)• 
260122.282190172.16.40.2 1;2.16.10.1 IO'P 554 Echo (ping) roquest 
2~1 122. 298<13112.16.10.3 172,16,<0. 2 ICJotP SS< Echo (ping) reply 
·,; Fromo 25S: 554 bytes on wlre (44)2 bits), 554 bytes upturod (<<32 bit>) on lntorface O 
id..Ox0001, soq•S9l/2073S, ttl•127 (roquest in 247) 
fd-11.0001, •«?"5!).1/?09!><, crl-127 (roply In 250) 
id-oi<0001, soq-50-1/2099•, ttl•l27 (roquo<t Ir. 249) 
1d..Ox0001, soq-595/21250, ttl•127 (roply In 252) 
id-oxOOOI, soq.59;f21250, ttl-127 (rOqllost in 251) 
id-ox0001, soq-596/21 506, ttl-127 (roply In 254) 
id•Ox0001, soq.596/2H06, ttl•127 (roquest in 253) 
d-O~(l(.}(Jl, ~(lq-~4t •l1lbl' tt •l . . 




7 (request in 2SS) 
ttl•127 (r•ply 1n 259) 
«1•127 (roquest in 255) 
ttl•127 (reply In 261) 
tt 1•127 (r•quest in 260) 
~·- Ethernet li, src: Cisco_7f:29:8S {fO:f;: 5S:7f:29:S6), Ost: e<:10:10:0S:00:10 («:10:10:08:00:10) 
·Internet Protocol v..-slon 4, src: 172.16.40.2 (172.16.40.1), ost: 172.16.10.3 (172.16.10.3) 
version: 4 
~oador J•ngth: 20 bytes 
:•: oiffer•ntiotod services Fleld: OXOO (OSCP OxOO: oehult: ECN: oxoo: Not-tCT <•'Ot rcn<apable Transport)) 
Total Longth: 540 
Idontiflcation: Oxl1ba (4536) 
.t ~lags: OxOO 
Frogcwtt offset: o 
Ti=e to live: 127 
Protocol: IC>:P (l) 
:• Hoodor chec~-sUO>: Ox9<01 {corroctl 
source: 172.16.<0. 2 (172.16.40. 2) 
oestination: 172.16.10.3 (172.16.10. 3) ......... ________ _ 
{Sourco Geot•: untmoom) ~ 
{oestination GoolP: ~.._,¡ 






.:e ltl 10 UJ::C OC 10 tU t ) ,N 88 1.:8 00 .4.) 
~1 u 11 ba oo oo ""t 01 9e 01 ·'<' 10 J8 01 ,te tt 
}.) Ol ~ C'J •• S< 00 01 02 15 t1 62 Cl 6" ~5 
,1 ~ ~9 w tb 6c 6d 6E' u ,o ?1 12 n :.- '5 1 
? ~1 ~~ 63 1:' ~5 ~ ~, 6a 69 tio 6b 6c 6d ti<! 6f 
Q;! frunt (ftamtl. SS4 b)'tes 
Fig. 4.7.26 Captura de tráfico en la red con Wireshark. 
filo Edil ~- !io ,"lll.,. (l..,.¡y,• ¡,,;,,., Toi~ Ioo& """""' 1!~ 
o ® A, ilf ,e u !"l X 12! r, • q e 9 A. [:-JL:~) <!1. <!1. Q El ¡¡ t?:, G $> ~ 
No. Tirt't ~~ 
.t~U J,..i..~,¿,:tL.U:oi ~\.."'-U•.I.UoVOoW"oL\1 
247116.189027 172.16. 40.2 
24S llfi. 20'653 l#'l.16.10. 3 
2.:9 111 . .?~G~s 1n.1e.4o.' 
2SO Ui .267156172.16.10.3 
25111S.l202!S1n.16.40.2 
l.S2 118. 2'51S20 172.16.10.1 
Destinetion 
















SS<. EchO (ping) requ~1: 
SS• <cho (ptng) reply 
5~ (cho (pff'l9) rCK¡uest 
SS• <cho (ptng) roply 
SS< ECho (ptng) roqu•st 
ss• tcho (ptng) roply 
2S.: ll9.1SLS301il.l6.10.3 172.16.40.2 ICI-"P SS4 EelO (ping rep y 
.2SS 120. 23590! li2.16.40.2 172.16.10. l lO'P SS4 Echo (ping) rtquttst 
256 120.78271! 172.16.10.3 112.16 •• 0. 2 IC>'P 554 Echo (ping) r<ply 
ZS? 120. 5&c0l4 1n.1G.2.2 it2 •• 0.0. S OSPJ= 94 Ho11o P~cl.. .. t 
,~ R"Uie 25J: ·554 bytes on wlte (4t32 Mis), 5S4 ·bytes co~ptUt"@d (4432 b1ts) on interface O 
:tm:erfue fd: o 
íncapsulation type: l:t~fl!t (1) 
Arrfv~l Tif*e: V.lly 22, l014 U:1G:20.7U396000 Mota est. Pacifico. SUda~rfu 
(Ti .. shift fO<" thls pocker: 0.000000000 so<ond<l 
f.:poch Ti•: l400i'SZS.S9. 123196000 seconds 
[Tiae del u fra. :pt'"f;Vious cap'tured fr,•e: o. 965756000 seconds] 
(Ti .. dtlto fr .. j)l'evious disphyed fr-: o. 966755000 socondsl 
[T1M s1ncé rehrmxo M ffrst frallf': 119. n0287000 s«Ot\ds} 
F'nllft Nueer: 253 
..... Length: 554 bytes (4H2 bits) 
c,¡¡ptt.r.'e ungth: sse bytos (4431 bits) 
(F'raute 1s llilrked: f:also') 
(~rmo is fgnotod: F'also] 
(Protocols In frae: oth:tp:l~:d•tal 
(color1111J Rulo n-: t~Pl 
(Coloring RUlo String: IC'!> 11 ICIIIPv6] 
fd-OXOOOl, seq-5"93,nOi'JS, ttl•127 (re-p1y fn 2éS) 
16-0XOOOl, seq•593/20i3S, t.tl-121 (r~est in 2"7) 
16-0XOOOl. seq-594/20994, ttl-127 (rt"ply fn 250) 
id-Ox0001, soq•S94/2099•, ttl•117 (roquost in 2<9) 
ld-o•OOOl, seq·S9S/212SO, tt 1•127 (roply in 2S1) 
td-0>0001, .. q.595 IlUSO, ttl•127 (roqu t tn 251) 
td-OxOCK)l. stq-'596/21 '506, tt -11; r~('St in 2Sl) 
id-01<0001. soq-597/21762, ttl•l27 Cr•ply In 256) 
ld-0><0001, soq-59?/21762, tt1•127 (r-ost in 255) 
·• nhllrnot u. ,.-e: cisco.)'f:29:a8 (fO:f7:55:7f:29:SS), ost: cc:to:to:os:oo:tO (cc:10:10:0!:00:to~ • ..;:!C::::::::•-
··~ :rm.erncn ProtocolVorsfon .c. src: 172.16.40.2 (172.16,40.2), 'OSt: 172.16.10.1 (172.16.10.3) 
·,_ Intfll'hfl: control i;.'esuga Protocol 
Fig. 4.7.27 Información detallada del paquete ICMP. 
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• Protocolo de enrutamiento OSPF: 
file flk !titw V.o :tapture ,é.r.1~ Stlt~ics T~ !ook .(n::emals tfdp 
o ® •• 4 :-¡ ~ )( l'a •, • o> 4l :¡ A lf"':I:_";!J El Ellfl. El ii (?) G U; ~ 
No. Tm. Sourco Outinltian Ptotocol ltngth lnf~ 
247 116.189027172.15,40.2 172.16.10. 3 IOo'P 5i4 Echo" (ping) roquost id.Ox0001, nq•593/2013S, tt1•1Z1 Croply in 24S) 
248 116. 204fSS31i2.16.10. 3 172.16.(0.2 :ICYP 554 Echo (ping) reply id.0>:0001. seq-593/20738, ttl-127 (request in 24;') 
249 117.204658 172.16 .• 0.2 172.16.10.3 ICI'P SS4 (cho (ping) request id.OX0001, seq-59'/20994. ttl•H7 (r•ply in 250) 
250117.267156172.16.10.3 172.16. 40.2 t~P 55< Echo (ping) roply id.0>:0001, soq•594/20994, ttl•127 (roqu•st in 249) 
251 us. 2202SS 172.16.40. 2 112.16.10. 3 IC!'P 55< ECho (plng) request id-Ox0001, soq-595/21250, ttl•l27 (reply in 252) 
252 us. 251529 172 .16.10. 3 172.16. 40.2 IC!'I' ss• Hho (plng) rtply ido0>:0001, ••q-595/21250, ttl•127 (roquost in 251) 
253119.2202Si 172.16.40.2 172.16.10. 3 IC>'P 554 (Cho (plng) requtst id-oxooot. soq•S96/21506, t.tl•l27 (reply in 2S4) 
2S4 119.2S1S301i2.16.10.3 112.16.40. 2 .O'P 554 Echo (ping) roply id-ox0001. soq-596/21506, ttl-127 (requ•n in 25l) 
.255 120. 2)'5901 172.1fi . .t0. 2 172.16.10. 3 IO'P 55< Echo (ping) request id.0>-0001. seq-597/21762, tt1•127 (rtply in 256) 
256 120. 2S2788172.16.10.l 172.16 . .t0.2 ltvl' 554 •cho (ping) rep ly 1d .. Ox0001~'!q•597(21762 1 tt1-127 (rtquu·t in 2SS) 
257 120.564034172.16.2.2 ll<.o.o. s 051>1' 94 tttllo Pad:et 
2SS 121.267159172.16.40.2 17l.16.10.l I~P 5S4 Echo (ping) roquost id.O>.OOOl, soq•59S/22016, ttl•127 (roply in 259) 
259 121. 314037172.16.10.] 172.16. •o. 2 lO .. P 554 'cho (plng) roply 1d..Ox0001. saq-S9S/2201S. ttl•127 (request in 258) 
260 122.282790172.16.40.2 172.16.10. 3 IC>'P 514 Echo (ping) request ld.Ox0001. stq-599.'22274, ttl•127 (rtply in 261) 
261 122. 29S4IH72.16.IO.l 172.16. 40.2 IC>'P 554 EC~ (plng) r•ply id-oxooo~. stQ•S?9/22274_, ttl•127 (requost in 260) 
.t ~:;theri'M!t II, src: C sco_i' :29:8 ( O:f7:S~:if:29:88 • Dst.: lPVlGiiUSt._OO:OO:OS (01:00: 
- rntel'"net Protocol Vl!t*Sfon ..::. src: 112.16.2.2 (112 . .16.2.2), Dst:: 224.0.0.S (22-'.0.0.'5) 
verston: 4 
Muder length: 20 bytes 
'1 oifferenttued services ~teld: oxco (OSCP Ox30: Ch:ss Selector 6; [CN: oxoo: r.:ot-(CT .(Not 'ECN<apable Transpon)) 
Total Length: SO 
tdentificot1on: Ox0d6f (3439) 
~ ~lags: OxOO 
Fragcaem offs•t: O 
Ti.-e t.O Hve: 1 
.Protocol: OSPJ!' IGP (69) 
• Header dlect.:su.: Ox1d0f (correct] 
source: 172.16.2.2 (172.16.2.2) 







[Sourcct C«<IP: unl:'nown] 
(oenination ceorP: vnf..""nOWn] 
il t" 1 'V Ul O "'1 llb :lo ,jj C( 
JO ~o Dd 6f oo oo 01 \9 td ot .t.~.. 10 02 01 tO 
')O OS 02 ()1 (YJ !O rlt. 10 ftl fil 00 00 00 ()O lO ; 
w o)} .;,¡ LJ" {)O \X) ¡)l.j l.!) .N ff tf (f t~ vv o 
11 01 M (1(1 ~) rs .u 11\ M rt.} M 10 :u 01 oH 1 
l4 01 tf H 00 tH 00 Ul OU tM 00 00 00 Vl 
O'!?. ftarnt (fnme). Q& byttS 
Fig. 4. 7.28 Captura del protocolo OSPF con Wireshark. 
[i1e ~dd ~ fio ~- ~ ~"' T~ lods """"''' l!dp 
o e 1. • ~- D '": x 2! ~, • -> • :r ~; [ol~l El a a B w f'?l o s; ~ 
tfo. Time Source 
251 118.220285172.16. <0. 2 
252 us. 251519172.16.10. 3 
253 119.220l.Si li2.16.40.2 
2S.119.2115J0172.16.!0.3 
255 120.23590!172.16.40.2 
256 120. 2!278S 112.16.10. 3 
258 121.215i119171.115.40.2 
259 1?1. 3140); 171.16.10. 3 
260 122. 282'i90 172.16.4.0.2 









172.16 . .40.2 
172.16.10.] 












1'1'~ ~c"no (plng) requtst 
11• tcho (ping) roply 
554 Echo (ping) request 
514 tcho (ping) reply 
554 Echo (ping) roquest 
554 Echo (ping) reply 
554 Echo (ping requtSt 
554 ECho (ping) r"Ply 
55' c;:cho (p1ng) r•que-n 
55< ''ho (ping) roply 
~· F'r.e 257; 94 bytM on wke (152 bits), 9:4 bytes captur-ed (;52 bfts) on interface O 
1d.Ox0001. seq-595/21250, tt 1·127 (reply in 2S2J 
id-ox0001, stq-195/UISO, ttl•l27 (request in 251) 
id-ox0001, seq-596/21506, ttl•l21 (roply in 25<) 
id-oxOOOl, seq-596/21506, ttl•111 (requtst in 25l) 
id-oxOOOl, seq•597/21762, ttl•l27 (reply in 156) 
id-Ox0001. soq-597 /21762, ttl•127 (requost in 255) 
d-0>0001, seq•l9!/220 a. tt •127 (rop y n 219) 
id-ox0001, seq-598/22015, ttl•l27 (requost in 258) 
1d·OX0001, seq•599/222it, u1 ... 127 (r~ply in 261) 
id-OXOOOl, s~q-S99/222it, t:tl•l2t (r~est in 260) 
.• Ethernet U, Src: c1sco_7f:29:SS (fO:f7:S5:7f:29:SS), DSt: IPv411Cast_00:00:05 (01:00:Se:00:00:05) 
.• Internet Protocol vorsion 4, src: 172.16.2.2 (172.16.2.2), DSt: 224.0.0.5 (224.0.0.5) 
~ Optn Shorttst .Path ~irst 
0S:~=e:::~1on: ~2••••••••••• 
:Mess.tg@ TYPe: Hello P.acket (l) 
P~et L~th: 'S 
source OSPF' Rouur: 172.16.99.1 (li2.t6.99.1) 
AI'U IO: 0.0.0.0 (SlC~"bont) .... <1'!"---------· 
•acket choc~'SU10: OxcOS6 ( corr•C'! J 
Auth ~: trull 
Auth ona (nont) 
e OSPF Mello Pacl:et ... <.•••••••••• 






Htllo lnttrv•l: 10 stconds 
o Optiom: Oxl2 (L, E) 
.Router Priority: 1 
Routft' ~~d tnterval: 40 seconcts 
Ot!!s1gnated Router: 172.16.2.2 
llacl:up OOsignoted Routtr: 172.16.1.1 
Active ne·!ghbOf"': 172.16.20.1 .... 1-••••••••-
Jl oo ,,. t'll w ~ , 1.1 ' ':i Y ., ._.;; w .,. e 
lv ~o Od 61 oo oo 01 1q Id or ... 10 ~~ 01 .o (1(, 
)O OS C.l 01 {>I'J J:) .1C 10 ~3 01 00 ~!J 00 OQ tO ~ 
.>o oo ve tJC ou oo oo oo oo w tt 11 u t( oo \.1~ 
!.l Ctl 00 00 00 l! ac 10 02 Ol: llk lCI Ol 01 ttt. 1 
O .t~ FRme tfmnt}. ~byte~ 







OBJETIVOS DE APRENDIZAJE 
CONFIGURACION 
Al completar esta práctica de laboratorio podrá: 
• Cablear una red según el diagrama de topología. 
BÁSICA DE 
• Borrar las configuraciones y volver a cargar un switch y un router al estado 
predeterminado. 
• Realizar las tareas básicas de configuración en una LAN conmutada y un router. 
• Configurar las VLAN y el protocolo PORTCHANNEL en todos los switches. 
• Configurar un router para admitir el enlace 802.1q en una interfaz Fast Ethernet. 
• Configurar un router con subinterfaces que correspondan a las VLAN 
configuradas. 
• Demostrar y explicar el enrutamiento entre VLAN. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario examinará y configurará switches con sus 
respectivas VLAN con sus LAN independientes. Esta práctica de laboratorio se armará y 
conectará la red que se muestra en el Diagrama de topología teniendo en cuenta los 
siguientes requisitos: 
Vlan 10: 180 host. 
Vlan 20: 150 host. 
Vlan 30: 200 host. 
Vlan 40: 220 host. 
Luego realice las configuraciones básicas en los routers y switch, para que se realice la 
comunicación entre los hosts de las vlan. Después de completar la configuración pruebe 
la conectividad entre los dispositivos de la red y finalmente analizará el tráfico de 
paquetes en dicha topología. 
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DIAGRAMA DE TOPOLOGÍA: 
VLAN 10 VLAN20 
R1 R1 
/~ '~S??\, t ~ .. ~-----·ot"'<"~' l:;: ·~· fi/0 ~t ::: 
SWl y SW4 y SW5 





Fig. 4.8.1 Red Virtual en GNS3. 
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TAREA 1: MONTAR LA RED EN GNS3 
PASO 1: Montar y conectar la red igual a la del Diagrama de topología. 
PASO 2: Borrar toda configuración existente en los switches. 
En los switches borre la NVRAM, borre el archivo vlan.dat y reinicie los switches (solo 
en los switch fisicos ). Después de que la recarga se haya completado, utilice el comando 
show vlan-sw para verificar que solo existan VLAN predeterminadas y que todos los 
puertos se asignen a la VLAN 1, este comando solo es para GNS3 para los switch fisicos 
solo es el comando show vlan. 
PASO 3: Borrar la configuración en el router y volver a cargar. 
Router#erase startup-config 
Erasing the nvram filesystem will remove all configuration files! Continue? 
[confirm] 
Erase of nvram: complete 
Router#reload 
System configuration has been modified. Save? [yes/no]: no 
TAREA 2: REALICE EL DIRECCIONAMIENTO IP PARA LAS REDES LAN 
Dispositivo Inteñaz Dirección IP Mascara de Subred Gatewaypor 
defecto 
R1 fl/0 172.17.2.1 255.255.255.252 No aplicable 
f0/0.1 172.17.1.1 255.255.255.0 No aplicable 
f0/0.10 172.17.10.1 255.255.255.0 No aplicable 
f0/0.20 172.17.20.1 255.255.255.0 No aplicable 
R2 fl/0 172.17.2.2 255.255.255.0 No aplicable 
f0/0.30 172.17.30.1 255.255.255.0 No aplicable 
f0/0.40 172.17.40.1 255.255.255.0 No aplicable 
f0/0.1 172.17.99.1 255.255.255.0 No aplicable 
C3 BUCLE 172.17.10.2 255.255.255.0 172.16.10.1 
INVERTIDO 
C1 VPCS 172.17.10.3 255.255.255.0 172.16.10.1 
C2 VPCS 172.17.20.2 255.255.255.0 172.16.20.1 
C4 VPCS 172.17.20.3 255.255.255.0 172.16.20.1 
PCVLAN30 NIC 172.17.30.2 255.255.255.0 172.16.30.1 
C6 VPCS 172.17.40.2 255.255.255.0 172.16.40.1 
Tabla 4.8.1 Direccionamiento IP para las Redes. 
237 
INGENIERÍA ELECTRÓNICA 
ASIGNACIONES DE PUERTO: SW1 
Puertos Asignación Red 
fl/0-fl/4 Enlaces troncales 802.1q 172.17.1.0/24 
(LAN 1 nativa) 
Tabla 4.8.2 Asignación de Puertos SW1. 
ASIGNACIONES DE PUERTO: SW2 
Puertos Asignación Red 
fl/0 -fl/3 Enlaces troncales 802.1q 172.17 .l. O /24 
(LAN 1 nativa) 
fl/5 -fl/9 Vlan 10 172.17.10.0/24 
fl/10- fl/15 Vlan20 172.17.20.0/24 
Tabla 4.8.3 Asignación de Puertos SW2. 
ASIGNACIONES DE PUERTO: SW3 
Puertos Asignación Red 
fl/0 -fl/3 Enlaces troncales 802.1q 172.17.1.0/24 
(LAN 1 nativa) 
fl/5-fl/9 Vlan 10 172.17.10.0 /24 
fl/10- fl/15 Vlan20 172.17.20.0/24 
Tabla 4.8.4 Asignación de Puertos SW3. 
ASIGNACIONES DE PUERTO: SW4 
Puertos Asignación Red 
fl/0-fl/2 Enlaces troncales 802.1q 172.17.99.0/24 
(LAN 99 nativa) 
Tabla 4.8.5 Asignación de Puertos SW 4. 
ASIGNACIONES DE PUERTO: SW5 
Puertos Asignación Red 
fl/0-fl/1 Enlaces troncales 802.1 q 172.17.99.0/24 
(LAN 99 nativa) 
fl/1- fl/10 Vlan30 172.17.30.0 /24 
fl/11 - fl/20 Vlan40 172.17.40.0/24 
Tabla 4.8.6 Asignación de Puertos SW5. 
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TAREA 3: REALIZAR LA CONFIGURACION BASICA DEL ROUTER Y 
SWITCHES 
Una vez iniciado el equipo aparecerá el siguiente prompt: 
Router> 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
Switch> 
Ingrese al modo privilegiado 
Switch >enable 
Aparece el siguiente prompt 
Switch# 
PASO 1: Establezca la configuración global del nombre de host. 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
Switch # configure terminal 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
Switch( config)#hostname XXXXXX 
PASO 2: Configure un mensaje para que se muestre al ingresar al ro u ter. 
Router( config)#banner motd % Solo acceso a personal autorizado 0/o (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje 




PASO 3: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos para el switches: 
Switch( config)# line console O 
Switch( con:fig-line )# password XXXXX 
Switch( con:fig-line )# login 
Switch( con:fig-line )# exit 
Switch( con:fig)# enable secret XXXXX 
Switch( config)# line vty O 4 
Switch( con:fig-line )# password XXXXX 
Switch( config-line )# login 
Switch( con:fig-line )# exit 
PASO 4: Desactive la búsqueda DNS. 
Router( con:fig)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco JOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las lineas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( con:fig)# logging synchronous 
Router( con:fig)# exit 
Router( config)# Une console vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
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PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# line console O 
Router(config)# exec-timeout 10 
Router( con:fig)# exit 
Router( con:fig)# line console vty O 4 
Router(con:fig)# exec-timeout 10 
Router( con:fig)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
NOTA: Realizar la misma programación para los router's. 
TAREA 4: CONFIGURE Y ACTIVE LAS INTERFACES FASTETHERNET. 
Aplique Los siguientes comandos: 
R1: 
Configuración para una interface fasEthemet: 
Rl ( config)# interface fasEthernet 110 
Rl ( config-if)# description conexion a R2 
Rl ( con:fig-if)# ip address 172.17 .2.1 255.255.255.252 
Rl(con:fig-if)# no shutdown 
Rl(config-if)# end 
R2: 
Configuración para una interface fastEthemet: 
R2( config)# interface fastEthemet 0/0 
R2( con:fig-if)# description conexion a R1 
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R2(config·if)# ip address 172.17.2.2 255.255.255.252 
R2(config·if)# no shutdown 
R2( config.if)# end 
TAREA 5: CONFIGURAR VTP EN LOS SWITCHES 
PASO 1: Configurar VTP en los cinco switches, recuerde que las contraseñas y los 
nombres de dominios VTP distinguen entre mayúsculas y minúsculas. 
SW4: 
SW 4( config)#vtp mode server 
SW4(config)#vtp domain unprg 
SW 4( config)#vtp password unprg 
SW5: 
SW5(config)#vtp mode client 
SW5(config)#vtp domain unprg 
SW5(config)#vtp password unprg 
SW1: 
SWI# vlan database 
SWI(vlan)# vtp server 
SWI(vlan)# vtp domain unprg 
SWI(vlan)# vtp password unprg 
SW2: 
SW2# vlan database 
SW2(vlan)# vtp client 
SW2(vlan)# vtp domain unprg 
SW2(vlan)# vtp password unprg 
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SW3: 
SW3# vlan database 
SW3(vlan)# vtp client 
SW3(vlan)# vtp domain unprg 
SW3(vlan)# vtp password unprg 
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TAREA 6: CONFIGURAR LAS VLAN EN EL SERVIDOR VTP. 
PASO 1: Configure las siguientes VLAN en los servidores VTP: 
SWl: 
Vlan Nombre de la Vlan 
Vlan 10 Vlan-electronica 
Vlan20 Vlan-mecanica 
Tabla 4.8.7 Nombre de VLAN en SWl. 
SWA: 
Vlan Nombre de la Vlan 
Vlan 99 Vlan-administracion 
Vlan30 Vlan-matematica 
Vlan40 Vlan-fisica 
Tabla 4.8.8 Nombre de VLAN en SW4. 
SW4: 
SW 4( config)#vlan 99 
SW 4( config-vlan)#name vlan-administracion 
SW 4( config-vlan)#exit 
SW 4( config)#vlan 30 
SW 4( config-vlan)#name vlan-matematica 
SW 4( config-vlan)#exit 
SW 4( config)#vlan 40 
SW 4( config-vlan)#name vlan-fisica 
SW 4( config-vlan)#exit 
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SW1: 
SWl# vlan database 
SWl(vlan)# vlan 10 name vlan-electronica 
SWl(vlan)# vlan 20 name vlan-mecanica 
SW 1 (vlan )#exit 
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PASO 2: Configuración de puertos de los enlace troncales con etherhannel. 
SW4: 
SW 4( config)# interface fasEthernet 0/0 
SW 4( config-if)#switchport mode trunk 
SW 4( config-if)#no shutdown 
SW4(config-if)# exit 
SW 4( config)#interface range fa0/1 - 2 
SW4(config-if-range)#channel-group 1 mode on 
SW 4( config-if-range )#switchport mode trunk 
SW 4( config-if-range )#no shutdown 
SW 4( config-if-range )#end 
SW5: 
SWS(config)# interface range fa0/1- 2 
SW 5( config-if-range )#channel-group 1 mode on 
SWS(config-if-range)#switchport mode trunk 
SWS( config-íf-range )#no shutdown 
SWS( config-if-range )#end 
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Configure FallO, Fal/1 y Fal/2 como puertos de enlace troncales. 
SWl: 
SWl(config)# interface fasEthernet 110 
SWl(config-it)#switchport mode trunk 
SWl(config-it)# exit 
SWI ( config)# interface fasEthernet 1/1 
SWl ( config-if-range )#channel-group 1 mode on 
SWl ( config-if-range )#switchport mode trunk 
SWl(config-if)# exit 
SWl(config)# interface fasEthernet 1/3 
SWl ( config-if-range )#channel-group 1 mode on 
SWl ( config-if-range )#switchport mode trunk 
SWl(config-it)# exit 
SWl(config)# interface fasEthernet 1/2 
SWl ( config-if-range )#channel-group 2 mode on 
SWl ( config-if-range )#switchport mode trunk 
SWl(config-if)# exit 
SWl(config)# interface fasEthernet 1/4 
SWl(config-if-range)#channel-group 2 mode on 
SWl(config-if-range)#switchport mode trunk 
SWl ( config-if)# exit 
SW2: 
SW2{ config)# interface range fasEthernet 110 - 1 
SW2( config-if-range )#channel-group 1 mode on 
SW2( config-if-range )#switchport mode trunk 
SW2( config-if)# exit 
SW2( config)# interface range fasEthernet 112 - 3 
SW2(config-if-range)#channel-group 2 mode on 
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SW2( config-if-range )#switchport mode trunk 
SW2( config-it)# exit 
SW3: 
SW3(config)# interface range fasEthernet 110-1 
SW3( config-if-range )#channel-group 1 mode on 
SW3( config-if-range )#switchport mode trunk 
SW3( config-it)# exit 
SW3( config)# interface range fasEthernet 112 - 3 
SW3( config-if-range )#channel-group 2 mode on 
SW3(config-if-range)#switchport mode trunk 
SW3( config-it)# exit 
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PASO 3: Asignar puertos de los switches a las VLAN. 
Consulte la tabla de asignación de puertos al principio del laboratorio para asignar puertos 
alasVLAN. 
SW5: 
SW5(config)#interface range fa0/5- 9 
SW5(config-if-range)#switchport access vlan 30 
SWS(config-if-range)#switchport mode access 
SWS(config-if-range)#interface range fa0/10 -15 
SWS(config-if-range)#switchport mode access 
SWS(config-if-range)#switchport access vlan 40 
SWS(config-if-range)#end 
SWS#copy running-config startup-config 
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SW2: 
SW2(config)#interface range fa0/5 -10 
SW2( config-if-range )#switchport mode access 
SW2(config-if-range)#switchport access vlan 10 
SW2( config-if-range )#interface range fa0/11 - 15 
SW2( config-if-range )#switchport mode access 
SW2( config-if-range)#switchport access vlan 20 
SW2( config-if-range )#end 
SW2#copy running-config startup-conflg 
SW3: 
SW3(config)#interface range fa0/5 -10 
SW3(config-if-range)#switchport mode access 
SW3(config-if-range)#switchport access vlan 10 
SW3( config-if-range )#interface range fa0/11 - 15 
SW3( config-if-range )#switchport mode access 
SW3( config-if-range )#switchport access vlan 20 
SW3( config-if-range )#end 
SW3#copy running-config startup-config 
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TAREA 7: CONFIGURAR LA INTERFAZ DE ENLACES TRONCALES EN R1 
YR2. 
Los .comandos son los siguientes: 
R1(config)# interface fasEthernet 0/0.10 
R1(config-subif)# encapsulation dotlQ 10 
R1(config-subif)# ip address 172.17.10.1 255.255.255.0 
R 1 ( config-subif)# exit 
R 1 ( config)#interface fasEthernet 0/0.20 
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Rl(con:fig-subif)# encapsnlation dot1Q 20 
R 1 ( config-subif)# ip address 172.17.20.1 255.255.255.0 
Rl ( config-subif)# exit 
Rl(config)# interface fasEthernet 0/0 
Rl(config-if)# no shutdown 
Rl(config-if)# end 
R2( config)# interface fastEthernet 0/1.30 
R2( con:fig-subif)# encapsulation dotl Q 30 
R2(config-subif)# ip address 172.17.30.1255.255.255.0 
R2( config-subif)# exit 
R2( con:fig)# interface fastEthernet 0/1.40 
R2( config-subif)# encapsulation dotl Q 40 
R2( con:fig-subif)# ip address 172.17.40.1 255.255.255.0 
R2( config-subif)# exit 
R2( config)# interface gigabitEthernet 0/1 
R2(config-if)# no shutdown 
R2( config-if)# end 
TAREA 8: CONFIGURE EL PROTOCOLO EIGRP EN EL ROUTER R1 Y R2 
Rl(config)#router eigrp 1 
Rl(config-router)#network 172.17.2.0 0.0~0.3 
Rl ( config-router)#network 172.17.10.0 0.0.0.255 
Rl ( config-router)#network 172.17.20.0 0.0.0.255 
Rl(config-router)#no auto-summary 
Rl ( config-router)#end 
Rl#copy ron start 
R2(config)#router eigrp 1 
R2(config-router)#network 172.17.2.0 0.0.0.3 
R2(config-router)#network 172.17.30.0 0.0.0.255 
R2(config-router)#network 172.17.40.0 0.0.0.255 
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R2( config-router)#no auto-summary 
R2( config-router )#end 
R2#copy run start 
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TAREA 9: CONFIGURE DHCP EN LOS ROUTERS R1 Y R2. 
R1: 
Rl(config)#ip dhcp pool VLAN-ELECTRONICA 
Rl ( dhcp-config)#network 172.17.20.0 255.255.255.0 
Rl ( dhcp-config)#default-router 172.17.10.1 
Rl ( dhcp-config)#dns-server 200.48.225.130 
R 1 ( dhcp- config)#exit 
Rl(config)#ip dhcp excluded-address 172.16.20.1 
Rl(config)#ip dhcp pool VLAN-MECANICA 
Rl ( dhcp-config)#network 172.17.10.0 255.255.255.0 
Rl ( dhcp-config)#default-router 172.17.10.1 
Rl ( dhcp-config)#dns-server 200.48.225.130 
Rl ( dhcp-config)#exit 
Rl(config)#ip dhcp excluded-address 172.17.10.1 
R2: 
R2( config)#ip dhcp pool VLAN-MATEMATICA 
R2( dhcp-config)#network 172.17.40.0 255.255.255.0 
R2( dhcp-config)#default-router 172.17.40.1 
R2( dhcp-config)#dns-server 200.48.225.130 
R2( dhcp- config)#exit 
R2( config)#ip dhcp excluded-address 172.17.40.1 
R2(config)#ip dhcp pool VLAN-FISICA 
R2(dhcp-config)#network 172.17.30.0 255.255.255.0 
R2( dhcp-config)#default-router 172.17.30.1 
R2( dhcp-config)#dns-server 200.48.225.130 
R2( dhcp-config)#exit 
R2( config)# ip dhcp excluded-address 172.17.30.1 
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TAREA 10: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de C3, Cl, C2, C4, C6 (VPCS) y PC REAL 
para el correcto funcionamiento de dhcp. 
''!· 
.,· ' .... :,~. 
Fig. 4.8.2 Configuración de DHCP en las VPCS 
daptarlol' de Ethernet Ethernet 2: 
Sufijo DHS especifico para la conexión •. : 
UíncúJo= diNJcción !Pu6 locaL,.: feB0::3428:436l:aa21:la~1%7 
· Dirección IPv1. . . . . . . . . . . : 1?2.1?.10.2 
Másca~·a de snhl·erl ........... , : 255.255.255.0 
Puerta de enlace predete¡•ni.nada ....• : 1?2.1?.18.1. 
Fig. 4.8.3 Verificación de DHCP en inteñace bucle invertido. 
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TAREA 11: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar la configuración de VTP. 
SWl#show vtp status 
Fig. 4.8.4 Verificación de configuración de VTP en SWl 
NOTA: Verificar en los demás switch la configuración vtp. 
PASO 2: Verificar la creación de las VLAN en switchs y su correcta distribución a 
otros switch. 
Use el comando show vlan brief en SWl y SW4 y show vlan-sw brief en SW2 y SW3 
para verificar que las VLAN se hayan distribuido a los switches clientes. 
Fig. 4.8.5 Verificación de VLAN creadas. 
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Fig. 4.7.6 Verificación de distribución de VLAN creadas. 
NOTA: Verificar la distribución de las respectivas VLAN en los demás switches. 
PASO 3: Verificar el direccionamiento IP y las interfaces. 
R2#show ip interface brief 
R21 






OK? Metbod Status 
YES NVRAM up 
YES NVFJ.M up 
YES !-i'VRA."' up 










YES NVRAM administratively down down 
YES ~"/RAM up up 
R21 
Fig. 4.8. 7 Verificación de las Interfaces Activas de R2 
Nota: Verificar el correcto funcionamiento de las interfaces de Rl. 
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PASO 4: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
Desde la Cl, verifique que pueda hacer pinga la PC real de la vlan30 y en los otros hosts. 
Puede que tome un par de pings antes de que se establezca la ruta de extremo a extremo. 
R2#show ip route 
Fig. 4.8.8 Tabla de enrutamiento en R2 con EIGRP. 
NOTA: Verificar la table de enrutamiento de R2. 
PASO 5: Verificar la correcta configuración de Etherchannel. 
SWl #show etherchannel brief 
SWí 
Fig. 4.8.9 Tabla de etherchannel brief. 
253 
- o ~ 
INGENIERÍA ELECTRÓNICA 
SW1#show etherchannel summary 
Fig. 4.8.10 Tabla de etherchannel summary. 
NOTA: Verificar la correcta configuración de etherchannel en los demás switches. 
PASO 6: Verificar el correcto funcionamiento de DHCP en los routers. 
Rl #show ip dhcp binding 
{P 
Rl# 
RU:~how ip dbep bindl.nQ 
Bindino~ !rom all pool!! not as.!lociated with VRt: 
IP &ddr!!:ll.!l Cli~nt:-ID/ Utas!! @.lQ)iracion 
Hllrdwcre cddre:~~/ 
U!!er name 
1'12.17.10.2 0102.001c.~f4f.SO Mar 02 2002 12:i7 AM 
17.2 .17.10.3 oloo.S079.66&e.oo Mar 02 200.2 01::38 AM 
1.72.17.20.2 0100.5079.6668.01 Mar 02 2002 01:36 AH 
172.17.20.3 0100.5079. >66158. 0.2 Mar 02 2002 12:51 AH 
Rlf 
RU 
Fig. 4.8.11 Verificación de DHCP en R1. 
R2#show ip dhcp binding 








PASO 7: Verificar que hay conectividad completa en la red. 
Use el comando ping para verificar la conectividad. 
Desde la C 1, verifique que pueda hacer ping a la PC real de la vlan30 y en los otros 
hosts. Puede que tome un par de pings antes de que se establezca la ruta de extremo a 
extremo. 
Verifique que todos los switches estén correctamente configurados haciendo ping entre 
ellos. 
Fig. 4.8.13 Comprobación de conectividad en la red. 
Fig. 4.8.14 Comprobación de conectividad entre C4 y PC REAL 
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TAREA 12: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
'rli' C:I,Wi,1dcws\syster'132\CI"1d.exe 
Fig. 4.8.15 Forma de medición de la Latencia. 
En la Figura 4.8.15 se puede observar el envío de 100 ping con una trama de 512 hacia 
la dirección 172.17.30.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N"l N°2 N"3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 32 27 27 26 31 26 30 29 27 28 28.3 
(ms) 
Tiempo Máximo 329 214 233 164 303 170 248 221 194 199 227.5 
(ms) 
Tiempo Promedio 145 107 116 73 99 87 85 102 77 100 99.1 
(ms) 




Tamaño de Trama 512 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 33 30 27 32 27 23 2S 32 3t 3t 29.4 
(ms) 
Tiempo Máximo 422 44t 226 262 t9S 244 t97 226 240 206 266.2 
(ms) 
Tiempo Promedio t66 tS3 SS 97 74 so St 77 11S 73 11S.4 
(ms) 
Tabla 4.8.10 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama tsts 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 29 30 30 29 30 29 32 29 30 33 30.t 
(ms) 
Tiempo Máximo 3S4 396 296 322 297 304 30S 2SS 364 2S7 31S.3 
(ms) 
Tiempo Promedio so t27 12S t20 t60 tSS t66 llS t26 120 129.7 
(ms) 
Tabla 4.8.11 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Tramajbytes) 64 512 1518 
Tiempo Mínimo (ms) 28.3 29.4 30.1 
Tiempo Máximo (ms) 227.5 266.2 318.3 
Tiempo Promedio (ms) 99.1 118.4 129.7 





Figure 1 - o ~ 
lATENCIA 
350~--~----~-----T-----r----~----~~--.-----. 
300 ---------:-------- --~-- -------- ~--- ------ -~- -------- -· -----
1 1 • • 
: : : . 
250 ...... .,. .............. • ........ ., ............................. ,. ........... " ............ •r .. ........................ ,. ................... --.- ..................... ... 
' 1 1 1 • 1 
1 1 • 1 1 1 . . 
: : ---+--TIEMPO MÍNIMO {ms) 
.§. 200 ------- --l----- ------l-------- --~----------i--- -- ---+--TIEMPO MÁXIMO {ms) 
¡ ¡ ¡ ¡ ---+--TIEMPO PROMEDIO (ms) 
1 1 1 1 
<( 
o 
1 1 • 1 
• 1 1 1 z 
• 1 ' • ' ................................. --- ..... -~- ...................... " .... -- -- ........................................... -- ............................................................... -- .. 
1 : : : : : : 
1 1 1 1 1 1 
w 
~ 150 
• 1 1 • . . . . . 
100 - -- .... -:---------- ~- --- ............... ~ .. -- ------ -~ ...... -- .............. ~-- ------- -~ ... - .... - ....... ·-:- --------
: : : : : : : 
1 1 • 1 • 1 t 
' 1 ' 1 ' 1 1 
• 1 t 1 1 1 1 
1 1 1 1 1 1 1 
so ---------:----- ....... ---:--------- ... ;------ ......... f- ---------r- ------ ---r--------- -:· ......... --- ... -
1 1 1 1 1 1 1 
1 1 t 1 1 t 1 
Fig. 4.8.16 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 129.7 ms a diferencia de una trama de 
64 bytes con 99.1 ms_ 
PASO 2: Medición del Tbroughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 
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Fig. 4.8.17 Gráfico del Bandwidth y Jitter en Jperf. 
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Fig. 4.8.18 Configuración del Jperf como Servidor para medir Jitter. 
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Configuración del Jperf como cliente para medir Throughput: 
~.n! < l72.17.10.l-u.P 1~ l-o'SOQ1-1112S.OO -!k-.tl5.01-1--t IO~TL 
• o.nt sermo<ctm tn.l7.lll.l 
F'!rJio!S...... 1: 
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( IDl lr.~e::vd i"ran•!er Ba:ufv!d:.h 
[192} 0.0- l. O e~: !?! r.By::ee 492:5 ~lte/eee 
(192} 1.0- 2 .O ee: 6!! :t'.!\"t~! so o• Y.b:!.t~/sec 
[1&21 2.0- 3.0 n; e~::.. KS·r:u s:o4 Kbi t:l/sec 
(192) 3.0- f.O .!e: ElO K!';·t~!i 4US JQ>1~•1•ee 
(tt2j •.o- 5.0 .nc -6H r'3yte5 5C04 Plliu/:rte 
{ltZI 5.0 .. c.o •e-e .e .u 107't«• $004 lttit:.-/ne 
(19"2) 6.0- i' .o .e~ e: .t::.o t3y:.e' ~99S r.:tu:e/.e-ee 
(1!21 7.0- e.o e e: .. , :f:!ytes !'::04 Y.bit:s/.sec 
(U21 e.o- 9.0 lt'C c.:.o KSyus 4tiS :fl::1trs/ot: 
{l9ZJ S'.o-.z:· .. o ~e= 6!: ~r.e:. 5~Vf Y.tlt:!/ee:: 
{!921 C .. O•l"J.O :n: Ei096 .r.!y;.a' •s~• F.blt:./:e: 
(1!12! St:-n:- RepC:tt 
{192} v.o-::o .. o ~-e::. -E0'96 1'.3-¡:.t::J '~002 Y.bi~~hee ~:~.ooa :~U G/ ;;~~ \G\) 
(!!21 .Se:t-: ~Si9 da-:agr~ 
Jle:>o, 




ttctDCtt s.un : 
1 TI'MI~-.;; • ._ 
la-... ..-..... 
1 'la> 
l: ·-. .,., 
[1 s:di ¡ ~1.1)0-S<¡t .,. [ ! 
L~:-:-:--so.-~~ ~_.,_zs_;_~······· j 
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>,a)! : 
Fig. 4.8.20 Gráfico del Bandwidth en Jperf. 
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En las siguientes Tablas se detalla los valores del1broughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Lon~itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 5 5 5 
Tramas Transmitidas 8327 5549 4163 
Tramas Recibidas 8327 5549 4163 
Tramas Perdidas 0(0%) O (Oo/o) o (0%~} 
Tramas Recibidas (pps) 833 555 416 
Tabla 4.8.13 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 2 5 8 
Velocidad de Rx (Mbps) 2 4.99 7.98 
Tramas Transmitidas 1700 4249 6794 
Tramas Recibidas 1700 4249 6794 
Tramas Perdidas O (OOJ.,) O (Oo/o) 0 (0°/o) 
Tramas Recibidas (pps) 170 425 680 
Tabla 4.8.14 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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Fig. 4.8.21 PPS vs. Tamaño de Trama 
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Fig. 4.8.22 PPS vs. Velocidad Tx 
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En la figura 4.8.21, se representa la cantidad de paquetes enviados en un segundo al enviar 
tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una velocidad de 
Tx constante de 5 Mbps, en la gráfica se puede observar claramente que al enviar una 
trama de 750 bytes se envía 833 pps, con una trama de 1125 se envía 555 pps y con una 
trama de 1500 se envía 418 pps. 
Mientras en la figura 4.8.22, se representa la cantidad de paquetes enviados en un segundo 
al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx variada desde 
2 Mbps hasta 8 Mbps sin que se produzcan perdidas en el envío, en la gráfica se observa 
que a 2 Mbps se envían 170 pps, en cambio a 8 Mbps se obtiene 680 pps. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (JJytes) 750 1125 1500 
Velocidad de Tx (Mbps} 5 5 5 
Velocidad de Rx (Mbps) 5 5 5 
Tramas Transmitidas 8327 5549 4163 
Tramas Recibidas 8327 5549 4163 
Tramas Perdidas 0(0%) O (0°/o) O (Oo/o) 
Jitter (ms) 0.004 0.001 o 
Tabla 4.8.15 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Lon~itud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 2 5 8 
Velocidad de Rx (Mbps) 2 4.99 7.98 
Tramas Transmitidas 1700 4249 6794 
Tramas Recibidas 1700 4249 6794 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 0.001 o o 
Tabla 4.8.16 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4.8.23 Jitter vs. Tamaño de Trama Fig. 4.8.24 Jitter vs. Velocidad Tx 
En la figura 4.8.23 se observa los valores del Jitter obtenidos al enviar diferentes tamaños 
de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx constante 
de 5 Mbps, se puede observar claramente que con una trama de 750 bytes se tiene un Jitter 
de 0.004 ms a diferencia de la trama de 1500 bytes en la cual se tiene un Jitter de O ms. 
En la figura 4.8.24, se observa los valores del Jitter obtenidos al enviar paquetes UDP de 
14 70 bytes utilizando una velocidad de Tx que varía entre los 2 Mbps y los 8 Mbps, se 
puede observar claramente que con una velocidad Tx de 2 Mbps se tiene un Jitter de 0.001 




Medición de Jitter a 5 Mbps: 
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C,dll<IWI(f.tl & Jl1t(""r 
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....... 
blrJ/lpert.exe -• -u -P O -:a. 1 -p 5001. .-f' :Jr 
Se:rver l1.eterung en t."DP por~ :IOO:l 
Recelvl.nq 14"'1'~ byt.e da:.eqra:g: 
·uvp but:fer e1:e: ~'!.O Dy~t Cde.taul.t) 
~er.S~n•~•::r fa!.leti - Aee-e•o denegado. (Olt-S) 
[1~0) l.oeal 11'2.:.7.:.0.3 por:. 5001 eo:o¡neet.ed vi~ 
[ ID} Interval Tra:u:fer ••nd"idt.h 
{140! o.o- l. O 
··~ 
600 KBzt_e .. 4916 P.bi.t•leec 
(110) !.0- 2.0 eec 610 tcey:.e:s 1.99& P'.b1t.•/eee 
(140) .2.0- s.o .. e 612 lt!Sytes '5010 1Cb.1tsh1•e 
[1401 3-G- 1.0 
··~ 
61.'! K8yt'lta 50'2 Jtbs.~•leee 
(140) ... o- o.o ... 610 tceyre~ 4991 Y.bita/eec 
(140) s.o- •. o ... U.2D~u SOlO .:btt.a/aec 
[1<01 ~.o- 7.0 .ue -ElO Ke~u ilte I'Cbit:sl.see 
(140} "7.0- e.o .see .e10 Y.llyr;e:~ 4!!1 l".btt:.:tl.see 
(!40) 1.0- ... 
··~ no xa:..-t:•• 
41WI Kbs.~a/aec 
0.40) t.G--10.0 .. e no XDyt.e• Ut: l".bit:•t.sec 
H<OJ 0.0-11).0 .. ~ -&100 .KByt:et~ .,,. P'JH:t 1t /S ec 
1?2.1'7.50.2 ;>en ~o u o 
J.it;ter Len./'rotal O.taor.-. 
1.2s; cu 01 .,. (0\) 
0.003 N 0/ 125 (0\) 
l .095 :cu 0/ t26 (0\) 
0.004 as 0/ 4>7 (0\) 
o.ooo tu 0/ ... (Oil:) 
0.000 EU 0/ ••• {011) 
o.ooo .. 0/ ... (Oill 
0.002 DU 0/ ... {0,) 
0.000 ¡as 0/ .,. (Ot) 
o.ooo lU 01 ... (0\} 
o.ooo .. 0/ 4249 (0\) 





PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz fl/0 de Rl. 
• Captura de paquetes ICMP. 
foir (d.t y,.., !io "'""" - ~-- ld~ Ioob int"""' tl<ll> 
o Ci) • • ~ ;'! "' X 2! '. • o • W _. F(i: 0. 0. ~ fll ti !'7J G )>. ~ 
Time 
12' ss.ae!S7J017Z.l:.to.J 
12S 56. Si60i60 172.17.10.1 
12'9 S6.607ll40172.17.10. J 
ll1 S7.669SZS01fl.t;".l0.l 
t:n ss.&229sso1r2.tr.1o.2 
133 SS. 10107&0 172.17 .10. 1 




112.17 .. 30.2 
172.17.10.2 
172.1i • .10.3 
172.17.10.2 
172.17 .lO. 3 
172.17. )0.2 
[JptH>Sioft- Cltllt ~;:., S..... 









10& Hho (p1ng) r•p\y 
106 tcho (ping) r~uut 
1015 [Cho (PfnQ) reply 
106 echo ptng rep y 
106 r.cho (ping) requ-.st 
106 tcho (piog) reply 
106 ~cho (p1ng) rflluast 
106 Echo (ping) reply 
~ ,. 1 _.. 1 '"" 1 • 1 . • • 4 , ., 1 , ! ~ ~ : o.¡p' i 
1 • • .. : ~ 1 ~ "' ' ' • • ' ... ..,.,.-, 
138 .(;0.6355810 172.1:.)0. 2 17l.li.lO.l l(.M:P 
, ~Tr.arsoe 1JO: 106 byt:es on wire (841 bits), 106 bytes captured (MS bits) on tnt.erf•ce O 
tCh-07.0001. seq ... 13ll.fl4S97, ttl•U7 (r•quctst tn l:U) 
id..OxGOOt, :;ttq .. lllS/'14!53. u-1-127 (r~ly in 129) 
id..OxOOOl, se-q .. t338/UIS'i ttl-U;' (raquest_ fn 125) 
id-Olf0001, sttqool3l9:!1S10!il, tt: •127 (request. n 110) 
id-OxOOOl, Sltq•ll-'Ol15J65, tt1•127 (reply in 1H) 
id..Ox0001, seq•ll40/l5165, t:tl•127 {requcs:t in 132) 
16-0l'tOOOl, scq•ll41 '15821, ttl•l27 (l"'eply in 135) 
fd..Oxooot. seq-13U/1S621. ttl•t27 (l"eouut in 1J.4) 
uhe:rnet :n. src: cfsto_7f:29:815 (f'O:f7:'5'5:7f:29:6S), ost: cc~01:0d:90:00:lo (c-c:ol:Od:90:00:10) 
- Int«r.nn: PI'O'tOCOl VU:Siior'l4, SI"C! 172.17.30.2 (ln,17.30.2)o OSt: 172.17.10,3 (172.17.10.3) 
version: " 
tteader lenQth: 20 byt.~ 
.. Difhrem.iated serv1cu ~itold: oxoo (ose~ oxOO: oef.ault: ECN: oxoo: iNOl.·E<T <·~ EC:N-c~~ble Transport)) 
'T'Ota.l l,.@ngth: 92 
IdontfffC.at1on: 0XOC26 (lllO) 
• Fhgs: OxOO 
Fr .agttent: offset : o 
Ti~ tO 11ve: 127 
IPI"'otOCO 1 : :IO"!'P (J) 
• tu~ader chr!cl"'Stn~: oxafn (corntct} 
SOurce: 1.72.17.30.-2 (li-"2.17.30.2) 
oestftu:t1on: 172.li'.lO.l (17.2.17.10.3) 
{SOUI"'Cf! ceoiP: unl"nnWR} 
(-Oestination G~I.P: l,lll'll..~) 
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')() ~' eh ~~6 (X" oo ,, ot .. t ~ 1 ,.~ 11 1 ... n; .. ~ 1 t 
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1_).' t...s "'~ ~_ .. , to h 6d 6w- r..t 1. ·z 11 •• .. ~ • 
:' ~1 6/ ~ 4 ~ ~\ bb ':' fl.ij, ClN t.'! bb ot M ~ tlof 
Fig. 4.8.27 Captura de tráfico en la red con Wireshark. 
filo Edil l'lfW ~ !:.•plun! Anlly:e Stlti<l;cs Teltpftonl Iook lotrmok I1<'P 
o €· .f • i! :; '"l X 2 • o> ~ 9 .:l [:_:;;~} 0. El. Q. B ii 0 ~ ~ g 
&¡.m,;,.,_ Clur lv.~! S... 
PtclO<ol lmglll lnlo 
- ~.~ .. 126: 106 bytes on wire (848 bits), 106 byus c~pturC!d 
Interface id: o 
tnc¡psul~tion type: Gthtrnet (1) 
Arrival Time: May 22. 201• 15:03:38,,49927000 Hora est. Pacifico, sud .. érica 
[Ti .. shift for thls p•cl:et: 0.000000000 seconds] 
tpo<h Time: 1<007S901S.U9927000 uconds 
[TI.., delta fr011 prevlous copt\lr<!d fra .. : o. 687~3000 seconds] 
[TI .. delta fr011 prevlous dlsphyed fraiOM!: o. 667SOlOOO seconds) 
(TIII!l sloce reference or flrst fraooe: 56.576076000 secondsl 
rraft Nuober: 128 
rr .. e lEngth: 106 bytes (848 bfts) 
capture length: 106 bytts (546 bits) 
("'~""' fs ...,.ke<l: ••ls~J 
(rrD<! is ignored: raln] 
(Protocols In fr-: eth:fp:fccp:data} 
{Coloring !tUl! N ... : IOlP] 
[coloring R•le stdng: lcoop 11 faopVli} ...... ________ _ 
,, Ethernet II, src: ciscoJf:29:SS (fO:f7:55:7f:29:'s8}, ost: cc:Ol:Od:90:00:10 (cc:01:0d:90:00:10) 
Int!l"net Protocol vusion 4, src: 172.1>.10.2 (172.17.30.2), ost: 172.17.10.3 (172.11.10.1) 
rnurnet control '!essag• Protocol 
rypo: S (Echo (plng) requeSt) 
codo: O 
Choci:SUII! OxS0:9 [correct} 
Identifier (BE): 1 (01<0001) 
Identlffer (LE): 2S6 (OXOlOO) 
S~qu~nco nuobor (BE): lBS (OX053a) 
~equence ~obor (LE); 148H (OxlaOS) 
Fig. 4.8.28 Información detallada del paquete ICMP. 
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• Protocolo de enrutamiento EIGRP: 
C~¡~turt !JIIIy:• ~istic• Tdq>ho"l !ools !mtwll l:!<lp [;le l:dd r- !i.o 
O®tiDd ~ ,.,: ~a -, <> «> -» t .t ¡::;~; 0. e. e. e ii i!! o u ll 
fiku. 
'fe. 1i~M Soutu 
..I.LI .IJo \IVV.If ~ _¿1 f.o J,f, .ii.Vo J 
us 56. 5760760171.17. )(). 2 
129 5~. 6073240 172.li' .10. 3 
130 s;.S9170S0172.11.30.2 
131 57.669SZS0172.11.10.3 
132 58.6219550172.!7. 30.2 
133 5S.i0107S017Z.1~.10.3 
134 s9.62295401n.t7. :10.2 
115 59.669S2S017U;.10.3 
l3S 60.6JS5Si017Z.17. 30.2 











·~~ '\11"11' • .,, ' 
ú¡Jtos"""- Otor ~~ ~ 
~":c4 •dJr~ ~~""' ,.,"IIIJI •<ey•y 
l(IIP 106 echo (pir,g) request 
lOlP 106 Echo (ping) reply 
lCMP 106 Echo {pir,g) request 
lC!~P 106 Echo (ping) roply 
lCldP 106 ECho (pir,g) requost 
IC~P 106 Echo (ping) reply 
lC~P 106 Echo (ping) rcquost 
IC~P 106 tcho (ping) roply :w ~~te 
lCldP 106 Echo (pfng) roquost 
•.1'1.1/l r-1- ... t .. ,f __ , .,.._,,, 
~ Fr...,. 136: 74 bytes on wire (592 bits). 74 bytes apturod (592 bits) on interface o 
Inttrf•c~ id: O 
Encapsulation type: EthErnet (1) 
Arrival TillO: ~a)' 22, 201~ 15:03:41.949941000 llora est. PacifiCO, Sudaftrica 
(Ti,.. shift for this p•cket: 0.000000000 stconds] 
Epoch ri .... : 1400789021.949941000 seconds 
{tiae delta fr011 prtvious captured frv.e: 0.406262000 seconds) 
[Ti.,. dolta frm prtvious displayed fra11e: 0.406262000 seconds] 
(Ti.,. since reference or first fra10<1: 60.076090000 seconds] 
Fr.,.. NUCber: 136 
Fra:>e ungth: 74 bytes (592 bits) 
Capture Longth: 74 bytes (592 bits) 
[Fr•~~e ls ..arked: Folse) 
{Fraae ls ignored: False] 
(Protocols in fr-: eth:ip:eigrp] 
(Colorlng Rule NDe: m law or uMxpected) 
1U'-\I.O.VVU"- 1 ~~.f,..J.JI l.l•.J11t! \' t'\t"~.t\. tll J..(. .IJ 
id..OxOOOI, seq•133S/14S53, tt1•127 (reply in 129) 
id..OxOOOl, seq•133S/l4S53, tt1•127 (request in l2S) 
fd..OXOOOl, seq•l339f15109, tt1•127 (roply in 131) 
id..OXOOOl. seq-1339/15109, ttl•127 (rtquest in 130) 
id..oxOOOl, seq-1340/15365, ttl•l27 (reply In 133) 
ld..Ox0001, soq-1340/15365, tt1·127 {requ•st in 132) 
idoOxOOOl, seq•l341/15621, ttl•l27 (r•ply in 135) 
id•OxOOOl. s•q·BH/15621, ttl-1?.7 (roquest In 134) 
id..oxooot, seq•B'2¡15S77. ttl-127 (roply in 139) 
<l..t A .. l'lt'lol\.. • .... ~ .... 1 "!! r1. CD'!!'~ • ..,, ''"'" #.,..., ......... ._ ,_ 't ,.\ 
!Coloring Rule string: ( ! ip.dst •• 224.0.0.0/4 M> ip.ttl <S U !pito) 11 (ip.dst- 224.0.0.0/2~ M> ip.ttl 
,• Eth~net U, Sr e: ·Cisto_if:29:SS (fO:f7: SS :7f:29:88), OSt: IP\GIIKaSt_OO:OO:Oa (01 :OO:Se:OO:OO:Oa) 
!· t>l <:C=======s 
··~.Internet Protocol version 4, src: 172.!;.2.2 (ii2.17.2.2), OSt: 224.0.0.10 (224.0.0.10) 
~~cisco UGRP 
Fig. 4.8.29 Captura del protocolo OSPF con Wireshark. 
p 
E•• td< :O.W lio 
0®.,101.1 
~· [!n&~y:e $U'Atin T etep~~onz Iools .,..,.,." t!<lp 
n "'\ n 1! '"• <> * <.l 1' 4 U_:.~: 0. 0. Q. D ii ~ O $.; H 
r.;-,;.n.. Clou Awlt S... 
125 55. 5916940172.17.30.2 172.17 .10. 3 Ic•• lOtHcho (plng) r•quost 
MífiSfmtZiJtJ1!Hfli!4·!'' (&rt«!!f'~ Híff" 4i#JJI· 
ld-OxOOOl. seq•ll37/14597, ttl•U7 (roply In 11.7) 
127 55.SSS573017Z.11.!0.3 172.17.30.2 IC>'P 106 Echo (plng) reply ld..OxOOOl, soq-1337¡1459'. ttl•l27 (roquest In !Z5) 
128 56. 5760760172. ¡¡.lo. 2 172.17 .10. 3 IC>'P lOG Echo (plng) request ld.Ox0001, seq•133S/14SS3, tt1•127 (reply in 129) 
129 56.6073240172.H.10.3 172.17.30.2 IC><P 106Echo (plng) roply ld..OXOOO!, seq·1336/14SB, ttl•l2T {request In 12S) 
130 57.591<050172.17.30.2 172.17.10.3 IO'P 106 Echo (plng) requut id•OXOOOl, Stq•13l9!15109, ttl•l27 (rtply In ll1) 
131 57,6698250172.17.10.1 172.17. 30. 2 ICIIP 106 tcho (plng) reply id•Ox0001, stq•Hl9/15109. ttl•l27 (requost in 130) 
132 58.6229550172.17.30.2 172.17.10.3 ICVP 106 Echo (plng) roquest ld..OXOOOl, seq•llA0/15365, ttl•127 (reply in 133) 
133 5S.70IO>S0172.17.10.3 172.17.30.2 lCVP 106Echo (plng) reply id·OX0001, seq•llA0/15365, t<l•12r (r·equest In 132) 
134 59.6229540 172.1<. 30.2 112.1; .10. 3 IC>'P 106 ECho (plng) request ld.OxOOOl, Seq•llAI/15621, ttl•l27 (reply In ll5) 
- 6 
'
;!1~3~5~5~9~.~6~69~8~2iS0~17~2~.~1~7.~1~0~.~!~~¡¡¡¡~1-~•2~.~1~7~.3~0~.~2~~~~~~~Ic~v~•~¡¡~l~Og6~E~cho:f;(:p~lng;:)~r~~:P~ly~~~~~d:•:Ox:ooo~~1~.~.~'"l~·:l~~~1~/~1~S~62~l~.it~t~1~·~12~7~(r~•:q:u:••~t~in~1~~~)~¡¡~~¡¡¡¡¡¡~ l;{74Mi$ii#»fiíil41 t'kiilfff 'M!! ~=r. ·' L 
.• <r~ 116: 74 bytos o~ wiro (591 bits), 74 bytos c>pturad (591 bits) on lnt~rfaco O 
• Ethernet II, src: clsco_7f:29:6S (fO:f7:5S:7f:29:88), ost: IPv4rocan_oo:oo:oa (01:00:Se:OO:OO:Oa) 
- Intornot Protocol verslon 4, src: 112.1r.2.2 (172.1<.2:2), on: 2.14.0.0.10 (224.0.0.10) 
\te~s1on: 4 
linder leng<h: 20 bytes 
_<:C===== 
·, o1fforentiated services Flold: OxcO (OSCP Ox!O: class selector 6; ECN: OXOO: Not•ECT (I'IOt ECN·O.pable Tr~nsport)) 
TOtol Length: 60 
ldentlflcatlon: OXOOOO (O) 
• Flag.: OXOO 
Fr agarem offset : O 
... t{H to Hvt!: 2 
'•rotocol: · EÍGRP (8S) 
•. Huder chocl:sllll: Ox29Sd {correct] 
swrce: 172.17.2.2 (172.17.2.2) 
oentnation: 22•.0.0.10 (224.0.0.10) 
(source G•oiP: Unl:t10l'.'l1} 
(Oostln¡tion GOOIP: U<k,_'ll] 







Fig. 4.8.30 Información detallada del protocolo EIGRP. 
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{ie Edit r- ~ t•ptUR ~ly:e S\ltilti<s Ttlept.onr Iools !nt<m~ls l:lelp 
o e ' • ~. D ~ ~ e ~- • Q G ' 1 @ ~ ~ & E:J . 1 ~ o ~ @ 
Fílter. 
fo. lime Source 
114 59.6229540171.17 .lO. 2 






1"r.p<mion- Ck:t "w~ Sm 
Pio1ocol le>g:h lnfo 
IO'P 106 ECho (i,in9Í requÍ!st id.OxOOOl; seq•B4Ú15621; ttl-127 (reply in 135) 
ro:P 106 ECho (ping) reply id.OxOOOl, seq•ll41{15621, ul-127 (request in B4) 
U6 60.0760900112.17.2.2 224.0.0.10 EIGRP 74 t~el O 
¡¡· 60.ln9S401"? 1'.1.1 22-1.0.0.10 f!GRP "4 rellv 
BS 60. 63SSS10 1il. 1i. JO. 2 ¡;2.1t .10. 3 IO'P 106 Echo (p1ng) request id-oxoool. seq•l3H/15S7i, ttl•127 (reply in 139) 
""'" """'''"'' ,.,1 .. ,.\ .,..,. .. ,,. J.l 1\ .. ,1\l'lh~ ... ,.. "'"'ó"'lliC'O~'t ..,;o., 4~~ ,,...,.._.,,.,..,.J..., -4"'110\ 
~rae 136: 74 bytes on wire (592 bits), 74 bytes taptured (592 bits) on interface O 
Uflernet U, Sr e: Cisto_if :29:88 (fO:fi': 55:7f :29:88), Dst: IPV411C•st_OO:OO:Oa (01:00: Se:OO:OO:Oa) 
:znternet Protocol versfon 4, src: 172.17.2.2 (172.!7.l.2)", ost: 224.0.0.10 {214.0.0.10) ·· -..~-------• 
·Cisco HGRP 
version: 2 
opcodc: Hello (S) 
checksu11: Oxf2dl [correct] 
:o f 1 ags : OxOOOOOOOO 
sequence: O 
Acl:nowledge: o 
virtual Router ID: o (Address-Family) 
AUtOIIOCIOUS Systt~t: 1 
i-' Parallleters 








Ho1d Ti10e: lS 
¡,software verslon: EIGRP-6.0, nv-l.O 
l}'Pe: softtr.lre version (Ox0004) 
Length: 8 
nG~9 ltelease: 6.0 
UGRP nv versfon: l.O 
Fig. 4.8.31 Información detallada del protocolo EIGRP. 
267 
INGENIERÍA ELECTRÓNICA 
LABORATORIO 4.9: VOIP 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de VOIP. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthernet. 
• Configurar VOIP. 
• Configurar el enrutamiento OSPF. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 192.168.1.0/30 entre el router Rl-R2, 
además teniendo las siguientes redes: 
LAN R1: 192.168.10.0/24 
LAN R2: 192.168.20.0/24 
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Fig. 4.9.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gatewaypor 
Sub red defecto 
R1 f0/0 192.168.10.1 255.255.255.0 No aplicable 
sl/0 192.168.1.1 255.255.255.252 No aplicable 
R2 f0/0 192.168.20.1 255.255.255.0 No aplicable 
sl/0 192.168.1.2 255.255.255.252 No aplicable 
C1 BUCLE DHCP DHCP DHCP 
INVERTIDO 
C2 VPCS DHCP DHCP DHCP 
C3 VPCS DHCP DHCP DHCP 
C4 NIC DHCP DHCP DHCP 
es VPCS DHCP DHCP DHCP 
C6 VPCS DHCP DHCP DHCP 
Tabla 4.9.1 Direccionamiento IP para las Redes 
TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
En el modo exec privilegiado, ingrese al modo de configuración global: 





PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( con:fig)#hostname :XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( con:fig)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al router. 
Router( con:fig)#banner motd 0/o Solo acceso a personal autorizado % (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje. 
PASO 4: Configure las contraseñas de consola, enable secrety VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router(con:fig-line)# password XXXXX (Escribir contraseña deseada) 
Router( con:fig-line )# login 
Router( con:fig-line )# exit 
Router(con:fig)# enable secret XXXXX (Escribir contraseña deseada) 
Router( config)# line vty O 4 
Router( con:fig-line )# password XXXXX (Escribir contraseña deseada) 
Router( con:fig-line )# login 
Router( con:fig-line )# exit 
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PASO 5: Sincronice los mensajes no solicitados y el· resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( con:fig)# line console O 
Router( con:fig)# logging synchronous 
Router( con:fig)# exit 
Router( con:fig)# line console vty O 4 
Router( con:fig)# logging synchronous 
Router( con:fig)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( con:fig)# line console O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line console vty O 4 
Router(config)# exec-timeout 10 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( con:fig)# copy running-conflg startup-config 
TAREA 3: CONFIGURAR INTERFACES, DHCP Y SERVICIO DE 
TELEFONIA. 
PASO 1: configure y active las interfaces fastethemet y seriales. 
Rl: 
Rl ( config)# interface sl/0 
Rl(config-if)# description conexiona R2 
Rl(config-if)# ip address 192.168.1.1 255.255.255.252 
Rl ( config-if)# clock rate 64000 
Rl(config-if)# no shutdown 
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Rl(config-if)# exit 
Rl(config)# interface f0/0 
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Rl ( config-if)# description conexion a SW1 
Rl(config-if)# ip address 192.168.10.1 255.255.255.0 
Rl(config-if)# no shutdown 
R2: 
R2( config)# interface sO/O 
R2 ( config-if)# description conexion a R1 
R2 ( config-if)# ip address 192.168.1.2 255.255.255.252 
R2 ( config-if)# no shutdown 
R2 ( config-if)# exit 
R2 ( config)# interface f0/0 
R2 ( config-if)# description conexion a SW2 
R2 (config-if)# ip address 192.168.20.1 255.255.255.0 
R2 ( config-if)# no shutdown 
PASO 2: Configurar dhcp. 
Rl(config)# ip dhcp pool A 
Rl(dhcp-config)# network 192.168.10.0 255.255.255.0 
Rl(dhcp-config)# default-router 192.168.10.1 
Rl(dhcp-config)#option 150 ip 192.168.10.1 
Rl(dhcp-config)# exit 
Rl(config)# ip dhcp excluded-address 192.168.10.1 
NOTA: seguir los mismos pasos para crear dhcp pool B en R2. 
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PASO 3: Editar el servicio de telefonía. 
Rl ( config)# telephony-service 
Rl(config-telephony)# max-dn 2 
Rl(config-telephony)# max-ephones 2 
Rl(config-telephony)# ip source-address 192.168.10.1 port 2000 
Rl(config-telephony)# auto assign 4 to 6 
Rl(config-telephony)# auto assign 1 to 5 
Rl(config-telephony)# exit 
Rl ( config)# ephone-dn 1 
Rl(config-ephone-dn)# number 100 
Rl ( config-ephone-dn)# end 
NOTA: Seguir los mismos pasos para R2 con sus respectivos parámetros, asignando el 
número 200 para el teléfono IP. 
TAREA 4: CONFIGURAR EIGRP. 
R1: 
Rl(config)# router eigrp 1 
Rl(config-router)# network 192.168.1.0 0.0.0.3 area O 
Rl(config-router)# network 192.168.10.0 0.0.0.255 area O 
Rl(config-router)# exit 
R2: 
R2( config)# router eigrp 1 
R2(config-router)# network 192.168.1.0 0.0.0.3 area O 
R2(config-router)# network 192.168.20.0 0.0.0.255 area O 
R2( config-router)# exit 
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R1: 
Rl(config)# dial-peervoice 1 voip 
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Rl(config-dial-peer)# dial-peer voice 1 voip (ID del enrutador VOIP) 
Rl(config-dial-peer)# destination-pattern 200 (Número de destino: 200) 
Rl(config-dial-peer)# session target ipv4: 192.168.1.2 (IP del router VOIP vecino) 
R2: 
R2( config)# dial-peer voice 1 voip 
R2(config-dial-peer)# dial-peer voice 1 voip 
R2(config-dial-peer)# destination-pattern 100 
R2(config-dial-peer)# session target ipv4: 19.2.168.1.1 
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TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
(::;_ 
UPCS [1 J> 
PCS [2 J> 
DDORA IP 
PCS [2 J> 
UPCS [J J> 
DORA IP 
PCS [3 J> 
PCS [5 J> 
DORA IP 
UPCS [5 J> 
UPCS [5 J> 
PCS [5 J> 
PCS [6 J> 
DDORA IP 
VPCS 
Vi·tual PC Sir.1J!ator fo·· Dy!larrJips/GNS3 
2 
dhcp 
192.168.HL2/24 G\1 192.168.10.1. 
3 
dhcp 






192.168.20.3/24 G\1 192.168.20.1 
Fig. 4.9 .2 Dirección IP de las VPCS. 
BUCLE INVERTIDO 
General Configuración alternativa 
Puede ~cer que la configuración IP se asigne automáticamente si la 
red es <:ompatible <:on esta fundonaf:dad. De lo contrario, deberá 
consultar con el administrador de red cuál es la configuración IP 
apropiada • 
.;!.'Obtener una dirección IP automáticamente 
O Usar la siguiente dlrecdón IP: 
L' · .:-:'-. lP 
"1 r .. : i. ·· :;.e-·~··.-. . . ------- -
~¡ Obtener la d:rección del servidor DNS automáticamente 
O Usar las siguientes dírecdones de servidor~: 
\' a'!dar configuradón al sar Opciones avanzadas ••• 
Aceptar Canc¡elar 




NOTA: Configurar en Cisco IP Comunicator las preferencias. 
Fig. 4.9.4 Configuración Cisco IP Comunicator. 
Uso•. N•t:".'orl: '"""" f0i'eo:to<ie$f 
· ¡ee:tU~~Ad.!pterto~ateDeviceterne 
, Netmlft Adopter: JAdoo,_ do !ludo lnvort!do'""-'I'ESTdoi«Toso3 
De'ke N3me: SEP0200~~so 
1 ("' ~lhlsDevtcel'Wne .----------
~-~---
·r=-·--. <'>Uso"-lFTP=: ~. . TFTPSem!r t: 1 19'2. • 1.65 • 1D • 1 
TFT'PSewr 2: 1 () . o . -o . o : 
. ------ .. ---· -------- --'----------' 
--7------:::;:r--~-
~~~ ••• 
NOTA: Colocar la dirección IP del Servidor. 
Fig. 4.9.5 Dirección IP del servidor. 
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TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Revisar si los teléfonos IP recibieron los números correspondientes: 
PCREAL-NIC 
-~-- ~ -
6 10p 08/19/14 200 
-~ ,,;.- ••. l:OO~ 
-







6:i1p 08!19/14 iOO 
~., • -· • 1{)0~ 
RedW HewCal CFwdAI 
i>'"¿,;t~ 
c:::J CJ 




PASO 2: Realizar una llamada para comprobar la comunicación: 
Fig. 4.9. 7 Comprobación de llamada. 
279 
INGENIERíA ELECTRÓNICA 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES 
WIRESHARK 
PASO 1: Se capturaran datos en la interface f0/0 de R 1 : 
• Se observan los paquetes HELLO EIGRP. 
.. 8 ~ 1 
fil• !dit ~ li.o J:.•pt.,. j~Nlyu ~ Tdq>honl !ools Jnlomals lfolp 
o®.III.D~It D~):2 ~\.Coo>$W~ nill}<U.El.CU.f.!li¡j['ijt}# H 
Filler: 3 Exp,.,;on_ a- App4y s-
No. Time Soun:• Oeslinftion Ptotocol len 
2 2.683792000 02:00:4c:4 :.! cc:OO:la:OO:OOARP 42 S 19l.l68.10.1? Te 192.168.10.5 
3 2. 701804000 cc:00:1¡¡:00:0002:00:4c:<f:4fARP 60 192.1~8.10.1 is at cc:00:1a:OO:OO:OO 
W§.t.S,h ·-ii·, .w; cH!I!.·fii•HWJt8·1''!·-ú-l 
5-6.093070000 cc:OO:t¡¡:OO:OOcc:OO:la:OO:OOLOOP 
8 16.089i41000 cc:00:1¡¡:00:00c.c:OO:lt1:00:00LOOP 60 Reply e:rn::a¡t;s.::':n:::,·:r::n::t.tr:::;;;g ~ttetto • • - " - , , ... ~. · ~ · ~ • ·~ -. ~ ~ , ff9 o ' > ~. • • • 
Fig. 4.9.8 Captura de paquete HELLO EIGRP con Wiresbark 
En esta imagen se puede observar con más detalles los parámetros del protocolo de 
enrutamiento EIGRP y también el campo del paquete HELLO. 
• Fraooe 1: 74 bytes on w1re (592 bits), 74 bytes captured (592 bits) on interface o 
.< Ethernet IX, Src: cc:OO:li!:OO:OO:OO (cc:00:1a:OO:OO:OO), Dst: IPv4oocast_OO:OO:Oa (Ol:OO:Se:OO:OO:Oa) 
• Internet Protoco1 version 4, Src: 192.168.10.1 (192.168.10.1), ost: 224.0.0.10 (224.0.0.10) 
-.e' tt•e,. ! 
vers on: 2 
opcode: Hello (S) 
<hecksum: oxeecb {correct] 
e ~ 1 ags: OxOOOOOOOO 
sequence: O 
Acknowl edge: o 
....... O - Init: Not set 
...... o. - conditional Receive: NOt set 
• • .. • O. • - Restart: Hot set 
.... o ... - End of Table: Not set 
Virtual Router ID: o (Address-Filtllily) 
AutOOOOIOUS 5y5te&: 1 
8 Para»eters 








Hold Time: .15 
s soft.ware vers1on: EIGR.P•12.4. TLV•l.2 







UGRP Release: 12.4 
EIGRP TLV vers1on: 1. 2 
Fig. 4.9.9 Información detallada del paquete HELLO EIGRP.· 
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• También se capturan los paquetes de mensajes Skinny Client Control Protocol, 
el cual es un protocolo ligero que permite una comunicación eficiente con un 
sistema Cisco Call Manager. 
fi1< ldi! J!iew ¡¡o 
O~l!ll.;! 
(•piure An•!yze ~tofutics Telephonl Iools tntem•~ l;lelp 
D ~ n :S r, + e> $ W A [DICJ El. El ~ El i6 ffl f'J ~ 
-~ &¡...mon- a..r Apply Sow 
No. Time 5oufce Oestination Protocol 
~M.&i,lé;;;¡¡¡¡¡;.:,MíifMI§.WiiMM+WliiMII-iif·i· 
2 2.683792000 02:00:4C:4f:Hcc:00:1a:OO:OOARP 
3 2.701804000 cc:00:1a:00:0002:00:4c:4f:4fARP 
~W,MjijrJf41fi:iMiPMl!f.MIIMMI{Wi8fMII-jib9• 
5 6. 093070000 cc:00:1a:OO:OOcc:00:1a:OO:OOLOOP 
lenqth lnfo 
M·i:J)IU 
42 Who has 192.168.10.1? Tell 192.168.10. 5 
60192.168.10.1 is at cc:00:1a:OO:OO:OO 
&•U4"· 
60 Reply 
b U.':J44V\IJOUU .l~l.lbB.lU.l ll4,U.U.IU EIGRP /4 HeliO 
--; 11. 7~Sl6ioó0-T9;..16B.ló:-1Ti~-o-o:-lo- ~rfGRP ----·¿THiriO ------- -~·· ------- --~--- -- ---------~------------------- ------- ~---
816.089741000 cc:OO:l&:OO:OOcc:00:1a:OO:OOLOOP 60 Reply 
"'J Hl.OlliOHUUU llJ.!.lC6 10.1 llil 0.0.10 flf .. RP 14 Hf!'llo 
10 22 ••• 13<6000 192.168.10.1 .2 .0.0.10 EIG e -------
11 26.123439000 cc:OO:la:oo:oocc:oo:la:oo:OOLOOP 
MtMMJ3§fij;tif+GtAI§61tMWIMtMt+ts-iirl·'· 
14 28.342925000 192.168.10.1 192.168,10.5 TCP 
1S 28.402966000 192.168.10.1 l92.le8.10. 5 SKINNY 
16 28.452994000 192.168.10. 5 192.168.10.1 TCP 
20 32.703835000 cc:OO:la:00:0002:00:4c:4f:HARP 
21 36.098104000 cc:00:1a:oo:oocc:OO:la:oo:OOLOOP 
WtWMPlfpllt;t:•MQtWI§.iii&A!@iltli•++j01J· 
60 cisco-sccp > 53868 
66 K~p•liveAckMessage 
54 53868 > cisco-sccp [ACK] seq-13 Acl:-13 Win-64168 Len-O 
336 oevice ID: Rl Port IO: FastEther 
60192.168.10.1 is at cc:OO:la:OO:OO:OO 
60 Reply 
lllijiU 
Fig. 4.9.10 Captura de paquete SKINNY con Wireshark. 
En esta imagen se puede analizar con más detalles los diversos campos del mensaje 
(._ - . .. . . '- .- --~ __ ·.- -' .. 
•' Fra»e 13: 66 bytes on wlre (528 bits), 66 bytes captured (528 bits) on interf&ce o 
., Ethernet n, src: 02:00:4c:4f:4f:5o (02:00:4c:4f:4f:5o). ost: cc:00:1a:oo:oo:oo (cc:oo:la:oo:oo:oo) 
···Internet Protocol version 4, src: 192.168.10.5 (192.168.10.5), DSt: 192.168.10.1 (192.168.10.1) 
~~ TT&nsllission Control Protocol, src Port: 53868 (53868), DSt Port: cisco-sccp (2000), seq: 1. Ack: 1, Len: 12 
source port: 53868 (53868) 
oestination port: cisco-sccp (2000) 
[streaJO i ndex: O] 
sequence nullber: 1 (relatiV<! sequence nud>er) 
[Next sequence nuoober: u (relative sequence number)J 
AcknowledgiRent nulllber : 1 (r el at 1 ve ack nur=ber) 
Header length: 20 bytes 
H Flags: 0X018 (PSH, ACK) 
ooo. . • . • - Reserved: Not set 
••• o .. • • - Nonce: NO't set 
o... - congenion wlndow Reduced (CWR): Not set 
• 0.. • ECN-Echo: Not set 
•• o. - urgent: Not set 
... 1 - Acknowl edgment : set 
1 ... - Push: set 
. • . . • 0.. • Reset: NOt SEt 
...... O. • syn: Not Se1: 
.••.••• o - 1=in: NOt set 
wlndow size value: 64180 
[calcul&ted w1ndow size: 64180] 
[wlndow size scaling factor: -1 (unknown)J 
8 checksUII: Oxea34 [validation disa.bled] 
(Good Checkstlll: Falso] 
[Sad checksu~>: False] 
"' [SEQ/ACK &nalysis] 
[Bytes in flight: 12] 
[POU Si ze: 12] 
El q;~~~·~ 'i~=~,~~:•biJ.eJ". 1Jw•i§}•@ 
Header version: sasic (OxOOOOOOOO) 






ce 00 la 00 oo oo 02 oo •e <f <f so os oo 45 oo 
oo 34 4d f9 40 oo so 06 17 74 co as oa 05 cO as 
Oa 01 d2 6c 07 dO ed ee d4 50 5c 17 38 ec 50 18 
~ ea 34 00 00 CC:C""·J I,¡;"1PC1:11 IJ~':rr:t 
Skinny. 
.4M.C. ••• 
... 1 .. .. c .... ,. 
LOOP .. E. 
. t ...... 
.Py8.P.j 
Fig. 4.9.ll lnformacion detallada del paquete SKINNY. 
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• Al realizar una llamada observamos el tráfico de paquetes RTP, el cual es un 
protocolo de nivel de sesión utilizado para la transmisión de información en 
tiempo real, como por ejemplo audio y vídeo en una video-conferencia. 
Eile Id~ l[lew j¡o ~pture !l!alyze ~me• Telepho"l !ool• jntemel> !:!elp 
o ® .lf lf Jt D ~ ~ Gil f', ., <> oS 1F ~ [gJG 0. e. <ó). B W !!1 !S n · @ 
Filler. 
No. Time Soufce 
137191.887181000 192.168.10.5 
138 191.690185000 192.168.10.5 
139 191.917211000 192.168.10.1 
140 191.917211.000 192.168.10.1 
'141191.917211000 192.168.10.5 
• ~ &pres,;cm.. Cle11 Apply S... 
Protocol length lnfo 
lCP 54 53868 > dsco-sccp (ACK] seq-97 Ack•1005 ll'ln-63176 Len-O 
SKlNNY 86 openReceivechannelAck 
SKINNY 74 StopToneMessage 
SKINNY 150 stMtMediaTranst~ission 
TCP 54 53868 > cisco-sccp (ACK] Seq-129 Ack•1145 win-63036 Len-O 







J!f.J ~ r(.),'o:. r.fu. -~ ;;: ;~:~.~!~;~.·;(á~ ~:::~:1~~ltk ~¡~~-~~t;g~ ~7~-f;/:;r::~· i .. F.IJQ .... 
• 
143 192.012266000 192.166.10.5 
144 192.0232i3000 192.166.10.5 
145 192.041285000 192.166.10.5 
146 192.059297000 192.166.10.5 
147192.077309000 192.168.10.5 
148192.101326000 192.168.10.5 
149 192.119338000 192.168.10. 5 
150192.143354000 192.166.10.5 
151192.158364000 192.168.10.1 
152 192.161366000 192.168.10.5 
153 192.185382000 192.168.10. S 
154192.203393000 192.166.10.5 
155 192. 208401000 192.168.10. 5 
156 192.221410000 192.168.10. 5 
157192.245422000 192.168.10.5 

















RTP 74 PT•ITU-T G. 729, SSRC..0X4AE1306C, Seq•26502, Tillll!•257671778 
RTP 74 PT•IT1J-T G. 729, SSRC..Ox4At1306C, Seq-26503, TiiM!•257671938 
RTP 74 PT•lTU-T G. 729, SSRC•OX4AE.1306C, Seq•26504, Time-257672098 
RTP 74 PT•ITU-T G. 729, SSRC•OX4AE1306C, Seq•26505, Tiooe•257672258 
RTP 74 PT•ITU-T G, 729, SSRC.OX4AE.1306C, Seq•26506, Time-257672418 
RTP 74 PT•ITU-T G. 729, SSRC.OX4AE1306C, seq•26507, Ti ... -257672578 
RTP 74 PT•IT1J-T G. 729, SSRC.0x4AE1306C, Seq•26508, Ti.,.•257672738 
SKINNY 4 50 calllnfoMessage 
RTP 74 PT•IT\1-T G. 729, SSRC..OX4A[1306C, Seq-26509, Time•257672898 
RTP 74 PT•lTU-T G. 729, 5SRC..OX4At1306C, Seq•26510, Time-257673058 
RTP 74 PT•IT\1-T G. 729, SSRC..OX4AE.1306C, Seq•26511, TiOie-257673218 
TCP 54 53868 > cisco-sccp (ACK] seq-129 Ack•H41 win-64240 Len-o 
RTP 74 PT•IT\1-T G.729, SSRC.0X4At1306C, Seq-26512, Time-257673378 
RTP 74 PT•IT\1-T G, 729, SSRC.0X4AE1306C, Seq•26513, Time•257673538 
RTP 74 PT•ITU•T G. 729, SSRC.Ox4640102, Seq•26500, Tille•257714057, Mar k 
Fig. 4.9.12 Captura de paquete RTP con Wireshark 
En la siguiente imagen se puede observar más detalladamente: 
T Fraile 142: 74 bytes on wire (592 bits), 74 bytes c¡¡ptured (592 bits) on interface O 
·,.;Ethernet u, src: 02:00:4c:4f:4f:50 (02:00:4c:4f:4f:50), ost: cc:oo:1a:oo:oo:oo (cc:oo:1a:oo:oo:oo) 
· :t: oestination: cc:00:1a:oo:oo:oo (cc:00:1a:OO:OO:OO) 
¡,e SO\Jrce: 02:00:4c:•f:4f:50 (02:00:4c:4f:4f:50) 
l)'Jle: lP (OX0800) 
';¡-Internet Protocol version 4, src: 192.168.10.5 (192.168.10. 5), ost: 192.168.10.1 (192.168.10.1) 
F: user oaugru Protocol, src Port: 24578 (24578), Dst Port: cisco-sccp (2000) 
SO\Jrce .port: 24578 (2<578) 
oestination port: cisco-sccp (2000) 
Length: 40 
F! checks~m: oxc2d3 (validation disabled] 
[Good Checksum: False] 
[Bad checksUfl: False] 
~s ilt.V" : ,¡ ; LJ, .H .. JW1 IA(·!inf¡ 
;.., stream setup Sl-nmy rarae 140)] 
(Setup fraJ!IIe · 1401 
(Setup Method: Skimy] 
10 .. oo oo - version: R>C 1889 version (2) 
oo o. 00 .. • Padding: False 
.. . o .... • Ext:ension: ~al se 
• oo• 0000 - contributing SO\Jrce identif1ers CO\Jnt: o 
1. . . . . . . • Marker: n-ue 
Payload type: ITU-T G. 729 (18) 
sequence nuaber: 26SOO 
(Extended sequence number: 92036] 
Ti~~estamp: 257671458 
synchronization source 1dentif1er: Ox4aeHd6c (1256275308) 






ooooooo• LOOP .. E. 
~~ 




PASO 2: Se capturaran datos en la interface sO/O de Rl: 
• Se capturan paquetes de H.225.0, protocolo de comunicaciones utilizados 
comúnmente para voz sobre IP y para videoconferencia basada en el protocolo IP. 
file idit l!iew lio t•pture An•lyze 
0®.11.'1:1:.11 ()~~la 
filler. 
2 l. 754499000 NIA N{ A eOP 
=w.rfi.t4t71B· t,·++jga Ski·S*:§Wl{313·&J1-#i·j+ 
4 3.195880000 N/A N/A eOP 
8 7.331233000 192.168.1.1 192.168.1.2 H.22S.O 
9 7.371261000 192.168.1.1 192.168.1.2 H.22S.O 
107.552597000 192.168.1.2 192.168.1.1 TCP 
e f a f 
307 oev1ce ID: R1 Port ID: ser1all¡o 
·=•mu:" 
307 oev1ce ID: R2 Port ID: ser1a11/0 
167 es: 
110 es: alerting 
44 64522 > h323hostc•ll [ACK] seq•304 ACI<•190 win-3700 Le.....O 
11 7. 582617000 N/ A N/ A SLARP 
12 9.124352000 N/A N/A SI.ARP 
M!ifttt@m· • iMWi.pEJ:j.MfJIW.Mti!B NtlMiiii-l" 
24 Line k:eepa11ve, outgoing sequence 433, returned sequence 432 
24 L ine keepalive, outgoing sequence 433, returned sequence 433 
4iu;ill· 
14 9.961983000 192.168.1.1 192.168.1.2 H.225.0 
15 9.991990000 192.168.1.1 192.168.1.2 H.225.0 
16 10.172128000 192.168.1. 2 192.168.1.1 TCP 
1710.254066000 192.168.1.1 192.168.1.2 RTP 
1810.274383000 192.168.1.1 192.168.1.2 RTP 
1910.274383000 192.168.1.2 192.168.1.1 RTP 
20 10.285378000 192.168.1.1 192.168.1. 2 RTP 
2110.285378000 192.168.1.2 192.168.1.1 RTP 
22 10.295550000 192.168.1.1 192.168.1. 2 RTP 
131 es: coMect 
114 es: notify 
44 64522 > h323hostcall [ACK] Seq•304 Ack•347 win-3543 Le.....O 
64 PT•rnJ-T G. 729, SSRC..OX21330101, Seq-41, Tiii0•28332631S, Mar k 
64 PT•ITU-T G.729, SSRC..0X21330101, Seq-<12, Tille•28332647S 
64 PT•lTU-T G.729, SSRC..Oxe140102, Séq•24464, Tille-283368816, Mark 
64 PT•ITU-T G. 729, SSRC..OX21330101, Seq-43, Tille•283326638 
64 PT•ITU-T G. 729, SSRC.0XC140102, Seq-24465, Tille•283368976 
64 PT•1TU-T G. 729, SSRC-DX21330101, Seq-44, Tille•28332679S 
Fig. 4.9.14 Captura del paquete H.225.0 con Wireshark. 
En esta imagen se puede analizar detalladamente el paquete H.225.0 
·• Fraile 7: 347 bytes on w1re (2776 bits), 3•7 bytes captured (2776 bits) on 1nterfilce O 
-t. Cisco HOLC 
·,:Internet Protocol vorsion 4, src: 192.168.1.2 (192,168.1.2), DSt: 192.168.1.1 (192.168.1.1) 
.•. Tram•fssfon cont~ol Protocol. src Por't: 64SZ2 (64S22). OSt POt"t: h323hostc.a11 (17ZO), seq: 1. Ack: 1. Len: 303 
1: TPICT, ve:rsion: l, Lengt:h: 303 
r., Q.931 









H h323-ssage-body: setup (O) 
o se:t:up 




H. 221 M.anuf.acturer: cisco (OxbS000012) 
e gnew•y 
... protocol: 1 i'te:a 
o ........ CIC: F.alse 
. o ...... undefinodNode: Fillse 
•• o. . . . . activEMC..: Fa lse 
conferenceio: 2f60aOOe-2beS-lld6-80l'-<!9le2435Seb2 
a confer-enceGOal ~ creilte (O) 
create: HUlL 
·>' callTYPe: po1ntToPoint (O) 
Ji"1 sourcec.al1signa1Address: ipAddress (O) 
!.t, callidentifier 
t: f.aststart: 2 1tems 
o... ~aediawattrorconnect: l="alse 
o ....... canoverlapsend: False 
1 ....... ooultipleealls: Trll1! 
1 ....... ..._intainconnection: True 
symetrtcoperationRequ1red: NULL 
1 ....... h245TUnne11lng: True 
Ft' ~andardc:ontrol: 1 1ter~ 
6 tunnelleds1gnalllngMessage 
t+ tunnelledProt:ocolm 
* nessagteont41-nt: 1 it-e11 
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• Captura de paquetes Q.931, fue diseñado por RDSI para establecimiento de 
llamada, mantenimiento y liberación de conexiones de red entre dos DTE 
• ~rae 7: 347 bytu on wtre (2776 b1-u), .347 bytts c~urcd (2176 bits) on 1nurface O 
o~ cfsco HDt.c 
.. , rnnrnet Protocol Version 4., src: 192.168.1 • .2 (192.168.1.2), on: 192.168.1.1 (192.161.1.1) 
·<t' Tl".anscrlssion control Prot:oco1, src POrt: 6U22 (64522), on POt"t! hJ:Uhost:call (1720), seq: 1, ACle: 1, un: 301 ¿,;¡¡,p· verrr= 3, l4!;h: 303 
Protocol a1scr1•1rnrtgr: Q.9n 
u.ll rtft:rt:nc41 v.elu~ length: 2 
ca11 rtference flag: _,es.Silg-1! smt. fr011 origin.ning side 
c.a11 rt:f-trtnc'f value: 000& 
Meuage ~: SETW (OXOS) 
!Surer C4\Pab11i ty 
rnfor~tion el~: 8Ur~ CIJ)~tlfty 
lenqth: 3 
1 .••••• , - C:xttnSion indicator: las't. octn 
.OO ...•• • Coding su.ndard: rnJ ... T sund~rdired coding (OxOO) 
... o 0000 • Inforutton tr-anshr c..,J.bflity: Speech (OXOO) 
1. ••.•••• extens1on fndfcnor: lut ocu.t 
.oo •.... - n-ansfer -ode: circuft -ocle (OxOO) 
.•• 1 0000 • Inforsation tr;nsfer rate: 64 kb1t/s (OXl.O) 
1 ••.•.•• - Extension indicator: last oct~ 
.01 ....... uyer identtfication: U)'t:r 1 1dent1fter (OxOl) 
.•. o oou. user 1nforstion 1aycr 1 prot"ocol: r:t~comandation G.711 A ... lpw (Oxol) 
~ ca111ng party nueer: "lOO' 
tnf"orcutfon eleae~: callfng puty OUIC)er 
Length: 4 
•••• 0000 - HU!Iber1ng plan: Unknc:Mn (OxOO) 
• 000 •••• .- ntltlbar type: Ur'lktJtMln (OxOO) 
1 ••••.•• - s:xtertl1on indi<nor: last OCtet 
C•lHng p.arty rMI!ber digits: 200 
:+· Called PN"ty l'liJIIIMr: 'lOO" 
~· user-usu 
"tnforcut1on el..ant: user-user 
Length: 214 
Protocol discl'tninator: x.zoa md x.l09 coded unr 1nforaJtion 






IPI U Ul Ufl ti) (...a 1 1 1'11 <k¡ 1 t t•' h4 ~n 1 Hl it 
'!~ 104 !lit n rl r, , r1 1. n.., .... ¡;¡r r,.., N> 1111: '11 
l..¡ 00 {)..t ..'b ou 1 .. ~0 :¡¡ l. 4 .. lf1 ' • ~ ... .,() O{ 
~~ w oJ.C' ÜL • b 1:'8 11 tlt> M• lt 1 •• .l • .. '., ..,, tJ: 
)() L~ lC ~~ 00 0' ({) L~ :i8 U! v.: f '- 0~ U ú!J ~1 
Fig. 4.9.16 Captura del paquete Q.931 con Wiresbark. 
PASO 2: Análisis de Jitter de una llamada y prueba de servicio de calidad (QoS) 
Seleccionar un paquete RTP y hacer clic en Telephony, luego escoger RTP y finalmente 
Show All Streams. 
file ~d~ X"oew li;o 
O®IIIIJil%. 
~pture é/>llyze iUtistics. '!_el!!>t.onr. lool> 
D r'l se 2 r-._ • am~ 
li.SM 
!ntemah . ' l:lelp flirf.I!BU ~ 
Filter. l:l.lli-
. E <!l. El. ti:U::J 
sion- a... Apply S... 
No. Time 
110 26. 394622000 
111 26. 403627000 
112 26.414640000 

















192. : ISUP Meuages 
192.: LTE 






• tu. lnfo r· PT•ITU·T G. 729, 
~ 74 PT•ITU-T G. 729, 
..• _ ~~ ~:-~~-: ~-~~!· 
• Show All Streems 
-Anely>is... 
• 74 JST-:t1'U-T G. 72§. 
74 PT•ITU-T G. 729, 
74 PT•ITU·T G. 729, 
~IP •• 
SMfP()pmtions 
tl~ )b 4HtJb8400ü J-J/ ló& Jf) .., }<.))' 
192 .: I!CPMemgts 120 26.494693000 
121 26. 504701000 
122 26. 514 707000 
123 26. 528716000 
124 26. 534716000 
125 26. 546724000 
126 26. 554729000 
127 26.564740000 
128 26.574743000 
129 26. 584753000 














192.: (,. !loiPC.IIs 
192.: 'I!.A9·WSP-
192.llllr..to:-. ,_..,..,,...---' 
192.168.10. S RTP 
192.168.10.1 RTP 





192.168.10. S RTP 
192.168.10.1 RTP 
192.168.10.5 RTP 
74 PT•ITU·T G. 729, 
74 PT•ITU-T G. 729 1 
74 PT•ITU-T G.729, 
74 PT•ITU-T G. 729. 
74 PT•ITU·T G, 729, 
74 PT•ITU-T G. 729, 
74 PT•ITU-T G. 729, 
74 PT•ITU·T G. 729, 
74 PT•ITU•T G. 729, 
74 PT•ITU-l" G. 729, 
74 PT•ITU-T G. 729 1 












































·• Ethorne1: u, src: 02:00:4c:4f:4f 50 (02:00:4c:4f:4f:50), ost: cc:00:1a:OO:OO:OO (cc:00:1a:OO:OO:OO) 
¡·Internet Protcxol vorsion 4, src 192.168.10.5 (192.168.10.5), ost: 192.168.10.1 (192.168.10.1) 
• user oatagra11 Protocol, src Port 24580 (24580), ost Port: cisco-sccp (2000) 
• Real-Time Transport Protcxol 
Tiii<!•2744S350S 
Ti .. •274412058 
Tl .. •274453665 
Ti..,•274412218 
T1 ... •274453825 
Ti ... •274412378 
Ti•e-274453985 
Ti ... ·274.12538 
Ti••·274454145 
T ...,..27445'305 





Ti .. •274454785 
T1 .. •274413338 
Tiooe-274454945 
Ti .. •274455105 
T1 .. •27441349S 
Tiooe•2744 55265 




En esta imag~n se observa la llamada realizada, también datos adicionales como Jitter, 
numero de pa~uetes recibidos y perdidos, etc. 
Oetected 2 RTP stre!ms. Choose one for forwl!rd and revene direction for anJiysis 
Src addr • Src port • Dst addr • Dst port • SSRC • Payload • Packets • lost • Max .Delta (ms) 
40.0) 
• Mlll<Jitter (ms) • Mean Jitter (ms) 
192.168.10.1 ZOOO 192.168.10.5 Z4580 Ox1CA20102 g729 1160 o (0.0%) 
192.168.10.5 24580 19Z.168.10.1 2000, Ox72AE6952 g7l9 1172 o (0.0%) 26.02 
'. 
s.ted a forward str .. m with left mouse button, and then 




Unselect FindRever.;e · SaveAs li Mari<Packets ;: Preparefilter !;;opy 
Fig. 4.9.18 Captura de tráfico de red con Wireshark. 
Seleccionamos el primer ítem y damos clic en Analyze. ,, 
Wices~ar:c: RTP Streams 
Dd:erted Z RTP strums. Choose one forforward 1nd revme direction for analysis 
Analyze 
Src addr ..... Srcport • Dstaddr • Dstport • SSRC • Payload • Pack<ts • lost • MaxDelta (ms) • MaxJitter(ms) • MeanJitter(ms) • Pb1 
t)·~J~'·. -~. -"~?~!. ll'!i..l(.;~-~ ¡t~ ··~ '"'~"·" 
19Z.168.10.S Z4500 192.168.10.1 2000 Ox12AE69S2 g129 1112 O (0.0%) 26.02 3A8 2.92 
Fotward: 19Z.168.10.1:2000·> 19Z.168.10.5:l4500, S5RC:Ox1CA20102 
Select-a reverse stream with Ctrl + left mouse button 
Unselect FindRever.e SaveA> Mari<Pack<ts: 
























Nos mostrará la siguiente imagen, donde podemos observar el ancho de banda, el estado, 











































\'Ji'esoa'< RTP St'eaM Anaiysis 








































782 7.20 [Ok) 
~··~ •• dolta" 40.05:.: at padret no. 660 1 n• 1 J 
Max jitW = 8.49 ms. Mei!ln ji~r = 3.24 ms. 
M .. skew = 23.59 ms. 
Total RTP packr.s= 1160 (e><pected 1160) lortRTP pac 0(0.00%) Sequence errors =O 
Dunrtron 23.16 s (-420 ms clock dñft, coii'ESponding to 7855 (-1.81%) 
s. ... payload ... Saveis CSV ... Befresh !umpto Groph Nextnon~Ok 
Fig. 4.9.20 Captura de tráfico de red con Wireshark. 
Podemos observar la gráfica del Jitter de la llamada realizada. 
i~ RTP G'ap"'' A'laly~is Fo··wa'd: 192.168.10.1:2000 to 192.168.10.5:24580 Reverse: NON E: O te NON E: O 




!@!~ Fwd Jittl!r: 192.168.10.1:2000to 192.168.10.5:24580 (SSRC:Ox1CA20102) 
[ Grap~_zj Fwd Oiff.,..,nce 192.168.10.1:2000 to 192.168.10.5:24580 (SSRC=Ox1CA20102) 
[ Graph 3] Fwd Delta: 192.168.10.1:2000 to 192.168.10.5:245&0 (SSRC:Qx1CA20102) 
[G~h4J-, 1.:1 :-• . : ·J ,., •• c. ,_ 
@!~h iJ ~ .. · :0· ff=,.,->ce 'IC • .:oto :.::".:.11 '5S'lC i1 a¡ 
@~aph_6] Rvr O ella: NONE:O to NONE:O (SSRC:OxO) 
label: .. x = _Wrong. s.eq. number m= Marft set 
1 11 11 ¡1 11 
X Axis 
Tick interval: 
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También podemos escuchar el audio de la llamada, seleccionando el primer ítem y clic 
en Player. 
Wi'es~a'<: RTP Strea..,.¡ A~al~-sis 
Forward Oirection Reversed Direction 
Analysingstreomfrom 192.168.10.1 portZOOO to 192.168.10.5port2451l0 SSRC = Ox1CA20102 
Packet • Sequence • Deltl!(ms) • Fi~ered Jitter(ms) • Skew(ms) 4 IP BW(kbps) 4 Marker 4 Status 
J; •!tr~': .~· r·· ,.,.~. ~r!! :tr• 1 ·IU :¡ 
62 11479 10.01 0.62 9.99 0.96 [Ok) 
64 11480 20.01 0.59 9.98 1.44 [Ok) 
65 11481 10.01 1.17 19.98 1.92 [Ok) 
67 11482 20.02 1.10 19.96 2.40 (Ok) 
70 11483 30.01 1.66 9.9<! 2.68 [Ok) 
71 11484 10.Q1 2.18 19.93 3.36 [Ok) 
73 11485 20.01 2.04 19.92 3.84 (Ok) 
76 11486 31.02 Z.ó1 8.90 4.32 (Ok) 
78 11487 10.01 3.07 18.89 4.80 (Ok) 
82 11488 31.02 3.56 7.87 5.28 [Ok) 
83 11489 10.01 3.97 17.86 5.76 [Ok) 
86 11490 30.02 4.34 7.84 6.24 [Ok) 
88 11491 20.02 4.07 7.83 &.n [Ok) 
90 11492 20.01 3.82 1.82 7.20 [Ok) 
O> 11A01 'lnn1 ,.. 701 7<.0 1n¡,.¡ ..... """"~·~--~ ! Max jitter = 8.49 ms. Mean jitter = 3.24 ms. 
Max skew = 23.59 ms. 
Total RTP packets = 1160 (expeded 1160) Los! RTP packets =O (0.00%) Sequenc..,rro O 
Duration .23.16 s (·420 ms clock drift, corresponding to 7855Hz (·1.81%) 
Save paylood ... Save~sCSV ... Bdre>h !umpto G"'ph 
1 Playor 1 NEXI:non·Ok L. ... ~ . ~~ .J 
Fig. 4.9.22 Captura de tráfico de red con Wireshark. 
Nos tratará la siguiente ventana, la cual tendrá un jitter buffer de 50 ms, clic en Decode 
Standard input- VoiP .. RTP Player - e 
...D...lli..ew u time of day 
• O UseRTPtímestamp --~ Decode:) Elay 
.. -· -· e the RTP stream(sll 
J~r buffer [msj 50 
e-
~top :(lose 
Fig. 4.9.23 Captura de tráfico de red con Wireshark. 
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Finalmente se podrá escuchar el audio de la llamada realizada. 
J!.~ Standard input~ VoiP- RTP Player - Cl ~ 
1 l ~6~5 2l._s 21J_s .295 305 315 3~.5 33~$ 
~ 
.¡ From 192.168.10.1:2000to 192.168.10.5:24580 Ouration:l3.09 Orop by fltter Buff:O(O.O%) Out of Seq: 1 160(100.0%) Wrong Tímestamp: 1159(~ 
O View as time of day 
Jitter buffer [ms] /50 : [~~ Use RTP timestamp Oecode f:lay 1 . P~u:~. j u~~-J 1 :Qiose 1 
-





LABORATORIO No 4.10: CONFIGURACION BASICA DE PPP 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de fundamentales de la comunicación serial punto a punto (PPP) . 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red según el diagrama de topología. 
• Realizar tareas de configuración básica en los routers. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento OSPF en todos los routers. 
• Configurar la encapsulación PPP en todas las interfaces seriales. 
• Configurar la autenticación CHAP y P AP de PPP. 
• Aprender acerca de los comandos debug ppp negotiation y debug ppp 
authentication. 
• Probar conectividad en la red y funcionamiento de PPP. 
• Aprender cómo cambiar la encapsulación en las interfaces seriales de PPP a 
HDLC. 
ESCENARIO: 
En este laboratorio, se aprenderá a configurar la encapsulación PPP, la autenticación PPP 
P AP y la autenticación PPP CHAP en enlaces seriales a través de la red que se muestra 
en el diagrama de topología. Utilice la dirección 172.16.10.0/24 para obtener el 
direccionamiento IP usando VLSM, para los enlaces W AN entre routers, para el enlace 
entre el R2 y el ISP utilice la dirección IP 200.200.200.0/30 y para los enlaces LAN utilice 
172.16.20.0/24 y 172.16.30.0/24 teniendo en cuenta los requisitos de las redes. 
LAN R4: 200 host. 
LAN R5: 124 host. 
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DIAGRAMA DE TOPOLOGIA: 
ISP 








BUCLE INVERTIDO VPCS 
Fig. 4.10.1 Diagrama de topologia en GNS3. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN: 
Dispositivo Inteñaz Dirección IP Mascara de Subred Gatewaypor 
defecto 
R1 fl)/1 172.16.10.13 255.255.255.252 No aplicable 
s1/2 172.16.10.2 255.255.255.252 No aplicable 
sl/3 172.16.10.9 255.255.255.252 No aplicable 
R2 sl/0 200.200.200.1 255.255.255.252 No aplicable 
sl/1 172.16.10.5 255.255.255.252 No aplicable 
s1/2 172.16.10.1 255.255.255.252 No aplicable 
R3 sl/1 172.16.10.6 255.255.255.252 No aplicable 
sl/3 172.16.10.10 255.255.255.252 No aplicable 
fl/0 172.16.10.17 255.255.255.252 No aplicable 
R4 roto 172.16.20.1 255.255.255.0 No aplicable 
fl)/1 172.16.10.14 255.255.255.0 No aplicable 
R5 fl/0 172.16.30.1 255.255.255.0 No aplicable 
fl)/0 172.16.10.18 255.255.255.252 No aplicable 
ISP S1/0 200.200.200.2 255.255.255.252 No aplicable 
C1 BUCLE 172.16.20.2 255.255.255.0 172.16.20.1 
INVERTIDO 
C2 VPCS 172.16.20.3 255.255.255.0 172.16.20.1 
PCREAL NIC 172.16.30.2 255.255.255.0 172.16.30.1 
Tabla 4.10.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACIÓN BÁSICA DEL ROUTER 
Configure los routers Rl, R2, R3, R4, y R5 de acuerdo a las siguientes instrucciones desde 
el modo de configuración: 
PASO 1: Configure el nombre de host del router. 
PASO 2: Deshabilite la búsqueda DNS. 
PASO 3: Configure una contraseña de Modo EXEC. 
PASO 4: Configure un mensaje del día. 
PASO 5: Configure una contraseña para las conexiones de la consola. 
PASO 6: Configure una contraseña para las conexiones de vty. 
PASO 7: Configure el registro de datos sincrónico. 
PASO 8: Guardar la configuración en cada router. 
TAREA 3: CONFIGURAR Y ACTIVAR LAS DIRECCIONES SERIAL Y 
FASTETHERNET 
PASO 1: Configurar las interfaces de los routers. 
Configure las interfaces de los routers Rl, R2, R3, R4, R5 e ISP con las direcciones IP 
de la tabla de direccionamiento que se encuentra al comienzo de esta práctica de 
laboratorio. Asegúrese de incluir la frecuencia de reloj en las interfaces DCE seriales de 
los routers R2 y Rl, en R3 son interfaces DTE. 
R2: 
Configuración de las interfaces serial DCE: 
R2( config)#interface seriall/0 
R2( config-it)#ip address 200.200.200.1 255.255.255.252 
R2(config-it)#description conexión a ISP 
R2( config-it)#clock rate 64000 




R2( config)#interface seriall/1 
R2( config-if)#ip address 172.16.10.2 255.255.255.252 
R2( config-if)#description conexión a R3 
R2( config-if)#clock rate 64000 
R2( config-if)#no shutdown 
R2( config-if)#exit 
R2( config)#interface seriall/2 
R2(config-if)#ip address 172.16.10.1 255.255.255.252 
R2( config-if)#description conexión a R1 
R2( config-if)#clock rate 64000 
R2( config-if)#no sbutdown 
R2( config-if)#exit 
R3: 
Configuración de la interface serial DTE: 
R3( config)#interface seriall/2 
R3(config~if)#ip address 172.16.10.2 255.255.255.252 
R3( config-if)#description conexión a R2 
R3(config-if)#no shutdown 
R3( config-if)#exit 
NOTA: Configurar las interfaces de los demás routers según corresponda. 
PASO 2: Configurar las interfaces Loopback 
En el router ISP configure las 3 interfaces loopback: 
Loopback 1: 200.200.200.100 /32 
Loopback 2: 200.200.200.200 /32 




ISP( config)#interface loopback 1 
ISP( config)# ip address 200.200.200.100 255.255.255.255 
ISP( config)# exit 
PASO 3: Guardar la configuración. 
Guarde la configuración establecida de todos router con el comando copy running-
config startup-config. 
TAREA 4: CONFIGURAR EL PROTOCOLO OSPF 
PASO 1: Configure una ruta estática por defecto en el router R2 para alcanzar las 
direcciones loopback del router ISP. 
R2( config)#ip route 0.0.0.0 0.0.0.0 sl/0 
PASO 2: Configure el protocolo de enrutamiento OSPF en todos los routers de la red 
para la conectividad. 
R2(config)#router ospf 100 
R2(config-router)#network 172.16.10.0 0.0.0.3 area O 
R2(config-router)#network 172.16.10.4 0.0.0.3 area O 
R2( config-router)#default-information origina te 
R2( config-router )#exit 
R5(config)#router ospf 100 
R5(config-router)#network 172.16.10.16 0.0.0.3 area O 
R5(config-router)# network 172.16.30.0 0.0.0.255 area O 
R5( config-router )#passive-interface fastethernet 1/0 
R5( config-router )#exit 
NOTA: Configurar el protocolo OSPF de la misma manera en los demás routers. 
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TAREA 5: CONFIGURACIÓN DE LA ENCAPSULACIÓN Y AUTENTICACIÓN 
PPP PAP Y PPP CHAPEN LAS INTERFACES SERIALES 
Configuraremos el protocolo PPP PAPen las interfaces seriales que une Rl y R2, R2 y 
R3, R3 y Rl, y el protocolo PPP CHAPen la interface serial que une el router ISP y R2. 
Para la configuración de la encapsulación y autenticación de PPP P AP y PPP CHAP en 
las interfaces seriales de los routers se debe seguir los siguientes pasos: 
PASO 1: Comprobaremos que cada router tiene un nombre de host asignado, ya que se 
utilizará como nombre de usuario en la autenticación. 
Router( config)#hostmane Rl 
PASO 2: Configuraremos en cada router el nombre de usuario y contraseña del router 
remoto, mediante el comando de configuración global username [nombre) password 
[contraseña], la contraseña debe ser la misma en ambos routers. Introduzca el comando 
de configuración global service password-encryption para proteger la contraseña 
configurada. 
Rl ( config)#username R2 password unprgpap 
Rl ( config)# service password-encryption 
PASO 3: Habilitar el encapsulado PPP, para la configuración del encapsulado PPP 
ingresamos a la interface serial a utilizar, es opcional desactivar o no la interface. 
Rl(config)#interface seriall/2 
Rl ( config-if)#shutdown 
Rl ( config-if)#encapsulation ppp 
PASO 4: Configurar el protocolo de autenticación (P AP o CHAP) que deseamos utilizar 
mediante el siguiente comando de configuración de interfaz, tenemos que seguir dentro 
de la interface serial para la configuración de la autenticación, en este caso utilizamos la 
autenticación P AP. 
Rl(config-if)#ppp authentication PAP 
RI ( config-if)#ppp pap sent-username Rl password unprgpap 
Rl ( config-if)#no shutdown 
Rl ( config-if)#exit 
PASO 5: Configuración de R2, la configuración de PPP P AP o PPP CAHP debe 
realizarse en ambos routers, en ambas interfaces seriales que los conecta, anteriormente 
mostramos la configuración de Rl ahora configuraremos R2: 
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Router( config)#hostmane R2 
R2( config)#username Rl password unprgpap 
R2( config)# service password-encryption 
R2( config)#interface serial 1/2 
R2( config-if)#shutdown 
R2( config-if)#encapsulation ppp 
R2(config-if)#ppp authentication pap 
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R2(config-if)#ppp pap sent-usemame R2 password unprgpap 
R2( config•if)#no sbutdown 
R2( config-if)#exit 
Configuración de PPP PAPen las interfaces seriales de Rl y R3: 
Rl: 
Rl(config)#usemame R3 password unprgpap 
Rl(config)#interface seriall/3 
Rl ( config-if)#shutdown 
Rl ( config-if)#encapsulation ppp 
Rl ( config-if)#ppp authentication PAP 
Rl(config-if)#ppp pap sent-usemame Rl password unprgpap 
Rl(config-if)#no shutdown 
Rl ( config-if)#exit 
R3: 
Router( config)#hostname R.3 
R3( config)#usemame R3 password unprgpap 
R3( config)#service password-encryption 




R3( config-if)#encapsulation ppp 
R3( config-if)#ppp authentication pap 
R3( config-if)#ppp pap sent-username R3 password unprgpap 
R3( config-if)#no shutdown 
R3( config-if)#exit 
NOTA: Seguir los mismos pasos para la configuración del enlace que hace falta el de R2 
yR3. 
Configuración de PPP CHAP en la interface serial del router ISP y R2: 
R2: 
Router( config)#hostmane R2 
R2( config)#username ISP password unprgchap 
R2( config)#interface seriall/0 
R2( config-if)#shutdown 
R2( config-if)#encapsulation ppp 
R2( config-if)#ppp authentication chap 
R2( config-if)#no shutdown 
R2( config-if)#exit 
ISP: 
ISP( config)#hostname ISP 
ISP( config)# service password-encryption 
ISP( config)#username R2 password unprgchap 
ISP( config)#interface serial 110 
ISP( config-if)#shutdown 
ISP( config-if)#encapsulation ppp 





Para restablecer las interfaces seriales de los routers a su encapsulación HDLC por 
defecto se puede hacer configurándolas de dos formas: 
FORMAl: 
Rl: 
R2( config)#interface seriall/0 
R2( config-íf)#encapsulation hdlc 
R2( config-if)#shutdown 




R2( config)#interface seriall/0 
R2( config-if)#no encapsulation ppp 
R2( config-if)#shutdown 
R2( config-if)# no shutdown 
R2( config-if)#exit 
NOTA: Realizar la misma configuración en el otro extremo de la interface serial (en este 
caso en el router ISP) para que haya concordancia entre sus tipos de encapsulación. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de Cl, C2 (VPCS) y PC REAL. 
298 
INGENIERÍA ELECTRÓNICA 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar el direccionamiento IP y las interfaces. 
Rl #show ip inteñace brief 
Fig. 4.10.2 Tabla ip de inteñace brief de Rl. 
NOTA: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP 
y estén activas. 
PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
R2#show ip route 
Fig. 4.10.3 Tabla de enrutamiento de Rl. 
NOTA: Verificar de igual manera la tabla de enrutamiento de los demás routers. 
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PASO 3: Una vez que hemos configurado PPP PAPo PPP CHAP, verificaremos la 
configuración de PPP en las interfaces configurada con el comando show interface, como 
se muestra a continuación. 
R2#show interface seriall/0 
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Fig. 4.10.5 Interface serial de R2 configurada con la encapsulación PPP. 
ISP#sbow interface serial 110 
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Fig. 4.10. 7 Interface serial de ISP configurada con la encapsulación PPP. 
NOTA: Verificar que todas las interfaces donde hemos configurado PPP hayan cambiado 
de encapsulación de HDLC a PPP. 
PASO 4: Comandos debug de PPP. 
El comando debug ppp authentication nos mostrara el proceso de autenticación de P AP 
o CHAP. Si es que la encapsulacion PPP y la autención están configurados correctamente 
en los routers, así como los nombres de usuario con sus respectivas contrasefias. 
El comando debug ppp negotiation nos muestra los procesos de negociacion de PPP. 
El proceso de verificación de la autenticación de P AP se realiza con el comando debug 
ppp authentication, el cuál debe ser configurado en ambos routers en este caso en Rl y 
R2, luego se ingresa a la interface donde ha sido configurado P AP y se le desactiva y 
activa como indica a continuación: 
Rl # debug ppp authentication 
Rl #configure terminal 
Rl(config)#inteñace seriall/2 
Rl ( config)#shutdown 
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Rl ( config)#no shutdown 
Fig. 4.10.8 Verificando la autenticación de P AP en R1 
R2# debug ppp autbentication 
Fig. 4.10.9 Verificando la autenticación de PAPen R2 
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El proceso de verificación de la autenticación de CHAP se realiza de la misma forma que 
P AP con el comando debug ppp authentication, entrando a la interface serial 
desactivándola y activando la. 
R2# debug ppp authentication 
R2#configure terminal 
R2( config)#interface serial 110 
R2(config)#shutdown 
R2( config)#no .shutdown 
Fig. 4.10.10 Verificando la autenticación de CHAPen R2 
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ISP# debug ppp authentication 
Fig. 4.10.11 Verificando la autenticación de CHAP en ISP 
NOTA: Verificar la autenticidad de P AP en las demás interfaces seriales, para parar la 
autenticación colocamos el comando undebug all. 
NOTA: El proceso de verificación de la negociación de P AP se realiza de la misma forma 
que el proceso de autenticación atreves del comando debug ppp negotiation el cual nos 
muestra los procesos de negociacion de PPP. 
PASO 5: Verificar que hay conectividad completa en la red. 
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Fig. 4.10.12 Prueba de conectividad entre routers. 
Fig. 4.10.13 Prueba de conectividad entre host desde C1 a PC real. 
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Fig. 4.10.14 Prueba de conectividad entre host desde C2 a PC real. 
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TAREA 8: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 1 00 ping desde el C 1 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 1518 
bytes como se especifica en el RFC 2544. 
Fig. 4.10.15 Forma de medición de la latencia. 
En la Figura 4.10.15 se puede observar el envío de 100 ping con una trama de 1518 
hacia la dirección 172.16.30.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 57 52 51 64 58 63 60 59 62 59 58.5 
(ms) 
Tiempo Máximo 132 150 91 460 264 326 399 226 304 294 264.6 
(ms) 
Tiempo Promedio 72 73 72 175 116 152 146 120 133 126 118.5 
(ms) 
Tabla 4.10.2 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 512 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 59 62 61 59 58 59 66 56 61 58 59.9 
(ms) 
Tiempo Máximo 110 535 331 345 310 336 354 310 301 264 319.6 
(ms) 
Tiempo Promedio 72 205 134 148 116 173 114 136 171 117 138.6 
(ms) 




Tamaño de Trama 1518 
(bytes) N°1 N°2 N°3 N°4 ~5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 62 69 62 66 65 80 72 58 66 64 66.4 
(ms) 
Tiempo Máximo 586 340 257 278 425 275 368 291 406 455 368.1 
(ms) 
Tiempo Promedio 167 186 151 142 115 162 131 138 164 132 148.8 
_(ms) 
Tabla 4.10.4 Comparación de datos obtenidos de las diferentes tramas. 
LATENCIA 
Tamafio de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 58.5 59.9 66.4 
Tiempo Máximo {ms) 264.6 319.6 368.1 
Tiempo Promedio (ms) 118.5 138.6 148.8 
Tabla 4.10.5 Comparación de datos obtenidos de las diferentes tramas. 
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Fig. 4.10.16 Datos representados gráficamente de la variación de la latencia. 
308 
INGENIERÍA ELECTRÓNICA 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 148.8 ms a diferencia de una trama de 
64 bytes con 118.5 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 
del paquete UDP de 750, 1125, 1500 y 1470 (default) bytes, tal como se especifica en el 
RFC 768. 
Configuración del Jperf como servidor para medir Throughput: 
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Fig. 4.10.17 Gráfica de Bandwidth y Jitter. 
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Fig. 4.10.18 Resultados al medir Tbrougbput como servidor. 
Configuración del Jperf como cliente para medir Throughput: 
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Fig. 4.10.20 Gráfica del Bandwidth. 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de TxJMb]!_s} 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.5 0.497 0.496 
Tramas Transmitidas 834 557 418 
Tramas Recibidas 834 557 418 
Tramas Perdidas 0 (0°/o) 0(0%) O (Oo/o) 
Tramas Recibidas (pps) 84 56 41 
- t'l 
Tabla 4.10.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.5 0.924 1.21 
Tramas Transmitidas 426 851 1701 
Tramas Recibidas 426 851 1613 
Tramas Perdidas 0 (0°/o) 0(0%) 88(5.2°/o) 
Tramas Recibidas (pps) 43 84 170 
Tabla 4.10.7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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750 1125 1500 
TAMAÑO DE lRAMA (bytes) 
Fig. 4.10.21 PPS vs. Tamaño de Trama. 
u u ~ 1 u u u u 2 u 
VELOCIDAD TX (Mbps) 
Fig. 4.10.22 PPS vs. Velocidad Tx. 
En la figura 4.10.21, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 0.5 Mbps, en la gráfica se puede observar claramente que 
al enviar una trama de 750 bytes se envía 84 pps, con una trama de 1125 se envía 56 pps 
y con una trama de 1500 se envía 41 pps. 
Mientras en la figura 4.1 0.22, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx 
variada de: 0.5 Mbps, 1 Mbps y 2 Mbps, sin que se produzcan perdidas en el envío, 
como los datos que se muestran en la tabla 4.1 O. 7. 
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PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.5 0.497 0.496 
Tramas Transmitidas 834 557 418 
Tramas Recibidas 834 557 418 
Tramas Perdidas O (Oo/o) O (0°/o) 0(0%) 
Jitter (ms) 14.226 20.982 26.823 
Tabla 4.10.8 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.5 0.924 1.21 
Tramas Transmitidas 426 851 1701 
Tramas Recibidas 426 851 1613 
Tramas Perdidas 0(0%) 0 (0°/o) 88 (5.2%) 
Jitter (ms) 17.965 17.981 21.659 
Tabla 4.10.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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750 1125 1500 
TAMAÑO DE TRAMA (bytes) 
Fig. 4.10.23 Jitter vs. Tamaño de Trama Fig. 4.10.24 Jitter vs. Velocidad Tx 
En la figura 4.10.23 se observa los valores del Jitter obtenidos al enviar diferentes 
tamaños de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 0.5 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 14.22 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de 26.82 ms. 
En la figura 4.1 0.24, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 14 70 bytes utilizando una velocidad de Tx que varía entre 0.5 Mbps, 1 Mbps y 2 Mbps 
sin que se pierdan paquetes en la red, concluyendo también que a mayor ancho de banda 
mucho mayor será eljitter y pérdidas de datagramas. 
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Fig. 4.10.25 Gráfica de Bandwidth y Jitter. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz sl/3 de Rl. 
• Captura de paquetes ICMP, vista de protocolos OSPF Y PPP: 
No. r .... -.. o.rnnltion c:rtotoco1 loengtl\ Wc 
48J S4Z. 733352 H./A H/A PPP L<F 16 Echo !:t~;;t 
464 S42. 749003 H/A N/ A PPP l<F 16 Echo •eply 
46S 542.811505 N/ A N/ A PPP LCF 16 ECho ReQUUt 
466 542. 8271!1 N/ A N/ A PPP LCF 16 ECho •eply 
467 S'l.0171l3172.16.20.2 172.16.30. 2 ICMP S'4 Echo (ping) request ld..Ox0oo1, seq-65/16640, ttl•1Z6 (roply ''4;W 
468 543.108388172.16.30.2 172.16.20.2 IO.P S'4 Echo (plng) reply fd-oXOOOl, seq-fiS/16640, ttl•126 (reqtrnt •67) 
469 543.858382 172.16.10.10 n•.o.o.s OSPF" SI ttello P.acktt 
470 54.3. 9208!2 1:'2.16.10.9 .224.0.0.5 OSPF 84 Hello Packet 
471 544 .10S3S4 172. 16. ZO. 2 1;2.16. 30.2 ICMP S44 Echo (ptng) request fd-OxOOOl, seq-66/16896, t'tl-lZfi (reply fn 472) 
472 $44.1552581;2.16. 30.2 172.16. 20. 2 ICMP S44 Echo (plng) reply ld-ox0001, seq-66/16896, ttl-126 (request In 471) 
473 Sl5.139635 172.16.10.2 172.16.30.2 ICMP 5-44 'cho fofno) reouest ld..Ox0oo1. seo-67/17152. ttl•126 freolv fn 4741 
Er1c;.psubtfon cype: PPP (4) 
Arriv.al T1ae: ~ay 7, 2014 11:4.C:42.23263SOOO Hora est. P.aciffco, sudaéricc 
~;!e~~~:~ i~~~~~~~~~~~~s~OO::: seconds] ..... _____ _ 
[Ti ~~e del u fr011 previous captured fra•e: 9. 64064i000 seconds] 
[Tille delta froe previous dtsplayed fra~~~: 9.~064i000 seconds] 
(Thte s1nce reference or f1r:st frute: GU. 889772000 seconds) 
Fr~ Hu.ber: S31 
<r..,. tength: 64 by<os (672 bits) 
Copture cength: 64 by<es (G72 bits) 
(t="ra.rae 1s .arked: C:¡alse] 
(<ra.oe 1s igno<"ed: False] 
{Protocols in frPM~~: ppp:ip:ospf] 
(Colorlng ~ulo ....,., 1!01/tlng] 
(co1or1ng •ule strlng: hsrp 11 elgrp 11 ospf 11 bgp 11 cdp 11 vrrp 11 gvrp 11 1901> 11 1s..,] 
•-f P01nt-"to-vo1nt vr-otocol 
.r Internet Protocol version 4, src: 172.16.10.10 (172.16.10.10), ost: 224.0.0. 5 (22A.O. o. S) 
,,, open Shortest f'.ath F1rst 
.... o~ Header 
0000 f UJ 0U JI. •h tU UU '>U Ul •• OU UO Ul ).,. il ic 
ilC 10 O.J Oa eO 00 00 0') 02 01 00 JO .tl 10 Oa 11 
)O 00 00 00 ~f ~~ 00 00 00 00 00 (o() 00 00 00 f)( 
f ff ff te. 00 Oa 12 01 oo oo oo 28 oo oo oo 0< 







Fig. 4.10.27 Información de la encapsulación y autenticación PPP. 
No. r.,.. Source o..tin.tion Protoa>l length lnfc 
463 542.733382 N/ A N/ A PPP LCF 16 Echo Request 
464 542.749003 N/ A N/ A PPP LCF 16 Echo Reply 
465 542.811505 N/ A N/ A PPP LCF 16 Echo Request 
466 542.827131 N/A N/ A PPP LCF 16 Echo Reply 
467 543.077133172.16.20.2 172.16. 30.2 !CMP 544 Echo (ping) request id.Ox0001, s~q-65/16640, ttl•l26 (reply in 468) 
468 543.105388172.16. 30.2 172.16. 20.2 ¡o;p 544 Echo (ping) reply id.OxOOOl, SEq-65/16640, ttl·126 (r~quest in d67) 
469 543.856382 172.16.10.10 224. o. o. 5 OSP~ 84 H~llo Packet • 470 543.920882 172.16.10. 9 224. o. o. 5 OSPF 84 H~llo Packet 471 544.108384 172.16. 20.2 172.16.30.2 lCMP 544 Echo (ping) request id.OxOOOl, seq•66/16896, ttl-126 (reply in 472) 
472 544.155258172.16.30.2 172.16. 20. 2 ICMP 544 Echo (ping) reply 1d.Ox0001, seq-66/16696, ttl•l26 (requ~st in 471) 
4i3 545.139635 172.16. 20.2 172.16. 30.2 ICMP 544 Echo (oinol reouest id·OxOOOl. seo-67/17152. tt1•126 (reolv in 474) 
,. t-1'~ )j,t,.; oq uylt!::t Ufl Wll"t! \0/L Utl::tJ, 64 UYI.i!) '-dp\.UI~U \0/.l iJIIL.::t) Ufl UIL.tTid\.~ U 
r Point-to-Point Protocol 
1-lj,ii§i•f4'ii•ii.:S.IIjéiJhJ·jM1iMR*IMI•II•11fp1!II•II•IM·tJWB'•'•'*''{'''''' 
version: 4 
Header length: 20 bytes 
a: oifferentiated serv1ces Field: Oxco (OSCP Ox30: class selector 6; EcN: OxOO: Not-ECT (Not ECN-capable Transport)) 
Total Length: SO 
Identification: Ox0144 (324) 
• Flags: oxoo 
R'agaoent offseL: o 
Time to live: 1 
PrOtOCOl: OSPF IGP (89) ......... ____ _ 
T Header checks11111: Ox2132 [correct] 
source: 172.16.10.10 (172.16.10.10) 
Destination: 22,,0,0. 5 (224.0.0. S) 
[source GeoiP: unlcnown) 
[Destination GeOIP: unlmownj 
; open Shortest Path First 
• OSPF Header 
! OSPF He 11 O Pacl:et 
i OSPF LLS oata Block 
0000 
0010 
0020 00 00 5 
0030 ff ff ff fe 00 oa lZ 01 
0040 00 00 00 00 ac 10 Oa Od 
0050 00 00 00 01 
:::e:::: 





463 542.733382 N/ A 
464 542. 749003-N/A 
465 542.811505 N/ A 
466 542.827131 N/ A 













i a os~~P=e~e~~ion: 2 <011··-----
1 Message Type: Hello Packet (1) 
¡ Packet Length: 48 
source OSPF Router: 172.16.10.17 (172.16.10.17} 
Area ID: O. o. o. o (sackbone) 
Packet Checksum: Ox7f5f (correct] 
Auth Type: Null 
Auth oata (none) 
8 OSPF He llo Pack'et 
Network Mas k: 255.255.255.252 
Hello Interval: 10 seconds 
ffi Options: Ox12 (L, E) 
'ROuter Priority: 1 
Router oead Interval: 40 seconds 
oesignated Router: o.o.o.'o 
sackup oesignated Router: o. o. o. o 











16 Echo !Íequi!st 
16 Echo l!eply 
16 Echo Request 
16 Echo Reply 
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id..Ox0001, seq-65/16640, ttl-126 (reply in 468) 
id-ox0001, seq-65/16640, ttl•126 (request in 467} 
544 Echo {ping) request 
544 Echo (ping) reply 
S4 Hello Packet 
S4 Hello Packet ... ~·-----
·- -~ 1 
¡¡¡ OSPF LLS Data Slock~~;¡::;;¿=~:;¡;~~;?;¡¡¡=~~~:::;,=-:.·c-:-¡c;;=:;;:~=~¡:;:=:=:====::===========================; 
Fig. 4.10.29 Información detallada del protocolo OSPF. 
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PRÁCTICA DE LABORATORIO 4.11: CONFIGURACION BASICA 
DE FRAME RELA Y 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de Frame Relay. 
OBJETIVOS DE APRENDIZAJE 
Al completar esta práctica de laboratorio, el usuario podrá: 
• Conectar una red según el diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento EIGRP en todos los routers. 
• Configurar la encapsulación Frame Relay en todas las interfaces seriales. 
• Configurar una subinterfaz Frame Relay. 
• Configurar un switch Frame Relay. 
• Comprender los resultados de los comandos show frame-relay. 
• Aprender los efectos del comando debug frame-relay lmi. 
• Probar Conectividad en la red y funcionamiento de Frame Relay. 
ESCENARIO 
En esta práctica de laboratorio, se aprenderá a configurar la encapsulación Frame Relay 
en enlaces seriales a través de la red que se muestra en el diagrama de topología. También 
se aprenderá a configurar un router con la encapsulacion Frame Relay y como configurar 
un switch Frame Relay. Existen estándares tanto de Cisco como abiertos que se aplican a 
Frame Relay. Se aprenderán ambos. Utilice la dirección 172.16.1.0/24 para obtener el 
direccionamiento IP usando VLSM, para los enlaces W AN entre routers y para los 
enlaces LAN utilice 172.16.2.0/24, 172.16.3.0/24 y 172.16.4.0/24 teniendo en cuenta los 
requisitos de las redes. 
LAN R4: 200 host. 
LAN R5: 140 host. 
LAN R6: 180 host. 
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DIAGRAMA DE TOPOLOGIA: 
R2 R6 
~ 172.16.1.16/30 " 4:~ 172.16.4.0 /24 





f0/0 172.16.1.4/30 R3 RS 
172.16.1.12/30 -~ 172.16.1.20/30 <~ 
s1/0 t ~~ fe ~,3!(~ ¡ 





[ __ ¡ r ; 
BUCLE INVERTIDO VPCSl 
VPCS2 VPCS3 
Fig. 4.11.1 Diagrama de topologia en GNS3. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN: 
Dispositivo Interfaz Dirección IP Mascara de Subred Gateway por 
defecto 
R1 s1/0.1 172.16.1.1 255.255.255.252 No aplicable 
s1/0.2 172.16.1.5 255.255.255.252 No aplicable 
ID/O 172.16.1.13 255.255.255. 252 No aplicable 
R2 sl/0.1 172.16.1.2 255.255.255. 252 No aplicable 
s1/0.3 172.16.1.9 255.255.255. 252 No aplicable 
ID/O 172.16.1.17 255.255.255. 252 No aplicable 
R3 sl/0.1 172.16.1.6 255.255.255. 252 No aplicable 
s1/0.2 172.16.1.10 255.255.255. 252 No aplicable 
ID/O 172.16.1.21 255.255.255. 252 No aplicable 
R4 ID/O 172.16.1.14 255.255.255.252 No aplicable 
fl/0 172.16.2.1 255.255.255.0 No aplicable 
R5 ID/O 172.16.1.22 255.255.255.252 No aplicable 
fl/0 172.16.3.1 255.255.255.0 No aplicable 
R6 ID/O 172.16.1.18 255.255.255.252 No aplicable 
fl/0 172.16.4.1 255.255.255.0 No aplicable 
C1 BUCLE 172.16.2.2 255.255.255.0 172.16.2.1 
INVERTIDO 
C2 VPCS 172.16.2.3 255.255.255.0 172.16.2.1 
C3 VPCS 172.16.3.2 255.255.255.0 172.16.3.1 
C4 VPCS 172.16.3.3 255.255.255.0 172.16.3.1 
PCREAL NIC 172.16.4.2 255.255.255.0 172.16.4.1 
Tabla 4.11.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACIÓN BÁSICA DEL ROUTER 
Configure los routers Rl, R2, R3, R4, R5 y R6 de acuerdo a las siguientes instrucciones 
desde el modo de configuración: 
Paso 1: Configure el nombre de host del router. 
Paso 2: Deshabilite la búsqueda DNS. 
Paso 3: Configure una contraseña de Modo EXEC. 
Paso 4: Configure un mensaje del día. 
Paso 5: Configure una contraseña para las conexiones de la consola. 
Paso 6: Configure una contraseña para las conexiones de vty. 
Paso 7: Configure el registro de datos sincrónico. 
Paso 8: Guardar la configuración en cada router. 
TAREA 3: CONFIGURAR Y ACTIVAR LAS DIRECCIONES E INTERFACES 
FASTETHERNET 
Configure todas las interfaces fastethernet de los routers R4, R5 y R6 con las direcciones 
IP de la tabla de direccionamiento que se encuentra al comienzo de esta práctica de 
laboratorio, en los routers Rl, R2, R3 solo configure su interface fastethernet, sus 
interfaces seriales las configuraremos más adelante. 
R4: 
R 4( config)#interface fastethernet 0/0 
R4( config-if)#ip address 172.16.1.14 255.255.255.252 
R4(config-if)#description conexión a Rl 
R4(config-if)#no shutdown 
R 4( config-if)#exit 
R4( config)#interface fastethernet 0/0 
R4( config-if)#ip address 172.16.2.1 255.255.255.0 




R 4( config-it)#exit 
NOTA: Configuarar de igual manera las interfaces fastethemet faltantes de los routers. 
TAREA 4: CONFIGURAR FRAME RELAY 
Ahora se debe configurar una conexión Frame Relay punto a punto básica entre los 
routers 1, 2 y 3. Primero se debe configurar el switch Frame Relay y crear los DLCI. 
Un PVC es un circuito virtual permanente, una conexión de la capa 2 creada entre 
extremos a través de un switch Frame Relay. Pueden existir varios PVC por interfaz 
fisica, lo que permite múltiples conexiones punto a punto o conexiones punto a 
multipunto. El siguiente paso es configurar los DLCI (Identificador de conexión de enlace 
de datos) en el switch Frame-Relay, para ello se debe hacer clic con el boton derecho 
sobre el switch y elegir configurar. 
PASO 1: Configurar el switch Frame Relay. 
Debemos agregar los siguientes DLCI 
~ 
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Puerto: 1 Puerto:2 
DLCI: 102 DLCI:201 
Origen: Destino: 
Puerto: 1 Puerto: 3 
DLCI: 103 DLCI: 301 
Origen: Destino: 
Puerto: 2 Puerto: 1 
DLCI: 201 DLCI: 102 
Origen: Destino: 
Puerto: 2 Puerto: 3 
DLCI: 203 DLCI: 302 
Origen: Destino: 
Puerto: 3 Puerto: 1 
DLCI: 301 DLCI: 103 
Origen: Destino: 
Puerto: 3 Puerto: 3 
DLCI: 302 DLCI: 203 
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Fig. 4.11.3 Configuración de los DLCI en switch Frame Relay. 
PASO 2: Configurar R1 para Frame Relay. 
-· 
Apply 
Lo único que faltaria sería conectar los router con el switch frame relay con sus 
correspondientes DLCI. 
Rl: 
R1 #configure terminal 
R1 ( config)#interface serial 110 
Rl ( config-it)#encapsulation frame-relay 
Rl(config-it)#no shutdown 
Rl ( config-if)#interface serial 1/0.1 point-to-point 
R1 ( config-subif)#ip address 172.16.1.1 255.255.255.252 
RI ( config-subif)#frame-relay interface-dlci 102 
Rl ( config-fr-dlci)#interface serial 1/0.2 point-to-point 
Rl(config-subif)#ip address 192.168.100.5 255.255.255.252 





R2( config-it)#encapsulation frame-relay 
R2( config-it)#no shutdown 
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R2( config-it)#interface serial 110.1 point-to-point 
R2(config-subit)#ip address 172.16.1.2 255.255.255.252 
R2(config-subit)#frame-re1ay interface-dlci 201 
R2( config-it)#interface serial 110.3 point-to-point 
R2(config-subit)#ip address 172.168.1.9 255.255.255.252 
R2( config-subit)#frame-relay interface-dlci 203 
R3: 
R3#configure terminal 
R3( config)#interface serial 110 
R3( config-it)#encapsulation frame-relay 
R3( config-it)#no shutdown 
R3(config-if)#interface seriall/0.1 point-to-point 
R3(config-subif)#ip address 172.16.1.6 255.255.255.252 
R3(config-subif)#frame-relay interface-dlci 301 
R3( config-it)#interface serial 110.2 point-to-point 
R3(config-subit)#ip address 172.16.1.10 255.255.255.252 
R3( config-subit)#frame-relay interface-dlci 302 
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TAREA 5: CONFIGURAR EL PROTOCOLO EIGRP EN LOS ROUTERS 
R3: 
R3(config)#router eigrp 100 
R3( config-router)#network 172.16.1.20 0.0.0.3 
R3( config-router)#network 172.16.1.4 0.0.0.3 




R6(config)#router eigrp 100 
R6( config-router)#network 172.16.1.16 0.0.0.3 
R6( config-router)#network 172.16.4.0 0.0.0.255 
R6( config-router)# passive-interface fastethernet 1/0 
R6( config-router)#no auto-summary 
R6( config-router)#exit 
NOTA: Configurar de igual forma los router faltantes. 
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TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de C 1, C2, C3 y C4 (VPCS) y PC REAL. 
- c:l 
Fig. 4.11.4 Configuración de las direcciones IP en el VPCS. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar el direccionamiento IP y las interfaces. 
Rl #show ip interface brief 
Rlt 




















OR? Ketbod Sul:wt Protocol 
ru HVRAM up up 
Y!.S HVRAM adminisl::ratively down dovn 
Y!.SHVRAM up up 
ru .!MWI up up 
Yl.S HVRAM up up 
'ttS HVRAM adJúni!eratively down dovn 
ru NV1Wf a.dntini!tratively down dOWil 
Yl.S HVRAM adJúnistratively down dovn 





NOTA: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP 




PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
Rl #show ip ro u te 
Fig. 4.10.6 Tabla de enrutamiento de Rl. 
NOTA: Verificar de igual manera la tabla de enrutamiento de los demás routers. 
PASO 3: Una vez que hemos configurado la encapsulación Frame Relay en las 
subinterfaces de los routers, verificaremos su configuración con el comando show 
interface serial, como se muestra a continuación. 
Rl #show interface serial 110.1 
RU 
Rlfshow intertace serial 1/0.1 
Ser1al1/0.1 is up, line protocol 11 up 
H4rdware 1~ M1! 
Internet add.re" i5 172.16.1.1/30 
MnJ 1500 bytes, Bit 1544 Kbit, DLY 20000 usec, 
reli4b1litY 255/255, txloaá l/2SS, rxload l/255 
Eneapsulation rRAH!-RELAY 
Lut clearing ot •:shov interface" counteu never 
Ut 
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Fig. 4.11.8 Verificación de la encapsulación Frame Relay en la subinterface 1/0.2. 
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Fig. 4.11.9 Verificación de la encapsulación Frame Relay en la interface 1/0. 




PASO 4: verificaremos la configuración de Frame Relay con los comandos que se 
muestra a continuación. 
~show frame-relay map 
~ show frame~relay pvc 
f\ .t.r 
Rlf 
Rll!how frame-relay map 
R1 
Seríall/0.1 (up): point-to~point d1ci, dlci 102(0x66,0xl860), broadca!t 
status defined, active 
Seriall/0.2 (up): point-to-point dlci, dlci 103(Dx61,0x1870), broadcast 
statu! defin~d, active 
Rl# 
Fig. 4.11.10 Verificación de Frame Relay en el router Rl. 
NOTA: Verificar la configuración de Frame Relay en los routers R2 y R3. 
PASO 5: Verificar que hay conectividad completa en la red. 
Use el comando ping para verificar la conectividad. 
R5t 
RStping 172.16.2.1 
Type e~cApe 'equence to abort. 
S@DdlnG S, 100-byt~ ICHP Echos to 172.16.2.1, t~out is 2 seconds: 
! !! ! ! 
Success rat~ is 100 percent (5/5), round-trip 1Ún/AV9/IIIU • 68/91/160 e 
RSt 
RSI 
RStptno 112 .16.4.1 
Type escape sequence to abort. 
Stnd.inq S, 100-b!{te ICKP EChO$ to 172.16.·Ll, t1Jae0Ut H 2 'econ<15: 
! ! ! ! ! 
Sueoeu tate u 100 pueent (5/5), rounCJ.-trip llin/avo/m&X • 52/91/126 ms 
RSt 




(;,_\l/:1do·.•;S\S")'Stem32\CMC.exe - e: &3 
Fig. 4.11.12 Prueba de conectividad entre host desde C1 a PC real. 
Fig. 4.11.13 Prueba de conectividad entre host desde C2 a PC real. 
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TAREA 8: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 10 muestras sucesivas de 100 ping desde el C1 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 1518 
bytes como se especifica en el RFC 2544. 
'il C:\ \Ni'1dows\system32\cmd.exe - o ~ 
Fig. 4.11.14 Forma de medición de la latencia. 
En la Figura 4.11.14 se puede observar el envío de 100 ping con una trama de 1518 
hacia la dirección 172.16.4.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 60 60 53 64 56 65 66 62 60 58 60.4 
(ms) 
Tiempo Máximo 104 114 182 210 89 250 252 251 80 121 165.3 
(ms) 
Tiempo Promedio 75 74 80 122 70 134 107 123 71 75 93.1 
(ms) 




Tamaño de Trama 512 
{bytes) N"1 N°2 No3 N"4 N°5 N°6 N"7 N°S N°9 N" 10 Promedio 
Tiempo Mínimo 61 57 62 62 62 62 59 60 63 64 61.2 
{ms) 
Tiempo Máximo 232 103 104 330 267 113 342 90 210 92 1SS.3 
(ms) 
Tiempo Promedio 119 71 75 122 10S 76 135 74 120 7S 97.S 
(ms) 
Tabla 4.11.4 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 151S 
(bytes) N°1 N"2 No3 N°4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 67 65 65 64 67 66 6S 69 67 73 67.1 
(ms) 
Tiempo Máximo lOS 103 232 262 2S5 252 291 257 236 264 229 
{ms) 
Tiempo Promedio Sl 7S 11S 114 121 133 120 143 135 135 117.S 
(ms) 
Tabla 4.11.5 Comparación de datos obtenidos de las diferentes tramas. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 60.4 61.2 67.1 
Tiempo Máximo (ms) 165.3 1S8.3 229 
Tiempo Promedio (ms) 93.1 97.8 117.8 
Tabla 4.11.6 Comparación de datos obtenidos de las diferentes tramas. 
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Figure 1 - o ~ 
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Fig. 4.11.15 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 117.8 ms a diferencia de una trama de 
64 bytes con 93.1 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 




Configuración del Jperf como servidor para medir Throughput: 
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Fig. 4.11.16 Gráfica de Bandwidth y Jitter. 
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Fig. 4.11.17 Resultados al medir Throughput como servidor. 
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Configuración del Jperf como cliente para medir Throughput: 
~.f\l!<ln.lS.2.l-uf'l._.l'P5001..;m.dl--!t..O!m.Dt-t!O..tl 
e·OcM Strwt ldct$ U2.16.2.2 
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,_ ..... _ tu~-: eo~ect.i~O to ll2.1:~.2.1, tmP put 5001 ~t.~!in-; 7$0 ty:e éat&;:e.D 
o:nr ~..!'fe: :1:e: u.o K!~·te tdda'llt) 
s,oot: 
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Fig. 4.11.18 Resultados del Jpeñ como Cliente al medir Throughput. 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama {bytes) 750 1125 1500 
Velocidad de Tx _(Mb~ 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.49 0.5 0.5 
Tramas Transmitidas · 834 556 418 
Tramas Recibidas 834 556 418 
Tramas Perdidas 0(0%) 0(0%) 0(0%} 
Tramas Recibidas (pps) 83 55 41 
Tabla 4.11. 7 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.49 1 2 
Tramas Transmitidas 426 851 1700 
Tramas Recibidas 426 851 1700 
Tramas Perdidas 0_(0%1 0_(_0°/o) O(O%J 
Tramas Recibidas (pps) 43 85 170 
Tabla 4.11.8 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
- e >;j ~ - e tJ 
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Fig. 4.11.20 PPS vs. Tamaño de Trama. 
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Fig. 4.11.21 PPS vs. Velocidad Tx. 
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En la figura 4.11.20, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 0.5 Mbps, en la gráfica se puede observar claramente que 
al enviar una trama de 750 bytes se envía 83 pps, con una trama de 1125 se envía 55 pps 
y con una trama de 1500 se envía 41 pps. 
Mientras en la figura 4.11.21, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx 
variada de: 0.5 Mbps, 1 Mbps y 2 Mbps, sin que se produzcan perdidas en el envío, 
como los datos que se muestran en la tabla 4.11.8. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Lontdtud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.49 0.5 0.5 
Tramas Transmitidas 834 556 418 
Tramas Recibidas 834 556 418 
Tramas Perdidas O (0°/o) O (O%,) 0(0%) 
Jitter (ms) 5.378 3.809 1.708 
Tabla 4.11.9 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.49 1 2 
Tramas Transmitidas 426 851 1700 
Tramas Recibidas 426 851 1700 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 8.183 6.65 2.25 
Tabla 4.11.10 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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.. ·· 11g¡irel 
Fk Edit y..,. 1111<11 Tool! omt.p 1\'ildow H._, 
o i:3 fi) -~ i ~ p~· ~~-~ 1. :~~; o;]- ·ag---------·----
--·~-~~---·-----~--~ ---- ~-.--. ----
• s 
a: 
w .. .. , 
Fig. 4.11.22 Jitter vs. Tamaño de Trama Fig. 4.11.23 Jitter vs. Velocidad Tx 
En la figura 4.11.22 se observa los valores del Jitter obtenidos al enviar diferentes 
tamafios de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 0.5 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 5.378 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de l. 708 ms. 
En la figura 4.11.23, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 1470 bytes utilizando una velocidad de Tx que varía entre 0.5 Mbps, 1 Mbps y 2 Mbps 
sin que se pierdan paquetes en la red, concluyendo también que a mayor ancho de banda 
mucho mayor será el jitter y pérdidas de datagramas. 
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Medición de Jitter a 500 kbps: 
CG!r.t 
r..e.¡lb!f Qd != 
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Fig. 4.11.24 Gráfica de Bandwidth y Jitter. 
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r . . . .. . .. . . ~ . . " .. .. .. ~ . ... .. . . .. .. .. .,. .. . ' .. 
Server lUttr.1nQ' on VDP port "001 
R~ceiv!:-.: liiO b-,t"te d•~•~r~ 
ilDP bUU:u .Un: 64.0 r.:By;• {df'fa~lt) 
Oper.SCK!naqe:: ta11~~ - A:e:~eso d.t-neoa~o. t~xS) 
(:;.1i!!j local 112.1t.2.;2 ~e:t &001 ee:".::otcted. v1th l'?2.1e.4.2 ,port. a::.:S!l1 
: ( ID) Ir.ttrval I"ra:":afer i!!an-dv1dth .;.1-:~•r ::.Os:;/tot•l O.t•ora:u 
(14!1 o.o- 1.0 see .5-!.9 P!!•,tte~ U2 t'b1-::s/nc 12.e-~s. ::s O/ 11 CO\) 
{H!J 1.0- 2.0 nc 60.3 r.ayte.e 194 r.bi:~/~c H.~i! :su O/ 12 COl) 
QUJI'-I!iu 1,1)0 ~ ..... (Htl 2.0- 3.0 :!~e 61.'7 F.Byte:~ 506 lttllt~/e-ec U.35i JU O/ n (Ol:) 
'(:.4!) !,O- t,O eec ~1.7 .f.!yt.e:l St<~ FlliU/I'ec: Hi.07E::, 0/ i3 (!rt) 
(::te) 1.0- s..o aec 60.3 rtBy:.u 494 :Ktllu/ue u.;st r:;:~ 01 47. (O') 
, __ 
(14!1 !.0- E:.O se-e ,1.1 r.!Ytoel' SOfi F.bitt/aec 10.90! =:!! 0/ 4S (0') 
(HtJ ~.o- ;,o ~~rec (~.S KZIYt.U 4J51f TJ:.ite/eee n.lSS ru O/ 42 (0,, 
,; (111!J '7.0- t.o ~~e 6l.7 P'J!:1tl:.:r 506 r:tau/,ee u.,91 lU 01 u (Ot) 
UUJ e .o- 9.0 ue 60.:S :r.!ytu Ut Kbi:#nc 10.24! .u O/ 12 (Ot) 
:lH!) 9.0-10.0 see 63.2 Eer..e= 517 m:.i:!!/eec i.6!1 :u 0/ H tO\} 
1 
(Hej 0.0-10.0 .eec ,12 r.!y;.u 499 f.b1t~/cec e.te! ~&:~ 0/ 1~6 IOII:t 
Fig. 4.11.25 Resultados al medir Throughput como servidor. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz sl/0 de Rl. 
• Captura de paquetes ICMP. 
T~looh fnt...,.l>l:!<ll> fe td< ~- ~ ¡;~ a·~ ~·;­
o®lirl.f! D ... ~e! ",e> e> tta " 4 [ -:I:iJ 0. e. a e ¡¡ i>lj o u !tl 
~ a, f>W:1 S... 
-1~.tvf',¿JV""ttl~\ ....... , 
SS 16.11S.C610 172.16. 2. 2 
S617.1S09630172.16.4.2 
57 17.3059620172.16. z. 2 
SS 1!.1!09660 112.16. 4. 2 
59 18. 3372180112.16.2.2 
60 19.1609670172.16.4.2 
6119.1965920 16.1. 9 
Inte< aco id: O 
Otstlnotion 
;l.f t. o &Vo4-i t. 
1i2.16.~.2 





~~~of l~.,. ':!,~..., t.t'''fYI 1 at\I"C,U. 
tatP 54< tcho (ping) rop1y 
lCI'P su Hho (ping) request 
IC~P ~· tcho (ping) reply 
IOIP 544 ECho (ping) request 
ICfo'P SU Echo (ping) roply 
lO!P su Hho (ping) roquest 
Encapsulation typo: rrallll! Re1ay (26) ~---~,..,..= 
Arrival Ti100: ""Y 21, 2014 11:41:12.20'~..-...;:::;::::¡oacifico. Suda*ica 
{Tift shlft for thls pacl:et: 0.000000000 seconds] 
Epoch Thoe: 1'006904il.203399000 seconds 
(Tiooe delta froa provious upturod fr.,..; 0.015625000 seconds} 
{TillO délta frooa provious displayed fra,..: 0.015625000 soconds] 
(Ti.,. since ref<renc:e or first fra ... : 19.196592000 seconds) 
Fr..,. t.'U~r: 61 
Fr..,. Le~th: 64 byte• (512 bits) 
c"pture Length: 64 bytes (512 bits><:====='~ 
[<ra,.. ls DOrkod: Fa1se] 
(Fr..,. is 1gnored: Falso] 
(Protocols In fr••e: fr: lp:eigrp] 
lv-rYAVVV.I.t ,s.'I:\4-,.YV::II,V.a."l:!''' \.\.1-... ¿,v \.1 itl''f 111 ~~~ 
i<J.OxOOOl, seq•1009/61699, <tl•l26 (request in s-4) 
id.0•0001, seqo1010/619S5. tt1•126 (reply in 57) 
ido()xOOOl, seq•1010/6195S, tt 1•126 (requo.t in 56) 
i<J.Ox0001. seq•!Oll/62211, ttl•126 (reply in 59) 
id.olK'~=;;:=:~;:::w:-::1:1. ttl•126 (request in SS) 
id.Oxci061. seq•10H¡62<67, tt1•126 (reply in 6l) 
(Ca lar i ng Ru 1 é r1a•o: m. low or UT\i"""~·-~·~·'='' !=:::==~~ 
(co1or!ng Rule s-tri~: ( ! ip.dst ·~24.0.0.0/< M lp.ttl < 5 && !pill) 11 (lp.dSt- 224.0.0.0/24 && lp.ttl !• 1)) 
Fig. 4.11.26 Captura de paquetes ICMP con Wireshark. 
[ilt fcl4 ~..., ~ !;<¡~ture ~ ~ia Ttl<pllon¡: Iools fnt<trws t!dp 
o ® A D 1J D ,,... U e t, e> ~ Qllf 4 Í~_tt:; El El ~ f!l ii ffl 0 $.> ~ 
~ . .,.!i;!'.!,_, ..... ,., ... ~~':.. ......... 
SS 16.US4610 172. 16.2.2 
S617.1S096301i2.16.4.2 
5717.30596201;2.16.2.2 
~9 16. 33/l.ISO 17Z.l6. ?.. ?. 
60 19.16096<0 172.16.4. z 
~i:'!~ ... -
172.16. '· 2 
172.16. 2. 2 
112.16.4.2 
1 '- ~ 1 • J ,' " 
172.16.4.2 
172.16.2.2 
' b:pmsion- (lw ~ ».. 
~'E!ecot LtnP.. ~~- , .... ~, . --.~- .. 
za.~P 544 Echo (ping) rep1y 
IC>tP 544 tcho (ping) request 
IC"P 544 Echo (plng) reply 
ICO'P 5« tcho (ping rep y 
ICYP 544 Echo (ping) request 
,. n .... SS: 5&4 bytes on orire (4352 bits). 544 bytes capturod (4352 bits) on interface O 
,·. Fta!Ol! ~elay <: s 
-, First addre5S octet: OxlO 
:, 'S<!cond ~ddress octet: ox91 
lli.CI: 201 <:!====::::. 
Type: IP (OxOSOO) 
• Internet Protocol versfon 4, src: 172.16.4.2 (172.16.4.2), ost: 172.16.2.2 (172.16.2.2) 
version: 4 
11eader length: 20 bytes 
................... _ 1 .......... ~.,, --- ..... t ................. """''1 .... ~.,~ 
ld-OxOOOl. seq•1009/61699, ttl•l26 (roqunt in 54) 
id.OxOOOl. seq-1010/619SS, tt 1·126 (reply in 57) 
ld.OxOOOl, seq-1010/61955. ttl•126 (roquest In 56) 
~:- \~~lVi,ti!>.IJ 
id-oxooot. seq-1011.'6?.211, tt •126 (r•quest in 56) 
id.Ox0001. seq•l012.-'62467. ttl•l26 (reply in 63) 
• oifferentiated Services ~ield: oxoo (OSCP OxOO: oorault; ECN: oxoO: ~'Ot-ECT (Not ECN-<ap,ble Tr'nsport)) 
Total L~h: 540 
Identificotfon: OX7S6a (30058) 
• nags: oxoo 
FragMnt offset: O 
Ti~ to live: 126 
Protocol: IOlP (1) <:====:=~ 
.• · Header checksUll: OxE7S2 {correctJ _...... 
source: 172.16.4.2 (172.16.4.2) .......;_......====="'~ 
,oestlnation: 172.16.2.2 (172.16.2.2) '-' 
[sourco Georo: unknown) 
[oostinatlon GeoiP: unknown} 
~ .Internet control >'essage Protocol 
Fig. 4.11.27 Información detallada del origen y destino de paquetes. 
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• Protocolo de enrutamiento EIGRP. 
f!lt fdit ~ !io ""'""' élvll'• 1Cillistiu Tdept>on¡: locls ]nt""'b !!"' 
o e;: ~ 1l 1'. lt .., u ~ ~, (t o) o 1r 4 [~~~ 0. 0. €\ 13 ¡a ¡v¡ o),.. )1 
Filter. 




















~~ l~~ ~"!.~- ,,...f~' r•t(V•-'• 
IC>W 54~ Echo (ping) roply 
IO!P 544 Hho (ping) r~uost 
IO!P 544 ECho (ping) reply 
IC!'P 144 tcho (ping) roquost 
ICMP !>44 ECho (ping) rtply 
ICMP 544 Echo (ping) roqutst 
EIGRP 64 H•llo 
3#'5-' ··\Ir h·, 
lc.t'P 1<'4 Echo (ping) rtply 
,-..,_., ~~_._..,., .. -_,., ,¡.,¡.f-A"'V \'.-y*T 1tr ~.,, 
id..Ox0001, stQ•1009/61699, ttl•l26 (r•quost in 54) 
fd..OxOOOl, soq•1010l619SS, tt1•126 (r•ply fn 17) 
id..Ox0001. soq-1010(61955, tt1•126 (roquost in 56) 
id..Ox0001, stq•!Oll/6?211, tt1•126 (rtply in 59) 
hi..Ox0001, soq-1011/62211. ttl•l26 (request in SS) 
id..oxOOOl. stq•1012/62467, tt 1•126 (roply in 63) 
:j S 
1d..Oxlllrol, ·~·1012'62467. ttlo126 (r<quo>t In 60) 






544 Echo (ping) requost id..OxOOOl, soq•1013¡62123, ttl•126 (roply in 67) 
S.:4 Echo (plng) reply id..Ox0001, seq•101l/62723, ttl•l26 (roqutSt In 66) 
e-•• ,..,..._,.. 1..,: .... , ......... _ .... .,.,. "'"'"'"'t\'1 ....... ,""' • .flt"U\~n ... , ,.,e ,.,.,....,,., ..:,... <tn' 
, Fr~l>! 61: 64 bytes on wire (512 bits), 64 bytos capturod (112 bits) on int@l'fate o 
• rr~ .. ~telA~ 
rng.rl ... ·~~~ ;.s:.¡t-;. ... t ·.+S·¡·~é!J,, a{· ¡s ffi.¡b,¡,t~J ll'\!~iJG4141a ·AAP M.,=~~ow Z!A?.·$.\l,>i 
vendon: 4 
Hoad..- length: 20 bytos 
.• olffor•ntiotod sorvlces Fleld: OxcO (DSCP Ox30: class seltctor 6; ECN: OxOO: Not•ECT (Not ECN-<opable Tronsport)) 
rotal Length: 60 
Identification: OxOOOO (O) 
( Flag1: OxOO 
rrogooont orrset: o 
·• Til!e to Hve: 2 
9rotocol: EIGltP (S!) -<:~=====:~ 
:·· Heador Checl:s1111: o•zat7 {correct] 
source: 172.16.1.9 (172.16.1.9) 
OOStin>tlon: 224.0.0.10 (224.0.0.10) 
{SOIR'CO GooiP: Unknown] 
{Otstination GtoiP: U!i:-"l 
. ., Cisco EIGRP 
gm ~I[ft;j ~'6F;;1tlto~  
0020 ~"" 00 w 00 00 00 64 00 0100 oc ........... d .. .. 
0030 01 00 01 00 00 00 00 Clf 00 Ol 00 OS Oc 04 01 02 ......... s ..... . 
Fig. 4.11.28 Captura del protocolo EIGRP con Wireshark 
folt fd:i y..., ~ t'fl(llft énlly:t SIJ:i!:in T<lopflon¡: loo!s tc<mlls !!ti;> 
o ~) ~ ., ~ rJ ~ n ~ <s e> <> J ! L' .~;] ~ ~ {\ D i6 ~ ~ ~· ~ 
~.J 
Fílt<r: &prmion... o.,., ~·¡ Sm 
-«o. ... ~~ .. -......... ~e......... ~~-·- ~~~« lf~.':!f~ .... ,,. .. ~, ·~"1----"' ... ..--......... ,-~"l ......... , ......... -...., ......... ~ ... ,.__..J ... ·.F~ 
SS16.11646101'1.16.~.2 1i2.16.4.1 ICI'P 544 Echo (plng) reply ld-Ox<Km, seq•100916t699, tt1•126 (reqyest In 54) 
S61i.1S09630171.16.4.2 171.16.2.1 IC~P 544 ECho (ping) requm ld-OxOOnt, seq•tOl0/61955, ttl•l26 (reply In Si) 
57 17.3059610171.16.2.2 172.16.4. 2 IC"P 544 Hilo (plng) reply ld-Ox0001, seq•1010/61955, ttl•126 (r~mt In 56) 
SS lSsl$09660 l;I . .\6. 4. 2 112.16. 2. 2 lO!P S~4 Echo (plng) request id..Ox0001, stqo1011{61211, ttlo126 (roply in 59) 
59 !S. 3372150171.16. U 172.16.4. 2 ICV.P 544 Echo (ping) reply id-OxOOOI, soq•lOll/62211, ttl•126 (rtqoest In SS) 
- 8 "'1 
• 6 ,j) 
S019.1S09670171.16.4.1 li2.16.2.2 IO!P 54• Echo (ping) request ld..Oxlr.)01, seq-1012'61467, ttl•l26 (reply in 63) 
~~~~~~g~:i~~~~~w~¡,--~Q~·:&~w~:--~:~,::~,~~.;·~;~~~~,¿w=r~n=·~=.&~J~~~----~ 
6l l9.l0196SO 171.16.2. 2 172.16.4. 2 m•p 544 Echo (ping) rtply id.OxOOJl, seq•l011 61~67, tt1•116 (request in 60) 
' ~-U<.-UGU~.liiisi • .il ·· UO.U.III,)!! li&tltl' o>~* ·. · ".. . . . --'-·· -







544 Hilo (p1ng) rtquest 1do0x0001. stq•IOll/61723, ttl•l26 (roply in 67) 
544 Hilo (ping) rtply idoOxOOOI. stq•101l/62723, ttl-126 (rtqum In 66) 
.i Fra!!e 61: 64 bytes on l'lire (512 bits), 64 byt•s captured (512 bits) on interface o 
· Fraoe Re by <· . . "=> 
"First address ottet: OX30 
+ second address octet: Oxb1 
OI.Cl: 20! 
type: IP (OJOSOO) 
dnttrnot PrOtocol~trslon 4, Src: i•2.16.í.9 (1i2.1ó.1:0}, óst·: 224.0.0.10 (214.o:o.f0)-
- Cisco EIG!P ~ " 
version: 2 
Opcode: Hello (S) 
checksUOI: oxte6S (correct] <:=====::::~~ 
, rlags: OXOOOOOOOO 
sequence: o 
Actnowledge: O 
Virtual Router 10: O (Address-H~ily) 
AUtonoelUs sysus: 100 
~· Para::eters 
+ software version: EIGRP-12,4, 1\.V•1.2 <:~=====" 
Fig. 4.11.29 Captura de la Encapsulacion Frame Relay con Wiresbark. 
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fol< (d<t ~ !<o 'IPI"'' !noly:t l<tt""" T~ loo!> !«m•k lltll> 
o ® , a l! -, ... "e , (> <> <> w ~ _, ·~• ~ a.¡;; e íilt'?l !')-. ~ 
lil:er. 










úpm4ioo... C':~ Jo¡c; '¡ ..... 
Ptetocal lt~h fn:fo 
RY.Y )44 uno t.p1ng) r•pty 
re•• s•• Echo (piog) roquest 
::~·t .. ;;;;;,: 
!CiriP S4.'1 ECho (ping) rf'ply 
<t. Frue 151: 64 bytes on wire (S12 bits), 64 bytes captlK"ed (S-12 bits) on interface O 
• Frpt lttlay 
• tnttrnot Prototol version 4, SI"C: 172.16.1.9 (172'.16.1.9), D>t: 224.0.0.10 (224.0.0.10) 
cisco EIGRP 
version: 2 
Opcoó<: Hollo (5) <: = 
Chtd;nna; 0Xt!!6S [correctl 
• ~1•gs: (Jx{)(J()()(JO( 
sequence: O 
Atk-lodgo: O 
virtual touter 10: o (Addl"ess-F'uily) 
AUtonoi!OOS 5ystlll! 100 




~;; ~ <::=====:::~ 
~1: o 
K6: 0 
Hold TillO: 1S 
software version: UGRP-12.4. nv-1.2 
Typ<: softwaro vorsion (OX0004) 
Longth: a 
UGRP Rtlnn: 12.4 
tiGRP nv ver$1on: 1.2 
1d.O:o:COO:l, stq•l012. 62-16:". ttl•l26 (nquut 1n 60) 
= -~-n--:r;~ t t~ ;:-:.~:- z-~;J~~r~ 1- ';: 
ggig it. 1 ( ~ ' , r: · 11. 1 '·-..J .a í:. ~ 1 -.: '"--•·-----' <~== 
Fig. 4.11.30 Información detallada del protocolo EIGRP. 
343 
INGENIERÍA ELECTRÓNICA 
LABORATORIO 4.12: MPLS LDP 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
deMPLS. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar MPLS y el protocolo de distribución de etiquetas LDP. 
• Configurar el enrutamiento OSPF. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 80.0.0.0/8 para obtener el direccionamiento 
IP usando VLSM para las interfaces seriales, además teniendo los siguientes requisitos: 
LAN RS: 192.168.1.0/24 
LAN R6: 192.168.1.0/24 
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Fig. 4.12.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gatewaypor 
Sub red defecto 
R1 sO/O 80.0.0.1 255.255.255.252 No aplicable 
s0/1 80.0.0.9 255.255.255.252 No aplicable 
s0/2 80.0.0.17 255.255.255.252 No aplicable 
s0/3 80.0.0.21 255.255.255.252 No aplicable 
R2 sO/O 80.0.0.2 255.255.255.252 No aplicable 
s0/1 80.0.0.5 255.255.255.252 No aplicable 
R3 sO/O 80.0.0.10 255.255.255.252 No aplicable 
s0/1 80.0.0.13 255.255.255.252 No aplicable 
R4 sO/O 80.0.0.14 255.255.255.252 No aplicable 
s0/1 80.0.0.6 255.255.255.252 No aplicable 
s0/2 80.0.0.18 255.255.255.252 No aplicable 
s0/3 80.0.0.25 255.255.255.252 No aplicable 
R5 sO/O 80.0.0.26 255.255.255.252 No aplicable 
fl/0 192.168.1.1 255.255.255.0 No aplicable 
R6 sO/O 80.0.0.22 255.255.255.252 No aplicable 
fl/0 192.168.2.1 255.255.255.0 No aplicable 
C1 BUCLE 192.168.1.2 255.255.255.0 192.168.1.1 
INVERTIDO 
C2 NIC 192.168.2.2 255.255.255.0 192.168.2.1 
C3 VPCS 192.168.1.3 255.255.255.0 192.168.1.1 
C4 VPCS 192.168.2.3 255.255.255.0 192.168.2.1 
Tabla 4.12.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
TAREA 4: CONFIGURAR OSPF. 
Rl: 
Rl(config)# router ospf 1 
Rl ( config-router)# network 80.0.0.0 0.0.0.3 area O 
Rl(config-router)# network 80.0.0.8 0.0.0.3 area O 
Rl(config-router)# network 80.0.0.16 0.0.0.3 area O 
Rl(config-router)# network 80.0.0.20 0.0.0.3 area O 
Rl ( config-router)# exit 
NOTA: Seguir los mismos pasos para los demás routers, son sus respectivas redes. 
TAREA 5: CONFIGURAR MPLS. 
Rl: 
Rl(config)# interface serial 0/0 
Rl ( config-if)# mpls ip 
Rl(config-if)# exit 
Rl ( config)# interface serial 0/1 
Rl(config-if)# mpls ip 
Rl(config-if)# exit 
Rl ( config)# interface serial 0/2 




Configurar rango de etiquetas MPLS entre 20-200 
Rl ( config)# m pis label range 20 200 
Configurar envio de MPLS Helio cada 2 segundos 
Rl ( config)# m pis ldp discovery bello internal 2 
Configurar el tiempo de mantenimiento de MPLS Helio cada 1 O segundos. 
Rl(config)# mpls ldp discovery bello boldtime 10 
Copiar TTL de los paquetes IP en las etiquetas de cada router. 
Rl ( config)# m pis ip propagate-ttl 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
BUCLE INVERTIDO 
General 
Puede hacer que la configuración lP se asigne automáticamente si la 
red es c:ornpc~bble con esta funcionalidad. De lo contrario, deberá 
consultar con el administrador de red cuál es la configl.radón lP 
apropiada. 
() Obtener una dirección IP llUtomáticamente 
!!:·Usar la siguiente dirección IP: 
, " 
Dirección IP: 192 • 168 • _1 ._ 2 .J 
Máscara de Slbred: 
~ .. .. . -- l 
[.255 _.,255. 255. o ..J 
, - -
Puerta de enlace predeterminada: : 192 • 168 . 1 • 1 
Obtener la d:recdÓn del serv.dor 0.'115 ootomá!icamente 
(~i Usar las siguientes direcciones de servidor ONS: 
Servidor DNS preferido: "J 
Servidor DNS alternativo: 
- -O Validar configuración al salir · Opcionl!s avanzadas .•• 
1 Aceptar 1 C<.meelar 
Fig. 4.12.2 Configuración de Bucle invertido. 
VPCS 
Vi1:ual PC SimJiatcr fcr DynaMips/GNS3 
PCS[4J> ip 192.168.2.3 192.168.2.1 /24 1 
hec~ing for dupJicate address ... 
C4 : 192.168.2.3 255.255.255.0 gate\lay 192.168.2.1 
PCS [4 J> 
Fig. 4.12.3 Dirección IP de las VPCS. 
NOTA: Seguir los mismos pasos para asignar IPs a los demás host. 
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TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar configuraciones. 
Rl#show mpls forwarding-table 
Muestra la tabla de forwarding de MPLS. Si se indica una IP, muestra el detalle 
para la entrada correspondiente al bloque que contiene esa IP. Si se indica la palabra 
"detail", nos da más información. 
Fig. 4.12.4 Tabla mpls forwarding de R1. 
R1#show mpls inteñaces 
Muestra información de MPLS de las distintas interfaces (protocolo de etiquetas, 
si está corriendo MPLS, etc). Con la palabra opcional "detail", muestra más 
información para cada interfaz (MTU, etc) 
R1 
Rlf~how mpls ~nt~rfac~s 1 
Interfüce IP Tunnel Operat~onal 
S~r1alO/O Y~s (ldp, No Yes 
s .. n,lO/t y.,., (ldp¡ lJn y,.,., 
Ser1alO/J Y~s (ldp) No Yes 
Rlll 
Fig. 4.12.5 Tabla mpls inteñaces de R1. 
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Rl#show mpls ldp neighbor 
Muestra información de los vecinos LDP (Identidad, datos de la conexión TCP, 
IPs asociadas al vecino, etc.) 
Fig. 4.12.6 Tabla mpls ldp neigborg en R1. 
PASO 2: Utilice el comando ping para probar la conectividad entre los routers que 
no están directamente conectados y también la conectividad entre host. 
PING ENTRE ROUTERS 




PING ENTRE HOST 
Virtual PC Simuiatcr for Dynamips/GNS3 - 1:.] ~ 
Fig. 4.12.8 Comprobación de conectividad entre VPCS. 
NOTA: Realizar las pruebas faltantes. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64,512 y 
1518 bytes como se especifica en el RFC 2544. 
C:\ Wi ndovvs\system 32\cmd.exe 
Co,)ping 192.163.2.2 -1 1518 - n 100 11 
Fig. 4.12.9 Forma de medición de la latencia. 
En la Figura 4.12.9 se puede observar el envío de 100 ping con una trama de 1518 hacia 
la dirección 192.168.2.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 




Tamaño de Trama 64 
(bytes) N°1 N°2 N°3 ~4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 59 51 65 73 55 51 73 57 52 63 59.9 
(ms) 
Tiempo Máximo S2 S3 SS S2 S3 S3 S3 S3 S3 S2 S2.9 
(ms) 
Tiempo Promedio 74 74 76 77 74 72 76 72 74 75 74.4 
(ms) 
Tabla 4.12.2 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 512 
(bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 71 72 71 74 73 71 72 71 72 71 71.S 
(ms) 
Tiempo Máximo Sl S4 S3 SS SS S3 S3 S2 S3 S2 S3.1 
(ms) 
Tiempo Promedio 76 76 77 7S 77 76 76 76 77 76 76.5 
(ms) 
Tabla 4.12.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 151S 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo SS S4 91 91 S4 73 S7 Sl 91 93 S6 
(ms) 
Tiempo Máximo 113 tos 112 116 122 107 241 112 133 115 127.9 
(ms) 
Tiempo Promedio 99 97 100 99 100 96 105 9S 101 100 99.5 
(ms) 




Tamafio de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 59.9 71.8 86 
Tiempo Máximo (ms) 82.9 83.1 127.9 
Tiempo Promedio (ms) 74.4 76.5 99.5 
Tabla 4.12.5 Comparación de datos obtenidos de las diferentes tramas. 
Figure 1 - 1:1 t:i 
LATENCIA 
. . . ---+--- TlEMPO MÍNIMO (ms) 
120 • • ---+--- TlEMPO MÁXIMO (ms) 
---+---TIEMPO PROMEDIO (ms) 
-----~--------¿ .......... --·-------. . . . . . . . . 
' 1 ' 1 ' 1 • 
110 --------~--------~--------~--------!--------!---- ---t--------f-------
1 • 1 1 1 1 
1 1 1 1 1 • 
1 • 1 1 ' 
1 1 1 1 1 1 
- 1 1 1 1 1 1 1 
"Ü)' 100 .................. ,. .................. ~---·----~--------+-- ---·f-----·-·f--------f-·-- < .. 
E : : : , : : , 
- • • • 1 
<( 
ü z 
J • 1 1 
w . 
!;! . : . . 
~ 80 --------~--------f··------~- -----~--------:--
' .~. 1 . : : : : : . "'"'T"'"''"''"'"'"''"''"'T"'"'••••• . . . . . . . . . . 
70 ········t? .. ;···¡········¡········¡········¡········¡······· 
,60 . 4 ...... -~ ........ ~ ........ : .. ------:------.-:--------:-.-----
1 1 1 1 1 1 1 
: : : : : : : 
1 1 1 • 1 1. 1 
50o~--~--~~--~60~0--~80~0---1~00~0--~~~~--~1~600 
TAMAÑO DE TAAMA (bytes) 
Fig. 4.12.10 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 99.5 ms a diferencia de una trama de 
64 bytes con 74.4 ms. 
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PASO 2: Medición del Throughput 
Para la medición del Tbroughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 
del paquete UDP de 750, 1125, 1500 y 1470 (default) bytes, tal como se especifica en el 
RFC 768. 
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Fig. 4.12.11 Gráfica de Bandwidth y Jitter. 
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bin/iperf.exe -.s -u -P O -i 1 -p 5001 -1 750.06 -f k 
Server li.stening on üDP port 5001 
Receiving 750 b~~e datagrarr~ 
üDP buffer size: 64.0 KByte (defaalt) 
OpenSCManager failed - Acceso denegado. (Ox5) 
[144] local 192.168.2.2 port 5001 connected with 169.254.35.253 port 63236 
[ ID} Interval l'r.ansfer 6andwidth Jitter Lost/Iotal Datagrams 
[144) o.o- 1.0 sec 124 KBytes 1014 Kbits/sec o.ooo ms 1546661425/ 169 (9.2e+008!%) 
[144] 1.0- 2.0 se e 122 KBytes 996 Kbits/sec 0.001 :n:s 0/ 166 (0%) 
[144] 2.0- 3.0 se e 122 KBytes 1002 Kbits/sec 0.001 II'..S O/ 167 (O%) 
(1.44} 3.0- 4.0 se e 122 KBytes 1002 Kbits/sec 0.002 ms 0/ 167 (0%) 
(144] 4.0- s.o se e 122 KBytes 1002 Rbit.s/.sec 0.001 ms O/ 167 (O%) 
[144] 5.0- 6.0 se e 120 KBytes 984 Kbits/sec 0.002 ms O/ 164 (0%) 
[144] 6.0- 7.0 se e 122 KBytes 996 Kbits/sec 0 .. 000 ms 0/ 166 (O%) 
[144] 7.0- 8.0 se e 122 KBytes 1002 Rbits/sec 0.196 ms 0/ 167 (0%) 
[144] 8.0- 9.0 se e 122 KBytes 1002 Kbits/sec 0.002 lt¡S O/ 167 {O%) 
[144] 0.0-10.0 sec 1222 KBytes 1001 Kbits/sec 0.003 ms O/ 1668 (O%) 
Fig. 4.12.12 Resultados al medir como servidor. 
Configuración del Jperf como cliente con UDP Bandwidth de 1 Mbps y UDP Packet 
Size de 750 Bytes. 
b>IA:>erf.ue < !9Z.l66.Z.2 <1-l' 1111> 5001. 79l.CIHk~ LCJH 10 -T 1 







O..... !he O'Oto<diDuse 
QTCP 
""""~ 







U00-111 1 : -~= "' 
OU>Pllui'!'eo'so.. «: -
011)l>P-\SU. 750 : 1ly!es 
1: 
9."0-lo:0~24Jm~-i014 !!:bies/~~---··---------------·-·---··-~-----;; 
0.0-10.0 sec: 1222 KByte:~ 999 itbits/lsec 
1001 Kbit.,leec 0.002 :m3 O/ 16ES (0\') 
Fig. 4.12.13 Resultados del Jperf como Cliente. 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes 5 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 1 1 1 
Tramas Transmitidas 1668 1111 834 
Tramas Recibidas 1668 1111 834 
Tramas Perdidas 0 (0°/o) O (Oo/o) 0(0%) 
Tramas Recibidas (pps) 166.8 111.1 83.4 
Tabla 4.12.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 0.8 1 
Velocidad de Rx (Mbps) 0.5 0.8 1 
Tramas Transmitidas 426 681 851 
Tramas Recibidas 426 681 851 
Tramas Perdidas 0(0%) 0(0°/o) 0(0%) 
Tramas Recibidas (pps) 42.6 68.1 85.1 
Tabla 4.12.7 Datos obtenidos de Throughput para una longitud de trama de 1470 
bytes. 
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Fig. 4.12.14 PPS vs. Tamaño de Trama. 
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0.5 0.8 1 1.5 
VELOCIDAD TX (Mbps) 
Fig. 4.12.15 PPS vs. Velocidad Tx. 
En la figura 4.12.14, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 1 Mbps, en la gráfica se puede observar claramente que al 
enviar una trama de 750 bytes se envía 1666 pps, con una trama de 1125 se envía 1111 
pps y con una trama de 1500 se envía 834 pps. 
Mientras en la figura 4.12.15, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx 
variada de: 0.5 Mbps, 0.8 Mbps y 1 Mbps, sin que se produzcan perdidas en el envío, 
como los datos que se muestran en la tabla 4.12.7. 
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PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
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bin/iperf.exe -s -u -P O -i 1 -p 5001 -f k 
Server listening on UDP port 5001 
Receiving 1470 byte datagrams 
UDP buffer size: 64.0 KByte (default) 
OpenSCManager failed - Acceso den.egado. (OxS) 
[144) local 192.168.2.2 port 5001 con:.'"lected wi th 
[ ID] Interval Iransfer Bandwidth 
(Ho!!j o.o- l. O sec 6.1 • 7 KBy-tes 506 Rb.its/sec 
[1.44] 1.0- 2.0 sec 160. 3 .KBytes <!!94 Kbits/sec 
{H4j 2.0- 3.0 sec 61.7 KBytes 506 Kbits/sec 
[144j 3.0- 4.0 sec 60.3 KBytes 494 Rbits/sec 
[1<!!4] <!!.0- s.o sec 61.7 M!ytes 506 Kbits/sec 
[H.!J] 5.0- 6.0 sec 60.3 KBytes ':194 Kbits/sec 
[1':14] 6.0- 7.0 se e 61.7 KBytes 506 Kbits/sec 
[1':14] 7.0- B.O sec 60.3 KBytes 494 Rbits/sec 
[l':!<;ij e.o- 9.0 sec 61.7 KBytes 506 Kb.its/sec 
[H4] 9.0-10.0 sec 60. 3 KB:y-tes 494 Kbits/sec 
[144] 0.0-10.0 sec 612 KBytes 500 Kbits/sec 
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169.254.35.253 port 55418 
Jitter Lost/Total Datagrams 
0.002 ms .1546661425/ -!!3 (3.6e+009%) 
0.003 ros O/ <!!2 (0%} 
0.002 .ms 0/ '13 (0%) 
0 .. 002 .ll'lS 0/ 42 (0%) 
0.003 ms O/ 43 (0~} 
0.875 ms 0/ 42 (0%} 
0.056 ms 0/ 43 (0%) 
0.006 ms 0/ 42 (0%} 
0.002 lt'.S O/ 43 (0%) 
0.003 IrlS O/ 42 (O%) 
0.003 ros O/ 426 (0%)• 
Fig. 4.12.17 Resultados al medir como servidor. 
En las siguientes Tablas se detalla los valores del Jitter obtenidos una vez realizada 
todas las muestras. 
JITTER 
Lontdtud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 1 1 1 
Tramas Transmitidas 1668 1111 834 
Tramas Recibidas 1668 1111 834 
Tramas Perdidas 0(0%) O (OOfc,) O (0°/o) 
Jitter (ms) 0.003 0.117 0.310 




Longitud de Trama {bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 0.8 1 
Velocidad de Rx (Mbps) 0.5 0.8 1 
Tramas Transmitidas 426 681 851 
Tramas Recibidas 426 681 851 
Tramas Perdidas 0(0%) 0(0%) O (0°/o) 
Jitter (ms) 0.003 0.158 0.297 
Tabla 4.12.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4.12.19 Jitter vs. Velocidad 
En la figura 4.12.18 se observa los valores del Jitter obtenidos al enviar diferentes 
tamaños de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 1 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 0.003 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de 0.31 O ms. 
En la figura 4.12.19, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 1470 bytes utilizando una velocidad de Tx que varía de: 0.5 Mbps, 0.8 Mbps y 1 




PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de datos en la interface serial 0/1 de R4. 
• Captura de paquetes LDP 
file fdñ !{tew li<> topture !nolyze it<tistics Telephonr lools !ntemals J:!elp 
o ® • • &! C"J ~ ~ ~ '.;. 9 ~ 4l W .1; [[d:~; <!t e. & E:J 11 lfl r3 U @ 
Fifter. 
No. Time Source Oestinlli<m Prolocol len~ lnfo 
WHI!IflD:J:f!l tls t~ !ilfll!. 'Z"'''' li· I;[M'·'34\t1.J. 2 0.190130000 so. o. o. 5 224.0.0. 2 UlP 66 He o Jo!essage 
3 l. 331889000 80.0.0.6 224.0.0.S OSPF 84 Hello Packe~ 
4 l. 632088000 N/A N/A SLARP 24 Line keepalive, outgo1ng sequence 13, returned sequence 13 
S l. 902270000 80.0.0. S 224. o. o. 2 LDP 66 Hello Message 
6 l. 952303000 80. o. o. 6 224.0.0.2 LDP 66 Hello Message 
7 3. S63379000 80.0.0.6 224.0.0.2 LDP 66 Hello Message 
8 3. 613411000 80.0.0. S 224.0.0.2 LDP 66 Hello Message 
9 S. 069383000 80. o. o. 5 224.0.0.5 OsPF 84 Hello Packet 
10 s. 209478000 so.o.o.s 224.0.0.2 LDP 66 Hello Message 
11 5.479661000 80.0.0.6 224.0. o. 2 LDP 66 Mello Message 
12 6. 994669000 80.o.o.s 224.0.0.2 LDP 66 Mello MesSilge 
13 7. 29S870000 80.0.0.6 224.0.0.2 LDP 66 Hello Message 
14 7. 446976000 N/ A N/A SLARP 24 Line l:eepal1ve, outgolng sequence 14, re~urned sequence 13 
15 8. 691803000 so. o. o. 5 224.0.0. 2 LDP 66 Hello Message 
16 s. 903944000 80.0.0.6 224.0.0.2 LDP 66 Hello Message 
17 10.257848000 so. o. o. 5 224.0.0.2 LDP 66 Hello ~essage 
18 10.860251000 80.0.0.6 224.0.0.2 lDP 66 Hello Message 
19 11.342573000 80.0.0.6 224.0.0. 5 OSPF 84 Mello Packet 
• ~rue 1: 66 bytes on wire (52& bit$), 66 bytes captured Ó28 bits) on interface o 
.i c1sco HDLC 
±Internet Protocol verslon ~. src: 80.0.0.6 (80.0.0.6), ost: 224.0.0.2 (22~.0.0.2) 
J user oatagram Protocol, src Port: _!~P __ ~646)_, os! PC)Tt! _!c!p_S~6t _________ .... -· ------ _____ -··· 
• fG.lieUi:!s~r-!bi.rHon·l'r-ofocol _:-_:: ~ 
Fig. 4.12.20 Captura de paquete LDP con Wireshark. 
Información más detallada sobre el paquete LDP. 
1 ~rae 1:-66 b)rtes on wke (52! bits), 66 byt~s captured óiS bits) on interf.ace-(f 
t Cisco HDLC 
,-Internet: Protocol version 4, src: so.o.0.6 (so.o.0.6). on: 22.e.o.o.2 (224.0.0.2) 
~· user oat,¡gra. Pratocol, src Port: ldp (646), Dst Pott: ldp (646) 
,IMIHJW.ifii+l.lgw. ''Pi·IJ·3.! 
vernon: 1 
PDU Length: 30 
LSR IO: 80.0.0.25 (80.0.0.25) 
t.J-bel sp.ace IO: o 
r-·ffi!TI~_!iSs~g-e-_- _______ _ _ _ 
o •• , ••• -. - u bit: unf...'"nOWn bit not :set. 
Mess~:ge Type: ttello ...:essage (OX100) 
~ess~oge L.ength: 20 
Messagt to: OxOOOOOOOO 
f.o ~Qiiii0r}__tfe11~--pa,.~¡f~-- ]LV" - - -- ------- -- - - --- ----- --
oo ••.... • T\.V Unknown bits: ~ n.v, do nat Forward (oxoo) 
TLV Typf!! Conaon He11o Pat"'ametl!r'S TLV (OX400} 
TLV U:ngth: 4 
Hold Time: 10 
o •••••••••.••••• - n_rg~ed Hello: L1nk Hello 
~ ~0: ;_::: :::: ·: ;-:-:- :. ~~ ~~~-~:d~e~~-c~~~-not~_r_e~~~P~~-1~'!!-~l:.:lo::•'------~---~-·--_-_-_ -_-_--_-_-_ ---·----~----...; 
[~xpert Info (chn/Pro-tocol): GT9!. h not support.!d by the source] 






[sever1ty level: chat] 
[Group: PTotocol] 
... o 0000 0000 0000 - Reserved: OxOOOO 
IP\14 TT&n.sport Addr-ess TLY 
OO •••••• • n.v unkrom bits: KnOWn nv~ do not ~orward (OxOO) 
TLY Type: IPV4 Transport Address TLV (OX401) 
TLV Length: 4 
IPv4 l"r~port Addres!: ao.o.o.zs (&e.o.o.zs) 
•••• E •• > • •. ·• ••• 
P •••• ••• •!. 
r ' 
Fig. 4.12.21 Información detallada del paquete LDP. 
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• Captura de paquetes HELLO OSPF. 
fóle ~dit ~- .{io ~ é_naly%• 10!tistics Tolophon¡: Iools jnt'""'h !:!etp 
o e • • .t. D r-. se e '", • -> 4) ..- ~ ltJI_¡j~ e. e. <i). s w lfl e n ~ 
Filler. ~ üprtssicn ... Cloof Apply S... 
No. r ... , Sourco Oostinltlon -- l<nglh lrto 1 o. 000000000 80.0.0.6 224.0.0.2 LDI' 66 Hello Message 2 0.190130000 so. o. o. 5 224. o. o. 2 LOP 66 Hello Message 
4 l. 632088000 NA N A SLARP 24 L ne eepa ve, outgo1ng sequence 13, returne sequence 13 
S l. 902270000 80.0.0. 5 224.0.0.2 LOP 66 Hello Mesnge 
6 l. 952303000 80.0.0.6 224.0.0.2 LOP 66 Hello Messago 
7 3. 563379000 80.0.0.6 224.0.0.2 LDP 66 Hello Mess.age 
S 3. 613411000 SO. O. O. S 224.0.0. 2 LOP 66 Hello Message 
9 5. 069353000 SO. O. O. S 224. o. o. 5 OSPF S4 Hello Pilck'et 
10 S. 209475000 so. o. o. 5 224.0.0.2 LDP 66 Hello Mess¡.ge 
1.1 S. 479661000 80.0.0.6 224.0.0. 2 LDP 66 Hello .,essage 
12 6. 994669000 so. o. o. S 224.0.0.2 LDP 66 M•llo Message 
13 7.295870000 80.0.0.6 224.0.0. 2 LDP 66 fiel lo Mé:ssage 
14 7. 446976000 N/ A N/ A SLAAP 24 Line keepalive, outgo1ng sequence 14. returned sequence 13 
15 8. 691803000 80.0.0. S 224. o. o. 2 LOP 66 Hollo Mossage 
16 S. 903944000 80.0.0.6 224. o. o. 2 LOP 66 Hello Mll!!ssage 
17 10. 257848000 so. o. o. 5 224.0.0. 2 LDP 66 Hallo Mess•ge 
18 10. 860251000 80.0.0.6 224.0.0.2 LOP 66 Hello Message 
19 11.342573000 80.0.0.6 224.0. o. 5 OSPF 84 He llo P.acket 
• HU@ 3: 84 bytes on w1re (672 bfts), 84 bytes capturod (672 bfts) on Interface O 
1:· Cisco HDL.C 
,. Internet Proto<:ol versfon 4, src: 80.0.0.6 (80.0.0.6), ost: 224.0.0.5 (224.0.0.5) 
... Open shortést: P.ath ~irst 
Fig. 4.12.22 Captura de paquete HELLO OSPF con Wireshark. 
Información más detallada sobre el paquete HELLO. 
•. Fr.ute 3! 84 byt~s on wfre (672 bf'tsJ. 84 byte.s captured (.672 bitS) on intert'ace O 
·t cisco Hot.c 
·• Internet Protocol vorsion 4, src: 80.0.0.6 (80.0.0.6), ost: 224.0.0.5 (224.0.0.5) 
OSPF Header 
OSPF vers1on: 2 
Message T)lpe: Hello Pad:et (1) 
Packet Length: 48 
source osPs:- R~~r: 4.4.4.4 (4.4.4!.4) 
Aru ID: o. o. o. o (&ackbono) 
Packet checksu11: oxdf92 (correct] 
Auth type: NUll 
Auth oua (none) 
p OSPJ= wello Pack~t 
NetWWk Masl:: 2S5. 255.255.252 
Hello Imerval: 10 seconds 
<, Qpl:ions: Oxl.2 (L, E) 
O... • ON: DN-bit fs NOT set 
.O ...... • O: O-bit h NOT sot 
.. o ..... - oc: De1Rand circuits are NOT supported 
•.• 1 .... • L: The packet corttafns LLS data block 
O .•• • NP: NSSA fs NOT SUpponed 
.•O •• • MC: NOT MUltfcast Cap¡.ble 
.. 1. - e: External Routing capabfliey 
•.• 0 • MT: NO Multi-Topology Routing 
IR.outer Priorh:y: 1 
Rout:er oead Interval: 40 seconds 
oesignued ROuter: o.o.o.o 
sackup oesfgnated Router: o. o. o. o 
Active Nefghbor: 2.2.2.2 
~ OSP.F l.LS Oata Block 
ChecksUIII: Oxfff6 
LLS oata Length: 12 bytes 
:" EXtended options TLV 
Type: 1 
Length: 4 
;., options: OX00000001 (LR) 






••• 1 • LR: LSDil Resynchronization (LR-bit) fs SET 
Fig. 4.12.23 Información detallada del paquete BELLO OSPF. 
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Capturar tráfico de datos en la interface serial 0/2 de Rl. 
• Captura de paquetes ICMP. 
file ¡;<~n Yoew !io !;•pture énelyte l:t<tisti<s Telephonr Ioob ¡ntemab J:!e!p 
o ® • • ~. D ~ JC 2 r .. • * e ~ .& ¡tl;IJl <U. E\ <a E:J W IYJ S $~ ~ 
fitter. 
No. .a...;!~ ........... -""""" 
20 11.025011000 
21 11. 583389000 
22 12.022702000 





25 12.784206000 192.168.2.2 
26 13.680805000 80. o. 0.18 
27 13. 622879000 192.168.1. 2 
28 13.864913000 192.168. 2. 2 
29 14,154101000 N/A 
30 14. 501338000 so. o. o. 17 
31 14. 900604000 192 .168.1. 2 
32 14.940641000 192.168. 2. 2 
33 15. 350901000 80. o. 0.18 
34 15.464978000 110.0.0.18 
35 15.979324000 192.168. 1. 2 
36 16.020349000 192.168. 2. 2 
37 16.131421000 so. o. o. 17 
38 17.059046000 192.168.1.2 
39 17.101071000 192.168. 2. 2 
40 17. 306207000 so. o. 0.18 












































len~ .. t.~!? . ......... .,.,~ .... 
66 Hello Message 
24 Line keepalive, outgoing sequern:e 48, returned sequen<:e 47 
66 Hello Message 
66 Hello Message 
100 Echo ping rep y 
66 He11o Message 
100 ~cho (p1ng) request ld-ox7acl4, seq•2/512, ttl-62 (reply 1n 28) 
100 Echo (ping) reply id.Ox7acl4, seq•2/512, ul-62 (request in 27) 
24 Line keepalive, OUtgoing sequence AS, returned sequence 48 
66 Hello Message 
100 Echo (ping) request id-ox7bcl4, seq•3/768, ttl-62 (reply in 32) 
100 Echo (ping) reply idooOx7bcl4, seq-3/768, ttl-62 (request in 31) 
66 Hello Message 
64 Hello Packet 
LOO ~cho (ping) request id.Ox7ccl4, seq-4/1024, ttl-62 (reply in 36) 
100 Echo (ping) rep1y id-ox7ccl4, seq•4/1024, ttl-62 (request in 35) 
66 Hello Message 
100 Echo (plng) request 1d.Ox7dd4, seq•S/1280, ttl•62 (reply 1n 39) 
100 "ho (ping) rep1y id-Ox7dcl4, seq•5/1280, ttl-62 (request 1n 38) 
66 Hello Message 
"::~nO r14v.f,-CI TI'\• 0.1 OI'W ... TI'\• C•t"i::~1n/, 
~, Frue 24: lOO bytes on wire (800 bits), 100 bYt•• capturod (SOO bits) on interfAce O 
·f· cisco HDLC 
t._ MU1t.1Protocol labe1 swltching Header, t.abel: 24, i:xp: o. S: 1, Tn.:: 62 
w Internet Protocol Vers1on 4, src: 192.168.1.2 (192.168.1.2), ost: 192.168.2.2 (192.168.2.2) 
~· Internet comrol Message PTo'toto1 
Fig. 4.12.24 Captura de paquete ICMP con Wiresbark. 
Información más detallada sobre el paquete ICMP. 
, Fraile 24: 100 bytes on w1re (800 bits). 100 bytes captured (800 bits) on Interface o 
t· cisco HDt.C 
1-*31J!Tio!t@'f!!1•:t:1'!A''!:!!I~i~l.§!"!'~!?~'!t~rt*MeiM& 
,. .......... ,. ...... 000 ......... • MPLS Experitoental Bits: 0 
.. .. .. .. , ,. . .. .. .. .. .. .1 .. .. .. .. • MPLS 6ott011 of Label Stack: 
.. .. .. .. • .. . .. .. • .. . • ... 0011 1110 • MPLS TTL: 62 
·e Internet Protocol version 4, src: 192.168.1.2 (192.168.1.2), ost: 192.168.2.2 (192.168.2.2) 
vers1on: 4 
Header length: 20 bytes 
~, Oifferentiated serv1ce• Field: OXOO (DSCP OxOO: oefault; ECN: OxOO: Not-ECT (Not ECN-capable Transport)) 
Total Length: P2 
Identificat1on: Oxd479 (54393) 
&' Flags: 0x02 (oon't Fragment) 
.-rag<>ent offset: o 
T1•e "t.O live: 62 
Protocol: ICMP (1) 
~, Header checksum: Oxe3d2 [correct) 
Source: 192.168.1. 2 (192.168.1. 2) 
oestination: 192.168. 2. 2 (192.168.2. 2) 
(SOurce G€oiP: unk,_,J 
(Dest1nat1on GeOlP: Unk,_,J 
~Internet Control Message Protocol 
'T)'pe: S (Echo (plng) request) 
code: o 
checksw: Ox9925 (c.orrect] 
Ident1fier (BE): 31188 (OX79cl4) 
Ident1fler (lE): 54393 (Oxd479) 
Sequence nuoober (BE): 1 (OxOOOl) 
Sequence nuaber (LE): 256 (OXOlOO) 
Cscspomc framg· 25l 
f- Data (64 bytes) 








~ ~ =~ d~ ?'18.6\'\9 
79 d4 oo 01 o8 o9 oa Ob 
14 15 16 17 18 19 la lb 
24 25 26 27 28 29 2~ 2b 
,A :)C :)4:: :)"1' :JC :11\ ,,. :)k 
45 oo 00 se cl4 79 40 oo 
co as 02 02 os oo 99 25 
oc Od oe Of 10 u 12 n 
le ld le lf 20 21 22 23 
2C 2d 2e 2f 30 31 32 H 
, ... , ... , ... :)& """' ... 1 ... .,. ... , 
... ~ E .. \.ye. 
> ••••••• ·······" 
~::::::: ::::·;:.¡, 
~·o·• .-.1o123 
"'C.C~Ci"!!oo ,._ .. ')~•co..-
Fig. 4.12.25 Información detallada del paquete ICMP. 
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• Captura de paquetes Traceroute 
Eile 1dól ~- .!io ~""' ~ ~lti5tks T~ lools jntomals !!olp 
o ® 45 D t1 C3 r; )1 ::S ~-. 9 ~ ~ 1F .i. (g]CI El. El. & S 16 [j"J rd U. 1 ~ 
205_ L2~73oooo so. o. o. L7 22J.o.o.2 LDP 66 Hollo Mtsngo 
-;>:~; ~,¡.-;1.1_1.!! ;•:e ·'~ ~" \F-lt~-
'• _' •• ,,., ! :"-" _1.1_<•. ,, " - •• .-. ,; ,, _:" " ~"-11_ "'' 
,. )<.'' i!,:••-ll.l•' ,, '.; '" 
"~·- 206: 36 byte• on wini (288 bits). 36'byt"• captured (288 bits) on inTerface o 
1+ cisco HDLC 
~! Mult1Protocol L.abel sw1tch1ng Keader. Label: 24, Exp: O, s: 1, TTl.: 1 
,,, .Interne;: Pr01:ocol versfon 4, s": 80.0.0.26 (8o.o.o.26), ost: 192.168.2.2 (192.168.2.2) 
J'•,Usor_o~tagr~.P.~otocol,_Src_Port;_491SL(491SI2_,_ost_Por.t:_3343L(3343Z) ___________________________ ....J1 
Fig. 4.12.26 Captura de paquete Traceroute con Wireshark. 
Fig. 4.12.27 Información detallada del paquete Traceroute. 
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• Captura de paquetes Telnet 
file fórt Y"oew !io "ptun! Anolyte ~t<tistiCJ Tel~ !ools jntomals li<lp 
o e " • ~- D ~ = e r, <- <> ,.-,y .t. [tl]Lil e. a e. B · a ffl G u 3l 
;1 Expression- a- Aw!y S..e 
No. Tim! Scurce length lnfo 
66 Hello Message 532 311.740053000 so.o.0.17 
53l 311. SS0148000 N/ A 
534 313.407167000 80.0.0.18 
S35 313.538276000 so.o.0.17 



















24 line keepa11ve, outgaing sequence 110, returned sequence 109 
66 Hello ~tessage 
66 Hello Message 
537 315. 067276000 so. o. 0.18 
53 S 315.289422000 so. o. 0.17 
539 315. 7S2758000 80.0.0.18 
24 line keepa11ve, outgo1ng sequence 110, returned sequence 110 
66 He11o Message 
S41 316. s2s2s5000 ao.o. o. 22 
5'2 316. 56S2S2000 so. o. o. 26 
543 316. 566282000 so. o. o. 26 
"t's"T16. 598299000 so. o. o. 22 
546 316.618314000 so. o. o. 22 
547 316.618314000 so. o. o. 22 
54 S 316.628317000 so. o. o. 26 
549 316. 62S317000 so. o. o. 26 
550 316.628317000 so. 0.0. 22 
551 316.638327000 so. o. o. 26 
552 316.658337000 80.0. o. 22 
553 116.709376000 so. o. 0.18 
























66 Hello Message 
64 Hello Packet 
48 te net > 15004 
44 1.5004 > telnei: -(ACK] 
S3 Te 1 net cata ... -56 Telnet Data •.. 
86 Telnet Data 
47 Telnet Data 
47 Telnet Oata 
47 Telnet oaa 
so Telnet Data 
53 Telnet cata 
41 Te1nét oata ... 
66 Hello Mess•g• 
-¡¡_ .Fr!IIDO 540! 48 bytes on wlre (lÍI4 biu), 48 bytes captured (384 bits) On interface 0-
8 cisco I!OI.C 
·¡;- Internot Protocol Version ~. Src: 80.0.0.26 {80.0.0.26), DSt: 80.0.0.22 (80.0.0.22) 
:ff.ITI'•'1si15s~o~_co~trol ProtoS_or;s[~ Port: tso04_:--Cl5004J, ost FoO:i;tel¡¡rt"""""{l]I, secj;;-_700','c"~"'n'::::o~:-:_:-:_:-:_-::_-__ _ 
.... 
Fig. 4.12.28 Captura de paquete Telnet con Wireshark. 
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LABORATORIO 4.13: CONFIGURACION BASICA DE DHCP Y 
NAT 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar 
conceptos de fundamentales de DHCP y NAT. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, el usuario podrá: 
• Preparar la red 
• Realizar las configuraciones básicas del router 
• Configurar un servidor de DHCP del lOS de Cisco 
• Configurar el enrutamiento estático y por defecto 
• Configurar NAT estática 
• Configurar NAT dinámica con un conjunto de direcciones 
• Configurar la sobrecarga de NAT , 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, se configurarán los servicios IP de DHCP y NAT. Un 
router es el servidor de DHCP. Los otros routers envían solicitudes de DHCP al servidor. 
Además, se establecerán las de NAT estática y dinámica, incluida la sobrecarga de NAT. 
El usuario armará y conectará la red que se muestra en el Diagrama de topología. Utilice 
la dirección 172.16.0.0/16 para obtener el direccionamiento IP usando VLSM, teniendo 
los siguientes requisitos: 
LAN 1 de R3: 186 direcciones IP de host. 
LAN 2 de R1: 250 direcciones IP de host. 
LAN 3 de R2: 254 direcciones IP de host. 
Considerando también las redes que hay entre router y router (enlaces W AN). 
Después de completar la configuración pruebe la conectividad entre los dispositivos de la 
red y finalmente analizará el tráfico de paquetes en dicha topología. 
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Fig. 4.13.1 Diagrama de topologia en GNS3. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN: 
Dispositivo Interfaz Dirección IP Mascara de Subred Gatewaypor 
defecto 
R1 s2/0 172.16.4.13 255.255.255.30 No aplicable 
s2/1 172.16.4.18 255.255.255.30 No aplicable 
fl/0 172.16.2.1 255.255.255.0 No a]!_licable 
R2 s2/0 172.16.4.14 255.255.255.30 No aplicable 
s2/1 172.16.4.1 255.255.255.30 No aplicable 
ID/O 172.16.4.9 255.255.255.30 No aplicable 
fl/0 172.16.1.1 255.255.255.0 No aplicable 
R-NAT s2/0 172.16.4.6 255.255.255.30 No aplicable 
s2/1 172.16.4.17 255.255.255.30 No aplicable 
fl/0 192.168.1.1 255.255.255.0 No aplicable 
ID/O 172.16.4.21 255.255.255.252 No aplicable 
ID/1 172.16.4.10 255.255.255.252 No aplicable 
R-DHCP s2/0 172.16.4.5 255.255.255.252 No aplicable 
s2/l 172.16.4.2 255.255.255.252 No aplicable 
R-ISP fl/0 192.168.1.2 255.255~255.0 No aplicable 
R3 ID/O 172.16.4.22 255.255.255.252 No aplicable 
fl/0 172.16.3.1 255.255.255.0 No aplicable 
C1 BUCLE DHCP DHCP DHCP 
INVERTIDO 
C4 VPCS DHCP DHCP DHCP 
es VPCS DHCP DHCP DHCP 
C2 VPCS DHCP DHCP DHCP 
PCREAL NIC DHCP DHCP DHCP 
Tabla 4.13.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Configure los routers de acuerdo a las siguientes instrucciones desde el modo de 
configuración: 
PASO 1: Configure el nombre de host del router. 
PASO 2: Deshabilite la búsqueda DNS. 
PASO 3: Configure una contraseña de Modo EXEC. 
PASO 4: Configure un mensaje del día. 
PASO S: Configure una contraseña para las conexiones de la consola. 
PASO 6: Configure una contraseña para las conexiones de vty. 
PASO 7: Configure el registro de datos sincrónico. 
PASO 8: Guardar la configuración en cada router. 
TAREA 3: CONFIGURAR Y ACTIVAR LAS DIRECCIONES SERIAL Y 
FASTETHERNET 
Aplique Los siguientes comandos: 
P ASOl: Configuración para una interface serial DCE: 
Rl: 
Rl(config)# interface serial2/0 
Rl ( config-it)# description conexion a R2 
Rl(config-it)# ip address 172.16.4.13 255.255.255.30 
Rl ( config-it)#clock rate 64000 
Rl ( config-it)#bandwidth 1024 
Rl(config-it)# no shutdown 




R2( config)# interface serial 2/0 
R2( config-if)# description conexion a R1 
R2(config-if)# ip address 172.16.4.14 255.255.255.30 
R2( config-if)#bandwidth 1024 
R2( config-if)# no shutdown 
R2( config-if)# exit 
PASO 2: Configuración para una interface fasEthemet: 
R1: 
Rl ( config)# interface fasEthemet 1/0 
Rl(config-if)# description conexiona LAN 2 
Rl ( config-if)# ip address 172.16.2.1 255.255.255.0 
Rl(config-if)# no shutdown 
Rl ( config-if)# end 
R2: 
R2( config)# interface fasEthernet 0/0 
R2(config-if)# description conexiona R-NAT 
R2(config-if)# ip address 172.16.4.9 255.255.255.30 
R2( config-if)# no shutdown 
R2( config-if)# end 
R2( config)# interface fasEthemet 1/0 
R2( config-if)# description conexion a LAN 1 
R2(config-if)# ip address 172.16.1.1 255.255.255.0 
R2( config-if)# no shutdown 
R2( config-if)# end 
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PASO 2: Configurar las interfaces Loopback 
En el router ISP configure las 3 interfaces loopback: 
Loopback 1: 200.200.200.100 /32 
Loopback 2: 200.200.200.200 /32 
Loopback 3: 200.200.200.400/32 
ISP: 
ISP( config)#interface loopback 1 
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ISP(config)# ip address 200.200.200.100 255.255.255.255 
ISP( config)# exit 
NOTA: Seguir los mismos pasos para las demás routers. 
TAREA 4: CONFIGURAR EL PROTOCOLO DE ENRUTAMIENTO OSPF. 
PASO 1: Configure una ruta estática por defecto en el router R2 para alcanzar las 
direcciones loopback del router ISP. 
R-NAT(config)#ip route 0.0.0.0 0.0.0.0 192.168.1.2 
PASO 2: Configure el protocolo de enrutamiento OSPF en todos los routers de la red 
para la conectividad. 
R-NAT#configure terminal 
R-NAT(config)#router ospf lOO 
R-NAT(config-router)#network 172.16.1.0 0.0.0.255 arca O 
R-NAT(config-router)#network 172.16.4.0 0.0.0.30 arca O 
R-NAT(config-router)#network 172.16.4.8 0.0.0.30 arca O 
R-NAT(config-router)#network 172.16.4.12 0.0.0.30 arca O 
R-NAT( config -router )#default-information origina te 
R-NAT(config-router)#exit 
R2(config)#router ospf lOO 
R2(config-router)#network 172.16.1.0 0.0.0.255 arca O 
R2(config-router)#network 172.16.4.12 0.0.0.30 arca O 
R2(config-router)#network 172.16.4.16 0.0.0.30 arca O 




R3(config)#router ospf 100 
R3(config-router)# network 172.16.3.0 0.0.0.255 area O 
R3(config-muter)# network 172.16.4.20 0.0.0.30 area O 
R3( config-router)# passive-interface fastethernet 110 
R3( config-router)#end 
NOTA: Seguir los mismos pasos para la configuración de los demás routers. 
TAREA 5: CONFIGURE DHCP EN EL ROUTER R-DHCP 
PASO 1: Configure las tres redes LAN en el router R-DHCP. 
R-DHCP: 
R-DHCP(config)#ip dhcp pool LAN_1 
R-DHCP (dhcp-config)#network 172.16.1.0 255.255.255.0 
R-DHCP (dhcp-config)#default-router 172.16.1.1 
R-DHCP (dhcp-config)#dns-server 200.48.225.130 
R-DHCP (dhcp- config)#exit 
R-DHCP (config)#ip dhcp excluded-address 172.16.1.1 172.16.1.10 
R-DHCP (config)#ip dhcp pool LAN_2 
R-DHCP (dhcp-config)#network 172.16.2.0 255.255.255.0 
R-DHCP Rl ( dhcp-config)#default-router 172.16.2.1 
R-DHCP (dhcp-config)#dns-server 200.48.225.130 
R-DHCP (dhcp-config)#exit 
R-DHCP (config)# ip dhcp excluded-address 172.16.2.1 172.16.2.10 
R-DHCP (config)#ip dhcp pool LAN_3 
R-DHCP (dhcp-config)#network 172.16.3.0 255.255.255.0 
R-DHCP (dhcp-config)#default-router 172.16.3.1 
R-DHCP (dhcp-config)#dns-server 200.48.225.130 
R-DHCP (dhcp-config)#exit 
R-DHCP (config)# ip dhcp excluded-address 172.16.3.1 172.16.3.10 
PASO 2: Debido a que el servidor de DHCP y los clientes DHCP no se encuentran en la 
misma subred, configure R-DHCP para que envíe broadcasts de DHCP a Rl, R2 y R3, 
que es el servidor de DHCP, mediante el comando de configuración de interfaz ip helper-
address este comando debe configurarse en cada una de las interfaces. 
Rl ( config)#interface fallO 
Rl ( config-if)#ip helper-address 172.16.4.2 
R2( config)#interface fa1/0 
R2( config-if)#ip helper-address 172.16.4.2 
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R3( config)#interface fa1/0 
R3(config-it)#ip helper-address 172.16.4.5 
TAREA 6: CONFIGURACION DE NAT 
PASO 1: Configurar NAT estática: 
R-NAT: 
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R-NAT(config)#ip nat inside source static 172.16.1.2 200.200.1.2 
R-NAT(config)#ip nafinside source static 172.16.1.3 200.200.1.3 
R-NAT(config)#ip nat inside source static 172.16.2.2 200.200.2.2 
R-NAT(config)#ip nat inside source static 172.16.2.3 200.200.2.3 
R-NAT(config)#ip nat inside source static 172.16.3.2 200.200.3.2 
R-NAT (config)#interface fastEthernet 1/0 
R-NAT (config-it)#ip nat outside 
R-NAT (config-it)#exit 
R-NAT ( config)#interface fastEthernet 0/0 
R-NAT (config-it)#ip nat inside 
R-NAT (config-it)#exit 
R-NAT (config)#interface seria12/0 
R-NAT (config-if)#ip nat inside 
R-NAT (config-it)#exit 
R-NAT (config)#interface serial2/1 
R-NAT (config-it)#ip nat inside 
R-NAT (config-it)#exit 
PASO 2: Configuración de NAT dinámica: 
R-NAT: 
R-NAT(config)#ip nat pool unprg 200.200.200.4 200.200.200.14 netmask 
255.255.255.192 
R-NAT (config)#ip access-list extended 1 
R-NAT (config-ext-nacl)# permit ip 172.16.1.0 0.0.0.255 any 
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R-NAT (config-ext-nacl)# permit ip 172.16.2.0 0.0.0.255 any 
R-NAT (config-ext-nacl)# permit ip 172.16.3.0 0.0.0.255 any 
R-NAT (config)#ip nat inside source list 1 pool unprg 
R-NAT (config)#exit 
NOTA: También se especifican las interfaces NA T internas y externas cuando se quiere 
configurar solo NAT dinámica, pero en este caso ya fueron especificadas en el apartado 
anterior. 
PASO 3: Configuración de P AT o NAT con sobrecarga: 
R-NAT: 
R-NAT (config)#ip access-list extended 2 
R-NAT (config-ext-nacl)# permit ip 172.16.1.0 0.0.0.255 any 
R-NAT (config-ext-nacl)# permit ip 172.16.2.0 0.0.0.255 any 
R-NAT (config-ext-nacl)# permit ip 172.16.3.0 0.0.0.255 any 
R-NAT (con:fig)#ip nat inside source list 2 interface fastethernet 1/0 over)oad 
Rl ( config)#exit 
NOTA: También se especifican las interfaces NAT internas y externas cuando se quiere 
configurar solo PAT, pero en este caso ya fueron especificadas en el apartado de NAT 
estática. Para denegar alguna host utilice el comando deny ip 172.16.1.2 0.0.0.0 dentro 
de la Access-list. 
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TAREA 7: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de Cl, C2, C3 y C4 (VPCS) y PC REAL. 
Fig. 4.13.2 Configuración de las direcciones IP en el VPCS. 
Fig. 4.13.3 Verificación de la interface del bucle invertido. 
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TAREA 8: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar el direccionamiento IP y las interfaces. 
Rl #show ip interface brief 
R21 



















OK? Method Stat:u:. 
YES NVRAM up 
YES NVRAM t1dm.in istrat.i vely 
YES NVRAM up 
n:s NVRAM up 
YES NVRAM up 
~ES NVRAM adm1n1strat1vely 
YES NVRAM adm~nistratively 












NOTA: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP 
y estén activas. 
PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
R2#show ip route 
R2 - o "'-' 
Fig. 4.13.5 Tabla de enrutamiento de R2. 
NOTA: Verificar de igual manera la tabla de enrutamiento de los demás routers. 
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PASO 3: Verificar el correcto funcionamiento de DHCP en el router R-DHCP, para 
ello usamos el siguiente comando. 
R-DHCP#show ip dhcp binding 
R-DHCPt 
R-DHCPt=bow ip dhcp bindino 
B1n!11no= !r0111 all pool= not a.s~ociated with 


























2002 12:01 AM Autoraatic 
2002 12:05 AH Aut01114tic 
2002 12:05 AH AutOIIIAtic 
2002 12:05 AH Autoraatic 
2002 12:01 AH Aut01114tic 
2002 12:01 AH Aucoraatic 
Fig. 4.13.6 Verificando de DHCP en el router R-DHCP. 
PASO 4: Verificar la configuración de NAT estático, dinámico y PAT. 
Para la verificación de NAT pacer ping desde la C 1 hasta una de las interfaces loopback 
del ISP, seguidamente utilice los siguientes comandos mencionados en el router R-NAT 
R-NAT#show ip nat translations 
R-NAT#show ip nat statistics 
PASO 5: Verificar que hay conectividad completa en la red. 
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Fig. 4.13. 7 Prueba de conectividad entre routers. 
Fig. 4.13.8 Prueba de conectividad entre host desde C2 a PC real. 
Fig. 4.13.9 Prueba de conectividad entre host desde C4 a PC real. 
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TAREA 9: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 10 muestras sucesivas de 100 ping desde el C1 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 1518 
bytes como se especifica en el RFC 2544. 
C:\Windows\system32\cmd.exe - c:J ~ 
Fig. 4.13.10 Forma de medición de la latencia. 
En la Figura 4.13.9 se puede observar el envío de 100 ping con una trama de 1518 hacia 
la dirección 172.16.3.12 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 40 35 45 34 38 50 37 40 37 33 38.9 
(ms) 
Tiempo Máximo 181 305 247 295 383 286 356 366 368 228 301.5 
(ms) 
Tiempo Promedio 79 156 101 131 124 127 132 101 108 94 115.3 
(ms) 




Tamaño de Trama 512 
(bytes) N°t N°2 N°3 ~4 N°5 N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 37 56 45 43 43 56 43 52 34 39 44.S 
(ms) 
Tiempo Máximo 235 445 2S6 2SO 3t7 405 29S 45t 234 2SO 323.t 
(ms) 
Tiempo Promedio t04 t43 t01 127 124 t44 122 t3S 104 tOS 12t.2 
(ms) 
Tabla 4.13.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama t5tS 
(bytes) N°t N°2 N°3 N°4 N°5 N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 44 4S 54 45 45 45 4S 54 47 4t 47.1 
(ms) 
Tiempo Máximo 43t 402 439 225 230 24S 492 452 3S2 2t7 35t.S 
(ms) 
Tiempo Promedio 167 123 136 115 116 123 123 130 109 111 125.3 
(ms) 
Tabla 4.13.4 Comparación de datos obtenidos de las diferentes tramas. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 38.9 44.8 47.1 
Tiempo Máximo (ms) 301.5 323.1 351.8 
Tiempo Promedio (ms) 115.3 121.2 125.3 
Tabla 4.13.5 Comparación de datos obtenidos de las diferentes tramas. 
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Fig. 4.13.11 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 125.3 ms a diferencia de una trama de 
64 bytes con 115.3 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 




Configuración del Jperf como servidor para medir Throughput: 
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Fig. 4.13.12 Gráfica de Bandwidtb y Jitter. 
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Fig. 4.11.13 Resultados al medir Throughput como servidor. 
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Fig. 4.13.14 Resultados del Jpeñ como Cliente al medir Throughput. 
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En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 2 2 2 
Velocidad de Rx (Mbps) 1.99 2 2 
Tramas Transmitidas 3330 2220 1667 
Tramas Recibidas 3330 2220 1667 
Tramas Perdidas O (O%,) 0 (0°/o) O (0°/o) 
Tramas Recibidas (pps) 333 222 166 
Tabla 4.13.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 6 
Velocidad de Rx (Mbps) 0.99 1.99 6 
Tramas Transmitidas 851 1700 5096 
Tramas Recibidas 851 1700 5096 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 85 170 510 
Tabla 4.13.7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 9 10 11 
Velocidad de Rx (Mbps) 9 10 10.56 
Tramas Transmitidas 7648 8497 9348 
Tramas Recibidas 7648 8497 9103 
Tramas Perdidas 0(0%) 0(0%) 245 (2.6%1 
Tramas Recibidas (pps) 766 850 932 
Tabla 4.13.8 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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- o t:! m fign, 
THROUGHPUT 
' .............. ~........................................ . 
' ' 
' 
............... ,: .................................. ¡ .......... . 
' ' ' ' 
' 
' 
750 1125 1500 1 2 6 9 10 
TAMAÑO DE TRAMA (bytes) VElOCIDAD lX {Mbps) 
Fig. 4.13.16 PPS vs. Tamaño de Trama. Fig. 4.13.17 PPS vs. Velocidad Tx. 
En la figura 4.13.20, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 2 Mbps, en la gráfica se puede observar claramente que al 
enviar una trama de 750 bytes se envía 333 pps, con una trama de 1125 se envía 222 pps 
y con una trama de 1500 se envía 166 pps. 
Mientras en la figura 4.13.21, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx 
variada de: 1 Mbps, 2 Mbps, 6 Mbps, 9 Mbps y 1 O Mbps, sin que se produzcan perdidas 




PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
JITTER 
Longitud de Trama (b_ytes) 750 1125 1500 
Velocidad de Tx (Mbps) 2 2 2 
Velocidad de Rx (Mbps) 1.99 2 2 
Tramas Transmitidas 3330 2220 1667 
Tramas Recibidas 3330 2220 1667 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 1.851 0.379 0.002 
Tabla 4.13.9 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 6 
Velocidad de Rx (Mbps) 0.99 1.99 6 
Tramas Transmitidas 851 1700 5096 
Tramas Recibidas 851 1700 5096 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 1.394 0.177 0.049 
Tabla 4.13.10 Datós obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Lon2itud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (M_b_I!S) 9 10 11 
Velocidad de Rx (Mbps) 9 10 10.56 
Tramas Transmitidas 7648 8497 9348 
Tramas Recibidas 7648 8497 9105 
Tramas Perdidas 0(0%) 0(0%) 243(2.6%) 
Jitter (ms) o o 2.53 
Tabla 4.13.11 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4.13.18 Jitter vs. Tamaño de Trama 
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Fig. 4.13.19 Jitter vs. Velocidad Tx 
En la figura 4.13.18 se observa los valores del Jitter obtenidos al enviar diferentes 
tamaños de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 2 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 1.851 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de 0.002 ms. 
En la figura 4.11.23, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 14 70 bytes utilizando una velocidad de Tx que varia entre 1 Mbps, 2 Mbps, 6Mbps, 
9 Mbps y 1 O Mbps sin que se pierdan paquetes en la red, concluyendo también que a 
mayor ancho de banda mucho mayor será el jitter y pérdidas de datagramas. 
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Medición de Jitter a 9 Mbps: 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz sl/3 de Rl. 
• Captura de paquetes ICMP. 
fih' [dit Yrew Go '"P:""' .é.n•~ it.tis!ic'l Tt~top~ Iccb ~' t:ftt.p 
o 0 .111 111 l.l: Cl r'; X 2 ,..., • ~ o& ~ • ©PJ 0. 0. & !::J i1l l'7J G t; ~ 
l<o. Time Source 
H 7.28SlS100172.16. 3.n 
18 S. 25<109!00 172.16. 1.11 
~9 8. 30091100112.16. ].12 
20 9. 26972400172.16.1.11 
21 9.ll2.22:5001t2.16.l.12 
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1167 Echo (piog) reply 
. 1167 Echo (pif'g) rcquest. 
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Fig. 4.13.22 Captura de paquetes ICMP con Wireshark. 
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Ptetc<ol Ung'.h !.do 
IO<P 1167 ECho (ping) •oply 
IO<P 1167 tcllO (plng) •equost 
!O<P 1167 E<llO (plng) roply 
f<I-OxOOOl, SOQ•ll/3326, ttl•G2 C•equost !"U) 
ld.Oxoool. seq.-14/3584, ttl•ll1 (roply in 21) 
16-0xooot, s~q-14/3584. ttl-62 (roqu .. t in 20) 
2l10.36J47901i"2.16.3.12 171..16.1.11 ICMP d.O>cOOOl. seq•15/3840, tt •ti2 requeSt in 21.) 
24 11.3009770112.16.1.11 172.16.3.12 IC>!P 1167 tcllO (al no) reouost 1d.OxOOOl. sea•16/4096. ttl-127 (reo1v in 2S) 
J; • .J:i"aáte 22~ 1167 byte~ on wfre. (9336 bi-es). 1167 bytes c.a¡n:ur~d (9316 bits) on fmerfaCe O 
·• [thf>rnot II, src: cc:Ol:O<I:dc:oo:oo (cc:Ol:04:dc:OO:OO), O.<: cc:02:04:dc:oo:01 (cc:02:04:dc:00:01) 
·~ tntornot Pratocol versia" 4, src: 112.16.1.11 (112.16.1.11), ost: 172.16.3.12 (172.16.3.12) 
Version: 4 
Header l~ñQ1.h: 20 bytes 
tt- Dif'fett"«ni.at:~ Sorvices ~iald: OxOO (OSCP OXOO! O@folult: ECN! OXOO! No't-[CT (NOt .[CN~abla Tr*-'nspot"t)) 
TOtal Le!ngth: 11'5) 
Idem!flcation: Ox7620 (30752) 
a Flags: oxoo 
~ra~nt offsat: O 
Timé to Hve.: 121 
Protocol: ICI<P (1) 
tt-eader che<I:SUII! Ox6324 (COf'r"-eCt} 
source: 17.2.16.1.11 (112.16.1.11) 
oostinotlan: 172.16.3.12 (172.16. 3.12) 
[saurce GNIP: unk-.,J 
(ocn1na.t1on GaoiP: unkllOtrtl] 
• Internet comrol Mess;age Pl"ototol 
Ty¡>o: 8 (<cho (ping) roquost) 
code: o 
Cht!cl:sw•: Ox90f1 [correoct) 
Idomlfler (CE): 1 (OxOOOl) 
Idom:ifler (LE): 256 (0><0100) 
S<!quen<e nor.obor (Bf.): 15 (OXOOOf) 
sequencc nu<Obor (LE): 3840 (0><01'00) 
Cgespoose fr.a!:!!• 211 
Data (1125 bytes) 
Fig. 4.13.23 Información detallada del origen y destino de paquetes. 
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• Protocolo de enrutamiento OSPF. 
file [dí: r- !i• top~u<e E. nair-e jUtis'.K< 1 dtpi!on¡: !ooh !ntem•b J1dp 
o e ~ • P.. ~ ~ " 2 ', • • 41 Y A [r!Jf¡],] <:\ e. ~ El a l'7l 12 ~ @ 
'lo. -· ~t .. ~•a e -~~e______ ~~~--- ~~~ l~~• ~~~-- .... ~~.,~ • _., .. __ _ 
25 11. 39<7290 1)"2.16. 3.12 172.16.1.11 IC>'P 1167 <cho (ping) reply 
26 1l.332B601;l.16.1.11 172.!6.3.12 IG\'P 1167 Echo (plng) requ•st 
z; 12. 3791090172.16. 3.12 172.16.1.11 IQ'P 116; Hho (ping) rtply 
28 13. 3.:78600 171.16.1.11 172.16.3.12 IC>'P 1167 Echo (p1ng) request. 
2913.3947320172.16.3.12 172.16.1.11 IO'P 116; ECho (p1ng) reply 
30 14.153.:920172.16.1.11 H2.16. 3.12 IC"P 1167 Echo (plng) request 
3114.4103630172.16.3.12 172.16.1.11 ICPP 1167 Echo (ping) reply 
32 1 S. 3791110172.16.1.11 172.16.3.12 Io<P 1167 Hho (p1ng) roquost 
H 1S.~2S9920172.1.6.3.12 172.16.1.11 ICYP 1167 Ccho (ping) roply 
!llftJ!itbpM!SII4 t{FJ111 •$# ltt~IN,! 
id..ó;óóQ;:: ;;;.16i.óii6: 
1d..Ox0001. seq.l7/43S2, 








;;1.62· (;~~;~t i"n -;~) 
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tt1·127 (reply In 29) 
tt1•62 (request In 2S) 
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ttl•62 (requost in 32) 
ld·Ox0001, seq-21/5376, ttl•127 (r•ply In 37) 
ld•Ox0001, seq-21/5376, ttl•62 (request In 36) 
ld..0>0001. seq-22/5632. ttl•l2; (reply in 39) 
Fig. 4.13.24 Captura del protocolo de enrutamiento OSPF con wireshark. 
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~UOl~~~~~~~~~~~~uW 
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seq•20(5120. tt1•62 (request 1n 32) 
Fig. 4.13.25 Información detallada del protocolo OSPF. 
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LABORATORIO 4.14: CONFIGURACIÓN BÁSICA DE LISTAS DE 
CONTROL DE ACCESO 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de Listas de Control de Acceso. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, el usuario podrá: 
• Conectar una red según el diagrama de topología. 
• Realizar tareas de configuración básica en los routers. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento OSPF en todos los routers. 
• Diseñar ACL nombradas estándar y nombradas ampliadas. 
• Aplicar ACL nombradas estándar y nombradas ampliadas. 
• Probar ACL nombradas estándar y nombradas ampliadas. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta práctica de laboratorio, se aprenderá a configurar la seguridad básica de red 
mediante listas de control de acceso. Se aplicarán ACL estándar y ampliadas. Utilice la 
dirección 192.168.10.0/24 para obtener el direccionamiento IP usando VLSM, teniendo 
los siguientes requisitos: 
LAN 1 de R3: 170 direcciones IP de host. 
LAN 2 de R1: 220 direcciones IP de host. 
LAN 3 de R2: 200 direcciones IP de host. 
Considerando también las redes que hay entre router y router (enlaces W AN). 
Después de completar la configuración pruebe la conectividad entre los dispositivos de la 
red y finalmente analizará el tráfico de paquetes en dicha topología. 
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Fig. 4.14.1 Diagrama de topologia en GNS3. 
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TABLA DE DIRECCIONAMIENTO: 
Dispositivo Inteñaz Dirección IP Mascara de Subred Gateway por 
defecto 
R1 s2/0 192.168.10.13 255.255.255.252 No aplicable 
tu/O 192.168.10.1 255.255.255.252 No aplicable 
fl/0 192.168.1.1 255.255.255.0 No aplicable 
R2 t3/0 200.200.200.1 255.255.255.252 No aplicable 
ID/O 192.168.10.2 255.255.255.252 No aplicable 
fl/0 192.168.10.5 255.255.255.252 No aplicable 
f2/0 192.168.10.9 255.255.255.252 No aplicable 
R3 s2/0 192.168.10.14 255.255.255.252 No aplicable 
s2/1 192.168.10.18 255.255.255.252 No aplicable 
tl)/0 192.168.2.1 255.255.255.252 No aplicable 
fl/0 192.168.10.10 255.255.255.252 No aplicable 
R4 sO/O 192.168.10.17 255.255.255.252 No aplicable 
tl)/0 192.168.10.6 255.255.255.252 No aplicable 
fl/0 192.168.10.21 255.255.255.252 No aplicable 
RS ID/O 192.168.3.1 255.255.255.0 No aplicable 
fl/0 192.168.10.22 255.255.255.252 No aplicable 
ISP fl/0 200.200.200.2 255.255.255.252 No a_l)_licable 
C1 BUCLE 192.168.1.2 255.255.255.0 192.168.1.1 
INVERTIDO 
C2 VPCS 192.168.1.3 255.255.255.0 192.168.1.1 
C3 VPCS 192.168.2.2 255.255.255.0 192.168.2.1 
C4 VPCS 192.168.2.3 255.255.255.0 192.168.2.1 
es NIC 192.168.3.2 255.255.255.0 192.168.3.1 
Tabla 4.14.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACIÓN BÁSICA DEL ROUTER 
Configure los routers Rl, R2, R3, R4, y R5 de acuerdo a las siguientes instrucciones desde 
el modo de configuración: 
Paso 1: Configure el nombre de host del router. 
Paso 2: Deshabilite la búsqueda DNS. 
Paso 3: Configure una contraseña de Modo EXEC. 
Paso 4: Configure un mensaje del día. 
Paso 5: Configure una contraseña para las conexiones de la consola. 
Paso 6: Configure una contraseña para las conexiones de vty. 
Paso 7: Configure el registro de datos sincrónico. 
Paso 8: Guardar la configuración en cada router. 
TAREA 3: CONFIGURAR Y ACTIVAR LAS DIRECCIONES SERIAL Y 
FASTETHERNET 
PASO 1: Configurar las interfaces de los routers. 
Configure las interfaces de los routers Rl, R2, R3, R4, R5 e ISP con las direcciones IP 
de la tabla de direccionamiento que se encuentra al comienzo de esta práctica de 
laboratorio. Asegúrese de incluir la frecuencia de reloj en las interfaces DCE seriales de 
los routers R2 y Rl, en R3 son interfaces DTE. 
R2: 
Configuración de las interfaces serial DCE: 
R2( config)#interface serial 1/0 
R2( config-it)#ip address 200.200.200.1 255.255.255.252 
R2( config-if)#description conexión a ISP 
R2(config-if)#clock rate 64000 
R2( config-if)#no shutdown 
R2( config-if)#exit 
R2( config)#interface seriall/1 
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R2( config-it)#ip address 172.16.10.2 255.255.255.252 
R2( config-it)#description conexión a R3 
R2(config-it)#clock rate 64000 
R2( config-it)#no shutdown 
R2( config-it)#exit 
R2( config)#interface serial 1/2 
R2(config-it)#ip address 172.16.10.1255.255.255.252 
R2( config-it)#description conexión a R1 
R2( config-it)#clock rate 64000 
R2( config-it)#no shutdown 
R2( config-it)#exit 
R3: 
Configuración de la interface serial DTE: 
R3( config)#interface serial 1/2 
R3( config-it)#ip address 172.16.10.2 255.255.255.252 
R3( config-it)#description conexión a R2 
R3( config-it)#no shutdown 
R3( config-if)#exit 
Nota: Configurar las interfaces de los demás routers según corresponda. 
PASO 2: Configurar las interfaces Loopback 
En el router ISP configure las 3 interfaces loopback: 
Loopback 1: 200.200.200.100 /32 
Loopback 2: 200.200.200.200 /32 




ISP( config)#inteñace loopback 1 
ISP(config)# ip address 200.200.200.100 255.255.255.255 
ISP( config)# exit 
PASO 3: Guardar la configuración. 
Guarde la configuración establecida de todos router con el comando copy running-
config startup-config 
TAREA 4: CONFIGURAR EL PROTOCOLO EIGRP 
Configure el protocolo de enrutamiento EIGRP en todos los routers de la red para la 
conectividad. 
R2( config)#router eigrp 100 
R2(config-router)#network 192.168.10.0 0.0.0.3 
R2( config-router)#network 192.168.10.4 0.0.0.3 
R2(config-router)#network 192.168.10.8 0.0.0.3 
R2(config-router)#network 192.168.10.12 0.0.0.3 
R2( config-router )#default-information origina te 
R2(config-router)#exit 
RS(config)#router eigrp 100 
R5(config-router)#network 192.168.10.16 0.0.0.3 
R5(config-router)# network 192.168.3.0 0.0.0.255 
R5( config-router )#passive-inteñace fastetbemet 1/0 
R5( config-router)#exit 
NOTA: Configurar el protocolo EIGRP de la misma manera en los demás routers. 
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TAREA 5: CONFIGURACIÓN DE LAS ACL 
Paso 1: Configurar una ACL estándar en Rl. 
Rl ( config)#access-list 1 deny 192.168.3.0 0.0.0.255 
Rl(config)#access-list 1 deny 192.168.2.0 0.0.0.255 
Rl(config)#access-list 1 permit 192.168.2.2 0.0.0.0 
Rl ( config)#access-list 1 permit 192.168.3.2 0.0.0.0 
Rl ( config)#interface serial 2/0 
Rl ( config-it)#ip access-group 1 in 
Rl ( config-it)#exit 
Rl(config)#interface fastethernet 0/0 
Rl(config-it)#ip access-group 1 in 
Rl ( config-it)#exit 
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Paso 2: Configurar una ACL estándar y nombrada en RS. 
RS(config)#ip access-list standard LISTA-1 
RS( config-std-nacl)#deny 192.168.2.0 0.0.0.255 
RS( config-std-nacl)#permit any 
R5( config)#interface fastethernet 1/0 
RS(config-it)#ip access-group LISTA-1 in 
RS( config-it)#exit 
Paso 3: Configurar una ACL ampliada y nombrada en R3. 
R3( config)#ip access-list extended LIST A-2 
R3(config-ext-nacl)#deny ip 192.168.2.0 0.0.0.255 host 200.200.200.100 
R3(config-ext-nacl)#deny ip 192.168.2.0 0.0.0.255 host 200.200.200.200 
R3(config-ext-nacl)#deny ip 192.168.2.0 0.0.0.255 host 200.200.200.400 
R3( config-ext-nacl)#permit ip any any 
R3( config)#interface serial 2/0 
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R3( con:fig-if)#ip access-group LIST A-2 out 
R3( con:fig-if)#exit 
R3( config)#interface serial 2/1 
R3( con:fig-if)#ip access-group LISTA-2 out 
R3( con:fig-if)#exit 
R3( config)#interface fastethernet 1/0 
R3( con:fig-if)#ip access-group LISTA-2 out 
R3( config-if)#exit 
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NOTA: Para verificar las ACL creadas en los routers colocar: 
Rl #show ip access-list 
NOTA: Para eliminar la ACL colocar: 
R5(config)#no ip access-list standard LISTA-1 
RS( config)#interface fastethernet 1/0 
RS(config-if)#no ip access-group LISTA-1 in 
RS( config-if)#exit 
De la misma manera se eliminan las ACL de los otros routers. 
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TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
Configurar las direcciones IP y gateways por defecto como se indican en la tabla de 
direccionamiento de las interfaces Ethernet de C 1, C2 (VPCS) y PC REAL. 
-" 
UPCH1 l> 2 
UPCS (2 J> 
UPCS[2J> i}J 192.168.1.3 192.168.1.1 24 
Checking for duplicate address ... 
>C2 : 192.168.1.3 255.255.255.13 gatc1·1ay 192.1.68.1.1 
UPCS (2 1> 3 
UPCSf3J) ip 192.168.2.2 192.168.2.1 24 
Checking for duplicate address... . . 
PC3 : 192 .. 168.2.2 255.25S.2SS.a gatct·I.,_.Y 192 .. 168.2 .. 1 
PCS [3 l> 4 
UPCS[4)) ip 192.168.2.3 192.1.68.2.1 24 
Checkin~ fol' duplica te add1•ess ... 
PC4 : 1.92.168.2~3 255.255.255.0 gateway 192.168.2.1 
UPCS [4 1> 
- e fa 
Fig. 4.14.2 Configuración de las direcciones IP en el VPCS. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar el direccionamiento IP y las interfaces. 
Rl #show ip interface brief 
RH 


















OR? Hethod Status 
YES NVRAI1 up 
YES NVRA!~ administratlvely 
YES NVRAM up 
YES NVRA!i up 
YES NVRAI1 adrn1n1stratively 
YES~ adml.niscratlvely 
YES lNFJl.M adml.nistratively 














NOTA: Verificar que las interfaces de los demás routers tengan la adecuada dirección IP 
y estén activas. 
PASO 2: Verificar la configuración de los router. Use los comandos show ip route para 
verificar el contenido de la tabla de enrutamiento. 
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R2#sbow ip route 
Fig. 4.14A Tabla de enrutamiento de Rl~ 
X 
H1f. -~ -------~- --~----------~-~- ------------~----~---
jH'lishow ~P rouce 
Cedes: e - connecte~, S - scaci.c, R - RIP, M - rnobi.le, B - BGP 
D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF ínter area 
Nl - OSPF NSSA exl:.<:rnal type 1, 1<2 - OSPF NSSA external type 2 
El - OS PE' e..xt:erna1 t:.ype 1, E2 - OSPF ex~;.ernal type 2 
i. - IS-15, su - IS-15 81111lmary, Ll.- 15-IS level-1, L2 - IS-IS leve]_-2 
ia - IS-IS ínter- area, " - candidate default, U - per-u.'3er static rour.e 
o - ODR, P - peri.odic downloaded static route 










192.HI8-.10.0/30 J.s subnetted,- ú eubnets 
192.168.10.0 [90/30720] vi_a 192.168.10-.5, 00:01:17, Fas-cEthernet0/0 
l92.161L10.4 it~ direct:ly connect:ed, Fast:Etl!ernet:0/0 
192.168.10.8 [90/30720] via. 192.168.10.5, 00:01:17, Fast'Etllernet:0/0 
192.161L10.12 I~W/557056] via 192.16l:L10.5, 00:01:17, l"astEthernet0/0 
192.168.10.16 i!'l dj_rect1_y connected, SeriaJ.2/1 
19::>.168.10.20 L" direct;Jy CO.,D<"Cted, FascEt:h<"Tile-tl/0 
192.168.1.0/21 t90/33280} v'i.a 192.168.1.0.5, 00:01:l8, ~·astE.thernet:ü/0 
192.168~2.0/24 {90/33280! v'i.a 192.168.10.5, 00:01:19, l"astEtbernet:0/0 
192.168.3.0/21 [90/30720] via 192.166-.10.22, 00:.01:19, Fas-cEtherne.cl/0 
Fig. 4.14.5 Tabla de enrutamiento de R4. 
NOTA: Verificar de igual manera la tabla de· enrutamiento de los demás ~outers. 
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PASO 3: Verificar la configuración de la ACL con la ayuda del comando ping en el router 
configurado. 
PASO 4: Verificar que hay conectividad completa en la red. 
Use el comando ping para verificar la conectividad. 
Fig. 4.14.6 Prueba de conectividad entre routers. 
Fig. 4.14.7 Prueba de conectividad entre host desde Cl a PC real. 
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Fig. 4.14.8 Prueba de conectividad entre host desde C1 a C3. 
Fig. 4.14.9 Prueba de conectividad entre host desde C1 a C4. 
TAREA 8: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C 1 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 1518 
bytes como se especifica en el RFC 2544. 
C:\Wi1dOWS\S}"St€1"'132\CI:'ld.exe 
Fig. 4.14.10 Forma de medición de la latencia. 
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En la Figura 4.14.15 se puede observar el envío de 100 ping con una trama de 512 hacia 
la dirección 192.168.3.2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 60 55 56 56 60 56 54 61 62 59 57.9 
(ms) 
Tiempo Máximo 349 239 266 276 343 281 208 406 412 303 308.3 
(ms) 
Tiempo Promedio 113 103 109 108 113 114 98 119 124 111 111.2 
(ms) 
Tabla 4.14.2 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 512 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 ~10 Promedio 
Tiempo Mínimo 59 62 56 66 58 57 61 58 49 61 59.7 
(ms) 
Tiempo Máximo 390 361 239 294 350 442 380 277 303 258 329.4 
(ms) 
Tiempo Promedio 161 124 117 141 148 110 124 135 157 139 135.6 
(ms) 
Tabla 4.14.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1518 
(bytes) N°1 ~2 N°3 N°4 ~5 N°6 N°7 N°8 N°9 N°l0 Promedio 
Tiempo Mínimo 61 64 59 60 71 73 74 61 65 59 64.7 
(ms) 
Tiempo Máximo 420 392 312 232 444 322 546 356 265 295 358.4 
(ms) 
Tiempo Promedio 146 170 150 139 171 143 185 137 129 132 150.2 
(ms) 




Tamaño de Trama ffiytes) 64 512 1518 
Tiempo Minimo (ms) 57.9 59.7 64.7 
Tiempo Máximo (ms) 308.3 329.4 358.4 
Tiempo Promedio (ms) 111.2 135.6 150.2 
Tabla 4.14.5 Comparación de datos obtenidos de las diferentes tramas. 
File 'Edit View lnsert TooiS Oesktop W"mdow Help 
q ~ ~~ 1 ~l:+~ ~~~-~:'?._/.~·_!~_(o l~JJ~o-_~--· _________ --···-----------~----
LATENCIA 
. 
' ' . . . --------r---------r--·-----,----------r---------r------' • 1 • 350 ------.--------- . . . . . . . . . 
300 
• • 1 • 1 1 • ------- ·r--------·:-· ------ ··I· • ·-- .... --:---- .. --- ·r--------:-------- .. : .. --- ·----
• • 1 ' ' . . 
U>' 250 
.§.. 
¡ ¡ : ¡ --+--TIEMPO MiNIMO (ms) 
--·--·-·:-··-----··:-·----·--·:··········:-·· -+-TIEMPO MÁXIMO (ms) : l ¡ ~ ~ TIEMP~ PROME~IO (ms) 
<( 
• 1 • • 1 1 1 
------- ·:------- --r ·-----· --r--------·r--------·r -------- r------- :---------~ 200 w 
~ 
150 - --·- ---:--------- -~-- -------:----------:----------:--------- -·---- ---- -·-. . . . 
1 t 1 • 
• 1 1 1 1 1 ' 
100 ------- -¡----- ----T-- ------T---------¡-.--------:---------:---------T- -------
. . 
• • • 1 
50 --------:-- ..... ---·-: ............... --:----------:------ ·---:-·----·--:--··----- :---------
200 400 600 800 1000 1200 1400 1600 
TAMAÑO 'DE TRAMA (bytes) 
Fig. 4.14.11 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 150.2 ms a diferencia de una trama de 
64 bytes con 111.2 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 










.'M..,~._"!'t l: . ~~ 
'0', , .. 1' : ("~~ 
..,,..._;""'t"1~· 1 : IC. ·~,.... 
'TO't')C. ·., 
ot.llO 
.. ~ . ' t: --
=~ 1.1)0 ..... Sao 4l: .,..., 




"" ,_._ ... 
""'' 









" . ·-.. : .... 
1 : ~ 
.: .. ~·-ce .. : ,.,, -
,, 
1: 




1 h1: ;: 





1 .. H."'-J ~-~~ i~ 11 • 
t.,, ... ,.r......, .. nto x. IUf.,., 
• ~ - • r • 
. . 
Se:-nr 1111eeru.ng on CDP port 5001 
leceu•1n0' 7SO t)r-ot dat:•o-r ... 
t.TOP bUf!er •u:tl ff,O Dyt.a Cdefault., 
1 IDI Int:erval Tran•ter knc!vl.dtb 
1140) o.o- 1.0 ••e nour. .. 1071 nt1tafaae 
lHO} 1.0- 1.0 ate 610 Dr..ta 1''' IChu .• /.sec 
(UO) 2.0- 3,0 ••e tl'l ur: .. soza J'J:Iu.al•eo 
114'1 a.o- 4.0 ••o 1~0 Dyt.aa 4tt1 J:b1t•l••c 
(lt:l) ... o- s.o ••e .eot D~ee ttz• J'Ja~•l.sec 
(1tOJ s.o- 6.o ••e 410 KByte• ••ti kbn-•l••c 
11'101 ~-0- '7.0 ••e filO ICB~ea 4111 1tt11-:alaec 
IUOJ 'LO- t.o ue Ull'..BytU !O:lt D.:u.al•ec 
{ltOJ 1.0- •.o ••~ 110 ove•• tttl J:bu.•l••c 
(140J 0.0-10,0 .. o eott o~•· soat ll:t"1ca/nc 
• 4 • - • 
Jltte:- Lo•t!Total 0.-:avra .. 
0.000 .. 144039212/ ••• tf.4a•001t) 
0.001 •• 0/ '" tO.,) 0.000 .. 0/ ... (O') 
0.001 .. 0/ IU (Ot. 
o.ocz .. 0/ Ul (Ott 
o.ooo .. 0/ '" tOtl o.oot •• 0/ ... (0tt 
0.001 .. 0/ '" (0l) o.ooo .. 0/ '" (0,, O.Ctt .. 0/ UZ l' COl) -J 
Fig. 4.14.13 Resultados al medir Throughput como servidor. 
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Fig. 4.14.14 Resultados del Jperf como Cliente al medir Throughput. 





















En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 5 5 5 
Tramas Transmitidas 8329 5549 4165 
Tramas Recibidas 8329 5549 4165 
Tramas Perdidas 0(0%) O (Oo/o) O (O%.) 
Tramas Recibidas (pps) 832 555 416 
Tabla 4.14.6 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Lon,;tud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 5 8 10 
Velocidad de Rx (Mbps) 0.99 4.99 7.99 10 
Tramas Transmitidas 851 4249 6796 8497 
Tramas Recibidas 851 4249 6796 8497 
Tramas Perdidas 0(0%) 0(0%) O (O%.) 0 (0°/o) 
Tramas Recibidas (pps) 85 424 680 850 
Tabla 4.14. 7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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File L!it v- 1nsBt Tools Desktop W"lldow H~ 11 file Edil v- lns.rt Tools Dmtop W"lldow H~ 11 







750 1125 1500 5 10 
TAMAÑO DE 1RAMA (lrytes) VElOOOAD TX (Mbps) 
Fig. 4.14.16 PPS vs. Tamaño de Trama. Fig. 4.14.17 PPS vs. Velocidad Tx. 
En la figura 4.14.16, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 5 Mbps, en la gráfica se puede observar claramente que al 
enviar una trama de 750 bytes se envía 832 pps, con una trama de 1125 se envía 555 pps 
y con una trama de 1500 se envía 416 pps. 
Mientras en la figura 4.14.17, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx 
variada de: 1 Mbps, 5 Mbps, 8 Mbps y 1 O Mbps, sin que se produzcan perdidas en el 
envío, como los datos que se muestran en la tabla 4.14.7. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 




Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mb~ 5 5 5 
Tramas Transmitidas 8329 5549 4165 
Tramas Recibidas 8329 5549 4165 
Tramas Perdidas 0 (0°/o) O (0°/o) O (Oo/o) 
Jitter (ms) 0.004 0.001 0.001 
Tabla 4.14.8 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 5 8 10 
Velocidad de Rx (Mbps) 0.99 4.99 7.99 10 
Tramas Transmitidas 851 4249 6796 8497 
Tramas Recibidas 851 4249 6796 8497 
Tramas Perdidas O (0°/o) O (0°/o) 0(0%) O (Oo/o) 
Jitter (ms) 1.104 o o o 
Tabla 4.14.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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Fig. 4.14.19 Jitter vs. Velocidad Tx 
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En la figura 4.14.18 se observa los valores del Jitter obtenidos al enviar diferentes 
tamaños de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de S Mbps, se puede observar claramente que con una trama de 7SO bytes se 
tiene un Jitter de 0.104 ms a diferencia de la trama de 1 SOO bytes en la cual se tiene un 
Jitter de O ms. 
En la figura 4.14.19, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 14 70 bytes utilizando una velocidad de Tx que varía entre 1 Mbps, S Mbps, 8 Mbps 
y 1 O Mbps sin que se pierdan paquetes en la red, concluyendo también que a mayor ancho 
de banda mucho mayor será eljitter y pérdidas de datagramas. 
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Fig. 4.14.21 Resultados al medir Throughput como servidor. 
PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz sl/3 de Rl. 
• Captura de paquetes ICMP. 
file ,(<frt ~ j¡o &.pe... !Niy:< ilrt;,tia Ttl<phor.¡ !oc!< !n«r.><fs l!dp 
o e:, ~ • é • , "': x a ·, • • 41 • !. ~~w. e. e. a e 11 ~ s $;. ~ 
Filttr. ú¡>itt&ÓOO- o- ~~, s..~ 
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Z6T 127.0ZU9519Z.l6S, 3. 2 192.168.1.2 ICI'P . 
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.., .. ~ '" ... ~ ~., ..... " ... .,., . ~- . ' . .,..., .......... ., .. .,. .. ,..,.."" .. 
- ..... 266: 1167 bytn on wire (9336 bits), 1167 bytn ca¡nurotl (9336 bits) ,on lntorfaco O 
mtorface id: o 
Encapsulatton t)opt: Hh!rnot <n~ ..... !llll'l!l!l!l!ll"!!!!!!"!!"'!!!'!"'"'!!!!!'!i~ 
Arrival Ti~: sep 20. 2014 12:Ss!M 9i69fl800 ttar- en. P.aClhco. Suda~rica 
(Ti .. shtft fO< this pod:ot: 0.000000000 seconds] 
tpoch Ti .. : 1411235922. 7t6912000 soconds 
(Ti,.. d!lta rr.,. prevlous capture<! fr•De: o. 9~3131000 soconds] 
[TilO! d!lt• froa prevlovs dlsplayed rr ... : 0.953133000 secondo] 
[Ti .. si neo rofor•nc• or ftrst rn .. : 126, 959S01000 soconds] 
Frau Nuriler: 266 
., ... Length: 1167 bytos (93!6 bits) 
capturo Longth: 1167 bytes (93!6 bits) 
[Fr- ts ""rl;ed: ••lseJ 
[~r- ts ignorotl: ralst] 
[Protocols in fr•..,: oth:tp:icql:dlU] 
[colorlng Rulo NalOI!: tCI'P] 
[COIO<ing Rulo Strlng: ic"') 11 le~] ;"!llllll..liP."!'IIIII'!ti! ... I!!'!'!""!!!'!!~II!P.'!. 
• nhl't'net n. src: cc:02:13:2c:OO:Io (cc:oú'Adc:&:ld). on: u:oi:M:eo:oo:oo (cc:Os:OS:.O:OO:OO) 
• JnttrMt Protocol Version 4, src: 192.168,1,2 (192.168.1.2), Ost: 192,168.3.2 (192.168.3,2) 
• Intctrmt com:rol Mosu.go Protocol 
!t~.,.>t~f>U"iU,Io LL t• .. u:U \1 wpty IH r.,J7} 
seq•37SI30<65, ttl-62 (re~uen in 258) 
seq•37613o;z¡, tt1•126 (reply in 1.~) 
seq•l76tl0721. ttl-62 (req\l<st in 261) 
.seq•377 /l097i, ttl•126 (reply in 265) 




Fig. 4.14.22 Captura de paquetes ICMP con Wireshark. 
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fi• [di! l(..., Go 'IPI"" !.,.!yz< ~;es T•~l lools !nt"""' li.-, 
o ® • • l! C"1 ,.. X 2 ", • e> _, '1' ~ ~J:J: 0. 0. e. El li ~ B ~ D 
!C~P requ~s~ 
• ~·- 261: 1167 bytes on >riro (9336 bits), 1167 bytes capture<! (9336 bits) on Interface o 
.• Ethernet u, src: cc:02:U:2c:00:10 (cc:02:13:2c:00:10), osr: cc:OS.:OS:eo:oo:oo (cc:05:05:eo:oo:oo) 
:· lnternet Protocol version 4, src: 192.16$.1.2 (192.168.1..2), ost: 192.168.3.2 (192.165.3.2) 
versfon: ' 
Healler length: 20 bytes 
• Olfferentlated services Ffeld: oxoo (OSCP oxoo: oefault; ·EcN: oxoo: Not-ECT (I<Ot ECN-capable Transport)) 
Total length: 1153 
Identfficatlon: Ox30SS (12424) 
• flags: oxoo 
~rag10ent offset: O 
Ti,.. to live: 126 
Protocol: ICMP (1) 
Header checksUII: OxS29f [correct] 
sour<e: 192.168.1.2 (192.166.1.2) 
O..Stfnotlon: 192.168.3.2 (192.168.3.2) 
[Sourco GeoiP: unknoorn] 
[oestlnatlon GeoiP: unl:nown] 
- Internet com:rol llesnge ·Protocol 
TYIJe: S (ECho (pfng) requost) 
code: o 
ChecksutO: OxSfS• [corre<t] 
Identifler (6E): 1 (Ox0001) 
Ident ifler (U): 256 (Ox0100) 
sequonce nuoober (BE): 376 (OX017S) 
sequence nwober (LE): 30nl (Ox7S01) 
rsespome fr•l!'l!: 2621 
~ oata (1125 bytes) 
Fig. 4.14.23 Información detallada del origen y destino de paquetes. 
• Protocolo de enrutamiento EIGRP: 
fol< [dt y;... Go ~_. 6-ool).,. ~,.Js!K> ldop"""z Iools !t<"""' !!<11> 
o <;.' • • .é G !" X ta .. , • e> liD '1' ~ n~~ 0. El. e_ Ei i1 m r3 ~; ~ 
F.l:tr. 
No. Timt Soutce 
.tltll l~.e..OYf.lOO J.Y4!' • .tOO.J. • .l' 
25~ 122.959795192.168.3.2 
258 1H.9l2920192.165.1.2 
259 123.959795 192.168. 3. 2 
WMDNM@M§M4·''' 
261 124. 92Si41192.16S.1. 2 
262 124.975415192.166.3.2 
264 125. 94"171192.168.1. 2 
265 126.006665 192.168.1. 2 















~-a... "WT s..~ 
Pro!ocd t~l ~~IU \.PUtyJ f .n¡un'-'"""' IO'P 1167 Echo (plng) reply 
ICYP 1167 Echo (plng) request 
lcYP 1167 Echo (plng) roply 
&' e;aen 
to:P 116; Echo (ping) r•quest 
IC"'P 1167 tcho (ping) roply 
I<"P 1167 Echo 1 ng) r equest 
lcYP 1167 Hho (ping) roply 
!C!o'P 1167 Echo (plng) requen 
!CliP 1167 tcho (ping) roply 
lC/'P 1167 Echo (ptng) r(>(Juest 
, Fr...., 261! 74 bytes on wfre (592 bits), 74 bytes captured (S92 btt.s) on lnterf«• o 
H1~VUU.1t ~~SIGfW.tl.nt, liLI-.J..tO t.t WJIIY ffl l:'lr} 
ld.OX0001, seq-374/30209, ttl•62 (request In 256) 
ido0x0001, SOQ•375/3046S, ttl•126 (reply In 259) 
ldoOXOOOl, seqa3~5/30J65. ttl-62 (request in lSS) 
ic!o0x0001. seq•li6ll0721, tt1•126 (reply In 262) 
ld.OX0001. seq-376/30721, tt1·62 (roquest in 261) 
idoOx0001, seq•li:"/309i7, 
ld.OXOOOI. s•q-377/30977, tt 1-62 (request in 26S) 
ld..OXOOOI, seq-378/31233, ttl•126 (reply In 267) 
ldo0x0001, seq-37~/31233, ttl-62 (roqu~st In 265) 
fd.OX0001. seq-379,(31<59, ttl-126 (r¡ply In 269) 
• ~thornet u, src: cc:02:H:U:00:10 (cc:02:13:2c:00:10), ost: IPV4110C0st_oo:oo:oa (01 :OO:Se:oo:oo:Oo) 
·-·Internet l>rotocol v•rofon 4, Stc: 192.16!.10.; (l92.168.10.S}, ost: 224.o.o:1o (224.0.0.10) 
vtrsion: 4 " - - - -
Ke•der 1 ength: 20 bytes 
• olfftrentiated servfces ~leld: OXcO (OSCP OxJO: Class SElector 6: ECN: OxOO: Not-ECT (Not ECN-<apable Transport)) 
Total Lenqth: 60 
Tdontlficotlon: OxOOOO (O) 
• Flags: oxoo 
~rag110nt offset: o 
.. ·t1Jit to 1 ivt: 2 
Pl'OtOCOl: UGRP (SS) 
:.: Keader checkSIHI: OxOcfl [correct] 
sourco: 192.168.10.5 (192.166.10.5) 
oestlnatlon: 224.0.0.10 (224.0.0.10) 
(SOUI'<O G<!OIP: un!:,_-,] 
[oestlnotion G<!OIP: urimown) 
• Cfsco U~P 
Fig. 4.14.24 Captura del protocolo de enrutamiento EIGRP con wireshark. 
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- •. , •..,' ~ t ,í_ • ' ~~ , ~ "' X 
'. 
26112<.9255<1192.165.1.2 IC>:P 'li67-~cho (ping) request· id..OxOOOl, seq•376/30,21, tt1•126 '{r~ply ·;o 262) ·<" 
'.62124.97S4!519Z.168.3.1. rCNP 1:161 F.cho (ping) -reply 'fd-Ox0001; seq•l76/~07U-,· n1•62 (request in 261) 
~4H•WJP:r&•iw•n '"V' W'A'I· 
~!F~i~ -~~;.:¡~--b;i.~i ~:~~1r~ ""(s92irl~~);-;¿~~t,~~s-~aPtu~ed ... (!i9i~~¡i-i~i*i:t~n i:ñi~faée-~-.... ~ .. ·.-:-.:._;;.;~~~ ~~.:::...:.:·.----: .. --·-~·-.-..... :.;.;..:. . ......::.._..:..·......,,:;_".:~-- ... ._ ~ ·-""·------
trnhornet n._sré: cc:os:o>:eo:oo:oo (cc:o~:o~:eo:oo:oo),_-ost: lP\141KaSt_oo:oo:oa (Ol:OO:Se:ooroo:oa) .-:-- __ ·_;· .• . .,-_ :· .,, 
~~~~1"}~~0!o~:v~r~sion:a;:ill'IT9.<"'6K:í0:o;-<W~6~~;-~)-';l>S_s:_J<p~n?22~~~?·o~~Q)-~,: : , ... ~ _,:: 
version: 2 
ópcode: Mello (5} 
checksum: 0Mee6S (correctJ 
ill ~ 1 ags: oxOooooooo 
sequenc~: O 
Ad;t10l'lledge: o 
virtual ROllter ID: o (Address4aroily) 
a=~=-:~~ system: lOO <01111~--------­








MOld Ti~>e: H 
e sofn:are version: EIGRP•12 .. 4~ TLV•1.2 
rype: softwar.e version (OxOOO<l) 
Length: 8 
EIGRP Release: 12.~ 
EIGRP nv version: 1. 2 
Fig. 4.14.25 Información detallada del protocolo EIGRP. 
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LABORATORIO 4.15: ASA FIREW ALL 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet. 
• Configurar ASA Firewall. 
• Configurar ASDM. 
• Enrutamiento estático y por defecto. 
• Probar la conectividad. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 40.0.0.0/8 entre Rl-ASA, 50.0.0.0/16 entre 
ASA-R2, 41.0.0.0/8 entre Rl-R4, 42.0.0.0/8 entre Rl-R3, además teniendo los siguientes 
requisitos: 
LAN R3: 192.168.1.0/24 
LAN R4: 192.168.1.0/24 
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\ 10.0.0.0/24 1 
\ SW4 2 l=80 / 
' ~ / ' ~-~ / 
'----------~~;------------
40.0.0.0/8 ~ 50.0.0.0/16 
...___, ro¡o 90 , , gl 








TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gatewaypor 
Sub red defecto 
R1 f0/0 40.0.0.2 255.0.0.0 No aplicable 
fl/0 42.0.0.1 255.0.0.0 No aplicable 
f2/0 41.0.0.1 255.0.0.0 No aplicable 
R2 f0/0 50.0.0.2 255.255.0.0 No aplicable 
R3 f0/0 42.0.0.2 255.0.0.0 No aplicable 
fl/0 192.168.1.1 255.255.255.0 No aplicable 
R4 f0/0 41.0.0.2 255.0.0.0 No aplicable 
fl/0 192.168.2.1 255.255.255.0 No aplicable 
C1 VPCS 192.168.1.2 255.255.255.0 192.168.1.1 
C2 VPCS 192.168.2.2 255.255.255.0 192.168.2.1 
C3 BUCLE 10.0.0.3 255.255.255.0 10.0.0.1 
INVERTIDO 
Tabla 4.15.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al router. 
Router( config)#banner motd 0/o Solo acceso a personal autorizado 0/o (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y final del mensaje. 
PASO 4: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
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Router( config)# enable secret XXXXX (Escribir contraseña deseada) 
Router( config)# Une vty O 4 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line con so le vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# line console O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line console vty O 4 
Router(config)# exec-timeout 10 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES FASTETHERNET. 
R1: 
Rl ( config)# inteñace fasEthernet 0/0 
Rl(config-if)# description conexiona ASA_FIREW ALL 
Rl(config-if)# ip address 40.0.0.2 255.0.0.0 
Rl(config-if)# no shutdown 
Rl(config-if)# exit 
Rl ( config)# inteñace fasEthernet 1/0 
Rl ( config-if)# description conexion a R3 
Rl(config-if)# ip address 42.0.0.1 255.0.0.0 
Rl ( config-if)# no shutdown 
Rl(config-if)# exit 
Rl(config)# inteñace fasEthemet 2/0 
Rl(config-if)# description conexiona R4 
Rl(config-if)# ip address 41.0.0.1 255.0.0.0 
Rl ( config-if)# no shutdown 
Rl ( config-if)# exit 
NOTA: Seguir los mismos pasos para las demás routers con sus respectivos parámetros. 
TAREA 4: CONFIGURAR ASA FIREW ALL. 
ASAl(config)# inteñace gigabitEthernet O 
ASAI(config-if)# ip address 40.0.0.1 255.0.0.0 
ASAl(config-if)# no shutdown 




ASA 1 ( config)# interface gigabitEthernet 1 
ASA1(config-if)# ip address 50.0.0.1255.255.0.0 




ASA1(config)# interface gigabitEthernet 2 
ASA1(config-if)# ip address 10.0.0.1 255.255.255.0 
ASAl(config-if)# no shutdown 
ASA 1 ( config-if)# nameif DMZ 
ASA1(config-if)# security-leve180 
ASA1(config-if)# exit 
TAREA 5: CONFIGURAR CISCO ADAPTIVE SECURITY MANAGER 
(ASDM). 
PASO 1: Descargar el software Tftpd32, ejecutar y seleccionar en Server interfaces la 
red de bucle invertido, la cual está configurada con la IP 10.0.0.3 255.255.255.0 GW: 
10.0.0.1 
PASO 2: Configurar en ASA los siguientes pasos: 
ASA 1 # copy tftp flash: 
Address or name ofremote host []? 10.0.0.3 
Source filename host [ ] ? asdm-712.bin 
Destination filename [asdm-712.bin]? Presionar Enter 
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Empezará a cargar, tal como se muestra en la siguiente figura: 
Fig. 4.15.2 Cargando Tftp 
Luego: 
ASAI# configure terminal 
ASAI(config)# asdm image flash: asdm-712.bin 
ASAI(config)# bttp server enable 
ASAI(config)# bttp 10.0.0.0 255.255.255.0 DMZ 
ASAI(config)# username unprg password cisco privilege 15 
ASAI(config)# exit 
TAREA 6: REALIZAR ENRUTAMIENTO ESTATICO. 
ASA1: 
ASAI(config)# route INSIDE 41.0.0.0 255.0.0.0 40.0.0.2 
ASAI(config)# route INSIDE 42.0.0.0 255.0.0.0 40.0.0.2 
ASAI(config)# route INSIDE 192.168.1.0 255.255.255.0 40.0.0.2 




Rl(config)# ip route 0.0.0.0 0.0.0.0 40.0.0.1 
Rl(config)# ip route 192.168.1.0 255.255.255.0 42.0.02 
Rl(config)# ip route 192.168.2.0 255.255.255.0 41.0.02 
R2: 
R2( config)# ip route 0.0.0.0 0.0.0.0 50.0.0.1 
NOTA: Seguir los mismos pasos para las demás routers con sus respectivos parámetros. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
VPCS 
Virt'Ja! PC Sin.:lator fo: Dy1anips(GNS3 
Fig. 4.15.3 Configuración de IP para VPCS. 
BUCLE INVERTIDO 
;;-c¡:;:edades i>ctccc'c de J1te-·1et ve-sió·1 L ~TCP/IPv_ >2 
General 
Puede hacer Que la configuración IP se asigne automátlcamente si la 
red es compatible con esta fundonal;dad. De lo contrario, deberá 
consultar con ~ administrador de red cuál es la configuraCión IP 
apropiada. 
()Obtener una dirección IP automáticamente 
í!i Usar la siguiente dirección IP: 
Dirección IP: 
Máscara de subred: 
Puerta de enlace predeterminada: 
r·----·- ---- r 
L 10. o_. o_,. __ 3_ 
~m _.m_. ~55~-= 
¡ io:o-:-. --o·-:- il 
Obtener la drecdón del servidor DNS automátiCamente 
(~)Usar las siguientes direcciones de servidor ONS: 
serVidor ONS preferido: ¡-· -------_1 . . . 
1..... •... -
SerW!or ONS alternatiVo: L=-:=-~:-~.J 
O Validar configuración al salt -·- --- -· Opciones avanzadas ••• 
-- - ... -- . ~-
- t:l ~ 
Fig. 4.15.4 Configuración de IP para BUCLE INVERTIDO. 
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TAREA 7: VERIFICAR FUNCIONAMIENTO DE ASA FIREWALL. 
PASO 1: La configuración realizada anteriormente, no permite que se realice ping entre 
los routers de la INDISE hacia la OUTSIDE y en viceversa, como se observan en las 
imágenes: 
Fig. 4.15.5 Prueba de conectividad a R2. 
R2 - o ~ 
R2t~tlne~ 40.0.0.2 1 
Try~no ~0.0.0.2 ... 
\ Connec~1on tLmed out; r~~ce ho5t not reepondLnq 
R2fl 
Fig. 4.15.6 Prueba de conectividad a R1. 
Pero si permite que cualquier router de la INSIDE puede conectarse a un router de la 
OUTSIDE mediante telnet, y la vez no permite que cualquier router de la OUTSIDE 
pueda conectarse por telnet a cualquier router INSIDE debido a que tiene seguridad de 
100, como se observan en las imágenes: 
R1 - o ~ 
Fig. 4.15.7 Prueba de telnet a R2. 
Fig. 4.15.8 Prueba de telnet a Rl. 
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Para poder realizar ping entre la red INSIDE hacia la OUTSIDE o viceversa, se deben 
crear ACL, siguiendo los siguientes pasos: 
ASAl #configure terminal 
ASAl(con:fig)# access-list unprg permit icmp any any 
ASAl(config)# access-group unprg in interface OUTSIDE 
Fig. 4.15.9 Prueba de conectividad a R2. 
Fig. 4.15.10 Prueba de conectividad a R1. 
Ahora solo permitiremos que la red INSIDE pueda hacer ping a la OUTSIDE: 
ASAl # configure terminal 
ASAl(con:fig)# no access-list unprg permit icmp any any 
ASAl(con:fig)# access-list unprg permit icmp any any echo-reply 
ASAl(config)# access-group unprg in interface OUTSIDE 
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Podremos observar las imágenes, los resultados: 
Fig. 4.15.11 Prueba de conectividad a R2. 
Fig. 4.15.12 Prueba de conectividad a R1. 
PASO 2: Acceder al ASDM, mediante un navegador escribiendo la siguiente dirección: 
https://10.0.0.1 
o ' e G Error dE certifitado: Novego ... 
@ Existe un problema con el certificado de seguridad de este sitio web. 
El certificado de seguridad de este sitio web no fue emitido por una entidad de certificación de confianza. 
los problemas con los certificados de seguridad pueden indicar un intento de engañarle o de interceptar 
cualquier dalo enviado al servidor. 
le recomendamos que cierre esta página wob y no vaya a este sitio web. 
~· Haga clic aqur para cerrar esta página web. 
~ Vaya a este sitio web (no recomendado). 
8 Más información 
Fig. 4.15.13 Acceder al ASDM. 
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Luego clic en Vaya a este sitio web (no recomendado) 
r;· " C (jJ fuer dt! certificado: Neve.gl! ... 
@ Existe un problema con el certificado de seguridad de este sitio web. 
El certificado de seguridad de este sitio web no fue emitido por una entidad de certifie<~ción de confianza. 
los problemas con los certificados de seguñdad pueden indicar un intento de engaf\arle o de interceptar 
cualquier da1o enviado al S@rvidot. 
Le recomendamos ,qu:e cierre esta p¡gJna web y no vaya • estt! sltlo web. 
lb' Haga die aqur para corrar .. ta pAgina web. 
~ vava ª este sitio web (no mcomendado) 
E" Más información 
Fig. 4.15.14 Acceder al ASDM. 
Escribir usuario y clave: 
Cisco ASDM 7.1 (2) 
Cisco ASOM 7 .1(2) provlde!l an lntultlve graphlcal user lnteriace that makes lt easy to set up~ 
configure 3nd manage your Cisco Heurfty apptlancK. 







El servidor 10.0.0.1 esU sot"rcitmdo st1 notnbre dt usuario y ccntnseft,a. El 
sm-idor mt'mma qw H de Authtnticaticn. 
1 un¡ug 
1····~ 
O Recordar mis -crtdend1~ 
m your 




Luego los direccionará a CISCO ASDM-IDM Launcher: 
!!§ Cisco ASDM-IDM Launche~ v1.5(56) 
~ Cisco ASDM-IOM launcher ·•lt·•h· CISCO 
r----------------- -:-r 
Device IP Address /Name: i~.-·.lO_.o_._o._l ___________ ..:_, 
Usemame: junprg 1 
Password: --~ 
O Run in Oemo Mode 
1 OK 1 ! _Cios~ _j 
ltni"I&J 
Fig. 4.15.16 Cisco ASDM-IDM Launcher. 
Nos mostrara el siguiente cuadro, que seleccionaremos Continuar: 
Advertencia de Seguridad 
lDesea continuar? 
La conexión a este sitio web no es de confianza. 
Sitio web: https://10.0.0.1:443 
flota: el certificado no es válido y no se puede utifizar para verificar la identidad de este 
sitio web. 
Más información 
@> Mostrar opdones 
Fig. 4.15.17 Ventana de Advertencia de Seguridad. 
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Finalmente cargara el ASDM: donde podremos supervisar remotamente el dispositivo 
ASA y sin necesidad de tener conocimientos amplios en CLI. 
C scc ASC\A 7. ~e ASA· "(CC. 
File View Toots Wiunh 'Yiindow Hdp 
IC"~ Heme 0~ Conr9n""" [3 _,...:,., Q- (\. ... rr.;, o- \J -d. ? "'". 
• Adé 00<1oto $CAm<ct _ g¡O."""Oosl1boltd ... ~::::........,.;_;,.,~;__-._-_-::_-_-_-_- ---~~=~======~~=======~~~ 
·-u.t ó' ~X ·~- ,- . 
Frd: Go 1 Geno1ol lloo= 
~mm -¡¡, 
1¡1 _.._., - .. 
, ASA-: &4(2) o..laolbüne: OdOhlBm9s 
1 .__, 7.1(1) """"'Typt: ASA 5n1l 
1 
--=- c:or.tot-: Sloglo To21Ftastt: Z56KII rota!Mer:'lotr, 1024MB 
! ~---_,~-~- ::-:-_-__ -_-__ -~--~-___:-: __ -_-_-_:::----___, ;_-_ .-_-::---- -~---------_-_-_-__ -_--------""""'\ 
ll'oec •O Clemlm SS!. Y!>N: O AnyComtct Clonl: O ~ Conntcli<>m Per S<a>ndu.ooe 
-~t~~~~~-~1· 
OO:US 00:115 OO:t; 00:19 00:1 





. __.._._ -- - -- ~--~--·---
CI'UU<ooe(potoonj) 
EJ~L--····--~--J 10'7~- --
ú~.J~l···•••n••u••n• ••u •••• •••••1: 
~ 
il ~~-~---- ·-----
Fig. 4.15.18 Ventana ASDM. 
TAREA 7: PROBAR CONECTIVIDAD 
PASO 1: Probar conectividad entre los host de la red INSIDE hacia la red OUTSIDE: 
Vi1:~al PC Simulatc• fcr Dy'1amips/GNS3 
Fig. 4.15.19 Prueba de conectividad de Cl a R2. 
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Virtual PC Simulator fcr Dynamips/GN$3 
Fig. 4.15.20 Prueba de conectividad de C2 a R2. 
PASO 2: Hacer ping desde la red OUTSIDE hacia un host de la red IN S ID E, la 
respuesta debe ser nula: 




LABORATORIO 4.16: REDISTRIBUCION DE PROTOCOLOS 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthernet. 
• Configurar los protocolos: OSPF, EIGRP y RIPV2. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 1 0.0.0.0/8 para obtener el direccionamiento 
IP usando VLSM para las interfaces seriales, la dirección 172.16.0.0/30 entre R1-R2, 
170.20.0.0/30 entre R4-R5, 170.20.0.4/30 entre R5-R6 y además teniendo los siguientes 
requisitos: 
LAN Rl: 192.168.1.0/24 
LAN R2: 192.168.2.0/24 
LAN R6: 192.168.3.0/24 
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170.20.0.4/30 192.16~.3.0/24 _,// ..... ..... 
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Fig. 4.16.1 Red Virtual en GNS3 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 
Dispositivo Inteñaz Dirección IP Mascara de Gateway por 
Subred defecto 
R1 fl/0 172.16.0.2 255.255.255.252 No aplicable 
fl/0 192.168.1.1 255.255.255.0 No aplicable 
R2 sO/O 10.0.0.9 255.255.255.252 No aplicable 
s0/1 10.0.0.1 255.255.255.252 No aplicable 
fl/0 172.16.0.1 255.255.255.0 No aplicable 
R3 sO/O 10.0.0.2 255.255.255.252 No aplicable 
s0/1 10.0.0.5 255.255.255.252 No aplicable 
fl/0 192.168.2.1 255.255.255.0 No aplicable 
R4 sO/O 10.0.0.10 255.255.255.252 No aplicable 
s0/1 10.0.0.6 255.255.255.252 No aplicable 
fl/0 170.20.0.1 255.255.255.252 No aplicable 
R5 fl/0 170.20.0.2 255.255.255.252 No aplicable 
fl/0 170.20.0.5 255.255.255.252 No aplicable 
R6 fl/0 170.20.0.6 255.255.255.252 No aplicable 
fl/0 192.168.3.1 255.255.255.0 No aplicable 
C1 BUCLE 192.168.2.2 255.255.255.0 192.168.2.1 
INVERTIDO 
C2 VPCS 192.168.2.3 255.255.255.0 192.168.2.1 
C3 VPCS 192.168.1.2 255.255.255.0 192.168.1.1 
C4 NIC 192.168.1.3 255.255.255.0 192.168.1.1 
C6 VPCS 192.168.3.2 255.255.255.0 192.168.3.1 
Tabla 4.16.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#bostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al router. 
Router( config)#banner motd 0/o Solo acceso a personal autorizado 0/o (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y fmal del mensaje. 
PASO 4: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router(config-line)# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
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Router(config)# enable secret XXXXX (Escribir contraseña deseada) 
Router( config)# Une vty O 4 
Router(config-line)# password XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line console vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de lO minutos. 
Router( config)# line console O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# Une console vty O 4 
Router(config)# exec-timeout lO 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
TAREA 4: CONFIGURAR PROTOCOLOS DE ENRUTAMIENTO. 
R1: 
Rl(config)# router eigrp 100 
Rl(config-router)# network 172.16.0.0 
Rl(config-router)# network 192.168.1.0 
Rl ( config-router)# no auto-sumary 
Rl(config-router)# exit 
R2: 
R2( config)# ro u ter ospf 1 
R2(config-router)# network 10.0.0.0 0.0.0.3 area O 
R2(config-router)# network 10.0.0.8 0.0.0.3 area O 
R2(config-router)# exit 
R2( config-)# router eigrp 100 
R2( config-router)# network 172.16.0.0 
R3: 
R3( config)# router ospf 1 
R3(config-router)# network 10.0.0.0 0.0.0.3 area O 
R3(config-router)# network 10.0.0.4 0.0.0.3 area O 




R4(config)# router ospf 1 
R4(config-router)# network 10.0.0.4 0.0.0.3 area O 
R4(config-router)# network 10.0.0.8 0.0.0.3 area O 
R4(config-router)# exit 
R4(config)# router rip 
R4(config-router)# version 2 
R4( config-router)# network 170.20.0.0 
R4(config-router)# no auto-sumary 
R4(config-router)# exit 
R5: 
R5( config)# ro u ter rip 
RS( config)# version 2 
RS(config-router)# network 170.20.0.0 
RS(config-router)# network 170.20.0.4 
R5( config-router)# no auto-sumary 
R5( config-router )# exit 
R6: 
R6( config)# ro u ter rip 
R6( config)# version 2 
R6( config-router)# network 170.20.0.4 
R6(config-router)# network 192.168.3.0 
R6(config-router)# no auto-sumary 




TAREA 5: CONFIGURAR PROTOCOLOS DE REDISTRIBUCION. 
Se deben configurar los Routers R2 y R4 ya que harán la redistribución de protocolos. 
R2: 
R2(config)# router eigrp 100 
R2(config-router)# redistribute ospf 1 metric 1000 100 255 11500 
R2( config-router )# exit 
R2( config)# ro u ter ospf 1 
R2(config-router)# redistribute eigrp 100 subnets 
R2( config-router )# exit 
R4: 
R 4( config)# router ospf 1 
R4(config-router)# redistribute rip subnets 
R4(config-router)# exit 
R4( config)# ro u ter rip 
R4(config-router)# version 2 




TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
VPCS 
Virtual PC Sirn~liator for Dynarnips/GNS3 
Fig. 4.16.2 Configuración de IP para VPCS. 
BUCLE INVERTIDO 
Propiedades: Protocolo de l'1ternet ve .. sié'1 L (TCF/IPv... ~ 
General · 
. l . - --. -- -
Puede hacer .que la configuradón !P se asigne automáticamente sí la 
red es compatible con esta fundonalidad. De lo contrario, deberá 
consultar con el administrador de red w-'1 es la configuradón !P 
apropiada. 
()Obtener una a:recdón IP automáticamente 
t!; Usar la siguiente direcdón IP: 
Direcdón IP: r192~~ 
L_. -- -- .-,....-...,--' 
Máscara de Sllbred: ; 255·-:-2ss ~:~isS- .'0) 
'-
Puerta de enlace predeterminada: 
r---------. 
: 192 • 168 • 2 ' 1 : 
ObtEner la d:recdón del servidor DNS automáticamente 
t!l Usar las siguientes direcdones de servidor ONS: 
Servidor ONS preferido: ~n ----1 
Servidor DNS alternativo: í_-~·-=·._---~--] 
O Vafidar configuradón a1 salir • • • -.. -- - - 1 Opciones avarl!a~s~-: J 
; 
Fig. 4.16.3 Configuración de IP para BUCLE INVERTIDO. 




TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar configuraciones. 
R4#show ip route 
Muestra el contenido de la tabla de enrutamiento IP. 
Fig. 4.16.4 Tabla de enrutamiento de R4. 
Se muestra dos rutas con la etiqueta de E2, las cuales son rutas importas por otros 
protocolos; en OSPF la ruta de tipo E2 es por defecto, la cual se puede cambiar también 
a una de tipo E l. 
Ruta externa tipo 1 (El): las métricas son sumadas al costo de enlace interno 
Ruta externa tipo 2 (E2): No añaden ningún costo interno a la métrica. 
R4#show ip ospf border-routers 
Nos muestra cuales son los routers ASBR (Router de sistema autónomo) 
Fig. 4.16.5 Tabla ip ospf border-routers de R3. 
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R5#show ip route 
F:5 fJ f3 
r=:~~~ ~~~-~~~-----~ ~~::-~l!lo--_-m-~-m-ll_w_,~l>l-_ ---~--.-_-!l_fl_c;,¡_"~lll--_-~-!!l.ffll-. --.-~-----------------------~-~ro; 
!!) ~ ~" IJIJ;i ~ ¡;~r~ ~92'5lli>~" @ ~ ~-, ll& ~ ~j ~ a~ 
1 ~~¿¡ru¡:;~ea..~~i!.~;.!.,~~~~~l!l~~ 
L
!!.ll ~·~-~ \!,~ '1, IYJ.~~~ l<wJBtl . 
~ -~ ~~ i!ID ~ 3§ -m;J 9'fiilli''.-.\l'o lill - ~~~ ~~fl, !MI - ~,!li1l J.<~i!,~i2 
00} " ¡]'.,;) ru1l ~,! ¡!)._~ O ~- ~~ ~cllilo!l\!,Q I!J ~ iJJffi oi!);l!l!.j' i!JMll;(l~ J!~ 
@ ~ ~Wlo ~ ~ IJL"'J>~)(j¡ ~~ ~;l,C!! !!®!lllil 
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1\CA!l,:íM),(!),".) ~-¡¡¡ ~~1\!1 ~~ .9'~..mffiL~~-fi!l 
n:-,QJ~,®.I!l '18 ~t;w e~ ~~&;/"@ 
il~J"&,il'-'l.,®,I!J./ml ui!J a>•lmr'"'-<1!:<."'~ il ~2 
C:= ili'&, ft@,·:li o@ ll t!t?'!J.:ljj ~ W>1i!l i! WJ,~!) ,lj), ílv i!J:!l&'i.liJ~t;"¡J(i ~_>IDW;IlNJ 
j]/!),@,(!l,iAJ:MJ Ü<'l >J>IñTI...,'$..«!b ~ ~~~ 
m C:= &!J,i!J,,!l,i!J [il<9:!ldll~ \?i.19 il"!.\!!,y-!J,.i!J,a, i!We:Mattil, l:?~ílJ@ 
ffi 0:= TI-®,•!l,i!J,:!J ~!WIWílU Wi'hl!l il'iA!J,á(!J,i!J,íl., @J!Js,~<!l!!.., 191~!1t<'il!lilíl'Ji:JJ,;.NJ 
lli C:= ~.i!l,·;!l,~) IT~íl.D '17!1~ !l'Wl..ru,,!J,il" (il!)~i!l®6íl'ao ~~.J<~&J\í) 
ffi ~,¿!(00l,1\,'M2'<.\ a'Jjl\lli'llD WMl i\1Mlo~orYo:1Q iilil3i!X!l8i~"º" ~~íltl!l 
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Fig. 4.16.6 Tabla de enrutamiento de R5. 
Observamos que sus rutas están enunciadas como si fueran RIPv2, debido a que fueron 
modificadas por R4, el cual se encarga de hacer la redistribución de protocolos. 
Rl #show ip ro u te 
@ f:' - o i:i 
~ ~~-~ ~-..m!."'." --·-·-----,--~--~-----~_--~------------------------; 
:S e·~ ¡;j. ~~ m~-ll'f!al,·r.~- ~-¡;¡·~!!lffi' 
~ "' !i:'Jml.~, ~ -~ , .. ~100.00, ® -~ '~" ~ ~ ~"fro' 'JI.lJ'i<"" ci))<..,t·l 
iniJ ~ @S'i;o' ~ ~lElo~ 'lt.OJ;' 'Jo :a!/ ~ (O:Jru\1 ~:fl, ~-i)l! lf\'WP ti 
!!;';], -~ @.'j}l}' e-:¡,~ \!Cw:>' ':J, li't! (iJ3jl}' CQJJ!:P.:l'9i'Jl,l1 %'!J}l>l &1 
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l·f? TI,W.Q~~u.~ffi.J&N) u~ -~1~-!,~ly ~~~ ~~~!2f',t.~ 
~ iiltJ jj{>Q,Jl<llilo&'oWJJNJ IT'&'Mld~1l·~lij ""~e¿} ~'71&o~~j,I,!Lllu ®lJS~Bi)é, !?~»!!>O:iW.~3ji~ 
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-" .. -------- -~- -·---~ ~ 
Fig. 4.16.7 Tabla de enrutamiento de Rl. 
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De igual manera podemos observar en Rl que las rutas están enunciadas como EIGRP 
de tipo EX (externa!) 
PASO 2: Utilice el comando ping para probar la conectividad entre los routers que 
no están directamente conectados y también la conectividad entre host. 
PING ENTRE ROUTERS 
Fig. 4.16.8 Prueba de conectividad entre routers. 
PING ENTRE HOST 
VirtJal PC Simulator for Dynamips/GNS3 
Fig. 4.16.9 Prueba de conectividad entre host. 
NOTA: Realizar las pruebas faltantes. 
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TAREA 7: ANALISIS DEL TRAFICO DE PAQUETES 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C2 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
C:\ Wi rtdows\system 32\c md.exe - C! f.'3 
c,,)ping 192.160.1.3 ·l 1510 - n 100 11 
Fig. 4.16.10 Prueba de conectividad entre host. 
En la Figura 4.16.1 O se puede observar el envío de 100 ping con una trama de 1518 
hacia la dirección 192.168.1.3 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 80 85 79 82 89 80 79 82 79 83 81.8 
(ms) 
Tiempo Máximo 111 93 97 98 94 98 95 89 97 99 97.1 
(ms) 
Tiempo Promedio 87 87 90 85 91 87 88 85 89 87 87.6 
(ms) 




Tamaño de Trama Sl2 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 Nos N°9 N°10 Promedio 
Tiempo Mínimo SS 6S S7 SS S4 SS SS S6 S3 S2 S3 
(ms) 
Tiempo Máximo 119 9S 9S 96 9S 9S 9S 117 96 100 100.9 
(ms) 
Tiempo Promedio 92 S7 90 S9 S9 SS S9 90 90 SS S9.2 
(ms) 
Tabla 4.16.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1S1S 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N° 10 Promedio 
Tiempo Mínimo 83 SS S7 SS S1 SS S4 S3 S4 SS SS.1 
(ms) 
Tiempo Máximo 99 99 100 96 9S 9S 99 100 9S 100 10S 
(ms) 
Tiempo Promedio S7 93 S9 91 94 91 92 92 90 SS 91.6 
(ms) 
Tabla 4.16.4 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 S12 1S1S 
Tiempo Mínimo (ms) Sl.S S3 SS.1 
Tiempo Máximo (ms) 97.1 100.9 10S 
Tiempo Promedio (ms) S7.6 S9.2 91.6 
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Fig. 4.16.11 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul}, máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 91.6 ms a diferencia de una trama de 
64 bytes con 87.6 ms. 
PASO 2: Medición del Throughput 
Para la medición del Throughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 
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11 .. 1 
2~0- ;s.o l!'ee ;s.6 lmyt.el!l 603 r.bite/see o.oo1 Ir.!! 0/ 67 (O') 
s.o- 4..(i eec 72.5 l:aYt;es S9t Kbi~e/~ec 0.002 M O/ 66 (0') 
t.o- s.o :!ec 73.6 !t!r\~es 603 ltbit.~/~ec 0.002 Wl 01 67 (Ot) 
5.0- 6.0 41'!C 1'3.E KByte:~ 1503 !Q:)1u/.eec 0.001 JU 0/ E7 10\1 
E.o- 7.0 .sec 72.5 !:8~es 594 Fl::it:~/aec 0.001 tt'.:l O/ •• (0\-) 
i,O- e.o sec 73.6 1'3lo-te:!- 60S T.biu/sec 0.001 n:.s 0/ 67 (Ot) 
e.o- 9.c :see 73.6 r.Byt.e~ 603 Rbit:!/e-ec 0.001 z:, 0/ 67 , .. , 
o. 0-10. G :sec 733 XByt.es EOO Kbit:e/eec 1.029 u O/ En CO') 
,; ·--··--------~------------.J 
Fig. 4.16.12 Gráfica de Bandwidth y Jitter. 
bin/iperf.exe -s -u -P O -i 1 -p 5001 -l lí25.0B -f k 
Server li~tening on UDP port 5001 
Receiving 1125 byte datagrams 
UDP bu.f:fer size: 64.0 KByte (de.fault} 
OpenSCManager failed - Acceso denegado. ,(Ox5) 
[144] local 192.166.1.3 port 5001 corto"lected with 192.168.2.2 port 62334 
[ IDj Interval Tzansfer Bandwidth Jitter Lost/Total Datagrams 
[144) o.o- l. O sec 73.6 KBytes 603 Kbits/sec 0.001 ms 1546661425/ 67 (2.3e+009%) 
[1441 1.0- 2.0 sec 73.6 KBytes 603 Kbits/sec 0.002 ms 0/ 67 (0%) 
[144] 2.0- 3.0 sec 73.6 Kayte:s 603 Kbit:s/:sec 0.001 m:s 0/ 67 (0%) 
[144) 3.0- 4.0 sec 72.5 KBytes 594 Kbits/sec 0.002 ms 0/ 66 (0%) 
[144] 4.0- 5.0 sec 73.6 KBytes 603 Kbits/sec 0.002 ms 0/ 67 (0%) 
(144] 5.0- 6.0 sec 73.6 KBytes 603 Kbits/:sec 0.001 ms 0/ 67 (0%} 
{l'J4j 6.0- 7.0 sec 72.5 KBytes 59'.1 Kbits/sec 0.001 ms 0/ 66 (0%) 
[14'.1} 7.0- e.o sec 73.6 KBytes 603 Kbits/sec 0.001 ms O/ 67 (0%) 
[14'.1] 8.0- 9.0 se e 73.6 KBytes 603 Kbits/sec 0.001 ms 0/ 67 (0%) 
[144] 0.0-10.0 sec 733 KBytes 600 Kbits/sec 1.029 ms 0/ 667 (0%) 




Configuración del Jperf como cliente con UDP Bandwidth de 600 Kbps y UDP Packet 
Size de 1125 Bytes. 
·~.~~ 192.168.1.3'(.1~ 1~ 1"PS001.41125.~-fk-b600.0K..f: 10-Tt 
5,oot··: 
RI!!)OI'tinU!rval 1: ~c::onds 
T"""' Mode 0 Ouol 0 Tl'ode 
Tr;r;nsportlayer Dpttorts 
2 : ~~~ 
56 : r.E-¡tes 
¡ : IG';~ 
600: ~fsec:. V 
O lD' 6u1fet sae 41 : '"'z 




Fig. 4.16.14 Resultados del Jperf como Cliente al medir Throughput. 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx_(Mbps)_ 0.6 0.6 0.6 
Velocidad de Rx (Mbps) 0.6 0.6 0.6 
Tramas Transmitidas 1000 667 501 
Tramas Recibidas 1000 667 501 
Tramas Perdidas O (OOJc,) O (Oo/o) 0(0%) 
Tramas Recibidas (pps)_ 100 66.7 50.1 




Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.4 0.6 1 
Velocidad de Rx (Mbps) 0.4 0.6 1 
Tramas Transmitidas 341 511 851 
Tramas Recibidas 341 511 851 
Tramas Perdidas O (Oo/o) O (Oo/o) O (Oo/o) 
Tramas Recibidas (pps) 34.1 51.1 85.1 
Tabla 4.16.7 Datos obtenidos de Throughput para una longitud de trama de 1470 
bytes. 
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Fig. 4.16.16 PPS vs. Velocidad 
En la figura 4.16.1 S, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 0.6 Mbps, en la gráfica se puede observar claramente que 
al enviar una trama de 750 bytes se envía 1000 pps, con una trama de 1125 se envía 667 




Mientras en la figura 4.16.16, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 14 70 bytes los cuales han utilizado una velocidad de Tx 
variada de: 0.4 Mbps, 0.6 Mbps y 1 Mbps, sin que se produzcan perdidas en el envío, 
como los datos que se muestran en la tabla 4.16.7. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
Configuración del Jperf como servidor con UDP Packet Size por defecto. 
Uolenl''" ·,.oo, : Qa.nttm1 , .. 
o EMble Conl>o- Mode 
tf): 
122 KEiy~e:!l 1000 Kbit.s/ecec o.oo• m, Of SS (0~) 
4.0 .. s-.o sec 122 RSyt-~S 1000 KJ:)ie.e/sec 0.001 IC:! Of es (0,) 
12~ KB~es 1000 Rbits/~ec 0-001 tr~ O{ SS (0'} 
L'Oi'~~-:ci;l>¡ l: ~<18,~!~: 
Qu;)PBul're'Size 4t-:_ .~'res 
6.0- 1.0 sec 122 :KBytes 1000 Kbi~~/sec o.oos Jr.S Of SS (O>) 
1.0- e.o .!ee 144 .!':9~"t.es ¡ooo Kbie!'f.!lee o.oo1 !1:3 Of f5 (0.) 
OI.I)PPldetslze t.s-::'1 : eP'!": 
(111:] e.o- 9.0 ::sec 122 ~~e:s 1000 Kbie:~/sec 1.566 ~ O{ es IOt:} 
[lH) 9.0-10.0 eee ~4:2 :K!~ee 1000 Kbiu/eec o.2~e ~ O{ es , .. ) 
![1Hj 0.0-10.0 eec 1222 KB:z'tes 999 l'J)it.e/eec o.zs:z :m.= Of S 51 lO>) 
i r--------- --· - --·---·-·---·----·· 
Fig. 4.16.17 Gráfica de Bandwidth y Jitter. 
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bin/i.perf.e.xe -s -u -P O -i l. -p S001 -f k: 
Server listening on UDP port 5001 
Recei.ving 1~70 byte de.tagrams 
UDP buffer size: 6~.0 KByte (de:fault} 
OpenSCManager :failed - Acceso denegado. (OXS) 
[14~j l. o cal. 192.166.1.3 port 5001 CO!L."l.eCted 1í1ith 192.166.2.2 port 56137 
[ ID} Interval Trans:fer BandlíTidth Jitter Lost/l'otal Datagralt'.s 
(144) 0.0- 1.0 se e 122 KBytes 1000 Kbits/sec 0.001 ms 1S~6661425/ es 
[H4j 1.0- 2.0 se e 122 KBytes 1000 Kbits/sec o.ooe ms 0/ es (0%) 
[144j 2.0- 3.0 .se e 12.2 KBytes 1000 E<bits/sec 0.076 lrilS 0/ es (0%} 
{H4] 3.0- 4.0 se e 122 I<Bytes 1000 Kbits/sec 0.007 ros 0/ es (0%) 
(144] 4.0- s.o se e 122 KBytes 1000 Kbits/sec 0.001 ms O/ es (0%) 
[144] s.o- 6.0 se e 122 KBytes 1000 Kbits/sec 0.001 ms 0/ es (0%) 
[1441] 6.0- 7.0 se e· 122 KBytes 1000 Kbits/sec 0.005 n;s 0/ es (0%) 
(144] 7.0- 8.0 se e 122 KBytes 1000 Kbits/sec 0.001 .ms O/ es (0%} 
[144] 8.0- 9.0 se e 122 KBytes 1000 Kbits/sec 1.S66 ms O/ es (0%) 
[144j 9.0-10.0 se e 122 KBytes 1000 Kbits/sec 0.248 ms O/ es (0%) 
[144] 0.0-10.0 sec 1222 KBytes 999 Kbits/sec 0.232 lTilS O/ 8S1 (0%) 
Fig. 4.16.18 Resultados al medir como servidor. 
En las siguientes Tablas se detalla los valores del Jitter obtenidos una vez realizada 
todas las muestras. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.6 0.6 0.6 
Velocidad de Rx (Mbps) 0.6 0.6 0.6 
Tramas Transmitidas 1000 667 501 
Tramas Recibidas 1000 667 501 
Tramas Perdidas o (0%,) 0(0%) 0 (0°/o) 
Jitter (ms) 0.689 1.029 1.523 
(1.8e+009%} 




Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.4 0.6 1 
Velocidad de Rx (Mbps l 0.4 0.6 1 
Tramas Transmitidas 341 511 851 
Tramas Recibidas 341 511 851 
Tramas Perdidas O (Oo/o) O (0°/o) O (0°/o) 
Jitter (ms) 0.002 0.130 0.232 
Tabla 4.16.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
- o ~ 
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Fig. 4.16.19 Jitter vs. Tamafio de Trama 
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Fig. 4.16.20 Jitter vs. Velocidad 
En la figura 4.16.19 se observa los valores del Jitter obtenidos al enviar diferentes 
tamaños de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 0.6 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 0.689 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de 1.523 ms. 
En la figura 4.16.20, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 1470 bytes utilizando una velocidad de Tx que varía de: 0.4 Mbps, 0.6 Mbps y 1 
Mbps, sin que se pierdan paquetes en la red. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz fl/0 de R4. 
• Captura de paquetes RIPV2. 
file ~di! ~ew l[o !;.tpt\11< An•lyu 1Utistics Teleph""l lools jntomals J:!efp 
o t.) ~ a .1 e-; ,.., ~ e ,._ <> Q o v A ~: 1:c:il: El. e. ~ s 16 ffl o ~ ~ 
No. r~ Sourte Emtinltion 9rotocol lfflgth tnfo 
1 0.000000000 CC!Ol:05:fO:OOcc:Ol:05:fO:OOlOOP 60 Reply 
2 o.t901Z3000 cc:os:OS:90:00cc:o"5:08:90:00LOOP 60 Reply 
3 10.007682000 cc:01:05:fO:OOcc:01:05!fO:OOlOOP 60 Reply 
4 10.2001112000 CC:05:08:90:00cc:05:08:90:00lOOP 60 Reply 
•·•ta··u} fl!· .:.; .... it;.,.;MWri;.,:;-~ d~':, h! :.:; s 7 j 
7 20.015<13000 CC:01:05:fO:OOcc:Ol!05:fo:OOlOOP 60 Reply 
8 20.196544000 cc:05:0S:90:00cc:os:OS:90:00lOOP 60 Reply 
9 30.020099000 cc:01:05:fO:OOcc:Ol:05:f0:00lOOP 60 Reply 
10 30.11021t000 cc:os:os:90:00cc:05:08:90:00UXU, 60 Rop1y 
Fig. 4.16.21 Captura de paquete RIPV2 con Wireshark. 
[4" 
Eh ~di! !{..,. !i,o 
o e Ana -
• Captura de paquetes ICMP. 
!;.lptul< é.mlyu ~lti<tics T ~ lools !nWnals J:!dp 
C"l ~~e r~ <> Q o V A [~.;:U!: El. e.~ El Q!.l. ffl fl S$ ~ 
Y (Jp<ession.. Clw Apl'lY S... 
No. r.me ~e Oestinltion Protocol ltngth tnfo 
J4 104.755691000 cc:OS:08:90:00CDP/VTP/DTP/PACOP 336 Oev1c~ tO: RS POrt IO! ~astEtherrK'tl/0 
35 110.070241000 cc:Ol:05:fO:OOcc:01:05:fO:OOLOOP 60 Reply 
36110.270375000 cc:05:0S:90:00cc:05:08:90:00lOOP 60 Reply 
Mf»if8! .;., ···Mij·fl'S·*~f{A·A·S •l¡,t 1 1!, ., 
38120.076998000 cc:Ol:OS:fO:OOcc:Ol:OS:fO:OOUXW 6(} R~ly 
39120.258113000 cc:05:08:90:00cc:05:08:90:00lOOP 60 Reply 
A ·ihN).• ~J! .. MG·!B·S !-!;8,8·5 'it''JMWi· ·i · ·'· .,.t 
41130.101687000 cc:01:05:fO:OOcc:01:05:fO:OOLOOP 60 Reply 
42130.282812000 cc:os:08:90:oocc:05:08:90:00LOOP 60 Reply 
43 140.108907000 cc:01:os:fO:oocc:01:os:fo:OOlOOP 60 Reply 
( J ~ L'· ~s.~ . ~ ~ ·.,. ·!, • · _e ••. i 1 ., ~ 
45140.158962000 170.20.0.6 192.168.1.3 ICMP 1~ EChO (plng) rQply 
46140.290047000 cc:os:o8:90:oocc:os:os:90:00lOOP 60 Reply 
47 141.221654000 192.168.1. 3 170.20. o. 6 ICMP 106 ~cho (ping) request 
48141.251675000 170.20.0.6 192.168.1.3 ICMP 106 ECho (ping) reply 
49 142. 306374000 192.168.1. l 170.20. O. 6 ICMP 106 Echo (pfng) request 
50142.346400000 170.20.0.6 192.168.1.3 ICMP 106 ~cho (pfng) reply 
Sl 1<!3.488168000 192.168.1.3 170.20.0.6 I~P 106 tcho (ping) request 
52 llJ. 518184000 170.20. O. 6 192.168.1. 3 ICMP 106 ECho (pfng) r•ply 
53 144, 572888000 192.168.1. l 170. 20.0. 6 ICMP 106 ECho (pfng) request 
54144.612919000 170.20.0.6 192.168.1.3 ICMP 1~ Echo (ping) roply 









'• ~rae 44: 1~ bytes on wir< (648 bits), 106 bytes cap-tured (848 bits) on fnterhce O 
•s 
seq-2/512, ttl-61 (reply In 48) 
seq-2/512. ttl•254 (request in 47) 
seq•l/768, ttl-61 (reply in 50) 
seq-3/768, tt1·254 (request In 49) 
seq-4/102d, ttl•61 (r•ply in S2) 
soq-4/1024, ttl•254 (roquost In 51) 
seq-5/1280, ttl-61 (reply In 54) 
s•q-S/1280. ttl-254 (r'!qu•st in 53) 
1 Ethernet II, src: cc:01:05:fO:OO:lO (cc:Ol:05:f0:00:10). ost: cc:05:08:90:00:1o (cc:05:08:90:00:10) 
, Internet Protocol versfon 4, src: 192.168.1.3 (192.168.1.3), ost: 170.20.0.6 (170.20.0.6) 
f Internet control Hesst~ge Protocol 
0000 e· .. , , .1 CJ gg~g •.t• ~ ){i \:' • ' ~ 1 • ... ' • • ' 
~g ~~ ' ~ ~ 1 . ~ ,' ~k' (• ~ 
~·- . -~-- ··--·· ---~-·· -··-- --~··----··- J _____ ..._;:_ __ 
O ~ fmne U romo). 106 bytes Prdíle D<INI 








Capturar tráfico de paquetes en la interfaz sO/O de R4. 
• Captura de paquetes HELLO OSPF. 
file ~dit lt).w lio l;opture An•lyle ~otistícs Telephonl Iools !ntem<ls l:lelp 
o ® • • a l:3 ~X 2 '• ++e 1F .t. [ldlGi 0. e. <Dl. E!l 1il ~S~# CJ 
Fitter: 
No. Time Soun::e Destination 
N/ A 
v! 'Expm.sion... Clelf Appfy ~ 
Protocol length lnfo 
1 O. 000000000 N/ A SLARP 24 L iM keQPalive, out"going saquence 56, returJMZd sequence 55 
3 4. 377987000 







































24 L ne keepalive, out:going sequence 56. returned sequence 56 
84 Hello Packet 
24 Line keepalive, outgoing sequence '57, returned $equence 56 
84 He1lo Packet 
24 L ine keepalive, outgoing sequence 57. returned sequence 57 
84 Hello Packet 
24 L ine keepalive, outgoing sequence 58, returned sequence 57 
84 Hello Packet 
24 L ine keepal ive, outgoing sequence 58, returned sequence 58 
84 He 11 o Packet 
Fig. 4.16.23 Captura de paquete HELLO OSPF con Wireshark. 
Capturar tráfico de paquetes en la interfaz fl/0 de R2. 
• Captura de paquetes HELLO OSPF. 
• traJOe 5: 86 bytes on wire (688 bits). 86 bytes captured (688 bits) on interface O 
.+:Ethernet II, src: cc:05:08:90:00:10 (cc:os:08:90:00:lO), ost: IPVCRKast 00:00:09 (Ol:00:5e:00:00:09} 1-lbe!t:t!r'2'ua.IE9§iij.iei+ii+Mi+iiiM!b@iNfiE@*NHIHiS+tB!fHI$1 
He&der length: 20 bytes 
.t: oifferentiated services Field: oxco (DSCP Ox30: class selector 6; ECN: oxoo: Not-ECT (Not ECN-capable Transport)) 
Total Length: 72 
rdentification: oxoooo (O) 
:F ~lags: OxOO 
Fr agment offset: o 
;t1 Time to live: 2 
Protocol: UDP (17) 
¡ Header checksum: Ox2dc6 [correct.] 
source: 170. 20~ O. 2 (170. 20. o. 2) 
oestination: 224.0.0.9 (224.0.0.9) 
[source GeoiP: um.-nowr.] 
[oestina:tion GeoiP: unknown] 
user oatagraa Protocol, src Port: router (520), Dst Port! router (520) 
source port:: rout:er (520) 
oestination port: router (SZO) 
Length: 52 
.!l checksum: Ox028e [validation disablt!dJ 
~ Rout1ng rnfor~~ation Protocol 
COI'IIIB.nd: Response (2) 
vers1on: RIPv2 (2) 
.::; IP Address: 170.20.0.,, t-letric: 1 
Address Faraily: IP (2) 
Rout:e Tag: O 
IP Address: 110.20.0.4 (170.20.0.4) 
NettNSk: 255.255.255.252 (255.255. 255. 252) 
NeX't Hop: o.o.o.o (o.o.o.o) 
Metric: 1 
8 IP Address: 192.168. 3.0. Metr1c: 2 
Address ... ny: IP (2) 
Route Tag: O 
IP Address: 192.168.3.0 (192.168.3.0) 
NetrAaSk: 255.255.255. O (255. 255. 255.0) 
Next Hop: o.o.o.o co.o.o.o) 
Metr1c: Z 





¡{::::~ ...... , 
Fig. 4.16.24 Información detallada del paquete HELLO OSPF. 
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Capturar tráfico de paquetes en la interfaz sO/O de R3. 
• Captura de paquetes Telnet. 
Eil• tdil l(I<W lio &opture Analyze ~stits Telephonl !ools jntemals J:!e!p 
o '~!!'Ji e a ¡-~ !"l st 2 r, <o q e 'U'~ [li]~ 0. 0. ~ G Q!1 (f) O~,¡; 2) 
'No. T~me 
.U .. J.~4 '!fY~~)4U\N 
12 21.209161000 
13 22. 526039000 
14 23.612764000 
J 
16 26. H0691000 
17 26. 530713000 
18 26. 530713000 •..... , 
20 26. S40719000 
21 26. S607 34000 
22 26. 560734000 
23 26. S707l9000 
24 26. 570739000 
2S 26. 570739000 
26 26.560752000 
27 26. S8075ZOOO 
28 26.790892000 
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Le:nst;4 ~14:! Kt!t!'Jidllve. 
24 Line keepalive, 
84 Hello Packet 
84 Hello Pad:et 
UUlgutr.y ~t!qUt!'IK..I;!' J.oi:O, l"t!l.Ut'flt!'U !tt!'f.(Ut!'fK..t!' J.U 
outgoing sequtHlC'I! 128, returned sequence 128 
~ ·. JI .} ~ 
(8 telnet > 19136 (SYN, ACK] Seq-0 ACk•1 .,i,...126 Ltn-<l MSs-536 
44 19138 > telnet (ACK] seq-1 Ack-1 wir,...128 L•n-<l 
53 Te:lMt oata ... 
!MM&iiiEMM@MW lli§---§F-MMIMIMME 
56 Telnet oat« .. . 
86 Telnet o~ta .. . 
47 Talnet l»t.a ..• 
47 Telnet Data ... 
47 Telnet Data ••. 
SO Telnet Data ••. 
53 nlnat Oata ..• 
1.7 Telnet oata o. o 
44 19138 > telnet [ACK] Sec¡•2S Ack-67 Wln-4062 L~n-0 
44 telnet > 19138 (ACK] seq-67 Ack-2S Wln-4104 Len-O 
_.S Teln-at Data .•• 
44 ttlntt > 19138 [ACK] Seq-67 Acl:•26 Wln-4103 Len-O 
4S Telnet oat• .. ~ 
:. Fr- ts: 48 bytes on wire (384 bits), 46 bytes captured (384 b1u) on interface o 
1 cisco trot.C 
J Internet Pl'otocol version 4, src: 172.16.0.2 (172.16.0.2), Dst: 10.0.0.2 (10.0.0.2) 
t\!·!rr~it1ssi~_t:~ro1 ~rotoco_L_~t5_P0rr_~ :Uilll O_~f~! ~t: -~~'t[. t~Tr!_O_t~-(~JJ-~~·_s.q-~ O, l_a~j_¿·~~ 
Fig. 4.16.25 Captura de paquete telnet con Wiresbark. 
file tdit ![- !io t•p!\no An<!yza itafutics Tolfl>honl !ool• !ntemals J:!q, 
o e d "' 41 l'l !!':l st e '\ <> Q o w A tt-J:ci; El. e. & E:J él! ~ o :# ~ 
~ 
Flter. OJ. Etptn1:lon- e~ ~ s... 
No. Ttmt Source Oestirw.ion Protoecl length lnto 
- ., ·~ 1 
i 
i~~~¡~¡E~c;~¡=a~¡=.=¡==o'oof~Ú~~~.R·ply~-----------~·~--~~ • 71'1 tte lo 
4 "- o 
~-o ~ . : 
6 s. 876932000 cc:02 :os :fo:oocc :02 :os:fO:OOLOOP 
7 10. :05:f0:00cc:03:05:fO:OOLOOP 





. . . 
'1" Fra.., 2: 7• bytes on wire (592 bits), 74 bytn captured (S92 bits) on interface O 
1 CthGrnrt II, src: cc:02:os:f0:00:10 (cc:02:05:fo:oo:10). ost: IPv4111Cast_oo:oo:oa (01:00:5o:oo:oo:oa) 
; Internet Protocol verslon 4, src: 172.16. O. 2 (172.16. o. 2), ost: 224. O. 0.10 (224. o. 0.10) 
t cisco EIGRP 
Fig. 4.16.26 Captura de paquete HELLO EIGRP con Wireshark. 
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LABORATORIO 4.17: IPV6 
REVISIÓN TEÓRICA: Para la realización de esta práctica se deberá revisar conceptos 
de IPV6. 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthernet. 
• Configurar IPV 6 Tunneling. 
• Configurar IPV6 RIPNG. 
• Configurar EIGRP. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
ESCENARIO: 
En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 50.0.0.0/8 para obtener el direccionamiento 
IP usando VLSM para todas las conexiones entre Routers y además teniendo los 
siguientes requisitos: 
LANRl: 2001:8::0/64 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Inteñaz Dirección IP Mascara de Gatewaypor 
Sub red defecto 
R1 sO/O 50.0.0.5 255.255.255.252 No aplicable 
s0/1 50.0.0.1 255.255.255.252 No aplicable 
fi/0 2001:8::1 /64 No aplicable 
R2 sO/O 50.0.0.2 255.255.255.252 No aplicable 
s0/1 50.0.0.9 255.255.255.252 No aplicable 
R3 sO/O 50.0.0.6 255.255.255.252 No aplicable 
s0/1 50.0.0.17 255.255.255.252 No aplicable 
s0/2 50.0.0.10 255.255.255.252 No aplicable 
fi/0 50.0.0.13 255.255.255.252 No aplicable 
R4 fi/0 50.0.0.14 255.255.255.252 No aplicable 
f2/0 2001:A::1 /64 No aplicable 
f3/0 192.168.1.1 255.255.255.0 No aplicable 
R5 sO/O 50.0.0.18 255.255.255.252 No aplicable 
tl/0 50.0.0.21 255.255.255.252 No aplicable 
R6 fi/0 50.0.0.22 255.255.255.252 No aplicable 
f2/0 192.168.2.1 255.255.255.0 No aplicable 
C1 BUCLE 2001:8::2 /64 2001:8::1 
INVERTIDO 
C2 VPCS 192.168.1.2 255.255.255.0 192.168.1.1 
C3 VPCS 192.168.2.2 255.255.255.0 192.168.2.1 
C4 NIC 2001:A::2 /64 2001:A::1 
Tabla 4.17.1 Direccionamiento IP para las Redes 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
Montar y conectar la red igual a la del Diagrama de topología 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
Ingrese al modo privilegiado 
Router>enable 
Aparece el siguiente prompt 
Router# 
En el modo exec privilegiado, ingrese al modo de configuración global: 
Router# configure terminal 
PASO 1: Establezca la configuración global del nombre de host. 
Ingrese el siguiente comando para configurar el nombre del router: 
Router( config)#hostname XXXXXX (Escribir nombre deseado) 
PASO 2: Desactive la búsqueda DNS. 
Router( config)# no ip-domain lookup 
Si escribes algo que no sea un comando de Cisco lOS o cometes un error, el router asume 
que ha escrito un nombre de dominio y trata de resolver lo que usted escribe, realizando 
una búsqueda de DNS. 
PASO 3: Configure un mensaje para que se muestre al ingresar al router. 
Router( config)#banner motd % Solo acceso a personal autorizado o/o (Puede escribir 
cualquier mensaje) 
El símbolo % indica el inicio y fmal del mensaje. 
PASO 4: Configure las contraseñas de consola, enable secret y VTY. 
Seguir los siguientes pasos: 
Router( config)# line console O 
Router( config-line )# password XXXXX (Escribir contraseña deseada) 
Router(config-line)# login 
Router( config-line )# exit 
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Router(con:fig)# enable secret :XXXXX (Escribir contraseña deseada) 
Router( config)# line vty O 4 
Router( config-line )# password :XXXXX (Escribir contraseña deseada) 
Router( config-line )# login 
Router( config-line )# exit 
PASO 5: Sincronice los mensajes no solicitados y el resultado de la depuración con 
el resultado solicitado y los indicadores para las líneas de consola y de terminal 
virtual. 
Router( config)# line console O 
Router( config)# logging synchronous 
Router( config)# exit 
Router( config)# line con so le vty O 4 
Router( config)# logging synchronous 
Router( config)# exit 
PASO 6: Configure un tiempo de espera EXEC de 10 minutos. 
Router( config)# line con so le O 
Router(config)# exec-timeout 10 
Router( config)# exit 
Router( config)# line console vty O 4 
Router(config)# exec-timeout 10 
Router( config)# exit 
PASO 7: Guardar la configuración. 
Router( config)# copy running-config startup-config 
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TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET CON IPV4. 
TAREA 4: CONFIGURAR IPV6. 
Se deben configurar los Routers Rl y R4 ya que ellos recibirán los paquetes IPV6. 
Rl: 
Rl(config)# ipv6 unicast-routing 
Rl ( config)# int f2/0 
Rl(config-if)# ipv6 address 2001:8::1/64 
Rl ( config-if)# ipv6 enable 
Rl ( config-if)# no shutdown 
Rl(config-if)# exit 
R4: 
R4(config)# ipv6 unicast-routing 
R4(config)# int f2/0 
R4(config-if)# ipv6 address 2001:A::l/64 
R4( config-if)# ipv6 enable 
R4( config-if)# no shutdown 
R4(config-if)# exit 
PASO 2: Configurar Tunnel. 
R1: 
Rl # configure termimal 
Rl(config)# interface·tunnel O 
Rl(config-if)# ipv6 address 2000:D::1/64 
Rl(config-if)# tunnel source 50.0.0.5 
Rl(config-if)# tunnel destination 50.0.0.14 
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Rl ( config-if)# tunneJ mode ipv6ip 
Rl(config-if)# exit 
R4: 
R4# configure termimal 
R4( config)# interface tunnel O 
R4(config-if)# ipv6 address 2000:D::2/64 
R4(config-if)# tunnel source 50.0.0.14 
R4(config-if)# tunnel destination 50.0.0.5 
R4(config-if)# tunnel mode ipv6ip 
R4(config-if)# exit 
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TAREA 5: CONFIGURAR PROTOCOLO EIGRP. 
R1: 
Rl(config)# router eigrp 10 
Rl(config-router)# network 50.0.0.0 0.0.0.3 
Rl(config-router)# network 50.0.0.4 0.0.0.3 
Rl ( config-router)# no auto-summary 
Rl(config-router)# exit 
R3: 
R3(config)# router eigrp 10 
R3(config-router)# network 50.0.0.4 0.0.0.3 
R3(config-router)# network 50.0.0.8 0.0.0.3 
R3(config-router)# network 50.0.0.12 0.0.0.3 
R3(config-router)# network 50.0.0.16 0.0.0.3 




NOTA: Seguir los mismos pasos para los demás Routers con sus respectivas redes. 
TAREA 6: CONFIGURAR PROTOCOLO RIPNG. 
Rl: 
Rl #configure terminal 
Rl ( config)# ipv6 router rip UNPRG 
Rl(config"rtr)# exit 
R4: 
R4# configure terminal 
R4( config)# ipv6 ro u ter rip UNPRG 
R4(config"rtr)# exit 
NOTA: También deberá configurarse en la interface tunnel O, en Rl y R4. 
Rl # configure termimal 
Rl ( config)# inteñace tunnel O 
Rl(config)# ipv6 router rip UNPRG 
Habilitar la inteñace del Router que aceptará los paquetes IPV6. 
Rl: 
Rl # configure terminal 
Rl(config)# int fl/0 
Rl ( config"if)# ipv6 rip UNPRG enable 




R4# configure terminal 
R4( config)# int 12/0 
R4(config-if)# ipv6 rip UNPRG enable 
R( config-if)# exit 
TAREA 7: CONFIGURAR LOS EQUIPOS DE HOST. 
BUCLE INVERTIDO 
i>cpiedade~: !>ctccoic de 1'1te··.,et ve··sié·• 6 ~TCP/1Pv6) 
, General , 
Puede hacer que la configuración IPv6 se asigne automáticamente si la red es compatible con esta 
funcionalidad. De lo contrario, deberá consultar con el administrador de red cuál es la 
configuración IPv6 apropiada. 
O Obtener una direcóón IPv6 automáticamente 
\!.l Usar la siguiente dirección IPv6: 
Dirección IPv6: 2001:8::2 
Longitud del prefijo de subred: . 64 1 
Puerta de enlace ¡¡redeterminada: 2001:8::1 
Obtener la tirecdón del servidor ll"'S automáticamente 
i!l Usar las siguientes direcciones de servidor DNS: 
. -
servidor DNS preferido: 1 
Servidor DNS alternativo: 
O Validar con ligur ación al salir Opciones avanzadas ••• 
Aceptar 1 ' Cancelar 
Fig. 4.17.2 Configuración de IP para BUCLE INVERTIDO. 
VPCS 
Vi!tual PC Simulatc·· fe·· Dynamips/GNS3 
PCS[2J> ip 192.1613.1.2 192.168.J.l 24 1 
Checking fo~ duplicate add~ess ... 
PC2 : 192.168.1.2 255.255.255.0 gateuay 1.92.1.68.1.1 
UPCS[2]) _ 
Fig. 4.17.3 Configuración de IP para VPCS. 
NOTA: Configurar los demás host. 
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TAREA 8: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
PASO 1: Verificar configuraciones. 
Rl#show ipv6 route 
Muestra el contenido de la tabla de enrutamiento IPV 6. 
R1 
Fig. 4.17.4 Tabla de enrutamiento IPV6 de Rl. 
Rl#show ipv6 protocols 
Permite visualizar los parámetros y el estado actual de los procesos de protocolo de 
enrutamiento 1Pv6 activas 
R1 
Fig. 4.17.5 Tabla de ipv6 protocols de Rl. 
Rl #show ipv6 tunnel 
Muestra información del tunnel IPV6. 
- o ¡¡¡ 
- o !2 
- o !2 
Rl Jshow ipv6 tunne~ · 1 
Tun Route Lasclnp Packets Descripc~on 
O RIPng 00:00:24 43 
Rlfl 
Fig. 4.17.6 Tabla ipv6 tunnel de Rl. 
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Rl #show ip protocols 
Fig. 4.17~7 Tabla de ipv6 protocols de R1. 
Rl #show ipv6 interface 
Muestra el estado·de las interfaces configurado con IPV6. 
Fig. 4.17.8 Tabla de ipv6 interface de Rl. 
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PASO 2: Utilice el comando ping para probar la conectividad entre los routers que 
no están directamente conectados y también la conectividad entre host. 
PING ENTRE ROUTERS 
Fig. 4.17 .9 Prueba de conectividad entre routers. 
BUCLE INVERTIDO 
C:\V•Iindows\.system32\cmd.exe - CJ ~ 
Fig. 4.17.10 Prueba de conectividad entre routers. 
NOTA: Configurar los demás host. 
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TAREA 9: ANALIS DEL TRAFICO DE PAQUETES. 
PASO 1: Medición de la Latencia 
Para la medición de la latencia se realizó 1 O muestras sucesivas de 100 ping desde el C 1 
(Bucle invertido) hacia la PC REAL considerando un tamaño de trama de 64, 512 y 
1518 bytes como se especifica en el RFC 2544. 
C:\Wi'ldows\S~lstem32\,cmd.exe - Cl ~ 
Fig. 4.17.11 Prueba de conectividad entre routers. 
En la Figura 4.17.11 se puede observar el envío de 100 ping con una trama de 1518 
hacia la dirección 2001 :A::2 
En las Tablas posteriores se detallan los valores de la Latencia que se ha obtenido una 
vez realizadas todas las muestras. 
LATENCIA 
Tamaño de 64 
Trama (bytes) N°1 N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 68 67 61 62 62 61 65 59 60 64 62.9 
(ms) 
Tiempo Máximo 168 355 102 133 117 355 106 120 111 111 167.8 
(ms) 
Tiempo Promedio 86 96 80 87 81 99 84 84 79 86 86.2 
(ms) 




Tamaño de Trama 512 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 ~lO Promedio 
Tiempo Mínimo 56 62 60 58 60 58 59 69 59 61 64.7 
(ms) 
Tiempo Máximo 106 116 114 109 102 120 123 129 107 107 113.3 
(ms) 
Tiempo Promedio 80 85 82 82 82 88 88 87 85 89 89.3 
(ms) 
Tabla 4.17.3 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1518 
(bytes) N°1 ~2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 61 64 70 62 67 75 75 70 72 77 69.3 
(ms) 
Tiempo Máximo 393 107 122 117 117 110 101 114 108 117 140.6 
(ms) 
Tiempo Promedio 101 88 97 86 88 93 92 95 88 93 92.1 
(ms) 
Tabla 4.17.4 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 62.9 64.7 69.3 
Tiempo Máximo (ms) 167.8 113.3 140.6 
Tiempo Promedio (ms) 86.2 89.3 92.1 
Tabla 4.17.5 Comparación de datos obtenidos de las diferentes tramas. 
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Figure 1 - e ~ 
LATENCIA 
180 r-T-----r------r---¡===::I:==:::::t====c=:===;-¡ 
__.._TIEMPO MÍNIMO (ms) 
. . . 
1so ----- --r--------r------- .. r--·--- .... 
__.._TIEMPO MÁXIMO (ms) 
__.._TIEMPO PROMEDIO (ms) 
140 
. . . . . . . . . 
<:( 1 1 1 1 
o 120 -----·--~--------r- !---4.----t--------t--------~-------m : : : : : 
~ 1 • • 1 1 
5 : : : : : : 1 
100 --------~--------~--------~--------f--------; ................. ; ................ ; ............ .. 
• • 1 • 1 : : ---.: . 
• 1 1 • 




1 ' 1 • 1 1 1 
1 1 1 • 1 ' 1 
: : : : • 1 • 
• 1 
200 400 600 800 1000 1200 1400 
TAM.a:ÑO DE TRAMA (bytes) 
1600 
Fig. 4.17.12 Datos representados gráficamente de la variación de la latencia. 
De acuerdo con los datos obtenidos, se puede observar claramente que los valores mínimo 
(color azul), máximo (color rojo) y promedio (color verde) de la latencia de la red se 
incrementan conforme se envía una trama de longitud mayor, en este caso con la trama 
de 1518 bytes se obtiene una latencia promedio de 92.1 ms a diferencia de una trama de 
64 bytes con 86.2 ms. 
PASO 2: Medición del Throughput 
Para la medición del Tbroughput y Jitter se envió una cantidad de tramas a velocidades 
diferentes durante 20 segundos, hasta encontrar la máxima cantidad de tramas recibidas 
sin que se produzcan perdidas de las mismas en el router y PC REAL. Como se utilizó 
Jperf el cliente será el encargado de enviar los paquetes y el servidor los recibirá, 
indicando la cantidad de paquetes que llegaron correctamente considerando un tamaño 




Configuración del Jperf como servidor con UDP Packet Size de 750 Bytes. 
cblr1fc><d,...,_,. <1_ .PO H_,O _500_!._ .Y~_7SO.t6 :fk 
QOent --
trc:pcwt u ~ ---'-S.oOt :-· 
~t.!U..Fie e--- -~- - j ... 
-tHSS 
C!>oose tt>: .... - to""' 
ÜTIJ' 
< lluffor~ [ '¿, __ ~ ~;.,.,.; -~: 
TIJ'-Size 
1 
56 : :""110<. 
--·- r·- i.? :k8y~_-:~ 
TIJ'Noo.iay 
@w> 
lllP~ ~~~~=J -~~~-~_: 
0W'&Iffor5izt! L: -··~ KB,;O. < 
~l.DPPadetSlze ,1 _750:-:' ~~ - .... < 
IP!ayel'optlons 
m 1 _1i; 
T""' of5tn4cz ¡,;,.:;;_ ~~- ~.-.. 




Fig. 4.17.13 Gráfica de Bandwidtb y Jitter. 
bin/iperf.exe -s -u -P O -i 1 -p 5001 -V -1 750.05 -f k 
Server listening on UDP port 5001 
Receiving 750 byte datagrams 
UDP buffer size: 64.0 KByte (default) 
OpenSCl'lanager failed- Acceso denegado. (OKS) 
J 
(140) local 2001:a::ac40:9928:7a48:5465 port 5001 connected with 2001:a::6c0f:73ac:1089:3f64 
( ID} Interval. 'Iransfe:r Band<Tidth Jitter Lost/Total. Datagran-.s 
[140] 0.0- 1.0 se e 122 KBytes 1002 Rbits/sec 0.522 ms 544039282/ 167 (3.3e+OOB%) 
(140} 1.0- 2.0 se e 122 KBytes 1002 Kbits/sec 0.313 ms 0/ 167 (0%) 
[140] 2.0- 3.0 se e 122 KBytes 1002 Kbits/sec 0.474 rr.s 0/ 167 (O%) 
(HO] 3.0- 4.0 se e 122 KBytes 996 Kbits/sec 0.631 rr.s 0/ 166 (O%) 
[140] 4.0- 5.0 se e 122 KBytes 1002 Rbits/sec 0.220 ms 0/ 167 (0%) 
[140] 5.0- 6.0 s~c 122 KBytes 1002 Rbits/sec 0.234 rr.s O/ 167 (0%) 
{140} 6.0- 7.0 se e 122 KBytes 996 Rbits/sec 0.396 rr.s 0/ 166 (0%) 
[140) 7.0- 8.0 se e 122 KBytes 1002 Kbits/sec 0.491 ms 0/ 167 (0%) 
(140} e.o- 9.0 sec 122 KBytes 1002 Kbits/sec 0.238 rns 0/ 167 (0%) 
(140] 9.0-10.0 se e 122 KByte:~ 996 Rbits/sec 0.383 rn3 O/ H6 (0%) 
(140] 0.0-10.0 se e 1222 KBytes 1001 Rbits/sec 0.367 ll".S 0/ 1668 (O%) 




Configuración del Jperf como cliente con UDP Bandwidth de 1 Mbps y UDP Packet 
Size 
~.2-xe -e 2001:a::2 -.u.~~ -! __ 1 _-P SOOl.Y ol ~-00 ~fk -b 1.CM ·t 10 ·T 1. 
o-
¡-----~- ... -¡¡;¡;¡¡---------s;oo¡ -:-~ A 
...,._,, ... ,.Fie 
2D01:a::2 
S,QíH : Clen~lh"t 
e :. 
t"\,drlc.Jvvt(.illl 
(•} :'''" ,~, 
fd ~ 
!>" - • 't..~ • 4 • ~ 
- ' .. . . ' . . - . . 
Choose the protocol to use 
·.)TO' 
ltin/-i;;;t. ex~---c-2-oÜ·Í~ ~-2- ~; :Pl-~i~--~--so~ol ·-.:;·:¡:;_s·~oB·-:;-k -.:;-J:: o-M --t ló :T ¡- --·--·-- --- -~-- --·- --~~-~---··· -;i 
IPIIyerOfjt)Ofts 
1:. flfJyte$(!5et .., : 
.ttj¡; '~}~S 
7SO ·: .e,... 
de 750 Bytes. 
* 
1------------------------------------------------------------
iclienl: connectinq to 2001:-a: :2, ODP po:rt 5001 
ÍSendinq 750 byt;e dat.a.q:ran;.s. 
UD'P bufte:: ~ize: 6<4.0 KByte (defaulJ:.) 
(1921 local 2001:a::6cOtt73ac:lO:S9:S!64 port. 64-i:02 conneceed with 200l:a::2 po:r:t 5001 
! ( ID} Inte::val Trensfer Bandw1deh 
1(192} o.o- 1.0 eec 14:2 Ray-e@! 1002 Kbie:!!l/z:Jec 
![19~} 1.0- 2.0 ~ee 122 :Gy-t.e~ 1002 Rbite/eee 









a.o- 4.0 eee 
~.o- s.o seo 
s.o- 6.0 sec 
6.0- 1 .o ~ec 
7 .o- e.o o:ec 
e.o- 9.0 eec 
J?.0-10.0 ~e:e 
0.0-10.0 ~ee 
122 Y.Byees 1002 Kbite/$eC 
122 KB}"t-e.=r 1002 Kbi~s/<lfec 
12:2 KSyte.!!l 996 F'.bita/sec 
122 Ka:z-te~ 1002 Rbits/eec 
122 KB:r-tee 1002 Kbite:/:sec 
122 Ra.z"tee 996 Kbits/eec 
122 KS~ee 1002 :Kbits/eec 
1222 KByte!! 1000 Rbits/eec 
Fig. 4.17.15 Resultados del Jperf como Cliente. 
En las siguientes Tablas se detalla los valores del Throughput obtenidos una vez 
realizada todas las muestras. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbf!s1 1 1 1 
Tramas Transmitidas 1668 1113 835 
Tramas Recibidas 1668 1113 835 
Tramas Perdidas 0 (0°/o) O (Oo/o) O (0°/o) 
Tramas Recibidas (pps) 1668 111.3 83.5 




Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 0.8 2 
Velocidad de Rx (Mbps) 0.5 0.8 2 
Tramas Transmitidas 427 682 1702 
Tramas Recibidas 427 682 1702 
Tramas Perdidas O (0°/o) O__(Oo/~ O_(Oo/~ 
Tramas Recibidas (pps) 42.7 68.2 170.2 
Tabla 4.17.7 Datos obtenidos de Throughput para una longitud de trama de 1470 
bytes. 
- o i:1 - o ¡:¡ 
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Fig. 4.17.17 PPS vs. Velocidad 
En la figura 4.17.16, se representa la cantidad de paquetes enviados en un segundo al 
enviar tramas de 750 bytes, 1125 bytes y 1500 bytes los cuales han utilizado una 
velocidad de Tx constante de 1 Mbps, en la gráfica se puede observar claramente que al 
enviar una trama de 750 bytes se envía 1668 pps, con una trama de 1125 se envía 1113 




Mientras en la figura 4.17.17, se representa la cantidad de paquetes enviados en un 
segundo al enviar tramas de 1470 bytes los cuales han utilizado una velocidad de Tx 
variada de: 0.5 Mbps, 0.8 Mbps y 2 Mbps, sin que se produzcan perdidas en el envío, 
como los datos que se muestran en la tabla 4.17. 7. 
PASO 3: Medición del Jitter 
Para la medición se envió datos UDP de longitud variable a velocidades diferentes de 
Throughput obtenida anteriormente durante 20 segundos. Como se utilizó anteriormente 
Jperf el cliente será el encargado de enviar los datos y el servidor los recibirá, indicando 
los valores de Jitter obtenidos durante la transmisión de los datos. 
Configuración del Jperf como servidor con UDP Packet Size por defecto. 
~.en!-s-u~O.f 1~"9~ll-Y-fk 
Q()ont --




TO'.,.._Slz< SS~ ..,... __ .... ,; ..,... 
n:P ... Ooloy 
l'!'·lllP liJP- ¡; ~ 
o-~- ., : Klty ... 
O..a>Po!htSize J.SllO : -
IP"'--
m 1: 
Fig. 4.17.18 Gráfica de Bandwidtb y Jitter. 
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bin/iperf.exe -s -u -P O -i 1 -p 5001 -V -f k 
Server listening en UDP port 5001 
Receiving 1470 byte datagrarr~ 
u1DP buffer size: 64.0 KByte (default) 
OpenSCManager failed - Acceso denegado. (Ox5) 













Interval Transfer Bandr,;idth Jitter Lost/Iotal Datagrarr~ 
0.0- 1.0 sec 97.6 KBytes 800 i<hits/sec i. 526 ms 0/ 68 (O%) 
1.0- 2.0 sec 97.6 KBytes 800 i<bits/sec 0.335 Il'~ 0/ 68 (0%) 
2.0- 3.0 sec 97.6 KBytes 800 Kbits/sec 0.287 lT~ 0/ 68 (0%) 
3.0- 4.0 sec 97.6 KBytes 800 i<bits/sec- o. 651 II'..S 0/ 68 (0%) 
4.0- 5.0 se e 97.6 KBytes 800 Kbits/sec 0.155 ms 0/ 68 (O%) 
5.0- 6.0 sec 97. 6 KBx'tes 800 i<bits/sec 0.317 Il'~ 0/ 68 (0%) 
6.0- 1.0 sec 97.6 KBytes eoo i<bits/sec 1.3"12 ms 0/ ,68 (0%) 
7.0- B.O sec 97.6 KBytes 800 Kbits/sec 0.164 ms 0/ 68 (0%) 
e.o- 9.0 sec 97.6 KBytes 800 Kbits/sec 0.312 rns 0/ 68 (O%) 
9.0-10.0 sec 97.6 KBytes 800 Kbits/sec 0.315 rns 0/ 68 (0%) 
0.0-10.0 sec 979 KBytes 800 Kbits/sec 0.335 ms 0/ 682 (0%) 
Fig. 4.17.19 Resultados al medir como servidor. 
En las siguientes Tablas se detalla los valores del Jitter obtenidos una vez realizada 
todas las muestras. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 1 1 1 
Tramas Transmitidas 1668 1113 835 
Tramas Recibidas 1668 1113 835 
Tramas Perdidas 0(0%) O (O%,) 0(0%) 
Jitter (ms) 0.367 0.552 0.657 





Lon~itud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 0.8 2 
Velocidad de Rx (Mbps) 0.5 0.8 2 
Tramas Transmitidas 427 682 1702 
Tramas Recibidas 427 682 1702 
Tramas Perdidas 0(0%) O (O%,) o (0%,) 
Jitter (ms) 0.058 0.335 1.810 
Tabla 4.17.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
Ale Edit View lnseri Tool! Deskto: Windov Help .., 
- --· - ~-~- ...--- - ·-·-

















750 1125 1500 
TAMAÑO DE TRAMA (bytes) 
Fig. 4.17.20 Jitter vs. Tamaño de Trama 
Tx 
Ale Edlt View lnsert Tools Deslctop Wlndow Help .., 
2~--~---T---~--~--~ 
1 1 • 1 
1 1 ' ' 
' • 1 ' 
1.8 .................. ~---------~---·-·---1--------'"'- ------. . . . 
1.6 ............. --- -i---- .......... i-- ............... ~ .... --- --
' ' ' ' ' 
1 .. 4 - ............... +-- --- ....... ~- .. ------ .. ~- ............ .. 
' ' 
' ' ' 
' ' ' 
"'Ci)" 1.2 --------~---------~---------~-------
§. : : : 
ffi 1 --------~---------~---------i·----·-
~ • ' 1 1-- • • 1 
==) 0.8 .................... : .................. ~-----·-·-i-·--·--
' ' 0.6 ................ ~---------~--·······~···-··· . . . ' . . 
0.4 ·····----:-............... .,: ............... ~-·-----: r-: : . . . 
0.2 ---------:--- ~---------~-------
OL-~~~·~~~:--~~~~~~ 
o 0.5 0.8 1 1.5 2 2.5 
VELOCIDAD 1X {Mbps) 
Fig. 4.17.21 Jitter vs. Velocidad 
En la figura 4.17.20 se observa los valores del Jitter obtenidos al enviar diferentes 
tamaños de paquete UDP como 750, 1125 y 1500 bytes utilizando una velocidad de Tx 
constante de 1 Mbps, se puede observar claramente que con una trama de 750 bytes se 
tiene un Jitter de 0.367 ms a diferencia de la trama de 1500 bytes en la cual se tiene un 
Jitter de 0.657 ms. 
En la figura 4.17.21, se observa los valores del Jitter obtenidos al enviar paquetes UDP 
de 1470 bytes utilizando tu;1a velocidad de Tx que varía de: 0.5 Mbps, 0.8 Mbps y 2 
Mbps, sin que se pierdan paquetes en la red. 
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PASO 4: Captura de tráfico con Wireshark. 
Capturar tráfico de paquetes en la interfaz f2/0 de R4. 
• Captura de paquetes RIPng, enrutamiento RIP para IPV 6 se rige de la RFC 
f.il< {di! ~...., !;o f:•ptu<e b>aly<e ~stia T el<pkonr !oob !ntern.ls H<IP 
o® .do.~ CJ r"i ~ ta ~,<o q o$ w .i. rn:-¡j] <a El. <lll. t:J t6 [rJ (\u ~ 
No. reme Source Destinl'.icn Pfotoccl lengtk lnfo 
1 0.000000000 cc:01:22:1•:00cc:o1:22:14:00LOOP 60 Reply 
~ · 4t~~ ~· .lQ.;O..U,. ;J.. ~ • .IJ..-G-.W" Elt!illr 1"41 a,: .. JO .- . ~. ~ ~~ - .::.~ ."" ·'--'J·-.~" •.._ .. _/ "~ ,·":.4·-•• •• '.: • ·:. • ...._~ ... , .. ~-~"'J::.},:;'.-;~;'-""' ... 
. • 5 ••• ••• -><MeO-. - • • • ... , 
4 
~"lli.l.l:....-~OUIJ ¡¡JV.U.If.lí..:l .. D,;,U.l.U i:lt~RP TC.qtfO • ,· ~ ·- .•. ", - - ,. . . ~ (,_•,- ;., , ~ .~,· "--2·"¡·:.-~ .... 
• ' • • . .• o. . i - - o . . . - - -. . . . . - . - ' . . . .. . . . -- - ·. . ~ 
10 13. 395840000 ce :O>: 22:14 :oo ce :04:22:14 :OOLOOP 60 Reply 
~ '¡J¡· • .. -v~o.io -zza.-..u .. o ~•_., 111 ttl!ttct - - - - - ·~- · • -~- , · ';'"P • • •• • ~, • • ·- ~ -~- • "'"· ,_~ ... " 
•.;-- • • • • •• 1 u- - ""o - .· . ·. · ··. _,., 
• li:l 1 
20 26.648693000 feSO: :3200:e ff02: :9 RIPng 126 cOII':IIal'l<l Rosponse, version 1 
t Fr"""' 16: 126 byces on wire (1008 bhs), 126 byces captured (1008 bits) on interface O 
•· Ethernet u, src: cc:0>:22:14:00:10 (cc:04:22:14:00:10), ost: cc:o1:22:14:00:10 (cc:01:22:14:00:10) 
·., Im:ernet Protocol version 4, src: 50.0.0. S (50.0.0. 5), ost: 50.0.0.14 (50.0.0.14) 
~· Im:ernet Protocol version 6, src: fe80::3200:5 (feso::noo:s), ost: ff02::9 (ff02::9) 
•· user Datagru Protocol, src Port: ripng (521), Dst Port: ripng (521) 
"RIPng 
2080. 
Fig. 4.17.22 Captura de paquete RIPng con Wireshark. 
En esta imagen se puede observar más detalladamente, como ver el campo del tunnel 
• •r- 16: 126 bytos on wire (1008 bits), 126 bytos coptured (1008 bits) on intorface o 
.. Ethernet II, src: cc:04:22:14:00:10 (cc:(M:22:14:00:10)1 ost.: cc:01:22:1.4:00:10 (cc:01:22:U:00:10) 
4 Int•rnet Protocol vers1on 4, src: so. o. o. 5 <so. o. o. 5). ost: 'SO.o.O.l.t (SO. o. o. te) 
• Internet Protocol version 6, src: teso: :3200:s (fe80::3200:5), ost: ff02::9 (ff02::9) 
·• user oaugr .. Protocol, src Port: ripng (521), ost Port: ripng (521) 
Route Tag: oxoooo 
Prefix Length: 64 
t~~etric: 1 
q Route Table Entry: IPv6 PrEfix: 2000:d: :/64 Mttr1c: 1 
IP\16 Prefix: 2000:d:: (2000:d: :) 
Route rag: oxoooo 
Pr•fix Length: 64 
Me-trie: 1 
0030 00 00 00 00 00 00 32 00 00 05 ff 02 00 00 00 00 •••••• z. 
0040 00 00 00 00 00 00 00 00 00 09 02 09 02 09 00 34 • • .. .. .. • ....... = ~:ti:" rr·c:cr~ e (J 
Fig. 4.17.23 Información detallada del paquete RIPng. 
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Información más detallada sobre Internet Protocol Version 6. 
• Fr.,.. 16: 126 bytes on wire (1008 bin), 126 bytes captured (1008 bits) on interface O 
., Etl><!rne< II, src: cc:04:22:1~:00:to (cc:04:22:14:00:10), ost: cc:01:22:14:00:10 (cc:Ol:22:14:00:10) 
• Im:ernet Pr01:ocol version '· src: so.o.o.s (so.o.o.s), ost: so.o.0.14 (SO.o.O.l4) 
t~ltsldii!§M§ieliit!HNéijt. +Wii+p.tMt;¡UI&I!ii!.JINfllliliMCHMII•tM++jllfMI 
ouo ...• - vers1on: 6 
(0110 .... - This field aal<u the filter "ip.version - 6" possible: 6) 
•••• 1-1~0 0000 •••••••••••••••••••• • Trólffic cbss; O.XOOOOOOeO 
1110 oo ...................... • Differentiated services Field: class selector 7 (Ox00000038) 
.......... 0 ..................... • ECN-<:~p;ble Transport (ECT): Not set 
•••• •••• ••• 0 •••• ,,,, ,,,, ,,, ••••• • ECN-cE: NO't Set; 
............ 0000 0000 0000 0000 0000 • Flowlabel: oxoooooooo 
Payload length: 52 
Next header: UOP (17) 
HOp li•it: 255 
source: feBO:: 3200:5 (feSO:: 3200: S) 
oestlnation: ff02: :9 (ff02: :9) 
[source GeoiP: unknoM'l} 
(Destiru~tion GeoiP: Unknoom] 
" user oaugraa Protocol, src Port: ripng (521), ost Port: ripng (521) 
source port: ripng (SZ1) 
oestination port: ripng (S21) 
Length: 52 
., cl><!cksua: ox09c9 (valldation disabled] 
{Good checl:s-: Falso] 
(&ad checl:sllll: False] 
.'J Rl:Png 
conund: Response (2) 
version: 1 
Res erved: 0000 
·• Route Table Entry: IPv6 Prefix: 2001:8::/64 Metric: 
IPY6 Prefix: 2001:8:: (2001:8: :) 
Route Tag: OxOOOO 
Prefb Longth: 64 
Metric: 1 
''l Route Table Entry: IPVS Prefix: ZOOO:d: :/64 Metric: 1 







Route Tag: OxOOOO 
Preflx umgth: 64 
t-H!-tr1c: 1 
Fig. 4.17.24 Información detallada sobre Internet Protocol Version 6. 
Información más detallada sobre Internet Protocol Version 4. 
• Fraate 16! 126 bytes on wire (1006 bits), 126 bytes c.aptured (1008 bits) on 1nterf,ace O 
'+ Ethernet lit src-: ce :04:22:14:00:10 (cc:04 :22:14 :00:10}, OSt: cc:Ol ~22:14 :00:10 (cc:Ol :22:14:00:10) 
·····e:::r:r•~a·:•-i•'éii'''·'·•··'"'''*'"''"'·'-'fi*'''''''*""'''''' 
Header length: :20 ~es 
~. Oifferem:iated Services Field: OXtO (OSCP Ox3S: class Selector 7; ECN: ()xOO: Not-ECT (NOt ECN-capable Transport)) 
1110 OO .. • oiffererni~ted services codepo1rn: Class selector 7 (OX3S) 
...... oo • Explic1t congest1on Not1ficat1on: Not-ECT (Not ECN-<:apable Transport) (OXOO) 
Total Longth: 112 
IdernfficQtion: OXOOcb (203) 
P 1=1ags: oxoo 
o. . . . . . . • Reserved bit: not sfi 
• o. • • • . • • Don· t fr 49•ent: HOt. set 
•• o •••.. - More frag.ents: NOt set 
~ragment offset: O 
Ti• to live: 254 
Protocol: 1Pv6 <•t) 
f.t Header checksuca: Ox56a7 [correct] 
[Good: True] 
{&ad: False] 
SoUI'co: so.o.o.s (50.0.0.5) 
Destfnotion: 50.0.0.14 (SO.O.O.U) 
[source GeoiP: Unl:nown] 
[oestinatfon GeoiP! ~] 
" Internet Pr01:ocol version 6, src: feBO: :3200: S (feS0::3200: S), ost: ffOZ::9 (ff02!:9) 







·:" .... ......,. 
IW1 .... 4 ........ 
...... 2 • ........ 
••••••••••••••• 4 
Fig. 4.17.25 Información detallada sobre Internet Protocol Version 4. 
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• Captura de paquetes ICMPV6, ping realizado por maquinas IPV6. 
t: . - . .. 
f.ilo Edil l[oew ~ ~ !nolyzt itrtillia Tdephonl lools !nt=•b jjdp 
o ® • D n D ~ = 2 '\. <a ~ <il W !; ¡ñ~Cil ~ El. ~ E':l 6i ['1'1 LO U @ 
Fim: ~ E>pmsicn... e~... App!y S... 
No. Time Sourc:e Oestination Prutocol lengt:h lnfo 
235 305.943991000 2001:~: :2 2001:8::2 IO<Pvl> 146 "ho (ping) roquost 1"--x~•cs, soq-s, hop liloit-63 (roply in 236) 
236 305.935017000 2001:8::2 2001:c: :2 IO<Pv6 146 Echo (p1ng) reply id-oxa•cS, seq-5, hop 11•it-61 (request in 235) 
W2Wtif.&i1.&t t? t!t!t&!iAfRtWP ZJ·itliil!-jib·l· i 1·111· 
238 309.997678000 cc:01:22:14:00cc:01:22:14:00LOOP 60 Reply 
L:1"4 ~10.Jl59fJ.l0UtJ )U.U.U.l3 .l.!4.U.'J.~U k.lúf<P 4 HE!! lO ""o 312~-.--nrooto~--~~---------------- -----------
244 316. 576088000 2001: S: :2 
245 316.607111000 2001:a::2 
246 316.648138000 2001:8::2 
247 316.669136000 2001:a: :2 
248 316. 71017;000 2001:8::2 
249 316.73119:000 2001:a::2 
250 316.772222000 2001:8::2 
251 316.793218000 2001:a::2 
















255 319.981552000 cc:01 :22 :U :OOcc:Ol :22 :1'=00LOOP 
WJl.WtJH.ij.i.ii tzy:i+Jiii@Mf· iihtitMli-jifii· 
~ .. -, ·• ~ 1 •• : -,:r:n.-r-~· 
rep y -oxa c5. seq•l, p • t•6l request n 243 
request id-Oxafc5, seq•2, hop 1i•it•63 (reply in 246) 
146 ECho (p1ng) reply id-oxafcS, seq•2, hop 11cait-61 (roquost ir. 245) 
146 Echo (ping) request id-oxafc5, seq-3, hop 11•it-63 (reply in z•s> 
146 Echo (ping) reply 1d-oxafc5, nq-3, hop l110it-61 (request in 247) 
146 Echo (ping) request id-Oxafc5, seq-4, hop 11tait•63 (reply in 250) 
146 Echo (ping) reply 1d-oxafcS, seq-4, hop li•it-61 (request in 249) 
146 Echo (ping) request id-Oxafc5, seq-s, hop litait-63 (reply in 252) 
1'6 'cho {ping) reply id-oxafc5, seq-5, hop li!oit-61 (requost in 251) 
60 Reply 
M:fiJih 
'' Frue Z4l: U6 bytes on wire (1168 biu), 146 bytes captured (1168 bits) on interface O 
<,Ethernet u, src: cc:01:22:1t:00!10 (CC!Ol:22!lot:00:10), DSt! cc:04!22!14:00:10 (cc:04:22:14!00!10) 
.• Internet Protocol vorsion •, src: so. o. 0.14 (SO. o. 0.14), OSt: so. o. o. 5 (50. o. o. 5) 
• Internet Protocol version 6, src: 2001:a::Z (2001:a::2), ost: 2001:8::2 (2001:8::2) 
;: Im:ernet cont:rol Méssage Protocol v6 
Fig. 4.17.26 Captura de paquete ICMPV6 con Wireshark. 
Información más detallada sobre paquete ICMPv6: 
u, 
Prot.ocol vers1on .t., 
rm:ernet Pratocol vers1on 6. src: 
..;, 0110 .... • version: 6 
(0110 .... - 'this field ooakes the f11ter "ip. version - 6" possible: 6] 
cJ .... 0000 0000 .................... - Traffic class: oxoooooooo 
0000 oo ...................... - oifferentiated services ~1eld: oefault (OXOOOOOOOO) 
.......... o ..................... - ECN-cap~ble Transport (ECT): NOt set 
••••.•.• ••• 0 .•...••.•.•..•..•.•• - ECN-cE: NO't Se't 
............ 0000 0000 0000 0000 0000 • ~lowlabel: OxOOOOOOOO 
Pcyload length: 72 
'Next header: IO<Pv6 (58) 
Hop li•it: 63 
source: 2001:a: :2 (200t:a: :2) 
oestlnation: 2001:8::2 (2001:8: :2) 
(source GeoiP: Unknown) 
(oestination GeolP: unknown] 
¡;::¡- :xnterne't c~rol Message Prot.oco1 V6 
type: Echo (ping) request (128) 
code: o 
<:hecksuao: oxab9a '(correct) 
Identifi er: Oxafc5 
sequence: 1 
[BtSDOn$C In· 2t•J 






Data: 000102030405060708090~0b0c0d0e0f1011121314151617 ••• 
(Length: 64] 




• Captura de paquetes Telnet 
[~e tdit !{..., Yo !:_opture An•'YI• ~stics Telephon¡: !oob !nternels tiel¡> 




i54 94 3. 271600000 
wseqeee e 
756 94 3. 302622000 50.0.0.5 so. o. 0.14 
757 94 3. 312626000 50.0.0.14 so. o. o. 5 
758 943.312626000 so. 0.0.14 50. o. o. 5 
759 943. 312626000 50.0.0.14 50. o. o. 5 
760 94 3. 332662000 50.0.0. 5 50.0.0.14 
761 943. 332662000 50.0.0. 5 so. o. o. u 
762 943. 343672000 50.0.0. S 50.0.0.14 
763 94 3. 343672000 50.0.0.5 50.0.0.14 
764 943.540780000 so. 0.0.14 so. o. o. 5 
765 943. S60793000 so.o.o.s so.o.0.14 
: :"'] Exprossion- C1oor ~r*f S.V. 
















• • '" • •• ·-_,_ . -.- • , .• ·7 
--~ ~~_f¡¡,:¡¡ Ti'e'' ,~-u. ·:n_i:.__:)::.:.i., ~C:''Li~ :v-J, ·~ ':.t-~~---~ 
58 Ulng > 15200 (SvN~ ACK] Saq-<l ACk•1 W1 ..... 12S Len-O HS5-536 
60 18200 > telnot [ACK] Seq•1 ACk•1 Win-4128 Len-D 
63 Telnet Data ..• 
1 eeg++MIHIM' d'"M' MMBH p;w¡yy;¡ 
66 Telnet oata .. . 
60 Telnet Data .. . 
60 Telnet Data .•• 
63 Telnet Datil . ~. 
96 Telnot Data .•• 
57 Telnet oata . , . 
60 Telnet Data ..• 
57 Telnet Data ... 
60 18200 > telnet [ACK] seq•25 Ack-67 win-4062 Len-O 
54 telnet > 18200 [ACK] SeQ-67 Ack•25 Win-4104 Len-O 
''· FraJOe 7Sl: 60 bytes on w1re (480 bits). 60 bytes captured (480 bits) on interface O 
t• Ethernet u, src: cc:01:22:14:00:10 (cc:Ol:22:14:00:10). ost: cc:04:22:14:00:10 (cc:04:22:14:00:10) 
•' Internet Protocol version 4. src: so.o. 0.14 (50. 0.0.14). ost: 50. o. o. S (50. O. O. 5) 
,.-lirionsll!fssfonS_on:t~oLProtoc'ol, src. Por.t:...!IRoo_{18200}, _ Dst ~POr.!:: 1'e1~""-t~_J2_3);::~eqL_ O;).en:_o_ .. _____ _ 




DISEÑO DE DESAFÍOS DE LABORATORIO CON SIMULADOR 
GNS3 Y EQUIPOS FÍSICOS 
DESAFIO 5.1: CONFIGURACION BASICA DE RUTAS 
ESTATICAS 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar una ruta estática por medio de una interfaz de salida. 
• Configurar una ruta estática mediante una dirección de siguiente salto. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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Fig. 5.1.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 
































En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 100.10.0.0/8 para obtener el 
direccionamiento IP usando VLSM para las conexiones entre routers, además dividir la 
.red 192.168.1.0/24 para proporcionar direcciones para las 4 LAN: 
LAN R1: 20 host. 
- LAN R2: 38 host. 
LAN R4: 40 host. 
LAN Router físico: 22 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
l. Asigne la subred O de la red 100.10.0.0/8 al enlace entre R1 y R4. 
2. Asigne la subred 1 de la red 100.10.0.0/8 al enlace entre R2 y R4. 
3. Asigne la subred 2 de la red 100.10.0.0/8 al enlace entre R3 y R4. 
4. Asigne la subred 3 de la red 100.10.0.0/8 al enlace entre R4 y RS. 
5. Asigne la subred 4 de la red 100.10.0.0/8 al enlace entre R4 y R6. 
6. Asigne la subred 5 de la red 100.10.0.0/8 al enlace entre R5 y RA. 
7. Asigne la subred O de la red 192.168.1.0/24 a la LAN R1. 
8. Asigne la subred 1 de la red 192.168.1.0/24 a la LAN R2. 
9. Asigne la subred 2 de la red 192.168.1.0/24 a la LAN R4. 
10. Asigne la subred 3 de la red 192.168.1.0/24 a la LAN RA. 
Red: 100.10.0.0/8 
Enlace entre: N° Subred 
R1-R4 SubredO: 
R2-R4 Subred 1: 
R3-R4 Subred 2: 
R4-R5 Subred 3: 
R4-R6 Subred4: 
R5-RA Subred 5: 
Tabla 5.1.2 Asignación de subredes 
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Red: 192.168.1. 0/24 
LAN N° Subred 
Rl SubredO: 
R2 Subred 1: 
R4 Subred2: 
RA Subred 3: 
Tabla 5.1.3 Asignación de subredes 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
Rl? 
2. ¿Qué mascara de subred utilizará la subred LAN de Rl? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
4. ¿Qué mascara de subred utilizará la subred LAN de R2? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
6. ¿Qué mascara de subred utilizará la subred LAN de R4? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
8. ¿Qué mascara de subred utilizará la subred LAN de RA? 
9. ¿Cuántas subredes es necesario crear de la red 192.168.1.0/24? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR LAS RUTAS ESTÁTICAS MEDIANTE UNA 
DIRECCIÓN DE SIGUIENTE SALTO O POR MEDIO DE UNA INTERFAZ DE 
SALIDA. 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 7: ANALIS DEL TRAFICO DE PAQUETES 
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DESAFIO 5.2: CONFIGURACION BASICA DE RIPvl 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar una ruta dinámica con el protocolo de enrutamiento RIP vl en todos 
los routers. 
• Verificar el enrutamiento RIP con los comandos show y debug. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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Fig. 5.2.1 Red virtual en GNS3. 








TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 



































En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.16.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, además utilice la red 
192.168.0.0/22 para proporcionar direcciones para las 4 LAN: 
LAN R1: 200 host. 
LAN R2: 220 host. 
LAN R3: 100 host. 
LAN Router físico: 150 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
11. Asigne la subred O de la red 172.16.0.0/16 al enlace entre R5 y R3. 
12. Asigne la subred 1 de la red 172.16.0.0/16 al enlace entre R5 y Rl. 
13. Asigne la subred 2 de la red 172.16.0.0/16 al enlace entre R5 y R4. 
14. Asigne la subred 3 de la red 172.16.0.0/16 al enlace entre R3 y R2. 
15. Asigne la subred 4 de la red 172.16.0.0/16 al enlace entre R4 y R1. 
16. Asigne la subred 5 de la red 172.16.0.0/16 al enlace entre R4 y R2. 
17. Asigne la subred 6 de la red 172.16.0.0/16 al enlace entre R1 y R2. 
18. Asigne la subred 7 de la red 172.16.0.0/16 al enlace entre R5 y RA. 
19. Asigne la subred O de la red 192.168.0.0/22 a la LAN Rl. 
20. Asigne la subred 1 de la red 192.168.0.0/22 a la LAN R2. 
21. Asigne la subred 2 de la red 192.168.0.0/22 a la LAN R3. 
22. Asigne la subred 3 de la red 192.168.0.0/22 a la LAN RA. 
Red: 172.16.0.0/16 
Enlace entre: N° Subred 
R5-R3 Subred O: 
RS-Rl Subred 1: 
RS-R4 Subred2: 
R3-R2 Subred 3: 
R4-R1 Subred4: 
R4-R2 Subred 5: 
R1-R2 Subred6: 
RS-RA Subred 7: 




LAN N° Subred 
Rl Subred O: 
R2 Subred 1: 
R3 Subred2: 
RA Subred 3: 
Tabla 5.2.3 Tabla de subredes designadas a enlaces LAN. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
Rl? 
2. ¿Qué mascara de subred utilizará la subred LAN de Rl? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
4. ¿Qué mascara de subred utilizará la subred LAN de R2? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
6. ¿Qué mascara de subred utilizará la subred LAN de R3? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
8. ¿Qué mascara de subred utilizará la subred LAN de RA? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR LAS RUTAS DINÁMICAS MEDIANTE EL 
PROTOCOLO DE ENRRUTAMIENTO RIPvl. 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 




DESAFIO 5.3: CONFIGURACION BASICA DE RIPv2 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Determinar la cantidad de subredes necesarias. 
• Determinar la cantidad de hosts necesarios para cada subred. 
• Diseñar un esquema de direccionamiento adecuado utilizando VLSM. 
• Asignar direcciones y pares de máscaras de subred a las interfaces del dispositivo. 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar una ruta dinámica con el protocolo de enrutamiento RIP v2 en todos 
los routers. 
• Verificar el enrutamiento RIPv2 con los comandos show ip route, show ip 
protocols y las actualizaciones de enrutamiento con debug ip rip. 
• Desactive la sumarización automática. 
• Examinar las tablas de enrutamiento. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 




































En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.16.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 5 LAN: 
LAN Rl: 100 host. 
LAN R2: 50 host. 
LAN R3: 80 host. 
LAN R5: 20 host. 
LAN Router :fisico: 220 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
23. Asigne la subred O de la red 172.16.0.0/16 al enlace entre R5 y R3. 
24. Asigne la subred 1 de la red 172.16.0.0116 al enlace entre R5 y Rl. 
25. Asigne la subred 2 de la red 172.16.0.0/16 al enlace entre R5 y R4. 
26. Asigne la subred 3 de la red 172.16.0.0116 al enlace entre R3 y R2. 
27. Asigne la subred 4 de la red 172.16.0.0/16 al enlace entre R4 y Rl. 
28. Asigne la subred 5 de la red 172.16.0.0/16 al enlace entre R4 y R2. 
29. Asigne la subred 6 de la red 172.16.0.0/16 al enlace entre R1 y R2. 
30. Asigne la subred 7 de la red 172.16.0.0/16 al enlace entre R5 y RA. 
31. Asigne la subred O de la red 172.16.0.0/16 a la LAN R1. 
32. Asigne la subred 1 de la red 172.16.0.0/16 a la LAN R2. 
33. Asigne la subred 2 de la red 172.16.0.0/16 a la LAN R3. 
34. Asigne la subred 3 de la red 172.16.0.0/16 a la LAN R5. 
35. Asigne la subred 4 de la red 172.16.0.0/16 a la LAN RA. 
Red: 172.16. O. 0/16 
Enlace entre: N° Subred 
R5-R3 SubredO: 
R5-R1 Subred 1: 
R5R4 Subred2: 
R3-R2 Subred 3: 
R4-R1 Subred4: 
R4-R2 Subred 5: 
R1-R2 Subred 6: 
R5-RA Subred 7: 




LAN N° Subred 
Rl SubredO: 
R2 Subred 1: 
R3 Subred2: 
R5 Subred 3: 
RA Subred 4: 
Tabla 5.3.3 Tabla de subredes designadas a enlaces LAN. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
Rl? 
2. ¿Qué mascara de subred utilizará la subred LAN de Rl? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
4. ¿Qué mascara de subred utilizará la subred LAN de R2? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R3? 
6. ¿Qué mascara de subred utilizará la subred LAN de R3? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RS? 
8. ¿Qué mascara de subred utilizará la subred LAN de RS? 




1 O. ¿Qué mascara de subred utilizará la subred LAN de RA? 
11. ¿Cuántas subredes es necesario crear de la red 172.16.0.0/16? 
TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR LAS RUTAS DINÁMICAS MEDIANTE EL 
PROTOCOLO DE ENRRUT AMIENTO RIPv2. 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 7: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.4: CONFIGURACION EIGRP 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar el enrutamiento EIGRP. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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Fig. 5.4.1 Red Virtual en GNS3. 
RED FISICA 
Fig. 5.4.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gateway por 




























En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Configurar sistema autónomo 1 O, la red 80.0.0.0/8 debe 
dividirse en subredes para obtener direccionamiento IP usando VLSM para los enlaces 
entre routers, además dividir la red 170.0.0.0/16 para proporcionar direcciones para las 3 
LAN: 
LAN de R3 necesitara 200 direcciones. 
LAN de R6 necesitara 150 direcciones. 
LAN de RA necesitara 1 00 direcciones. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
36. Asigne la subred O de la red 80.0.0.0/8 al enlace entre R1 y R2. 
37. Asigne la subred 1 de la red 80.0.0.0/8 al enlace entre R1 y R4. 
38. Asigne la subred 2 de la red 80.0.0.0/8 al enlace entre R2 y R3. 
39. Asigne la subred 3 de la red 80.0.0.0/8 al enlace entre R2 y R5. 
40. Asigne la subred 4 de la red 80.0.0.0/8 al enlace entre R4 y R5. 
41. Asigne la subred 5 de la red 80.0.0.0/8 al enlace entre R4 y R6. 
42. Asigne la subred 6 de la red 80.0.0.0/8 al enlace entre R4 y RA. 
43. Asigne la subred O de la red 170.0.0.0/16 a la LAN R3. 
44. Asigne la subred 1 de la red 170.0.0.0/16 a la LAN R6. 
45. Asigne la subred 2 de la red 170.0.0.0/16 a la LAN RA. 
Red: 10.0.0.0/8 
Enlace entre: N° Subred 
R1-R2 Subred O: 
Rl-R4 Subred 1: 
R2-R3 Subred 2: 
R2-R5 Subred 3: 
R4-R5 Subred 4: 
R4-R6 Subred 5: 
R4-RA Subred 6: 
Tabla 5.4.2 Asignación de subredes 
Red: 170.0.0.0/16 
LAN N° Subred 
R3 Subred O: 
R6 Subred 1: 
RA Subred2: 
TabJa 5.4.3 Asignación de subredes 
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PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R3? 
2. ¿Qué mascara de subred utilizará la subred LAN de R3? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R6? 
4. ¿Qué mascara de subred utilizará la subred LAN de R6? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
6. ¿Qué mascara de subred utilizará la subred LAN de RA? 
7. ¿Cuántas subredes es necesario crear de la red 170.0.0.0/16? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR EIGRP. 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 7: ANALIS DEL TRAFICO DE PAQUETES 
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DESAFIO 5.5: CONFIGURACION OSPF 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar el enrutamiento OSPF. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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DIAGRAMA DE TOPOLOGIA 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 
Dispositivo Interfaz Dirección IP Mascara de Gateway por 



























En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Configurar ID de proceso 100 en todos los routers, la red 
20.0.0.0/8 debe dividirse en subredes para obtener direccionamiento IP usando VLSM 
para los enlaces entre routers, además dividir la red 140.0.0.0/16 para proporcionar 
direcciones para las 3 LAN: 
LAN de R4 necesitara 1500 direcciones. 
LAN de R5 necesitara 800 direcciones. 
LAN de RA necesitara 600 direcciones. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
46. Asigne la subred O de la red 20.0.0.0/8 al enlace entre R1 y RA. 
47. Asigne la subred 1 de la red 20.0.0.0/8 al enlace entre R1 y R2. 
48. Asigne la subred 2 de la red 20.0.0.0/8 al enlace entre Rl y R3. 
49. Asigne la subred 3 de la red 20.0.0.0/8 al enlace entre R2 y R4. 
50. Asigne la subred 4 de la red 20.0.0.0/8 al enlace entre R3 y R5. 
51. Asigne la subred O de la red 140.0.0.0/16 a la LAN RA. 
52. Asigne la subred 1 de la red 140.0.0.0/16 a la LAN R4. 
53. Asigne la subred 2 de la red 140.0.0.0/16 a la LAN R5. 
Red: 20.0.0.0/8 
Enlace entre: N° Subred 
Rl-RA Subred O: 
Rl-R2 Subred 1: 
Rl-R3 Subred 2: 
R2-R4 Subred 3: 
R3-R5 Subred4: 
Tabla 5.5.2 Asignación de subredes 
Red: 140.0.0.0/16 
LAN N° Subred 
R3 Subred O: 
R6 Subred 1: 
RA Subred2: 
Tabla 5.5.3 Asignación de subredes 
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PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
2. ¿Qué mascara de subred utilizará la subred LAN de RA? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
4. ¿Qué mascara de subred utilizará la subred LAN de R4? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R5? 
6. ¿Qué mascara de subred utilizará la subred LAN de R5? 
7. ¿Cuántas subredes es necesario crear de la red 140.0.0.0/16? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR ENRUTAMIENTO OSPF. 
PASO 1: Al configurar OSPF declar el ID de proceso y las redes directamente 
conectadas. 
PASO 2: Modificar bandwidth. 
PASO 3: Modificar el costo del enlace. 
TAREA 5: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 6: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 7: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.6: CONFIGURACION BASICA DE BGP 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento BGP externo ( eBGP) en los routers de borde. 
• Configurar el enrutamiento BGP interno (iBGP) en los routers del mismo AS. 
• Configurar el enrutamiento OSPF en todos los routers conforme su AS. 
• Configurar las ID del router OSPF. 
• Verificar el enrutamiento OSPF por medio de los comandos show. 
• Verificar el enrutamiento BGP por medio de los comandos show. 
• Probar la conectividad en la red. 
• Análisis de tráfico de paquetes. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 
































En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 150.150.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 6 LAN: 
- LAN R1: 120 host. 
- LAN R2: 90 host. 
LAN R3: 80 host. 
- LANR4: 50 
- LAN R5: 50 host. 
- LAN Router fisico: 200 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
54. Asigne la subred O de la red 150.150.0.0116 al enlace entre R1 y R2. 
55. Asigne la subred 1 de la red 150.150.0.0/16 al enlace entre R1 y R3. 
56. Asigne la subred 2 de la red 150.150.0.0116 al enlace entre R1 y R4. 
57. Asigne la subred 3 de la red 150.150.0.0/16 al enlace entre R4 y R5. 
58. Asigne la subred 4 de la red 150.150.0.0/16 al enlace entre R4 y R6. 
59. Asigne la subred 5 de la red 150.150.0.0/16 al enlace entre R6 y RA. 
60. Asigne la subred O de la red 150.150.0.0/16 a la LAN R1. 
61. Asigne la subred 1 de la red 150.150.0.0/16 a la LAN R2. 
62. Asigne la subred 2 de la red 150.150.0.0/16 a la LAN R3. 
63. Asigne la subred 3 de la red 150.150.0.0/16 a la LAN R4. 
64. Asigne la subred 4 de la red 150.150.0.0/16 a la LAN R5. 
65. Asigne la subred 5 de la red 150.150.0.0/16 a la LAN RA. 
Red: 150.150.0.0/16 
Enlace entre: N° Subred 
Rl-R2 Subred O: 
Rl-R3 Subred 1: 
Rl-R4 Subred 2: 
R4-R5 Subred 3: 
R4-R6 Subred 4: 
R6-RA Subred 5: 




LAN N° Subred 
Rl Subred O: 
R2 Subred 1: 
R3 Subred 2: 
R4 Subred 3: 
R5 Subred4: 
RA Subred 5: 
Tabla 5.6.3 Asignación de subredes. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
Rl? 
2. ¿Qué mascara de subred utilizará la subred LAN de Rl? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
4. ¿Qué mascara de subred utilizará la subred LAN de R2? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R3? 
6. ¿Qué mascara de subred utilizará la subred LAN de R3? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
8. ¿Qué mascara de subred utilizará la subred LAN de R4? 
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9. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R5? 
10. ¿Qué mascara de subred utilizará la subred LAN de R5? 
11. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
12. ¿Qué mascara de subred utilizará la subred LAN de RA? 
13. ¿Cuántas subredes es necesario crear de la red 150.150.0.0/16? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR EL PROTOCOLO DE ENRUTAMIENTO OSPF EN 
LOS ROUTERS. 
TAREA 5: CONFIGURAR EL PROTOCOLO DE ENRUTAMIENTO BGP EN 
LOS ROUTERS. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.7: CONFIGURACIÓN BASICA DE ENRUTAMIENTO 
INTERVLAN 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio podrá: 
• Cablear Wla red según el diagrama de topología. 
• Borrar las configuraciones y volver a cargar Wl switch y Wl router al estado 
predeterminado. 
• Realizar las tareas básicas de configuración en Wla LAN conmutada y Wl router. 
• Configurar las VLAN y el protocolo VLAN Trunking (VTP) en todos los 
switches. 
• Configurar Wl router para admitir el enlace 802.lq en lUla interfaz Fast Ethernet. 
• Configurar Wl router con subinterfaces que correspondan a las VLAN 
configuradas. 
• Configurar Wl router con el protocolo de enrutamiento OSPF. 
• Demostrar y explicar el enrutamiento entre VLAN. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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DIAGRAMA DE TOPOLOGIA 
Rl R2 
RED FISICA 
Cl .. 1111 .. • • 
BUCLE INVERTIDO VLAN20 VlAN20 
VLAN30 VLAN40 
VLAN 10 
Fig. 5.7.1 Red virtual en GNS3. 
REOFISICA 
Cl 
RA SWA g0/1 g0/0 fl/23 
REO VIRTUAL 
Fig. 5. 7.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 






















Tabla 5. 7.1 Tabla de direccionamiento IP para las redes. 
ASIGNACIONES DE PUERTO: SWl 
Puertos Asignación Red 
fl/0-fl/2 Enlaces troncales 802.1q 
(LAN 1 nativa) 
Tabla 5.7.2 Asignación de Puertos SWl. 
ASIGNACIONES DE PUERTO: SW2 
Puertos Asignación Red 
fl/0- fl/1 Enlaces troncales 802.1q 
(LAN 1 nativa) 
fl/5- fl/10 Vlan 10 
fl/11- fl/15 Vlan20 
Tabla 5.7.3 Asignación de Puertos SW2. 
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ASIGNACIONES DE PUERTO: SW3 
Puertos Asignación Red 
fl/0- fl/1 Enlaces troncales 802.lq 
(LAN 1 nativa} 
fl/5- fl/10 Vlan 10 
fl/11 - fl/15 Vlan20 
Tabla 5.7.4 Asignación de Puertos SW3. 
ASIGNACIONES DE PUERTO: SW4 
Puertos Asignación Red 
flJO- fl/2 Enlaces troncales 802.1 q 
(LAN 99 nativa) 
Tabla 5.7.5 Asignación de Puertos SW4. 
ASIGNACIONES DE PUERTO: SW5 
Puertos Asignación Red 
fl/0- fl/1 Enlaces troncales 802.1 q 
(LAN 99 nativa) 
fl/5- fl/10 Vlan30 
fl/10- fl/15 Vlan40 
Tabla 5.7.6 Asignación de Puertos SW5. 
ASIGNACIONES DE PUERTO: SW6 
Puertos Asignación Red 
fl/0- fl/1 Enlaces troncales 802.1q 
(LAN 99 nativa) 
fl/5- fl/10 Vlan 30 
fl/10- fl/15 Vlan40 
Tabla 5.7.7 Asignación de Puertos SW6. 
ASIGNACIONES DE PUERTO: SWA 
Puertos Asignación Red 
fl/23 - fl/24 Enlaces troncales 802.1q 
(LAN 99 nativa) 
Tabla 5.7.8 Asignación de Puertos SWA. 
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ASIGNACIONES DE PUERTO: SWB 
Puertos Asignación Red 
fl/23 Enlaces troncales 802.1 q 
(LAN 99 nativa) 
fl/1- fl/10 Vlan 50 
fl/11 - fl/20 Vlan60 
Tabla 5. 7.9 Asignación de Puertos SWB. 
Configure las siguientes VLAN en los servidores VTP: 
SWl: 
Vlan Nombre de la Vlan 
Vlan 10 Vlan-10 
Vlan20 Vlan-20 
Tabla 5.7.10 Nombre de VLAN en SWl. 
SW4: 
Vlan Nombre de la Vlan 
Vlan 99 Vlan-99 
Vlan30 Vlan-30 
Vlan40 Vlan-40 
Tabla 5.7.11 Nombre de VLAN en SW4. 
SWA: 
Vlan Nombre de la Vlan 
Vlan99 Vlan-99 
Vlan 50 Vlan-50 
Vlan60 Vlan-60 




En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.16.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 6 LAN: 
- LAN VLAN 10:200 host. 
- LAN VLAN 20: 220 host. 
LAN VLAN 30: 100 host. 
LAN VLAN 40: 11 O host. 
- LAN VLAN 50: 220 host. 
- LAN VLAN 60: 220 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
66. Asigne la subred O de la red 172.16.0.0/16 al enlace entre R1 y R2. 
67. Asigne la subred 1 de la red 172.16.0.0/16 al enlace entre R2 y RA. 
68. Asigne la subred O de la red 172.16.0.0/16 a la LAN VLAN 1 O. 
69. Asigne la subred 1 de la red 172.16.0.0116 a la LAN VLAN 20. 
70. Asigne la subred 2 de la red 172.16.0.0/16 a la LAN VLAN 30. 
71. Asigne la subred 3 de la red 172.16.0.0/16 a la LAN VLAN 40. 
72. Asigne la subred 4 de la red 172.16.0.0/16 a la LAN VLAN 50. 
73. Asigne la subred 5 de la red 172.16.0.0/16 a la LAN VLAN 60. 
Red: 172.16.0.0/16 
Enlace entre: N° Subred 
R1 yR2 SubredO: 
R2yRA Subred 1: 
Tabla 5.7.13 Asignación de subredes. 
Red: 172.16.0.0116 
LAN N° Subred 
VLAN 10 Subred O: 
VLAN20 Subred 1: 
VLAN30 Subred2: 
VLAN40 Subred 3: 
VLAN 50 Subred4: 
VLAN60 Subred 5: 
Tabla 5.7.14 Asignación de subredes. 
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PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN 10? 
2. ¿Qué mascara de subred utilizará la subred LAN de VLAN 1 O? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN20? 
4. ¿Qué mascara de subred utilizará la subred LAN de VLAN 20? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN 30? 
6. ¿Qué mascara de subred utilizará la subred LAN de VLAN 30? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN 40? 
8. ¿Qué mascara de subred utilizará la subred LAN de VLAN 40? 
9. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN 50? 
10. ¿Qué mascara de subred utilizará la subred LAN de VLAN 50? 
11. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN60? 
12. ¿Qué mascara de subred utilizará la subred LAN de VLAN 60? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER Y 
SWITCH. 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR VTP EN LOS SWITCHES. 
TAREA 5: CONFIGURAR LAS VLAN EN LOS SERVIDORES VTP. 
TAREA 6: CONFIGURAR LA INTERFAZ DE ENLACES TRONCALES EN R1, 
R2YRA. 
TAREA 7: CONFIGURE EL PROTOCOLO OSPF EN LOS ROUTER R1, R2 Y 
RA. 
TAREA 8: CONFIGURE DHCP EN LOS ROUTERS R1, R2 Y RA. 
TAREA 9: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 10: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 11: ANALIS DEL TRAFICO DE PAQUETES 
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DESAFIO 5.8: CONFIGURACION BÁSICA DE ETHERCHANNEL 
OBJETIVOS DE APRENDIZAJE 
Al completar esta práctica de laboratorio podrá: 
• Cablear una red según el diagrama de topología. 
• Borrar las configuraciones y volver a cargar un switch y un router al estado 
predeterminado. 
• Realizar las tareas básicas de configuración en una LAN conmutada y un router. 
• Configurar las VLAN y el protocolo PORTCHANNEL en todos los switches. 
• Configurar un router para admitir el enlace 802.lq en una interfaz Fast Ethernet. 
• Configurar un router con subinterfaces que correspondan a las VLAN 
configuradas. 
• Demostrar y explicar el enrutamiento entre VLAN. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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DIAGRAMA DE TOPOLOGIA 
R1 R2 
fl/0 
SW4 RED FISICA 
C1 
111 1111 .. - 11111 
BUUE .INVERTIDO VLAN20 VLAN 20 
VlAN30 VLAN40 
VLAN 10 








Fig. 5.8.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gatewaypor 





















Tabla 5.8.1 Tabla de direccionamiento IP para las redes. 
ASIGNACIONES DE PUERTO: SWl 
Puertos Asignación Red 
f 110- fl/4 Enlaces troncales 802.1 q 
(LAN 1 nativa) 
Tabla 5.8.2 Asignación de Puertos SWl. 
ASIGNACIONES DE PUERTO: SW2 
Puertos Asignación Red 
fl/0- fl/3 Enlaces troncales 802.lq 
(LAN 1 nativa) 
fl/5- fl/10 Vlan 10 
fl/11 - fl/15 Vlan20 
Tabla 5.8.3 Asignación de Puertos SW2. 
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ASIGNACIONES DE PUERTO: SW3 
Puertos Asignación Red 
fl/0- fl/3 Enlaces troncales 802.1 q 
(LAN 1 nativa) 
fl/5- fl/10 Vlan 10 
fl/11 - fl/15 Vlan20 
Tabla 5.8.4 Asignación de Puertos SW3. 
ASIGNACIONES DE PUERTO: SW4 
Puertos Asignación Red 
fl/0- fl/4 Enlaces troncales 802.1q 
(LAN 99 nativa) 
Tabla 5.8.5 Asignación de Puertos SW4. 
ASIGNACIONES DE PUERTO: SW5 
Puertos Asignación Red 
fl/0- fl/3 Enlaces troncales 802.1 q 
(LAN 99 nativa) 
fl/5- fl/10 Vlan30 
fl/11 - fl/15 Vlan40 
Tabla 5.8.6 Asignación de Puertos SW5. 
ASIGNACIONES DE PUERTO: SW6 
Puertos Asignación Red 
fl/0- fl/3 Enlaces troncales 802.1q 
(LAN 99 nativa) 
fl/5- fl/10 Vlan 30 
fl/11 - fl/15 Vlan40 
Tabla 5.8. 7 Asignación de Puertos SW6. 
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ASIGNACIONES DE PUERTO: SWA 
Puertos Asignación Red 
fl/22- fl/24 Enlaces troncales 802.1q 
(LAN 99 nativa) 
Tabla 5.8.8 Asignación de Puertos SWA. 
ASIGNACIONES DE PUERTO: SWB 
Puertos Asignación Red 
fl/23- 24 Enlaces troncales 802.1 q 
(LAN 99 nativa) 
fl/1 -fl/10 Vlan 50 
fl/11 - fl/20 Vlan60 
Tabla 5.8.9 Asignación de Puertos SWB. 
Configure las siguientes VLAN en los servidores VTP: 
SWl: 
Vlan Nombre de la Vlan 
Vlan 10 Vlan-10 
Vlan20 Vlan-20 
Tabla 5.8.10 Nombre de VLAN en SWl. 
SW4: 
Vlan Nombre de la Vlan 
Vlan 99 Vlan-99 
Vlan30 Vlan-30 
Vlan40 Vlan-40 
Tabla 5.8.11 Nombre de VLAN en SW4. 
SWA: 
Vlan Nombre de la Vlan 
Vlan 99 Vlan-99 
Vlan 50 Vlan-50 
Vlan60 Vlan-60 




En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.18.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 6 LAN: 
- LAN VLAN 10: 200 host. 
- LAN VLAN 20: 220 host. 
- LAN VLAN 30: 100 host. 
LAN VLAN 40: 11 O host. 
- LAN VLAN 50: 220 host. 
LAN VLAN 60: 220 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
74. Asigne la subred O de la red 172.18.0.0/16 al enlace entre R1 y R2. 
75. Asigne la subred 1 de la red 172.18.0.0/16 al enlace entre R2 y RA. 
76. Asigne la subred O de la red 172.18.0.0/16 a la LAN VLAN 10. 
77. Asigne la subred 1 de la red 172.18.0.0/16 a la LAN VLAN 20. 
78. Asigne la subred 2 de la red 172.18.0.0/16 a la LAN VLAN 30. 
79. Asigne la subred 3 de la red 172.18.0.0/16 a la LAN VLAN 40. 
80. Asigne la subred 4 de la red 172.18.0.0/16 a la LAN VLAN 50. 
81. Asigne la subred 5 de la red 172.18.0.0/16 a la LAN VLAN 60. 
Red: 172.18.0.0/16 
Enlace entre: N° Subred 
Rl yR2 Subred O: 
R2yRA Subred 1: 
Tabla 5.8.13 Asignación de subredes. 
Red: 172.18.0.0116 
LAN N° Subred 
VLAN 10 SubredO: 
VLAN20 Subred 1: 
VLAN30 Subred2: 
VLAN40 1 Subred 3: 
VLANSO Subred4: 
VLAN60 Subred 5: 
Tabla 5.8.14 Asignación de subredes. 
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PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN 10? 
2. ¿Qué mascara de subred utilizará la subred LAN de VLAN 1 O? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN20? 
4. ¿Qué mascara de subred utilizará la subred LAN de VLAN 20? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN30? 
6. ¿Qué mascara de subred utilizará la subred LAN de VLAN 30? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN40? 
8. ¿Qué mascara de subred utilizará la subred LAN de VLAN 40? 
9. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN SO? 
10. ¿Qué mascara de subred utilizará la subred LAN de VLAN SO? 
11. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
VLAN60? 
12. ¿Qué mascara de subred utilizará la subred LAN de VLAN 60? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER Y 
SWITCH. 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR VTP EN LOS SWITCHES. 
TAREA 5: CONFIGURAR LAS VLAN EN LOS SERVIDORES VTP Y 
CONFIGURAR LOS PUERTOS DE LOS ENLACE TRONCALES CON 
ETHERHANNEL. 
TAREA 6: CONFIGURAR LA INTERFAZ DE ENLACES TRONCALES EN Rl, 
R2YRA. 
TAREA 7: CONFIGURE EL PROTOCOLO EIGRP EN LOS ROUTER Rl, R2 Y 
RA. 
TAREA 8: CONFIGURE DHCP EN LOS ROUTERS Rl, R2 Y RA. 
TAREA 9: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 10: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 11: ANALIS DEL TRAFICO DE PAQUETES 
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DESAFIO 5.9: VOIP 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar VOIP. 
• Configurar DHCP. 
• Configurar el enrutamiento OSPF. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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Fig. 5.9.1 Red Virtual en GNS3 
RED FISICA 







TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
Dispositivo Interfaz Dirección IP Mascara de Gatewaypor 
Sub red defecto 
Rl fl/0 No aplicable 
f2/0 No aplicable 
ROUTER FISICO g0/0 No aplicable 
g0/1 No aplicable 
g0/2 No aplicable 
Cl NIC DHCP DHCP DHCP 
C2 BUCLE DHCP DHCP DHCP 
INVERTIDO 
C3 VPCS DHCP DHCP DHCP 
C4 NIC DHCP DHCP DHCP 
C5 VPCS DHCP DHCP DHCP 
C6 VPCS DHCP DHCP DHCP 




En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Configurar ID de proceso 50, Utilice la dirección 10.0.0.0/30 
entre el router R1-RA, además teniendo los siguientes requisitos: 
LAN R1- interface f2/0: 160.10.0.0116 (DHCP) 
LAN RA- interface g0/1: 170.10.0.0116 (DHCP) 





TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: TAREA 3: CONFIGURAR INTERFACES, DHCP Y SERVICIO DE 
TELEFONIA. 
TAREA 4: CONFIGURAR ENRUTAMIENTO OSPF. 
TAREA 5: CONFIGURAR DIAL-PEER. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.10: CONFIGURACIÓN BÁSICA DE PPP 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red según el diagrama de topología. 
• Realizar tareas de configuración básica en los routers. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento OSPF en todos los routers. 
• Configurar la encapsulación PPP en todas las interfaces seriales. 
• Configurar la autenticación CHAP y PAP de PPP. 
• Aprender acerca de los comandos debug ppp negotiation y debug ppp 
authentication. 
• Probar conectividad en la red y funcionamiento de PPP. 
• Aprender cómo cambiar la encapsulación en las interfaces seriales de PPP a 
HDLC. 
• Análisis de tráfico de paquetes. 
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En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 100.100.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 4 LAN: 
- LAN R2: 50 host. 
- LANR4: 100 
LAN R5: 120 host. 
- LAN Router fisico: 200 host. 
Para la dirección W ANdel ISP y Rl utilice la dirección 200.200.200.0/30. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
82. Asigne la subred O de la red 100.100.0.0/16 al enlace entre R1 y ISP. 
83. Asigne la subred 1 de la red 100.100.0.0/16 al enlace entre Rl y R2. 
84. Asigne la subred 2 de la red 100.100.0.0116 al enlace entre R1 y R3. 
85. Asigne la subred 3 de la red 100.100.0.0/16 al enlace entre R3 y R4. 
86. Asigne la subred 4 de la red 100.100.0.0/16 al enlace entre R3 y R5. 
87. Asigne la subred 5 de la red 100.100.0.0/16 al enlace entre R2 y RA. 
88. Asigne la subred O de la red 100.100.0.0/16 a la LAN R4. 
89. Asigne la subred 1 de la red 100.100.0.0/16 a la LAN R5. 
90. Asigne la subred 2 de la red 100.100.0.0/16 a la LAN R2. 
91. Asigne la subred 3 de la red 100.100.0.0/16 a la LAN RA. 
Red: 100.100.0.0/16 
Enlace entre: N° Subred 
R1-ISP Subred O: 
R1-R2 Subred 1: 
Rl-R3 Subred 2: 
R3-R4 Subred 3: 
R3-R5 Subred4: 
R2-RA Subred 5: 





LAN N° Subred 
R2 Subred O: 
R4 Subred 1: 
R5 Subred2: 
RA Subred 3: 
Tabla 5.10.3 Asignación de subredes. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
2. ¿Qué mascara de subred utilizará la subred LAN de R2? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
4. ¿Qué mascara de subred utilizará la subred LAN de R4? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R5? 
6. ¿Qué mascara de subred utilizará la subred LAN de R5? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
8. ¿Qué mascara de subred utilizará la subred LAN de RA? 
9. ¿Cuántas subredes es necesario crear de la red 100.100.0.0/16? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR EL PROTOCOLO DE ENRUTAMIENTO OSPF EN 
LOS ROUTERS. 
TAREA 5: CONFIGURAR LA ENCAPSULACIÓN Y AUTENTICACIÓN PPP 
PAP Y PPP CHAPEN LAS INTERFACES SERIALES. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.11: CONFIGURACION BASICA DE FRAME RELAY 
OBJETIVOS DE APRENDIZAJE 
Al completar esta práctica de laboratorio, el usuario podrá: 
• Conectar una red según el diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento EIGRP en todos los routers. 
• Configurar la encapsulación Frame Relay en todas las interfaces seriales. 
• Configurar una subinterfaz Frame Relay. 
• Configurar un switch Frame Relay. 
• Comprender los resultados de los comandos show frame-relay. 
• Aprender los efectos del comando debug frame-relay lmi. 
• Probar conectividad en la red y funcionamiento de Frame Relay. 
• Análisis de tráfico de paquetes. 
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Fig. 5.11.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 




























En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 110.110.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 4 LAN: 
- LAN R4: 80 host. 
- LANR5: 160 
- LAN R6: 120 host. 
- LAN Router físico: 220 host. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
92. Asigne la subred O de la red 110.110.0.0/16 al enlace entre R1 y R5. 
93. Asigne la subred 1 de la red 110.110.0.0/16 al enlace entre R1 y R2. 
94. Asigne la subred 2 de la red 110.110.0.0/16 al enlace entre R2 y RA. 
95. Asigne la subred 3 de la red 110.110.0.0/16 al enlace entre R1 y R4. 
96. Asigne la subred 4 de la red 110.110.0.0/16 al enlace entre R1 y R3. 
97. Asigne la subred 5 de la red 110.110.0.0/16 al enlace entre R3 y R6. 
98. Asigne la subred O de la red 110.110.0.0/16 a la LAN R4. 
99. Asigne la subred 1 de la red 110.110.0.0/16 a la LAN R5. 
100. Asigne la subred 2 de la red 110.110.0.0/16 a la LAN R6. 
101. Asigne la subred 3 de la red 110.110.0.0/16 a la LAN RA. 
Red: 110.110.0.0/16 
Enlace entre: N° Subred 
Rl-R5 SubredO: 
Rl-R2 Subred 1: 
R2-RA Subred 2: 
Rl-R4 Subred3: 
Rl-R3 Subred4: 
R3-R6 Subred 5: 




LAN N° Subred 
R4 SubredO: 
R5 Subred 1 : 
R6 Subred 2: 
RA Subred 3: 
Tabla 5.11.3 Asignación de subredes. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
2. ¿Qué mascara de subred utilizará la subred LAN de R4? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RS? 
4. ¿Qué mascara de subred utilizará la subred LAN de RS? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R6? 
6. ¿Qué mascara de subred utilizará la subred LAN de R5? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
8. ¿Qué mascara de subred utilizará la subred LAN de RA? 
9. ¿Cuántas subredes es necesario crear de la red 110.110.0.0/16? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR SWITCH Y ROUTERS CON FRAME RELAY. 
TAREA 5: CONFIGURAR EL PROTOCOLO DE ENRUTAMIENTO OSPF EN 
LOS ROUTERS. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.12: MPLS LDP 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar MPLS y el protocolo de distribución de etiquetas LDP. 
• Configurar el enrutamiento BGP. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 
Dispositivo Interfaz Dirección IP Mascara de Gatewaypor 
























En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Configurar sistema autónomo 200, La red 30.0.0.0/8 debe 
dividirse en subredes para obtener direccionamiento IP usando VLSM para los enlaces 
entre routers, además dividir la red 170.20.0.0/16 para proporcionar direcciones para las 
2LAN: 
LAN de R5 necesitara 150 direcciones. 
LAN de RA necesitara 100 direcciones. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
102. Asigne la subred O de la red 30.0.0.0/8 al enlace entre R1 y R2. 
103. Asigne la subred 1 de la red 30.0.0.0/8 al enlace entre R1 y RS. 
104. Asigne la subred 2 de la red 30.0.0.0/8 al enlace entre R2 y R3. 
105. Asigne la subred 3 de la red 30.0.0.0/8 al enlace entre R2 y R4. 
106. Asigne la subred 4 de la red 30.0.0.0/8 al enlace entre R3 y RA. 
107. Asigne la subred 5 de la red 30.0.0.0/8 al enlace entre R4 y R6. 
108. Asigne la subred O de la red 170.20.0.0/16 a la LAN RA. 
109. Asigne la subred 1 de la red 170.20.0.0/16 a la LAN R5. 
Red: 30.0.0.0/8 
Enlace entre: N° Subred 
Rl-R2 Subred O: 
Rl-R5 Subred 1: 
R2-R3 Subred2: 
R2-R4 Subred 3: 
R3-RA Subred4: 
R4-R6 Subred 5: 
Tabla 5.12.2 Asignación de subredes 
Red: 170.20.0.0/16 
LAN N° Subred 
RA Subred O: 
R5 Subred 1: 
Tabla 5.12.3 Asignación de subredes 
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PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
2. ¿Qué mascara de subred utilizará la subred LAN de RA? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R5? 
4. ¿Qué mascara de subred utilizará la subred LAN de R5? 
5. ¿Cuántas subredes es necesario crear de la red 170.20.0.0/16? 
TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET. 
TAREA 4: CONFIGURAR BGP. 
TAREA 5: CONFIGURAR MPLS. 
TAREA 6: CONFIGURAR LOS EQlliPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES 
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DESAFIO 5.13: CONFIGURACION BASICA DE DHCP Y NAT 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, el usuario podrá: 
• Preparar la red. 
• Realizar las configuraciones básicas del router. 
• Configurar un servidor de DHCP del lOS de Cisco. 
• Configurar el enrutamiento estático y por defecto. 
• Configurar NAT estática. 
• Configurar NAT dinámica con un conjunto de direcciones. 
• Configurar la sobrecarga de NAT. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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DIAGRAMA DE TOPOLOGIA 
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Fig. 5.13.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 







































En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.16.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 4 LAN: 
LAN R1: 180 host. 
LAN R2: 100 host. 
LAN R3: 80 host. 
LAN Router fisico: 220 host. 
Para la dirección W ANdel ISP y R-NAT utilice la dirección 200.200.200.0/30. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
110. Asigne la subred O de la red 172.16.0.0/16 al enlace entre ISP y R-NAT. 
111. Asigne la sub red 1 de la red 172.16.0.0/16 al enlace entre R -NAT y R5. 
112. Asigne la subred 2 de la red 172.16.0.0116 al enlace entre R-NAT y Rl. 
113. Asigne la subred 3 de la red 172.16.0.0/16 al enlace entre R-NAT y R4. 
114. Asigne la subred 4 de la red 172.16.0.0/16 al enlace entre R5 y RA. 
115. Asigne la subred 5 de la red 172.16.0.0/16 al enlace entre R5 y R1. 
116. Asigne la subred 6 de la red 172.16.0.0/16 al enlace entre R1 y R2. 
117. Asigne la subred 7 de la red 172.16.0.0/16 al enlace entre R4 y Rl. 
118. Asigne la subred 8 de la red 172.16.0.0/16 al enlace entre R4 y R2. 
119. Asigne la subred 9 de la red 172.16.0.0/16 al enlace entre R4 y R3. 
120. Asigne la subred 10 de la red 172.16.0.0/16 al enlace entre R2 y R3. 
121. Asigne la subred O de la red 172.16.0.0/16 a la LAN R1. 
122. Asigne la subred 1 de la red 172.16.0.0/16 a la LAN R2. 
123. Asigne la subred 2 de la red 172.16.0.0/16 a la LAN R3. 




Enlace entre: N° Subred 
ISP-R-NAT SubredO: 
R-NAT-R5 Subred 1: 
R-NAT-R1 Subred2: 
R-NAT-R4 Subred 3: 
R5-RA Subred4: 
R5-R1 Subred 5: 
Rl-R2 Subred6: 
R4-Rl Subred 7: 
R4-R2 Subred 8: 
R4-R3 Subred 9: 
R2-R3 Subred 10: 
Tabla 5.13.2 Asignación de subredes. 
Red: 172.16.0.0116 
LAN N° Subred 
Rl SubredO: 
R2 Subred 1: 
R3 Subred 2: 
RA Subred 3: 
Tabla 5.13.3 Asignación de subredes. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R1? 
2. ¿Qué mascara de subred utilizará la subred LAN de R1? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
4. ¿Qué mascara de subred utilizará la subred LAN de R2? 
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5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
6. ¿Qué mascara de subred utilizará la subred LAN de R3? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
8. ¿Qué mascara de subred utilizará la subred LAN de RA? 
9. ¿Cuántas subredes es necesario crear de la red 172.16.0.0/16? 
TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR EL PROTOCOLO DE ENRUTAMIENTO OSPF. 
TAREA 5: CONFIGURE DHCP EN EL ROUTER R-DHCP. 
TAREA 6: CONFIGURAR NAT ÉSTATICA, DINÁMICA Y PAT. 
TAREA 7: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 8: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 9: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.14: CONFIGURACIÓN BÁSICA DE LISTAS DE 
CONTROL DE ACCESO (ACL) 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, el usuario podrá: 
• Conectar una red según el diagrama de topología. 
• Realizar tareas de configuración básica en los routers. 
• Configurar y activar interfaces. 
• Configurar el enrutamiento OSPF en todos los routers. 
• Diseñar ACL nombradas estándar y nombradas ampliadas. 
• Aplicar ACL nombradas estándar y nombradas ampliadas. 
• Probar ACL nombradas estándar y nombradas ampliadas. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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Fig. 5.14.2 Red Física. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 




































En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Utilice la dirección 172.16.0.0/16 para obtener el 
direccionamiento IP para las conexiones entre routers, y también para proporcionar 
direcciones para las 4 LAN: 
- LAN R2: 200 host. 
- LAN R3: 100 host. 
- LAN R4: 80 host. 
- LAN Router físico: 220 host. 
Para la dirección WAN del ISP y R5 utilice la dirección 200.200.200.0/30. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
125. Asigne la subred O de la red 172.16.0.0/16 al enlace entre R1 y RA. 
126. Asigne la subred 1 de la red 172.16.0.0/16 al enlace entre R1 y R2. 
127. Asigne la subred 2 de la red 172.16.0.0/16 al enlace entre R1 y R5. 
128. Asigne la subred 3 de la red 172.16.0.0/16 al enlace entre R5 y R2. 
129. Asigne la subred 4 de la red 172.16.0.0/16 al enlace entre R5 y R3. 
130. Asigne la subred 5 de la red 172.16.0.0/16 al enlace entre R5 y R4. 
131. Asigne la subred 6 de la red 172.16.0.0/16 al enlace entre R2 y R3. 
132. Asigne la subred 7 de la red 172.16.0.0/16 al enlace entre R3 y R4. 
133. Asigne la subred 8 de la red 172.16.0.0116 al enlace entre R5 y ISP. 
134. Asigne la subred O de la red 172.16.0.0/16 a la LAN R2. 
135. Asignelasubred 1 delared 172.16.0.0/16alaLANR3. 
136. Asigne la subred 2 de la red 172.16.0.0/16 a la LAN R4. 
137. Asigne la subred 3 de la red 172.16.0.0/16 a la LAN RA. 
Red: 172.16.0.0/16 
Enlace entre: N° Subred 
R1-RA SubredO: 
R1-R2 Subred 1: 
R1-R5 Subred2: 
R5-R2 Subred 3: 
R5-R3 Subred4: 
R5-R4 Subred 5: 
R2-R3 Subred6: 
R3-R4 Subred 7: 
R5-ISP Subred 8: 




LAN N° Subred 
R2 Subred O: 
R3 Subred 1: 
R4 Subred2: 
RA Subred 3: 
Tabla 5.14.3 Asignación de subredes. 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R2? 
2. ¿Qué mascara de subred utilizará la subred LAN de R2? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R3? 
4. ¿Qué mascara de subred utilizará la subred LAN de R3? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R4? 
6. ¿Qué mascara de subred utilizará la subred LAN de R4? 
7. ¿Cuál es la máxima cantidad de ~irección host que se pueden asignar en la LAN de 
RA? 
8. ¿Qué mascara de subred utilizará la subred LAN de RA? 
9. ¿Cuántas subredes es necesario crear de la red 172.16.0.0/16? 
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TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR EL PROTOCOLO DE ENRRUTAMIENTO EIGRP. 
TAREA 5: CONFIGURAR LAS ACL EN LOS ROUTERS R2 y RAPARA QUE 
NO TENGAN ACCESO A ELLAS LOS HOST DE LAN DE R3 Y R4. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.16: REDISTRIBUCION DE PROTOCOLOS 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthernet y GigabitEhernet. 
• Configurar los protocolos: OSPF, EIGRP y RIPV2. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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DIAGRAMA DE TOPOLOGIA 
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Fig. 5.16.1 Red Física 
AREAO 
Fig. 5.16.2 Red Virtual1 en GNS3 
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Fig. 5.16.3 Red Virtual2 en GNS3 
R6 
TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y W AN 
REDFISICA 
EIGRP 1 
Dispositivo Interfaz Dirección IP Mascara de Gateway por 










Tabla 5.16.1 Direccionamiento IP para las Redes 
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RED VIRTUAL 1 
Dispositivo Inteñaz Dirección IP Mascara de Gateway por 
















Tabla 5.16.2 Direccionamiento IP para las Redes 
RED VIRTUAL 2 





















En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. La red 50.0.0.0/8 debe dividirse en subredes para obtener 
direccionamiento IP usando VLSM para los enlaces entre routers, además dividir la red 
140.0.0.0/16 para proporcionar direcciones para las 2 LAN: 
LAN de RB necesitara 200 direcciones. 
LAN de R1 necesitara 1500 direcciones. 
LAN de R3 necesitara 300 direcciones. 
LAN de R8 necesitara 1000 direcciones. 
LAN de R9 necesitara 800 direcciones. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
138. Asigne la subred O de la red 50.0.0.0/8 al enlace entre RA y RB. 
139. Asigne la subred 1 de la red 50.0.0.0/8 al enlace entre RB y RC. 
140. Asigne la subred 2 de la red 50.0.0.0/8 al enlace entre R1 y R2. 
141. Asigne la subred 3 de la red 50.0.0.0/8 al enlace entre R1 y R4. 
142. Asigne la subred 4 de la red 50.0.0.0/8 al enlace entre R2 y R3. 
143. Asigne la subred 5 de la red 50.0.0.0/8 al enlace entre R5 y R6. 
144. Asigne la subred 6 de la red 50.0.0.0/8 al enlace entre R6 y R7. 
145. Asigne la subred 7 de la red 50.0.0.0/8 al enlace entre R7 y R8. 
146. Asigne la subred 8 de la red 50.0.0.0/8 al enlace entre R7 y R9. 
147. Asigne la subred O de la red 140.0.0.0/16 a la LAN RB. 
148. Asigne la subred 1 de la red 140.0.0.0/16 a la LAN Rl. 
149. Asigne la subred 2 de la red 140.0.0.0/16 a la LAN R3. 
150. Asigne la subred 3 de la red 140.0.0.0116 a la LAN R8. 
151. Asigne la subred 4 de la red 140.0.0.0/16 a la LAN R9. 
Red: 50.0.0.0/8 
Enlace entre: N° Subred 
RA-RB SubredO: 
RB-RC Subred 1: 
R1-R2 Subred 2: 
R1-R4 Subred 3: 
R2-R3 Subred4: 
R5-R6 Subred 5: 
R6-R7 Subred 6: 
R7-R8 Subred 7: 
R7-R9 Subred 8: 




LAN N° Subred 
RB SubredO: 
Rl Subred 1: 
R3 Subred 2: 
R8 Subred 3: 
R9 Subred4: 
Tabla 5.16.5 Asignación de subredes 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RB? 
2. ¿Qué mascara de subred utilizará la subred LAN de RB? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
Rl? 
4. ¿Qué mascara de subred utilizará la subred LAN de Rl? 
5. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R3? 
6. ¿Qué mascara de subred utilizará la subred LAN de R3? 
7. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R8? 
8. ¿Qué mascara de subred utilizará la subred LAN de R8? 
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9. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
R9? 
10. ¿Qué mascara de subred utilizará la subred LAN de R9? 
11. ¿Cuántas subredes es necesario crear de la red 140.0.0.0/16? 
TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET. 
TAREA 4: CONFIGURAR PROTOCOLOS DE ENRUTAMIENTO. 
TAREA 5: CONFIGURAR PROTOCOLOS DE REDISTRIBUCION. 
TAREA 6: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 7: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 
TAREA 8: ANALISIS DEL TRAFICO DE PAQUETES. 
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DESAFIO 5.17: IPV6 
OBJETIVOS DE APRENDIZAJE: 
Al completar esta práctica de laboratorio, usted podrá: 
• Conectar una red de acuerdo con el Diagrama de topología. 
• Realizar tareas de configuración básicas en un router. 
• Configurar y activar las interfaces serial, FastEthemet y GigabitEhemet. 
• Configurar IPV 6 Tunneling. 
• Configurar IPV 6 RIPNG. 
• Configurar OSPF. 
• Probar la conectividad. 
• Análisis de tráfico de paquetes. 
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TABLA DE DIRECCIONAMIENTO IP PARA LAS REDES LAN Y WAN 
RED VIRTUAL: 
Dispositivo Inteñaz Dirección IP Mascara de Gatewaypor 




















Tabla 5.17.1 Direccionamiento IP para las Redes 
REDFISICA: 
Dispositivo lnteñaz Dirección IP Mascara de Gatewaypor 
Subred defecto 











En esta actividad de laboratorio, el usuario armará y conectará la red que se muestra en 
el Diagrama de topología. Configurar ID de proceso 100 en todos los routers, la red 
10.0.0.0/8 debe dividirse en subredes para obtener direccionamiento IP usando VLSM 
para los enlaces entre routers, además dividir la red 192.168.0.0/24 para proporcionar 
direcciones para las 2 LAN: 
LAN de R1 necesitara 20 direcciones. 
LAN de RA necesitara 35 direcciones. 
Utilizar las direcciones 2001:1::0/64 y 2002:1::0/64 para las redes IPV6. 
PASO 1: Asignar las direcciones de subred, según los siguientes requisitos: 
152. Asigne la subred O de la red 10.0.0.0/8 al enlace entre R1 y R2. 
153. Asigne la subred 1 de la red 10.0.0.0/8 al enlace entre R1 y R4. 
154. Asigne la subred 2 de la red 10.0.0.0/8 al enlace entre R2 y R3. 
155. Asigne la subred 3 de la red 10.0.0.0/8 al enlace entre R2 y R4. 
156. Asigne la subred 4 de la red 10.0.0.0/8 al enlace entre R3 y R4. 
157. Asigne la subred 5 de la red 10.0.0.0/8 al enlace entre R2 y R5. 
158. Asigne la subred 6 de la red 10.0.0.0/8 al enlace entre R3 y RA. 
159. Asigne la subred O de la red 192.168.1.0/24 a la LAN Rl. 
160. Asigne la subred 1 de la red 192.168.1.0/24 a la LAN RA. 
Red: 10.0.0.0/8 
Enlace entre: N° Subred 
Rl-R2 Subred O: 
Rl-R4 Subred 1: 
R2-R3 Subred 2: 
R2-R4 Subred 3: 
R3-R4 Subred 4: 
R2-R5 Subred 5: 
R3-RA Subred 6: 




LAN N° Subred 
Rl SubredO: 
RA Subred 1: 
Tabla 5.17.4 Asignación de subredes 
PASO 2: Responder las siguientes preguntas. 
l. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
Rl? 
2. ¿Qué mascara de subred utilizará la subred LAN de Rl? 
3. ¿Cuál es la máxima cantidad de dirección host que se pueden asignar en la LAN de 
RA? 
4. ¿Qué mascara de subred utilizará la subred LAN de RA? 
5. ¿Cuántas subredes es necesario crear de la red 192.168.1.0/24? 
TAREA 1: MONTAR LA RED FISICA Y LA RED EN GNS3. 
TAREA 2: REALIZAR LA CONFIGURACION BASICA DEL ROUTER. 
TAREA 3: CONFIGURE Y ACTIVE LAS INTERFACES SERIALES, 
FASTETHERNET Y GIGABITETHERNET CON IPV 4. 
TAREA 4: CONFIGURAR IPV6. 
TAREA 5: CONFIGURAR PROTOCOLO OSPF. 
TAREA 6: CONFIGURAR PROTOCOLO RIPNG. 
TAREA 7: CONFIGURAR LOS EQUIPOS DE HOST. 
TAREA 8: VERIFICAR Y PROBAR LAS CONFIGURACIONES. 





DETALLES DEL DESCRIPCION CANTIDAD MONTO 
GASTO 
Cable UTP cat 5e 40m SI. 40.00 
Cable UTP cat 6 30m S/. 60.00 
Bienes Conector RJ45 cat 5e 20 S/. 10.00 
Conector RJ45 cat 6 20 S/. 20.00 
Ponchador 1 S/. 20.00 
Software GNS3 1 S/. 0.00 
lOS Cisco 2 SI. 0.00 
Servicios Internet x hora 300 S/. 300.00 
Costo Total SI. 450.00 
CONCLUSIONES 
• El uso del emulador GNS3 a nivel académico es muy útil, debido a que emula 
equipos ciscos fisicos de tal forma que permite al estudiante interactuar de manera 
más real y evitando posibles inconvenientes en las configuraciones por no tener 
comandos no reconocidos o no funcionales. 
• El emulador GNS3 puede ser de gran utilidad tanto a nivel empresarial, ya que su 
uso permite la disminución de equipos, espacio físico y por ende reducción de 
costos en la implementación de redes. 
• GNS3 permite cosas sofisticadas como usar las interfaces del PC como si fueran 
interfaces del enrutador, de esa manera se puede convertir la interfaz del PC en 
una interfaz de un enrutador emulado, de tal manera que los protocolos que se 








Las guías de laboratorio permite al estudiante profundizar los conceptos teóricos 
vistos en clase, mejorando la capacidad práctica que se requiere en el campo de 
Networking. 
Al diseñar e implementar la red formada por routers emulados en GNS3 y analizar 
el rendimiento de la misma enviando paquetes de diferente tamaño, se pudo 
observar que los valores de los indicadores Latencia y Jitter son superiores a los 
valores obtenidos en el escenario de routers emulados Físicos. 
Al diseñar e implementar la red formada por routers emulados fisicos y analizar 
el rendimiento de la misma enviando paquetes de diferente tamaño, se pudo 
observar que los valores de los indicadores Latencia y Jitter propuestos tienen el 
mejor rendimiento a diferencia del escenario con routers emulados en GNS3. 
Con respecto al trhoughput se sabe que toma menos tiempo transmitir un paquete 
corto que uno largo, es por eso que todos los dispositivos envían más paquetes 
cortos durante la prueba. Se comprueba que enlace virtual es más lento y 
fácilmente congestionable que uno real. 
Un router emulado con GNS3 registra valores de Jitter y latencia muy por encima 
de los registrados para un router real. Los valores para el router emulado aumentan 











Una red de área local, red local o LAN (del inglés Local Área 
Network) es la interconexión de varias computadoras y periféricos. 
Su extensión está limitada físicamente a un edificio o a un entorno 
de 200 metros. 
Una red WAN, es un tipo de red de computadoras capaz de cubrir 
distancias desde unos 100 hasta unos 1000 km, proveyendo de 
servicio a un país o un continente o cualquier red en la cual no estén 
en un mismo edificio todos sus miembros. 
ICMP (Protocolo de mensajes de control de Internet) es un 
protocolo que permite administrar información relacionada con 
errores de los equipos en red. 
Un buffer (o búfer) es un espacio de memoria, en el que se 
almacenan datos para evitar que el programa o recurso que los 
requiere, ya sea hardware o software, se quede sin datos durante 
una transferencia. 
Telnet es un protocolo de red que se utiliza para acceder a una 
computadora y manejarla de forma remota. El término también 
permite nombrar al programa informático que implementa el 
cliente. 
Un emulador es un programa destinado a recrear internamente el 
funcionamiento de una arquitectura diferente a aquella en que se 
ejecuta. El emulador no es más que un programa sin partes 
hardware que utilizando los recursos de la máquina donde se 
ejecuta, simula el comportamiento de un equipo real. 
La topología de una red es el arreglo físico o lógico en el cual los 
dispositivos o nodos de una red ( e.g. computadoras, impresoras, 
servidores, hubs, switches, enrutadores, etc.) se interconectan entre 











El adaptador de bucle invertido de Microsoft es una herramienta 
para 
probar en un entorno de red virtual si el acceso a la red es o no 
factible Además, el adaptador de bucle invertido es esencial si hay 
conflictos con un adaptador de red o un controlador de adaptador 
de red. 
Es una serie sucesiva de bits, organizados en forma cíclica, que 
transportan información y que permiten en la recepción extraer esta 
información. 
También llamado Voz sobre IP, es un grupo de recursos que hacen 
posible que la señal de voz viaje a través de Internet empleando 
un protocolo IP (Protocolo de Internet). 
Es un conjunto de reglas y normas que permiten que dos o más 
entidades de un sistema de comunicación se comuniquen entre 
ellos para transmitir información por medio de cualquier tipo de 
variación de una magnitud fisica. 
Fast Ethernet o Ethernet de alta velocidad es el nombre de una serie 
de estándares de IEEE de redes Ethernet de 100 Mbps (megabits 
por segundo). 
también conocida como GigaE, es una ampliación del 
estándar Ethernet que consigue una capacidad de transmisión de 
1 gigabit por segundo, correspondientes a unos 1000 megabits por 
segundo de rendimiento contra unos 100 de Fast Ethernet (También 
llamado 1 OOBASE-TX). 
La simulación es una técnica que imita el funcionamiento de un 
sistema del mundo real para entender el comportamiento del 










.2 .S WAr~2 
LAN 1: 172.1ti.1.0 1 25 
LAN 2: 172.1fi.1.128/ 25 
WAN 1: 172.1ti.2.0 /30 
WAN 2: 172.1fi.2.4/30 
.6 
Fig. A.1 Diagrama de topología de red Física. 
1.1.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 
Tiempo Mínimo l l 1 1 1 1 1 1 1 
í_ms)_ 
Tiempo Máximo 1 1 1 1 1 1 1 1 1 
(ms) 
Tiempo Promedio 1 1 1 1 1 1 1 1 1 
(ms) 
Tabla A.1.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama t2S 
(bytes) ~t N°2 N°3 N°4 ~S N°6 N°7 N°S N°9 
Tiempo Mínimo 1 1 1 1 1 1 1 1 1 
(ms) 
Tiempo Máximo 1 2 2 2 1 1 1 1 1 
(ms) 
Tiempo Promedio 1 1 1 1 1 1 l 1 1 
(ms) 













Tamaño de Trama 256 
(bytes) N°t N°2 ~3 N°4 N°S N°6 N°7 Nos N°9 N°t0 Promedio 
Tiempo Mínimo 1 1 1 1 1 1 1 1 1 1 1 
_(_ms) 
Tiempo Máximo 1 2 1 2 1 1 2 1 1 1 1.3 
_(ms) 
Tiempo Promedio 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tabla A.l.3 Datos obtenidos para una trama de 256 bytes. 
LATENCIA 
Tamaño de Trama St2 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tiempo Máximo 1 2 1 2 1 2 2 2 2 1 1.5 
(ms) 
Tiempo Promedio 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tabla A.1.4 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama t024 
(bytes) ~· N°2 ~3 N°4 N°S N°6 N°7 N°S N°9 
Noto Promedio 
Tiempo Mínimo 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tiempo Máximo 2 2 2 2 2 2 2 2 2 2 2 
(ms) 
Tiempo Promedio 1 1 1 1 1 1 1 1 1 l l 
(ms) 
Tabla A.1.5 Datos obtenidos para una trama de 1024 bytes. 
LATENCIA 
Tamaño de Trama t2SO 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Minimo 2 2 2 2 2 2 2 2 2 2 2 
(ms) 
Tiempo Máximo 2 2 2 2 2 2 2 2 2 2 2 
(ms) 
Tiempo Promedio 2 2 2 1 2 2 2 2 2 2 2 
_ims) 




Tamaño de Trama 1518 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°l0 Promedio 
Tiempo Mínimo 2 2 2 2 2 2 2 2 2 2 2 
(ms) 
Tiempo Máximo 2 2 2 2 3 2 2 3 2 2 2.2 
(ms) 
Tiempo Promedio 2 2 2 2 2 2 2 2 2 2 2 
(ms) 
Tabla A.1.7 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 128 256 512 1024 1280 1518 
Tiempo Mínimo (ms) 1 1 1 1 1 2 2 
Tiempo Máximo (ms) 1 1.3 1.3 1.5 2 2 2.2 
Tiempo Promedio (ms) 1 1 1 1 1 2 2 
Tabla A.1.8 Comparación de datos obtenidos de las diferentes tramas. 
1.2.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps} 1 1 0.99 
Tramas Transmitidas 1666 1112 834 
Tramas Recibidas 1666 1112 834 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas _fppsl 166 111 83 
Tabla A.1.9 Datos obtenidos de tbrougbput para diferentes longitudes de trama. 
THROUGHPUT 
Lon_gitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 4.99 5 5 
Tramas Transmitidas 8326 5549 4169 
Tramas Recibidas 8326 5549 4169 
Tramas Perdidas o (0%)_ 0(0%) 0(0%) 
Tramas Recibidas (pps) 833 555 417 




Lon2itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx _(Mbp_sl 50 50 50 
Velocidad de Rx (Mbp~)_ 49.76 49.97 49.90 
Tramas Transmitidas 82940 55476 41607 
Tramas Recibidas 82688 55442 41589 
Tramas Perdidas 252 (0.3%) 34 (0.061%) 18 (0.043%) 
Tramas Recibidas (pps) 8294 5548 4160 
Tabla A.l.ll Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 90 90 90 
Velocidad de Rx (Mbps) 82.48 89.14 83.07 
Tramas Transmitidas 137561 98967 69337 
Tramas Recibidas 137474 98890 69233 
Tramas Perdidas 87 (0.063%) 77 (0.078%) 104 (0.15%) 
Tramas Recibidas (pps) 113756 9896 6934 
Tabla A.l.l2 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Lon2itud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 5 10 
Velocidad de Rx (Mbps) 1 1.99 5 10 
Tramas Transmitidas 851 1700 4247 8494 
Tramas Recibidas 851 1700 4247 8494 
Tramas Perdidas 0(0%) 0(0%) 0(0%) O(Oo/o)_ 
Tramas Recibidas (pps) 85 170 425 849 
Tabla A.1.13 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 20 50 80 90 
Velocidad de Rx (Mbps) 19.80 49.47 79.09 89.72 
Tramas Transmitidas 16983 42491 67930 76810 
Tramas Recibidas 16817 42008 67048 76175 
Tramas Perdidas 166 (0.98%) 483 (1.1%) 882 (1.3%) 635 (0.83%) 
Tramas Recibidas (pps) 1700 4249 6793 7681 




Longitud de Trama _(bytes) 1470 1470 1470 1470 
Velocidad de Tx (1\'!bps) 91 92 93 94 
Velocidad de Rx (Mbps) 90.32 91.07 91.39 80.12 
Tramas Transmitidas 77409 77653 78266 70207 
Tramas Recibidas 76687 77327 77596 68452 
Tramas Perdidas 722 (0.93o/o}_ 326 (0.42%) o (0.86%) 1755 (2.5%2_ 
Tramas Recibidas (pps) 7740 7765 7827 7020 
Tabla A.1.15 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 95 100 150 200 
Velocidad de Rx (Mbps) 86.01 68.97 75.30 77.86 
Tramas Transmitidas 73364 59061 64317 66864 
Tramas Recibidas 72910 58376 64035 66106 
Tramas Perdidas 454 (0.62%) 685 (1.2%) 282 (0.44%) 758 (1.1%) 
Tramas Recibidas (pps) 7336 5906 6432 6686 
Tabla A.1.16 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
1.3.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 1 1 0.99 
Tramas Transmitidas 1666 1112 834 
Tramas Recibidas 1666 1112 834 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 0.002 0.177 0.726 
Tabla A.1.17 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 4.99 5 5 
Tramas Transmitidas 8326 5549 4169 
Tramas Recibidas 8326 5549 4169 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) o 0.001 0.001 




Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 50 50 50 
Velocidad de Rx (Mbps) 49.76 49.97 49.90 
Tramas Transmitidas 82940 55476 41607 
Tramas Recibidas 82688 55442 41589 
Tramas Perdidas 252 (0.3%) 34 (0.061%) 18 (0.043%) 
Jitter (ms) 0.918 1.247 1.402 
Tabla A.1.19 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Londtud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 90 90 90 
Velocidad de Rx_(Mbps)_ 82.48 89.14 83.07 
Tramas Transmitidas 137561 98967 69337 
Tramas Recibidas 137474 98890 69233 
Tramas Perdidas 87 (0.063%) 77 (0.078%) 104 (00.15%) 
Jitter (ms) 0.905 0.917 0.981 
Tabla A.1.20 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 5 10 
Velocidad de Rx (Mb¡ls} 1 1.99 5 10 
Tramas Transmitidas 851 1700 4247 8494 
Tramas Recibidas 851 1700 4247 8481 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 13 (0.15%) 
Jitter (ms) o o o o 
Tabla A.1.21 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 20 50 80 90 
Velocidad de Rx (Mbp~l 19.80 49.47 79.09 89.72 
Tramas Transmitidas 16983 42491 67930 76810 
Tramas Recibidas 16817 42008 67048 76175 
Tramas Perdidas 166 (0.98%) 483 (1.1%) 882 (1.3%) 635 (0.83%) 
Jitter (ms) o 0.084 0.091 0.973 




Lonfdtud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 91 92 93 94 
Velocidad de Rx (Mbps) 90.32 91.07 91.39 80.12 
Tramas Transmitidas 77409 77653 78266 70207 
Tramas Recibidas 76687 77327 77596 68452 
Tramas Perdidas 722 (0.93%) 326 (0.42%) 670 (0.86%) 1755 (2.5 %) 
Jitter (ms) 0.92 0.921 0.927 1.115 
Tabla A.1.23 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 95 100 150 200 
Velocidad de Rx (Mbps) 86.01 68.97 75305 77.86 
Tramas Transmitidas 73364 59061 64317 66864 
Tramas Recibidas 72910 58376 64035 66106 
Tramas Perdidas 454 (0.62%) 685 (1.2%) 282 (0.44%) 758 (1.1%) 
Jitter (ms) 1.057 0.918 1.58 0.918 
Tabla A.1.24 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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.2 .5 WAN2 
LAN 1: 172.16.1.0 /25 
LAN 2: 172.16.1.128/ 25 
WAN 1: 172.16.2.0 / 30 
WAN 2: 172.16.2.4/ 30 
RC 
.6 
Fig. A.2 Diagrama de topología de red Física. 
2.1.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l ~2 N°3 N°4 N°5 ~6 N°7 N°8 N°9 
Tiempo Mínimo <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Máximo <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Promedio <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tabla A.2.1 Datos obtenidos para una trama de 64 bytes. 
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Tamaño de Trama 128 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°8 N°9 N°t0 Promedio 
Tiempo Mínimo <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Máximo 1 <1 1 <1 1 <1 1 1 1 <1 1 
(ms) 
Tiempo Promedio <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tabla A.2.2 Datos obtenidos para una trama de 128 bytes. 
LATENCIA 
Tamaño de Trama 2S6 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Máximo 1 1 <1 1 1 1 <1 1 1 1 1 
(ms) 
Tiempo Promedio <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tabla A.2.3 Datos obtenidos para una trama de 256 bytes. 
LATENCIA 
Tamafio de Trama Sl2 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Máximo 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tiempo Promedio <1 <1 <1 1 1 <1 1 1 <1 <1 1 
(ms) 




Tamaño de Trama 1024 
(bytes) N°l N°2 N°3 N°4 ~5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Máximo 1 l 1 2 1 2 2 1 1 1 1.3 
(ms) 
Tiempo Promedio <1 1 <1 1 <1 1 1 <1 <1 1 1 
1ms) 
Tabla A.2.5 Datos obtenidos para una trama de 1024 bytes. 
LATENCIA 
Tamaño de Trama 12SO 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 <1 
(ms) 
Tiempo Máximo 1 2 1 1 2 1 1 2 2 1 1.4 
(ms) 
Tiempo Promedio <1 1 <1 1 1 <1 1 1 <1 1 1 
(ms) 
Tabla A.2.6 Datos obtenidos para una trama de 1280 bytes. 
LATENCIA 
Tamaño de Trama 151S 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tiempo Máximo 2 2 2 2 2 2 2 2 2 2 2 
(ms) 
Tiempo Promedio 1 1 1 1 1 1 1 1 1 1 1 
(ms) 
Tabla A.2.7 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 128 256 512 1024 1280 1518 
Tiempo Mínimo (ms) <1 <1 <1 <1 <1 <1 1 • Tiempo Máximo (ms) <1 1 1 1 1.3 1.4 2 
Tiem_po Promedio (ms) <1 <1 <1 1 1 1 1 
Tabla A.2.8 Comparación de datos obtenidos de las diferentes tramas. 
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2.2.- MEDICIÓN DEL THROUGHPUT 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 4.99 4.99 5 
Tramas Transmitidas 8327 5549 4162 
Tramas Recibidas 8327 5549 4162 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 833 554 416 
Tabla A.2.9 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 50 50 50 
Velocidad de Rx (Mbps) 49.92 49.74 50 
Tramas Transmitidas 83214 55285 41607 
Tramas Recibidas 83212 55276 41593 
Tramas Perdidas 2 (0.002%) 9 (0.016%) 14 (0.034%) 
Tramas Recibidas (pps) 8321 5529 4163 
Tabla A.2.10 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 90 90 90 
Velocidad de Rx (Mbps) 82.69 89.33 83.17 
Tramas Transmitidas 137698 99106 69313 
Tramas Recibidas 137698 99103 39313 
Tramas Perdidas 0(0%) 3 (0.003%) 0(0%) 
Tramas Recibidas (pps) 13770 9911 6930 
Tabla A.2.11 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (b_ytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 5 10 20 50 
Velocidad de Rx (Mbps) 5 10 20 49.82 
Tramas Transmitidas 4249 8497 16983 42371 
Tramas Recibidas 4249 8497 16983 42371 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 425 850 1698 4237 




Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 90 100 100 180 
Velocidad de Rx (Mbps) 90 82.54 75.56 90.57 
Tramas Transmitidas 76713 67455 64376 77160 
Tramas Recibidas 76713 67380 64254 77015 
Tramas Perdidas 0(0%) 75 (0.11 %) 122 (0.19%) 145 (0.19%) 
Tramas Recibidas (pps) 7671 6745 6436 7716 
Tabla A.2.13 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama(_~tes) 1470 1470 1470 
Velocidad de Tx (Mbps) 200 500 1000 
Velocidad de Rx (Mbps) 73.64 85.72 89.51 
Tramas Transmitidas 66940 72809 76050 
Tramas Recibidas 52946 72781 75997 
Tramas Perdidas 13994 (21%) 28 (0.038%) 53 (0.7%) 
Tramas Recibidas (pps) 6694 7280 7605 
Tabla A.2.14 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
2.3.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps}_ 5 5 5 
Velocidad de Rx (Mbps) 4.99 4.99 5 
Tramas Transmitidas 8327 5549 4162 
Tramas Recibidas 8327 5549 4162 
Tramas Perdidas o (0%)_ o (0%)_ 0(0%) 
Jitter (ms) o 0.001 0.001 
Tabla A.2.15 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 50 50 50 
Velocidad de Rx (Mbps) 49.92 49.74 50 
Tramas Transmitidas 83214 55285 41607 
Tramas Recibidas 83214 55276 41593 
Tramas Perdidas 2 (0.002%) 9 (0.016%) 14 (0.034%) 
Jitter (ms) o o 0.972 




LonJtitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mb_I!_s}_ 90 90 90 
Velocidad de Rx _&bp_s}_ 82.619 89.33 83.17 
Tramas Transmitidas 137698 99106 69313 
Tramas Recibidas 137698 99103 39313 
Tramas Perdidas 0(0%) 3 (0.003%) 0_(0%) 
Jitter (ms) 0.916 0.918 0.966 
Tabla A.2.17 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 5 10 20 50 
Velocidad de Rx (Mbps) 5 10 20 49.82 
Tramas Transmitidas 4249 8497 16983 42371 
Tramas Recibidas 4249 8497 16983 42371 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Jitter (ms) 0.001 0.047 0.574 0.78 
Tabla A.2.18 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 90 100 150 180 
Velocidad de Rx (Mbps) 90 82.54 75.65 90.57 
Tramas Transmitidas 76713 67455 64376 77160 
Tramas Recibidas 76713 67380 64254 77015 
Tramas Perdidas 0(0%) 75 (0.11%) 122 (0.19%) 145 (0.19%) 
Jitter (ms) 0.918 0.926 0.957 1.025 
Tabla A.2.19 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 200 500 1000 
Velocidad de Rx (Mbps) 73.64 85.72 89.51 
Tramas Transmitidas 66940 72809 76050 
Tramas Recibidas 52946 72781 75997 
Tramas Perdidas 13994 (21%) 28 (0.038%) 53 (0.07%) 
Jitter (ms) 1.976 0.940 0.917 
Tabla A.2.20 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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.2 .S WAII2 
tAN 1: 172.16.1.0 / 25 
tAN 2: 172.16.1.128/ 25 
WAN 1:172.16.2.0/30 
WAN 2: 172.16.2.4/ 30 
R3 
.6 
Fig. A.3 Diagrama de topología de red Virtual en GNS3. 
3.1.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 
Tiempo Mínimo 37 37 35 36 37 35 36 36 37 
(ms) 
Tiempo Máximo 212 200 339 320 174 235 359 387 225 
(ms) 
Tiempo Promedio 87 91 86 98 84 88 92 84 92 
(ms) 
Tabla A.3.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 12S 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S ~9 
Tiempo Mínimo 41 37 39 40 37 38 37 36 35 
(ms) 
Tiempo Máximo 272 237 309 295 327 212 301 249 249 
(ms) 
Tiempo Promedio 94 91 89 92 88 90 91 90 97 
(ms) 
Tabla A.3.2 Datos obtenidos para una trama de 128 bytes. 
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Tamaño de Trama 2S6 
(bytes) N°1 N°2 ~3 N°4 N°S N°6 N°7 Nos N°9 N°10 Promedio 
Tiempo Mínimo 37 37 41 45 38 36 36 39 36 39 38.4 
(ms) 
Tiempo Máximo 526 251 264 172 203 438 265 114 306 238 277.7 
(ms) 
Tiempo Promedio 98 90 91 89 92 89 93 98 90 95 92.5 
(ms) 
Tabla A.3.3 Datos obtenidos para una trama de 256 bytes. 
LATENCIA 
Tamaño de Trama S12 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 Nos N°9 N°t0 Promedio 
Tiempo Mínimo 40 38 39 37 39 40 39 43 38 36 38.9 
_{_ms) 
Tiempo Máximo 309 220 223 491 191 300 354 196 271 293 284.6 
(ms) 
Tiempo Promedio 95 94 86 101 98 92 91 90 97 90 93.4 
(ms) 
Tabla A.3.4 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama t024 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S ~9 N°t0 Promedio 
Tiempo Mínimo 38 43 41 36 40 45 46 37 36 39 40.1 
(ms) 
Tiempo Máximo 403 511 349 342 410 231 277 293 374 243 343.3 
(ms) 
Tiempo Promedio 95 88 92 100 lOS 103 119 93 93 94 98.2 
(ms) 
Tabla A.3.5 Datos obtenidos para una trama de 1024 bytes. 
LATENCIA 
Tamaño de Trama 12SO 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 40 36 36 48 37 47 37 44 45 48 41.8 
(ms) 
Tiempo Máximo 510 433 269 422 293 449 423 276 364 247 368.6 
(ms) 
Tiempo Promedio 103 98 86 100 100 90 100 108 119 85 98.9 
(ms) 




Tamaño de Trama 1518 
(bytes) N°l N°2 N°3 N°4 N°5 N°6 N°7 N°8 N°9 N°10 Promedio 
Tiempo Mínimo 37 44 49 39 37 40 42 46 39 46 41.9 
(ms) 
Tiempo Máximo 279 545 446 192 280 451 260 459 461 342 371.5 
(ms) 
Tiempo Promedio 97 98 119 95 99 90 95 115 98 97 100.3 
(ms) 
Tabla A.3. 7 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 128 256 512 1024 1280 1518 
Tiempo Mínimo (ms) 36.2 37.9 38.4 38.9 40.1 41.8 41.9 
Tiempo Máximo(ms) 270.1 272.5 277.7 284.6 343.3 368.6 371.5 
Tiempo Promedio (ms) 89.5 91.9 92.5 93.4 98.2 98.9 100.3 
Tabla A.3.8 Comparación de datos obtenidos de las diferentes tramas. 
3.2.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 0.99 0.99 1 
Tramas Transmitidas 1667 1112 834 
Tramas Recibidas 1667 1112 834 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 167 111 83 
Tabla A.3.9 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 2 2 2 
Velocidad de Rx (Mbps) 2 2 1.99 
Tramas Transmitidas 3330 2222 1666 
Tramas Recibidas 3330 2222 1666 
• Tramas Perdidas 0(0%) 0(0%) 0(0%) Tramas Recibidas (pps) 333 222 166 




Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 5 9 
Velocidad de Rx (Mbps) 0.99 2 4.99 8.98 
Tramas Transmitidas 852 1700 4249 7648 
Tramas Recibidas 852 1700 4249 7648 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 85 170 425 765 
Tabla A.3.11 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 10 11 20 50 
Velocidad de Rx (Mbps) 9.51 9.01 8.69 6.15 
Tramas Transmitidas 8497 9349 16997 42431 
Tramas Recibidas 8497 8807 12748 19194 
Tramas Perdidas 0(0%) 75 (0.8%) 4249 (25%) 23337 (55%) 
Tramas Recibidas (pps) 850 935 1700 4243 
Tabla A.3.12 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
3.3.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 1 1 1 
Velocidad de Rx (Mbps) 0.99 0.99 1 
Tramas Transmitidas 1667 1112 834 
Tramas Recibidas 1667 1112 834 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 3.359 10.726 14.302 
Tabla A.3.13 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Lon2itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 2 2 2 
Velocidad de Rx (Mbps) 2 2 1.99 
Tramas Transmitidas 3330 2222 1666 
Tramas Recibidas 3330 2222 1666 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 2.779 5.230 5.621 




Longitud de Trama {bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 5 9 
Velocidad de Rx (Mbps) 0.99 2 4.99 8.98 
Tramas Transmitidas 852 1700 4249 7648 
Tramas Recibidas 852 1700 4249 7648 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Jitter (ms) 6.918 3.194 3.522 2.909 
Tabla A.3.15 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama {bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 10 11 20 50 
Velocidad de Rx (Mbps) 9.51 9.01 8.69 6.15 
Tramas Transmitidas 8497 9349 16997 42431 
Tramas Recibidas 8497 9274 12748 19084 
Tramas Perdidas 0(0%) 75 (0.8%) 4249 (25%) 23337 (55%) 
Jitter (ms) 2.282 2.141 2.370 3.112 
Tabla A.3.16 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
4.- RED FORMADA POR UN ROUTER FÍSICO Y DOS ROUTERS GNS3 
4.1.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°1 N°2 NOJ N°4 N°S N°6 N°7 N°S N°9 N° 10 
Tiempo Mínimo 19 22 23 25 24 22 21 22 21 22 
(ms) 
Tiempo Máximo 79 96 100 75 89 96 97 94 82 94 
(ms) 
Tiempo Promedio 50 52 52 51 52 51 51 50 50 50 
(ms) 
Tabla A.4.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama 12S 
(bytes) NOJ N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 
Tiempo Mínimo 25 23 23 22 26 25 20 25 22 26 
(ms) 
Tiempo Máximo 97 95 106 99 99 115 75 90 94 88 
(m~ 
Tiempo Promedio 51 52 50 53 52 50 51 51 52 53 
(ms) 












Tamaño de Trama 2S6 
(bytes) N°t N°2 N°3 ~4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 32 29 22 20 26 21 24 22 24 29 24.9 
(ms) 
Tiempo Máximo 100 73 71 84 114 118 96 109 98 104 96.7 
(ms) 
Tiempo Promedio 52 52 53 52 54 50 52 52 52 52 52.1 
(ms) 
Tabla A.4.3 Datos obtenidos para una trama de 256 bytes. 
LATENCIA 
Tamaño de Trama St2 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 25 26 32 30 23 23 30 27 20 21 25.7 
(ms) 
Tiempo Máximo 66 97 124 108 102 138 109 78 93 88 100.3 
(ms) 
Tiempo Promedio 51 53 SS 52 52 54 53 52 54 52 52.8 
(ms) 
Tabla A.4.4 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama t024 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 27 23 30 30 27 22 23 31 27 22 26.2 
(ms) 
Tiempo Máximo 97 95 109 77 102 133 84 120 80 128 102.5 
(ms) 
Tiempo Promedio 53 53 55 51 54 SS 53 56 51 57 53.8 
(ms) 
Tabla A.4.5 Datos obtenidos para una trama de 1024 bytes. 
LATENCIA 
Tamaño de Trama 12SO 
(bytes) N°1 N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 ~10 Promedio 
Tiempo Mínimo 26 28 21 21 22 34 23 27 30 33 26.5 
(ms) 
Tiempo Máximo 128 210 107 102 101 90 101 201 108 116 126.4 
(ms) 
Tiempo Promedio 56 59 52 53 55 SS 56 55 56 58 55.5 
(ms) 




Tamaño de Trama 1518 
(bytes) N°l N°2 N°3 ~4 N°5 N°6 N°7 N°8 N°9 N°l0 Promedio 
Tiempo Mínimo 33 28 32 28 29 34 34 23 23 30 29.4 
(ms) 
Tiempo Máximo 291 174 130 124 128 129 435 103 128 100 174.2 
(ms) 
Tiempo Promedio 59 60 55 55 55 55 61 54 56 55 56.5 
(ms) 
Tabla A.4.7 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
~ 
Tamaño de Tramaf~tes)_ 64 128 256 512 1024 1280 1518 
Tiempo Mínimo (ms) 22.1 23.7 24.9 25.7 26.2 26.5 29.4 
Tiempo Máximo (ms) 90.2 95.8 96.7 100.3 102.5 126.4 174.2 
Tiempo Promedio (ms) 50.9 51.5 52.1 52.8 53.8 55.5 56.5 





1.- CONFIGURACION DEL PROTOCOLO RIPv2: 
1.1 DIAGRAMA DE TOPOLOGIA: 
R4 
BUCLE INVERTIDO 







Fig. B.2 Diagrama de topología de red Física con RIPv2. 
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1.2.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 19 20 18 20 21 22 18 20 17 17 19.2 
(ms) 
Tiempo Máximo 154 223 151 228 179 249 184 312 171 209 216 
(ms) 
Tiempo Promedio 56 60 57 62 47 58 57 60 61 58 57.6 
(ms) 
Tabla A.1.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama su 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 24 26 22 18 24 20 21 18 23 20 21.6 
(ms) 
Tiempo Máximo 164 405 146 322 314 152 631 284 280 178 287.6 
(ms) 
Tiempo Promedio 55 65 62 59 66 63 54 58 67 59 60.8 
(ms) 
Tabla A.1.4 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama 1St S 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 24 21 26 20 19 24 24 22 20 24 22.4 
(ms) 
Tiempo Máximo 200 251 246 187 507 205 320 223 469 320 292.8 
(ms) 
Tiempo Promedio 58 60 63 58 63 59 62 63 75 80 64.1 
(ms) 
Tabla A.1. 7 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
• Tamaño de Trama (bytes) 64 512 1518 Tiempo Mínimo (ms) 19.2 21.6 22.4 
Tiempo Máximo (ms)_ 216 287.6 292.8 
Tiempo Promedio (ms) 57.6 60.8 64.1 
Tabla A.1.8 Comparación de datos obtenidos de las diferentes tramas. 
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1.3.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 5 5 5 
Tramas Transmitidas 8334 5557 4168 
Tramas Recibidas 8334 5557 4168 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 835 556 417 
Tabla A.1.9 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 4 5 10 
Velocidad de Rx (Mbps) 1 4 5 10 
Tramas Transmitidas 852 3400 4253 8504 
Tramas Recibidas 852 3400 4253 8504 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 85 340 426 850 
Tabla A.1.13 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 12 15 20 50 
Velocidad de Rx (Mbps) 10.83 7.25 5.63 4.029 
Tramas Transmitidas 10205 12751 17007 42447 
Tramas Recibidas 9455 6330 5064 3512 
Tramas Perdidas 750 (7.3%) 6421 (50%) 11943 (70%) 38935(92%) 
Tramas Recibidas (pps) 977 1284 1741 4062 
Tabla A.l.l3 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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1.4.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama.~ytes) 750 1125 1500 
Velocidad de Tx (Mbps) 5 5 5 
Velocidad de Rx (Mbps) 5 5 5 
Tramas Transmitidas 8334 5557 4168 
Tramas Recibidas 8334 5557 4168 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 2.527 3.089 3.777 
Tabla A.1.17 Datos obtenidos de Jitter para düerentes longitudes de trama. 
JITTER 
Lo~gjtud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 4 5 10 
Velocidad de Rx (Mbps) 1 4 5 10 
Tramas Transmitidas 852 3400 4253 8504 
Tramas Recibidas 852 3400 4253 8504 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Jitter_(ms) 4.610 3.103 2.812 1.786 
Tabla A.1.21 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (l\'lb_ps) 12 15 20 so 
Velocidad de Rx (Mbps) 10.83 7.25 5.63 4.029 
Tramas Transmitidas 10205 12751 17007 42447 
Tramas Recibidas 9455 6330 5064 3512 
Tramas Perdidas 750 (7.3%) 6421 (50%) 11943(70%) 38935(92%) 
Jitter (ms) 1.841 2.9 3.083 3.977 




2.- CONFIGURACIÓN DEL PROTOCOLO OSPF CON BGP: 













Fig. B.4 Diagrama de topología de red Física con OSPF y BGP. 
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2.2.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 70 67 66 72 69 71 62 62 71 72 68.2 
(ms) 
Tiempo Máximo 125 227 126 134 203 171 161 250 176 246 181.9 
(ms) 
Tiempo Promedio 94 120 96 102 105 102 102 111 101 116 104.9 
(ms) 
Tabla B.2.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama St2 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 69 70 64 69 68 77 75 73 65 69 69.9 
(ms) 
Tiempo Máximo 353 243 317 215 213 225 205 237 222 227 245.7 
(ms) 
Tiempo Promedio 132 129 138 125 141 128 136 128 130 129 131.6 
(ms) 
Tabla B.2.2 Datos obtenidos para una trama de S12 bytes. 
LATENCIA 
Tamaíio de Trama tSlS 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 77 71 74 77 69 83 70 81 67 69 73.8 
(ms) 
Tiempo Máximo 394 484 314 564 297 503 226 245 251 440 371.8 
(ms) 
Tiempo Promedio 133 141 126 192 144 170 124 138 137 158 146.3 
(ms) 
Tabla B.2.3 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 68.2 69.9 73.8 
Tiempo Máximo. (ms} 181.9 245.7 371.8 
Tiempo Promedio (ms) 104.9 131.6 146.3 
Tabla B.2.4 Comparación de datos obtenidos de las diferentes tramas. 
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2.3.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 3 3 3 
Velocidad de Rx (Mbps) 3 3 2.99 
Tramas Transmitidas 4994 3330 2498 
Tramas Recibidas 4994 3330 2498 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 500 333 250 
Tabla B.2.5 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 5 7 10 
Velocidad de Rx (Mbps) 1 4.97 6.83 7.24 
Tramas Transmitidas 851 4247 5946 8505 
Tramas Recibidas 851 4247 5946 8293 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 212 (2.5%) 
Tramas Recibidas (pps) 85 425 594 850 
Tabla B.2.6 Datos obtenidos de Tbroughput para una longitud de trama de 1470 bytes. 
2.4.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 3 3 3 
Velocidad de Rx (Mbps) 3 3 2.99 
Tramas Transmitidas 4994 3330 2498 
Tramas Recibidas 4994 3330 2498 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 0.482 1.011 1.549 
Tabla B.2. 7 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 1470 
Velocidad de Tx (Mbps) 1 5 7 10 
Velocidad de Rx (Mbps) 1 4.97 6.83 7.24 
Tramas Transmitidas 851 4247 5946 8505 
Tramas Recibidas 851 4247 5946 8293 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 0(0%) 
Jitter (ms) 4.226 3.012 2.45 4.331 
Tabla B.2.8 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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INGENIERÍA ELECTRÓNICA 
3.- CONFIGURACIÓN DEL PROTOCOLO OSPF CON PPP: 












Fig. B.6 Diagrama de topología de red Física con OSPF y PPP. 
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3.2.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 66 64 61 59 58 63 61 60 57 62 61.1 
(ms) 
Tiempo Máximo 368 328 461 294 263 268 344 358 235 267 318.6 
(ms) 
Tiempo Promedio 140 121 135 119 140 116 143 126 113 118 127.1 
(ms) 
Tabla B.3.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama Sl2 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 74 77 71 76 71 64 58 61 63 58 67.3 
(ms) 
Tiempo Máximo 422 544 526 610 593 337 388 359 351 384 451.4 
(ms) 
Tiempo Promedio 228 254 251 241 178 165 166 160 163 168 197.4 
(ms) 
Tabla B.3.2 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama lSlS 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 78 90 79 76 83 81 78 71 77 80 79.3 
(ms) 
Tiempo Máximo 674 543 422 637 650 614 569 490 428 537 556.4 
(ms) 
Tiempo Promedio 290 300 156 233 224 241 188 217 150 174 217.3 
(ms) 
Tabla B.3.3 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama (bytes) 64 512 1518 
Tiempo Mínimo (ms) 61.1 67.3 79.3 
Tiempo Máximo (ms) 318.6 451.4 556.4 
Tiempo Promedio (ms) 127.1 197.4 217.3 
Tabla B.3.4 Comparación de datos obtenidos de las diferentes tramas. 
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3.3.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.5 0.497 0.496 
Tramas Transmitidas 834 557 418 
Tramas Recibidas 834 557 418 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 84 56 41 
Tabla B.3.5 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps J 0.5 0.924 1.21 
Tramas Transmitidas 426 851 1701 
Tramas Recibidas 426 851 1613 
Tramas Perdidas 0(0%) 0(0%) 88 (5.2%) 
Tramas Recibidas (pps) 43 84 170 
Tabla B.3.6 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
3.4.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.5 0.497 0.496 
Tramas Transmitidas 834 557 418 
Tramas Recibidas 834 557 418 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 14.226 20.952 26.823 
Tabla B.3. 7 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.5 0.924 1.21 
Tramas Transmitidas 426 851 1701 
Tramas Recibidas 426 851 1613 
• Tramas Perdidas 0(0%) 0(0%) 88 (5.2%) Jitter (ms) 17.965 17.481 21.659 
Tabla B.3.8 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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4.- CONFIGURACIÓN DEL PROTOCOLO EIGRP CON FRAME RELAY: 
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Fig. B.8 Diagrama de topología de red Física con OSPF y FRAME RELAY. 
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4.2.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°l N°2 ~3 N°4 N°S N°6 N°7 N°S N°9 N°10 Promedio 
Tiempo Mínimo 51 51 53 55 50 50 60 53 51 55 52.9 
(ms) 
Tiempo Máximo 288 369 364 422 421 503 346 343 412 284 375.2 
(ms) 
Tiempo Promedio 124 134 118 121 124 120 125 124 118 121 122.9 
(ms) 
Tabla B.4.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama S12 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 53 66 49 51 58 52 48 54 58 51 54 
(ms) 
Tiempo Máximo 496 531 446 421 525 248 279 413 389 270 401.8 
_(_ms) 
Tiempo Promedio 127 119 120 144 137 128 130 126 172 109 131.2 
(ms) 
Tabla B.4.2 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama tsts 
(bytes) N°l N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 53 57 60 56 56 58 55 57 60 55 56.7 
(ms) 
Tiempo Máximo 300 448 373 334 424 389 602 691 353 250 416.4 
(ms) 
Tiempo Promedio 167 121 144 135 129 145 150 183 120 111 140.5 
(ms) 
Tabla B.4.3 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
• Tamaño de Trama (bytes) 64 512 1518 Tiempo Mínimo (ms) 52.9 54 56.7 
Tiempo Máximo (ms) 375.2 401.8 416.4 
Tiempo Promedio (ms) 122.9 131.2 140.5 
Tabla B.4.4 Comparación de datos obtenidos de las diferentes tramas. 
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4.3.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps)_ 0.49 0.5 0.5 
Tramas Transmitidas 834 556 418 
Tramas Recibidas 834 556 418 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 83 55 41 
Tabla B.4.5 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Lon,;tud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.49 1 2 
Tramas Transmitidas 426 851 1700 
Tramas Recibidas 426 851 1700 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 43 85 170 
Tabla B.4.6 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
4.4.- MEDICIÓN DEL JITTER: 
JITTER 
Lon2itud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 0.5 0.5 0.5 
Velocidad de Rx (Mbps) 0.49 0.5 0.5 
Tramas Transmitidas 834 556 418 
Tramas Recibidas 834 556 418 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 5.378 3.809 1.708 
Tabla B.4.7 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Lon2i,tud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 0.5 1 2 
Velocidad de Rx (Mbps) 0.49 1 2 
Tramas Transmitidas 426 851 1700 
Tramas Recibidas 426 851 1700 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 8.183 6.65 2.25 
Tabla B.4.8 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
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INGENIERÍA ELECTRÓNICA 
5.- CONFIGURACIÓN DEL PROTOCOLO OSPF CON NAT y DHCP: 
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Fig. B. lO Diagrama de topología de red Física con OSPF, NAT y DHCP. 
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5.2.- MEDICIÓN DE LA LATENCIA: 
LATENCIA 
Tamaño de Trama 64 
(bytes) N°t N°2 N°3 N°4 N°S N°6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 47 48 44 48 44 49 48 47 47 47 46.9 
(ms) 
Tiempo Máximo 230 232 432 313 390 145 263 303 331 146 278.5 
(ms) 
Tiempo Promedio 92 96 102 76 80 66 82 71 76 67 80.8 
(ms) 
Tabla B.5.1 Datos obtenidos para una trama de 64 bytes. 
LATENCIA 
Tamaño de Trama Sl2 
(bytes) N°t N°2 N°3 N°4 ~S ~6 N°7 N°S N°9 N°t0 Promedio 
Tiempo Mínimo 45 49 47 49 48 47 46 49 48 48 47.7 
(ms) 
Tiempo Máximo 356 209 199 167 260 504 208 273 329 563 306.8 
(ms) 
Tiempo Promedio 78 72 75 69 72 108 86 89 74 114 83.7 
(ms) 
Tabla B.5.2 Datos obtenidos para una trama de 512 bytes. 
LATENCIA 
Tamaño de Trama tStS 
(bytes) N°t N°2 N°3 N°4 N°S N°6 ~7 N°S ~9 ~to Promedio 
Tiempo Mínimo 42 47 51 54 50 49 51 48 48 52 49.2 
(ms) 
Tiempo Máximo 335 490 545 379 355 338 399 562 634 473 451 
(ms) 
Tiempo Promedio 105 118 102 127 115 141 105 97 136 137 118.3 
(ms) 
Tabla B.5.3 Datos obtenidos para una trama de 1518 bytes. 
LATENCIA 
Tamaño de Trama(bytes) 64 512 1518 
Tiempo Mínimo (ms) 46.9 47.7 49.2 
Tiempo Máximo (ms) 278.5 306.8 451 
Tiempo Promedio (ms) 80.8 83.7 118.3 
Tabla B.5.4 Comparación de datos obtenidos de las diferentes tramas. 
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5.3.- MEDICIÓN DEL THROUGHPUT: 
THROUGHPUT 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 2 2 2 
Velocidad de Rx (Mbps) 1.99 2 2 
Tramas Transmitidas 3330 2220 1667 
Tramas Recibidas 3330 2220 1667 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 333 222 166 
Tabla B.5.5 Datos obtenidos de throughput para diferentes longitudes de trama. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 6 
Velocidad de Rx (Mbps) 0.99 1.99 6 
Tramas Transmitidas 851 1700 5096 
Tramas Recibidas 851 1700 5096 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Tramas Recibidas (pps) 85 170 510 
Tabla B.5.6 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
THROUGHPUT 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 9 10 11 
Velocidad de Rx(Mbps) 9 10 10.56 
Tramas Transmitidas 7648 8497 9348 
Tramas Recibidas 7648 8497 
Tramas Perdidas 0(0%) 0(0%) 245 (2.6%) 
Tramas Recibidas (pps) 766 850 932 
Tabla B.5.7 Datos obtenidos de Throughput para una longitud de trama de 1470 bytes. 
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5.4.- MEDICIÓN DEL JITTER: 
JITTER 
Longitud de Trama (bytes) 750 1125 1500 
Velocidad de Tx (Mbps) 2 2 2 
Velocidad de Rx (Mbps) 1.99 2 2 
Tramas Transmitidas 3330 2220 1667 
Tramas Recibidas 3330 2220 1667 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 1.851 0.379 0.002 
Tabla B.5.8 Datos obtenidos de Jitter para diferentes longitudes de trama. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 1 2 6 
Velocidad de Rx (Mbps) 0.99 1.99 6 
Tramas Transmitidas 851 1700 5096 
Tramas Recibidas 851 1700 5096 
Tramas Perdidas 0(0%) 0(0%) 0(0%) 
Jitter (ms) 1.394 0.177 0.049 
Tabla B.5.9 Datos obtenidos de Jitter para una longitud de trama de 1470 bytes. 
JITTER 
Longitud de Trama (bytes) 1470 1470 1470 
Velocidad de Tx (Mbps) 9 10 11 
Velocidad de Rx (Mbps) 9 10 10.56 
Tramas Transmitidas 7648 8497 9348 
Tramas Recibidas 7648 8497 9105 
Tramas Perdidas 0(0%) 0(0%) 243 (2.6%) 
Jitter (ms) o o 2.53 
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