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1An Error Bound for the Sensor Scheduling
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Wei Zhang, Jianghai Hu and Michael P. Vitus
Notation: Let A be the semi-definite cone, namely, the set of all the positive semidefinite matrices. Denote by
λmin(·) and λmax(·) the smallest and the largest eigenvalues, respectively, of a given matrix in A. Let R+ and Z+
be the set of nonnegative real numbers and integers, respectively. Let ‖ · ‖ be the standard Euclidean norm. Denote
by | · | the cardinality of a give set.
I. PROBLEM FORMULATION
Consider the following linear time-invariant stochastic system defined over a finite time horizon TN =
{0, 1, . . . , N − 1}:
x(t+ 1) = Ax(t) + w(t), ∀t ∈ TN , (1)
where x(t) ∈ Rn is the state of the system and w(t) is the process noise. The initial state, x(0), is assumed to
be Gaussian with zero mean and covariance matrix Σ0, i.e., x(0) ∼ N (0,Σ0). At each time step, M sensors are
available to take measurement. The dynamics of the ith sensor is given by:
yi(t) = Cix(t) + vi(t), ∀t = 0, . . . , N, (2)
where yi(t) ∈ Rp and vi(t) ∈ Rp are the measurement output and measurement noise of the ith sensor at time t,
respectively. We assume that the process noise and all the measurement noises are mutually independent Gaussian
white noises given by:
w(t) ∼ N (0,Σw), vi(t) ∼ N (0,Σ
v
i ).
Define λ−w = λmin(Σw) and λ−v = mini∈M{λmin(Σvi )}. Assume that λ−w > 0 and λ−v > 0. Denote by Mt the set
of all the sequences of sensor indices of length t ≤ N . An element σ ∈ Mt is called a t-horizon sensor schedule.
Under a given N -horizon sensor schedule σ ∈ MN , the measurement sequence is determined by:
y(t) = yσ(t)(t) = Cσ(t)x(t) + vσ(t)(t), ∀t = 0, . . . , N.
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2For each t1 ≤ t2 ≤ N , denote by xˆσ(t2|t1) the optimal estimate of x(t2) given the measurements {y(0), . . . , y(t1)},
the initial covariance Σ0 and the sensor schedule σ ∈ MN . Define the estimation error eσ(t|t) and the predictor
error eσ(t|t− 1) by
eσ(t|t) = x(t) − xˆσ(t|t), and eσ(t|t− 1) = x(t)−Axˆσ(t− 1|t− 1).
Denote by Sσt (Σ0) and P σt (Σ0) the covariance matrices of eσ(t|t) and eσ(t|t− 1), respectively. They are usually
referred to as the error covariance of the filter and the predictor, respectively. When no ambiguity arises, we may
drop their dependences on the initial covariance matrix and simply write Sσt and P σt . For any Φ ∈ A, denote by









By a standard result of the linear estimation theory, the error covariance of the predictor can be updated recursively
using the Riccati recursion:
P σt+1 = Σ
w +AP σt A
























Furthermore, the predictor xˆσ(t|t − 1) and the corresponding error eσ(t|t − 1) evolve according to the following
difference equations [1]:
 xˆ
σ(t+ 1|t) = A¯σ(t)(P
σ
t ) · xˆ
σ(t|t− 1) +AKσ(t)(P
σ
t ) · y(t),
eσ(t+ 1|t) = A¯σ(t)(P
σ
t ) · e
σ(t|t− 1) + w(t) −AKσ(t)(P
σ
t ) · vσ(t)(t),
(5)
where for each i ∈ M and Φ ∈ A,
A¯i(Φ) , A−AKi(Φ)Ci. (6)
With the above notations, the Riccati recursion (4) can also be written as






























tr(P σt ). (8)
The sensor scheduling problem can be formulated as follows.
Problem 1: Find a sensor schedule σ ∈ MN that minimizes JN (σ).
3II. THE VALUE FUNCTION




The goal of the sensor scheduling problem is to find a schedule to achieve the minimum cost VN . This can
certainly be done by enumerating all the N -horizon schedules in MN . However, the complexity of this approach
grows exponentially fast as the horizon N increases. In certain cases, one can identify a none-optimal schedule
by observing some quantity associated with the first few steps of the whole schedule. This allows us to avoid the
evaluations of a large number of schedules and in turn dramatically reduce the complexity. This approach relies on
a new representation of the value function in terms of the so-called switched Riccati sets.
The Riccati recursion in (4) can be viewed as a mapping that maps a given matrix P σt ∈ A to another matrix












T , ∀Φ ∈ A. (10)
Definition 1: Let 2A be the power set of A. The mapping ρM : 2A → 2A defined by: ρM(H) = {ρi(Φ) : i ∈
M and Φ ∈ H} is called the Switched Riccati Mapping associated with Problem 1.
Definition 2: The sequence of sets {St}Nt=0 generated iteratively by St+1 = ρM(St) with initial condition S0 =
{Σ0} is called the Switched Riccati Sets associated with Problem 1.
The sequence of switched Riccati sets always starts from the singleton {Σ0} and evolves according to the switched
Riccati mapping. It is easy to see that St = {P σt }σ∈Mt for any t ≤ N . In other words, each matrix in St is the
covariance matrix of the estimation error at time t corresponding to some sensor schedule σ ∈ Mt. To describe
the accumulative cost function JN , we introduce a new set HN whose element encodes both the last-step error
covariance matrix and the accumulated mean-square error.
For each t = 0, . . . , N , let Ht be the set of pairs of the form (Φ, γ) ∈ A× R+ defined recursively by:
H0 = {(Σ0, tr(Σ0))}, and Ht+1 = hM(Ht), t ∈ TN
with hM(Ht) , {
(
ρi(Φ), γ + tr(ρi(Φ))
)
: i ∈ M, (Φ, γ) ∈ Ht}.
(11)
There is a one-to-one correspondence between the elements in Ht and the sensor schedules in Mt. For any (P, γ) ∈
Ht, denote by σ(P, γ) the corresponding sensor schedule. On the other hand, for any σ ∈ Mt, denote by (P σt , γσt )
the corresponding pair in Ht. If H ⊂ Ht, we define the set of schedules corresponding to H by
M(H) = {σ ∈ Mt : (P σt , γ
σ
t ) ∈ H}. (12)
The sets {Ht}Nt=0 defined in (11) are called the characteristic sets associated with Problem 1 as they completely
characterize the value function and the optimal schedule of Problem 1.




4Proof: The result holds trivially for t = 0. Suppose it holds for a general t ≤ N − 1, we need to show that



























Remark 1: Equations (9) and (13) are two equivalent representations of the value function Vt. The only difference
lies in that the enumeration of the sensor schedules in Mt is changed to the enumeration of the pairs in Ht. The
new representation in (13) allows us to identify some none-optimal schedules based on the corresponding partial-
schedules.
III. NUMERICAL REDUNDANCY AND ERROR BOUNDS
The main idea of our relaxation procedure is motivated by the following properties of the Riccati mapping.
Theorem 2: For any i ∈ M and any Φ1,Φ2 ∈ A, we have
(i) [Monotonicity] If Φ1  Φ2, then ρi(Φ1)  ρi(Φ2);
(ii) [Concavity] ρi(cΦ1 + (1 − c)Φ2)  cρi(Φ1) + (1− c)ρi(Φ2), for all c ∈ [0, 1].
Remark 2: The monotonicity property is a well-known result and its proof can be found in [2]. The concavity
property is an immediate consequence of Lemma 1-(e) in [3].
Applying this theorem repetitively leads to the following corollary.
Corollary 1: Let Φ1,Φ2 ∈ A and σ ∈ MN . Then for all t = 0, . . . , N ,
(i) if Φ1  Φ2, then P σt (Φ1)  P σt (Φ2);
(ii) P σt (cΦ1 + (1 − c)Φ2)  cP σt (Φ1) + (1− c)P σt (Φ2), for all c ∈ [0, 1].
Definition 3: A pair (Φ, γ) ∈ Ht is called (algebraic) redundant with respect to Ht if there exist nonnegative
constants {αi}l−1i=1 such that
l−1∑
i=1













where l = |Ht| and {(Φ(i), γ(i))}l−1i=1 is an enumeration of Ht \ {(Φ, γ)}.
Based on this definition, for any given set Ht, one can easily develop an algorithm to identify and remove all
the redundant pairs in Ht. The set of the remaining pairs is called an equivalent-subset (ES) of Ht and is denoted
by Algo(Ht). One can also apply the algorithm to remove the redundant pairs after each iteration for Ht to obtain
5a sequence of equivalent subsets {Hˆt}Nt=0:
Hˆt+1 = Algo(hM(Hˆt)), with Hˆ0 = {(Σ0, tr(Σ0))}. (15)
Theorem 3: For any t ≤ N , we have Vt = min(Φ,γ)∈Hˆt γ. In other words, the ES Hˆt generated by (15) always
contains the optimal t-horizon schedule and defines the same t-horizon value function as Ht.
To further reduce the complexity, we now generalize the algebraic redundancy concept to allow for some numerical
error.






αi = 1, and

 Φ+ ǫIn 0










where l = |Ht| and {(Φ(i), γ(i))}l−1i=1 is an enumeration of Ht \ {(Φ, γ)}.
Denote by Algoǫ(Ht) the set of the remaining pairs after removing all the ǫ-redundant pairs in Ht that satisfy
the conditions given in Definition 4. The following lemma follows easily from Corollary 1.
Lemma 1: For any ǫ ∈ R+, (Φ, γ) ∈ Ht and σ ∈ MN−t, there always exists another pair (Φˆ, γˆ) ∈ Algoǫ(Ht)








k (Φ + ǫIn)), for all t = 1, . . . , N .
Define the ǫ-relaxed characteristic sets {Hǫt}Nt=0 by
Hǫt+1 = Algoǫ(hM(H
ǫ
t)), with Hǫ0 = {(Σ0, tr(Σ0))}. (17)
The set HǫN typically contains much fewer pairs than HN and is much easier to compute. To simplify the
computation, we can use the schedule that minimizes JN (σ) among all the schedules in M(HǫN ) as an alternative
to the optimal schedule. The question is how much the performance of this alternative schedule would differ from
the optimal one. To answer this question, we introduce the relaxed value function V ǫt defined by:





The goal of this section is to derive an upper bound for the average-per-stage error 1
N
(V ǫN − VN ) incurred by the
relaxation (17). More specifically, we want to find a finite constant κ such that 1
N
(V ǫN − VN ) ≤ κǫ, or equivalently
V ǫN − VN ≤ Nκǫ. To simplify the discussion, we introduce some auxiliary notations. For each j = 1, . . . , N , let
{Hǫ,jt }
N





t )) for t < j,
hM(H
ǫ,j
t ) for t ≥ j,
(19)
with Hǫ,j0 = {(Σ0, tr(Σ0))}. (20)
In words, the set Hǫ,jt evolves (as a function of t) according to the ǫ-relaxed iteration for the first j steps and then
evolves according to the none-relaxed iteration for the remaining steps. When j = 0, define specifically Hǫ,0t = Ht
6for t = 0, . . . , N . Clearly, for any j = 1, . . . , N , Hǫ,jt coincide with Hǫt for all t ≤ j, and the set H
ǫ,j
N decreases
monotonically to HǫN as j ↑ N . For each j, t = 0, . . . , N , define
V ǫ,jt = min
(Φ,γ)∈Hǫ,jt
γ. (21)






N as j ↑ N . Notice that V ǫN = V
ǫ,N
N and VN = V
ǫ,0
N .
Thus, the total error can be decomposed as follows:
V ǫN − VN =
N∑
j=1
(V ǫ,jN − V
ǫ,j−1
N ). (22)
Due to the monotonicity of V ǫ,jN , each term in the summation is nonnegative. Hence, if there exists a constant
κ <∞ such that (V ǫ,jN − V
ǫ,j−1
N ) ≤ κ · ǫ, then the total error can be bounded by Nκ · ǫ. The rest of this section is
to devoted to deriving an analytical expression for this bound κ.
We first derive an upper bound for the perturbed Riccati mapping.







where A¯i(Φ) is defined in (6).








According to (10), we have
ρi(Φ + ǫQ) = A(Φ + ǫQ)A
T +Σw −A(Φ + ǫQ)CTi f
−1(ǫ)Ci(Φ + ǫQ)A
T .



































Considering (3) and the fact that f−1(0) = (CiΦCT +Σvi )−1, we can obtain the desired result.
By the concavity of the Riccati mapping (Theorem 2), it can be easily verified that the mapping µi,Φ,Q : R+ → A
defined by µi,Φ,Q(ǫ) = ρi(Φ + ǫQ), ∀ǫ ∈ R+ is also concave for any i ∈ M, Φ ∈ A and Q ∈ A. Thus µi,Φ,Q(ǫ)
can be upper bounded by an affine function of ǫ, namely, µi,Φ,Q(0) + µ′i,Φ,Q(0) · ǫ, which implies





· ǫ, ∀ǫ ∈ R+, i ∈ M and Φ, Q ∈ A. (24)
7Suppose that at some generic time t, the covariance matrix is perturbed from Φ to Φ+ ǫIn. We want to find an
upper bound for the k-step effect of this perturbation, namely, P σk (Φ + ǫIn)− P σk (Φ).
Lemma 3: For each k = 1, . . . , N and any Φ ∈ A, we have
gσk (Φ) ,





















where A¯i(Φ) is defined in (6).
Proof: The case k = 1 follows from Lemma 2. Suppose that the result holds for a general k ≤ N−1, namely,


















where o(ǫ) satisfies that o(ǫ)/ǫ→ 0 as ǫ→ 0. We need to show that it is also true for k + 1. Notice that
P σk+1(Φ + ǫIn) = ρσ(k)(P
σ
k (Φ + ǫIn))
= ρσ(k)
(


















Applying Lemma 2 to the right-hand side of the above equation yields the desired result.
Similar to (24), we can obtain an affine upper bound for P σk (Φ + ǫIn) using Lemma 3.
Proposition 1: For any Φ ∈ A, ǫ ∈ R+ and t = 0, . . . , N , we have P σk (Φ + ǫIn) ≤ P σk (Φ) + gσk (Φ) · ǫ.
For each k = 1, . . . , N , the function gσk (Φ) quantifies roughly how a perturbation error incurred at some generic
time t will affect the error covariance matrix at k iterations later provided that no further perturbation is applied
after step t. For each j = 1, . . . , N , to quantify the error V ǫ,jN − V
ǫ,j−1
N , we decompose an arbitrary N -horizon










It will become clear later that to obtain the desired bound, it suffices to bound Gσj along the “optimal” schedule





JN (σ), for j = 0, . . . , N. (27)
Notice that σǫ,0 coincides with the optimal sensor schedule within MN and σǫ,N is the best sensor schedule among
the set M(HǫN ). For each j = 1, . . . , N − 1, the performance of the schedule σǫ,j is sandwiched between the ones
corresponding to σǫ,0 and σǫ,N .
For each σ ∈ MN , define the peak estimation error by
Eσ , max
t=1,...,N






8An upper bound for Gσǫ,jj can be expressed in terms of β.
Lemma 4: Let β be the constant given in (29). Then for each j = 0, . . . , N , we have Gσǫ,jj ≤ nβηλ−w (1−η) , where






, and η = 1
1 + αλ−w
. (30)
Proof: See Appendix I
We are now ready to prove the main result of this section.
Theorem 4: Let β, α and η be given as in Lemma 4. For any N ∈ Z+, we have
1
N















ǫ for all j = 1, . . . , N . Recall that
Hǫ,jt = H
ǫ,j−1













































t (Φ + ǫIn)), ∀σ
N−j ∈ MN−j .
Therefore,






















t (Φ)) + tr(g
σN−j
t (Φ)) · ǫ
]}
≤ V ǫ,j−1N + ǫ+G
σǫ,j
j ǫ,
where σǫ,j and Gσǫ,jj are defined in (27) and (26), respectively. The desired result then follows from Lemma 4.
Remark 3: The error bound derived above depends on the quantity β. If (A,Ci) is detectable for some i ∈ M,
then it can be easily seen that β is bounded above by βi·N , where βi denotes the peak estimation error corresponding
to the schedule σ(i) = {i, . . . , i}, i.e., βi = Eσ
(i)
.
Remark 4: The result can be immediately extended to the case with time-varying system and nontrivially-
weighted accumulative cost.
9APPENDIX I
PROOF OF LEMMA 4
Lemma 5 (Schur Completement Lemma): Suppose that Z1, Z2 and Z3 are respectivley, n1 × n1, n1 × n2 and






 , S1 , Z1 − Z2Z−13 ZT2 and S2 , Z3 − ZT2 Z−11 Z2.
Then Z ≻ 0⇔ S1 ≻ 0 and Z ≻ 0⇔ S2 ≻ 0.
Notice that P σNt (Φ)  Σw ≻ 0, for any Φ ∈ A, σ ∈ M and t = 1, . . . , N . Therefore, we can define
Qσt (Φ) = (P
σ
t (Φ))
−1 , ∀Φ ∈ A, σ ∈ M and t = 1, . . . , N. (31)













≥ αIn, ∀t = 1, . . . , N − 1.
Proof: For simplicity, we let Pˆt = P σˆt (Σ0), Aˆt = A¯σˆ(t)(Pˆt), Qˆt = Qσˆt (Σ0). By (29), we know that λ−wIn 
Pˆt  βIn, for all t = 1, . . . , N , which implies
1
β
In ≤ Qˆt ≤
1
λ−w
In, and ∀t = 1, . . . , N. (32)


























































This together with (33) yields










By Lemma 5, this indicates 
 Qˆ−1t+1 Aˆt




Using Lemma 5 again yields Qˆt − αIn − AˆTt Qˆt+1Aˆt ≻ 0.
Proof: [Proof of Lemma 4] Let σˆ, Pˆt, Aˆt, Qˆt be the same as defined in the proof of Lemma 6. Decompose σˆ
as σˆ = {σˆj , σˆN−j}. For each l = 1, . . . , n, let ξ(l)(t) be the solution of the following linear time-varying system:
ξ(l)(k + 1) = Aˆk+jξ
(l)(k), k = 0, . . . , N − j − 1, with ξ(0) = u(l).
where u(l) denotes the standard unit vector in Rn with value 1 at the lth position and zeros elsewhere. It can be
easily verified that
































(l)(k), for k = 0, . . . , N − j.















≥ α‖ξ(l)(k)‖2 ≥ αλ−wL
(l)
k .
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