Before we proposed an algebraic technics for the Hamiltonian approach to the evolution systems of partial differential equations, including systems with constraints. Here we further develop this approach and present the defining system of equations (suitable for the computer calculations), characterizing the Hamiltonian operators of the given form. We illustrate our technics by a simple example.
Introduction.
In the previous paper [1] we proposed an algebraic technics (based on the book [2] , Chapter VII) for the Hamiltonian approach to the evolution systems of partial differential equations, including systems with constraints. Here we further develop this approach and present the defining system of equations (suitable for the computer calculations) for the classification of the Hamiltonian operators of the given form.
We work in the frames of the algebra-geometrical approach to partial differential equations (see, for example, [2] , [3] , [4] ). We hope that our results will be helpful in the studies connected with the papers [5] - [19] .
We use the following general notations:
• F = R, C, N = {1, 2, 3, . . . } ⊂ Z + = {0, 1, 2, . . . };
• M = {1, . . . , m}, m ∈ N;
• I = Z M + = {i = (i 1 , . . . , i m ) | i µ ∈ Z + , µ ∈ M}.
All linear operations are done over the number field F. The summation over repeated upper and lower indices is as a rule assumed.
2 The differential algebra.
The main object in our construction is a differential algebra (F , D H ), where (see [1] , for details and motivations):
• F is an unital (i.e., containing the unit element) associative commutative algebra; 
Remind, that the set D has two algebraic structures: the structure of a Lie algebra with the commutator [X, Y ] = X • Y − Y • X, as the Lie bracket, and the structure of a F -module with (K ·X)L = K ·(XL), which are related
For any index sets A, B the set
has the structure of a F -module with the component-wise multiplication, i.e.,
We denote by ). In particular, the Leibniz rule takes the form: 3 Horizontal differential operators.
We call a linear mapping P (D) :
The set of all horizontal differential operators we denote by F [D]. It is an unital associative algebra with the the multiplication defined by the composition rule. In the same way for any four index sets A, B,
is defined, where
For every pair of index sets A, B there is defined the natural pairing ·, · :
For every horizontal differential operator P (D) :
b ′ ai , and the Green's formula (the integration by parts)
Note, that in this case, the same is also true for matrix operators.
The main ingredients
The main components, instruments and assumptions here are (see [1] , for more detail):
• the horizontal differential operator
• the Lagrange dual operator * ∇ :
The operator ∇ is correctly defined due to assumption Γ = (Γ
in the accordance with the definition of the symbol Γ.
We also need:
• the linear subspace E E E = Ker ∇ of the linear space F A ;
• the set
The set D E is a subalgebra of the Lie algebra
due to the Jacobi identity for commutators, but it is not a submodule of the F -module D V (see, e.g., [3] ).
Proposition 2. The mapping ev :
, is an isomorphism of linear spaces. Moreover, the structure of the Lie algebra on D E defines the isomorphic structure on E E E by the rule:
Proof. The proof is done by the direct test.
• F B and for any φ φ φ ∈ E E E the following statements hold:
i.e., the evolutionary differentiation ev φ φ φ acts here coefficient-wise.
Proof. The proof is based on the characteristic property of the evolutionary differentiations.
Assumption 2. We assume that there exist an index set A and a horizontal differential operator J = J(D) :
Proposition 4. Let the horizontal differential operator * J :
The Lie-Poisson structures.
We shall use the notation:
Here, F is the linear space of all functionals over F , E is a linear space, and E * is its dual. The natural projection F → F is defined by the rule:
Assumption 3. We assume that the differential algebra (F , D H ) is of the du Bois-Reymond type, i.e., it has the following property: for a given K ∈ F the equality K · L = 0 is valid for all L ∈ F iff K = 0.
By Propositions 1 and 4, ∂ : Im Div → Im * ∇ and * J • * ∇ = 0, hence we have the sequence of linear spaces:
In particular, the linear mapping (the variational derivative)
is defined.
Definition 1. The Lie-Poisson structure over the differential algebra (F , D H ) is a bilinear mapping (the Lie-Poisson bracket)
with the properties:
where the abbreviation "c.p." stands for the cyclic permutation of arguments K, L, M ∈ F. In this case, the pair (F, {·, ·}) is a Lie algebra.
Definition 2. We define the bracket {·, ·} by the rule:
where a horizontal differential operator
the set of the coefficients Λ = (Λ In this case, the bracket {·, ·} is skew-symmetric, and the problem left is to find a possibly simple and effective test for the operator Λ(D) to be Hamiltonian, i.e., to ensure the Jacobi identity to be valid.
In the paper [1] we have proved the following algebraic analog of the Theorem 7.8 from the book [2] . Lemma 1. The Jacoby identity has the following representation:
Here we refine this result to a form more convenient for actual calculations.
Definition 3. We shall say that the Jacobi identity holds in the strengthened form if
Lemma 2. In the conditions of the Lemma 1 the Jacoby identity in the strengthened form can be written as
for all g, h ∈ E * , α, β, γ ∈ A, k, l ∈ I, where the coefficients
Hence, by Proposition 3,
Thus,
where we twice used the Green's formula of the integration by parts. Clear, the last representation and the assumed du Bois-Reymond property of the differential algebra (F , D H ) imply our claim. Proof. Indeed, here
To complete the proof it is enough to use the assumed horizontal exactness of the differential algebra (F , D H ).
6 Evolution without constraints.
Here (see [1] , for more detail), the algebra F = C ∞ f in (XU) is the algebra of all smooth functions on the infinite dimensional space XU = X × U, depending on a finite number of the arguments x µ , u α i , where
M} is the space of independent variables;
A} is the space of dependent variables, A is a finite index set;
1 Remind, the polynomial coefficients are The Lie subalgebra D H has the F -basis D = {D µ | µ ∈ M}, where the total partial derivatives
The Lie subalgebra D V has the F -basis
, and the commutator
Note, the pair Further, in this situation,
7 The simplest case.
Here,
Further in this case, the horizontal differential operator
, where the order s ∈ N, the coefficients Λ i = Λ i (u 0 , u 1 , . . . , u n(i) ) ∈ F , 0 ≤ i ≤ s. In particular (see Lemma 2, Theorem 1),
Proposition 5. With these notations,
and
Further, we split
The example.
Let us consider the operator Λ(D) = λD +
2
Dλ, λ = λ(u 0 , . . . , u n ) ∈ F , n ∈ Z + . Here, s = 1, Λ 0 =
Dλ, Λ 1 = λ, n(i) = n + 1 − i for i = 0, 1, hence, n(i) + i = n + 1. The operator Λ(D) is the Lagrange skew-adjoint by construction. According to Theorem 1, the function λ is defined by the system of differential equations Q kl = Q kl (λ) = 0, k, l ∈ I.
As one can calculate, supp R = {(k, l) ∈ I 2 | l ≤ 1, k ≤ n(l) + 1}; Let us denote λ u i = ∂ u i λ, i = 0, . . . n, and set i k
Now (remind, we assume the summation over the repeated upper and lower indices in the natural limits),
In particular,
while
Further,
Still further,
where we used the equality
Thus, 
Our aim now is to find all functions λ = λ(u 0 , . . . , u n ) ∈ F , n ∈ Z + , such that Q(λ) = (Q kl (λ)) = 0. It is convenient to start with the equation Q 1,n+1 = 0, n ∈ N. Here, R 1,n+1 = 0, R n+1,1 = λ · λ un , while 
where χ(u, v) ∈ C ∞ (R 2 ) is an arbitrary smooth function. We summarize our calculations as the following theorem.
Theorem 2 (cf. [7] , [8] ). The differential operator Λ(D) = λD+ 1 2 Dλ, λ ∈ F , is Hamiltonian iff λ = (φu 2 + ψ) −2 , where the functions φ, ψ(u 0 , u 1 ) ∈ F are defined by the formulas (6) .
