Abstract. Big data technique is considered as a powerful tool to exploit all the potential of the Internet of Things and the smart cities. The development of internet of Vehicles (IoV) and wireless communication technologies have boosted diverse applications related to smart cities and Cyber-Physical Systems, but the data quality of vehicular sensors is an important issue due to the high-speed mobile wireless communication environment and physical sensor noise. This paper presents our experiences for big data analytics based on a vehicular network testbed, in terms of sensors data management, multi-dimension data fusion and data quality assessment for the vehicular sensor data. The proposed data quality assessment framework consist of feature extraction based on multisensor data fusion and multi-level wavelet transform, as well as a semisupervised learning based classification algorithm. The comparison experiment shows that the proposed framework and approaches can extract feasible features and solve the unbalanced label problems, which achieve a better assessment effect.
Introduction
extended, with the infrastructure capacities to provide an Internet access to the cellular networks, and wireless sensors networks through technologies such as Device-todevice (D2D) communication. D2D is an example of an integrated network technology that appears to be a vital component in next generation communication technologies (5G). The D2D technology allows for direct message delivery between terminals that are near each other to lighten the load of node base stations, improve spectral reuse, and enhance system capacity [1] . D2D communication serves as a natural approach to enable reliable and efficient vehicle-to-vehicle (V2V) communication.
Focus on our topic on Internet of vehicle, vehicular network data need to be of high quality to reflect the operation pattern and running status of the vehicle, including vehicle fuel consumptions and travelling route [2] . However, due to abnormalities of sensors and the unreliability of wireless communication environment, some data of vehicular sensors is inaccurate or incomplete. Hence, the quality of vehicular data is difficult to be guaranteed, which has strong relation to the validity and accuracy of data mining results [3] [9] . Therefore, quality control and analysis on these data is indispensable, in order to assessment the quality level of the data or to detect the sensor error, filter out the vehicle with inferior data quality.
In this paper, we give a brief introduction of vehicular network big data platform and its data quality issue at first. The database and outliers situation are introduced in section 2. The rest sections are spent reviewing notable examples of automated processing procedures in sensor networks and classification on these preprocessed timeseries data. Then we proposed a novel classification framework based on data fusion and machine learning approach to assess the quality of vehicular data. A comparison experiment and detailed procedure of data processing are also given in rest section.
2
Vehicular Network Testbed and Data Quality Assessment
Vehicular Network Testbed
A brief system framework of integrated vehicular network is shown in Fig.1 , which contain cellular networks and V2V communication [4] . The topic and dataset introduced in this paper is from a vehicular network testbed, which contain the vehicle running state data of more than 60,000 vehicles. The vehicles update data on real time which consists of GPS coordinates, speeds, driving direction angle, fuel level value and so on. The real-time big data platform based on the V2I and V2V communication system form the vehicular network testbed. Fig.2 is a screenshot of the real-time big data platform of our vehicular network, the data types of database is also shown.
Vehicular network testbed consists of a large number of sensors and collects multidimensional data in high frequency, such as locations, time, velocity and fuel level. However, there are several types of abnormal situation during the process of fuel level data acquisition. The reasons causing outliers in fuel level data can be divided into several types: refueling, fuel spilling or gasoline theft, which will cause the fuel level to decrease rapidly; errors of fuel level sensor or wireless vehicular network transmission [5] ; the large shake of vehicle.
Analysis of vehicular network testbed data quality belongs to data quality control. Generally, data quality is defined by correctness, completeness, consistency. Due to the fluctuation of vehicles and precision of fuel level sensors, there are many errors in collected original data by fuel level sensors [6] . During the transmission and storage of fuel level data, stability of wireless vehicular networks and availability of data transformation for storage also cause errors in data [7] . The quality of fuel level data is affected not only by the precision of fuel level sensors but also the quality of transmission networks. There are existing literature discussing the improvement of the precision of fuel level sensors [8] and the quality of transit networks [9] . 
2.2
Classification Based Data Quality Assessments.
Data quality assessments in a further issue based on anomaly detection, which is generally a statistical approach [9] . It could make use of the historical distribution of sensor data. It's important that applying a method that is developed in one area to another is not practicable. Classification-based assessment uses the knowledge of sensed phenomena so as to infer the quality state [10] . As a result, the classification approach is much stronger connected to their application area; this is often achieved by building a suite of rules. For the model used to model the whole system, particularly the functional dependence between states of its sensors. Those systems model the uncertainties of sensor operation but not uncertainties related to the system process given the narrow bounds of its behavior. Environmental process is far more complicated to model because of the variation of contributing factors and location [11] . To assess the data quality of vehicular network, this uncertainty should be typical in the network. So, the proposed framework models not only the process but also operational uncertainties of each sensor.
Since our current focus is on IoV applications scenes, so, there is few work in this special area. The rest of this field is spent reviewing those standing examples of automated quality procedures in the sensor network and anomaly detection in timeseries data. When a data sample fails a test, it is labeled as "bad". Such approach fails to use the contextual relationship between the different quality test and the test uncertainty.
3
Proposed Data Quality Assessment Framework and Methodology
3.1
Multi-sensor data fusion.
Multi-sensor data fusion generally provides significant advantages in data mining procession. In addition to the statistical advantage gained by obtaining an improved estimate of a physical phenomenon through redundant observations. the use of multiple types of sensors may increase the accuracy with which a phenomenon can be observed.
Data fusion with vehicular sensor data. In order to assess the data quality of the speed data, we compute the travel speed according to the GPS coordinates, and compare it with the speed which is collected from running cars on real time [10] . The travel speeds could be computed by latitudes  and longitudes  , and we compute the relative error ratio of the uploaded speeds u v with the calculated travel speeds t v .
The relationship could be shown in the Fig.3 . We also found the minimum  of all vehicles in the database is nearly 95 percent which means that the two speeds are approximate extremely, thus we assume that the speed and GPS coordinates are mainly correct as reference values in evaluating the accuracy of the fuel level data. As Fig.3 shows, there is a physical relationship between fuel level and speed value, hence we use standard deviation of these data and correlation coefficient between these multi-dimension as features for classifier. 
3.2
Features extraction based on wavelet transform.
In the preprocessing procedure of many types of sensor data, the original series data which may contain variety of noise and anomaly pattern. With the decomposition with Discrete Wavelet Transform (DWT) [13] , the set of approximation coefficients A k retained the main profile of the original data, which is a smooth serious with less noise. On the other hand, the set of detail coefficients D k represented the noise and slope which contains anomaly pattern in different scaling function. Hence the set D can be analyzed to find out different anomaly pattern. The DWT of a signal x is calculated by passing it through a series of filters. First the samples are passed through a low pass filter with impulse response g resulting in a convolution of the two:
The signal is decomposed simultaneously using a high-pass filter h. The outputs giving the detail coefficients from the high-pass filter and approximation coefficients from the low-pass. The two filters are known as a pair of mirror filter. However, since half the frequencies of the signal have now been removed, half the samples can be discarded.
Multi-scale wavelet transform. Given a time series X of length n, the DWT consists of 2 log n stages at most. The first step produces, two vectors of coefficients: approximation coefficients A 1 and detail coefficient D 1 . Which are of length n/2. The next step splits the approximation coefficients into two parts using the same scheme, replacing X by A 1 , and producing A 2 and D 2 , and so on. The wavelet decomposition of the time series at level k has the following structure:
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Fig. 4. Multi-level discrete wavelet transform
As the first few wavelet transform coefficient is the strongest after wavelet transform of time series and the highest frequency part of wavelet coefficient include most of the abnormal events and noise, the profile of time series fuel-level data remains basically unchanged when only the first few coefficients are retained. A three level DWT on a series of our case data is shown in Fig.4 . Since different coefficients contains information and energy in difference scale, their statistical parameter and energy coefficient are useful and brief features of the data serial.
3.3
Cluster based under-sampling.
Given a representative set of labelled data, a supervised classification approach is an appropriate approach. However, data of bad labels exists in such data sets with low frequency leading to a class imbalance problem. Thus we adopt a cluster based undersampling method to solve the imbalance problem. For a set S of samples of a particular quality flag (e.g., class) the under-sampling method usually selects instances randomly. A random under-sampling process have the risk of excluding representatives for the original clusters. Hence we use a cluster based random under-sampling process that first divides the data in k clusters, and randomly select datasets from each cluster.
Semi-supervised learning classification
Bayesian Network (BN) is a useful and powerful algorithm for uncertainty reasoning. BN includes the Directed Acyclic Graphs for representing the causal relationship between attributes, the conditional probability tables which contain prior probability required for calculating joint probabilistic distribution. is a sample in S, NB predicts the class label of t by calculating probability. To overcome the limitation of conditional independent assumption, Functional dependency is an important part of relational database, which represent the constraint relations among different attributes. Existing researches have found some similarities between relational database and probabilistic inference. Then we have:
In semi-supervised learning, as the joint likelihood of the labeled and unlabeled data is not in closed form, usual solutions to this would be to use Expectation Maximization (EM) [8] . For our case testbeds, a method that updates the model in a continual and an evolutionary manner can be used in the present study. This problem has been researched by some researchers such as Stauffer et al. [11] , and Chen et al [9] . The algorithm initials model parameters from limited amount of labeled data and uses these to get probabilistic labels for each unlabeled sample in E-step. M-step gets the parameters using these labels for unlabeled instances. A regulating variable λ is used in the proposed method. This parameter moderates the unlabeled data by reduce the learning rate η and the weight of the unlabeled samples instep M.
:
arg max log ( , )
N is denominator in computing the probability of feature f i being in class y. θt is current estimator of the model parameters.
x i f gives the count of feature in instance x. Conditional estimates of ( | )
P y x from labeled data improves the accuracy of Bayesian approach.
Experimental Results
In the vehicular network data quality assessments QC problem, the quality states of this deployment are adopted from the flagging scheme. There are flags associated with particular processing tasks. The quality flags are designed to indicate the level of uncertainty involved in the sensor reading. Sometimes sensor readings associated with abnormal events may be incorrectly labelled. These labels belong to four different classes of the classification problem. The data that we used in the experiments were labelled into four classes: 1) good data; 2) probably good data; 3) bad data which are potentially correctable, we called it probably bad data; 4)Bad data.
The percentages of instances from different classes (quality flags) in the data sets exists severe class imbalance in the data, hence the under-sampling make a big difference and good effect on the experimental results. We made comparison experiments on three approaches, including straightforward decision, and our proposed framework which are inseparable of whether use class-based under-sampling or random sampling.
In order to test the accuracy of the classifier, we use a 5-cross validation test, which is a way to assess the fitness of a model to a hypothetical validation set when the explicit validation set is not available [13] . At first of the algorithm, we build the training set and testing set, as well as compute the feature vectors. In order to evaluate the classification accuracy, we use F-measure indicators to as the accuracy indicator, which is generally used in machine learning classification problem. F-measure considers both the precision and the recall of the test to compute the score. The F-score can be interpreted as a weighted average of the precision and recall, where an F-score reaches its best value at 1 and worst at 0. The classification experimental result is shown in Fig.5 , because the unbalanced label problem, the common classification algorithm has low accuracy to classify the bad labelled samples. The proposed framework has a good performance for the average accuracy in each class. For our classification problem, cluster oriented random sampling performs better than the traditional random sampling algorithm. This is due to the fact that the cluster guided sampling approach produces a better approximation of the underlying distribution of data than random under-sampling. The fig.6 shows a labeled data series after separated into many pieces of length, thus a long series of data can be evaluated for each period of time. The blue lines denoted the probably good or bad curves, and the yellow one is series with bad flag. 
Conclusion
This work presents our experiences for big data analytics based on a vehicular network big data testbed, in terms of sensors data management, multi-dimension data fusion and data quality assessment for the vehicular sensor data. In this paper, we have investigated the problem of multidimensional analysis of vehicular network testbed data. Some statistical indicators are introduced and applied in data quality evaluation, and a novel classification based framework is proposed to efficiently assess the data quality and screen out the abnormal vehicles in database. Moreover, . Our experiments on large real datasets show the feasibility and practical utility of proposed framework and approaches.
We will also develop the further work of data analysis to support more complex applications, such as the atypical event detection and knowledge discovery based on vehicular network. There are still many challenges in designing an appropriate information dissemination method and building a strong and reliable vehicular network platform as well as the big data testbeds. With the developing data mining and intelligent computing techniques, the potential of the huge amount of vehicular network data would be exploit, which will contribute construction of future Cyber-Physical Systems and green smart city.
