Abstract-This paper presents a role based approach to the problem of controlling locomotion of chain-type selfreconfigurable robots. In role based control all modules are controlled by identical controllers. Each controller consists of several playable roles and a role selection mechanism. A role represents the motion of a module and how it synchronizes with connected modules. A controller selects which role to play depending on the local configuration of the module and the roles being played by connected modules.
I. INTRODUCTION
Important performance characteristics for robots in controlled production environments are precision, efficiency, and repeatability. However, the importance of these characteristics decreases and characteristics such as robustness, versatility, and adaptability become important when moving the robots out of the controlled production environments and into dynamic real world task-environments. These task-environments include missions on other planets, search and rescue in collapsed buildings, and battle field reconnaissance. Robustness is needed because the system cannot rely on a human operator for repair. In some tasks it is even impossible for a human to assist the robot. Versatility is important because the robot should be able to solve unexpected problems which arise on its way to complete its task. It is also important that the robot is able to adapt -not only to complete an unexpected task, but also to be able to handle tasks which are similar in terms of result but are different in terms of the conditions under which they are performed. Kasper Støy is with the Adaptronics Group, The Maersk Mc-Kinney Moller Institute for Production Technology, University of Southern Denmark, Odense, Denmark. E-mail: kaspers@mip.sdu.dk. The work reported here was performed while visiting USC's Information Sciences Institute Wei-Min Shen and Peter Will are with the Information Sciences Institute, University of Southern California, Los Angeles, California, USA. E-mail: {shen,will}@isi.edu Self-reconfigurable robots may offer a platform with these characteristics. A self-reconfigurable robot is a robot built from potentially many independent modules that connect to form a robot. These modules can have their own power supply, actuators, sensors, communication system, and computational capabilities. See for instance the CONRO module in Figure 1 or refer to the physical realizations described in [10] , [8] , [12] , [23] , [19] , [14] , [9] . Self-reconfigurable robots gain their robustness through redundancy. The robot is built from many identical modules and therefore if one fails it can be replaced by a spare module. The modules can be connected in different ways making the same robotic system able to perform a wide range of tasks. Due to this self-reconfigurable robots can achieve levels of versatility superior to that of traditional fixedshape robots. Self-reconfigurable robots can also use this ability to adapt to the task. Finally, since these robots are built from many identical modules these can be mass-produced to keep their cost low compared to their complexity. In order to realize these promising potentials many research challenges have to be met. One of these is to understand how to control locomotion of self-reconfigurable robots which is the main topic of this paper.
The paper is organized as follows. In section II we review related work on locomotion of self-reconfigurable robots. We note that there exist two general approaches: synchronous control and asynchronous control. In synchronous control the modules are synchronized before each action in order to guarantee that the desired global behavior is achieved. In asynchronous control this idea has been abandoned for reasons of robustness and scalability. Instead each module acts independently based on local information. The idea is that the desired global behavior will emerge from these local interactions. However, using this approach it is hard to generate globally coordinated locomotion.
In section III we argue that it might not be desirable to make the synchronization mechanism independent of the actions of the modules, because in this case an additional mechanism is needed to coordinate which module does what and in what sequence. Therefore we combine a synchronization mechanism based on local communication and local timers with the actions of the module and name this a role. We use these roles to control the robot and call it role based control (note: this should not be confused with rule based control). We then describe how role based control can be used to make a chain of eight CONRO modules produce locomotion similar to that of a caterpillar and a sidewinder snake. We show that these systems work independent of the number of modules in the system and are robust to communication failures. In section VIII we argue that modules should be able to play different role. We show how modules can select roles based on the local configuration and the roles being played by connecting modules. We use this to implement a quadruped and hexapod walking gait in the CONRO self-reconfigurable robot. We show scalability properties of this system. In section X we discuss remaining issues and finally arrive at the conclusion in section XI.
II. RELATED WORK
In locomotion of self-reconfigurable robots there exist two broad classes of algorithms. Hosakawa et al. [6] and Butler et al. [2] introduced the "water-flow" algorithms where modules based on local rules travel over each other to produce locomotion. In this class of algorithms the robot locomotes by changing configuration. Another approach, the one we will investigate in this paper, is to achieve locomotion by controlling joint positions of the modules of the robot. This has earlier been investigated by Yim [21] , [22] and Shen, Salemi, and others [14] , [15] , [13] . In Yim's work the locomotion gait is represented in a gait control table. Each column in the table represents a sequence of actions that one module has to perform. The modules make a transition from one row to the next row based on a synchronization signal from a central host. This implies that the system has a single point of failure. If the host fails the entire system fails. Furthermore if a module does not receive a synchronization signal it will have severe effects on the locomotion pattern. As a solution to this problem it is proposed that modules can use timers to stay synchronized, but as we will discus below timers drift. Another problem is that the modules need to know which column in the gait control table to execute. This means that the modules need IDs and can therefore not be interchanged or added unless the table is rewritten. This also implies that the system cannot handle module failures. Yim has shown in his work that the approach is versatile, scales and the complexity is manageable in system consisting of tens of modules.
Shen, Salemi, and others use a hormone that travels through all the modules to synchronize the action execution of the modules. This means that the performance of the system scales linearly with the number of modules. Hormone based control avoids the problems of having a central host sending out synchronization signals. However, the system stops responding if a hormone is lost somewhere for instance due to a module failure. This means that the system is not robust in this respect, but the system is robust to reconfiguration. Hormone based control have the potential to be a versatile control method. However the complexity of using this method in more complex systems may become increasingly difficult, but this is a question for further research.
III. SYNCHRONIZATION
In the previous section we outlined two broad categories of control systems: systems where the modules are synchronized before each actions (gait control tables and hormone based systems) and those where they don't need to synchronize (the water-flow algorithms). We acknowledge that the modules need to be autonomous in other to ensure robustness and scalability. However, we also acknowledge that in some tasks it is useful to keep the modules synchronized.
We propose that the useful properties of these two categories can be combined. The first step toward achieving this is to allow synchronization over time. If modules keep track of time using local timers and from time to time synchronize their timers with connected modules, the entire system will eventually be synchronized. This assumes that modules can stay synchronized without communicating for some time. This is achievable, because most processors are equipped with timers. These times might be too imprecise to keep modules synchronized infinitely, but are good enough to keep the modules synchronized for a while.
In order to illustrate this point we made an experiment where four CONRO modules run identical programs. Each controller makes one of the module's degrees of freedom perform an oscillation with period T=2.37sec. We then started these modules at the same time and observed how their synchronization degraded over time. In Figure 2 it can be seen how the standard deviation of the position of the modules increases over time. It can be seen how often a synchronization signal is needed depends on the precision needed in the system. For instance, it is questionable if a drift of 1% has any impact on the system. If 1% drift can be accepted we only need to synchronize every 10th period.
In a synchronized system all modules have to communicate before each action because this is the only way a module can find out when to perform an action. However, with the introduction of timers we can make the optimistic assumption that the timer can be trusted for synchronization. This implies that not all modules need to communicate at each time step to stay synchronized.
We can use one of the many algorithms for synchronizing clocks (see [11] , [16] for an overview) and achieve increased efficiency because the local timer can be relied on for deciding when to perform a new action. However this is not the path we will follow here. In order to achieve coordinated global behavior of the robot it is important that modules act at the right time which is not necessarily at the same time. Therefore we combine the synchronization mechanism with the actions of the modules in role based control that we will describe below.
IV. THE CONRO MODULES
Before we go on to describe role based control we will describe the CONRO self-reconfigurable robot (CONfigurable RObot). The CONRO modules were developed at University of Southern California's Information Sciences Institute [3] , [7] (see Figure 1) . The modules are roughly shaped as rectangular boxes measuring 10cm x 4.5cm x 4.5cm and weigh 100grams. The modules have a female connector located at one end by definition facing south and three male connectors located at the other end facing east, west, and north. Each connector has an infra-red transmitter and receiver used for local communication and sensing. The modules have two controllable degrees of freedom: pitch (up and down) and yaw (side to side).
Processing is taken care of by an onboard Basic Stamp 2 processor. The modules have onboard batteries, but these do not supply enough power for the experiments reported here and therefore the modules are powered through cables. Refer to http://www.isi.edu/conro for more details and for videos of the experiments reported in this paper.
V. ROLE BASED CONTROL We assume that a parent connector is specified and the remaining connectors are defined to be child connectors. A module can only attach to a parent module by attaching its parent connector to one of the parent's child connectors. For instance, on the CONRO module we specify the female connector as the parent connector and the three male connectors are then the child connectors. This implies that no matter how the CONRO robot is configured the physical characteristics of the connectors make sure this assumption holds.
Using this assumption it is possible to make at most one loop in the configuration. This is undesirable for reasons we will discus below so we assume that there are no loops in the configuration. These two assumptions combined imply that we are limited to tree configurations with well-defined parent child relationships. We will later see that these assumptions lead to many simplifications. Note that these assumptions make role based control suitable for any chain-type self-reconfigurable robot.
Fundamental to role based control is the notion of a role. A role consists of three components. A cyclic action sequence A(t) where t is an integer and t ∈ [0 : T ]. T is the period of the action sequence and the second parameter that needs to be specified. In our implementation A(t) just returns the joint positions of the module for each t. However it is also possible to extend A(t) to include feedback from the environment to bias the motion. The important characteristic is that the resulting motion is cyclic. For instance, if a module acts as a leg it can move in order to step over obstacles as long as it supports the weight of the robot when the remaining modules expect it to do so. The third parameter is a set of delays D. A delay d i ∈ D specifies the time t at which a synchronization signal is to be sent to the module connected to child connector i. Below is shown the caterpillar role as an example.
The modules play a role using the algorithm outlined in Figure 3 . The algorithm starts by setting t = 0 and continues to the main loop. Here the algorithm first checks if t is equal to the delay specified for each child connector. In case t equals one of these delays d i a synchronization signal is sent through the corresponding child connector i. If the module has received a signal from its parent, t is reset. After that the joints are moved to the position described by A(t). t is incremented unless a period has been completed in which case t is reset. Finally another iteration of the loop is initiated. We can now see the reason why we have to assume that there are no loops in the configuration: there is a risk that synchronization signals chase each other around in the loop and thus the system may never converge. We have pointed out a potential solution to this problem in [17] .
VI. THE CATERPILLAR
First we will present the implementation of a caterpillar like locomotion gait in the CONRO robot. We will demonstrate the properties of the implementation in term of robustness to loss of communication signals and reconfiguration. Caterpillar like locomotion has in the context of self-reconfigurable robots previously been studied in [20] , [5] , [14] .
A. Implementation
We configured eight CONRO modules in a chain and downloaded the caterpillar role described above into each of them. The first module of the chain is then started using an external infra-red signal. The first module starts its action sequence. After 1/5th of a period (d north ) a synchronization signal is sent to the child module connected to the northern child connector. If the signal is received the second module starts to move and after another 1/5th of a period a synchronization signal is sent to the third module and so on. The modules repeatedly send a synchronization signal each period. Therefore the system is not sensitive to loss of synchronization signals. When all modules have been started and are synchronized to be 1/5th of a period apart they produce a traveling sine wave resulting in the caterpillar like locomotion gait shown in Figure 1 . The robot moves at a speed of 2.9cm/second. We will refer to the robot in a chain configuration playing the caterpillar role as the caterpillar. 
B. Experiments -Robustness to Loss of Communication Signal
In the first series of experiments we want to examine the robustness of the system to communication errors. In order to do this we introduce artificial communication errors by randomly deciding if a signal is sent or not. We did three separate series of experiments where the chance of a signal being sent is respectively 25%, 50%, and 100%. We want to fint out what impact these communication errors have on the time it takes for the system to synchronize initially and the locomotion speed of the robot.
The robot is started using an external infra-red signal and it is recorded how long it takes for all modules to start. When all the modules have started we record how long it takes for the robot to move a distance of 87cm. We repeated these experiments ten times for each level of signal loss. The results of these experiments can be seen in Figure 4 .
It can be observed from Figure 4 that as the probability of signal loss increases the start time increases. This was expected, because if a synchronization signal is lost it takes a full period before the next synchronization signal is sent. However the figure also shows that the locomotion time stays constant. In fact Student's t-test shows at the 5% confidence level that the hypothesis that the times can be assumed to equal in the three experiments is accepted (see Appendix for details). This extreme robustness to communication error is not surprising, because Figure 2 showed that the modules can stay synchronized for a significant number of periods before they drift so much apart that the effect is measurable. In fact the data shown in Figure 2 is produced by four unconnected modules playing the caterpillar role.
We made another series of experiments designed to show how the performance of the system changes with the number of modules. We made experiments with caterpillars made of 2,4, and 8 modules. We measured how long it took them to move 87cm. The results of these experiments are visualized in Figure 5 . The figure shows that even though the speed decreases with the number of modules the system still works. The performance decreases because the caterpillar role is designed to be used by a chain of more than four modules. In order to produce efficient locomotion the caterpillar needs at least two contact points with the ground at all times. In the caterpillar role the sine wave repeats itself after four modules. This means that most of the time the chain with four modules only have one contact point resulting in less than optimal speed.
VII. THE SIDEWINDER
When first the idea of role based control is at hand it is easy to develop more locomotion gaits. We will now present an implementation of a gait similar to that of a sidewinder snake. This gait has been analyzed in detail by Burdick et al. [1] , but here we just use the intuition that if segments of the body moving in one direction are lifted form the ground and segments moving in the other touch the ground locomotion is produced. The sidewinder role looks as follows.
When all the modules are connected in a chain and synchronized it looks as shown in Figure 1 . We refer to this as the sidewinder. We recorded the movement of the sidewinder using an overhead camera. We then recorded the position of the modules every three seconds. The result of this analysis can be seen in Figure 6 . We repeated this experiment five times with similar results. The sidewinder moves at a speed of 6.7cm/second.
VIII. MULTIPLE ROLES
Insisting that all modules play the same role limits the number of applications of role based control therefore we want modules to be able to play different role. This raises the question of role selection. How does a module decide which role to play? In role based control the role selection is based on information about the local configuration and the roles being played by connected neighboring modules. It is also possible to extend role based control to select roles based on sensor feedback from the environment which we have studied in [18] or timing information. The role being played r can be a function of the parent's role r p , the child connector of the parent that the module is connected to c p , the set of connectors where child modules are attached C, the roles of the connected child modules r i where i ∈ C, and the current role r being played by the module. r = f (r p , c p , C, r i , r), where i ∈ C This is a general function and rarely the role of a module will depend on all parameters. For instance, a module might select its role based only on its local configuration given by c p and C. One important point is that since we only consider tree configurations the root of the tree can be uniquely found: the module with no parent. The root module can play a root role. This enables the children of the root to uniquely find their position in the configuration tree through the parent's role r p and the connector of the parent to which the child is connected c p . By induction we can see that if it is needed it is possible for all modules in the tree to discover their position in the configuration tree. Again, often this is not desirable, because if information can be kept as local as possible the system can adapt faster.
All modules have the same role selection mechanism and exactly what role a module will play is decided based on f . This implies that there is no centralized representation of the desired global configuration and the corresponding roles. Therefore if a configuration sub tree is cut off the root of this sub-tree can quickly discover it and trigger appropriate role changes further down in the sub-tree. At the same time the parent tree can discover that the sub-tree was cut off and trigger role changes up in the tree. This means that this role selection system is robust to reconfiguration.
In our current implementation the role and configuration information is contained in the synchronization signal. Therefore the role selection mechanism also preserves the robustness to loss of communication signal of role based control. If a signal is lost the role and configuration information will be propagated a period later. In Figure 8 it can be seen how the role playing algorithm with the added role selection mechanism looks.
IX. THE WALKERS
In order to verify the usability of this role selection mechanism we implemented a walking gait in the CONRO selfreconfigurable robot.
A. Role Definitions
We configured the robot in a quadruped configuration as shown in Figure 9 . In this configuration three different roles are need to make the robot walk: a spine role, a left leg, and right leg.
The modules making up the spine should play the spine role. The spine role makes the spine oscillate to increase the step length. Furthermore the delays of the spine makes sure that the rear legs are half a period delayed compared to the front legs (see Figure 7 for details).
The east legs plays the east leg role below and the west legs plays the same role except t is replaced by 2π − t. This gives the same motion, but in opposite direction.
In order to combine these roles into a working control system we need to define when a module should play what role. We make the following rules: a module plays a spine role if it has child modules connected to the east and west child connector. A module plays east leg if it is connected to the east connector of the parent module and a similar rule works for the west leg. The expressions located in the center of the modules represent the value of t of that module when the spine module spine-1 is at t spine−1 = 0. The t value of a child is calculated using t child−i = tparent − d i where i is the connector to which the child is connected. Note using the delays specified here the top east leg and bottom west legs are synchronized. This also goes for the top west and bottom east leg. 
B. Experiments -Scalability
In order to test this implementation we measured how long it took the CONRO robot in a quadruped configuration to cover a distance of 150cm. We found that the average of ten trials was 10.9seconds and the standard deviation was 0.57seconds. This corresponds to a speed of 13.8cm/second.
We now added an extra pair of legs. Note that this does not require any changes to the controller, because the synchronization mechanism already implemented will make sure that the third pair of legs are half a period delayed compared to the sec- ond pair of legs. We repeated the experiments another ten times and found that the average time was 12.0seconds (12.5cm/sec.) and the standard deviation was 0.57seconds.
Initially we tested the hypothesis that the speed of the robot is independent of the number of modules. Unfortunately Student's t-test rejected this hypothesis. From close observation of the experiments we found that the quadruped robot takes longer step, because it slides a little forward with each step due to its momentum. In the hexapod this is not the case, because of the friction caused by the extra pair of legs. In order to remove this difference from our data we returned to the videos of the experiments and counted the number of steps taken by the robot in each experiment. We divided the time with the number of steps to produce a time per step measure. We then tested the hypothesis that the time per step is the same for both the quadruped and hexapod walker. This hypothesis was accepted on the 5% confidence level (see Appendix ). This implies that the speed of the system is identical in the two experiments. This finding and the fact that role based control uses constant time to keep the system synchronized leads us to conclude that it is likely that role based control scales.
X. DISCUSSION
In role based control one of the basic assumptions is that the modules form a tree configuration. If we assume that the modules form a loop we introduce the problem that there is no unique leader that emerges in a similar way to the root in a configuration tree. This problem reduces to the well-known problem of leader election in a ring to which many solutions exists for instance [4] . When the leader has been found the leader should ignore any messages it receives from its parent and as a result the loop is removed from a software point of view. We have used this idea to make rolling track locomotion in [17] . However it is not straight forward how to generalize role based control to work in a general configuration without loosing the simplicity and robustness of the approach.
We have through the experiments shown that role based control is likely to scale, is robust to signal loss, and reconfiguration. We have through the introduction of role selection shown how it is possible to give the same control system versatility in terms of what tasks the system can perform. Role based control also holds the potential to be robust to module failure, because if a module fails it can just be ejected and the two remaining parts of the tree can continue to function on their own.
In this work we have not focused on the problem of how to design the roles for a more complex system. In the systems we have presented here the complexity is manageable for humans. However when the number of modules increase it might be increasingly difficult for a human designer to handle the complexity. This problem is also inherent in the other methods used for locomotion of self-reconfigurable robots.
We mentioned earlier that the action sequences of roles can be biased by external sensing and roles might also be changed in response to this sensor information. We have in [18] shown how it is possible for the quadruped walker to use sensors to avoid obstacles. However a full understanding of this problem is also an issue to be addressed in the future.
XI. CONCLUSION
In this paper we have presented role based control an approach to controlling locomotion of chain-type selfreconfigurable robots. We have through our presentation and experiments argued that role based control is a robust and versatile approach to the control of locomotion in self-reconfigurable robots. We have furthermore pointed out that it is likely that it scales with an increased number of modules.
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APPENDIX
In the statistical tests we use an F-test to test the hypothesis that the two data sets have equal variance. Depending on this result we pick the appropriate version of Student's t-test to test if the hypothesis that the mean value of the two data sets are equal.
The first three data sets are from the caterpillar experiment where we test the hypothesis that the caterpillar takes the same time to move 87cm independent of the chance of signal loss. The table shows that at the 5%-level the hypothesis is accepted and thus it can be assumed that it takes the same time for the caterpillar to move independent of the chance of loss of signal. The next series of data is from the walker experiments. First we test the hypothesis that the time used to walk 150cm is the same for the quadruped and the hexapod walker. As shown in the table to the left below this hypothesis is rejected. Second we test the hypothesis that the time per step is equal in the quadruped and hexapod walker. This hypothesis is accepted and therefore we conclude that the performance of the two systems is independent of the number of modules. 
