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We introduce an iterative algorithm for finding a common element of the set of solutions of an
infinite family of equilibrium problems and the set of fixed points of a finite family of nonexpansive
mappings in a Hilbert space. We prove some strong convergence theorems for the proposed
iterative scheme to a fixed point of the family of nonexpansive mappings, which is the unique
solution of a variational inequality. As an application, we use the result of this paper to solve a
multiobjective optimization problem. Our result extends and improves the ones of Colao et al.
2008 and some others.
1. Introduction
LetH be a real Hilbert space and T be a mapping ofH into itself. T is said to be nonexpansive
if
∥
∥Tx − Ty∥∥ ≤ ∥∥x − y∥∥, ∀x, y ∈ H. 1.1
If there exists a point u ∈ H such that Tu  u, then the point u is called a fixed point of T . The
set of fixed points of T is denoted by FT. It is well known that FT is closed convex and
also nonempty if T has a bounded trajectory see 1.
2 Fixed Point Theory and Applications
Let f : H → H be a mapping. If there exists a constant 0 ≤ κ < 1 such that
∥
∥fx − fy∥∥ ≤ κ∥∥x − y∥∥, ∀x, y ∈ H, 1.2
then f is called a contraction with the constant κ. Recall that an operatorA : H → H is called
to be strongly positive with coeﬃcient γ > 0 if
〈Ax, x〉 ≥ γ‖x‖2, ∀x ∈ H. 1.3
Let u ∈ H be a fixed point, A be a strongly positive linear bounded operator on
H and {T}Nn1 be a finite family of nonexpansive mappings of H into itself such that F ⋂N
n1 FTn/ ∅.
In 2003, Xu 2 introduced the following iterative scheme:
xn1  I − n1ATn1xn  n1u, ∀n ≥ 1, 1.4
where I is the identical mapping on H and Tn  Tn mod N , and proved some strong






〈Ax, x〉 − 〈x, u〉 1.5
under suitable hypotheses on n and the additional hypothesis:
F  FT1T2 · · · TN  FTNT1 · · · TN−1  · · ·  FT2T3 · · · TNT1. 1.6
Recently, Marino and Xu 3 introduced a new iterative scheme from an arbitrary point
x0 ∈ H by the viscosity approximation method as follows:
xn1  nγfxn  I − nATxn, ∀n ≥ 1, 1.7
and prove that the scheme strongly converges to the unique solution x∗ of the variational
inequality:
〈(
A − γf)x∗, x − x∗〉 ≥ 0, ∀x ∈ FT, 1.8





〈Ax, x〉 − hx, 1.9
where h is a potential function for γf i.e., h′x  γfx for all x ∈ H.
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Let {Tn}Nn1 be a finite family of nonexpansive mappings of H into itself. In 2007, Yao
4 defined the mappings
Un,1  λn,1T1  1 − λn,1I,
Un,2  λn,2T2Un,1  1 − λn,2I,
...
Un,N−1  λn,N−1TN−1Un,N−2  1 − λn,N−1I,
Wn ≡ Un,N  λn,NTNUn,N−1  1 − λn,NI
1.10
and, by extending 1.10, proposed the iterative scheme:
xn1  nγfxn  βxn 
((
1 − β)I − nA
)
Wnxn, ∀n ≥ 1. 1.11
Then he proved that the iterative scheme 1.10 strongly converges to the unique solution x∗
of the variational inequality:
〈(
A − γf)x∗, x − x∗〉 ≥ 0, ∀x ∈ F, 1.12
where F 
⋂N





〈Ax, x〉 − hx, 1.13
where h is a potential function for γf However, Colao et al. pointed out in 5 that there is a
gap in Yao’s proof.
Let C be a nonempty closed convex subset of H and G : C × C → R be a bifunction.




x ∈ C : G(x, y) ≥ 0, ∀y ∈ C}. 1.14




x ∈ C : G(x, y)  〈Az, y − z〉 ≥ 0, ∀y ∈ C}. 1.15
In the case ofA ≡ 0, EPG,A is deduced to EP . In the case ofG ≡ 0, EPG,A is also denoted
by VIC,A.
4 Fixed Point Theory and Applications
In 2007, S. Takahashi and W. Takahashi 6 introduced a viscosity approximation










y − un, un − xn
〉 ≥ 0, ∀y ∈ C,
xn1  nfxn  1 − nTun, ∀n ≥ 1,
1.16
and proved that, under certain appropriate conditions over n and rn, the sequences {xn} and
{un} both converge strongly to z  PFT∩EPGfz.










y − un, un − xn
〉 ≥ 0, ∀y ∈ C,
xn1  nγfxn  I − nATun, ∀n ≥ 1,
1.17
and proved that the iterative schemes {xn} and {un} converge strongly to the unique solution
z of the variational inequality:
〈(
A − γf)z, x − z〉 ≥ 0, ∀x ∈ FT ∩ EPG, 1.18





〈Ax, x〉 − hx, 1.19
where h is a potential function for γf .
Very recently, for finding a common element of the set of a finite family of
nonexpansive mappings and the set of solutions of an equilibrium problem, by combining









y − un, un − xn
〉 ≥ 0, ∀y ∈ C,
xn1  nγfxn  βxn 
((
1 − β)I − nA
)
Wnun, ∀n ≥ 1,
1.20
and proved under some certain hypotheses that both sequences {xn} and {un} converge
strongly to a point x∗ ∈ F which is an equilibrium point for G and is the unique solution
of the variational inequality:
〈(
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The equilibrium problems have been considered by many authors; see, for example,
6, 8–19 and the reference therein. But, in these references, the authors only considered at
most finite family of equilibrium problems and few of authors investigate the infinite family
of equilibrium problems in a Hilbert space or Banach space. In this paper, we consider a new
iterative scheme for obtaining a common element in the solution set of an infinite family
of generalized equilibrium problems and in the common fixed-point set of a finite family
of nonexpansive mappings in a Hilbert space. Let {Tn}Nn1 N ≥ 1 be a finite family of
nonexpansive mappings of H into itself, be {Gn} : C × C → R be an infinite family of
bifunctions, and be {An} : C → H be an infinite family of kn-inverse-strongly monotone
mappings. Let {rn} be a sequence such that rn ⊂ r, 2kn with r > 0 for each n ≥ 1. Define the
mapping Tri : H → C by
Trix 
{








y − z, z − x〉 ≥ 0, ∀y ∈ C
}
, x ∈ H, i ≥ 1. 1.22




i1 EPGi,Ai/ ∅. For an arbitrary initial point x1 ∈ H, we
define the iterative scheme {xn} by
zn  αnxn 
n∑
i1
αi−1 − αiTriI − riAixn,
xn1  nγfxn  δnBxn  I − δnB − nAWnzn, ∀n ≥ 1,
1.23
where α0  1, {αn}, {n} and {δn} are three sequences in 0,1, A and B are both strongly
positive linear bounded operators on H, Wn is defined by 1.10, and prove that, under
some certain appropriate hypotheses on the control sequences, the sequence {xn} strongly
converges to a point x∗ ∈ Ω, which is the unique solution of the variational inequality:
〈(
A − γf)x∗, x − x∗〉 ≥ 0, ∀x ∈ Ω. 1.24
If Ai ≡ A0, Gi ≡ G and ri ≡ r, then 1.23 is reduced to the iterative scheme:
zn  αnxn  1 − αnTrI − rA0xn,
xn1  nγfxn  δnBxn  I − δnB − nAWnzn, ∀n ≥ 1.
1.25
The proof method of the main result of this paper is diﬀerent with ones of others in the
literatures and our result extends and improves the ones of Colao et al. 5 and some others.
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2. Preliminaries
Let C be a closed convex subset of a Hilbert space H. For any point x ∈ H, there exists a
unique nearest point in C, denoted by PCx, such that
‖x − PCx‖ ≤
∥
∥x − y∥∥, ∀y ∈ C. 2.1
Then PC is called the metric projection ofH ontoC. It is well known that PC is a nonexpansive
mapping ofH onto C and satisfies the following:
〈
x − y, PCx − PCy




, ∀x, y ∈ H. 2.2
Let A be a mapping from C intoH, then A is called monotone if
〈
x − y,Ax −Ay〉 ≥ 0 2.3
for all x, y ∈ C. However, A is called an α-inverse-strongly monotone mapping if there exists
a positive real number α such that
〈
x − y,Ax −Ay〉 ≥ α∥∥Ax −Ay∥∥2 2.4
for all x, y ∈ C. Let I denote the identity mapping of H, then for all x, y ∈ C and λ > 0, one
has 20
∥
∥I − λAx − I − λAy∥∥2 ≤ ∥∥x − y∥∥2  λλ − 2α∥∥Ax −Ay∥∥2. 2.5
Hence, if λ ∈ 0, 2α, then I − λA is a nonexpansive mapping of C intoH.
If there exists u ∈ C such that
〈v − u,Au〉 ≥ 0 2.6
for all v ∈ C, then u is called the solution of this variational inequality. The set of all solutions
of the variational inequality is denoted by VIC,A.
In this paper, we need the following lemmas.
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Lemma 2.1 see 21. Given x ∈ H and y ∈ C. Then PCx  y if and only if there holds the
inequality
〈
x − y, y − z〉 ≥ 0, ∀z ∈ C. 2.7





sn  ηnτn  ξn, ∀n ≥ 0, 2.8
where {ηn}, {τn}, and {ξn} satisfy the conditions:
1 {ηn} ⊂ 0, 1,
∑∞
n1 ηn  ∞ or, equivalently,
∏∞
n01 − ηn  0;
2 lim supn→∞τn ≤ 0;
3 ξn ≥ 0 n ≥ 0,
∑∞
n0 ξn < ∞.
Then limn→∞sn  0.





2  ‖x‖2  2〈y, x  y〉 − ∥∥y∥∥2. 2.9
Therefore, the following lemma naturally holds.





2 ≤ ‖x‖2  2〈y, x  y〉, ∀x, y ∈ H. 2.10
Lemma 2.4 see 3. Assume that A is a strongly positive linear bounded operator on a Hilbert
spaceH with coeﬃcient γ > 0 and 0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1 − ργ .





an  δn, ∀n ≥ 0, 2.11
where {γn} is a sequence in 0, 1 and δn is a sequence in R such that
1
∑∞
n1 γn  ∞;
2 lim supn→∞δn/γn ≤ 0 or
∑∞
n1 |δn| < ∞.
Then limn→∞an  0.
8 Fixed Point Theory and Applications
Lemma 2.6 see 23. Let C be a nonempty closed convex subset of a Hilbert space H and let G :
C × C → R be a bifunction which satisfies the following:
A1 Gx, x  0 for all x ∈ C;
A2 G is monotone, that is, Gx, y Gy, x ≤ 0 for all x, y ∈ C;





tz  1 − tx, y) ≤ G(x, y); 2.12
A4 For each x ∈ C, y → Gx, y is convex and lower semicontinuous.
For x ∈ H and r > 0, define a mapping Tr : H → C by
Trx 
{
z ∈ C : G(z, y)  1
r
〈
y − z, z − x〉 ≥ 0, ∀y ∈ C
}
. 2.13
Then Tr is well defined and the following hold:
1 Tr is single-valued;





2 ≤ 〈Trx − Try, x − y
〉
; 2.14
3 FTr  EPG;
4 EPG is closed and convex.
It is easy to see that if there exists some point v ∈ C such that v  TrI − rAv, where
A : C → H is an α-inverse strongly monotone mapping, then v ∈ EPG,A. In fact, since















 〈y − v,Av〉 ≥ 0, ∀y ∈ C. 2.16
Hence, v ∈ EPG,A.
Let C be a nonempty convex subset of a Banach space. Let {Ti}Ni1 be a finite family of
nonexpansive mappings ofC into itself and λ1, λ2, . . . , λN be real numbers such that 0 ≤ λi ≤ 1
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for each i  1, 2, . . . ,N. Define a mappingW of C into itself as follows:
U1  λ1T1  1 − λ1I,
U2  λ2T2U1  1 − λ2I,
...
UN−1  λN−1TN−1UN−2  1 − λN−1I,
W  UN  λNTNUN−1  1 − λNI.
2.17
Such a mapping W is called the W-mapping generated by T1, T2, . . . , TN and λ1, λ2, . . . , λN
see 5, 24, 25.
Lemma 2.7 see 26. Let C be a nonempty closed convex subset of a Banach space. Let
T1, T2, . . . , TN be nonexpansive mappings of C into itself such that
⋂N
i1 FTi/ ∅ and let
λ1, λ2, . . . , λN be real numbers such that 0 < λi < 1 for each i  1, 2, . . . ,N − 1 and 0 < λN ≤ 1. Let
W be theW-mapping of C generated by T1, T2, . . . , TN and λ1, λ2, . . . , λN . Then FW 
⋂N
i1 FTi.
Lemma 2.8 see 5. Let C be a nonempty convex subset of a Banach space. Let {Ti}Ni1 be a
finite family of nonexpansive mappings of C into itself and let {λn,i}Ni1 be sequences in 0, 1 such
that λn,i → λi for each i  1, 2, . . . ,N. Moreover, for each n ∈ N, let W and Wn be the W-
mappings generated by T1, T2, . . . , TN and λ1, λ2, . . . , λN and T1, T2, . . . , TN and λn,1, λn,2, . . . , λn,N ,
respectively. Then, for all x ∈ C, it follows that
lim
n→∞
‖Wnx −Wx‖  0. 2.18
3. Main Results
Now, we give our main results in this paper.
Theorem 3.1. LetH be a Hilbert space andC be a nonempty closed convex subset ofH. Let f : H →
H be a contraction with coeﬃcient 0 < κ < 1, A, B : H → H be strongly positive linear bounded
self-adjoint operators with coeﬃcients γ > 0 and β > 2‖B‖  ‖B‖2, respectively, {Tn}Nn1 : H →
H N ≥ 1 be a finite family of nonexpansive mappings, {Gn} : C × C → R be an infinite family
of bifunctions satisfying A1–A4, and {An} : C → H be an infinite family of inverse-strongly
monotone mappings with constants {kn} such that Ω  
⋂N
i1 FTi ∩ 
⋂∞
i1 EPGi,Ai/ ∅. Let
{n} and {δn} be two sequences in 0, 1, {λn,i}Ni1 be asequence in a, b with 0 < a ≤ b < 1, {rn}
be a sequence in r, 2kn with r > 0 and {αn} be a strictly decreasing sequence 0, 1. Set α0  1.
Take a fixed number γ > 0 with 0 < γ − γκ < 1. Assume that
E1 limn→∞n  0 and
∑∞
n1 n  ∞;
E2 limn→∞|λn1,i − λn,i|  0 for each i  1, 2, . . . ,N;
E3 0 ≤ δn  n ≤ 1 for all n ≥ 1;
E4 {δn} ⊂ 0,min{c, 1/β, 2‖B‖‖B‖2−β
√




n1 |n1 − n| < ∞,
∑∞
n1 |αn1 − αn| < ∞,
∑∞
n1 |δn1 − δn| < ∞.
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Then the sequence {xn} defined by 1.23 converges strongly to x∗ ∈ Ω, which is the unique solution
of the variational inequality: 1.24, that is,
x∗  PΩ
(
I − (A − γf))x∗. 3.1
Proof. Since n → 0 as n → ∞ by the condition E1, we may assume, without loss of
generality, that n < 1 − δn‖B‖‖A‖−1 for all n ≥ 1. Noting that A and B are both the linear
bounded self-adjoint operators, one has
‖A‖  sup{|〈Ax, x〉| : x ∈ H, ‖x‖  1},
‖B‖  sup{|〈Bx, x〉| : x ∈ H, ‖x‖  1}.
3.2
Observing that
〈I − δnB − nAx, x〉  1 − δn〈Bx, x〉 − n〈Ax, x〉
≥ 1 − δn‖B‖ − n‖A‖
≥ 0,
3.3
we obtain that I − δnB − nA is positive for all n ≥ 1. It follows that
‖I − δnB − nA‖  sup{〈I − δnB − nAx, x〉 : x ∈ H, ‖x‖  1}
 sup{1 − 〈δnB  nAx, x〉 : x ∈ H, ‖x‖  1}
≤ 1 − δnβ − nγ.
3.4
For each n ≥ 1, define a quadratic function fδn in δn as follows:
fδn  2β‖B‖δ2n 
(















2‖B‖  ‖B‖2 − β 
√
(









Hence, for each δn satisfying the condition E4, one has
0 < 2β‖B‖δ2n 
(
β − ‖B‖2 − 2‖B‖
)
δn < 1. 3.8
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Moreover, it follows from 3.7, f1/‖B‖ > 1 and E4 that
δn <
1
‖B‖ , ∀n ≥ 1. 3.9
Next, we proceed the proof with following steps.
Step 1. {xn} is bounded.
Let p ∈ Ω. Lemma 2.6 shows that every Tri is firmly nonexpansive and hence
nonexpansive. Since r < ri < 2ki, I−riAi is nonexpansive for each i ≥ 1. Therefore, TriI−riAi
is nonexpansive for each i ≥ 1. Noting that {αn} is strictly decreasing, α0  1, we have




























































∥ ≤ ∥∥zn − p
∥
∥ ≤ ∥∥xn − p
∥
∥. 3.11












































































≤ (1 − n
(
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, ∀n ≥ 1, 3.13
which shows that {xn} is bounded, so is {zn}.




‖Wn1zn −Wnzn‖  0. 3.14










It follows from the definition ofWn that
‖Un1,N−izn −Un,N−izn‖
 ‖λn1,N−iTN−iUn1,N−i−1zn  1 − λn1,N−izn − λn,N−iTN−iUn,N−i−1zn − 1 − λn,N−izn‖
≤ λn1,N−i‖TN−iUn1,N−i−1zn − TN−iUn,N−i−1zn‖
 |λn1,N−i − λn,N−i|‖TN−iUn,N−i−1zn‖  |λn1,N−i − λn,N−i|‖zn‖
≤ ‖Un1,N−i−1zn −Un,N−i−1zn‖  ‖zn‖  ‖TN−iUn,N−i−1zn‖|λn1,N−i − λn,N−i|
≤ ‖Un1,N−i−1zn −Un,N−i−1zn‖ M1|λn1,N−i − λn,N−i|
3.16
for each i ∈ {0, 1, . . . ,N − 2}. Thus, using the above recursive inequalities repeatedly, we have
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Also, we have























αi−1 − αi‖xn − xn−1‖  |αn−1 − αn|‖TrnI − rnAnxn−1‖
 ‖xn − xn−1‖  |αn − αn−1|‖xn−1‖  |αn−1 − αn|‖TrnI − rnAnxn−1‖
≤ ‖xn − xn−1‖  |αn − αn−1|L,
3.18
where L  sup{‖xn−1‖  ‖TrnI − rnAnxn−1‖}.
Next, we prove limn→∞‖xn1 − xn‖  0. Observe noting that B is linear that




 nγfxn−1  δnBxn − xn−1  δnBxn−1
 I − δnB − nAWnzn −Wnzn−1  I − δnB − nAWnzn−1





 δnBxn − xn−1  I − δnB − nAWnzn −Wnzn−1
 n − n−1γfxn−1  δn − δn−1Bxn−1  Wnzn−1 −Wn−1zn−1





 δnBxn − xn−1  I − δnB − nAWnzn −Wnzn−1
 n − n−1γfxn−1  δn − δn−1Bxn−1  Wnzn−1 −Wn−1zn−1
 δn−1 − δnBWn−1zn−1  δnBWn−1zn−1 −Wnzn−1
 n−1 − nAWn−1zn−1  nAWn−1zn−1 −Wnzn−1.
3.19
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Hence, by 3.4 and 3.18, we get
‖xn1 − xn‖ ≤ nγκ‖xn − xn−1‖  δn‖B‖‖xn − xn−1‖ 
(
1 − δnβ − nγ
)
‖zn − zn−1‖




∥  |δn − δn−1|‖Bxn−1‖  ‖Wnzn−1 −Wn−1zn−1‖
 |δn−1 − δn|‖BWn−1zn−1‖  δn‖B‖‖Wn−1zn−1 −Wnzn−1‖
 |n−1 − n|‖AWn−1zn−1‖  n‖A‖‖Wn−1zn−1 −Wnzn−1‖
≤ nγκ‖xn − xn−1‖  δn‖B‖‖xn − xn−1‖

(
1 − δnβ − nγ
)
‖xn − xn−1‖  |αn − αn−1|L




∥  |δn − δn−1|‖Bxn−1‖  ‖Wnzn−1 −Wn−1zn−1‖
 |δn−1 − δn|‖BWn−1zn−1‖  δn‖B‖‖Wn−1zn−1 −Wnzn−1‖













‖xn − xn−1‖  L|αn − αn−1|  2|n−1 − n|M2
 2|δn−1 − δn|M2  1  δn‖B‖  n‖A‖‖Wn−1zn−1 −Wnzn−1‖,
3.20
whereM2  supn{γ‖fxn−1‖  ‖Bxn−1‖  ‖BWn−1zn−1‖  ‖AWn−1zn−1‖}.
Set M3  min{β − ‖B‖, γ − γκ}. It follows from 0 ≤ γ − γκ < 1 and β > ‖B‖ due to
β > 2‖B‖  ‖B‖2 that 0 ≤ M2 < 1. Thus we have












× ‖Wn−1zn−1 −Wnzn−1‖  L|αn − αn−1|  2|n−1 − n|M2  2|δn−1 − δn|M2.
3.21
Set













ξn  L|αn − αn−1|  2|n−1 − n|M2  2|δn−1 − δn|M2.
3.22
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Then it follows from 3.21 that
‖xn1 − xn‖ ≤
(
1 − ηn
)‖xn − xn−1‖  ηnτn  ξn. 3.23
It follows from the assumption condition E1, E3, E5, and 3.14 that
ηn ⊂ 0, 1,
∞∑
n1





ξn < ∞. 3.24
By applying Lemma 2.2 to 3.23, we obtain ‖xn1 − xn‖ → 0 as n → ∞.
Step 3. xn −Wnzn → 0 as n → ∞.
For all n ≥ 1, we have
‖xn −Wnzn‖ ≤ ‖xn − xn1‖  ‖xn1 −Wnzn‖
 ‖xn − xn1‖ 
∥
∥nγfxn  δnBxn  I − δnB − nAWnzn −Wnzn
∥
∥




∥  δn‖Bxn − BWnzn‖




∥  δn‖B‖‖xn −Wnzn‖
3.25
and hence noting 3.9











It follows from the assumption conditions E1, E2, and Step 2 that
xn −Wnzn −→ 0 n −→ ∞. 3.27
Step 4. xn − zn → 0 as n → ∞.
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Notice that, for any x ∈ Ω,






αnxn − x 
n∑
i1







≤ αn‖xn − x‖2 
n∑
i1
αi−1 − αi‖I − riAixn − I − riAix‖2





‖xn − x‖2  riri − 2ki‖Aixn −Aix‖2
]
 ‖xn − x‖2 
n∑
i1
αi−1 − αiriri − 2ki‖Aixn −Aix‖2.
3.28
Let yn  γfxn−AWnzn and λ  sup{‖γfxn−AWnzn‖ : n ≥ 1}. By using 3.8, 3.9, 3.28,
Lemmas 2.3, and 2.4, we have noting that δn < 1/β
‖xn1 − x‖2 
∥






≤ ‖I − δnBWnzn − x  δnBxn − Bx‖2  2n
〈
yn, xn1 − x
〉
 ‖I − δnBWnzn −Wnx  δnBxn − x‖2  2n
〈
















‖xn − x‖2 
n∑
i1
αi−1 − αiriri − 2ki‖Aixn −Aix‖2
]





















αi−1 − αiriri − 2ki‖Aixn −Aix‖2  2λ2n












αi−1 − αiri2ki − ri‖Aixn −Aix‖2
≤ ‖xn − x‖2 − ‖xn1 − x‖2  2λ2n
≤ ‖xn − x‖  ‖xn1 − x‖‖xn − xn1‖  2λ2n
3.30
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αi−1 − αiri2ki − ri‖Aixn −Aix‖2
≤ ‖xn − x‖2 − ‖xn1 − x‖2  2λ2n
≤ ‖xn − x‖  ‖xn1 − x‖‖xn − xn1‖  2λ2n.
3.31
Since δn → 0, ‖xn − xn1‖ → 0 and αi−1 − αi > 0, we have
lim
n→∞
‖Aixn −Aix‖  0, i ≥ 1. 3.32
Now, for x ∈ Ω, we have, from Lemma 2.2,
‖TriI − riAixn − x‖2
 ‖TriI − riAixn − TriI − riAix‖2
≤ 〈TriI − riAixn − TriI − riAix, I − riAixn − I − riAix〉





‖TriI − riAixn − x‖2  ‖xn − x‖2 − ‖xn − TriI − riAixn‖2
}
 ri〈TriI − riAixn − x,Aix −Aixn〉
3.33
and hence
‖TriI − riAixn − x‖2 ≤ ‖xn − x‖2 − ‖xn − TriI − riAixn‖2
 2ri〈TriI − riAixn − x,Aix −Aixn〉.
3.34
Therefore,
‖zn − x‖2 ≤ αn‖xn − x‖2 
n∑
i1
αi−1 − αi‖TriI − riAixn − x‖2





‖xn − x‖2 − ‖xn − TriI − riAixn‖2
2ri〈TriI − riAixn − x,Aix −Aixn〉
]
 ‖xn − x‖2 −
n∑
i1




αi−1 − αiri〈TriI − riAixn − x,Aix −Aixn〉.
3.35
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≤ ‖I − δnBWnzn − x  δnBxn − Bx‖2  2n
〈
yn, xn1 − x
〉
 ‖I − δnBWnzn −Wnx  δnBxn − x‖2  2n
〈
















‖xn − x‖2 −
n∑
i1




αi−1 − αiri〈TriI − riAixn − x,Aix −Aixn〉
]



























αi−1 − αiri〈TriI − riAixn − x,Aix −Aixn〉  2λ2n


















αi−1 − αi‖xn − TriI − riAixn‖2












αi−1 − αiri〈TriI − riAixn − x,Aix −Aixn〉  2λ2n






αi−1 − αiri〈TriI − riAixn − x,Aix −Aixn〉  2λ2n.
3.37
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αi−1 − αi‖xn − TriI − riAixn‖2






αi−1 − αiri〈TriI − riAixn − x,Aix −Aixn〉  2λ2n.
3.38
Since {αn} is strictly decreasing, δn → 0, n → 0, Aixn −Aix → 0 and ‖xn − xn1‖ → 0, we
have, for each i ≥ 1,
‖xn − TriI − riAixn‖ −→ 0, n −→ ∞. 3.39
Now, from zn − xn 
∑n
i1αi−1 − αiTrixn − xnwe get
‖zn − xn‖ ≤
n∑
i1
αi−1 − αi‖Trixn − xn‖. 3.40
Since ‖xn − Trixn‖ → 0 and 0 < αi−1 − αi for each i ≥ 1, one has
‖zn − xn‖ −→ 0, as n −→ ∞. 3.41
Step 5. lim supn→∞〈γf −Ax∗, xn − x∗〉 ≤ 0.









γf −A)x∗, xnj − x∗
〉
. 3.42
Without loss of generality, we may further assume that xnj ⇀ x̂. Obviously, to prove Step 5,
we only need to prove that x̂ ∈ Ω.
Indeed, for each i ≥ 1, since xn − TriI − riAixn → 0, xnj → x̂ and TriI − riAi is
nonexpansive, by demiclosed principle of nonexpansive mapping we have
x̂ ∈ FTriI − riAi  EPGi,Ai, i ≥ 1. 3.43
Assume that λnm,k → λk ∈ 0, 1 for each k  1, 2, . . . ,N. Let W be the W-mapping
generated by T1, . . . , TN and λ1, . . . , λN . Then, by Lemma 2.8, we have
Wnmx −→ Wx, ∀x ∈ H. 3.44
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Moreover, it follows from Lemma 2.7 that
⋂N
n1 FTi  FW. Assume that x̂ /∈FW.
Then x̂ /Wx̂. Since x̂ ∈ FTriI − riAi for each i ≥ 1, by Step 3, 3.44 and Opial’s property









‖xnm −Wnmznm‖  ‖Wnmznm −Wnmx̂‖  ‖Wnmx̂ −Wx̂‖
≤ lim inf
n→∞
‖xnm −Wnmznm‖  ‖znm − x̂‖  ‖Wnmx̂ −Wx̂‖
≤ lim inf
n→∞
‖xnm −Wnmznm‖  ‖znm − xnm‖  ‖xnm − TriI − riAixnm‖
‖x̂ − TriI − riAixnm‖  ‖Wnmx̂ −Wx̂‖
≤ lim inf
n→∞
‖xnm −Wnmznm‖  ‖znm − xnm‖  ‖xnm − TriI − riAixnm‖





which is a contradiction. Therefore, x̂ ∈ FW. Hence, x̂ ∈ Ω  ⋂Ni1 FTi∩
⋂∞
i1 EPGi,Ai.
Step 6. The sequence {xn} strongly converges to some point x∗ ∈ H.
By using Lemmas 2.3 and 2.4, we have
‖xn1 − x∗‖2 
∥






≤ ‖I − δnB − nAWnzn − x∗  δnBxn − Bx∗‖2
 2n
〈
γfxn −Ax∗, xn1 − x∗
〉
≤ [(1 − δn‖B‖ − nγ




γfxn −Ax∗, xn1 − x∗
〉
≤ [(1 − δn‖B‖ − nγ












γfxn −Ax∗, xn1 − x∗
〉
≤ (1 − nγ
)2‖xn − x∗‖2  2nγκ‖xn − x∗‖‖xn1 − x∗‖
 2n
〈
γfx∗ −Ax∗, xn1 − x∗
〉
≤ (1 − nγ
)2‖xn − x∗‖2  nγκ
(























1 − 2nγ  nγκ
)





























































‖xn1 − x∗‖2 ≤ 1 − sn‖xn − x∗‖  sntn. 3.49






sn  ∞, lim sup
n→∞
tn ≤ 0. 3.50
Thus, applying Lemma 2.5 to 3.49, it follows that xn → x∗ as n → ∞. This completes the
proof.
By Theorem 3.1, we have the following direct corollaries.
Corollary 3.2. Let H be a Hilbert space and C be a nonempty closed convex subset of H. Let f :
H → H be a contraction with coeﬃcient 0 < κ < 1, A : H → H be strongly positive linear
bounded self-adjoint operator with coeﬃcient γ > 0, {Tn}Nn1 : H → H N ≥ 1 be a finite family of
nonexpansive mappings, G : C × C → R be a bifunction satisfying (A1)–(A4), and A0 : C → H
be an α-inverse strongly monotone mapping such that Ω 
⋂N
i1 FTi ∩ EPG,A/ ∅. Let {εn} and
{δn} be two sequences in 0, 1, {λn,i}Ni1 be a sequence in a, b with 0 < a ≤ b < 1, r be a number in
0, 2α, and {αn} be a sequence 0, 1. Take a fixed number γ > 0 with 0 < γ − γκ < 1. Assume that
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E1 limn→∞n  0 and
∑∞
n1 εn  ∞;
E2 limn→∞|λn1,i − λn,i|  0 for each i  1, 2, . . . ,N;
E3 0 ≤ δn  n ≤ 1 for all n ≥ 1;
E4 {δn} ⊂ 0,min{c, 1/β, 2‖B‖‖B‖2−β
√




n1 |n1 − n| < ∞,
∑∞
n1 |αn1 − αn| < ∞,
∑∞
n1 |δn1 − δn| < ∞.
Then the sequence {xn} defined by 1.25 converges strongly to x∗ ∈ Ω, which is the unique solution
of the variational inequality:
x∗  PΩ
(
I − (A − γf))x∗. 3.51
Remark 3.3. In the proof process of Theorem 3.1, we do not use Suzuki’s Lemma see 27,
which was used by many others for obtaining ‖xn1 −xn‖ → 0 as n → ∞ see 4, 5, 28. The
proof method of x̂ ∈ ⋂∞i1 EPGi,Ai is simple and diﬀerent with ones of others.
4. Applications for Multiobjective Optimization Problem
In this section, we study a kind of multiobjective optimization problem by using the result
of this paper. That is, we will give an iterative algorithm of solution for the following
multiobjective optimization problem with the nonempty set of solutions:
min h1x,
min h2x,
x ∈ C, 4.1
where h1x and h2x are both the convex and lower semicontinuous functions defined on a
closed convex subset of C of a Hilbert spaceH.
We denote by A the set of solutions of the problem 4.1 and assume that A/ ∅. Also,
we denote the sets of solutions of the following two optimization problems by A1 and A2,
respectively,
min h1x, x ∈ C, 4.2
and
min h2x, x ∈ C. 4.3
Note that, if we find a solution x ∈ A1 ∩A2, then one must have x ∈ A obviously.
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) − h2x, ∀
(
x, y
) ∈ C × C, 4.4
respectively. It is easy to see that EPG1  A1 and EPG2  A2, where EPGi denotes the




) ≥ 0, ∀y ∈ C, i  1, 2, 4.5
respectively. In addition, it is easy to see that G1 and G2 satisfy the conditions A1–A4. Let
{αn} be a sequence in 0,1 and r1, r2 ∈ 0, 1. Define a sequence {xn} by
x1 ∈ H,
zn  αnTr1xn  1 − αnTr2xn,
xn1  nγfxn  1 − nzn, ∀n ≥ 1.
4.6
By Theorem 3.1 with A  I, N  1, T1  I and δn  0 for all n ≥ 1, the sequence {xn}
converges strongly to a solution x∗  PA1∩A2γfx
∗, which is a solution of the multiobjective
optimization problem 4.1.
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