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We investigate the large-N limit of the BMN matrix model by analyzing the dynamics of
ellipsoidal M2-branes that spin in the 11-dimensional maximally supersymmetric SO(3) ×
SO(6) plane-wave background. We identify finite-energy solutions by specifying the local
minima of the corresponding energy functional. These configurations are static in SO(3) due
to the Myers effect and rotate in SO(6) with an angular momentum that is bounded from
above. As a first step towards studying their chaotic properties, we evaluate the Lyapunov
exponents of their radial fluctuations.
1. INTRODUCTION AND SUMMARY
The study of chaotic phenomena in the vicinity of a
black hole (BH) has attracted a lot of attention re-
cently, mainly because of its close connection to the
paradox of information loss [1–3]. The observations of
infalling observers (fifos) get scrambled by the micro-
scopic degrees of freedom in the near-horizon region of
the BH [4, 5] and reach fiducial observers (fidos) in the
form of chaotically processed information. Meanwhile
the outgoing (soft+hard) Hawking radiation carries
its own random correlation to the apparently lost in-
formation [6, 7].
A very interesting proposal in the above framework
consists in describing the chaotic and nonlocal dy-
namics of the BH horizon with a matrix model [9],
specifically the matrix model of BFSS [10] that can
be considered as the Hamiltonian discretization of the
BH membrane paradigm [11, 12]. A well-known prop-
erty of the matrix model is that it reduces to a theory
of supermembranes as the dimensionality N of the
corresponding matrices approaches infinity [13].
In the present letter we initiate the systematic
study of the chaotic properties of the large-N limit
of the BMN matrix model [14] (that is matrix theory
on a plane-wave background) that is also equivalent
to a theory of supermembranes [15]. The stable fuzzy
sphere solutions of the BMN matrix model hopefully
describe the BH horizon geometry and can be used for
the study of its fluctuations [16, 17]. Here we focus
on a specific ansatz that consists of a spinning ellip-
soid in the 11-dimensional maximally supersymmet-
ric plane-wave background. Our system is introduced
in full generality in §2. In §3 we discuss some of the
simplest possible solutions and in §4 we examine their
radial stability.
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2. GENERAL SETUP
The Hamiltonian of a bosonic relativistic membrane
in the 11-dimensional maximally supersymmetric
plane-wave background,
ds2 = −2dx+dx− +
3∑
i=1
dxidxi +
6∑
j=1
dyjdyj−
−
µ2
9
3∑
i=1
xixi +
µ2
36
6∑
j=1
yjyj
 dx+dx+ (2.1)
F123+ = µ (2.2)
reads, in the so-called light-cone gauge x+ = τ [15]:
H =
T
2
∫
Σ
d2σ
[
p2x + p
2
y +
1
2
{xi, xj}2 + 1
2
{yi, yj}2 +
+ {xi, yj}2 + µ
2x2
9
+
µ2y2
36
− µ
3
ijk {xi, xj}xk
]
,(2.3)
where the indices of the coordinates x run from 1 to
3 while those of y run from 1 to 6. In this gauge (2.3)
has a residual invariance under (time-independent)
area-preserving diffeomorphisms SDiff(Σ), generated
by the Gauss law constraint:
{x˙i, xi}+ {y˙j , yj} = 0. (2.4)
The equations of motion for the spatial coordinates
x and y that are derived from the Hamiltonian (2.3)
are given by:
x¨i ={{xi, xj} , xj}+ {{xi, yj} , yj} − µ
2
9
xi+
+
µ
2
ijk {xj , xk} (2.5)
y¨i ={{yi, yj} , yj}+ {{yi, xj} , xj} − µ
2
36
yi. (2.6)
In the case of spherical membrane topologies that
will be discussed in this letter, the appropriate set of
functions describing their internal degrees of freedom
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2are the well-known spherical harmonics Yjm (θ, φ)
(j = 0, 1, . . ., |m| = 0, 1, . . . j). Yjm (θ, φ) satisfy the
infinite-dimensional Lie algebra SDiff
(
S2
)
[18]:
{Yj1m1 , Yj2m2} = f j3m3j1m1,j2m2Yj3m3 , (2.7)
and are harmonic and homogeneous polynomials of
the coordinates ei:
(e1, e2, e3) = (cosφ sin θ, sinφ sin θ, cos θ)
φ ∈ [0, 2pi), θ ∈ [0, pi], (2.8)
which satisfy the so (3) Poisson algebra,
{ea, eb} = abc ec,
∫
ea eb d
2σ =
4pi
3
δab (2.9)
and are orthonormal. The spatial coordinates x and
y can be expanded in spherical harmonics as
xi =
∑
j,m
xjmi (τ)Yjm (θ, φ) (2.10)
yi =
∑
j,m
yjmi (τ)Yjm (θ, φ) , (2.11)
which leads to an infinite system of coupled second or-
der ODEs for the mode functions xjmi (τ) and y
jm
i (τ).
For consistency, the initial values of the mode func-
tions and their time derivatives should satisfy the
Gauss-law constraint (2.4).
Now it is known that the only finite subalgebra of
SDiff
(
S2
)
that can be used to reduce the aforemen-
tioned infinite system of equations to a finite system is
so (3) [19]. In light of this, let us consider the follow-
ing so (3)-invariant ansatz that automatically satisfies
the Gauss-law constraint (2.4):
xi = u˜i (τ) ei, yj = v˜j (τ) ej , (2.12)
yj+3 = w˜j (τ) ej , i, j = 1, 2, 3. (2.13)
The reduced system for (u˜i, v˜i, w˜i) is an interesting
dynamical system with stable and unstable solutions
corresponding to rotating and pulsating membranes
of spherical topology. The ansatz (2.12)–(2.13) leads
to the Hamiltonian:
H =
2piT
3
(
p˜2u + p˜
2
v + p˜
2
w
)
+ U, (2.14)
obtained by integrating the internal coordinates θ and
φ. The potential energy U is given by
U =
2piT
3
[
u˜21u˜
2
2 + u˜
2
2u˜
2
3 + u˜
2
3u˜
2
1 + r˜
2
1 r˜
2
2 + r˜
2
2 r˜
2
3 + r˜
2
3 r˜
2
1+
+u˜21
(
r˜22 + r˜
2
3
)
+ u˜22
(
r˜23 + r˜
2
1
)
+ u˜23
(
r˜21 + r˜
2
2
)
+
+
µ2
9
(
u˜21 + u˜
2
2 + u˜
2
3
)
+
µ2
36
(
r˜21 + r˜
2
2 + r˜
2
3
)−
−2µu˜1u˜2u˜3
]
, r˜2j ≡ v˜2j + w˜2j , j = 1, 2, 3. (2.15)
The Hamiltonian (2.14) has an obvious SO(2) ×
SO(2)×SO(2) symmetry in the coordinates v˜i and w˜i
so that any solution will preserve three SO(2) angular
momenta `i (i = 1, 2, 3). In terms of the conserved
momenta `i the kinetic terms of (2.14) can be written
as follows:
p˜2v + p˜
2
w =
3∑
i=1
(
˙˜r2i +
`2i
r˜2i
)
(2.16)
leading to the effective potential
Veff = U +
2piT
3
(
`21
r˜21
+
`22
r˜22
+
`23
r˜23
)
. (2.17)
The effective potential (2.17) has four distinct types
of terms: • (1) angular momentum terms (repulsive),
• (2) quartic interaction terms (attractive), • (3) mass
terms (attractive) and • (4) cubic Myers terms (re-
pulsive). The last two types of terms are µ-dependent
and are thus absent in the flat space limit (µ → 0)
that was studied in [20]. The presence of two extra
repulsive and attractive terms for µ 6= 0 (due to the
plane-wave background) increases the richness of the
resulting system, as it will become apparent below.
3. SIMPLEST SOLUTIONS
There are many known solutions of the BMN matrix
model and its classical (N → ∞) limit that is the
membrane in the plane-wave background (2.1)–(2.2).
BPS solutions of various topologies have been studied
in [21–25], while many rotating (non-BPS) solutions
have been found in [26–29]. Below we identify bounc-
ing membrane solutions and (from the critical points
of the effective potential (2.17)) rotating solutions.
3.1. SO (3) Sector
Let us first consider the SO (3) sector that is obtained
by setting the SO (6) variables v˜i and w˜i equal to zero.
If we scale out µ (i.e. set xi ≡ µuiei) the effective
potential of the membrane becomes:
Veff =
2piTµ4
3
[
u21u
2
2 + u
2
2u
2
3 + u
2
1u
2
3+
+
1
9
(
u21 + u
2
2 + u
2
3
)− 2u1u2u3], (3.1)
that is also known as the generalized 3-dimensional
He´non-Heiles potential. We can determine the sim-
plest critical points of (3.1) and then all the others
can be obtained by flipping the sign of exactly two
out of three ui’s. We get u0 = 0 and
u1/6 =
1
6
· (1, 1, 1) , u1/3 = 1
3
· (1, 1, 1) . (3.2)
3The effective potential (3.1) has the symmetry of
a tetrahedron Td formed by the four critical points
(3.2). There are two degenerate minima at u0 (a
point-like membrane) and u1/3 (the Myers dielectric
sphere), and a saddle point at u1/6:
Veff (0) = Veff
(
1
3
)
= 0, Veff
(
1
6
)
=
2piTµ4
64
. (3.3)
When the ui are not all equal, the equations of
motion have a complicated form so that the time-
dependent solutions can only be found numerically.
For u1 = u2 = u3 the problem reduces to the exactly
solvable case of the double-well potential (cf. [30]).
Let us briefly present the explicit solutions that are
periodically bouncing spherical membranes in just
one or both lobes of the double-well potential.
Figure 1: Phase portrait of the SO(3) membrane.
For u = u1 = u2 = u3 the Hamiltonian of the
membrane becomes:
H = 2piTµ4
[
p2 + u2
(
u− 1
3
)2]
(3.4)
implying the following equations of motion:
u˙ = p, p˙ = −u
(
2u2 − u+ 1
9
)
, (3.5)
where we switch to dimensionless time t ≡ µ τ from
now on. The phase portrait of the system (3.5)
has been drawn in figure 1. There are three kinds
of orbits: • (1) oscillations of small energies (E ≡
E/2piTµ4 < 6−4 ≡ Ec) around either of the two sta-
ble global minima (u0 = 0, 1/3), • (2) oscillations of
larger energies (E > Ec) around the local maximum
(u0 = 1/6) and • (3) two homoclinic orbits through
the unstable equilibrium point at u0 = 1/6 with en-
ergy equal to the potential height (E = Ec).
The expressions for the orbits can be computed
from the energy integral and the initial conditions
u˙0 (0) = 0, u0 (0) =
1
6
±
√
1
62
+
√
E , (3.6)
where the plus/minus signs correspond to the
right/left side of the double-well potential. We find:
u0 (t) =
1
6
±
√
1
62
+
√
E·
·cn
[√
2
√
E · t
∣∣∣∣∣12
(
1 +
1
36
√E
)]
. (3.7)
For E ≥ Ec only the plus sign should be kept in (3.7).
For the critical energy E = Ec, (3.7) reduces to the
homoclinic orbit:
u0 (t) =
1
6
± 1
3
√
2
· sech
(
t
3
√
2
)
. (3.8)
The plot of (3.7)–(3.8) for various values of the en-
ergy E can be found in figures 2–4. The lower plot of
figure 2 describes single-well oscillations of the mem-
brane around the point-like configuration, whereas
the upper plot describes oscillations around the My-
ers sphere. Because of the potential barrier, the latter
cannot shrink the membrane to a point as it happens
in the former case or for E > Ec. Note also that for
u < 0 the orientation of the membrane is reversed.
Figure 2: Plot of (3.7) for E < 1/64.
Figure 3: Plot of (3.8) or (3.7) for E = 1/64.
Figure 4: Plot of (3.7) for E > 1/64.
The period as a function of the energy is given in
terms of the complete elliptic integral of the first kind:
T (E) = 2
√
2√E ·K
(
1
2
(
1 +
1
36
√E
))
(3.9)
and it has been plotted in figure 5. The period of the
homoclinic orbit (3.8) is infinite.
4Figure 5: Period (3.9) as a function of energy.
3.2. SO (3)× SO (6) Sector
Let us now consider the simplest axially symmetric
configuration that extends in the full geometric back-
ground of SO(3)×SO(6). This configuration consists
of a membrane that is static in the SO(3) sector and
rigidly rotating in SO(6):
ui ≡ µu (t) , vj ≡ µv (t) cosϕ (t) (3.10)
wj ≡ µv (t) sinϕ (t) , (3.11)
where i, j = 1, 2, 3.1 With the ansatz (3.10)–(3.11)
the Hamiltonian (2.14)–(2.17) becomes:
H
2piTµ4
= p2u + p
2
v + V (3.12)
where
V ≡ Veff
2piTµ4
= u4+2u2v2 + v4 +
u2
9
+
v2
36
−
−2u
3
3
+
`2
v2
(3.13)
and the conserved angular momentum is scaled as
`µ3 ≡ `1 = `2 = `3. (3.14)
The equations of motion read (pu = u˙, pv = v˙):
u¨ = −u
[
2u2 − u+ 1
9
+ 2v2
]
(3.15)
v¨ = − 1
v3
[
2v6 +
(
1
36
+ 2u2
)
v4 − `2
]
. (3.16)
We now proceed to the study of the critical points
of (3.13) that are found by solving (3.15)–(3.16) at
the equilibrium points u¨ = v¨ = 0, where u = u0 and
v = v0 are constant. To satisfy (3.15), we should
either have u0 = 0 or the quantity
v20 =
(
u0 − 1
6
)(
1
3
− u0
)
> 0 (3.17)
1 Note the similarity between (3.10)–(3.11) and the definition
of the cylindrical coordinate system, for (z, ρ) = µ(u, v).
must be positive. For u 6= 0 (3.17) leads to the fol-
lowing bounds on the allowed values of u0 and v0:
1
6
≤ u0 ≤ 1
3
& 0 ≤ v0 ≤ 1
12
≡ vmax. (3.18)
The second equilibrium condition (3.16) implies for
` 6= 0, ϕ˙ = ω (constant) and v¨ = 0:
ω2 = 2u20 + 2v
2
0 +
1
36
& ` = ωv20 . (3.19)
Inserting (3.17) into (3.19) we can express the con-
served angular momentum in terms of u0:
`2 =
(
u0 − 1
12
)(
u0 − 1
6
)2(
1
3
− u0
)2
(3.20)
and similarly for the energy (3.13):
E = 5
3
(
u0 − 1
12
)(
u0 − 2
15
)(
1
3
− u0
)
, (3.21)
which is positive inside the range (3.18). The plot of
(3.21) has been drawn with a red dashed line in figure
6 where we have also plotted (3.13) for various v0’s.
Figure 6: (3.13) for various v’s and `’s.
It is obvious from the expressions (3.20)–(3.21) that
both the energy and the angular momentum have a
maximum that occurs at the same value of u0 6= 0
inside the physical region (3.18):
ucrit =
1
60
(
11 +
√
21
)
≈ 0.25971 (3.22)
vcrit =
1
30
√
2
√
21− 3 ≈ 0.0827657. (3.23)
Figure 7: Dispersion relation E = E (`2).
This explains the cusp in the dispersion relation E =
E (`2) (see figure 7). For u = 0 the system reduces to
5an Euler-top membrane in SO (6). These configura-
tions have been studied in [20] and have no bound in
either the energy or the angular momentum.
In order to specify the type of each critical point of
(3.15)–(3.16), let us evaluate the 2×2 Hessian matrix:
H =
(
2u0 (4u0 − 1) 8u0v0
8u0v0 −8u20 + 12u0 − 10/9
)
. (3.24)
From the eigenvalues of the Hessian (3.24) we find
two sets of critical points: a series of saddle points
between 1/6 ≤ u0 ≤ ucrit and a series of minima
between ucrit < u0 ≤ 1/3. Inverting (3.17) we get
u± =
1
4
±
√
v2max − v20 , (3.25)
where u− parametrizes the series of saddle points be-
tween 1/6 ≤ u0 ≤ 1/4 and u+ parameterizes the se-
ries of minima between ucrit < u0 ≤ 1/3 and the series
of saddle points between 1/4 ≤ u0 ≤ ucrit. The for-
mer reduces to the unstable point u1/6 of the double-
well potential when the SO(6) coordinate v becomes
zero while the latter reduce to the Myers minimum
u1/3. For v0 > 0 the degeneracy (3.3) of the double-
well at u0 = 0, 1/3 is broken and the two critical
points at u1/6 and u1/3 rise towards u0 = 1/4 with
E+ − E− = 10
3
(
v20 −
1
360
)√
v2max − v20 , (3.26)
where E± ≡ E (u±). Notice that the minima u+ are
energetically favored only inside the interval 0 ≤ v0 ≤
1/6
√
10 < vcrit, while for 1/6
√
10 < v0 ≤ vcrit the
minima u+ have larger energies than the saddle points
u−. At v = vmax, u+ = u− = 1/4 the difference
(3.26) vanishes and the two series of saddle points u±
coalesce. Beyond the critical values of u and v there
is no balancing of the forces and the motion of the
membrane can become chaotic.2
4. STABILITY ANALYSIS
In this section we will examine the radial stability
of the above membrane configurations. The angular
stability can be studied along the lines of [31, 32] and
will be the subject of a forthcoming work [33].
Let us begin with the static membrane in SO(3)
that we discussed at the beginning of the previous sec-
tion. The nine critical points of the SO(3) potential
(3.1) have been given in (3.2). It is easy to show that
the corresponding Hessian matrix is positive-definite
for u0 and u1/3 and indefinite for u1/6. Therefore the
2 See e.g. [17] for a study of the dynamical system that emerges
in the case ` = 0.
former are (global) minima of the potential and the
latter is a saddle point.
The same conclusion can be drawn by perturb-
ing the corresponding equations of motion and trans-
forming the resulting linearized system into an eigen-
value/eigenvector problem. We find the following
eigenvalues for each of the nine critical points:
extremum eigenvalues λ2 (#) stability
u0 − 19 (3) , − 136 (6) center (S)
u1/6
1
18 (1) , − 518 (2) , − 112 (6) saddle point
u1/3 − 19 (1) , − 49 (2) , − 14 (6) center (S)
Each negative eigenvalue corresponds to a stable di-
rection, whereas the positive eigenvalues give rise to
stable/unstable directions, depending on the sign of
the real eigenvalue λ. This confirms the existence of
two stable degenerate (global) minima (u0 and u1/3)
and a single saddle point (u1/6) between them.
Let us now treat the case of the SO(3) × SO(6)
dielectric membrane (3.10)–(3.11). Here’s the so-
lution of the equations of motion (3.15)–(3.16) (for
i, j = 1, 2, 3):
u0i = u0, v
0
j (t) = v0 cos (ωt+ ϕj) (4.1)
w0j (t) ≡ v0j+3 (t) = v0 sin (ωt+ ϕk) , (4.2)
where (u0, v0) are the critical points of the axially
symmetric potential (3.13) that satisfy (3.17), (3.19).
We set:
ui = u
0
i + δui (t) , vi = v
0
i (t) + δv
′
i (t) (4.3)
wi = w
0
i (t) + δw
′
i (t) . (4.4)
By plugging (4.1)–(4.4) into the equations of mo-
tion (2.5)–(2.6) and using the minimization condition
(3.17) (for u0 6= 0), we obtain a second order system
of linearized equations with periodic coefficients. Fol-
lowing [31, 32], we may transform it into a second
order system of constant coefficients by making an
appropriate rotation in SO(6). We get: δu¨δv¨
δw¨
+ 2ω
 0 0 00 0 −I3
0 I3 0
 ·
 δu˙δv˙
δw˙
+
+
 A1 A2 0A2 B1 0
0 0 0
 ·
 δuδv
δw
 = 0, (4.5)
where
A1 = u0 I3 + u0 (2u0 − 1) · g, (4.6)
6A2 = 2u0v0 · g, & B1 = 2v20 · g, (4.7)
I3 is the 3-dimensional identity matrix and
g ≡
 0 1 11 0 1
1 1 0
 . (4.8)
In order to solve (4.5)–(4.7), we plug the following
general solution into (4.5): δuδv
δw
 = 18∑
i=1
ci e
λit ξi, (4.9)
where the ci are constants determined by the initial
conditions and λi, ξi solve the resulting eigenvalue
problem for every i = 1, . . . 18. A rather straight-
forward computation returns six zero eigenvalues
(associated with the symmetries of the SO (6) sector)
and four nonzero eigenvalues:
λ21± =
1
9
− 5u0
2
±
√
1
92
− u0
9
− 5u
2
0
12
+ 4u30, (4.10)
λ22± =
5
18
− 5u0
2
±
√
52
182
− 35u0
18
+
163u20
12
− 20u30, (4.11)
of multiplicities four and two respectively (so that
6 + 2 · 4 + 2 · 2 = 18). A plot of the squares of the
eigenvalues (4.10)–(4.11) as a function of the SO (3)
coordinate u0 appears in figure 8.
In the allowed region (3.18), the spectrum of the
axially symmetric configuration (4.1)–(4.2) always
possesses 3 purely imaginary eigenvalues (for which
λ2 < 0) corresponding to stable directions. On the
other hand, the square of the non-degenerate eigen-
value λ2+ can either be positive or negative depending
on whether u0 is smaller or greater than ucrit. For
u0 = ucrit, λ
2
2+ flips sign making the corresponding
direction change from stable (λ22+ < 0) to unstable
(λ22+ > 0). Therefore the rightmost critical points
(u0 > ucrit) are always stable, whereas the leftmost
ones (u0 < ucrit) are unstable.
As it turns out, the same conclusion about the sta-
bility of (4.1)–(4.2) could have been reached had we
perturbed the equations of motion (3.15)–(3.16). The
difference in this case is that there are only two fluctu-
ation modes instead of nine and the angular momen-
tum is essentially kept constant during the perturba-
tion. The corresponding eigenvalues are given by λ2±
in (4.11), giving rise to the same spectrum that we
described in the previous paragraph. This result is of
course consistent with the analysis of the eigenvalues
of the Hessian matrix (3.24) that was presented at the
end of section 3.
Figure 8: Plot of the eigenvalues (4.10)–(4.11) as a
function of the coordinate u0.
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