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The risks and vulnerabilities facing reservoir systems in river basins shift dynamically over time 
and space.  These risks involve regime changes and shifts, throughout which one observes the 
transition of water availability from prolonged dry periods to prolonged wet periods.  Ensuring 
reliability of water supply under these hydrological regime shifts involves understanding how 
these regime shifts can be identified, characterized, and quantified.  This dissertation describes a 
dynamic risk management (DRM) framework for water management at the basin level whose 
main features are (1) a system of updating risk assessments and policy recommendations on a 
yearly basis, where the risk assessments themselves are multi-year projections for the purposes 
of long-term planning into the future, and (2) integration of water supply and water demand 
variables into a quantitative hydrological risk assessment and streamflow regime identification 
tool.  The DRM framework expounded in this dissertation will be split into four parts.  The first 
part is extending streamflow records using tree-ring chronology-based paleo-reconstruction 
techniques.  Longer streamflow records have the advantage of containing more information 
about the past hydrological behavior than the much shorter observed records do.  Chapter 2 
details a novel streamflow reconstruction approach for river basins in which the streamflow 
gauges are organized as a network, in which one streamflow gauge feeds into another one 
downstream.  The method is applied to reconstructing streamflow for eighteen streamflow 
gauges in the Upper Missouri River Basin (UMRB).  The second part of the DRM system, 
discussed in chapter 3, introduces a set of metrics for identifying and quantifying hydrological 
regimes in streamflow records.  The metrics developed here are applied to the streamflow 
reconstructions developed in chapter 2.  A thorough analysis of the specific hydrological 
behavior identified along with a spatial analysis of the intensity of those hydrological phenomena 
as they appear in the UMRB, are presented.  The third part of DRM is covered in Chapter 4, 
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which is a review of the entire history of the evolution of water policy and water consumption in 
the Delaware River Basin, specifically for the three reservoirs that serve New York City in this 
watershed, as a means of better understanding the demand side of water management and the 
factors that influence it.  Finally, chapter 5 covers the fourth and final part of the DRM 
framework for the purposes of this dissertation, which is a constrained scenario-analysis model 
for determining the feasible demand space for future water management and water release 
policies.  The constraints placed on this model are probabilistic constraints based on controlling 
the manifestation of risk factors to the reservoir system; namely, droughts and spills.  The 
demand space is a set of water demand/release values that satisfy all constraints simultaneously 
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Chapter 1: Introduction 
The successful development of water policy, management strategies, and infrastructure 
planning is highly dependent on the ability of watershed managers to quantitatively assess the 
state of future water supplies.  This PhD dissertation is an attempt to create a framework for 
water management and planning in this context.  In so doing, I propose that both the supply side 
and demand side of water management must be integrated into the foundations of this 
framework, and that this framework must be able to adapt and update dynamically in order to 
provide meaningful assessments of the future state of the system given current and past efforts 
and information.  This dissertation will assume the context of river basin water management, as 
rivers are a major source of water supply for various forms of water consumption.  The supply 
side of water management deals with streamflow and its variability, while the demand side of 
water management deals with societal needs and the resultant water compacts, policies and 
boundary disputes.  The supply side is heavily influenced by variability in climate, while the 
demand side is heavily influenced by societal conditions and various environmental externalities. 
 At the heart of this new framework is the idea of regularly and routinely updating the 
assessment of risk, and having a system that is designed to automate this process.  The 
assessment of risk to water systems must be dynamic in this sense, as water systems face 
dynamically-shifting risks and vulnerabilities that can be attributed to variability in climate and 
societal conditions.  Such a risk assessment framework will be called a dynamic risk 
management framework, or DRM.  “Water system” is broadly defined in this thesis as the 
aggregate of all natural and man-made sources and infrastructure pertaining to the supply and 
transport of freshwater.  Natural sources of freshwater include aquifers/groundwater, rivers and 
streams, snowpacks, sea ice and glaciers, and freshwater lakes.  Man-made sources and 
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infrastructure include dams and reservoirs, water storage facilities, artificial open channels and 
water engineering systems (e.g. pipe systems and pumps).  As with any system, these various 
different parts interact with each other and are therefore interdependent parts forming a complex 
whole.  In this dissertation, I will restrict the scope of such a water system exclusively to its 
riverine component, which includes rivers, dams and reservoirs.  Hence the concept of 
streamflow will be of central importance here. 
 Systematic, natural long-term variations in climate characteristically display quasi-
periodic behavior on the interannual, decadal and multi-decadal temporal scales.  Such shifts in 
climate regimes manifest as long periods of wet or dry hydroclimatic conditions in various 
regions across the globe.  Water systems are impacted in crucial ways as a result of such 
variabilities in climate, and this in turn impacts everything served by these water systems, 
including natural ecosystems and human societies.  While anthropogenic influence on climate 
adds to this complication, I will only consider natural variabilities in climate and its impact in 
this dissertation.  Societal impacts on water resources are human impacts directly on the system, 
and include land cover change and regional land use changes among others.  Risks and 
vulnerabilities to water systems also change in accordance with how society views externalities 
such as environmental protection and energy production, and with societal changes, such as 
urbanization and population growth.  Any meaningful approach to water systems management 
and water resources allocation must take these risks into account.  The information resulting 
from such an approach can be used to better inform water policy, risk management, 
infrastructure investments and water allocation schemes. 
 Important examples of climate variations that impact global climate and global water 
resources include the El Niño Southern Oscillation, North Atlantic Oscillation, Pacific Decadal 
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Oscillation, and Atlantic Multidecadal Oscillation.  The El Niño Southern Oscillation (Walker, 
1924), or ENSO, is an interannual-scale, quasiperiodic fluctuation in sea surface temperature 
(SST) and the air pressure of the atmosphere above across the equatorial Pacific Ocean (NCDC-
NOAA, date of composition unknown).  ENSO manifests itself in fluctuations of various 
weather phenomena, including rainfall, wind, ocean currents and SSTs in the tropical pacific, 
and these fluctuations are unfortunately highly irregular and therefore not strictly periodic 
(Tomczak and Godfrey, 2001).  The North Atlantic Oscillation, or NAO, is another large-scale 
atmospheric teleconnection pattern, based on the difference in the heights of the subtropical high 
pressure surface and the subpolar low pressure surface (NCDC-NOAA, date of composition 
unknown).  The Pacific Decadal Oscillation, or PDO, is a large-scale ocean-atmosphere coupled 
teleconnection pattern that is of lower frequency than ENSO, shifting phase every decade and 
occurring in the tropical Pacific.  Finally, the Atlantic Multidecadal Oscillation, or AMO, is an 
index of thirty-year variability in the Atlantic built from Atlantic SSTs (Frajka-Williams et al, 
2017).  These climate modes of variability have documented impacts on water resources that are 
significant.  For instance, it has long since been established that ENSO influences the climatic 
extremes of Australia, whereby the climate on the continent varies between devastating droughts 
and devastating floods (Tomczak and Godfrey, 2001).  It is also known that anomalously warm 
tropical eastern Pacific SSTs (El Niño) are associated with a drier-than-normal Indian Summer 
Monsoon Rainfall (ISMR), whereas anomalously cool tropical eastern Pacific SSTs (La Niña) 
are associated with a wetter-than-normal ISMR (Sikka, 1980; Parthasarathy and Pant, 1985; 
Rasmusson and Carpenter, 1983).   
Streamflow, in particular, is known to have a connection with large-scale coupled ocean-
atmospheric teleconnection patterns such as ENSO, PDO and AMO (Cayan et al, 1999; Nowak 
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et al, 2012).  It is this demonstrated connection that necessitates the need for longer records of 
streamflow than what observations typically provide for us.  In order to better understand the 
highly variable, and dynamic, systemic risk on water systems, it is crucial to analyze the 
fluctuations and regime characteristics in streamflow synchronously with variabilities in climate.  
The variabilities of low-frequency modes in climate occur over years or decades, as explained 
briefly above, and available streamflow data is very often insufficient in length to draw 
statistically significant connections between the streamflow and climate.  Furthermore, longer 
time series of streamflow records are necessary in estimating the return period of significant 
hydroclimatic episodes that may prove influential in formulating dam operations, such as 
droughts and floods, or more generally, wet and dry regimes.  Shorter streamflow records may 
not be representative of longer-term variability in streamflow for these reasons (Cook and 
Jacoby, 1983; Earle, 1993; Meko et al, 2001; Woodhouse, 2001; Maxwell et al, 2011; Day and 
Sandifer, 2015).  Such is the impact of climate on streamflow behavior.  Extensive studies have 
shown that streamflow dynamics and behavior in general have a significant link with climate and 
climate variability, both natural and anthropogenic (Baldwin and Lall, 1999; Cayan et al, 1999; 
Coulibaly and Burn, 2004; Cullen et al, 2002; D’Arrigo et al, 2009; Hidalgo, 2004; Hidalgo et al, 
2009; Hidalgo and Dracup, 2003; Kahya and Dracup, 1993; Kahya and Dracup, 1994; Redmond 
and Koch, 1991; Sankarasubramanian and Lall, 2003). 
Societal impacts are also felt on water resources, including streamflow behavior and 
variability.  In fact, Vörösmarty et al (2000) found that population growth and economic 
development, both of which are societal issues, are much more likely to dictate the relationship 
between water supply and water demand in the future than changes in mean climate.  In general, 
water demand is driven by the societal constraints of population growth, urbanization, 
5 
 
industrialization, and expansion of irrigated agriculture.  Water compacts and policies are usually 
required to manage these constraints and organize appropriate solutions to the challenges they 
represent.  The water compacts and policies are technical and institutional arrangements for 
providing water to different sectors and are therefore proxies of water demand and water 
requirements. 
The issue of climate influencing, very strongly, streamflow variability is ultimately an 
issue of climate influencing the supply of freshwater.  The issue of societal impacts on water 
systems may also impact the supply side of streamflow, but it is more directly an impact on the 
demand side of streamflow, as this is often rolled into the policies and water compacts that 
creates the demand level.  The DRM framework for regularly updating risk assessments for 
water systems is necessitated by the existence of climatic and societal influences on water 
systems, both of which are non-stationary in time.  Due to the dynamically-shifting risks and 
vulnerabilities to water systems and to streamflow, as discussed earlier, the DRM framework 
must be designed to reassess risk every year.  The risk factors that create the need for a DRM 
system also impact the supply and demand for freshwater.  Therefore, by integrating supply and 
demand into the DRM system, I am accounting for all of the risk factors, both societal and 
climatic, latently through the various metrics and data created.  Integrating both supply and 
demand also allows for us to see the entire picture of water use dynamics, not just the supply end 
of water management, which is done too often.  Hence, the DRM system is composed of two 
essential building blocks: analysis of supply and analysis of demand.  This is the foundational 
structure of the DRM framework. 




1.) How can streamflow records be extended in such a way that the climatic influence is 
accounted for in the longer record of data, the spatial characteristics, including spatial 
variability, of the flow are preserved, and the uncertainty in the reconstructions reduced?  
How can the supply of freshwater be best understood in terms of its historical and current 
variability patterns? 
2.) What methods to satisfactorily detect and quantify regime behavior in streamflow can be 
developed to understand the historical and current patterns of variability?  What are the 
key hydrological phenomena that one should seek in these patterns?  How are both 
supply and demand integrated to develop such a methodology? 
3.) How does water demand, vis-à-vis water policies and compacts, evolve over time and 
what are the factors influencing its evolution? 
4.) How can we aggregate the ideas stemming from all of the previous questions into a 
model that can recommend demand values (i.e. water policies) that will maximize the net 
social benefit from water use?  Should this scenario-analysis model include constraints, 
and if so, what kinds of constraints should be used? 
Chapter 2 will attempt to answer question 1 by introducing a new method of streamflow 
reconstruction that is best suited to river basins in which the streamflow gauges are organized in 
an interconnected, network structure.  This reconstruction model is a spatial Markov model that 
uses Bayesian methods to estimate the parameters of a joint likelihood function representing the 
network structure of the flows.  The use of the principal components of tree-ring chronologies to 
help guide the likelihood function parameter estimates and the reconstructions themselves 
guarantees that historical climate information and climate signals from the tree rings are reflected 
in the streamflow reconstructions.  The use of a spatial Markov framework, in which tree-ring 
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chronologies and data from upstream streamflow gauges inform the reconstructions, ensures that 
the spatial characteristics of the flows are preserved and that uncertainty is reduced.  After 
discussing the theoretical underpinnings of the model, I demonstrate the utility of this 
reconstruction method by carrying out multi-site reconstructions on eighteen streamflow gauges 
in the Upper Missouri River Basin (UMRB) and provide a complete analysis of the results, 
including a thorough cross-validation.  The resulting reconstructions provide a reliable, extended 
record of streamflow in the basin that can now be analyzed given a fuller and more robust 
understanding of historical streamflow regime behavior.  The reconstructions are used as a data 
set in chapter 3 for the purposes of analyzing regime shifts and cycles. 
 Chapter 3 presents a new set of quantitative methods and metrics for identifying and 
quantifying regime behavior in streamflow.  The metrics are equations based on a water balance 
algorithm that tracks the dynamic shifts in hydrological behavior of streamflow by accounting 
for water supply and demand with respect to streamflow, and this algorithm is based on the study 
found in Appendix A.  The metrics defined here measure the severity and duration of the most 
severe drought and pluvial event in the streamflow record.  This answers question 2.  These 
metrics are applied to the streamflow reconstructions in the UMRB, in order to examine a longer, 
extended historical record of flow and explore a greater number of important hydrological trends 
and regimes.  In this way, the utility of the metrics defined is thoroughly explored and 
demonstrated.  The demand in this chapter is abstractly defined as a set of plausible candidate 
values, as opposed to being derived from real societal concerns.  However, in order to fill in this 
gap of incorporating the externalities imposed on water systems by societal and ecosystem needs, 
I venture to consider real water policies and compacts, and how they have evolved over time. 
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 Chapter 4 presents a historical review of the evolution of water policies in the Delaware 
River Basin (DRB).  The DRB is chosen for this discussion because there is ample information 
available concerning its water policies and reservoir water management systems, particularly for 
the reservoirs that serve New York City (NYC).  The UMRB was chosen earlier simply because 
it provided the ideal setting for a novel streamflow reconstruction method that exploits a spatial 
network structure in the setup of streamflow gauges.  It was also then convenient to use those 
reconstructions to apply the metrics developed in chapter 3 to investigate what kind of 
information those metrics can give us.  The discussion in chapter 4 considers the environmental, 
ecosystem and human/societal concerns that drove the evolution of water policies for the three 
NYC reservoirs under consideration.  It also briefly discusses some of the issues that could have 
led to a reversion towards older, outdated policies, and how these issues were eventually 
resolved.  Finally, this chapter provides much needed data on the release policies for the NYC 
reservoirs that will come in handy for the final chapter.  It is clear that this chapter answers the 
third question. 
 Finally, chapter 5 introduces a method for optimizing the societal value of the water 
contract under probability constraints that control the likelihood of drought risk and the 
likelihood of wasteful spilling of excess water.  The “water contract” refers to the social contract 
that implicitly exists between the people and the water managers and governing bodies that 
oversee the water policies pertaining to the reservoirs in the basin.  Optimizing the water contract 
implies that the algorithm, subject to the aforementioned probability constraints, will search for 
the best demand values that satisfy the constraints while also providing the best social benefit 
and optimizing water releases for all downstream users.  This chapter uses streamflow 
reconstructions in the DRB (Devineni et al, 2013; Gonzalez et al, 2019) as the stochastic input 
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into the model.  We then apply the metrics developed in chapter 3 to these reconstructions in 
order to obtain the severity and pluvial volumes and durations, which are used to calculate the 
probability constraints.  This approach is an advancement of the ideas found in Appendix B, 
which we recommend the reader examine for a better understanding of the underpinnings of 
drought risk assessment approach.  The release requirements and total dam storage from the 
previous chapter are used in these calculations.  Hence, both the supply (reconstructions) and 
demand (water policy as determined by institutional constraints and ecosystem and societal 
needs) are both used in this approach.  Put quite simply, this final chapter combines all of the 
major elements of the previous chapters and uses this to develop an interesting first-cut 
constrained scenario-analysis methodology to determine the range of demand values that serve as 
a range of decision values for policy makers to choose from.  The results of this scenario-
analysis model are to be updated each year, giving us the final touch on the DRM framework. 



















We begin by dealing with the supply side of water management.  A careful understanding of 
water supply is not possible without having sufficiently long records of streamflow.  Hence, in 
this first chapter, I present a novel Bayesian model that uses the spatial dependence induced by 
the river network topology, and the leading principal components of regional tree-ring 
chronologies for paleo-streamflow reconstruction.  In any river basin, a convergent, dendritic 
network of tributaries comes together to form the main stem of a river.  Consequently, it is 
natural to think of a spatial Markov process that recognizes this topological structure to develop 
a spatially consistent basin-scale streamflow reconstruction model that uses the information in 
streamflow and tree-ring chronology data to inform the reconstructed flows, while maintaining 
the space-time correlation structure of flows that is critical for water resource assessments and 
management. Given historical data from multiple streamflow gauges along a river, their 
tributaries in a watershed, and regional tree-ring chronologies, the model is fit and used to 
simultaneously reconstruct the full network of paleo-streamflow at all gauges in the basin 
progressing upstream to downstream along the river. The spatial network structure allows a 
substantial reduction in the uncertainty associated with paleo-streamflow as one proceeds 
downstream in the network and the spatial dependence structure increases the information 
                                                          
1 Ravindranath, A., N. Devineni, U. Lall, G. Pederson, J. Martin, C. Woodhouse and E. R. Cook 
(2019). Streamflow Reconstruction in the Upper Missouri River Basin Using a Novel Bayesian 
Network Model, Water Resources Research, https://doi.org/10.1029/2019WR024901. 
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content. Our application to eighteen streamflow gauges in the Upper Missouri River Basin shows 
that the mean adjusted-R
2
 for the basin is approximately 0.5 with good overall cross-validated 
skill as measured by five different skill metrics. A comparison with the traditional principal 
components regression shows that the spatial Bayesian model offers improvements, as 




The operating rules and water release policies of dams and reservoirs are often based on 
short streamflow records that span a few decades, whereas the factors driving streamflow 
variability exhibit long periods of systematic variation.  Consequently, long climate records or 
proxies are needed to extend streamflow data to get insights as to how water supply variability is 
manifest over long periods of time.  For instance, streamflow responds to large-scale 
atmospheric teleconnection patterns of both high and low frequency (Cayan, et al., 1999; Hamlet 
and Lettenmaier, 2000; Hidalgo and Dracup, 2003; Najibi et al, 2017; Nowak, et al., 2012; 
Redmond and Koch, 1991; Wise et al, 2018).  Shorter streamflow records may not be 
representative of longer-term variability in streamflow even with typical stochastic simulation 
methods that use the recorded data.  Paleo-reconstructions that hindcast streamflow records back 
in time using annual tree-ring chronologies have proven to be useful for understanding the 
statistics of droughts as well as the recurrence characteristics of, and regime shifts between, wet 
and dry periods, or periods with high or low inter-annual variability. 
Streamflow reconstructions using the paleo-climatic information from tree-ring 
chronologies have traditionally been performed using multiple linear regression models, non-
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parametric methods, and hierarchical Bayesian methods, and some of the major literature on this 
is reviewed in the next section.  Building on this literature, a novel approach for streamflow 
reconstruction from tree-ring chronologies is presented.  The primary motivation is the 
observation that streamflow processes on the typical convergent dendritic river network can be 
best described by a spatial Markov process.  Flow at a downstream gauge can be considered to 
depend on flow at the most immediate upstream gauges, and an exogenous variable that 
represents processes that determine the local streamflow input in between the upstream gauges 
and the downstream gauge of interest. In our context, the exogenous variables are appropriately 
selected tree-ring chronologies. The key innovation here is the inclusion of the spatial network 
and the corresponding induced dependence structure of streamflow, in a Bayesian framework.  
(2.1)    𝑓(𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹|𝑇1, … , 𝑇13)
= 𝑓(𝐴|𝐵, 𝐶, 𝑇1) ∗ 𝑓(𝐵|𝑇2, 𝑇3) ∗ 𝑓(𝐶|𝐷, 𝐸, 𝐹, 𝑇5, 𝑇6, 𝑇7)
∗ 𝑓(𝐷|𝑇8, 𝑇9, 𝑇10, 𝑇11) ∗ 𝑓(𝐸|𝑇8, 𝑇9, 𝑇10, 𝑇11) ∗ 𝑓(𝐹|𝑇4, 𝑇12, 𝑇13) 
The right-hand side of the equation is the mathematical factorization of the joint conditional 
density of streamflow at the gages on the network, given the tree ring chronologies, into a 
product of conditional densities using Bayes’ rule, consistent with the physical dependence 
between streamflow gauges, their feeder gauges and tree-ring chronologies (see Figure 2.1).   
 In the application presented here, paleo-period streamflow records are reconstructed for 
streamflow gauges in the Upper Missouri River Basin using this model structure, but with the 
modification that the leading principal components (Wilks, 1995) of appropriately selected tree- 




Figure 2.1 Conceptual sketch of the network Bayesian model.  Six streamflow gauges (A – F) and thirteen tree-ring 
chronology sites (T1 – T13) are shown in the sketch in order to illustrate the concept of the graphical network model.  
Physically-informed modeling structure using regional tree-ring chronologies and feeder streamflow gauges is 
explored using factorization into lower dimensional conditional probability distributions as shown in the directed 
graph.  The conditional distributions generated at each stage of the graph serve as statistical interpretations of the 
modeling structure and lay the groundwork for converting the graphical model into a set of equations for estimating 
the parameters of the streamflow network’s likelihood function for all gauges (nodes) in the network simultaneously 
using a Bayesian estimation scheme. Although the use of regional tree-ring chronologies is hinted at in this Figure, 






Section 2.3 of this chapter presents a brief review of much of the seminal work on 
streamflow reconstructions using paleo-climate proxies.  Section 2.4 presents the Bayesian 
mathematical model used for inference.  Section 2.5 discusses the case study and how this model 
is applied to reconstructing streamflow in a given watershed.  Section 2.6 reviews the data used 
and the processing of the data in addition to the predictor selection employed.  Section 2.7 
provides the reconstructions, and their comparison to reconstructions of flows at the same gauges 
using a traditional principal components regression.  Finally, section 2.8 concludes and 
summarizes this chapter. 
 
2.3 Previous Streamflow Reconstruction Efforts and the State-of-the-Art 
Many studies have considered the use of paleoclimate data in reconstructing historical 
climatic data for the non-instrumental period, thereby creating extended records of climatic data 
spanning several centuries.  Streamflow has been an important variable of interest in this regard.  
However, the special spatial structure of streamflow networks has not been used to constrain the 
reconstruction in any of these studies. This provides an opportunity to use information more 
effectively than in other reconstruction work, and is the focus of this chapter.  In chapters 3 and 
5, the use of these extended records in obtaining relevant hydrological information from the past 
and in calculating optimal demand spaces to aid in future water planning, both ultimately for the 
purposes of water management, will be explored. 
Streamflow reconstructions have traditionally been performed using multiple linear 
regression models, or modifications thereof, and the predictors used in these regression models 
are typically tree-ring chronologies or their principal components.  The regression models used 
in these studies include stepwise multiple linear regression (Barnett et al, 2010; Earle, 1993; 
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Woodhouse, 2001; Woodhouse and Lukas, 2006; Woodhouse et al, 2006; Watson et al, 2009); 
standard multiple linear regression or canonical regression, often in the form of principal 
components regression (Stockton and Jacoby, 1976; Barnett et al, 2010; Cook and Jacoby, 1983; 
Maxwell et al, 2011; Day and Sandifer, 2015; Gedalof et al, 2004; Meko, et al, 2001; Timilsena 
et al, 2007; Watson et al, 2009; Meko and Graybill, 1995; Cook et al, 2013; Ma et al, 2014); or 
Hierarchical Bayesian Regression (Devineni et al, 2013; Rao et al, 2018; Bracken et al, 2016).  
With the exception of Devineni et al (2013), Rao et al (2018) and Bracken et al (2016), the 
reconstructions in these studies are done using variations of ordinary least squares regression for 
reconstructing flow at each single site individually (point-by-point regression) rather than 
multiple sites simultaneously and accounting for spatial correlation across the sites by explicitly 
estimating the inherent correlation structure either physically or statistically. 
 Devineni et al (2013) and Rao et al (2018) reconstructed flows at multiple streamflow 
sites or reservoirs within a basin simultaneously, with explicitly modeled spatial dependence of 
the flows, to produce reconstructions whose outputs were probabilistic in nature; i.e. posterior 
distributions as opposed to conditional means, giving explicit uncertainty estimates in the 
reconstructions.  The hierarchical Bayesian regression used partial pooling to reduce uncertainty 
in reconstruction at each site and across sites. Bracken et al (2016) followed a similar philosophy 
for multisite reconstructions, using a Bayesian framework, providing uncertainty information in 
the distributional reconstructions, using the principal components of tree-ring chronologies, and 
a modeling approach that aims to minimize the uncertainty in its estimates.  The methods 




 Although more in line with the methods that produce single-site reconstructions, there are 
studies that have employed extensions or generalizations of classical regression. Young (1994) 
used an adaptive, three-way interpolation model that combined the usage of multiple 
discriminant analysis, multiple linear regression and normal ratio methods in order to reconstruct 
streamflow for three gauges in central Arizona over a period of several hundred years using 
monthly precipitation and annual tree-ring chronologies.  A study by Meko et al (2007) used a 
two-stage linear regression procedure, in which the first stage involved performing a separate 
regression on each streamflow site, obtaining a single site reconstruction (SSR) of streamflow for 
each site and performing a PCA on the covariance matrix of the SSRs.  Stage two consisted of 
performing a stepwise regression of the reconstructed streamflow on the scores of the most 
important PCs.  Patskoski et al (2015) developed a “hybrid” approach in which SST conditions 
from the tropical Pacific and regional tree-ring chronologies from the watershed itself are used to 
inform streamflow reconstructions.  They used singular spectrum analysis to extract quasi-
periodic components from streamflow and Niño 3.4, and non-periodic components from 
streamflow and tree-ring chronologies, so that separate stepwise regressions could be performed 
for the periodic and non-periodic components of streamflow.  Adding the periodic component 
estimate of streamflow with the non-periodic component estimate of streamflow then gives the 
reconstruction.  This approach was then compared to the more traditional PCR method of 
streamflow reconstruction.  Partial least squares regression has also been considered for 
streamflow reconstructions (Watson et al, 2009; Barnett et al, 2010). 
A k-nearest neighbors (k-nn) nonparametric method was used by Gangopadhyay et al 
(2009) in order to reconstruct naturalized annual streamflow ensembles from tree-ring 
chronologies in the Upper Colorado River basin.  The use of hydrologic/physical models has also 
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been explored (Saito et al, 2008; Lutz et al, 2012).  Saito et al (2008) used a mechanistic 
watershed model of their own design to reconstruct and project water year streamflow.  This was 
a concerted effort to combine information from tree-ring chronology records with watershed 
modeling in order to produce estimates of streamflow. 
Nguyen and Galelli (2018) used a linear dynamic systems modeling approach to 
streamflow reconstruction in northern Thailand.  Ho et al (2016) demonstrated another modeling 
approach that was applied to reconstructing streamflow in the Missouri River Basin using a 
gridded paleo-proxy called the Living Blended Drought Atlas (LBDA).  Since the LBDA series 
have a high degree of spatial correlation, regularized canonical correlation analysis was applied 
to LBDA and the result used as input to a log-linear reconstruction model. 
The approach to streamflow reconstruction developed in this chapter is distinct from the 
approaches reviewed above, which did not consider the network structure of flows in a river 
basin.  Although the approaches of Devineni et al (2013), Bracken et al (2016), and Rao et al 
(2018) considered spatial correlation structure, the resulting spatial correlation matrix could be as 
large as Ns*Ns, where Ns is the number of sites, and estimating this covariance matrix reliably 
can be a challenge with finite data as Ns increases.  The novel method presented in this chapter 
dramatically reduces the number of correlations across sites that need to be modeled in a 
physically meaningful way through the network-based spatial Markov process. 
 
2.4 The Model: A Bayesian Spatial Markov Model 
The spatial Markov network model structure is specified as follows. The model proceeds 
sequentially from the terminal, or most downstream, gauge on the main stem of the river to 
identify its immediate upstream gauges, and repeats this process to identify the Spatial Markov 
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Network consistent with the representation in Figure 2.1. The resulting joint probability 
distribution model (see an example of its factorization in equation 2.1) is then fit using a 
Bayesian approach.  Subsequently, paleo-streamflow along the network can be simulated by 
using the conditional distributions from the upstream to the downstream nodes for each year. The 
ensemble of such draws from the posterior conditional distributions then preserves the spatial 
dependence of streamflow conditional to the state of the tree-ring chronologies for each of the 
years. This is an advance over independently regressing each station on a set of tree-ring 
chronologies, or trying to fit the full spatial correlation matrix, or using PCA to reduce 
dimensionality. 
For the present application, the log of the streamflow at each site was found to be 
normally distributed.  Linear models are used to describe the conditional relations with upstream 
flows and with tree ring chronologies over the network.  The coefficients of each of the linear 
models are the hyperparameters of the likelihood function for the network. 
The Bayesian approach used for parameter estimation considers the unknown model 
parameters as random variables.  In the present application, non-informative prior distributions 
are specified for each unknown parameter (Gelman & Hill, 2007).  The distribution placed on the 
parameters is then updated using available data as a means of “training” the model and obtaining 
the updated posterior distribution estimates of the parameters.  These posterior estimates of the 
hyperparameters are then used to calculate the posterior estimates of the likelihood function, as 
well as the conditional distributions of the streamflow along the network. One can then simulate 
from these distributions or report the mean values and other statistics. The Bayesian Spatial 
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) ∗
𝑁(𝛼|0,1000) ∗ 𝑁(𝜷𝑇|0,100) ∗ 𝑁(𝜷𝑆|0,100) ∗ 𝑈(𝝈𝒔|0,100)  
         (2.2) 
In equation (2.2), bold quantities represent vectors, N( ) represents the normal (Gaussian) 
distribution, MVN( ) represents the multivariate normal distribution, U(0, 100) represents the 
Uniform distribution on the interval (0, 100), τ is the reciprocal of the variance and is known as 
the precision of the distribution, I is the identity matrix of appropriate dimension, the subscript t 
is a time-varying index on the annual resolution (water year) and the superscript (i) indexes the 
gauge being modeled. ij represents the subset of gauges that are immediately upstream and 
contributing to i, where j runs from 1,…,m in the situation that m number of sites upstream of 
site i feed site i.  The streamflow data 𝑦𝑡
(𝑖𝑗)




, where the subscript on these coefficients represent the site being 
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modeled, and the superscript represents the specific upstream feeder gauge.   Both cases in 
equation (2.2) include an intercept term αi, the model error term 𝜀𝑡
(𝑖)
, a vector of the leading 
principal components specific to each gauge 𝒙𝑡
(𝑖)
 as deterministic predictors, and the regression 
slopes 𝜷𝑖. While the leading principal components of the tree-ring chronologies were used as the 
predictors for the study region, one can appropriately select local or regional tree-ring 
chronologies depending on the application. The joint posterior likelihood 𝑝(𝜽|𝑑𝑎𝑡𝑎) of the full 
parameter vector 𝜽 is given at the end. 
 
2.5 Case Study: The Upper Missouri River Basin (UMRB) 
An application of the model to streamflow records for eighteen gauges in the Upper 
Missouri River Basin (UMRB) is now provided.  Figure 2.2 shows the portion of the MRB that 
is under study, along with a demarcation of all eighteen streamflow gauges used. The terminal 
gauge in the network reconstruction scheme is Landusky.  The Missouri River Basin provides a 
case study for which the reconstruction method developed in this chapter is applied, evaluated 
and cross-validated.  The period over which the reconstruction was done is 1800 – 1989.  It was 
desired to hindcast further into the past, but 1800 was chosen because all tree-ring chronologies 
used began on or before that year, thus restricting the analysis to this common period of record of 
the tree-ring data. 
The Missouri River Basin is the second largest drainage basin in the United States, 
draining about one-sixth of the conterminous United States and roughly 9,691 square miles of 
Canada (Galat et al, 2005).  The basin has a watershed area spanning over 500,000 square miles, 
and the Missouri River, which is the longest river in the United States, produces annual yields of 
40 million acre-feet (United States Department of the Interior, Bureau of Reclamation, 2016).  
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The river headwaters are in the Rocky Mountains, where snowmelt is the main source of water.  
The river flows east across the Great Plains to its confluence with the Mississippi River.  The 
United States Bureau of Reclamation has constructed over forty dams on the river’s tributaries 
that have positively impacted agricultural development, and the various facilities in the basin 
provide other benefits as diverse as flood control, navigation, irrigation, power generation, water 
supply, recreation, fish and wildlife support, ecological and biodiversity support, and water 
quality (United States Department of the Interior, Bureau of Reclamation, 2016).  This basin is 
particularly interesting, due to its size, importance, and geographic, topographic and climatic 
complexities.  For instance, Wise et al (2018) found that different seasonal controls affect the 
upper and lower portions of the basin, and that streamflow and temperature trends were, and in 
the future will be, quite different between these two portions.  Since 1898, when record keeping 
of streamflow in the UMRB officially began, nine out of ten of the biggest flood events in the 
UMRB have occurred after 1970 (Livneh et al, 2016). The investigators found that it was 
generally wetter regional and seasonal conditions, with respect to the 1895 – 1974 climatology, 
coupled with land surface and antecedent soil moisture conditions that often contributed to these 
flood events (Livneh et al, 2016; Najibi et al, 2017).  It is possible that events such as these have 
occurred in the distant past and thus we must extend the historical record in order to see this.  It 
is also necessary to understand how patterns of streamflow variability over time are connected 
with low-frequency climate modes, which change over long periods of time.  This also requires 
an extended streamflow record.  Given the importance of the UMRB, it is a sound application of 




Figure 2.2: A map of the UMRB with all eighteen streamflow gauges.  The red triangles are the streamflow gauges 
under consideration, which naturally form a network. The original 375 tree-ring chronology sites are depicted as 
trees in the map.  The bold blue curve is the main stem of the Missouri River, while the thinner, lighter blue lines are 
tributaries and smaller order streams.  The small inset shows a map of the United States along with the location of 
the Missouri River Basin, with the UMRB (upper portion of the basin) circled.    
 
To this end, the following steps were taken in model planning and design: 
Step 1. A map of the complete Missouri River watershed (in this case, MRB) was 
generated and a portion of the basin was selected for the focus of the analysis. The region of 
focus here is the upper portion of the watershed (the UMRB).  The map is made with the river’s 
main stem, tributaries, streamflow stations and tree-ring chronologies demarcated on the map as 
a way of understanding and mapping out the physical dendro-riverine network in full.  See 
Figure 2.2.  
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Step 2. Based on the map generated in step 1 (Figure 2.2), consider the streamflow 
gauges as nodes and direction of streamflow as arrows in order to translate the information 
presented on the map into a directed graph (digraph) of the streamflow network in the chosen 
sub-basin (UMRB).  See Figure 2.3 for an illustration of the digraph corresponding to the UMRB 
reconstruction model.  This digraph becomes the basis for the network model that will represent 
the river network structure of the sub-basin.  
Step 3. The graphical network model (Figure 2.3) is translated into a spatial Markov 
network model, and from there, into a dependence model, as propounded in Equation (2.1). The 
regression equations that specify the functional relationships between the components of the 
dependence model are written out, and a Bayesian estimation scheme is adopted for estimating 
the model parameters.  Predictor selection for these regressions is done as a means of finding the 
best tree-ring chronologies from a host of candidates to inform the flows at each streamflow 
gauge.  The incorporation of feeder gauges as additional predictors is decided based on the 
digraph from step 2 (Figure 2.3).  The dependence model, which is a joint likelihood of the 
streamflow gauges and tree-ring chronologies in the network under consideration, is then 
estimated under a Bayesian framework.  This amounts to estimating the parameters in the 
regression equations simultaneously across all of the streamflow gauges in the network.  The 
reconstructed streamflow data is generated from the joint likelihood simultaneously (using a 
simulation approach) for all gauges in the network with appropriate spatial dependence and using 
the posterior estimates of the mean and variance parameters, which in turn were estimated based 
on the training, or observed, streamflow data. In the simulation approach, we first estimate the 
posterior distribution of the streamflow of the gauges without feeders using the model 
parameters and the regression equations, and then use the median of these posterior estimates as 
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predictors for the gauges with feeders in order to estimate their posterior streamflow. In doing 
this, we follow the natural stream order within the river network. Refer to equation (2.2) in 
section 2.4 for the full specification of the equations. 
 In equation (2.2), i = 1, 2, …, 18 for the eighteen stations in the UMRB being modeled in 
this study.  The model parameters are estimated simultaneously across all eighteen gauges using 
the likelihood function. Cross-site correlations as a means of modeling the spatial dependence 
structure along the river network and the physical relationship across streamflow gauges is 
implicitly modeled in this framework.   
 A sample of the regression equations in the model are provided for part of the network 
terminating at the Landusky gauge. If one refers to Figure 2.3, and the portion of the network 
presented therein leading from Dutton (gauge 17) to Loma (gauge 18) to Landusky (gauge 11), 
the set of equations describing this portion of the network for the purposes of illustrating the 
streamflow reconstruction are as follows: 



















𝛼11 ~ 𝑁(0, 0.001) 
𝜷11 ~ 𝑀𝑉𝑁(𝟎, 100𝑰) 
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𝛼18 ~ 𝑁(0, 0.001) 
𝜷18 ~ 𝑀𝑉𝑁(𝟎, 100𝑰) 
𝛽18









2  ;  𝜎17 ~ 𝑈(0, 100) 
𝜇𝑡
(17)
= 𝛼17 + 𝒙𝑡
(17)𝜷17  
𝛼17 ~ 𝑁(0, 0.001) 






Figure 2.3:  The skeletal structure of the streamflow network, illustrating how the individual streamflow gauges 
feed one another in the physical riverine network of the UMRB.  The gauges are represented by circles with 
numbers inscribed.  The legend below the network graph gives the gauge names corresponding to the numbers.  The 
terminal gauge (Landusky) is colored in red.  The arrows indicate the direction of flow from each gauge, and the 
gauges that serve as feeders to other gauges, giving a cohesive network structure, can easily be seen from the 
orientation of these arrows. 
 
In equation (2.3), 𝒙𝑡
(17)
 denotes the relevant leading principal components of the tree-ring 
chronologies selected for gauge 17 (Dutton). Posterior distributions of the parameters are 
estimated using the Gibbs sampling algorithm for the Markov Chain Monte Carlo (MCMC) 







2.6 Data and Model Selection 
Given the model structure and modeling procedure as outlined in sections 2.4 and 2.5, the 
analysis was carried out using naturalized streamflow data from eighteen (18) stations in the 
UMRB and tree-ring chronology data from the UMRB.  In this section, we describe in full the 
data used, the sources of that data, the predictor/model selection procedure and summarize the 
results of this selection procedure.    
 
2.6.1: Streamflow Data 
 Monthly naturalized streamflow data corresponding to thirty-one streamflow gauge 
stations in the MRB were compiled using estimates of natural streamflow developed by Carrey 
and Parrett (1996), Brekke, et al (2009) and Larry Dolan (MTDNRC, personal communication).  
Each streamflow gauge had chunks of missing data in disparate patches. Eighteen stations in the 
UMRB that make up the longest continuous river network are chosen for the analysis (Figure 
2.2).  The monthly data were then aggregated to water year totals; that is, the sum of the monthly 
streamflow data from October 1 through September 30 of the following calendar year was 
calculated.  Taking the standardized version of the natural logarithms of these water-year totals 









Table 2.1: The basic data corresponding to the streamflow gauges in the UMRB streamflow network considered in 
this chapter.  The columns, from left to right, contain the following information: gauge name, USGS gauge number, 
the name of the river in which the streamflow gauge is placed, the drainage area of the gauge, the years during 
which we have the measured/observed water-year total streamflow values, and the length of record (i.e. number of 
years for which the observations are complete). 
 











Barretts 06016000 Beaverhead 7,071 1928 – 1989 62 
Melrose 06025500 Big Hole 6,402 1930 – 2002 73 
Craig 06073500 Dearborn 834 1947 – 2015 69 
Logan 06052500 Gallatin 4,633 1929 – 2002 74 
Three Forks 06036650 Jefferson 24,755 1929 – 1989 61 
Winifred 06114700 Judith 7,115 1928 – 1989 62 
McAllister 06041000 Madison 5,570 1929 – 1989 62 
Three Forks 06042500 Madison 6,353 1929 – 2002 74 
Chester 06101500 Marias 12,805 1928 – 1989 62 
Fort Benton 06090800 Missouri 62,929 1929 – 1989 61 
Landusky 06115200 Missouri 105,280 1928 – 1989 62 
Toston 06054500 Missouri 37,920 1929 – 2002 74 
Twin 
Bridges 
06023000 Ruby 2,512 1939 – 2002 64 
Eden 06077500 Smith 4,113 1928 – 1989 62 
Gibson 
Reservoir 
06079500 Sun 1,489 1928 – 1989 62 
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Vaughn 06089000 Sun 4,595 1928 – 1989 62 
Dutton 06108000 Teton 3,206 1928 – 1989 62 
Loma 06108800 Teton 5,250 1928 – 1989 62 
 
2.6.2: Tree-Ring Chronology Data 
 The tree-ring chronologies represent the annual growth cycle of the trees resulting from 
less dense (inner portion) early-wood formation during the photosynthetically active growing 
season (late spring and summer) and the more dense (outer portion) late-wood formation during 
the fall and winter.  For each year, the tree rings are measured as the sum of the widths of early-
wood and late-wood formations.  The resulting chronologies vary in size each year depending 
upon the regional climate phenomena.  For this reason, the tree rings are wider during years with 
greater moisture availability and narrow during years with scant moisture availability.  Hence, 
the growth index is an integrator of moisture and energy availability in the region, just as with 
streamflow data. This commonality between annual growth index and streamflow enables us to 
develop predictive models that can be used to understand the long term variability of the climate 
in the region. 
Tree-ring chronology data used here come from an overall network of 375 tree-ring 
chronology sites located throughout the MRB (Figure 2.2) and developed specifically for this 
study. The tree-ring chronology network serves as the suite of candidate predictor variables to be 
considered in regression for reconstructing MRB streamflow, and the predictor selection 
procedure (described in the next subsection) narrowed the number of prospective tree-ring 




2.6.3: Predictor Variable/Tree-Ring Chronology Selection 
The selection of tree-ring chronologies for reconstructing the 18 streamflow gauges 
follows the basic model outlined in Cook et al (1999). First, a 1000 km (621 mile) search radius 
from each streamflow gauge location was used to find the tree-ring chronologies that were 
plausibly correlated with water year streamflow. This search radius is much larger than the 450 
km (280 mile) one used by Cook et al (1999) for optimal reconstruction of PDSI. This is because 
the topology of watersheds is such that the main runoff-producing regions near where the trees 
are growing can be quite far from the downstream gauge locations, thus making the search radius 
between the gauge and tree-ring chronology series necessarily greater than a simple correlation-
decay distance model for precipitation and PDSI. The 1000 km (621 mile) search radius covers a 
sizable fraction of the UMRB. Consequently, most of the 375 tree-ring chronologies were 
located within 1000 km (621 miles) of each streamflow gauge. Thus, the number of candidate 
tree-ring predictors found per gauge ranged from 237 to 310. 
Once the pool of candidate tree-ring predictors was found for a given streamflow gauge, 
a time period common to all data was chosen for correlating each tree-ring chronology with its 
target streamflow record. In this case it was 1947-1979, which is the longest period in common 
between the 18 streamflow records and the 375 candidate tree-ring chronologies. Each water 
year streamflow record was than correlated against its pool of candidate tree-ring chronologies 
and those chronologies that correlated at the 2-tailed 95% level were retained as the actual 
predictors of streamflow. The number of tree-ring chronologies that passed this 95% screening 
ranged from 8 to 94 at the 18 streamflow gauges, with a mean of 52 and a median of 58, which is 
a dramatic decrease from the pool of candidate predictors.  
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Next, Principal Components Analysis (PCA) was performed on each suite of screened 
tree-ring predictors for each of the 18 streamflow gauges to further reduce the dimensionality of 
the predictors. The PCA was performed using the prcomp function in R software/programming 
language (R software v 3.2.2, 2015).  The prcomp function is found in the “stats” package and 
Singular Value Decomposition (SVD) is used in that function to carry out the PCA computation 
using the covariance metric.  The top five principal components (PCs) were selected as the final 
suite of tree-ring chronology predictors for each of these 18 gauges. Note that the PCs are 
different for different stations; however, in all the cases, the top five PCs were accounting for at 
least 50% of the variance in the original set of screened predictors. One could increase or 
decrease the number of PCs that finally go into the BSM model depending on the application. In 
the present case, for the purpose of demonstrating the application and the utility of the BSM 
model, the top five PCs offered a reasonable amount of variance in the original set of chosen 
predictors while ensuring low dimensionality. 
While the PCA-based predictor selection is a standard practice in the literature, one can 
also follow an alternate method.  This will involve correlation analysis techniques to ascertain 
the tree-ring chronology predictors that are most closely linked to each streamflow gauge.  It will 
also involve a distance search to look for the closest tree rings to each gauge among those that 
are most strongly correlated with that gauge’s streamflow data.  The advantage to this method is 
that the trees that are selected for each gauge will be the trees that carry the most amount of 
information for that gauge, but without the risk of having the same trees selected for multiple 





2.7 Results and Discussion 
2.7.1: Reconstruction Results 
The streamflow reconstructions for Landusky, Fort Benton and Chester, respectively, are 
shown in Figure 2.4 as a sample of the reconstructions, specifically exemplifying two major 
gauges with multiple feeder reconstructions (Landusky and Fort Benton) and one gauge without 
any feeders and only trees-ring chronologies instead (Chester).  The record of observed 
streamflow data varies slightly from gauge to gauge, as seen in column five of Table 2.1.  The 
reconstructions create a streamflow time series that spans 190 years, from 1800 – 1989.  The 
record period common to all of the selected trees determined the time span of the 
reconstructions.  The reconstructions themselves are presented as time series composed of 
boxplots instead of single points, as the reconstructions for each year are simulated from the 
likelihood using estimates of the posterior distribution of the mean and variance parameters for 
those years.  The boxplots graphically depict those posterior distributions.  The lowess-smoothed 
(Loader, 1999) time series of medians is shown as a blue curve passing through the boxplots, and 
the average of the observed data is shown as a black horizontal line.  The lowess-smoothed 
observed time series in red is also included in each of these plots. The adjusted R
2
 statistic is 
calculated using the median of the reconstruction (posterior) distributions as the fitted values.  
The adjusted R
2











Figure 2.4: The reconstructions for Landusky, Fort Benton and Chester presented as boxplot time series.  The 
boxplots represent the annual posterior distribution estimates of the streamflow.  The medians of these 
boxplots/distributions are considered to be the actual reconstruction values when computing R
2
, and the 10-year 
lowess-smoothed red time series that has been superimposed on the boxplots represents the trends in observed flows.  
The blue curves are 10-year lowess-smoothed time series based on the boxplot medians.  The adjusted R
2
 of the 
reconstruction is included beneath the chart title. 
 
The second panel of Figure 2.4 shows the results for Fort Benton, which is a feeder gauge 
to Landusky and a major junction in the network in its own right.  The adjusted R
2
 value for this 
reconstruction is 0.63 (Table 2.2).  Finally, the first panel of Figure 2.4 shows the reconstruction 
time series and the adjusted R
2
 value from our Bayes model for Chester.  Note that Chester has 
no feeder streams.  The adjusted R
2




 values, with only two slight exceptions, tend to increase between the 
feeder gauges and the gauges they feed.  This is perfectly intuitive, as the streamflow gauges that 
are connected to upstream feeder gauges are receiving additional information from their feeders, 
which in-turn contain large-scale variability signals received from tree-ring chronology data. 
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Aside from that, adjusted R
2
 values are generally between 0.40 and 0.60, with only four gauges 
below 0.40.  These R
2 
values are in line with other paleo streamflow reconstruction efforts.  The 
adjusted R
2
 values for each gauge corresponding to the BSM model reconstructions are shown in 
column 2 of Table 2.2.   
Table 2.2: The results of the BSM reconstructions, presented (from left to right columns in the table, starting with 
column 2) in terms of the adjusted R
2
 of the linear model fit, the relative uncertainty (measured as robust coefficient 
of variation, or rCV) of the reconstruction calculated over the observed record, the relative uncertainty of the 
reconstruction calculated over the paleo record, and the predictors that were deemed important by analyzing the 
















Significant predictors as 
determined by the 
model 
Barretts 0.35 0.257 0.266 PC1 and PC5 
Twin Bridges 0.45 0.311 0.337 PC1, PC2, PC4, PC5 






0.109 0.113 PC1, PC2, PC4 ,PC5 & 
Twin Bridges, Melrose 
and Barretts streamflow 
Logan 0.56 0.199 0.204 PC1, PC2, PC4 and PC5 
McAllister 0.62 0.153 0.159 PC1, PC2, PC4, PC5 
Three Forks 
Madison 
0.53 0.077 0.080 PC3, PC4, PC5 and 
McAllister streamflow 
Toston 0.59 0.071 0.076 PC1, PC4, PC5, & 
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Logan, Three Forks 
Jefferson and Three 
Forks Madison 
Streamflow 
Craig 0.45 0.466 0.553 PC1 and PC4 
Eden 0.59 0.356 0.372 PC1, PC2, & PC3  




0.115 0.136 PC1, PC2 & Gibson 
Reservoir streamflow  
Fort Benton 0.63 0.063 0.066 PC4, PC5 & Eden, 
Toston and Vaughn 
streamflow 
Winifred 0.47 0.444 0.476 PC1, PC2, PC3, PC4 & 
PC5 
Chester 0.44 0.317 0.362 PC1, PC2, PC4 & PC5 
Dutton 0.42 0.268 0.290 PC1, PC2 & PC4 
Loma 0.40 0.005 0.005 PC3, PC4, PC5 & Dutton 
streamflow 
Landusky 0.61 0.050 0.052 PC2, PC4, PC5 & Loma, 




One of the cornerstones of the BSM model is the usage of feeder gauge linkages to not 
only mimic the physical network structure of the river basin, but also to reduce uncertainty in the 
reconstructions.  In order to test this hypothesis, it is logical to compare a model for 
reconstructing the flows at the aforementioned eighteen gauges in the UMRB without 
considering the network structure of the watershed.  In other words, feeder gauge linkages are 
not considered in this reconstruction model, which is created purely for the purposes of testing 
the hypothesis of uncertainty reduction.  This test model is constructed as follows.  Using the 
predictors (PCs) selected in section 2.6.3 for the BSM model, standard OLS was used with the 
observed streamflow values to estimate the regression coefficients.  Using these point estimates 
of the regression coefficients, the mean and variance parameters are estimated by calculating the 
fitted values and model standard error for each of the 190 years.  The reconstruction distributions 
are then simulated from the Gaussian likelihood function to obtain distributional paleo 
reconstructions as was done with the BSM model.  Note that the feeder stream linkages were 
omitted from this procedure, as this is a unique feature of the BSM model, but the idea of 
simulating streamflow reconstructions as probabilistic, distributional hindcasts was adapted to 
the classical PCR framework for the sake of direct comparisons of model skill metrics.  The 
adjusted R
2
 statistics were also calculated for this model, and these values are found in column 2 
of Table 2.3.  As can be seen from this Table, the values are roughly the same between both the 
PCR and BSM models, confirming the earlier assertion that the adjusted R
2
 values from the BSM 
model are similar to other paleo reconstruction efforts.  For gauges without feeders, the BSM 
model ought to generate comparable reconstructions to those of a classical regression-based 
framework, as the only difference between the two methods are the estimation schemes; one 
being Bayesian (BSM) and the other being classical OLS (PCR). 
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 Columns three and four of Tables 2.2 and 2.3 show, for each streamflow gauge and each 
of BSM and PCR methods, respectively, the robust coefficient of variation (rCV) values 
averaged over the portion of the reconstructed records corresponding to the observations and the 
hindcasted portion of the reconstructed record, respectively.  The rCV is defined as the 
interquartile range (IQR) divided by the median, and one can easily see how this, in robust 
statistics, is analogous to the coefficient of variation in classical statistics.  For each gauge, the 
rCV was computed for each of the annual reconstruction distributions and then averaged to one 
statistic.  The rCV values can give us an idea of the uncertainty reduction within gauges and 
across gauges.  It can be compared across gauges, since the uncertainty reported in this statistic is 
measured relative to the average volumetric flow at each gauge.    
Table 2.3: The results of the PCR reconstructions, presented (from left to right columns in the table, starting with 
column 2) in terms of the adjusted R
2
 of the OLS model fit, the relative uncertainty (measured as robust coefficient 
of variation, or rCV) of the reconstruction calculated over the observed record, and the relative uncertainty of the 














Barretts 0.34 0.253 0.262 
Twin Bridges 0.45 0.307 0.334 
Melrose 0.38 0.302 0.307 
Three Forks Jefferson 0.53 0.217 0.222 
Logan 0.55 0.194 0.199 
McAllister 0.62 0.151 0.156 
Three Forks Madison 0.55 0.172 0.179 
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Toston 0.59 0.185 0.194 
Craig 0.44 0.444 0.529 
Eden 0.58 0.350 0.368 
Gibson Reservoir 0.29 0.388  0.460 
Vaughn 0.38 0.336 0.396 
Fort Benton 0.62 0.190 0.195 
Winifred 0.47 0.435 0.468 
Chester 0.42 0.311 0.359 
Dutton 0.40 0.263 0.285 
Loma 0.39 0.269 0.293 
Landusky 0.57 0.201 0.206 
  
The average rCV for the observed portion of the reconstructions is always less than or 
equal to the average rCV for the reconstructed portion, indicating greater uncertainty in the 
unobserved portion of the reconstructions, going back in time.  This is generally true for both the 
BSM and PCR models.  This trend is not surprising, as one would expect to see more uncertainty 
as one extrapolates further into the past with no observations to guide us directly, using only the 
estimates derived from observations at a later point in the record when the behavior of physical 
streamflow drivers may have been quite different.  However, the difference in average rCV value 
is not very significant between the observed and reconstructed portions for either model.  This 
indicates that the level of uncertainty in the reconstructions during the paleo period is not much 
worse than that of the reconstructions during the observed period, which is a comforting sign.  
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The level of uncertainty in the BSM model reconstructions is typically at least an order of 
magnitude lower for gauges that have feeders than those that do not have feeders.  Similarly, if 
we compare the rCV values for the gauges without feeders between the BSM and PCR models, 
the values are virtually the same.  However, for the gauges with feeders, BSM has a significant 
uncertainty reduction in the reconstructions for both the observed and paleo periods when 
compared with the classic PCR model.  Hence, our suspicion that the spatial Markov structure 
would lead to a significant uncertainty reduction was correct in the case of the gauges with 
feeders. 
The spatial distribution of the percentage reduction in the uncertainty for each gauge is 




) ∗ 100 for the reconstruction period as a measure of uncertainty reduction. A 
positive (negative) measure indicates that the rCV in the BSM (PCR) model is lower than the 
rCV of the PCR (BSM) model. As mentioned above, it can be seen that there is a significant 
uncertainty reduction for gauges that have feeder gauges as predictors in addition to the tree-ring 
chronologies. More than 50% reduction in uncertainty is observed for almost all of these gauges. 
Three Forks Jefferson presents the only exception, for which the uncertainty reduction according 
to Figure 2.5 was between 5% and 50%.  The gauges that serve as the feeders (i.e. those having 
only tree-ring chronologies, and not tree-ring based reconstructed flows, as predictors) have 
uncertainty reduction ranging between -5% and +5%. PCR model is marginally better in some of 
these latter gauges; however, since the margin is within 5%, it can be argued that both PCR and 
BSM model outputs are equally valid in these gauges. 
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Figure 2.5: A map of the percentage reduction in uncertainty for each of the eighteen gauges as measured by the 
rCV metric over the reconstruction period. Uncertainty reduction is measured as the relative difference between rCV 
of the PCR model and rCV of the BSM model. 
 
Figure 2.6 shows the posterior distributions of the regression coefficients corresponding 
to each explanatory variable in the model for the same three gauges as depicted in Figure 2.4: 
Chester, Fort Benton and Landusky.  Included on these boxplots are the zero line as a horizontal 
black line that crosses the entire graph and the 95% credible intervals as red dots.  Strictly 
speaking, it would seem proper to accept a particular predictor variable (PC) as significant in 
explaining streamflow variability over time if the line through zero was completely outside of the 
confidence bounds (superimposed dots).  However, it is perfectly appropriate to grant a little 
more leeway and consider a predictor variable to be deemed insignificant by the model only if 
the zero line passes through the interquartile range, i.e. that is, if the zero line is within the 
boundaries of the box.  By this definition, Figure 2.6 shows us that PC2, PC4 and PC5, along 
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with all three feeders (Fort Benton, Winifred and Loma) were found significant for Landusky 
streamflow reconstruction by the BSM model. However, in terms of explained variance in the 
final model, the partial-R
2
s of the PCs must be considered tiny compared to those of the feeder 
streams. This is because, as already formed estimates of upstream streamflow based to some 
degree on the same tree-ring data used in the PCs for reconstructing the downstream gauges, the 
feeder streams are more highly correlated with the lower streamflow record than any of the PCs 
used as additional predictors. For Fort Benton, PC4 and PC5 were significant paleo predictors 
and Eden, Toston and Vaughn streamflow were significant feeders for the reconstructions at this 
gauge.  Finally, PC1, PC2, PC4 and PC5 were deemed to be significant predictors for streamflow 
reconstruction at Chester. The fifth column of Table 2.2 lists the predictor variables among both 







Figure 2.6:  The boxplots representing the estimated posterior distributions of the regression parameters (slopes) for 
the same stations depicted in Figure 2.4.  The lower and upper red dots superimposed on the boxplots are the 2.5-





2.7.2: Cross-Validation  
 The next step is to validate the results of the proposed network model.  This was done 
using a leave-five-years-out cross validation.  Given the entire observed water-year totals for 
each of the eighteen stations (see Table 2.1 for record lengths per station), five consecutive years 
from the common record (1947 – 1983) were chosen at random as validation years and the BSM 
model was built using the remaining observations, also known as the calibration years, for each 
station and the data removed from those five years were hence interpolated by the model.  Five 
validation metrics, namely coverage rates of 95% credible intervals (CR0.95), the reduction of 
error statistic (RE), the coefficient of efficiency statistic (CE), a normalized root mean square 
error (RMSE) and ranked probability skill score (RPSS), were then calculated based on 
comparing the actual data from the five validation years with the model-interpolated results as a 
way of seeing how well the model performs. See Cook et al. (1999) for descriptions of RE and 
CE. CE is also equivalent to the Nash-Sutcliffe Efficiency statistic commonly used in hydrology.  
This cross-validation procedure was repeated fifty times and boxplots for each metric were 
created based on the distribution of the fifty values obtained.  The results are depicted in Figures 
2.7 – 2.10 and Figure 2.12.  A comparison of the cross-validation results of the BSM model with 
those of the standard PCR model is included.  The word “standard” in this context implies that 
the simulation method was not applied here, as this is not how PCR is traditionally carried out 
for reconstructions.  For the PCR model, classical OLS regression was applied using the same 
five PCs identified in section 2.6.3 for each gauge as the predictors, and log - seasonal total 
streamflow as the predictand, in order to generate point estimates of the regression parameters 
and reconstructions.  The exact same cross-validation procedure described previously was 
applied with these point reconstructions, using the OLS framework instead of the Bayesian 
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framework. As before, no network structure was implemented in the PCR; hence, feeder 
streamflow data was never considered as a predictor for any of the gauges in the PCR method.  
The RE, CE and RMSE statistics were the only cross-validation metrics that were usable in this 
situation, as RPSS is only appropriate for models with probabilistic output and coverage rates of 
credible intervals is strictly a Bayesian evaluation metric (Li et al, 2010).  The resulting cross-
validation distributions were then compared with those generated by the BSM model. 
 The coverage rate of 95% credible intervals is a statistic defined in the following way (Li 
et al, 2010; Devineni et al, 2013) 






where val = set of five randomly chosen validation years, It = [𝑞0.025 (𝒚𝑡
(𝑖)̂) , 𝑞0.975 (𝒚𝑡
(𝑖)̂)]  is the 
interval whose lower bound is the 2.5-percentile of the model-generated posterior distribution of 
flows corresponding to validation year t in station i and whose upper bound is the 97.5-percentile 
of the same, 𝑦𝑡
(𝑖)
 is the observed water-year total flow for year t, station i and 1 is the indicator 
function on It.  Hence, 1 is equal to 1 if 𝑦𝑡
(𝑖)
 is in the credible interval It and is 0 otherwise.  In 
simple English, equation (2.4) describes the relative proportion of validation years during which 
the actual total streamflow datum is inside the corresponding credible interval.  It is desirable for 
this value to be as close to 1 as possible.  The results for CR0.95 for the BSM model are found in 
Figure 2.7.  Eleven of the gauges cover the true streamflow value for all five of the randomly 
selected validation years for every one of the fifty iterations of the cross-validation procedure.  
For Three Forks Jefferson, while the average coverage rate of the cross-validation empirical 
distribution is 1.0, there is some skew towards coverage rates that are lower.  The probability 
mass remains above a coverage rate of 0.8, indicating that for this gauge, the model is generating 
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plausible values in the output distribution with good probability.  However, Landusky, Loma, 
Fort Benton, Toston, Vaughn and Three Forks Madison are streamflow gauges for which the 
median value of this distribution of fifty cross-validated CR0.95 values is less than one.  While 
Landusky, Fort Benton, Toston, Vaughn and Three Forks Madison have median cross-validation 
distributions at or above 0.50, indicating good coverage, Loma is the only gauge that shows an 
anomalously deficient result.  The cross-validation distribution for coverage rates for Fort 
Benton and Three Forks Madison show quite wide variability, but maintain strong median 
values.  All of this indicates that the model consistently produces plausible estimated streamflow 
totals with high probability in each of its posterior estimates across seventeen of the eighteen 
gauges, indicating a reasonably high precision in the predictive model. 
 
Figure 2.7: The cross-validation distributions for the coverage rates of 95% credible intervals (denoted CR0.95).  The 
boxplots represent the distributions for each of the eighteen stations.  The distributions are composed of fifty runs of 
a leave-five-out cross-validation, in which five randomly chosen consecutive years during the common record of 




 The reduction of error (RE) (Fritts, 1976) and coefficient of efficiency (CE) (Briffa et al, 
1988) statistics are defined as: 























 in both RE and CE represents the median of the BSM-generated posterior 
distribution for year t and station i, 𝑦?̅?
(𝑖) is the average value of the observational data in the 
calibration period and 𝑦?̅?
(𝑖)
 is the average value of the observational data in the validation 
period.  RE ranges from −∞ to 1 and is a comparative measure of how accurate and informative 
the model forecast is with respect to the mean of the calibration period.  RE < 0 indicates that the 
model contains less information than the mean value of the calibration data, whereas RE > 0 
indicates that the model contains more information than the mean value of the calibration data 
(Cook et al, 1999; Devineni et al, 2013).  CE is a similar measure that compares the model 
performance with the information contained in the validation period mean instead of the 
calibration data.  Hence, CE < 0 implies that the validation data contains more information than 
the model forecast, whereas CE > 0 implies that the model forecast contains more information.  
Figure 2.8 shows the cross-validation results for the RE statistic.  This Figure contains the cross-
validation results for the network Bayes model and the principal components regression (PCR) 
model as discussed earlier.  The results for the network Bayes model (the white boxes) suggest 
that the information conveyed by the model is considerably greater than the information 
contained on average in the calibration period for all of the streamflow gauges without 
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exception.  All the boxes (with the exception of Gibson), which depict the cross-validation 
distribution of the RE statistic are above the zero line, and the medians of these distributions are 
above zero.  This indicates a strong result.  The performance of the PCR model (gray boxes), 
given the same data, is generally less impressive, although not bad in its own right.  The cross-
validation distributions for PCR have medians that are consistently lower than those of the 
network Bayes model for seventeen stations, with the only exception being Eden.  In addition to 
this, the level of uncertainty is considerably larger in the PCR RE cross-validation distributions 
for a good majority of the stations; in other words, the BSM model has much less uncertainty in 
its cross-validation distributions of the RE statistic than the PCR model does for most gauges.  
Hence, we can conclude that the BSM is a potential improvement over PCR in cross-validation 
with the RE statistic, lending credence to the notion that BSM is better at reducing uncertainties 
and at generating greater accuracy in its reconstructions. 
 
 
Figure 2.8: The cross-validation distributions for the reduction of error (RE) statistic with the PCR cross-validations 
included.  Refer to the caption of Figure 2.6 for an understanding of the nature of these distributions. 
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The results for CE are depicted in Figure 2.9.  The cross-validation distributions for the 
CE statistic for the BSM model for all stations except Landusky have significant crossing below 
the zero line.  The median values for these distributions are above zero for all but two stations: 
Twin Bridges and McAllister.  This indicates that the average streamflow observations over the 
validation period hold less information than the median of the model-generated posterior 
distributions.  The results are somewhat less impressive than those of the RE statistic, as CE is a 
more stringent measure.  The same cross-validation procedure was also applied to the PCR 
model, and it was found that the network Bayes model outperformed PCR in this cross-
validation for all eighteen stations in terms of accuracy; in other words, there was a greater 
tendency towards more positive values in the BSM cross-validation for CE.  The uncertainty of 
the PCR boxes is considerably larger than for the Bayes model for essentially all of the gauges, 
Craig being a potential exception.  For both RE and CE, this is due to the fact that the BSM 
model is more effective in reducing uncertainty in its reconstructions.  We can therefore 
conclude that the BSM model improves upon the PCR model in cross-validation with the CE 
statistic as well. 
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Figure 2.9: The cross-validation distributions for the coefficient of efficiency (CE) statistic with the PCR cross-
validations included.  Refer to the caption of Figure 2.6 for an understanding of the nature of these distributions.  
 
 The fourth validation metric is the RMSE statistic normalized by the median of the entire 
observed record.  The normalization is done in order to understand the average model 
forecast/estimation error with respect to the “typical” level of streamflow at a given gauge.  The 
RMSE values across stations cannot be fairly compared directly, or even understood in isolation, 
without understanding the typical magnitude of the flows at each station.  With the accumulation 
of flow as one moves further downstream, the average flow at downstream gauges will be much 
larger than the average flow at upstream gauges.  This metric is therefore defined as  
















 represents the entire streamflow record for station i.  It is clear from the definition of 
median-normalized RMSE that we have chosen to express this statistic as a percentage for ease 
of interpretation.  This metric expresses the average degree of discrepancy between the 
observations and the model interpolations over the entire validation period.  Figure 2.10 shows 
the median-normalized RMSE cross-validation distributions for all streamflow gauges for both 
the BSM model (white boxes) and the PCR model (gray boxes).  Without exception, there was a 
general tendency for the root mean square error of the BSM model to be less than 30% of the 
median observed streamflow water-year total, meaning that the average error incurred by the 
model-estimated total flow, as measured by the median of the model distributions, was fairly 
normal, and in some cases small, given the typical order of magnitude of the observed flows.  
The level of uncertainty in the cross-validation distributions for the Bayes model, as displayed in 
Figure 2.10, was quite low for all but four gauges (Loma, Winifred, Dutton and Eden), where 
excessive skewness is also a problem.  There is therefore a convergence, or clustering, around 
the median of the cross-validation distributions, which indicates a consistency in the model 
estimations of flow.  The uncertainty levels in the PCR cross-validation distributions for RMSE 
were smaller in the cases of Loma, Chester, Dutton, Craig, Eden, Melrose and Barretts.  
However, the median of the cross-validation distributions for RMSE were higher for PCR than 
BSM for every station except Loma.  The differences in performance here are quite clear, but not 
dramatic.  In general, the BSM model shows a lower rate of error between the model 
interpolations and observations over the validation period than the PCR model, indicating a 





Figure 2.10:  The cross-validation distributions for the median-normalized RMSE statistic with the PCR cross-
validations included.  Refer to the caption of Figure 2.6 for an understanding of the nature of these distributions.  
The median-normalized RMSE is the RMSE calculated over the validation period and corresponding to a particular 
streamflow gauge, divided by the median value of the entire observed streamflow data for that streamflow gauge. 
 
Figure 2.11 shows (in the order of top left, top right, middle left, middle right, and bottom 
left, bottom right); the correlation matrix plots for the BSM reconstructions, the PCR model 
reconstructions, and the actual streamflow data, the legend showing the gauge names associated 
to each of the numbers (1 – 18) in the left and top margins of the aforementioned spatial 
correlation matrices, the scatter plot, with lowess smoother, of the correlation values depicted in 
the correlation matrix plots plotted against the distances (in km) between each streamflow gauge, 
and a scatter plot of the correlation values found in the top left correlation matrix and the 





Figure 2.11: A correlation matrix plot for the BSM median reconstructed flows (top left), the PCR reconstructed 
flows (top right), the actual streamflow water-year totals (middle row, left side), a scatter plot of these correlation 
values against the distance values between the stations (bottom left), and the correlation values from the correlation 
matrix plot for BSM median reconstructed flows plotted against the same for the PCR reconstructed flows (bottom 
right).  The correlations were made between the calculated flows at any two of the eighteen gauges, and the values 
are plotted as colors depending on their magnitude and sign, with a scale provided for the color/correlation value 
ranges.  The gauges are labeled by numbers between 1 and 18, and the gauge name corresponding to each number is 
provided in the accompanying legend (middle row, right side).  The scatterplot contains the same correlation values 
plotted against the distance values between each of the eighteen stations in km (x-axis).  A Lowess-smoother for the 
scatterplot is included for each of observations, BSM-reconstructed streamflow and PCR-reconstructed streamflow 
correlations. 
 
 This figure depicts the fidelity of the spatial variability of the flows over the common 
period of record (1947 – 1989), as this is the period of time over which all observations exist 
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across all stations.  This same time frame was used for the reconstructions as well to maintain 
consistency.  The reconstructed streamflow data for BSM used in this correlation matrix plot is 
derived from the model estimates of the posterior distribution of flow by using the median of the 
reconstructions. It can be seen from the Figure that the correlation patterns from the BSM 
reconstruction model are very similar to those of the PCR reconstructions, and that both 
approximate the actual spatial correlation structure fairly well.  The bottom right panel, or the 
last panel depicting the scatter plot of the correlation values of BSM against PCR, shows that the 
correlation values are nearly identical, with BSM having slightly greater concentration of values 
above the y=x line; that is, BSM tends to have slightly stronger correlation values.  The 
correlation matrices demonstrate that the spatial correlation structure evident in the 
reconstructions is actually stronger than that of the observations.  This is likely because the 
selected tree-ring chronologies for each gauge were chosen from such a wide radius, leading to 
trees that were common to different gauges or trees among the ones chosen that, even if they 
differed from gauge to gauge, were sufficiently close to other gauges that they contained spatial 
information from that other gauge and carried that information into the streamflow 
reconstruction of the local gauge.  The spatial correlation structure appears to be a bit stronger in 
the BSM model than the PCR model, but this is difficult to decipher from the correlation matrix 
plots by themselves.  The scatter plot of these same correlation values against the distances 
between each of the gauges (bottom left panel of Figure 2.11) shows the expected result of the 
correlation between gauges diminish as the distance between the gauges grow.  This is easily 
seen from the lowess curve placed on the scatterplot.  We can also see from this graph that the 
trends are virtually identical between the correlated observations, BSM model reconstructions 
and PCR reconstructions over the 1947 – 1989 period.  Finally, we can decisively confirm that 
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the correlation magnitudes are roughly equal for the closest gauges for both the PCR and BSM 
models.  However, for the more distant gauges, the BSM and PCR lowess curves begin to 
diverge, and show that spatial correlation is ultimately stronger for the BSM model, as the 
correlation magnitudes decay faster for the PCR model (and a bit closer to those of the gauge 
records at distances >200 km) as the intersite distances increase.  This is not surprising, as the 
BSM model uses the same trees to inform its reconstructions, but includes the streamflow 
linkages as additional predictors for certain gauges, hence increasing the spatial correlation 
values.  Overall, we observe that the reconstructed flows by BSM and PCR retain a pattern of 
variability that is reasonably close to the actual.  This is important in ensemble streamflow 
simulations, which in turn is important for reservoir operations and water release decisions. 
 The final cross-validation metric chosen is the ranked probability skill score, or RPSS.  
The RPSS is expressed as a ratio of two RPS, or ranked probability score, values.  The RPS 
(Epstein, 1969; Murphy, 1969, 1971) is a validation metric associated with categorical 
probabilistic forecasts and measures the cumulative squared error between the status of an 
observation existing in a particular category and the probability under the forecast model of 
being in that category.  The RPSS compares the RPS of the forecast model with the RPS of a 
reference forecast system.  Hence, the RPS metric is defined as (Wilks, 1995) 
 
(2.8a) RPS = ∑ (𝑌𝑚 − 𝑂𝑚)
2𝐽
𝑚=1   
 
where J = total number of categories, 𝑌𝑚 = ∑ 𝑃(𝑐𝑎𝑡𝑒𝑔𝑜𝑟𝑦 𝑖)
𝑚
𝑖=1 , 𝑂𝑚 = ∑ 𝑜𝑖
𝑚
𝑖=1 , m=1,…,J, 
P(category i) is the probability of an observation being in category i, and oi is an indicator 
56 
 
variable that equals 1 if the observation is in category i and 0 otherwise.  The RPSS is then 
defined accordingly:  
(2.8b) RPSS = 1 −
𝑅𝑃𝑆𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
𝑅𝑃𝑆𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
 
where 𝑅𝑃𝑆𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  is the RPS of the forecast model (in this case, the network Bayes model) 
averaged over the entire five-year validation period and  𝑅𝑃𝑆𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   is the RPS of the 
reference forecast averaged over the validation period.  The RPSS ranges from −∞ to 1.  RPSS 
< 0 indicates that the reference forecast has higher skill than the forecast model, RPSS = 0 
implies equal skill and RPSS > 0 implies that the forecast model has higher skill, with RPSS = 1 
being a perfect score.  Figure 2.12 shows the results of the fifty five-fold cross-validation runs 
for each of the eighteen streamflow gauges.  Three categories were created in the present case by 
dividing the observed streamflow totals into terciles for each streamflow gauge, so that the first 
category was defined as streamflow data less than the thirty-third quantile of the entire observed 
record and the third category was defined as streamflow data less than the sixty-seventh quantile 
of the entire observed record.  The second category was naturally defined as anything between 
the two tercile values.  The reference forecast assigned a probability of 33% to the first category, 
34% to the second category and 33% to the third category.  The cross-validation distributions for 
all of the gauges with the exception of Loma remain entirely above zero.  This indicates a high 





Figure 2.12:  The cross-validation distributions for the RPSS statistic.  Refer to the caption of Figure 2.6 for an 
understanding of the nature of these distributions. 
 
2.8 Summary and Conclusion 
A novel Bayesian Spatial Markov model is introduced and demonstrated for 
reconstructing streamflow at multiple gauges in a watershed accounting for the topology and 
spatial dependence across the river network.  The model becomes a compact, mathematical 
representation of the stochastic process induced by the river network and by the tree-ring 
chronologies on to the streamflow process. Once the parameters are estimated using the training 
data set, the reconstructions are generated as simulations from estimated joint probability 
distribution, with appropriate spatial dependence across the sites, as informed by both the trees 
and the streamflow network.  The reconstructions for the streamflow network in the Upper 
Missouri River Basin consisting of eighteen gauges demonstrated the utility of the approach in 
improving the model performance as one moved through the network, and in reproducing the 
58 
 
spatial dependence structure of the flows, which is vital for basin level reservoir reliability 
analysis. 
 Based on the improvement in the relative uncertainties for streamflow gauges that had 
feeder streams versus those that only relied on local trees for reconstruction (Figure 2.5) and the 
improved performance of BSM in cross-validation against PCR, it has been demonstrated that 
factorizing the spatial dependence structure using the Spatial Markov model aligned with the 
drainage network reduces uncertainties and increases accuracy.  The hierarchical Bayesian 
approach taken here provides uncertainty estimates through the posterior distribution estimates 
that constitute its output, so that uncertainty can be measured and better understood. However, 
note that the enhanced performance is seen in gauges that are informed by the upstream gauges 
in the network and the tree-ring chronologies. Where there are only tree-ring chronologies to 
inform the model, BSM and PCR offer similar performance.  
Reconstructions for streamflow gauges that do not have feeders are subject to the same 
disadvantages of an ordinary Gaussian regression which does not pool spatial information at all 
across gauges based on critical commonalities.  This is a consideration for the future that has the 
potential to result in a model that will improve even further on the results presented here, 
particularly in reducing uncertainties even further and hence improving accuracy.  Bracken et al 
(2016) presents a multisite streamflow reconstruction framework that also takes intersite 
dependencies and the spatial correlation structure between gauges into account by using a 
Gaussian elliptical copula to capture the multisite joint probability distribution and intersite 
relationships.  It is possible that incorporating this by adding a joint spatial distribution layer in 
the network or injecting a partial-pooling (Devineni et al, 2013) within the Bayesian network 
model would improve the sites that do not have feeders. 
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 This chapter dealt with providing extended records for streamflow and the importance of 
doing so.  The streamflow reconstructions presented here can be considered a water supply 
variable that includes information from climate in the feeder streamflow and tree-ring 
chronology data to inform the reconstructions.  The next chapter deals with the nexus between 
supply and demand, whereby the supply and demand variables are integrated in a water balance 
framework to develop metrics that can detect regime behavior in the paleo-reconstructed 
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Having dealt with the supply-side of water management in the previous chapter (chapter 2), this 
chapter will now deal with a method of integrating supply variables with demand variables to 
create a new methodology for analyzing the impacts of streamflow variability.  More 
specifically, this chapter presents a new method of quantitatively identifying, characterizing and 
analyzing systematic hydrological cycles resulting from streamflow variability in a way that 
integrates water supply and water demand.  The hydrological cycles in question are measures of 
the most severe drought and pluvial events in a historical record of streamflow, along with their 
respective durations.  The metrics developed in this chapter to quantify such episodes are based 
on an extended sequent peak algorithm that tracks the dynamic shifts in hydrological behavior of 
streamflow by accounting for water supply and demand with respect to streamflow.  This 
algorithm is based on the study found in Appendix A.  In the interest of being able to analyze the 
largest possible scope of hydrological cycles and behavior, the quantitative methods developed 
in this chapter are applied to the streamflow reconstructions in the Upper Missouri River Basin 
(UMRB) developed in chapter 2 as a case study.  It is found that the duration of dry periods 
increase conspicuously as a function of increasing demand levels, the duration of pluvial events 
decrease as a function of increasing demand levels, and that the general tendency is for 
streamflow gauges on or near the main stem of the river to have shorter dry spell durations and 
                                                          
2
 Ravindranath, A. and N. Devineni (2019).  Quantifying Streamflow Regime Behavior and its 
Sensitivity to Demand, Journal of Hydrology (under review) 
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typically lower drought severity.  On the other hand, being on or near the main stem tends to 
result in greater duration and severity for pluvial events.  Persistence and spatial variability of 
streamflow reconstructions were also analyzed to shed further light on the spatial patterns 
identified earlier, and to see if this variability and persistence may have an influence on the 
behavior of the streamflow as quantified by the metrics defined in this chapter. 
 
3.2 Introduction 
Ocean-atmosphere interactions that lead to inter-annual and decadal quasi-periodic 
behavior manifest themselves as periodic runs of wet or dry years, often translating to periods of 
surplus or inadequate regional water supplies (Jain and Lall, 2001). Such epochal changes in 
regional water resources can have important implications for the natural ecosystem, society, and 
the economy of the region. They can be incredibly costly in multiple ways, depending on the 
extent of the severity and duration of these cycles.  For instance, the average cost of droughts and 
floods in the USA have been estimated to be around $9.5 billion per event and $4.3 billion per 
event, respectively (NCEI-NOAA, 2019). Drought events in North Dakota, South Dakota and 
Montana during March – December of 2017 in the USA caused $2.5 billion in damage, most of 
which hit the agricultural sector (NIDIS U.S. Drought Portal, 2018).   These are simply tangible 
financial costs, and do not account for certain latent, or hidden, costs to the environment and 
biodiversity.  For these reasons, it is clear that the ability to objectively and quantitatively 
identify dry and wet periods of streamflow, and characterize them in terms of their lengths and 
level of severity, is crucial to water planning and management. Furthermore, it is crucial that this 
type of analysis is done with streamflow records that reach sufficiently far back in history, in 
order to get a more complete idea of the return period of major hydrological events, low 
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frequency events, and patterns of streamflow variability that may repeat in the future. Multi-
century paleo-reconstructed streamflow data allows for a robust identification of such persistent 
and recurrent structure that appears anomalous relative to the traditional stochastic models used 
with the limited historical series. This latter statement makes the need for extended records of 
reconstructed streamflow clear.  This chapter details relatively simple quantitative methods for 
characterizing and defining drought and pluvial severity and duration, and demonstrates the 
importance of applying this method of analysis to paleo-reconstructed streamflow data, in which 
streamflow records are extended hundreds of years into the past, in order to have a more 
complete understanding of the effects of streamflow variability. 
Several studies have been conducted along the lines of determining spatio-temporal 
trends and patterns in hydrological droughts and floods.  Mauget (2003) developed a method for 
identifying and evaluating intra- and multidecadal variation in annual streamflow, precipitation, 
and temperature over CONUS (continental United States) using Mann-Whitney U statistics over 
running-time windows of 6 – 30 year durations.  In particular, this method was able to capture 
the spatio-temporal patterns of high- and low-flow periods in the US and how it was connected 
with such patterns found in precipitation and temperature.  Sanborn and Bledsoe (2005) 
computed 84 streamflow metrics characterizing various flow regime attributes for 150 streams in 
Colorado, Washington and Oregon and used multiple regression models unique to each flow 
regime type to predict these metrics.  A major concern in this chapter was the careful 
stratification of stream types before implementing the models.  Du et al (2012) investigated the 
spatiotemporal variation of dry/wet conditions and their annual/seasonal trends in the Hunan 
Province in China using the Standardized Precipitation Index, or SPI (McKee et al, 1993) at 
various time scales.  The authors of this work also explored the relationship between extreme SPI 
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and the occurrence of historical drought and flood events, as a means of investigating the 
potential utility of SPI as a drought/flood monitor.  SPI was essentially used as a proxy for 
dry/wet conditions, and SPI trends for each of the four seasons were examined using the Mann-
Kendall statistical test.  Bales and Pope (2001) developed a set of procedures for identifying 
changes in selected streamflow characteristics.  In this study, the goal of the authors was to 
identify if trends or changes in the streamflow characteristics of the Waccamaw River were 
localized, and whether they were the result of anthropogenic activity or consistent with regional 
variation.  The indicators used here were annual yield, which is defined as the ratio of annual 
streamflow to precipitation and streamflow itself. 
It must be noted that the above-cited studies entirely emphasized the “supply side” of 
streamflow variability, through quantitative analysis of either streamflow or precipitation data, or 
both.  This is true of other studies as well (see, for example, Khaliq et al, 2008; Rubio-Alvarez 
and McPhee, 2010; Saadat et al, 2013). However, the risks and vulnerabilities facing water 
systems also change with changing water demands as a result of changing population and 
urbanization, and with shifts in the way society views other externalities such as environmental 
protection and energy production (Vogel et al., 2015; Barnosky et al., 2012; Vörösmarty et al., 
2015; Kumar et al., 2015). Consequently, the goal of this chapter is to begin creating an 
objective, systematic and quantitative approach to identifying changes in streamflow behavior 
integrated with demand, where such behavior is classified somewhat broadly in terms of a dry or 
wet phase relative to the demand. This new approach puts a very strong emphasis on the demand 
side of streamflow variability, while maintaining the importance of supply.  This leads to a new 
set of metrics, along with their governing equations, that are defined, discussed and applied to 
streamflow reconstructions to demonstrate how effectively the metrics work in describing phases 
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of streamflow variability and how crucial the incorporation of water demand really is.  With the 
use of data arises the existence of a case study to which the novel techniques developed in this 
chapter are applied.  In this case, the streamflow reconstructions used are from chapter 2 (also 
Ravindranath et al., 2019) on streamflow reconstruction in the Upper Missouri River Basin 
(UMRB).  Hence, the UMRB is the case study in this chapter. 
This chapter is organized as follows.  Section 3.3 gives an introduction and thorough 
description of the concepts, definitions and equations that give rise to the methods and analyses 
demonstrated in this chapter.  Section 3.4 gives an overview of the mechanics of the analysis 
carried out in this chapter, emphasizes the importance of demand in the analyses for water 
management and provides a segue from the theoretical definitions and concepts of section 3.3 to 
the applied analytical nature of sections 3.5 and 3.6.  Section 3.5 discusses the case study and the 
specific approach of applying the ideas discussed in section 3.3 to the data for the case study.  
Section 3.6 shows the results of our analysis and discusses them in detail.  Finally, section 3.7 
summarizes the chapter and ends the chapter with some concluding thoughts. 
 
3.3 Background: Cycles, Regimes and Drought Metrics 
The investigation will begin by introducing several key equations and concepts that will form 
the basis of the new method proposed in this chapter.  The metrics defined here are designed to 
quantify the impacts of varying water supply and varying water demand on water availability.  
The present context is primarily concerned with reservoir management systems, and hence the 
discussion of water supply is restricted to streamflow from river basins. 
 Take an n-year record of streamflow data as the water supply variable and an n-year 
record of water demand as the demand variable. The annual deficit 𝐷𝑒𝑓𝑡 is first calculated as the 
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difference between demand and supply, followed by the year-by-year accumulation of deficit in 
water availability 𝐶𝐷𝐼𝑡. 
(3.1𝑎) 𝐷𝑒𝑓𝑡 = 𝑑𝑡 − 𝑠𝑡 for t = 1, 2, …, n 
(3.1𝑏) 𝐶𝐷𝐼𝑡 = max (0, 𝐷𝑒𝑓𝑡 + 𝐶𝐷𝐼𝑡−1) for t > 1, with 𝐶𝐷𝐼1 = max (0, 𝐷𝑒𝑓1) 
In equations (3.1a) and (3.1b), 𝑑𝑡 represents demand for water in year t, 𝑠𝑡 represents water 
supply in year t, and 𝐶𝐷𝐼𝑡 is the value of the cumulative deficit index in year t.  It is typical, and 
sufficient, to assume that demand is a static value 𝑑 while supply alone varies. This way, one can 
derive the impact of supply variability relative to a chosen demand level. The value of the 
cumulative deficit in a given year represents the amount of water deficit accumulated from the 
beginning up until the current point in time.  Note that the use of the max (maximum) function in 
equation (3.1b) disallows us from considering negative cumulative deficit values, which is 
tantamount to a water surplus.  The idea of CDI is based on the work presented in Appendix A, 
and it is in that Appendix that the reader will find greater details on the theory and applications 
of CDI.  The reader should therefore refer to this Appendix (Appendix A) for more information. 
Whenever the cumulative deficit value is non-positive, it is automatically zeroed out to 
indicate the absence of (hydrological) drought, and accounted as excess, or 𝐸𝑥𝑡.  
(3.2a) 𝐸𝑥𝑡 = −min (0, 𝐷𝑒𝑓𝑡 + 𝐶𝐷𝐼𝑡−1)  for t > 1, with 𝐸𝑥1 = −min (0, 𝐷𝑒𝑓1) 




, 𝐶𝐷𝐼𝑖 = 0
0, 𝐶𝐷𝐼𝑖 > 0
 
 
In equation (3.2a), 𝐸𝑥𝑡 is the value of the water surplus for year t.  The remaining quantities are 
exactly as they were defined in equations (3.1a) and (3.1b). The use of the min (minimum) here 
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ensures that we are now considering only the negative values of the previously defined CDI, or 
surplus values, whereas CDI only considered positive values, or deficit values.  In equation 
(3.2b), 𝐶𝐸𝐼𝑡 is the water surplus analog to 𝐶𝐷𝐼𝑡.  It accumulates the excess 𝐸𝑥𝑡 over time, but 
only for the years where there is recorded excess, i.e., when 𝐶𝐷𝐼𝑡 is zero. Hence, the 𝐶𝐸𝐼𝑡 is a 
dynamic proxy of water excess as it accumulates over time, and we have now defined an equally 
effective measure for excess water supplies and how this evolves over time.  Recall that the 
water supply considered here is also only streamflow.  As a final note, it should be pointed out 
that the algorithm used to calculate the CDI is based on the sequent peak method that is 
commonly used for sizing of reservoirs (Ripl, 1887; Thomas and Burden, 1963). Whereas in the 
sequent peak algorithm, the spills (non-positive cumulative deficit values) are not considered, the 
algorithm is extended to account for the water excess that spills out of the reservoir as 𝐶𝐸𝐼𝑡, 
hence forming the basis for dynamically defining the drought phase 𝐶𝐷𝐼𝑡, and the pluvial phase 
𝐶𝐸𝐼𝑡.  
The concepts of CDI and CEI essentially define and characterize the impacts of water 
demand on freshwater supplied by streamflow, and this characterization quantifies the concept of 
regimes, which refers to the alternating dry and pluvial phases of streamflow variability.  A dry 
regime, which can be somewhat glibly referred to as a drought period, occurs whenever the CDI 
returns consistently strictly positive values for a stretch of time.  Figure 3.1 provides a useful 
visual for understanding regimes.  The upper panel of Figure 3.1 shows a synthetic streamflow 
time series as an example of water supply, with a horizontal line cutting through this time series 
representing water demand.  The regimes are difficult to make out by simply staring at this graph 
given the high degree of variability.  It is not true that a drought has ended and a pluvial has 
begun simply because the supply begins to peak above the demand.  Depending on the extent of 
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dryness prior to the point at which supply exceeds demand, a rise of supply above demand would 
have to occur often enough, and with sufficient magnitude in order to overcome the earlier 
deficits of water supply, whilst the dips in between must not accumulate enough to 
counterbalance the peaks.  Hence, the bottom panel shows the regime time series that results 
from combining CDI and CEI calculations made from the supply/demand plot in the upper panel 
into one comprehensive time series plot. This time series is a transformation of the original 
streamflow record using the demand line and equations (3.1) and (3.2).  An example of a dry 
regime is seen in the bottom panel of Figure 3.1 as the first portion of the yellow-shaded box in 
the time series plot, above which is written “Dry Phase”.  A pluvial regime is the opposite of a 
drought/dry phase, and is characterized by excessive water supplies and a CEI that is strictly 
positive in value over a stretch of time (for convenience we show it here using negative 
ordinates).  An example of a pluvial is seen in the second portion of the yellow-shaded box in the 
bottom panel of Figure 3.1, above which is written “Pluvial”.  A dry regime is inevitably 
followed by a pluvial.  A dry and pluvial regime together constitutes a cycle, and a shift from dry 
to pluvial is known as a regime shift.  For the sake of simplicity, let us agree to consider a cycle 
to begin with a creeping drought and end with the conclusion of a pluvial phase. Hence, a cycle 




Figure 3.1: Two-panel plot depicting a synthetically simulated streamflow time series with a constant water demand 
value as a flat horizontal line (panel 1), and the transformed time series of CDI and CEI depicted as a bar and line 
plot to highlight the regime trends (panel 2).  The CDI values are depicted as red bars while the CEI values are 
depicted as blue bars.  The yellow-shaded box highlights the graphical illustration of the different regimes and 
metrics: dry regime and pluvial, severity of dry regime (S), duration of dry regime (D), recovery from drought (R), 
pluvial duration (Dp) and spill volume (V). 
73 
 
Based on the concepts outlined in the previous paragraph, it is appropriate to now define 
a few simple but useful regime identification metrics, and provide some equations to quantify 
these definitions.  Drought severity (S in Figure 3.1, bottom panel) is the maximum value of the 
CDI time series, and in Figure 3.1, bottom panel, is the largest peak in the entire time series.  
This is essentially the “drought-of-record” for the time series.  The drought duration (D in Figure 
3.1, bottom panel) is the amount of time that elapses from the beginning of the drought-of-record 
(at 0) to the point at which severity (S) is achieved.  For this illustration, the spill volume (V in 
Figure 3.1, bottom panel) is the minimum value of the entire CDI/CEI (regime) time series, and 
is represented by the largest trough of the CEI time series (since it is shown as negative 
ordinates).  It is a measure of the severity of the pluvial regime.  This is akin to the “flood-of-
record”.  The pluvial duration (Dp in Figure 3.1, bottom panel) is the amount of time that elapses 
from onset of the pluvial to the conclusion of the pluvial, whereby CEI = 0 again.  The recovery, 
which is depicted by R in the bottom panel of Figure 3.1 in the first portion of the highlighted 
cycle (drought portion), is defined as the amount of time that is required to travel from the peak 
(severity) of the drought-of-record to the end of that dry regime.  In other words, R is the de-
escalation time of the drought-of-record.  Given these definitions, the accompanying equations 
are formulated to quantify these concepts.  As one dry and one pluvial regime each occur 
consecutively in one cycle, it is important to understand that over an n-year record of time, 







(3.3) 𝑆 = max𝑡(𝐶𝐷𝐼𝑡) 
(3.4) 𝐷 = ∑ 𝟏{𝑡: 𝐶𝐷𝐼𝑡≤𝑆,   𝑡≤𝑡∗,   𝑡∈𝐴}𝑡 , where t
*
 is the point in time at which CDIt
 
= S, A is 
the set of all time indices t that correspond to the cycle during which the drought-of-
record is observed, and 𝟏{𝑡: 𝐶𝐷𝐼𝑡≤𝑆,   𝑡≤𝑡∗,   𝑡∈𝐴} = {
1 𝑖𝑓 𝑡 ∈ {𝑡: 𝐶𝐷𝐼𝑡 ≤ 𝑆,   𝑡 ≤ 𝑡
∗, 𝑡 ∈ 𝐴}
0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
(3.5) 𝑉 = max𝑡(𝐶𝐸𝐼𝑡) 
(3.6) 𝐷𝑝 = ∑ 𝟏{𝑡: 𝐶𝐸𝐼𝑡≥ 0,   𝐶𝐷𝐼𝑡= 0,   𝑡∈𝐵}𝑡 , where B is the set of all time indices t that 
correspond to the cycle during which the flood-of-record is observed 
(3.7) 𝑅 = ∑ 𝟏{𝑡: 0<𝐶𝐷𝐼𝑡<𝑆,   𝑡>𝑡∗}𝑡  
It has to be noted that, although a dry regime is inevitably followed by a pluvial, S and V do not 
have to be synchronous, i.e., the “flood of the record” does not have to occur after the “drought 
of the record.” We now proceed to the next section, equipped with these concepts, definitions 
and equations. 
 
3.4 A Demand-Driven Regime Identification Scheme 
 In the previous section, the concepts of the cumulative deficit and excess indices (CDI 
and CEI, respectively), cycles, hydrological regimes, regime shifts, drought duration, drought 
severity, recovery, pluvial duration and spill volume were completely defined.  For an n-year 
record of flow, the CDI and CEI indices are calculated for the entire record and thus generate the 
regime cycle time series corresponding to the original streamflow record.  The number of cycles 
can be counted from this time series and the duration, severity, recovery, and spill volume of 
each cycle characterized using equations (3.3) through (3.7).  We now, in turn, have time series’ 
of dry regime and pluvial regime durations, drought severity, drought recovery and spill volume 
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corresponding to the original flow record.  These time series can be extrapolated, and hence 
forecasts for future regime behavior can be made, which can then be used to help guide water 
policy, water planning/management and infrastructure development for dams as future projects, 
using a reasonable probability or statistical model.  It is desired to have a sufficiently long time 
series of regime cycle characteristics, and in turn of streamflow data, in order to make 
meaningful extrapolations.  This is where it is useful to use paleo-reconstructed streamflow 
records for this type of analysis and analyze historical regime behavior first, before extrapolating 
into the future with a now sizable dataset. 
 As discussed in the introduction, typical analyses of drought and pluvial events rely on 
the supply side of the story; that is to say that these analyses do not pay sufficient heed to the 
influence of water demand on water deficit and stress.  The CDI and CEI metrics, as 
demonstrated in equations (3.1a), (3.1b) and (3.2a), (3.2b), are based on both supply and 
demand.  The demand side of water stress is crucial in determining the level of water stress, and 
it will now be shown that any measure of water stress that considers only supply is most likely an 
incomplete measure of stress, depending on the specific context in which it is being applied. 
 
3.5 Case Study: Exploring Historical Regime Behavior in the UMRB 
 This section applies the techniques and concepts from the previous two sections to the 
paleo-reconstructed streamflow records in the Upper Missouri River Basin (UMRB), as detailed 
in chapter 2, in order to study the historical regime behavior of the UMRB and demonstrate how 
the approach detailed in this chapter works.  It is especially interesting to use the UMRB as a 
case study, given the size, importance and complex climatic features of the UMRB (Galat et al, 
2005; United States Department of the Interior, Bureau of Reclamation, 2016; Wise et al, 2018).  
76 
 
Recall also that since 1898, when record keeping of streamflow in the UMRB officially began, 
nine out of ten of the biggest flood events in the UMRB have occurred after 1970 (Livneh et al, 
2016).  This indicates a greater tendency towards extreme pluvial events, and the techniques 
described in this chapter should be of use in detecting this.  The analysis presented in this chapter 
focuses on the portion of the UMRB shown in Figure 2.2 (see chapter 2).  A few highlights of 
the reconstruction model are rehashed in the paragraph that follows as a conveniently-placed 
summary of the relevant points from chapter 2.  This next paragraph may be skipped without loss 
of continuity, depending on the recollection and patience of the reader. 
 Reconstructions for all eighteen stations in the UMRB are generated simultaneously, 
considering the network structure of the dam and river topography.  Given the network structure 
of the UMRB, the reconstruction model (chapter 2) places a multivariate lognormal joint 
likelihood function on the entire river network, estimates its parameters in a Bayesian regression 
setting using the tree-ring chronologies and any inflows from other upstream sites as predictors, 
and generates reconstructions from the river network’s likelihood function as far back as the tree-
ring chronologies dictate, using once again the tree-ring chronologies and the median of the 
reconstructed tributary flows as covariates.  The reconstructions for each of the eighteen stations 
are generated as a sequence of distributions over the extended record of time, rather than as a 
sequence of points.  Figure 2.4 (chapter 2) shows the reconstructions for three of the eighteen 
stations.  Rather than generating a time series of single points, the Bayesian network model 
generates a time series of boxplots, one boxplot for each year reconstructed, from 1800 – 1989.  
The boxplot itself represents the posterior distribution of the reconstructed flow estimates.  For a 
given year, the distributional streamflow reconstruction consists of 3,000 values simulated from 
the posterior distribution of the joint likelihood distribution function placed on the riverine 
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network structure of these eighteen stations.  Hence, for the 190 reconstructed years, we 
essentially have 3,000 time series “strands” or “strings”, each string being a time series of 190 
points.  Each of these time series has a probability of being the “true” 190-year record that is 
assigned by the posterior distribution.  This ends the highlights of the reconstruction model. 
 The main purpose of the approach discussed in this chapter is to implement the concepts 
discussed in section 3.3 and equations (3.1) through (3.7), on reconstructed flows in order to 
systematize a method for characterizing regime behavior over sufficiently long periods of time.  
Longer records of flow offer the advantage of being able to reveal a greater number of important 
patterns in the streamflow variability and in regime behavior.  In order to properly understand the 
role played by integrating water demand, an experiment with the proposed methodology at 
several different, successive levels of demand is carried out.  The specific description of the 
methodology will now be discussed. 
 The reconstructions for each of the eighteen streamflow sites in the UMRB created a 
streamflow record ranging over 1800 – 1989 on the water-year temporal resolution; that is, one 
reconstructed datum per year.  Each reconstructed datum is a distribution consisting of 3,000 
simulated streamflow values under a normal probability distribution.  The reconstruction for a 
given year is therefore presented as a boxplot representing the distribution of 3,000 values.  A 
reconstruction therefore consists of 190 boxplots, each boxplot depicting a probability 
distribution of 3,000 values, to produce a boxplot time series, as opposed to the standard point-
based time series. 
 Given the 190-year record of streamflow from the reconstruction model, there are now 
3,000 time series of 190-year long reconstructions for each site.  For each of the eighteen 
streamflow stations, we take the following steps.  Consider 𝑄𝑡
(𝑖)
 to be the i
th
 time series of paleo-
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reconstructed streamflow indexed by year t, i = 1,…3,000 and t = 1,…,190.  This is taken to be 
the supply variable.  Values of a parameter α are then simulated from the open interval (0,1) in 
increments of 0.05.  This gives a total of twenty-three values of α.  Twenty-three levels of 
demand are calculated simply by computing 𝑑 = 𝛼 ∗ ?̅?, where ?̅? =
1
𝑛
∑ 𝑄𝑡𝑡  is the average value 
of the observed streamflow time series for a given streamflow site and α is one of the twenty-
three fixed values simulated.  For obvious reasons, the multiplier α is referred to as the demand 
fraction.  It represents the fraction of the long-term average streamflow value that is required by 
the water consumers.  For each fixed α and i and t, the designated supply and demand variables 
are used to calculate the CDI and CEI time series, and these are in turn used to compute the 
derived variables severity (S), duration (D), spill volume (V) and pluvial duration (Dp).  Each of 
these derived quantities represents one number for each streamflow time series.  In this analysis, 
the calculation of severity and spill volume are modified by normalizing them by a product of the 
demand level and duration; more specifically, we use 𝑆∗ =
𝑆
𝑑∗𝐷




instead of V.  Hence, 𝑆∗ and 𝑉∗ are the annualized measures of drought severity and pluvial 
volume relative to the annual demand. 𝑆∗ (𝑉∗) greater than 1 indicates that the annualized 
drought severity (pluvial volume) exceeds annual water demand.  
 Since the above procedure is repeated for all 3,000 simulated streamflow time series, a 




, and Dp) 
is derived, where each of these distributions consists of 3,000 calculated values of the statistic, 
one for each of the 3,000 paleo-reconstructed streamflow time series.  This procedure is repeated 
with only the observations and compared with the results using the reconstructions to identify if 
the paleo-reconstructed streamflow offers quasi-periodic information beyond what exists in the 
instrumental record.  The final step consists of an examination of the spatial distribution of the 
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results on a map of the UMRB to see how these hydrological quantifiers/indicators change as 
one moves along the river network, both on and around the main stem of the river. 
 
3.6 Results and Discussion 
 This section will discuss the results of applying the regime behavior identification 
techniques described earlier to the streamflow reconstructions for the UMRB generated by the 
network Bayesian model covered in chapter 2 (also Ravindranath et al, 2019).  As an example of 
the analysis, let us take a look at the most downstream site in the 18-site UMRB network, 
Landusky. 
 
3.6.1: Application of Regime-Quantifying Metrics to Streamflow Data 
 Figure 3.2 shows the results of applying the procedure described in detail in section 3.5 to 
Landusky.  The upper left panel of Figure 3.2 shows the results for the duration of the drought-
of-record.  Prior to a demand fraction value of α = 0.5, the boxplot distributions are collapsed at 
their median value of 0.  This means that when the demand fraction is sufficiently low, in this 
case, anywhere from 0% to 55% of the average observed streamflow for Landusky, the drought-
of-record duration is 0.  This is probably because there are no droughts that occur for such low 
water demands.  In other words, while there is inter-annual to decadal variability in the 
streamflow (supply), when integrated with a low demand, the drought signal is practically non-
existent. However, this begins to change at the demand fraction value of α = 0.6, at which point 
there is virtually no spread around the median value aside from a couple of outliers (circles 
above the box), but for which the median value is slightly positive.  This median value increases 
for the remainder of the plot, with the most significant increases occurring from demand fraction 
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values of 0.75 to 0.80.  Furthermore, a significant spread around the median begins to be 
observed at the demand fraction value of α = 0.8.  Hence, as the water demand is increased to at 
least 60% of the observed average and beyond, the average length of the drought-of-record 
increases, demonstrating the important role that demand plays in determining the occurrence of 
droughts and dry regimes more generally.  The blue pseudo-curve superimposed on the boxplot 
sequence of the upper left hand panel of Figure 3.2 represents the time series of drought 
durations for the observed data.  It is clearly seen that it follows an identical trend to the average 
values (medians) of those from the reconstructed records, although higher in value in most cases.  
The reason for this slight discrepancy in the duration of the droughts between paleo-
reconstructed and observed records is simply that fewer droughts/dry regimes are observed in the 
far shorter 62-year observed record of flow for Landusky. It just so happens that the most severe 
drought seen in the reconstructions, occurring at a point in time in the past beyond the temporal 
scope of the observed record, had shorter duration than the most severe drought in the 
observational data, and this is true at any and all demand fractions.  This is something that a 
longer record of flow can capture that the insufficient observed record cannot.   
 The upper right hand panel of Figure 3.2 shows a sequence of boxplot distributions 
displaying the results of applying the normalized severity metric to the same data and within the 
same procedure described above.  The metric 𝑆∗ (identified as “S2D Ratio” in the title of the 
boxplot in the upper right hand panel of Figure 3.2) is the severity normalized first by the 
demand level, and then divided by its duration, giving a demand-normalized severity-to-duration 
ratio. Normalizing severity by demand gives the largest possible fraction of water demand that is  
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lost to a dry regime in the entire record.  Hence, a value like 0.50 tells us that the water system is 
experiencing a drought that has depleted an amount of water equivalent to 50% of the water 
demand level. 
   
 
Figure 3.2: Distributions of each of four regime-defining metrics (peak dry regime duration, peak dry regime 
severity divided by its duration and normalized by demand level, peak pluvial duration and peak pluvial severity 
divided by its duration and normalized by demand level) at each of the demand fraction values for the Landusky 
streamflow gauge.  These distributions are generated from the distributions of the streamflow reconstructions by 
calculating each of these metrics at a particular demand level from each of the 3,000 values in the streamflow 
reconstruction distributions.  The blue curve connects the point values of the calculated metrics using the observed 
streamflow data at each of the demand fraction values. 
 
This water demand may be an aggregate of water demanded by various sectors and stakeholders, 
such as agricultural, domestic, industrial, etc.  When this is divided by the duration of that 
drought-of-record, the metric now measures the amount of water depletion, expressed as a 
fraction of the water demand that occurs each year over the lifetime of the dry regime with the 
maximum severity.  Values of this ratio only appear at the 0.6 demand fraction.  With the 
exception of some outlying values, the (very) maximum approximate amount of yearly water 
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depletion, according to the reconstructed flows, never exceeds 20% of the water demanded, 
which occurs as a maximum value of the boxplot at the 0.95 demand fraction.  It is clearly seen 
that between the 0.6 and 0.8 demand fraction values, the amount of water depleted each year 
increases quite dramatically, demonstrating that an increase in water demand tends to lead to an 
increase in the severity of the depletion.  At demand fraction α = 0.8, the entire normalized 
severity to drought index distribution shifts down from its position at α = 0.75, implying that at 
this demand level, the duration of the drought-of-record has grown by a greater proportion than 
the severity.  Hence, there is an important shift that occurs at demand fraction 0.8, at which point 
the duration increases disproportionately more than the severity of the drought itself.  From that 
point on, we see a similar trend of increasing water depletion as a result of larger demands.  
From the demand level of 0.6, this step change happens for every 15 units increase in the 
demand level. The superimposed normalized severity to duration ratio, based on the 
observations, follows a similar, but somewhat different trend.  An increase is witnessed over the 
demand fractions 0.6, 0.65 and 0.70, but a dip at 0.75, and increases thereafter until 0.90, where 
the value again dips to a lower value at 0.95.  It may be hypothesized that the pattern here is that 
the observed severity-to-duration series increases for three consecutive demand fraction values 
(10 units), dips, and then goes back to increasing for the next three values, dips, etc.  For the ratio 
values calculated from the reconstructed flows, the pattern clearly entails an increase for every 
consecutive four (15 units), a dip, and then a repeat of this cycle indefinitely.  So the duration 
increases disproportionately every 10 units for the severity-to-duration ratio calculated from the 
observed streamflow record, and increases every 15 units for the severity-to-duration ratio 
calculated from the reconstructed streamflow distributions.  A quick glance at the upper left plot 
of peak dry regime duration reveals this pattern to be true. 
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 The lower left hand plot in Figure 3.2 shows the boxplot for the peak pluvial duration.  
Intuitively, the trends in this plot are exactly opposite to those seen in the peak dry regime 
duration plot.  That is, as demand fraction increases, the distribution and/or duration of pluvial 
events drops drastically.  The pluvial duration calculated from the observed streamflow behaves 
somewhat inconsistently from how it behaved in the very first boxplot in Figure 3.2 (dry regime 
duration).  In this plot, the observation-based peak pluvial duration is persistently far lower than 
the minimum value of the boxplot distributions, which represent the paleo-based peak pluvial 
durations.  For lower demand level, this trend is just replicating the fact that there is very little 
drought and all the years are pluvial relative to demand (as seen through a shorted observed 
record or through a longer paleo record). However for larger demand fractions, it may be the 
case that there is a lack of a sufficient amount of information from the shorter observed records, 
and that there is a need for the more robust and much longer reconstructed records to deliver a 
more reasonable estimate of the peak pluvial duration. 
 Finally, the normalized volume to duration ratio is shown in the fourth and final panel of 
Figure 3.2, located to the bottom right of the Figure.  There is a consistent decreasing trend in the 
boxplots as the demand fraction increases in value.  At demand fraction values less than or equal 
to 0.5, the entire distribution of the normalized volume to duration ratio, generated from the 
paleo reconstructions of Landusky streamflow, collapses to a median value of 1.0, meaning that 
an amount that is equivalent to 100% of the water demanded is spilled each year, which in turn 
implies that the excess water in the reservoir, beyond what is held in full capacity and therefore 
the water that is spilled, is exactly equal to the water demand level.  In other words, for lower 
demand fractions, since there is no drought signal relative to the demand, the system is always 
under excess. The percentage of water demand that is spilled each year is less than 100% when 
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the demand fraction increases to 0.55 and beyond.  It is interesting to see that the distributions of 
the normalized (spill) volume to (pluvial) duration ratio have very little variability around their 
median values, and in some cases none at all.  The distributions are generated by, and are 
therefore a function of, the distributions that define the streamflow reconstructions for Landusky, 
which have a remarkably low level of distributional variability themselves. 
 For a fixed demand level, which changes solely in accordance with demand fraction α, 
we observe that there is generally very little variation around the medians across all four panels 
of Figure 3.2.  The reason for this becomes obvious when we examine the first (top) panel of 
Figure 2.4.  The variability around the medians in the boxplots in the Landusky streamflow 
reconstructions are quite small, owing to the uncertainty reduction paradigm built into the 
reconstruction model (Chapter 2 and Ravindranath et al., 2019).  The variability around the 
boxplot medians in the reconstruction time series appears to be around 10,000 CFS on average.  
For each of the 3,000 iterations of the CDI calculation, the supply input for a fixed demand 
fraction is the same, contributing zero variability to the distribution of the drought/spill metric in 
question.  The only exception to this rule is the peak pluvial duration distribution at demand 
fraction 0.65, whose lower quartile is around eighty years and upper quartile is a little more than 
one hundred and fifty years.  The median value is around 125 years.  This is most likely a critical 
demand fraction value, where the transition from low demand --- characterized by long duration, 
200-year pluvial events; non-existent droughts; and 100% spill rate --- to high demand, takes 
place.  Since there is a sudden and dramatic drop in the peak pluvial duration between the 0.6 
demand fraction and 0.7 demand fraction values, the pluvial duration distribution is “stretched” 
between these two extremes.  This transition results in extremely high and low values, creating a 
large range of values and hence large variance in the distribution. 
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 Rather than repeating the analysis just done for all eighteen stations, Figure 3.3 is used to 
summarize the key results of all streamflow sites.  Figure 3.3 shows, for each of the four derived 
variables presented in Figure 3.2, the median of the boxplot distributions over all of the demand 
fraction values for all eighteen of the streamflow sites.  This gives us an idea of the average trend 
in the evolution of each of these four metrics over the increasing demand levels, for all eighteen 
of the streamflow sites simultaneously.  The first panel (upper left) of Figure 3.3 shows the 
trends in the dry regime duration for all eighteen stations.  Notice that there are several clusters 
present.  There are only two streamflow sites for which the duration trends grow beyond a value 
of 100 years.  The first of these rises beyond a drought duration value of 150 years and begins its 
ascent approximately at a demand fraction value of 0.68, while the second barely rises above 100 
years and begins its ascent approximately at a demand fraction value of 0.76.  The second cluster 
are the two sites whose average trends rise just beyond a duration value of 50 years, but never 
make it near 100 years, and begin a noticeable ascent around 0.82 demand fraction value.  The 
third cluster has an average trend line that begins a very sharp ascent around 0.9 demand fraction 
value, and never quite makes it to 50 years.  The remaining streamflow sites have duration trends 
that never achieve a sharp ascent at all throughout the Figure for the given demand fraction 
values, although a small increase in the trend begins to occur after 0.8 demand fraction value.  
The obvious conclusion is that dry regime duration is an increasing function of demand fraction, 





Figure 3.3: The median of the distributions of the type shown in Figure 3.2 for all eighteen of the streamflow 
gauges in the UMRB.  The distribution of each of the four metrics for each demand fraction value was calculated for 
each streamflow gauge, just as in Figure 3.2.  The medians of these distributions were calculated and plotted 
together to create Figure 3.3. 
   
 The third panel (lower left) of Figure 3.3 shows an analogous average trend chart for the 
peak pluvial duration variable.  Here, we can make out at least two clusters.  The first are 
streamflow sites for which the average pluvial duration trend starts out very high (over 150 
years) for low demand fraction values and decreases rapidly as the demand fraction increases.  
The second cluster consists of streamflow sites for which the average pluvial duration trend starts 
out with relatively low values (less than 100 years) and continues to decrease as the demand 
fraction increases, though the decrease in duration for this second cluster is generally less rapid 
than those of the first cluster.  Greater persistence is observed for high duration values for a 
couple of sites. 
 The second panel (upper right) of Figure 3.3 shows the average trends of the demand-
normalized, severity-to-duration ratio as a function of the demand fraction.  These trends appear 
as curves with peaks and dips.  Though many of the curves have several peaks (or modes), there 
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is an observable pattern among the curves: the streamflow sites with severity-to-duration trend 
curves that occupy a higher position along the vertical axis tend to have their largest peaks at 
lower demand fraction values, and as we progress with sites that have curves that are 
successively lower in value along the vertical axis, their largest peaks tend to occur at larger 
demand fraction values.  To a certain extent, this pattern is logically sound, as lower demand 
levels with higher severity trends will tend to peak earlier when severity is so much larger than 
duration and demand fraction increases are not yet enough to impact duration significantly, 
whereas higher demand levels at lower severity trends will tend to peak later, when an increase 
in demand fraction forces the severity to increase proportionately more than the duration.  There 
may be a spatial signal here, where the streamflow gauges are impacted differentially with 
respect to regime severity and duration depending on their distance from the river’s main stem. 
 The fourth and final panel (lower right) of Figure 3.3 shows the demand-normalized spill 
volume-to-pluvial duration trend average curves, again taken as the median values of the 
distributional forms calculated from the streamflow reconstructions for each of the eighteen 
stations.  This graph simply demonstrates that there is a uniform decreasing trend for all eighteen 
of the streamflow sites as the demand fraction increases.  However, there is again a spatial 
discrepancy, in that certain streamflow sites have consistently higher spill volumes than others. 
 
3.6.2: Spatial Attributes of Regime Behavior in Watersheds 
 In Figure 3.3, we observed discrepancies in the regime behavior across the eighteen 
streamflow sites, as quantified by two duration indices and two drought/pluvial indices. We also 
observed a clustering of similar trends in regime behavior among groups of sites, and we now 
ask the question: is there a spatial pattern in regime behavior across the eighteen sites in the 
UMRB?  In order to answer this question, we plot the same data represented in Figure 3.3 onto a 
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riverine map of the UMRB.  The lengths of the drought or pluvial duration, and the intensity of 
the dry or pluvial regimes, are all represented by dots, located at the streamflow sites’ 
geographical coordinates on the map of the river basin, shaded in different colors, whereby 
“darker” colors represent longer durations or more intense hydrological regimes.  The color 
scheme on the maps is determined by dividing the range (or output values) of the four derived 
variables as seen on the vertical axis in the panels of Figure 3.3, into five categories based on 
their quantiles.  The main stem of the river is in blue, with minor feeder streams in lighter blue.  
Figure 3.4 depicts these maps in four panels, one panel for each of the four derived variables 
under consideration.  These maps also help to determine which of the trend curves plotted in the 
four panels of Figure 3.3 correspond to which streamflow site. Note that the maps in Figure 3.4 
are done only for a demand fraction value of α = 0.91. 
 
Figure 3.4: The median values seen in Figure 3.3, for a demand fraction value of 0.91, are divided into four 
quantiles based on their range of values, where each quantile interval is denoted by a certain shade of red.  The 
median values, shaded according to the quantile interval that they fall in, are plotted as dots on the geographical 
coordinates of the streamflow gauge that they correspond to on a map of the UMRB. 
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 Panel 1 (upper left) of Figure 3.4 shows that generally, streamflow sites along the main 
stem of the river have a shorter drought-of-record, as the yellow colors along or very near the 
blue curve of the Missouri river are usually within the first two categories of [10, 11) and [12, 
13), although a handful fall into the third category.  Sites that are further away from the river are 
generally in the third, fourth and fifth categories.  Thus, it can be concluded that the dry regime 
duration trend curves of Panel 1 in Figure 3.3 that tend towards larger values take place in sites 
that are not along the main stem of the river.  This makes sense, as inter-annual flow variability 
is relatively low along the main stem than it is in the tributaries, and hence the sites along the 
main stem should be much less prone to long droughts. Panel 2 (upper right) of Figure 3.4 
demonstrates that the annual severity, for each year of the life of the drought-of-record, as a 
fraction of the demand level (which is α = 0.91), either does not have a straightforward pattern as 
what was found with Panel 1, or there is more to consider.  Let us consider Panel 1 in 
conjunction with Panel 2.  When duration is low, and it tends to be lower with the main stem 
gauges, then the severity-to-duration ratio increases unless an adjustment is made in the severity 
to compensate.  What we can conclude is that the lighter colors have a greater tendency to occur 
on the main stem, despite generally lower durations.  This implies that the severity is also 
considerably lower along the main stem, which makes sense as the main stem has lower variance 
as a result of flow aggregation.  Hence, droughts will tend to be less severe.  Where we see a low 
normalized drought-severity-to-duration number in Panel 2 corresponding a high drought 
duration in Panel 1 (of Figure 3.4), this simply implies that the severity of the drought-of-record 
is low enough relative to the duration that there is a small amount of contribution that each year 
makes to the cumulative drought value.  Panel 3 (lower left) of Figure 3.4 shows the spatial 
distribution of the duration (in years) of the most severe pluvial event for the demand fraction 
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value of α = 0.91.  As expected, we see essentially the inverse of Panel 1: for the gauges where 
there were lighter colors in Panel 1, we see that those gauges now have darker colors, and vice 
versa.  Conceptually, this is to be expected as pluvials are the complementary events to droughts, 
and mathematically this is to be expected since CEI is essentially the inverse of CDI (see section 
3.3).  Hence, in locations where you have low duration floods, you tend to find higher duration 
droughts.  Panel 4 (lower right) shows that the colors near and along the main stem, are the 
opposite for those very same gauges in Panel 2.  In other words, large severity-to-duration ratios 
imply low spill-volume-to-pluvial-duration ratios.  This is expected, as high drought severity in 
one location would seem to imply a low spill volume in that same location.  This inverse 
relationship across most of the gauges between Panels 2 and 4 is then maintained even after 
dividing the severity or spill volume by duration due to the inverse relationship between Panels 1 
and 3.  Interestingly enough, we find that streamflow gauges on or very close to the main stem 
have longer pluvial durations, but according to panel 4 of Figure 3.4, also have less severe 
pluvial events.  The tendency for such sites is to experience extended pluvial events with low 
severity.  This makes sense, as the main stem of the river has lower variance than its tributaries, 
hence the long pluvial events with lower severity.  This four-panel map (Figure 3.4) nicely 
summarizes the spatial distribution of the different regime-quantifying metrics across the gauges, 
and this was needed in order to sort out the ambiguity inherent in Figure 3.3, where the gauges 
could not be easily labeled to each of the curves. 
 When streamflow variability is greater or generally larger in magnitude, there is a greater 
tendency towards extreme behavior, such as droughts and floods/pluvials.  Figure 3.5 shows the 
distributions of the coefficient of variation (standard deviation divided by mean) for each of the 
eighteen gauges in the UMRB.  For a given streamflow gauge, this was calculated by taking each 
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of the 3,000 strands in the posterior distribution of the reconstructed flows and calculating the 
coefficient of variation (CV) for each of those 3,000 time series.  This gives distributions, 
graphically represented as boxplots, for the CV for each of the eighteen sites.  Generally 
speaking, the streamflow gauges closest to the main stem, namely Landusky, Loma, Fort Benton, 
Toston, Three Forks Madison, Three Forks Jefferson, Vaughn, McAllister and Logan, all have 
CV distributions that are quite low in value according to Figure 3.5.  Vaughn is the furthest of all 
of these gauges from the main stem, and appears to have a CV distribution with the highest 
values among all of these.  This corresponds with the fact that sites closest to the main stem tend 
to have shorter drought durations and less severe drought-of-record and less severe pluvial 
events, as seen in Figure 3.4.  In addition, the uncertainty levels in the distributions for these CV 
values are the lowest of all.  The only exception to this is Winifred, which is close to the main 
stem as seen in Figure 2.2 (chapter 2), but has large CV values and a CV distribution with high 
uncertainty.  A final point is that nearly all of the aforementioned streamflow sites with low 
uncertainty in CV distributions and low CV values are sites for which the reconstructions made 
use of sites immediately upstream whose flow fed into the site being reconstructed, as discussed 
in chapter 2, and briefly mentioned in section 3.5.  Hence, a spatial aggregation of flows leads to 





Figure 3.5: This shows the plot of the distributions of the coefficient of variation (CV) for each of the eighteen 
streamflow gauges.  These distributions are generated by computing the CV corresponding to each of the 3,000 time 
series in the streamflow reconstruction distributions.  The CV value for the observed streamflow records are plotted 




Figure 3.6: The same type of plot as Figure 3.5, but this time for the autocorrelation values instead of the CV. 
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 Finally, persistence of dry or wet conditions is what chiefly contributes to drought and 
flood conditions for rivers.  Figure 3.6 shows a distribution of the autocorrelation values for each 
of the eighteen streamflow sites under consideration in the UMRB.  These distributions were 
generated in a similar way to the CV values in Figure 3.5, with a maximum lag value of 1.  The 
autocorrelation values give us an idea of the persistence of hydrological regime behavior.  The 
sites with the highest autocorrelation values, and lowest uncertainties in their autocorrelation 
distributions, are once again the sites closest to the main stem: Landusky, Loma, Fort Benton, 
Toston, Vaughn, Three Forks Jefferson and Three Forks Madison.  These are sites that are also 
fed by upstream gauges. Evidently, the low degree of persistence and variance is one reason for 
lower duration and intensity of the hydrologic regimes.   
 
3.7 Summary and Conclusions 
 This chapter gave rise to a new and relatively simple way of characterizing, quantifying 
and identifying hydrological regime behavior using novel, original metrics that are jointly 
dependent on the supply-side as well as demand-side of streamflow activity.  This chapter saw 
the development of seven metrics to quantitatively define a particular aspect of regime behavior 
that can then be used as an analytical tool on streamflow data, preferably reconstructed 
streamflow data, to understand the patterns of regime behavior in the given data record.  These 
metrics build on ongoing efforts in the hydrological sciences community to advance the 
understanding, quantification and prediction of hydrologic extremes and regimes, particularly in 
the interest of creating a body of literature that looks at water demand as an integral part of the 
analysis (for instance, see Devineni et al., 2013; Chen et al, 2014; Devineni et al., 2015; Etienne 
et al., 2016; Ho et al., 2016; Ravindranath et al., 2016; Kim et al., 2018; Ravindranath et al., 
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2018). Understanding the past relative to current and future water demand is the only way to 
know the risks to the water systems and what to expect in the future, making this a crucial 
element of water resources management, and understanding the history of water demand and 
water policy is a task that will be taken up ardently in the next chapter.  The metrics introduced 
here allow one to: (1) calculate all dry regime signals in given streamflow data relative to a 
chosen demand, thus creating a new, transformed time series of the original data that gives us all 
basic characteristics of these dry spells, (2) calculate all pluvial signals in a similar way to the 
dry signals by essentially just defining an inverse to the first metric, (3) calculate the magnitude 
of the worst drought on record from metric (1), (4) calculate the magnitude of the most extreme 
pluvial event on record from metric (2), (5) calculate the length/duration (in years) of the most 
extreme drought phase, (6) calculate the length/duration (in years) of the most extreme pluvial, 
(7) calculate the amount of time required to evolve from the beginning of the worst drought in 
the record to the peak, or magnitude of that drought.  These metrics were applied to streamflow 
reconstructions of eighteen sites in the UMRB (Chapter 2 and Ravindranath et al, 2019) as both a 
demonstration of how this method works on reconstructed flows and what information it can 
give us, and as an interesting case study. 
 The results of the methodology developed and employed in this chapter can be useful to a 
next step in which the results about past hydrological behavior concerning drought and pluvial 
events are used to simulate ensembles of future streamflow scenarios that can then be used 
directly in a basin management process model.  These models are in turn used to develop water 
policies for now as well as the future.  This is a topic that is covered in some detail in chapter 5 
of this dissertation.  It would also be interesting to spend some time exploring the utility of the 
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recovery metric more thoroughly.  The recovery metric was introduced in this chapter for the 
sake of completeness, but was not applied in the analysis at all.   
For the time being, the topic of creating and using longer records of water supply 
(streamflow) that reflect the influence of low (and high) frequency, large scale climate signals 
has been thoroughly discussed (chapter 2), and the topic of creating and implementing metrics 
that can effectively identify and analyze the full scope of regime behavior, both historically and 
currently, using such extended records of supply/streamflow was discussed here in chapter 3.  
The importance of integrating demand with supply was also emphasized in this chapter.  In the 
next chapter, we will move on to focusing on demand, just as we focused on supply in chapter 2.  
This is done through an extensive review and discussion of the full history of water policy in the 
Delaware River Basin, as this thesis culminates in an application of the concepts in chapters 2, 3 
and 4 to developing a framework for dynamically updating the water policy for New York City’s 
water system.  An understanding of water policy allows us to understand the dynamics of water 
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Chapter 4: An Environmental Perspective on the Water Management Policies 





Chapters 2 and 3 gave a framework for creating sufficiently long data records of a streamflow 
water supply variable and theoretical metrics integrating this supply variable with demand to 
identify and quantify regime behavior arising from streamflow variability, respectively.  This 
was done for the UMRB in the interest of developing a streamflow reconstruction model for 
network-based river basins.  However, this thesis will culminate in designing a first-cut method 
of a dynamic model for water policy for New York City reservoirs, and in the interest of 
developing this framework, a switch will now be made to the Delaware River Basin (DRB).  
This chapter reviews the entire history of water policy for the New York City (NYC) dams in the 
DRB in an effort to understand demands on the water system since its inception.  By 
understanding the past, we can understand the future, just as we did with reconstructions (supply-
side), and the aim is to use this understanding of the past and combine it with the ideas in 
chapters 2 and 3 in order to create future flow scenarios for the NYC reservoirs in the DRB.  The 
goal is to understand how water demand evolves over time, where changing water policies are 
essentially proxies of demand.   
Since 1954, the Delaware River has been managed under the framework of a Supreme 
Court decree and the subsequent concomitant intergovernmental collaboration between New 
York State, New Jersey, Pennsylvania, Delaware, New York City (NYC) and the US federal 
                                                          
3
 Ravindranath, A., N. Devineni and P. Kolesar (2016). An Environmental Perspective on the 
Water Management Policies of the Upper Delaware River Basin, Water Policy Journal, Vol. 18, 
Issue 6, pp. 1399 – 1419, https://doi.org/10.2166/wp.2016.166  
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government.  Taking an environmental perspective, I will review the evolution of water release 
policies for three NYC reservoirs from the issuance of the 1954 decree through the 
implementation of the Flexible Flow Management Program (FFMP) of 2007–2015 and examine 
the policies’ impact on the upper Delaware River. I describe governmental and institutional 
constraints on the development of Delaware water policy and show how modifications of release 
policies have enhanced aquatic habitat and ecological health in the upper Delaware while 
reliably delivering water to NYC and the Delaware’s other principal stakeholders. I describe the 
development of the FFMP in 2006, its subsequent modification, and its augmentation by NYC’s 
Operations Support Tool (OST) in 2012. Finally, I will discuss the negative ecological 
consequences of the 2010–2016 stalemate on Delaware water policy resulting from conflicts 
between the decree parties about current and future water rights, and how the stalemate derives 




Interstate water disputes in the United Sates are resolved via litigation filed in the US 
Supreme Court, interstate water compacts, or congressional allocation via legislation (Bennett et 
al., 2000). Interstate water compacts, which are negotiated agreements that, if approved by 
Congress, become federal law and are binding contracts between the signatory parties, are the 
preferred method (Bennett et al., 2000). There are currently 38 interstate water compacts in the 
United States (National Center for Interstate Compact [NCIC], 2016), and they have largely been 
characteristic of water policy in the western United States. Notable examples include the 
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Colorado River Compact of 1922, the Rio Grande Compact of 1939 and the Red River Compact 
of 1978. 
 In the eastern United States, the Delaware River Basin Compact of 1961, and its 
predecessors, US Supreme Court decrees of 1931 and 1954, which apportion the waters of the 
Delaware River among its adjacent states, are interesting case studies of the strengths and 
weaknesses of the interstate water compact approach. The Delaware River, originating in the 
Catskill Mountains of New York State, is the longest undammed river in the United States east 
of the Mississippi (Delaware River Basin Commission [DRBC], 2013). It flows through the 
states of Pennsylvania, New Jersey, and Delaware, emptying into the Atlantic Ocean in the 
Delaware Bay after running 330 miles from the confluence of its east and west branches at 
Hancock, New York (DRBC, 2013). Consequently, all four states have claims to Delaware 
water. The Delaware River Basin (DRB) (Figure 4.1) drains roughly 13,000 square miles and 
supplies more than 15 million people with water for drinking, agricultural and industrial use. The 
river is also an important recreational boating and fishing resource. A 2011 socioeconomic study 
estimated that the DRB contributes roughly $25 billion (10
9
) in annual economic value from 
recreational, water quality, water supply, ecotourism, agricultural, and port benefits and is 
responsible for more than 600,000 jobs and $10 billion (10
9
) in wages (Kauffman, 2011). The 
Delaware contributes to the water supplies of New York City and Philadelphia, and to parts of 
central New Jersey that are outside the basin. It provides aquatic habitats that are crucial for 
wildlife throughout its reaches, ranging from the trout of the upper river to the oysters of 
Delaware Bay. 
While water policy very directly impacts cold-water fish species that reside in the upper 
Delaware region, the river also supports migratory fish, including the American shad, blueback 
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herring, alewife, sea lamprey, American eel and shortnose sturgeon (National Park Service, 
2012). It is home to aquatic invertebrate and freshwater mussel species including the federally 
endangered dwarf wedge mussel (National Park Service, 2012). The trout of the upper Delaware, 
in particular, feed on various species of aquatic insects, the survival of which is highly dependent 
on sufficient water flows (Elliott, 1998). Moreover, the Delaware indirectly supports non-aquatic 
fauna, such as black bears, bald eagles, and ospreys (National Park Service, 2012). Water storage 
reservoirs built by New York City on the head-waters upstream of these habitats divert water out 
of the basin, thereby modifying upper river flows and directly impacting the aquatic insects and 
cold-water marine life, and potentially affecting other wildlife as well. 
 
Figure 4.1: A map of the complete DRB.  Inset shows the stations used for flow analysis.  (Source: Delaware River 
Basin Commission, http://www.state.nj.us/drbc/basin/map/) 
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In the New York City metropolitan area, more than 9 million people (about one-half of 
the population of New York State) are served by the City’s upstate reservoirs in Westchester 
County, the Catskill Mountains (Hudson River drainage) and the Delaware drainage of the 
Catskills. Roughly 50% of the inflow to the City’s three upper Delaware reservoirs (Pepacton, 
Cannonsville, and Neversink, which are frequently referred to in official documents as the PCN 
reservoirs) is diverted out of the Delaware Basin to the City, and these diversions constitute 
about 50% of the City’s needs. Mandated releases into the river from the PCN reservoirs are 
intended to meet multiple downstream objectives, including notably protecting the water supply 
well downstream for Trenton, Philadelphia and much of central New Jersey, and supporting the 
cold-water fisheries below the dams. Since 1932, the primary water policy/water management 
issue on the Delaware has been and remains today, how to balance the diversion needs of New 
York City, the interests of down-basin stakeholders and the needs of the aquatic ecology 
downstream of the reservoirs. It is worth noting that to a large extent, the internationally 
renowned ‘tail water’ trout fishery below the PCN reservoirs is the direct result of the cold-water 
bottom releases from the dams (Sheppard & Karat, 1978; Caucci, 1998). 
This chapter reviews and discusses, largely from the viewpoint of the impact on upper 
river aquatic ecology, the evolution of PCN reservoir release policies, with the goal of 
understanding how water demand works and evolves as a result of environmental and societal 
needs and externalities.  The “demand levels” alluded to in the previous chapter manifest here as 
release requirements (in MGD) in water policy for addressing multiple downstream objectives, 
and this water release data will be useful in the next chapter.  The analysis begins with the 
framework set out by the 1954 Supreme Court decree (347 U.S. 995 (1954)) that governs much 
of Delaware water policy and continues to the signing of the Interstate Delaware Compact of 
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1961, which established the Delaware River Basin Commission (DRBC) as a regulatory and 
supervisory body. The chapter will then move on to discuss the ‘Good Faith Agreement’ of 
1983, a release policy modification among the decree parties that was motivated primarily by the 
1960s drought of record. This is followed by a discussion of the development of DRB’s current 
Flexible Flow Management Program (FFMP), which incorporates the technology of New York 
City’s recently developed computer-based Operations Support Tool (OST) algorithm. Kolesar & 
Serio (2011) presented a thorough description of the development of the initial 2007 version of 
the FFMP and the improvements that it was designed to make, including the details of the 
underlying model. The Joint Fisheries White Paper (official title: ‘Recommended Improvements 
to the FFMP for Coldwater Ecosystem Protection in the Delaware River Tailwaters’) of 2010 
assessed the impacts and shortcomings of the 2007 FFMP and made recommendations that led to 
its subsequent 2012 revision (New York State Conservation Department [NYSDEC] & 
Pennsylvania Fish & Boat Commission [PAF&BC], 2010).  Amplifying these works, and adding 
a broad policy context, the review in this chapter goes back to examine the history of the 
Delaware release policies prior to the FFMP, and then extends the picture to include the 
modifications to the FFMP made since 2007, most notably the incorporation thereto of the City’s 
OST algorithm in 2011 (NYCDEP, 2011). The trends in the annual reservoir storage levels, 
releases, spills into the river, water diversions to New York City and a system risk metric, the 
number of ‘drought days’ for the PCN reservoir system are then statistically assessed using the 
Mann-Kendall non-parametric trend test (Mann, 1945; Helsel & Hirsch, 2002). A non-parametric 
rank sum test was also conducted to verify whether the differences (before and after the FFMP) 
in the 7-day low flows (a measure of the ecological health of the river) below the dams are 
statistically significant. This chapter concludes with a discussion of open issues on the River 
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including the current Delaware water policy stalemate among parties to the 1954 Supreme Court 
Decree, who collectively hold the decision rights on Delaware water allocations. 
Section 4.3 is a brief overview of the DRB and the evolution of New York City’s water 
supply system. Section 4.4 discusses consequences of the 1954 Decree and the nine subsequent 
DRBC-administered revisions to the Delaware release policies, along with modifications via the 
Good Faith Agreement of 1983, focusing on the impact that these policies have had on the 
aquatic habitat of the upper Delaware.  Section 4.5 discusses the evolution of the FFMP from 
2007 to 2015 and its impacts.  Section 4.6 presents a quantitative analysis of the reservoir storage 
levels, releases and spills, the number of drought days and the 7-day low flows below the 
reservoirs. Finally, in Section 4.7, the summary, conclusions, and future directions are presented, 
including a discussion of the 2011–2016 policy stalemate. 
 
4.3 Some Background and Early History 
 Before 1830, the residents of New York City relied on local water sources. By 1830, 
faced with declining water quality and a growing population, the City turned beyond its local 
resources to the Croton River of Westchester County for additional supply, and when in the early 
20th century it needed more water, it then turned to New York State’s Catskill mountains 
(Endreny, 2001). The City’s original Catskill reservoirs were in the Hudson River drainage 
basin, as is the City itself. By the 1920s, the City, though itself not in the DRB, looked to the 
Delaware to quench the thirst of its rapidly growing population. However, in 1929, New Jersey 
brought suit in the US Supreme Court to prevent New York City from using the waters of the 
Delaware (Endreny, 2001). In resolving this case, entitled State of New Jersey vs. State of New 
York and New York City, (283 U.S. 336 (1931)), the court permitted the City to build two dams 
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(Pepacton and Neversink), and to divert an average of 19.3 m
3
/s from the basin (stated as 440 
million gallons of water per day (MGD) in the order) with the provision that it maintains a 
minimum discharge of 43.47 m
3
/s (stated as 1,535 cubic feet per second (CFS) in the decree) at 
the United States Geological Survey (USGS) gage on the Delaware at Montague, New Jersey 
(283 U.S. 336 (1931), DRBC, 2013).  This first policy is our first example of an official 
statement of water demand.  There was no representation of the environmental interests during 
the 1931 case, nor were there any specified provisions for ecological flows in the decree. There 
is little documentation concerning the environmental impacts of the dams in the interim until the 
1960s (New Jersey Department of Environmental Protection (NJDEP), personal 
communication). 
 Disputes over water rights on the Delaware go back to colonial times and their 
continuance since then in no small part explains why the Delaware remains undammed along the 
330 miles of its main-stem to this day (Weston, 1989; Albert, 2005). Motivated in part by a 
severe Delaware flood in 1955, the federal government in 1965 proposed an ambitious 
multipurpose Tocks Island Dam Project to be located between the Delaware Water Gap and Port 
Jervis, New York. The dam and the resulting reservoir would, in addition to flood control and 
recreation, be used to generate hydroelectric power, and some of the water in the reservoir would 
be pumped to supply water to New York City and Philadelphia. A formidable environmental 
coalition soon opposed the project. A re-analysis of the local geology questioned the soundness 
of the proposed structure, and its economic rationale was questioned as well. With Congressional 
support evaporating, the DRBC, in 1975, voted to disapprove the Tocks Island Project and hence 
the constraints on water supply on the Delaware would remain essentially fixed into the fore-
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seeable future, leaving the Delaware to run free from the PCN dams on its headwaters to the sea 
to this day (Felverson et al., 1976; Albert, 2005). 
 
4.4 The Supreme Court Decrees of 1954, the Delaware Compact of 1961 and the Good 
Faith Agreement of 1983 
The 1931 decree stood until 1952 when New York City, intending to build a third 
Delaware dam, petitioned the Court to increase its diversion of DRB water. New Jersey objected 
again and, with Pennsylvania and Delaware now joining the case, the Decree Parties – the States 
of Delaware, New Jersey, New York, and Pennsylvania, along with New York City – returned to 
Court. An amended decree, issued on June 7, 1954 and consented to by all of the Decree Parties, 
permitted the City to increase its diversions to 35.05 m
3
/s (stated as 800 MGD in the decree), 
contingent upon the construction of the Cannonsville reservoir on the Delaware’s West Branch, 
and on the City’s maintaining a minimum discharge of 49.55 m
3
/s (stated as 1,750 CFS in the 
decree) at Montague, N.J. This latter provision was meant to ensure adequate streamflow 
downstream and control Delaware estuary salinity (NJDEP, personal communication). The 
decree also permitted an out-of-basin diversion by New Jersey of 4.38 m
3
/s (stated as 100 MGD 
in the decree) to central New Jersey via its Delaware and Raritan Canals. This now constitutes a 
second water demand statistic, as a function of the policy that created it. A River Master 
designated by the U.S. Geological Survey was appointed by the Supreme Court to administer the 
flow and diversion provisions of the amended decree. In addition to the River Master’s ‘directed 
releases’ which maintain the Montague flow target, the decree required that the City release into 
the Delaware an ‘excess release quantity’ (ERQ) of 83% of the volumetric difference between 
New York City’s total combined system safe yield and its expected coming year’s water usage – 
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the release being made according to a complex seasonal pattern. A noteworthy provision of the 
1954 decree enabled the parties to petition the court for modification of the decree’s provisions 
at any time, notwithstanding their unanimous subscription to the decree itself (347 U.S. 995 
(1954); Delaware River Basin Interstate Flood Mitigation Task Force, 2007; NJDEP, personal 
communication; Kolesar & Serio, 2011). 
 While the 1954 decree laid out a broad framework for water allocation on the Delaware, 
many problems remained unaddressed, notably flood protection and down-basin water pollution. 
The interstate and the interjurisdictional setting were complicated and cumbersome. When the 
DRBC was created, some 43 state agencies, 14 interstate agencies, and 19 federal agencies had 
exercised a multiplicity of splintered powers and duties within the watershed (DRBC, 2010). 
These open issues and the severe flooding from two 1955 hurricanes led to the Delaware 
Compact of 1961, which was established by joint action of the legislatures of the four Decree 
Party states and the U.S. Congress (Albert, 2005). The Compact created the DRBC as an 
intergovernmental regulatory and supervisory body for the Delaware.  Such a regulatory body 
would no doubt have an impact on the evolution of policy in the basin. 
Although the DRBC nominally has authority over water allocation, its active powers are 
enormously curtailed by a provision in the Compact stating that no modifications of the water 
rights set out in the 1954 decree could be made without the unanimous consent of the Decree 
Parties. Moreover, the signatories to the Compact abrogated their rights under the 1954 decree to 
petition the court for modification of its provisions. Thus, while creating an instrumentality for 
interstate collaboration, the stage was set in the 1961 agreement for the water policy stalemate of 
2010 to 2016 – a dilemma that shall be discussed subsequently. In effect, the Compact granted to 
each of the decree parties an ironclad veto on any modifications to water release policy. 
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The diversion allocations, flow targets and release rules of the 1954 decree proved 
deficient during the historical drought of 1961–1967, the so-called ‘drought of record’, during 
which it was impossible for New York City to divert its 35.1 m
3
/s (800 MGD) guarantee from 
the PCN reservoirs and simultaneously satisfy the flow requirement at Montague (DRBC, 2013). 
Additionally, it became obvious that the Supreme Court ruling had not considered the need for 
‘conservation releases’ (DRBC, 2013) to ensure that aquatic life would not be endangered by 
low flows or excessive water temperatures. 
As there was not a strong environmental movement in the upper Delaware at the time, it 
is not surprising that no consideration was given in the 1954 decree to maintaining adequate 
ecological flows in the upper River.  Recall that the main motivation for the Montague flow 
target constraint was salinity protection for Trenton. A shortcoming of the decrees’ target was 
that maintenance of a 49.55 m
3
/s (1,750 CFS) flow some 100 km (60 miles) downriver from the 
dams at Montague was not itself sufficient to protect the upper River since inflows between the 
dams and Montague could meet the target even while the upper stretches of the river were 
starved of water. Although minimum conservation flows were not prescribed in the Decree, an 
informal ‘gentleman’s agreement’ between the City and New York State Conservation 
Department (NYSDEC) specified conservation flows equal to the minimum flow of record prior 
to the construction of the reservoirs. Such small conservation releases were paltry in comparison 
to the Montague guarantee and severely restricted the suitable aquatic habitat to very short 
reaches below the dams (Elliott, 1998). The inadequacy of these releases, together with the 
observation that the concomitant ‘hoarding’ of water behind the reservoirs resulted in predictably 
extensive and wasteful spilling each spring, led in 1976 to the passage of Article 15 Title 8 of 
New York State’s Environmental Conservation Law that included ‘augmented conservation 
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releases’ for the PCN reservoirs, the so-called Part 671 releases (Elliott, 1998). Thereby, New 
York State unilaterally imposed a conservation policy on the City and, in effect, on the other 
Decree Parties as well. This law also established temperature targets of 23.9 °C (75 °F) as a daily 
maximum and 22.2 °C (72 °F) as a daily average at the Callicoon, Harvard, Woodbourne and 
Hale Eddy USGS gages downstream of the PCN dams (see Figure 4.1), and further specified that 
these targets would be met by cold-water releases from a ‘thermal stress bank’ of 6,000 CFS-
days of water to be administered by NYSDEC. Such ‘banks’ were not actual water, but rather 
‘paper accounts’ to be called on when needed, provided that enough water was actually in the 
reservoirs. Over time, it would prove to be impossible to meet these targets with the amount of 
water thus allocated (NYSDEC & PAF&BC, 2010; Kolesar & Serio, 2011).  Thus, the water 
policies evolved and transformed based on the ecological water demand that required more of the 
water released to be sent downstream as ecological flows, and to prevent large, extensive spill 
volumes. 
Since the New York State law’s higher conservation releases would reduce the amount of 
water stored behind the dams, the City and other Decree Parties objected, and New York City 
brought suit to block them. When follow-on studies by the NYSDEC and experience showed the 
beneficial ecological impacts and low risk of the new release rules, they were codified in the first 
DRBC official release policy following negotiations (DRBC Docket D-77-20 CP) and went into 
effect initially on an ‘experimental’ basis in May 1977 (Weston, 1989).  NYSDEC had taken 
over from the City the responsibility of administering the conservation releases, and this 
continued until the June 1980 ‘stipulation of discontinuance’ of the lawsuit that the City had 
brought (NYS Supreme Court Index N. 5840/80). The implementation of these augmented 
release rules continued unmodified with annual extensions until the first major release rule 
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revision; the so-called Revision 1 of November 1983 (DRBC, D-77-20 CP Revised). The 
negotiations that led to Revision 1 were closely linked to and happened in parallel with the 
Decree Party discussions that resulted in the ‘Good Faith Agreement’ of 1983. 
Notwithstanding its mission to act as stewards of the basin’s water resources, and despite 
having specific responsibilities for instream flow management and integration of environmental 
and economic needs in the basin, the DRBC took no action with respect to the ecology of the 
upper River from the signing of the Compact in 1961 until compelled to act by New York State’s 
initiatives in 1977. In fairness, it must be stated that shortly after the signing of the Compact, the 
Decree Parties, and the DRBC were confronted with the severe drought of the early 1960s – a 
stress for which their systems were prepared.  Enough water had been in reserves to meet the 
demands during the drought-of-record, although the upper River’s demands had not been met. 
In 1978, motivated by the inadequacy of the 1954 Decree framework to handle the 1960s 
drought-of-record, Decree Parties began negotiations that culminated in the unanimous ‘Good 
Faith Agreement’ of 1983 (Albert, 2005; DRBC, 2013), which is a third example of a change 
in demand. This Agreement, recognizing that the sustained yield of the PCN system was 
considerably less than had been calculated in the 1954 decree, recomputed the yield using the 
1960s drought data and specified a staged set of diversion and release reductions based on 
reservoir storage conditions as specified by a set of seasonal ‘Operational Curves’ (p. 4 of the 
Agreement). For example, the standard New York City (NYC) diversion of 35.1 m3/s (800 
MGD), the standard NJ diversion of 4.38 m3/s (100 MGD) and the standard Montague discharge 
target of 49.6 m3/s (1,750 CFS) now only applied while reservoir storage was above the drought 
warning curve. If the storage fell below the drought warning condition, the NYC diversion would 
drop to 22.8 m3/s (520 MGD), the Montague target to 31.2 m3/s (1,100 CFS) and the NJ 
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diversion to 2.85 m3/s (65 MGD) (NJDEP, personal communication). However, just as the 
protocols of the 1954 Decree were unprepared to deal with droughts, the Good Faith Agreement 
was unequipped to deal with the major floods of September 2004, April 2005 and June 2006 
(DRBC, 2013). Moreover, from the viewpoint of the conservation community on the upper 
Delaware, even the Good Faith Agreement’s ‘augmented’ conservation releases were judged 
insufficient and decades of dispute would follow. For example, Kolesar & Serio (2011) 
document that on July 25, 2005, shortly after a major flood in April of that year, while the 
reservoirs were nearly full, and air temperatures were in the 30 °C range (86 °F), the 
conservation releases from the critical Cannonsville Reservoir were only 3.54 m3/s (125 CFS), 
which led to lethal water temperatures for the trout in the upper Delaware. 
The 1983 Good Faith Agreement also adopted the location-specific thermal targets that 
had been recommended by NYSDEC in 1977, and the thermal cold water bank to be used to 
achieve them was increased to 48,831,822 m3 (12,900 million gallons) of water. Still, the 
thermal targets were often violated either because the banks were depleted early in the season or 
conservative water management, faced with uncertain weather over the remainder of the 
summer, would hesitate to make needed releases and the ‘thermal bank’ would go unused only to 
be wastefully spilled in the following spring (NYSDEC & PAF&BC, 2010; Kolesar & Serio, 
2011). Years later, in 2010, the NYSDEC and Pennsylvania Fish and Boat Commission 
(PAF&BC) would cite the following reasons for the failure of the thermal bank method: (i) 
meeting temperature and/or flow targets involves combining weather forecasts, current stream 
conditions, models and experience to predict how much water must be released in advance to 
maintain targets; (ii) various interested parties have different ideas about when and how water 
should be released from a bank; and (iii) the thermal banks were too small. 
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In the interval from the DRBC’s first release policy, Docket D-77-20 CP of May 1977, 
through the adoption of the FFMP in September 2007, there were nine revisions of D-77-20. 
Except Revision 1 in November 1983, Revision 7 in May of 2004 and Revision 9 of September 
2006, the changes were relatively minor adjustments of the conservation releases, thermal 
targets, and thermal/habitat protection banks. (An overview of the modifications, and the detailed 
modifications themselves are posted on the DRBC website and available for download at 
http://www.nj.gov/drbc/programs/flow/resolutions. html).  As detailed above, Revision 1 of 
1983, implementing the recommendations of the Good Faith Agreement, made substantial 
modifications by lowering conservation releases if the basin moved into a drought warning or 
drought emergency condition. The important point is that Revision 1 was the last revision to be 
approved without an expiration date, and hence, could become the fallback release policy should 
the Decree Parties in the future fail to reach agreement on subsequent revisions or extensions, 
such as to the FFMP. This threat was implicit in DRBC release policy negotiations in 2010 and 
undoubtedly plays a role in the current 2012–2016 Decree Party release policy stalemate.  
Revision 7 of 2004, the next significant change, made a number of substantial modifications in 
addition to its tweaking of the several Habitat Protection ‘banks’. There was now an Excess 
Release Quantity Bank, a Thermal Release Bank, a Supplemental Release Bank, and an 
Amelioration Bank, all of which were interrelated in a complex fashion with each other and with 
the ERQ that had been established in the 1954 decree. Revision 7 also established, subject to 
water availability in the Habitat Protection Bank, a new concept by setting minimum flow targets 
at Hale Eddy on the West branch, at Harvard on the East branch and at Bridgeville on the 
Neversink. This led to an adjustment of the reservoir Rule Curves that define the several drought 
conditions (Figure 1 of Revision 7). The Revision went on to recognize the impact on the upper 
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Delaware of the City’s strong propensity to make almost of all the River Master’s directed 
releases with low-quality water from Cannonsville into the West branch while starving 
Neversink of releases. The Revision went on to take an explicit account of the impact of water 
releases from Lake Wallenpaupack into the Delaware during times of drought. The conservation 
release rules were becoming increasingly complex and gave an observer the impression of being 
held together with ‘chewing gum and baling wire’. The Decree Parties themselves recognized the 
unsatisfactory edifice they had evolved into, and in the preamble to Revision 7, stated their 
intention to develop a long-term program that ‘would be based upon sustainable sources of 
water, while considering overall needs in the tail waters below the city Delaware reservoirs and 
in the main-stem and in the bay’. NYSDEC was commissioned to conduct an evaluation and 
monitoring plan and provide the DRBC with a number of scientific reports. The need to 
ultimately deal with the issue of the federally endangered dwarf wedge mussel’s requirements 
was explicitly recognized, as was the intention to fund an update of the so-called OASIS model, 
a computer simulation of Delaware River flows, (Phillips, 2004) (Despite its ‘endangered’ status, 
the dwarf mussel issue had not been addressed at the time of writing in 2016.) 
Although Revision 7 was intended to endure until May 31, 2007, nature intervened when 
the Delaware suffered severe floods in 2005 and 2006 (Delaware River Basin Interstate Flood 
Mitigation Task Force, 2007). Political pressure from the public and the governors of 
Pennsylvania and New Jersey led to Revision 9 in 2006, which patched a ‘spill mitigation 
program’ onto the structure of Revision 7. This was a program of increased releases from the 
PCN reservoirs whose goal was to achieve an 80% reservoir void from September 1 to February 
1. (See Figure 1 of Revision 9.) The spill mitigation discharges would be curtailed if River 
reaches were already flooded. Because the PCN reservoirs were not designed for flood 
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mitigation, the DRBC employed the euphemism ‘spill mitigation’ rather than ‘flood mitigation’. 
Naturally, flood mitigation is what the public desired. 
Given the Rube Goldberg complexity of its release policy, the ongoing tension between 
the ecological, New York City, and down-basin needs (i.e. water demands), and the now 
prominent issue of downstream flooding, the DRBC recognized, as it stated in Revision 7, the 
need for a sustainable long-term solution to the water allocation of the Delaware. Despite their 
commitment to developing a fundamentally new solution by May 2007, between the signing of 
Revision 7 in April 2004, and the spring of 2006, no new analyses or design activities had been 
undertaken by any of the Decree Parties. The official system was in paralysis, and it was into this 
policy development gap that an outside fishery-oriented conservation coalition would insert 
itself. 
 
4.5 The FFMP of 2007 – 2011: Design principles, PROS and CONS 
 Frustrated with the inadequate conservation releases and the mind-boggling complexity 
of Revision 7, the fishing voices continued to express deep dissatisfaction with the status quo 
during the decade of the 1990s and into 2004, complaining that base releases were too low and 
destructively variable. One very vocal group, the Friends of the Upper Delaware, called for a 
simple parochial solution: ‘Just establish a summertime minimum release of 600 cfs, [16.99 
m
2
/s] from Cannonsville, with a winter minimum of 300 cfs’. That this proposal would put the 
PCN system into drought condition more than 30% of the time and that reservoirs would seldom 
refill by spring was not recognized nor was it their concern (Fullerton, 2004; Kolesar & Serio, 
2011). In January 2006, recognizing the flaws of the current release policies and realizing that a 
window of opportunity had been opened by the Decree Parties by their set-ting a goal for a 
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fundamental revision by May 2007, and intending to take advantage of the newly available 
technical models of the Delaware, a coalition of four conservation organizations (The Nature 
Conservancy, Trout Unlimited, The Delaware River Foundation and Theodore Gordon Fly-
fishers), with technical support from the Water Center of Columbia University, undertook a 
research and advocacy project that culminated in the adoption of the FFMP by the Decree 
Parties. The development of the FFMP, which relied heavily on collaboration between the 
conservation coalition and staff from the NYSDEC, is detailed in Kolesar & Serio (2011). 
 The FFMP has gone through several revisions since its inception in 2007. In this section, 
omitting details, we discuss the motivation behind the initial policy design choices made by the 
coalition in 2007, its actual performance since implementation and the modifications 
subsequently made.  The FFMP was developed from an operations research-based inventory 
management approach and the original model, known within the coalition and in presentations to 
the DRBC as the Adaptive Release Framework, was developed at Columbia University by 
Kolesar & Serio (2011) and Friends of the Upper Delaware River (2007). The designers’ goal 
was to provide maximal benefit to the aquatic habitats downstream of the NYC reservoirs 
without increasing drought risk to the City or the down-basin stakeholders. Detailed and 
extensive quantitative research was made possible by the prior existence of the aforementioned 
OASIS simulation model of Delaware flows and by the timely completion in 2006, while the 
project was already well underway of a USGS-developed model which converted OASIS-
simulated Delaware River flows to estimates of aquatic habitat by species, by season and by river 
reach (Bovee et al., 2007). Having quantitative estimates of drought days (risk) and habitat areas 
(benefit) permitted the coalition to present specific cost-benefit trade-offs to the Decree Parties. 
They were thus able to demonstrate that the proposed FFMP rules could produce substantial 
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benefit at little risk. Moreover, the recommended FFMP structure, by being substantially simpler 
than its predecessors, would be easier and more economical to manage. In a time of considerable 
budgetary stress on the agencies managing the Delaware, this was a strong selling point – 
perhaps the most telling one.   
 The FFMP model that was ultimately adopted by the DRBC in September 2007 utilized 
the Adaptive Release Framework in almost all particulars except that the Decree Parties, being 
more risk-averse, reduced the coalition’s recommended summer and spring Cannonsville 
releases. When implemented, the Decree Parties’ reductions in releases led to predicted habitat 
shortfalls and unnecessary spills, as compared to what could have been (NYSDEC & PAF&BC, 
2010). However, even in its initial form, the FFMP proved an improvement over its 
predecessor’s release policies – though not without complaints from some in the fishing 
community (Fullerton, 2004). 
 We briefly describe the policy thinking behind the FFMP design. The FFMP, similar to 
its predecessors, aimed to follow the DRBC charge to: 
 
address[es] competing needs and uses, including safe and reliable water supplies to serve the 
needs of over 17 million people; drought management; flood mitigation; protection of the cold 
water fishery; a diverse array of habitat needs in the main stem river, estuary, and bay; and 
salinity repulsion (USGS, 2012). 
 
The FFMP design was based on two core principles and one major constraint. The 
primary design principle, one that was derived from industrial inventory theory and feedback 
control concepts, was that conservation releases should be tightly linked to the amount of water 
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actually in storage, and consequently, FFMP releases would be larger when there was abundant 
water and smaller when reservoir storage levels were below a set of prescribed reservoir levels, 
the lowest of which was ‘drought emergency’. To avoid confronting the Decree Parties with too 
much change at one time, and to enhance the chances of approval of the FFMP, the FFMP’s rule 
curves were built on and amplified the familiar curves of Revision 7 – even though they were 
clearly suboptimal. 
The second FFMP design principle, in recognition of the inefficacy and complexity of 
Revision 7’s cumbersome system of banks, temperatures and flow targets, was to eliminate 
them! The designers knew that this provocative choice could expose the upper river to some risk, 
but their analytically-informed view was that the risk was not significant and could be managed, 
though not entirely avoided. The coalition’s mantra, frequently touted to the fishing community 
to gain their support, was ‘We’ll do our best with the base releases, but then let’s let the River be 
a river’. 
The FFMP’s release parameters were constrained by the Decree Parties’ dictate for 
‘drought-risk neutrality’. That is, the Parties required that the predicted number of days during 
which the reservoir storage would be at or below ‘drought watch’ under the FFMP could not 
exceed the drought days under Revision 7. These risk metrics were to be estimated by OASIS-
generated daily hindcasts over the historical period of record from 1/1/28 to 9/30/00. This was a 
telling constraint: The research team and their NYSDEC collaborators recognized that it was not 
possible to adhere to this constraint and provide thermal protection on the main-stem Delaware 
under all conditions. A priority was placed on maintaining suitable summertime water 
temperatures and year-round habitat in the West Branch, in the upper sections of the East Branch 
and the upper sections of Neversink River. This point is treated extensively in the Joint Fisheries 
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White Paper (NYSDEC & PAF&BC, 2010; The Joint Fisheries White Paper, 2010). 
Additionally, to reduce the likelihood of reservoir spilling during major storms or sudden thaws, 
the discharge mitigation component of Revision 9 was continued in the FFMP (USGS, 2012). 
The FFMP was implemented on October 1, 2007, and two minor modifications were 
made before its expiration on May 31, 2011. In assessing its performance and impacts, two 
aspects must be considered: the overall statistical metrics of flows, temperatures and the like as 
evaluated by scientists and river managers on the one hand, and the on-the-river informed views 
of fishermen, boaters, homeowners and other interested parties. Overall, scientists were pleased 
with the performance of the FFMP in some regions of the upper Delaware. The NYSDEC and 
PAF&BC in their 2010 White Paper state that water temperatures in the West Branch down to 
Hancock, NY and in the upper sections of the East Branch and the Neversink (the areas of 
priority mentioned above) remained suitable for cold-water species and organisms, even when 
summer air temperatures exceeded 32.2 °C (90 °F) in June of 2008. However, they also pointed 
out that summer water temperatures rose enough to stress the main-stem’s trout severely. 
Furthermore, precipitation patterns along the upper Delaware played a role: during August and 
early September of 2008, there were no River Master directed releases, and the late summer 
flows on the West Branch were the lowest that had been recorded in 30 years. Over the rest of 
the year, flows were marginally better in the West Branch than they were under Revision 7 
(NYSDEC & PAF&BC, 2010). Both Kolesar & Serio (2011) and the NYSDEC and PAF&BC in 
their 2010 White Paper agree that year-round releases were below where they needed to be to 
support healthy aquatic habitats in the upper River, and both advocated that base releases be 
revised upward. The White Paper specifically states that ‘the FFMP release schedule does not 
provide acceptable year-round flows for habitat protection, and temperature in certain segments 
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of the main-stem will frequently exceed desirable levels’. They go on to assert that the 
maintenance of good flow is necessary for fish spawning, egg incubation and fry hatching. 
Kolesar & Serio (2011), who were the program’s founding fathers, had campaigned from 
the outset for higher releases than those in the 2007 FFMP. Their recommended release schedule, 
called the CP2 model, differed from those of the 2007 FFMP framework as follows: (i) whereas 
the FFMP called for a 7.08 m
3
/s (250 CFS) summer release from Cannonsville, CP2 called for 
9.91 m
3
/s (350 CFS), and (ii) whereas the FFMP called for a Cannonsville spring release of 5.09 
m
3
/s (180 CFS), CP2 called for 7.08 m
3
/s (250 CFS)). Indeed, OASIS simulations and the USGS 
habitat model estimated that trout and American shad habitat would increase by roughly 150% in 
the main-stem Delaware under CP2 while the drought-risk to New York City would increase by 
barely 4% (Kolesar & Serio, 2011). 
In June 2009, the DRBC increased the reservoir releases to nearly match those 
recommended by the CP2 model and by the White Paper. FFMP performance improved during 
its second year of implementation. During the summer of 2009, due to the flood-mitigation 
component of the FFMP, there was no flooding along the Delaware despite excessive 
precipitation. However, flooding was widespread in waterways neighboring the Delaware in the 
northeastern US. 
We will now examine some additional expected benefits of the FFMP. The information 
in the following paragraphs summarizes the assessment found in Kolesar & Serio (2011). 
Economic benefits: Extrapolations from a 1996 study for Delaware County, New York 
(home of the Cannonsville dam and the West Branch of the Delaware) to the larger upper 
Delaware region in the year 2010 imply an important increase in economic activity on the local 
economy, namely, an overall increase in economic activity due to improved fishing conditions 
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by $84 million. The improved fishing results since the higher releases yield: a better quality of, 
and an increased number of fishable days during the prime two-month spring fishing season, an 
extension of the fishing season into the summer, and an extension of the trout habitat further 
downstream. 
Flood mitigation: The FFMP higher base releases result in lower average reservoir 
levels, with particular efficacy at the end of the summer season. This reduction is amplified by 
the spill mitigation component. As mentioned above, the Delaware did not flood in 2009, a year 
during which neighboring waterways suffered badly from flooding. 
Recreational benefits: With fewer low-flow days, recreational 
boating/kayaking/canoeing, etc., becomes a more pleasant and enjoyable experience, benefitting 
the local economy and local canoe and rafting liveries. 
Finally, as mentioned above, the FFMP decreases administrative complexity and has 
allowed for a modest reduction of administrative staff – at least within NYSDEC. 
With minor revisions, the FFMP has been extended on a provisional year-by-year basis 
since 2007, the latest extension being due in 2016. A substantial revision in 2011 addressed a 
fundamental shortcoming of the FFMP that stemmed from another design constraint that had 
been imposed by the Decree Parties; namely that all design modeling must assume that New 
York City would always divert its full allowable 35.1 m
3
/s (800 MGD) diversion, even though it 
was well known that actual diversions over the prior decade had averaged about 25.1 m
3
/s (550 
MGD) and were not projected to increase over the foreseeable future. By imposing this worst-
case scenario constraint, the Decree Parties effectively forced the wasting of water. By assuming 
that water would be diverted even though it would not be, and thereby holding it behind the 
reservoirs in summer, that water would spill in the following spring to no one’s benefit. The 
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Decree Parties even refused to permit a presentation of any analyses based on more realistic 
diversion scenarios. 
Extending the analysis they had done in the original FFMP design to more realistic City 
diversion scenarios, Kolesar and Serio showed that realism about diversions would lead to 
substantially superior release policies. Their policy modification, called the ‘augmented FFMP’, 
was presented to the DRBC in January 2008 (Kolesar & Serio, 2008). The immediate reaction 
was that ‘The City will not even discuss such a proposal’. Yet, four years later, the concept of 
keying releases to anticipated actual diversions was incorporated into the 2012 FFMP when it 
was augmented as part of the City’s Operational Support Tool (OST) (DRBC, 2015; NYCDEP, 
2012). 
The OST is a complex set of water allocation and forecast algorithms whose original 
mission was to assist the NYCDEP in managing water turbidity issues in its (non-Delaware) 
Catskill reservoirs, such as the Ashokan reservoir. The OST periodically, say weekly, generates 
forecasts of anticipated water inflows to the PCN reservoirs from the current date forward to the 
end of the water year (June 1 for the PCN system). It also provides an estimate of the expected 
City diversions from the PCN reservoirs from the current date to the end of the water year. Given 
the total storage in the PCN system on the current date, and the targeted end-of-year storage 
(typically having full reservoirs), the OST computes the quantity of water available for release 
over the rest of the year, and uses this to guide its choice of the FFMP releases to be made. Such 
computations are posted on the Office of the Delaware River Master’s (ODRM) website 
(http://water.usgs.gov/osw/odrm/) whenever the FFMP/OST changes from one release table to 
another. Since the OST-augmented FFMP began being implemented in June 2011, such postings 
have appeared approximately monthly. Because the OST’s forecasts permit a more realistic 
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assessment of water availability, the OST should theoretically make it possible to achieve higher 
conservation releases than would be possible under the rigid and unrealistic assumptions of the 
continual 800 MGD diversions. The analysis in Section 4.6 of this chapter indicates that this has 
been so, and statistical analysis of the OST summary postings on the ODRM website since June 
2011 has revealed that additional PCN water is available for conservation usage, even beyond 
the releases made. This water availability estimate supports the current goal of the conservation 
community to have a thermal relief program implemented in the upper Delaware (to be discussed 
in Section 6, Conclusions). Such a pro-gram could mitigate the episodes of thermal stress that 
still occur in the upper River despite the advances in release policy brought about by the FFMP 
(Kolesar et al., 2012, 2015). This latest DRBC release policy, now called FFMP-OST, holds the 
promise of further improving the ecological health of the upper River, as it uses water more 
carefully. 
 
4.6 An Analytical Review of the Release Policies 
4.6.1 Exploratory Analysis of the Reservoir Data 
 An exploratory data analysis was performed to evaluate whether the improvements 
intended by the FFMP policies occurred. Data describing the drought criteria rule curves over the 
PCN reservoirs’ water year (June 1 to May 31 of the following year) are obtained from the 
Delaware River Master (FFMP, 2015) and shown in Figure 4.2.  These four curves delineate the 
reservoir storage zones and represent the drought threshold levels for the system. The 
corresponding drought zones are designated L2 to L5 representing normal (L2), drought watch 
(L3), drought warning (L4), and drought emergency (L5) conditions. L2–L5 rule curves are used 
to maintain adequate storage at all times to ensure New York City’s 35.1 m
3
/s (800 MGD) by 
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controlling downstream flow release. The release rate for the reservoirs is dictated by how the 
combined storage of the reservoirs lies in relation to the rule curves. Data for the Cannonsville, 
Pepacton and Neversink reservoirs from the DRB reservoir system were obtained from the New 
York City Department of Environmental Protection and used here. The dataset, running daily 
from January 1, 1982 to March 31, 2010, includes observed storage levels, diversions, 
conservation releases, directed releases, and spills – all in millions of gallons per day (MGD) – 
for each reservoir. We defined a yearly cycle beginning on April 1 of each year, which allowed 
us to include all of the data from 2010 as part of one complete annual cycle without com-
promising any of the critical summer season (June through August) data from any of the years on 
record. Hence, we have 28 complete yearly cycles. The given US customary units (MGD) were 
converted to SI units of cubic meters per second. Diversion releases, labeled as ‘NYC 
Diversions’ in Figure 4.3, are controlled out-of-basin discharges for New York City 
consumption. Conservation releases are controlled releases from the reservoir for maintaining a 
sufficient flow rate of water for downstream ecosystems and marine life. 
 
Figure 4.2: The drought rule curves for the NYC reservoirs under the FFMP.  (Source: Agreement of the Parties to 




The data for observed storage, spills, conservation releases and diversions for each of the 
three reservoirs were added and subsequently averaged over each of the 28 years. The general 
procedure is to discern trends in the storage levels, spills, conservation releases, diversion 
releases and percentage drought days and compare the directionalities between the pre- and post-
FFMP eras. Figure 4.3 shows the time series of the annual average storage, releases and spills 
and the percentage drought days along with the LOWESS (LOcally WEighted Scatterplot 
Smoother) smoothed mean estimated time series using robust local linear regression (Loader, 
1999). The LOWESS technique performs a weighted linear least squares regression using the 
data within a pre-defined neighborhood of the datum value being smoothed as the covariates of 
the regression while treating the datum value itself as the response. The smoothing coefficient 
was chosen to be 0.3, which means that at each step, we utilized 30% of the data (or roughly 9 
years) to smooth. This coefficient was chosen among several different candidates as it was found 
to avoid the pitfalls of over-smoothing and insufficient smoothing. Hence, the critical trends are 
observable in these smoothed time series. We also assess the monotonic trends in the average 
reservoir storage, releases and spills and the percentage drought days using the Mann-Kendall 
non-parametric trend test (Mann, 1945; Helsel & Hirsch, 2002). The Mann-Kendall test is a 
rank-based test that is typically used for detecting trends in the data with no assumption of the 
underlying distribution of the data (Helsel & Hirsch, 2002). Results (slope (tau) and the p-value) 
from the test are presented in Table 4.1. 
Figure 4.3(a) shows a steady, but not consistently, increasing trend in the average 
reservoir storage during the pre-FFMP era, indicating that before the implementation of the 
FFMP, an insufficient amount of water was being released from the dams and as a consequence, 
more water was held in storage. This was due to conservative release policies that, as discussed 
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before, were heavily concerned with holding more than enough water to supply New York City. 
This trend is seen to increase the most between 2001 and 2006 and begins to diminish and 
stabilize after that in the post-FFMP years. The Mann-Kendall tau (slope), which is significant at 
99% confidence interval, provides evidence for a monotonically increasing average storage in 
the reservoir over the last 28 years. Similarly, Figure 4.3(b) shows an initially increasing and 
then steady decreasing trend in New York City diversion releases before the year 2007, when the 
FFMP was implemented. In the post-FFMP era, this trend continues to decrease. This decreasing 
trend is also revealed through the Mann-Kendall test, which shows a negative slope that is 
statistically significant at 99% confidence interval.  This indicates an understanding that the 
amount of water allocated (35.1 m
3
/s or 800 MGD) for release to New York City was far more 
than the actual usage, and, even before the FFMP, these releases were duly decreasing. 
Improvements in infrastructure, various conservation efforts and increasing water rates have led  
Figure 4.3: From top to bottom: (a) Total observed average storage across the three reservoirs, for each of the 28 
years on record. The line is the LOWESS-smoothed time series of the data with a smoothing coefficient of 0.3, and 
the dots are the scatter plot of the actual yearly averages. (b) The total NYC diversions as top curve, the total 
conservation releases as bottom curve, and the total (annually-averaged) spills as the middle LOWESS-smoothed 
lines. (c) The LOWESS-smoothed time series of the percentage drought days across all three of the NYC reservoirs 
for each of the 28 years on record. Each panel includes a vertical line dividing the pre-FFMP and post-FFMP years 
to illustrate the change in trends. Note: cumecs ¼ m
3
/s (R Core Team, 2014). Please refer to the online version of 
the original manuscript to see this figure in color: http://dx.doi.org/ 10.2166/wp.2016.166. 
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to reduced water consumption in the City and hence reduced diversions from the reservoirs. 
The spills from the three reservoirs follow a noticeable increasing trend between 2001 
and 2006, but sharply decline after 2006 and this declining trend continues into the FFMP era. 
Conservation releases, illustrated by the orange time series in Figure 4.3(b), are consistently low 
for most of the pre-FFMP period, and only increase after the year 2001, towards the end of the 
pre-FFMP years. This increasing trend continues into the post-FFMP years, indicating that a 
concern for the welfare of the downstream marine life existed before the implementation of the 
FFMP. This concern was reflected in the FFMP as well, and conservation releases have 
continued to increase. This trend is also revealed through the Mann-Kendall test. Finally, Figure 
4.3(c) shows the time series of the percentage drought days per year. We define drought days as 
the total number of days when the reservoir storage is less than the L2 criterion. We see a 
decreasing trend that is gradual but virtually persistent until the implementation of the FFMP, at 
which point the percentage drought days becomes zero. 
Table 4.1: The results of the Mann-Kendall trend test for each of the time series listed (McLeod, 2011). 
 




Annual-Averaged Total Spills 0.206 0.1282 






%-Drought Days -0.367 0.012339 
Statistically significant slope parameters at 95% confidence interval are shown in bold font 
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4.6.2 Hypothesis test on downstream low flows 
 In addition to investigating the trends in the release data from the reservoirs, we also 
conducted a hypothesis test on the summer 7-day low flow data for the four primary monitoring 
gages downstream (Hale Eddy, Harvard, Bridgeville and Callicoon). We obtained the flow data 
from the USGS National Water Information System. We computed the 7-day low flow for the 
summer months of June, July and August for each station. The 7-day low flows, the smallest 
values of mean discharge over a consecutive 7-day period, is a common method for estimating 
the low-flow magnitude and a measure of water quality and ecological health (Smakhtin, 2001). 
We use the non-parametric Wilcoxon Rank Sum test (Hollander & Wolfe, 1973) to verify 
whether there is a significant change in the low flows below the reservoirs post-FFMP when 
compared to the pre-FFMP period. The rank sum test is used to test the null hypothesis that the 
two population distribution functions corresponding to the two random samples (pre-FFMP and 
post-FFMP) are identical against the alternative hypothesis that they differ by location (Helsel & 
Hirsch, 2002). Through this method, we test the statistical significance of a change in properties 
of a time series of the low-flow data before and after the institution of the FFMP. Table 4.2 
presents the W-statistic and the corresponding p-values for the four stations. It indicates that the 
null hypothesis, which states that there is no difference in the low-flow data before and after the 
policy institution in 2007, can be rejected in favor of the alternative hypothesis, which states that 
the FFMP policy altered (increased) the low flows below the reservoirs. We present the data 
distributions before and after the implementation of the FFMP in Figure 4.4 as boxplots. We can 
see that there is a definite increase in low-flows post-FFMP. However, it should also be noted 
here that precipitation in the region has trended upwards since the 1960s drought of the century 
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(Burns et al., 2007), and some of the increases in the flows may be attributed to the general 
upward trend in rainfall. 
Table 4.2: The results of the Wilcoxon Rank Sum hypothesis trend test for low flows before and after FFMP’s 
institution (R Core Team, 2014) 
   Wilcoxon Rank-Sum Test 
Station X  






Hale Eddy 40 9 47 0.000249 
Bridgeville 14 9 7 0.000110 
Harvard 30 9 13 0.000003 
Callicoon 32 9 46 0.001268 
The p-values that are statistically significant at the 95% confidence level are shown in bold font 
 
Figure 4.4: Boxplots comparing low flows before and after the FFMP’s institution for the four lower basin 





4.7 Summary, Open Issues, A Policy Stalemate and Its Resolution 
 The narrative of this chapter has described the long series of negotiations and agreements 
regarding Delaware release policies since the 1954 Supreme Court decree, concluding with the 
complex FFMP/OST of 2015. There emerges a theme of increasing concern for the environment 
of the upper River, coupled with an increasing sophistication of the release rules’ heavier 
reliance on quantitative scientific analysis. The quantitative section of the chapter indicates both 
long-term and immediate-term patterns of improving water availability for the ecology of the 
upper Delaware. Both the narrative and the analysis suggest that to a considerable extent the 
stated goals of the FFMP, to revise the previous release policies, to better sustain the fisheries 
and aquatic habitat downstream of the dams and to mitigate potential flood impacts in the basin 
without increasing the drought risk to the City, have been achieved. 
 While willingness to change policy has been demonstrated between 1954 and 2010, the 
inability of the Decree Parties to agree on any modifications to the FFMP between 2010 and 
2017 is perhaps indicative of potentially deep problems. To illustrate, here are some outstanding 
issues. 
 An environmental issue that has been on the agenda for the DRBC for some 20 years is 
responding to the ecological needs of the federally endangered dwarf wedge mussels that reside 
in the upper Delaware. As an endangered species, the dwarf wedge mussel requires protection 
and the DRBC has committed to attend to this issue. However, no progress has been made to 
date. 
In addition, the fishing community, while continuing to press for increased conservation 
releases above the FFMP-OST levels (Pettinger, 2012), have also identified two immediately 
pressing issues for which they argue that feasible solutions have been identified and presented to 
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the DRBC. The first and simplest issue is that by rigidly following the dictates of the 1954 
Decree on meeting the Montague flow target with precision, the River Master frequently calls for 
sudden drops in directed releases, which can be very destructive to the habitat. A more gradual 
ramping down of the directed releases over some days would more closely imitate what happens 
in nature, avoiding the sudden de-watering of the river that now occurs. It would easily solve the 
problem at a minuscule ‘cost’ in increased reservoir releases. The issue has been identified for at 
least four years, and a concrete proposal has been presented to and discussed within the DRBC. 
However, no action has been taken. 
The second, and more complicated issue is that despite the FFMP’s increased base 
conservation releases, water temperatures in the upper River can rise to lethal levels for the trout. 
Based on findings that such trout-stressing temperature episodes can often be predicted days in 
advance, that a statistical calibration indicates the amount of additional cold water required to 
mitigate them, and that in all but the most severe cases this water is, in fact, available, a 
framework for amelioration has been presented to the DRBC for implementation (Kolesar et al., 
2012). Again, no action has been taken by the Decree Parties. Further development of a thermal 
relief algorithm is also one of our current research activities. 
Several of the Decree Parties have informally recognized the desirability and feasibility 
of action on both the ramping and thermal relief issues, yet these two proposals were stymied. 
This is indicative of a larger dilemma: there was a water policy stalemate on the Delaware from 
at least 2010 to late 2017. At the December 3, 2015 public meeting of the DRBC’s Regulated 
Flow Advisory Committee (RFAC), the source of the stalemate was revealed as a disagreement 
(predominantly) between the State of New Jersey and New York City. New Jersey wanted a 
permanent end to the restrictions on its 100 MGD diversions during drought, restrictions that 
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were negotiated in the Good Faith Agreement. Furthermore, New Jersey, feeling that its water 
needs were not fairly met in the Good Faith Agreement, was calling for a complete reassessment 
of New York City’s water supply resources. To obtain satisfaction on its requests, New Jersey 
stated that it is blocking approval of any modifications to the Delaware release rules, however 
beneficial – including the two issues mentioned above (New Jersey Department of 
Environmental Protection (NJDEP), 2014; Ramie, 2015). Had there be no agreement among the 
Parties, the Delaware release policy could have reverted to Revision 1 of 1983 – to the detriment 
of the environment. 
Just below the surface were enormous financial stakes for both parties. New York City 
has depended heavily on the relatively cleaner water from its Delaware reservoirs (PCN) to avoid 
the need to filter the frequently turbid water available from its Hudson River drainage Catskill 
reservoirs. Maintenance of its federal filtration avoidance determination has motivated the City’s 
investment of millions of dollars in its OST system. It has been estimated that, should the City 
lose its federal filtration avoidance determination, it would have to invest in the order of $10 
billion (10
9
) in filtration facilities. On the other hand, New Jersey wanted to avoid making 
investments to increase its water resources and storage facilities (NJDEP, 2014). The provisions 
of the Good Faith Agreement, which force unanimity among the Decree Parties on any 
modification to the 1954 Decree’s apportionment rules, and its stipulation that they abandon their 
rights to return to the Court for redress, locked the Parties into a perpetual stalemate.  However, 
on October 26, 2017, this stalemate was broken when the Parties unanimously approved of a ten-
year, two-part FFMP, which guides the releases of water from the PNC reservoirs, flow 
objectives in the main stem of the river, and diversion releases by NYC and NJ (DRBC, 2017).  
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The decree parties continue to negotiate new agreements to this policy using forecasting tools 
and data (DRBC, 2017). 
Another symptom of the conflict of interest between New York City and in-basin 
Delaware stakeholders is the issue of the City’s use of water from its Croton reservoirs. After an 
investment of more than $3.2 billion (10
9
) in an improved filtration facility, water from the 
Croton system now meets federal water quality standards and means an additional 290 MGD of 
high-quality water is available to the City. How much of the available capacity will be used by 
the City, thereby alleviating some demand for Delaware water, remains to be seen. The City 
appears to be reluctant to use its new Croton plant near its capacity because of the cost of 
operating the pumping and filtration plant. 
In 2016 the Decree Parties and the DRBC faced many critical issues without a clear path 
toward resolution. And, in contrast to 1954 when little emphasis was placed on the River’s 
ecology, the environment of the upper River now had multiple voices. Since 2015 two 
environmental coalitions: The Upper Delaware River Tailwaters Coalition, a political advocacy 
coalition of the towns and villages below the PCN dams coordinated with the fishing oriented 
Friends of the Upper Delaware, and the Coalition for the Delaware Watershed, a constellation of 
some forty environmental organizations whose interests include the entire Delaware River from 
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This chapter briefly discusses and describes a decision model that uses stochastic streamflow 
simulations in a scenario-analysis framework with probabilistic constraints to determine an 
optimal demand space for facilitating decision-making on water release rules for reservoir 
management for several years in advance.  The probabilistic constraints in the proposed scenario-
analysis model control for the probabilities of reservoir storage falling below the L2 rule curve 
(chapter 4, Figure 4.2) and spill volume exceeding a certain percentage of water demand.  The 
stochastic streamflow simulations used in this chapter are streamflow reconstructions for the 
New York City (PCN) reservoirs, which are the reservoirs discussed in the previous chapter.  
The scenario-analysis model, which is simulation-based, was able to detect regime with good 
accuracy, and adjust the demand space recommendations accordingly, recommending demand 
spaces that consisted of lower values during dry regimes and recommending demand spaces that 
consisted of higher values during pluvial regimes.  The power of the demand space concept 
presented here lies in its ability to give the stake-holder or decision-maker the flexibility to make 
decisions within a feasible range of values recommended by the constrained decision model that 
produces them.  This chapter is brief in comparison to the previous chapters, and attempts only to 
demonstrate a proof-of-concept for a probability-based modeling framework in water 






 As discussed in chapter 2, an extended record of reconstructed streamflow data provides 
a fuller, more robust understanding of the various cycles, regime shifts, and return periods of 
major hydrological events.  It also incorporates climatic information through information from 
tree-ring chronologies that serve as predictor variables for the reconstruction.  Streamflow 
reconstructions are a type of stochastic simulations of streamflow data.  Given these 
reconstructions, chapter 3 saw the development of metrics that can characterize, quantify and 
identify the regime behavior in a given record of streamflow data, and it was demonstrated that it 
serves a particularly strong purpose for streamflow reconstructions.  The modeling framework 
presented in this chapter uses the metrics developed in chapter 3 on streamflow reconstructions 
in order to calculate two competing probability constraints on drought and spill risks.  These 
constraints on the model control the probability of spilling more than a volume of water worth 
half the current demand value, as well as the probability of exceeding the maximum drought 
severity defined by the L2 rule curve.  From this description, it is clear that the severity-to-
duration ratio and the spill volume-to-duration ratios (described in chapter 3) are relevant 
measures in calculating these probability constraints. 
 Since water resource managers anticipate needs and formulate allocation strategies that 
consider implementation lead times, a water allocation decision model is formulated that seeks to 
maximize the total reservoir release (water allocated for all purposes) over a planning period 
with an annual update frequency. As mentioned earlier, tree-ring based streamflow 
reconstructions (Devineni et al, 2013; Gonzalez et al, 2019) are used as the forcings, and the 
aggregate sectoral allocation (New York City diversions and environmental flows) is the 
decision variable while ensuring reservoir storage in the normal pool and low spills, at specified 
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reliabilities. This framework is modeled after reservoir allocation, optimal screening and 
capacity expansion models developed by Lall and Mays (1981), Matsumoto and Mays (1983), 
Lall and Miller (1988) and Sankarasubramanian (2009). The question, or problem, that is to be 
addressed is the problem of determining the optimal water policy, as an expression of water 
demand as discussed in chapter 3, in advance, given knowledge of historical and present regime 
behavior and cycles. 
 Section 5.3 discusses the structure of this scenario-analysis model and the equations 
associated with it.  Section 5.4 presents the results of the model with reconstructions by Devineni 
et al (2013) for the PCN reservoirs in the Delaware River Basin (DRB) entered as the stochastic 
streamflow input.  Section 5.4 also discusses these results briefly.  Finally, section 5.5 
summarizes and concludes this chapter. 
 
5.3 Background and Methodology  
 Figure 5.1 shows the general flow of the scenario-analysis method that is presented here 
as the focus of this chapter.  The process begins with gathering streamflow reconstruction data ?̂?.  
This is represented by the top left box in the flowchart of Figure 5.1, which reads “Stochastic 
Flows/Streamflow Reconstructions”.  The reconstructed streamflow data is then put through the 
modified sequent peak algorithm to derive the drought severity and spill volume data, along with 
the duration of dry regimes and pluvials, as defined by equations (3.1) – (3.7) in chapter 3.  This 
latter statement is represented by the second “wavy” box on the left-hand panel of Figure 5.1, 
which is directly beneath the “Stochastic Flows/Streamflow Reconstructions” box on the upper 
left.  This “wavy” box reads “Drought and Pluvial Simulation”.  Moving to the right-hand side of 
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Figure 5.1, the probabilistic constraints are subsequently defined and calculated based on the 
drought and pluvial metrics. 
 
 
Figure 5.1: A flow chart that visually demonstrates the scenario-analysis algorithm described in this chapter. 
 
The probabilistic constraints are defined at specified reliabilities in the following way.  Drought 
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Constraint (5.1) states that the probability of the annual drought severity-to-duration ratio value 
normalized by the combined storage, 𝑆𝑚𝑎𝑥, of the three PCN reservoirs being less than L2 is at 
least PD.  We specified L2 to be 0.6, which is the fraction of water in the reservoir from the top 
down that, if lost to a dry regime, would take the drought risk to the lowest allowable level of the 
L2 rule curve, as seen in Figure 4.2.  This is represented by the base of the L2 rule curve in Figure 
4.2, which occurs at a usable storage percentage of 40% (i.e., 60% of the storage volume has 
been depleted when calculating depletion from the top of the reservoir down to the bottom).  
According to Figure 4.2, this constitutes a “drought watch”.  The annual drought severity-to-
duration ratio, given by  
365∗𝑆
𝐷
, normalized by the combined storage of the three PCN reservoirs 
(𝑆𝑚𝑎𝑥, which is 271,000 million gallons in our present application in the DRB) represents the 
average annual reservoir storage level during a dry regime.  This is a sound measure of drought 
risk.  PD is a user-specified reliability threshold representing the probability of drought risk that, 
in this application, is specified as 90%, or 0.9.  Hence, the probability of remaining above 
drought watch is constrained to be at least 90% in the modeling routine. Another way to interpret 
this probability constraint in (5.1) is to say that, over 90% of the possible future scenarios, we 
prefer to be within the L2 water level, i.e., above the “drought watch.” 
 Constraint (5.2) ensures that the probability of the spill volume-to-pluvial-duration ratio, 
normalized by the current total daily water demand, 𝐷𝑇𝑜𝑡𝑎𝑙, which is 950 MGD in our present 
application for the DRB, being greater than x is less than PF.  The current total daily water 
demand is a summation of the diversion, conservation and directed releases.  The ratio 
𝑉
𝐷𝑝
 is the 
yearly volume of water spilled due to overflow from the reservoir, expressed in daily flow units.  
When this ratio is normalized by the daily water demand, it becomes the percentage of water 
demanded that is spilled each year.  The variable x represents the maximum allowable fraction of 
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total daily water demand that can be wasted through spilling, which in the present application is 
assigned a value of 0.50 (or 50%).  PF is a user-specified reliability threshold representing the 
probability of flood risk that, in this application, is specified as 10%, or 0.10.  Thus, constraint 
(5.2) requires that the probability of the percentage of water demanded that is spilled being 
greater than 50%, is less than 10%.  This is a spill volume/flood control measure.  A simple 
interpretation of this constraint is to say that we would allow a demand normalized spill to 
exceed 0.5 only in 10% of the possible future scenarios.  
Beyond all of this, the goal of this modeling framework is to enhance the benefits to 
society through the water contract between society and water managers. This is done by 
determining the best range of demand values that a water manager can then make a decision 
from; essentially a decision space for water demand that finds demand levels under which the 
constraints are satisfied and for which historical regime behavior is fully accounted for. 
 The streamflow reconstructions used in this analysis are from Devineni et al, (2013).  
These are reconstructions for the average annual inflow to all three of the PCN reservoirs 
discussed in chapter 4.  The PCN reservoir inflow reconstructions were developed using a 
hierarchical Bayesian regression model (Gelman & Hill, 2007; Devineni et al, 2013).  The 
observed streamflow data was sourced from three streamflow gauges and eight local tree-ring 
chronologies that date back to 1754 as predictor variables.  The annual average daily streamflow 
(June – May; the water year for the DRB) was assumed to follow a lognormal distribution.  The 
reconstructions were done over the period 1754 – 1927.  The observed inflow data from the 
NYCDEP is available from 1928.  The output of the reconstruction model is posterior 
distributions (simulations) of annual average daily streamflow from 1754 to 2000 for the PCN 
reservoirs.  The reconstructions are shown in Figure 5.2.  Each posterior distribution for each 
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year between 1754 and 2000 consisted of 3,750 points.  Alternatively, each of the 3,750 
“strands” (i.e. time series) consists of 246 points, representing the years 1754 – 2000. 
 
Figure 5.2:  Reconstruction of PCN reservoirs’ combined annual average daily inflow from eight tree-ring 
chronologies.  MGD = millions of gallons per day. 
 
 The scenario-analysis model worked in the following way.  The objective is to find the 
set of demand values for each year of the observed record that maximize societal benefit and 
sustainability given the projected hydrological regimes present in the flow data.  The approach 
here was iterative.  A set of demand levels, starting from 800 MGD up to 1500 MGD in steps of 
25 MGD, was selected.  The DRB streamflow reconstruction posterior distribution was put 
through the modified sequent peak algorithm to determine the metrics defined by equations (3.3) 
– (3.6).  In this algorithm, for each of the demand values, each of the metrics was computed for 
each of the 3,750 points in the posterior distribution of the reconstruction, but for sliding time 
windows consisting of fifteen year chunks.  For instance, the first year of the observed period is 
1928.  Hence, for any one of the given 3,750 “strings” or “strands”, apply the modified sequent 
peak algorithm to the years 1929 – 1943.  This yields a value for severity, a value for dry spell 
duration, a value for pluvial spill volume, and a value for pluvial duration for that string and that 
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chunk of fifteen years, indicating the forthcoming drought regime or pluvial period.  For the 
same string, another set of sequent peak values are calculated from the years 1930 – 1944.  This 
continues until the very last set of fifteen years.  Note that the sliding window of fifteen years 
implies that the demand space is updated every year, making this a dynamic risk management 
(DRM) system. With the deliberations on the renewal of the Delaware water compact occurring 
annually (DRBC, 2019), such a dynamic risk management framework serves as a potential 
building block for the upcoming years water allocations.  The drought severity and pluvial 
metrics are dependent on the fifteen-year time window.  It is possible to simulate a time window 
greater than fifteen years in anticipation of the flow for many more decades following.  For 
instance, once could expand the time window to thirty years. 
The procedure described above gave 3,750 values of the severity-to-duration ratio and 
3,750 values of the pluvial spill volume-to-duration ratio for each fifteen-year window.  
Constraints (5.1) and (5.2) were calculated using these 3,750 values, and probability values were 
found across all demand values and fifteen-year windows.  Finally, for each set of consecutive 
fifteen years, the demand values for which both constraints were satisfied were determined, and 
this becomes the optimal demand space for that set.  The results will be examined and briefly 
discussed in the next section. 
 
5.4 Results and Discussion 
 Figure 5.3 shows, for each of the years 1929 – 1985, the feasible space for water demand, 
or equivalently, water policy, values for the amount of water to be released from the dam (in 
millions of gallons per day, or MGD) during the years shown.  The first thing that may be 
noticed is that the years along the horizontal axis are listed as 1935 – 1991, and not 1929 – 1985 
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as suggested earlier.  The idea behind calculating the demand space for a fifteen-year chunk is to 
give the decision-maker access to an array of potential demand values for a fifteen-year planning 
window.  The year that is at the center of that fifteen-year window is entered as the horizontal 
axis label.  Hence, 1935 is entered as the first year, as 1935 is roughly in the middle of the 1929 
– 1943 range.  The result of the scenario-analysis model is a set of distributions, graphically 
depicted as boxplots, where each distribution represents the range of feasible demand values 
given the hydrological regime(s) for those fifteen years and the probability constraints. 
 
Figure 5.3: The boxplot depicting the feasible space for demand values for each of the fifteen-year planning 
horizons over the observed record.  Included on the boxplot is a lowess smoother that connects the medians of the 
boxplots (red).  This lowess curve shows the overall trend in the average demand values of the distributions/feasible 
spaces. 
 
According to the information presented in chapter 4, there was significant flooding that 
occurred in the DRB during 1955, as a result of hurricane activity.  This is clearly reflected in 
Figure 5.3, where between the years 1951 and 1955, the feasible demand values increase and 
then decrease shortly thereafter.  Similarly, the drought-of-record in the DRB occurred during 
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the 1960’s.  In the fifteen-year window centered at 1959, the demand values make a clear and 
interesting transition from the higher values observed during the flood and the lower values seen 
during the drought.  This is why the box for 1959 in Figure 5.3 is stretched out between larger 
demand values and lower demand values.  We see that the demand values dip considerably 
during the fifteen-year window centered at 1960, which represents the time period between 1953 
and 1967, roughly.  So this bar should cover the 1960’s drought of record, which manifested 
most strongly during the years 1965 and 1966, and it appears that this bar reflects the drought 
well as it contains the smallest demand values in the entire Figure.  The demand values gradually 
pick up thereafter.  It has to be kept in mind that each bar reflects the entire situation over a 
fifteen-year time window.  The height of the bar in the boxplot tells the decision-maker whether 
the recommended demand values are large or small for a fifteen-year planning horizon.  It also 
gives a suitable range of values that can be used as constraints for FFMP, the daily optimization 
model based on the inventory management approach for adaptive releases (Kolesar and Serio, 
2011). Clearly, during a drought regime, the recommended demand values will be lower, while 
the opposite will be true during a pluvial.  Notice that the policy does not change much in each 
update throughout the 1980s.  Hence, the fifteen-year planning horizon remains essentially the 




Figure 5.4:  Four-panel plot of the probability values for each given demand level during a dry regime (top panel) 
and a wet regime (bottom panel).  
 
The top two panels of Figure 5.4 (upper left and upper right plots) depict the probability 
constraint values for each demand level for a particular fifteen-year window during which there 
was a dry regime (drought of 1960s), while the bottom two panels of Figure 5.4 (lower left and 
lower right plots) depict the probability constraint values for each demand level for a particular 
fifteen-year window during which there was a pluvial (immediately after the 1960s drought, 
which according to chapter 3, must be a pluvial due to the alternating nature of dry and wet 
regimes).  The left-hand plots, for both top and bottom panels, show the probabilities from 
constraint (5.1) across all demand levels under consideration, and the right-hand plots, for both 
top and bottom panels, show the probabilities from constraint (5.2) across all demand levels 
under consideration.  The threshold of 0.9 and 0.10 on the right-hand sides of the inequalities in 
constraints (5.1) and (5.2) are plotted as horizontal lines in each plot.  Given this information, it 
is easy to see that for the top panels, the demand space is going to be the range of values 1,100 
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MGD to (roughly) 1,425 MGD.  This is where the probability curve for the top-left panel is 
above the 0.90 threshold value and the probability curve for the top-right panel is simultaneously 
below the 0.10 threshold value.  This is how the demand space for the particular fifteen-year 
period depicted in these two panels is derived.  For the bottom two panels, it is seen that the 
demand space is the demand range 1,000 MGD to 1,500 MGD, as both probability curves are 
within their feasibility spaces for these demand levels.  During the pluvial phase depicted in the 
lower two plots, the probability of drought watch always remains well above 0.9, as there is 
plenty of water in the dam due to the pluvial.  The probability of spilling more than half of what 
is demanded also occurs at lower demand levels than it does during the dry phase depicted in the 
top right panel of Figure 5.4. 
 
5.5 Summary and Conclusions 
This relatively short chapter introduced, as a proof-of-concept, a new framework of finding the 
optimal range of demand levels/values for determining suitable reservoir water release policies.  
The scenario-analysis method presented here is subject to probabilistic constraints that control 
for drought risk and wasteful water spillage, and under those constraints, calculates a demand 
space each year over the observed record for the next fifteen years beyond that year.  This gives 
planners and decision-makers in the water sector the ability to plan water policy for the next 
fifteen years.  The next demand space is calculated in the very next year for another fifteen years 
in advance.  Hence, there are dynamic updates to the risk assessment system inherent to this 
modeling framework.  The demand space that was formerly determined to be appropriate for a 
particular year will be updated to a new demand space based on updated information from the 
dynamically shifting risks and vulnerabilities reflected in the supply and demand calculations 
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inherent in the model.  Supply and demand components from equations (3.1) – (3.6) (chapter 3) 
were built into the probability constraints (5.1) and (5.2).   
 Immediate extensions to the framework include assessing the Lagrange multiplier on 
each constraint and use it to evaluate proposed allocation policies and value ecosystem services 
under different periods. The water allocations can further be performance tested (Hashimoto et 
al., 1982; Solis et al., 2011) using the 1960’s drought of record as the standard. A well-known 
performance index is the "Water sustainability index (WSI)" (Solis et al., 2011) that measures 
the system’s adaptive capacity to reduce vulnerability. WSI aggregates reliability (how likely the 
system is to fail), resilience (how quickly it recovers from failure) and vulnerability (how severe 
the consequence of failure may be) into a single metric. It scales from 0 to 1 (1 being desirable) 
and is a useful measure to evaluate and communicate the merits of different water policies. The 
water allocations can be compared with other proposed water policy changes in close 
consultation with NYCDEP as an iterative exercise of refinement and adaptation. Based on the 
performance of different allocations, efforts can be expended to make the consequences of 
failure less severe under a given climate regime. 
 In summary, the understanding of water demand and its connection with the development 
of water policy from chapter 4 was visible in the constraints and in the use of current water 
demand statistics to measure the amount of water spilled as a fraction of the 950 MGD demand.  
Finally, the use of extended records of water supply to which we apply our model pays tribute to 
the work done in chapter 2.  A few more ways of using extended records for informing regional 
drought risk can be found in Appendix B. Hence, the approach taken here nicely integrates the 
dynamic risk management philosophy of yearly updates to risk assessments, the idea of advanced 
planning and management with fifteen year windows of policy recommendations, the use of 
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extended water supply data, and paying attention to both the supply and demand side of water 
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Chapter 6: Summary & Conclusions 
 This dissertation is concerned with developing a dynamic risk management (DRM) 
framework for regularly updating risk evaluations to water systems, specifically for reservoir 
management.  The fundamental premises were: (1) it is necessary to regularly update water risk 
evaluations due to the non-stationarity and systematic quasi-periodic risk factors from climate 
and society that impact water systems, and (2) it is necessary to integrate both water demand and 
supply into the risk assessment framework.  Based on these two premises, this dissertation 
develops a multi-step approach to determining water demand scenarios and, equivalently, water 
policies using models that account for the full suite of risks (climate and society) that impact 
water basins most profoundly.  The climatic and societal risk factors are contained within the 
supply and demand attributes that are found within the mathematical machinery of the modeling 
framework itself. 
 It became quite clear that extensive records of water supply was needed, a method of 
integrating water demand with these supply records was necessary for understanding streamflow 
behavior over long time periods, and a way of determining the optimal policies well into the 
future was the objective.  In this regard, four questions arose that guided the investigation.   From 
the introduction (chapter 1), they are:  
1.) How can streamflow records be extended in such a way that the climatic influence is 
accounted for in the longer record of data, the spatial characteristics, including spatial 
variability, of the flow are preserved, and the uncertainty in the reconstructions reduced?  




2.) What methods to satisfactorily detect and quantify regime behavior in streamflow can be 
developed to understand the historical and current patterns of variability?  What are the 
key hydrological phenomena that one should seek in these patterns?  How are both 
supply and demand integrated to develop such a methodology? 
3.) How does water demand, vis-à-vis water policies and compacts, evolve over time and 
what are the factors influencing its evolution? 
4.) How can we aggregate the ideas stemming from all of the previous questions into a 
model that can recommend demand values (i.e. water policies) that will maximize the net 
social benefit from water use?  Should this model include constraints, and if so, what 
kinds of constraints should be used? 
These four questions were answered, each in one chapter of this thesis. 
 Chapter 2 introduced a method to reconstruct streamflow data.  The reconstruction 
technique imitates the physical layout of a river basin by creating a mathematical representation 
of the network structure of its streamflow gauges via a likelihood function, whose parameters are 
estimated simultaneously in a spatial Markov multi-site reconstruction approach.  Bayesian 
techniques are used to estimate these parameters, making this a Bayesian spatial Markov (BSM) 
model.  The result is longer streamflow supply variables, where each reconstructed yearly flow is 
distributional in nature, with uncertainty information and reduced variability due to the use of 
feeder stream data as a predictor variable.  The use of a spatial Markov model and the 
incorporation of the network structure of the river basin’s streamflow gauges into the model 
itself leads to a preservation of the spatial characteristics of the flow structure and the spatial 
variability of the flows.  The extended records of this important water supply variable 
(streamflow) ensures that the historical and current variability patterns and regime behavior can 
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be analyzed and understood in a fuller, more robust way, and the full impact of low frequency 
climate signals is completely represented in the reconstructions as well.  This kind of information 
is not available in the much shorter observed records.  The reconstructions were cross-validated 
thoroughly. 
 Chapter 3 developed several important, yet simple, metrics to analyze and identify regime 
behavior in streamflow records based on a basic water balance concept that describes how water 
deficit and water surplus can accumulate over a period of time.  The water balance concept, and 
the notion of deficit and surplus, necessarily involves a mathematical/quantitative interaction 
between supply and demand.  Traditionally, deficit is understood to be the mathematical 
difference between these two variables.  Hence, chapter 3 saw a theoretical integration of water 
supply and water demand, with the explicit goal of better understanding the behavior of 
streamflow variability and how it manifests as dry and wet regimes.  The analysis done in 
chapter 3 made use of the availability of the extended streamflow records from chapter 2 in order 
to identify and objectively characterize the streamflow regime behavior in the reconstructed 
flows.  While chapter 2 provides a novel methodology and analysis for synthesizing longer and 
more robust records of flow as a supply variable, chapter 3 creates a key component to the DRM 
framework that uses supply and demand to understand and assess the risk to water systems, 
where these risks typically manifest as extended periods of dry or wet regimes. 
 Chapter 4 four was a water demand counterpart to chapter 2, but as water demand is 
strongly influenced by human and larger societal needs, a great deal of this discussion is centered 
on qualitative considerations of the evolution of water policy as a proxy of demand.  This chapter 
therefore explores the entire history of the evolution of water policy in a particular river basin 
(Delaware River Basin, or DRB), statistically evaluates the current policies and their efficacy, 
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and seeks to create an understanding of the institutional, political, environmental and societal 
factors that shape water policy as a way of addressing all competing water needs, which 
inherently involves an estimate of the demand for the basin’s water resources.  This demand is 
divided into estimated demands by the ecosystem as conservation releases and estimated 
demands of human society as the releases for the city or region being served. 
 Finally, Chapter 5 was a brief technical note as to how the concepts and ideas presented 
in the highly theoretical chapters 2, 3 and 4 can be combined to create a pragmatic, realistic 
model for optimizing the social-water contract between nature, who supplies us with our 
freshwater needs, and the water demanded by ecosystems and human society.  This deal is 
brokered by water managers and must be based on a scientifically-sound, rational, logical and 
systematic procedure that fairly takes everybody’s needs into account.  The model optimized this 
contract by recommending a range of water demand values that can directly be translated into 
water release rules and water policies for the reservoir system at large for present and future 
considerations.  The recommendations of the demand space are based on water needs through the 
use of constraints.  This water allocation model used the metrics of chapter 3 to quantify the 
regime characteristics present in extended records of reconstructed streamflow, develop 
probabilistic constraints to control for drought risk based on known total reservoir storage 
capacity and simultaneously control for wasteful spilling as measured relative to current water 
demand, and generated water policy recommendations through decision spaces that give the 
water manager the flexibility to determine the best policy choice for a given year.  The demand 
space is generated for a fifteen year time window, essentially telling the manager that a particular 
range of demand/policy/release values are found to be optimal for the next fifteen years based on 
analyzing fifteen year chunks of data from the reconstructions.  This provides the manager with a 
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planning horizon of fifteen years, and these policy recommendations are updated every year for 
another fifteen years into the future.  Finally, it is useful to point out that the risks to water 
systems, via climate variability and societal and environmental externalities, is present but as 
latent factors in the streamflow reconstructions (supply variables) and demand integration 
(human and ecosystem needs and societal, and environmental pressures).  This chapter is less 
theoretical and represents more of an engineering application that puts all of the theoretical work 
to use and shows how that black box can be properly put to use.  It is a good representation of the 
culmination of all my work as a PhD candidate. 
 However, this dissertation is far from a complete picture of the kind of ideas that will be 
useful to creating DRM frameworks for water management.  Though it is a culmination of my 
work, that work is far from done.  There are many more ideas that arise from the work done here.  
I shall endeavor to mention a few as they relate to each chapter. 
 Though the work on network-based reconstructions is quite thorough, there is a 
legitimate question that remains as to how it can be made even more powerful.  In the future, I 
would like to inject either a partial-pooling framework into the network model or a copula spatial 
simulator as done in Bracken et al (2016) in order to improve further on the reconstructions, 
particularly for streamflow sites that are not fed by upstream flows and are only informed by 
local trees.  I would also like to adopt a better method for searching for the tree ring chronologies 
for each streamflow site locally, finding unique trees that inform each site most appropriately 
rather than using such a large search radius as I have done in the work presented here.  I would 
also like to incorporate a nesting technique as presented in Pederson et al (2013) in order to 
extend the reconstructions even further back in time, making the extended records considerably 
longer.  In this case, longer is better! 
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 More work is needed to explore the recovery metric discussed in equation (3.7) of 
chapter 3, and really explore its potential and utility as a metric, which was not done here at all.  
Furthermore, it would be nice to look at all of the dry and wet regimes, rather than just the 
severity of the worst drought and pluvial events.  I would like to find an analytical way to 
analyze the development, onset and occurrence of drought and perhaps develop a more 
comprehensive theory on drought and pluvial cycles based on the work here.  Finally, I would 
like to analyze how reservoirs and tanks are depleted of their water over a water year more 
carefully and develop general modeling frameworks in this regard. 
 The scenario-analysis model presented in chapter 5 was very much a first-cut attempt at 
developing such a model.  Much more needs to be done in finding alternative stochastic 
streamflow simulations, aside from merely streamflow reconstructions themselves.  However, it 
is clear that the streamflow reconstructions will be of central importance as a supply variable, but 
stochastic simulation models based on the use of these reconstructions to extract the most 
relevant information from these reconstructions is desired.  More constraints dealing directly 
with ecological flows and other environmental factors may also be included. 
 Aside from this, I have several papers planned on exploring climate connections to 
streamflow variability and on developing forecasting systems and forecast evaluation metrics 
that can best facilitate decision-making on the basis of forecasts that extend the work done in 
Appendix A.  However, those efforts will not be discussed here, as those issues begin to diverge 
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: More on the Cumulative Deficit Index (Supplement to Chapter 
3) 
This appendix contains a paper published in Hydrology and Earth System Sciences (HESS) on 
October 4, 2018, that discusses the cumulative deficit index (CDI) in greater detail from a 
theoretical perspective, its utility as a crop water stress index and drought proxy, and its 
application in an agricultural water stress forecasting framework.  The use of the CDI in 
forecasting water storage and irrigation requirements for potatoes grown in Satara district, 
Maharashtra, India, was explored as a case study.  The results of these forecasts were compared 
with the forecasts of other major forecasting centers in India, and the results were discussed in 
the context of the planning and management of water resources for agriculture one season ahead 
of time.  It should be noted that this was an especially useful discussion, as CDI can also be 
interpreted as the amount of water that needs to be kept in storage to ensure a healthy harvest. 
 
Abstract. Water risk management is a ubiquitous challenge faced by stakeholders in the water or 
agricultural sector.  We present a methodological framework for forecasting water storage 
requirements and present an application of this methodology to risk assessment in India. The 
application focused on forecasting crop water stress for potatoes grown during the monsoon 
season in the Satara district of Maharashtra.  Pre-season large-scale climate predictors used to 
forecast water stress were selected based on an exhaustive search method that evaluates for 
highest ranked probability skill score and lowest root-mean-squared error in a leave-one-out 
cross-validation mode. Adaptive forecasts were made in the years 2001 to 2013 using the 
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identified predictors and a non-parametric k-nearest neighbors approach.  The accuracy of the 
adaptive forecasts (2001–2013) was judged based on directional concordance and contingency 
metrics such as hit/miss rate and false alarms. Based on these criteria, our forecasts were correct 
9 out of 13 times, with two misses and two false alarms. The results of these drought forecasts 
were compared with precipitation forecasts from the Indian Meteorological Department (IMD).  
We assert that it is necessary to couple informative water stress indices with an effective 




Monitoring and forecasting systems can aid in pinpointing mitigation tactics for water security 
and water resource management.  There is a continued interest in forecasting and monitoring 
systems that can inform planners and decision-makers in various water-dependent sectors at 
sufficient lead times and with increasingly higher levels of accuracy and reliability.  The 
agricultural sector is perhaps the greatest example of this, being a heavily water-dependent sector 
that serves as the economic backbone of a country. The agricultural sector consumes more 






 needed to 
maintain an adequate diet (Rockstrom et al., 2009).  Significant increases of water will be 




, depending on to what 
extent rainfed and irrigated agricultural systems improve. Additionally, to maintain high yields, 
irrigation will continue to be an important buffer against climate shocks.  This is especially true 
when one considers that almost all of the world’s major agricultural lands are located in the most 
drought-prone areas of the world (Mishra and Desai, 2006).  Hence, developing forecasting 
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techniques to improve how we address irrigation requirements, water storage requirements and 
crop water stress is a major step in dealing with the larger issue of water resource management at 
local, regional and global scales. The present study focuses on forecasting water storage and 
irrigation requirements in the agricultural sector as one important dimension of the larger issue of 
drought forecasting and water resource management, with an application of such forecasting to 
the monsoonal climate of India. 
 Existing forecasts either deal directly with basic hydrologic or meteorological variables, 
such as precipitation, temperature and soil moisture or they work with proxies of droughts, often 
in the form of indices such as the Standardized Precipitation Index, or SPI (McKee et al., 1993), 
the Palmer drought severity index, or PDSI (Palmer, 1965), the standardized precipitation 
evapotranspiration index, or SPEI (Serrano-Vicente et al., 2010), and the normalized difference 
vegetation index, or NDVI, among others. A comprehensive list of indices used in drought 
forecasting can be found in Heim Jr. (2002), Mishra and Singh (2010) and Liu and Pan (2016). 
The forecast of basic variables requires subsequently integrating these forecasts into a product 
that can estimate water storage or irrigation requirements, as these variables do not immediately 
divulge such information. This represents a challenge in itself. In light of this limitation, in this 
paper, we present a crop water stress index that is defined and constructed based on the work by 
Devineni et al. (2013).  The advantage of this particular index, hereby known as the cumulative 
deficit index (CDI), is that it accounts for the variability in water supply and demand while 
incorporating information specific to a particular crop of interest. CDI is derived by 
accumulating differences in supply (rainfall) and demand (crop water requirement) with very few 
crop input parameters. The CDI is a determinant of water stress faced by the crop and hence of 
the dependence of the crop yield on water availability. It can be interpreted as the water that is 
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required from external storage beyond rainfall to meet demand (Devineni et al., 2013, 2015). 
Therefore, the index directly informs water storage and irrigation requirements.  
The primary focus of this paper will be on exploring the possibility of providing forecasts 
for CDI by investigating the sources of predictability and developing statistically verifiable 
models for the season-ahead probabilistic forecasts.  Significant crop water deficits can adversely 
impact the crop production or water reserves and lead to high-energy costs for pumping 
groundwater for irrigation to maintain yields.  The seasonal forecasting of CDI provides a way 
for institutional planning and action in this context to reduce the climate related water risks in 
agriculture, which is one of the largest consumers of water. An application of CDI forecasting is 
presented for the state of Maharashtra in India to verify whether advance reliable forecasts for a 
potato-based CDI can be developed. A non-parametric k-nearest neighbor (k-NN) bootstrapping 
algorithm as described in Lall and Sharma (1996) is employed for forecasting CDI using 
preseason large-scale climate indices. This is a simple probabilistic forecasting procedure that 
captures uncertainty. We examine these forecasts and suggest ways of interpreting them in a 
manner that can aid stakeholders in the agricultural water resource sector in addressing the 
fundamental questions about irrigation and water storage requirements. These forecasts will then 
be compared to precipitation forecasts for the same season in the same area of India as given by 
the Indian Meteorological Department (IMD). 
In Sect. A.2, we present a survey of the existing forecasting systems in monsoonal 
climates and their skill and limitations.  In Sect. A.3, we discuss the background and scientific 
basis of CDI, including its explicit formulation and governing equations.  In Sect. A.4, we get 
into a thorough description of the case study and all steps involved, including background 
information relating to the case study and location, data collection and processing, a complete 
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description of the forecasting model and methods and the predictor selection scheme.  Section 
A.5 presents the results of the forecast, a discussion of these results and their implications and a 
comparison of our results with those of the IMD. Finally, Sect. A.6 summarizes and concludes 
the paper. 
 
A.2 A brief review of the current forecasting systems for water management in monsoonal 
climates 
A number of forecasting methodologies have been proposed and developed for water 
management and agricultural planning.  Shah and Mishra (2016) investigated the accuracy of the 
Global Ensemble Forecast System (GEFS) in generating medium-range (~ 7 day) drought 
forecasts in India and found that the GEFS has a higher forecasting skill during the non-monsoon 
season than the monsoon season for both temperature and precipitation, largely due to the 
inability to represent the intra-seasonal variability during the monsoon season. This forecasting 
system tends to forecast temperature variables with higher skill than precipitation and has 
variable skill according to region. Hence, there is sensitivity to the intra-seasonal variation that 
monsoon climates are notorious for as well as regional variation. Mishra and Desai (2005) used 
well-chosen linear stochastic models (ARIMA) to forecast SPI-3, 6, 9, 12 and 24 as a drought 
proxy in the Kansabati River basin, an important source of water for irrigation and an area in 
which crops are grown in the Purulia district of West Bengal, India at lead times of 1, 2, 3, 4, 5 
and 6 months. The highest skill, as measured by the correlation\ coefficient between the observed 
and model-predicted SPI series, occurred at shorter lead times, with correlation values between 
0.80 and 0.93 depending on which SPI series was forecasted. 
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Asoka and Mishra (2015) forecast vegetation anomalies (as NDVI) at the regional scale 
as a proxy of vegetation health and thus moisture availability. The model used the NDVI, root-
zone soil moisture, and sea surface temperature (SST) at 1 to 3 months lead time to develop the 
vegetation anomaly forecast. Skill was the highest at the 1 month lead time and much lower for 2 
and 3 months lead times, as measured in a validation phase by examining the R
2
 statistic and by 
plotting the observed NDVI against the model-interpolated series for the 1-, 2-, and 3-month lead 
times.  Skill also varied based on location in space and was lower during the monsoon season 
(JJAS), which is likely due to the effect of intra-seasonal variability of the monsoon system on 
agricultural practices.  Belayneh and Adamowski (2012), in the interest of drought forecasting, 
forecasted SPI-3 and SPI-12 over lead times of 1 and 6 months in the Awash River Basin in 
Ethiopia using the artificial neural network, wavelet neural network and support vector 
regression models and similarly found that forecast skill was higher at the shorter lead time. 
 Kar et al. (2012) considered multi-model ensemble (MME) methods in both a 
deterministic and probabilistic context.  It was found that the individual member models showed 
poor skill in simulating monsoon inter-annual variability and that on average, in terms of 
spatiality, an MME scheme that uses the member models as predictors in a point-by-point 
multiple regression as a means of averaging the member model forecasts outperforms the other 
schemes mentioned in the paper in forecasting precipitation. However, it was found that even 
here, none of the three MME schemes had any usable skill in a certain region of India, and it was 
concluded that a probabilistic system would work better.  When probabilistic\ forecasts were 
generated (probabilistic MME) and evaluated for skill, the ranked probability skill score (RPSS) 
was positive for the best scheme, which occurred only in the northernmost parts of India and a 
few scattered points in northern and central India. 
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 Finally, Shah et al. (2017) examined how different forecast products can be used 
operationally to provide hydrologic forecasts (e.g., for precipitation, temperature) for India in a 
7–45 day accumulation period, which is critical for agricultural and water resource planning.  
Forecast skill was evaluated on the basis of correlation with observations, median absolute error 
(MAE) and the critical success index (CSI). Four forecast products from the Indian Institute of 
Tropical Meteorology (IITM) were compared with the Climate Forecast System Version 2 
(CFSv2) and the Global Ensemble Forecast System Version 2 (GEFSv2) forecast products, and it 
was found that the meteorological variables predicted from the IITM products showed superior 
skill for all accumulation periods. The key point here is that the IITM ensemble is postulated to 
capture the intra-seasonal variability of rainfall during the monsoon season. 
 A variety of forecasts for seasonal rainfall are available at different lead times and with 
different skills depending on the method, location and measure of skill as demonstrated in the 
above review. However, none of these directly inform irrigation water requirements for a 
specific crop or of the potential reduction in yield due to a water deficit that occurs depending on 
the actual sequence of daily rainfall amounts. Ours is the first paper to directly address 
forecasting a measure that can be tuned to a specific crop using historical observations and crop 
models or crop performance data. 
 
A.3 The cumulative deficit index: background and scientific basis 
Our interest in this study is to provide one-season-ahead forecasts of irrigation and water storage 
requirements for water resource management in the agricultural sector and subsequently compare 
the outcomes of these forecasts with the forecasts issued by IMD. We begin by developing an 
index for crop water stress as a means of gauging irrigation requirements.  The index developed 
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and used in this study computes the maximum cumulative deficit over a growing season between 
daily water requirement for optimal crop growth and daily effective rainfall. Variants of this 
method have been presented in our previous studies for quantifying the water stress globally 
(Devineni et al., 2013, 2015; Chen et al., 2014), and drought indexing for the United States 
(Etienne et al., 2016; Ho et al., 2016). Given an n-year record of daily data, our water stress 
index calculates the day-by-day accumulation of the deficit in rainfall in each of the n growing 
seasons.  The maximum of these seasonal daily deficit values is taken to be the value of the 
index for the season. Hence, we give this index the name cumulative deficit index, abbreviated 
CDI.  On a practical level, such an index gives a worst case scenario in terms of the seasonal 
water stress on the crop and can therefore be interpreted as the amount of water that should be 
drawn from external storage to meet water demand.  This may include irrigation, ground water 
pumping, interbasin transfers and/or withdrawing water from a storage or water-harvesting 
facility. 
 The deficit is estimated as the difference between the seasonal crop water requirement 
and effective rainfall for each crop in a given location in the season.  Effective rainfall is given as  
 
𝑆𝑗,𝑑 = 𝛼𝑗 ∙ 𝑃𝑗,𝑑.         (A1) 
 
In Eq. (A1), 𝑃𝑗,𝑑 is the rainfall for a day d in any given year at a location j.  𝛼𝑗 is the parameter 
that determines the fraction of rainfall that can be utilized by the crops for location j.  It accounts 
for losses to direct runoff, evaporation and groundwater infiltration.  In our study, 𝛼𝑗=0.7 
(Devineni et al., 2013). 
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 The water use for a given crop is estimated based on the expected growth stage and daily 




∙ 𝐸𝑇0𝑗,𝑑.         (A2) 
In Eq. (A2), 𝑘𝑐,𝑑
(𝑗)
 is the crop coefficient, which is the ratio of actual evapotranspiration (ETa) of a 
given crop under nonstressed conditions to the reference crop evaporation (ET0).  It represents 
crop-specific water use at various growth stages of the crop and is typically derived empirically 
based on local climatic conditions (Doorenbose and Pruitt, 1977).  The accumulated deficit over 
a season is then given as 
 
𝑑𝑒𝑓𝑖𝑐𝑖𝑡𝑗,𝑑 = max(𝑑𝑒𝑓𝑖𝑐𝑖𝑡𝑗,𝑑−1 + 𝐷𝑗,𝑑 − 𝑆𝑗,𝑑, 0), where  𝑑𝑒𝑓𝑖𝑐𝑖𝑡𝑗,𝑑=0 = 0  (A3) 
 
𝐶𝐷𝐼𝑗,𝑡 = max(𝑑𝑒𝑓𝑖𝑐𝑖𝑡𝑗,𝑑(𝑦): 𝑑 = 1: 𝑛𝑠; 𝑡 = 1: 𝑛),  
where  𝑑𝑒𝑓𝑖𝑐𝑖𝑡𝑗,𝑑(0) = 0, 𝑦 = 1, 𝑛.        (A4) 
 
In Eq. (A3), 𝑑𝑒𝑓𝑖𝑐𝑖𝑡𝑗,𝑑 refers to the accumulated daily deficit for any given year with a crop 
growth period of 𝑛𝑠 days in the year, to total daily water demand, 𝑆𝑗,𝑑 to the total daily effective 
rainfall for geographical location j and day d, t refers to a calendar or cropping year and n is the 
total number of years in the analysis. For an n-year record, seasonal water stress is evaluated as 
the maximum cumulative deficit in each season and is defined here as 𝐶𝐷𝐼𝑗,𝑡.  CDI focuses on 
the rainfall distribution within the season relative to the crop water demand.  It therefore 
accounts for the timing of planting, different stages of crop growth and the timing and 
distribution of rainfall in the season. The index may also be treated as a hydrologic index and 
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forecasted exactly as one would forecast precipitation or temperature variables or any other 
water stress or drought index. Depending on the lead time of such forecasts, this can give farmers 
and other agricultural stakeholders a sufficient amount of planning and preparation time, thus 
providing them a critical edge in hedging agricultural water risk. This is critical for irrigation and 
water storage planning. The computation of CDI is illustrated in Fig. A1.  This figure provides 
insights on the time-evolving vulnerability to stress arising from deficient rainfall and changes in 
crop demand. 
Figure A1. A plot of the cumulative deficit index (CDI) for the JJAS season in a randomly selected year in our data 
set. The plot depicts the change in CDI as rainfall distribution, and crop water requirement varies over the given 
monsoon season. The vertical cyan bars are the daily rainfall magnitudes, the slowly changing red line is the crop 
water requirement (demand) and the black time series is the CDI itself. Notice how CDI increases as rainfall is 






A.4 Case study: forecasting irrigation requirements for potatoes in Mahrashtra, India 
We provide an application of our general approach to forecast CDI for potatoes grown in the 
Satara district in Maharashtra, India as an application. The Satara district in Maharashtra is one 
of the primary regions for sourcing potatoes during the monsoon season (June - September). 
Satara supplies the majority of the potatoes processed by the Frito–Lay manufacturing plant in 
Pune, Maharashtra (Economic Times, 2013).  The potato is a major cash crop in Maharashtra and 
accounts for at least 75% of total production (Nikam et al., 2008).  The average annual rainfall in 
this arid to semi-arid region is around 350mm with high inter-annual variability. The region has 
experienced four droughts (seasonal rainfall below long-term average) since 2001. The ability to 
predict such droughts with a reasonable accuracy at lead times of 3 to 6 months could suggest 
ways of adapting existing agricultural operations to the anticipated conditions and minimizing 
the impacts of droughts on the agricultural supply chain. Hence, we develop, present and 
evaluate the results from retrospective forecasts of CDI for the monsoon season over the period 
2001–2013. The June–July–August–September (JJAS) season is the growing season for potatoes 
in the Satara district.  It is also the core monsoon season for the Indian subcontinent.  The 
forecasts use climate data from 3 to 6 months prior to the beginning of the monsoon season as 
predictors, and forecasts are to be issued in May, 1 month prior to monsoon onset.  This section 
discusses the full forecasting procedure used to predict CDI for potatoes grown during the JJAS 
monsoon season in Satara, India.  This discussion covers all data used, the data processing steps, 
the prediction selection routine and its results and the forecasting model itself.  Figure A2 









Figure A2. Flowchart depicting the entire forecasting procedure for potato-based CDI in Satara, Maharashtra, India. 
The steps are categorized as data collection, data processing, predictand/predictor calculation, all of which converge 
to predictor selection and forecast modeling. The section number of the paper in which these steps are covered is 
written in italics next to the category. A brief summary of each step is given, one for the steps used in CDI 
calculation and another for the steps used in processing the candidate predictors from climate.  Note: due to the fact 
that this Figure was pasted here as an image, the section labels are somewhat different than the ones presented in this 
Appendix.  Hence, for example, section 4.2.1 in this Figure corresponds to section A.4.2.1 in this Appendix.  Essentially, 





A.4.1 Data collection and processing 
A.4.1.1 Precipitation and temperature data and the CDI 




 spatial resolution from the India 
Meteorological Department (Rajeevan et al., 2006) and gridded daily temperature data from 
1969 – 2005 available at the same spatial resolution from India Meteorological Department are 
used in this study.  Since the daily temperature data are available only for 37 years, we used the 
daily climatology, i.e., the mean daily temperature, for the remaining 77 years (Devineni et al., 
2013).  The daily climate time series grids were spatially averaged over the Satara district.  This 
process resulted in a time series of daily precipitation and temperature estimates for 104 years. 
The daily reference crop evapotranspiration (ET0) was developed based on the daily time series 
of minimum, mean and maximum temperature data and extraterrestrial solar radiation 
(Hargreaves and Samani, 1982). The Hargreaves method is used globally to predict ET0 in 
regions where data availability is limited to air temperature data (Allen et al., 1998). Seasonal 
daily rainfall data from 2005 to 2013 for the Satara district were collected separately from a 
website maintained by the Agricultural Department of Maharashtra State and used to augment 
the 104 years of rainfall and temperature data.  The CDI was computed for each of these 113 
seasons using the daily rainfall data and reference crop evapotranspiration.  This will serve as the 
predictand for our forecast model.  We remind the reader that Fig. A1 illustrates the computation 
of CDI. 
CDI as a water stress measure is a proxy of not only crop water stress but also irrigation 
and water storage requirements.  Consider Fig. A1. When daily seasonal rainfall is low or when 
rainfall enters an inactive phase for a considerable period of time, as displayed by the vertical 
cyan bars, the amount of daily accumulated water deficit increases to reflect the disparity 
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between water supplied as rainfall and the water required by the crop to sustain itself, as 
displayed by the red curve in Fig. A1. The highest point, or peak, on the black deficit time series 
in Fig. A1 is the value of CDI, and it prepares us for the worst-case scenario of a deficient water 
supply for the crop. This can be calculated for multiple crops, with each CDI value depending on 
the specific crop’s water demand and the location and time of planting.  This gives the 
stakeholder a conservative estimate of how much additional water is needed beyond what nature 
is willing to supply in order to maintain critical yields while apportioning water resources 
intelligently.  Since agriculture tends to be one of the largest consumers of water – about 70% of 
all the world’s freshwater withdrawals go towards irrigation use (USGS, 2017) in addition to 
what is rainfed – this is an integral part of water resource management. 
The annual time series of the CDI computed for the JJAS season (referred to as the 
Kharif season on the Indian subcontinent) in Satara is presented in Fig. A3.  We have 
standardized the CDI values as the percentage difference each year from the 113-year average of 
CDI. The long-term average CDI for growing potatoes in Satara is 241 mm. This is equivalent to 
approximately 975.3m3 of water used for irrigating a 4046.86m2 farm of potatoes on average 
throughout the season. The percent differences in Fig. A3 refer to percentages of this number, 
i.e., a 10% increase in CDI indicates an additional requirement of 97.5m3. From Fig. A3, it is 
clear that (a) Satara experiences recurrent droughts with intermediate wet periods and (b) there is 
year-to-year persistence in the incidence of these droughts. Such variations and epochal changes 
are typically modulated through large-scale global climate patterns. Investigating the relationship 
between the monsoon deficit and the large-scale climate teleconnections could enable the 




A.4.1.2 Climate precursors and climate data 
Our goal was to develop a simple statistical model for predicting the CDI for potatoes grown in 
Satara.  The generalized climate forecasts models available at low spatial resolution are not 
specific enough for this task.  Consequently, the first objective was to identify appropriate 
climate predictors before the monsoon starts in June.  There is an extensive history of developing 
long-range predictions of monsoon rainfall that are based on various regional to large-scale 
climate predictors (Walker, 1924; Thapliyal, 1987).  A variety of seasonal forecasts of the Indian 
summer monsoon rainfall (ISMR) are documented and available for reference (Gadgil et al., 
2007; Kumar et al., 1995). 
Figure A3. Bar plot showing the CDI percent deficit anomalies for each of the years/growing seasons under 
consideration (1901–2013). The black, smooth time series is produced by an 11-year LOWESS smoothing of the 
CDI percent deficit anomalies and is meant to show the critical trends in the CDI over the entire 1901–2013 period. 
 
 
 It is well established that inter-annual climate modes such as ENSO associated with 
anomalous sea surface temperature (SST) conditions in the tropical Pacific Ocean influence the 
inter-annual variability of ISMR (Parthasarathy and Pant, 1985; Shukla and Paolino, 1983). 
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Anomalously warm tropical eastern Pacific SSTs (El Niño) are associated with a drier-than-
normal ISMR, whereas anomalously cool tropical eastern Pacific SSTs (La Niña) are associated 
with a wetter-than- normal ISMR (Sikka, 1980; Parthasarathy and Pant, 1985; Rasmusson and 
Carpenter, 1983).  Ihara et al. (2007) have suggested that the ENSO warm (cool) phases shift the 
location of the tropical Walker circulation and cause deficient (excessive) rainfall by suppressing 
(enhancing) the convection over India. Hence, ENSO indices were chosen to be among the 
candidate predictors for the forecast model.  Raw monthly SST data for the Niño 3, Niño 4, Niño 
12 and Niño 34 indices were taken from the Royal Netherlands Meteorological Institute (KNMI) 
climate explorer database (KNMI, 2014). 
 For each given raw ENSO index (3, 4, 12 and 34), we considered three different types of 
derived ENSO indices: a December–January–February (DJF) seasonal average, a March–April–
May (MAM) seasonal average, and a MAM minus DJF (MAM - DJF) differenced time series.  
Among the Niño indices calculated, the change in the tropical Pacific SSTs from December to 
May (MAM - DJF trend) was found to be of significance by previous investigators. Shukla and 
Paolino (1983) found the correlation coefficient between the MAM–DJF trend pressure 
anomalies and the ISMR to be a significant -0.42.  Their investigation showed that the Darwin 
pressure anomalies decrease from DJF to MAM before the occurrence of heavy monsoon rainfall 
and increase prior to the occurrence of deficit monsoon rainfall. Parthasarathy et al. (1988) found 
the correlation coefficient between this winter-to-spring trend and ISMR over the period 1951–
1980 to be between 0.40 and 0.52 in magnitude, depending on the specific region within the 
tropical pacific. Hence, MAM-DJF trends from Niño 3, Niño 4, Niño 12 and Niño 34 were 
considered to be potential model predictors. Parthasarathy et al. (1988) found that the MAM-




 E to 160
o
 W had a correlation of   
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-0.40 with ISMR, convincing us to consider this average as well. In addition to the MAM and 
MAM-DJF averages, we computed the winter season (DJF) average, although DJF-averaged 
tropical Pacific SSTs were not found to be significant in the literature. However, it is worth 
noting that Parthasarathy et al. (1988) found that the correlation coefficient between the Darwin 
SLP during the DJF season and ISMR was +0.39. As the concurrent season (JJAS) state of 
ENSO has an important, well-documented impact on ISMR, we also elected to include the Niño 
34 JJAS average. As mentioned earlier, an El Niño event during the JJAS season is strongly 
associated with an anomalously dry JJAS rainfall season in India, while a La Niña event during 
the JJAS season is strongly associated with an anomalously wet JJAS rainfall season in India, 
prompting our choice. We coupled the JJAS seasonal average for the Niño 34 index with 
forecasts of the JJA and JAS seasonal averages for the Niño 34 index. These forecasts were 
obtained from the International Research Institute for Climate and Society (IRI) ENSO forecast 
page and covered the period 2002–2013. These forecasts can be used to forecast JJAS monsoon 
CDI in place of the observed Niño 34 JJAS values on a real-time basis. These forecasted values 
were averages of the projections from at least six distinct statistical/dynamical models, with one 
average for the JJA season and one average for the JAS season.  Together, we start with a total of 
13 ENSO-based indices. 
 Other candidate predictor variables include concurrent season (JJAS) eastern Indian 
Ocean SSTs known as the Indonesian Throughflow or ITF.  Warm, low-salinity water from the 
Pacific is introduced into the Indian Ocean via the ITF and is considered to be an integral 
component in the heat and hydrological budget of the Indian Ocean (Gordon et al., 1997). The 
ITF waters are also believed to influence SSTs and associated ocean–atmosphere coupling within 
the Indian Ocean, making it an important aspect of monsoon climate research (Gordon et al., 
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1997). Thus, the ITF was also selected to be a candidate predictor in the model. During the JJAS 
monsoon season, the ITF is strengthened considerably, allowing an abundant amount of 
relatively warm water to be injected into the Indian Ocean. Eastern Indian Ocean SSTs during 
the JJAS season correspond to enhanced (suppressed) atmospheric convection during the 
anomalous warming (cooling) of the Indian Ocean waters, which in turn supplies (robs) the 
developing monsoon of much-needed moisture.  We found that the Spearman’s rank correlation 
coefficient between CDI in Satara and the average SST anomalies over 20
o
 N and 5
o
 S and 100 
and 130
o
 E (the region representing ITF) during the JJAS season is around -0.35 (statistically 
significant at the 95% level), suggesting that warm conditions in the ITF region result in below-
normal CDI, or low crop water stress. Figure A4 presents the field correlation map of SST 
anomalies with CDI.  For these reasons, we chose the concurrent season ITF data to be a 
candidate predictor.  The ITF data were collected from the IRI data library and consist of two 
components, namely an observed component and a forecasted component. The observations 
consist of measured eastern Indian Ocean SST anomalies during the JJAS season from 1901 to 
2013.  The forecasts consist of JJAS-season ITF values retrospective of the ECHAM4.5 global 
climate model and cover the period 2001 – 2013.  Skillful forecasts for the tropical SSTs based 
on coupled ocean-atmosphere general circulation models have been in operation from various 
climate centers since 1998.  Hence, in the forecasting scheme, we used the ITF derived from the 
forecasted SST state issued in May from the ECHAM4.5 operational forecasting center 
(available from IRI data library: 
http://iridl.ldeo.columbia.edu/SOURCES/.IRI/.FD/.ECHAM4p5/.Forecast/.ca_sst/.ensemble24/  
(last access: 5 February 2017); Li and Goddard, 2005; van den Dool, 2007; Roeckner et al., 
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1996).  The observed JJAS ITF data are used to train the model, while the retrospective JJAS 
ITF forecasts are used to make forecasts for the years 2001 – 2013. 
 
 
Figure A4. Spearman’s rank correlation between the CDI in Satara and SST field during the same JJAS season.  
SST region in the Indian Ocean (red box) that influences the CDI has a statistically significant correlation at the 95% 
significance level. 
 
A.4.2 The forecasting procedure 
A.4.2.1 Predictor selection 
Given a pool of candidate predictors, the next step is to select the best subset of those predictors. 
The predictors used in the forecasting model were chosen based on an exhaustive search method.  
In the exhaustive search method, all possible combinations of the candidate predictor variables 
are used to develop models that are cross-validated on historical data. Skill metrics are then used 
to compare the predictive accuracy of each combination. In the present study, we began with 113 
years of CDI data and fourteen candidates: Niño 3 DJF, Niño 3 MAM, Niño 3 MAM-DJF, Niño 
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4 DJF, Niño 4 MAM, Niño 4 MAM-DJF, Niño 12 DJF, Niño 12 MAM, Niño 12 MAM-DJF, 
Niño 34 DJF, Niño 34MAM, Niño 34 MAM-DJF, Niño 34 JJAS and ITF. The exhaustive search 
method utilized the k-NN cross-validation algorithm and 40 years of training data (1901–1940) 
to build forecast distributions for each of the years 1941–2013. At each step, the training data 
were updated to include data from all of the years up to the year being cross-validated. Thus, we 
always only use the historical data and update the model each year with the information from the 
previous year, much as a regular user of the forecast system would have to do. These forecasting 
distributions, built over a 73-year record (1941 to 2013) were created successively for every 
unique combination of two variables, every unique combination of three variables, and so on 
until we reached the entire pool of predictors. 
 For each and every possible unique combination of the predictor variables, we obtain a 
matrix of 73 columns. For each of these 73 years, the squared error and ranked probability score 
(Epstein, 1969; Murphy, 1969, 1971; Candille and Talagrand, 2005) were computed, and from 
this the root-mean- squared error (RMSE) and ranked probability skill score (RPSS) were 
computed.  In this manner, a single RPSS value and RMSE value were calculated for every 
possible combination of the predictor variables.  We chose the following combination of 
predictors based on the relative optimality of both their RPSS and RMSE scores: Niño 12 MAM-
DJF, Niño 34 MAM-DJF and ITF, and this set of variables had an RMSE of 49.25mm of 
required (JJAS) seasonal water storage and an RPSS of 0.26. We devised a simple but effective 
decision rule for determining the optimal choice of predictors based on ranking the metric 
values.  This is especially useful when the number of combinations of variables is unwieldy. 
Optimality was determined by assigning a rank number to the RMSE and RPSS values in 
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such a way that the first number was assigned to the lowest RMSE value, the second to the 
second lowest RMSE value, and so on, and the first number was assigned to the largest RPSS 
value, the second to the second largest RPSS value, and so on. For a fixed number of cross-
validated predictor candidates for each RMSE/RPSS pair and for one pair of each combination of 
predictors, we determined an RMSE and RPSS rank and took the sum of these ranks. The 
smallest of these sums corresponds to the best or optimal set of predictors among all possible sets 
of cross-validated predictors.  We then compared the ranked sum while considering the number 
of predictors in order to choose the best set of predictors.  The chosen trio of predictors 
mentioned above had the unequivocally highest value of RPSS and second lowest RMSE value 
out of all possible combinations of the original set of 17 candidates, the lowest RMSE being only 
slightly smaller at 48.92 mm.  Conceptually, this procedure is similar to the “best subsets 
regression” or “step-wise regression” (Helsel and Hirsch, 2002), but in the spirit of using the k-
NN algorithm for forecasting, we designed this selection scheme to use the k-NN algorithm 
instead. 
 CDI forecasts were subsequently made using the selected set of predictors. The forecast 
procedure is tested using the leave-one-out cross-validation method. Each historical observation 
is omitted in turn, and the model is developed using the remaining years of data. A prediction of 
the observation that was not kept in the model-building set is then made and compared with the 
actual outcome for that year. Results from a variant of this approach are presented in the next 
section.  The CDI for the 2001 Kharif season is predicted using the model developed based on 
data from 1901 to 2000.  Similarly, the CDI for 2002 is predicted based on the model that is 
developed using the data from 1901–2001. Thus, as we move from year to year, we update the 
model observations and predict the future state. 
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A.4.2.2 The k-nearest neighbors real-time forecasting model 
The forecasts were developed using a non-parametric k- nearest neighbors (k-NN) model. This is 
a data-driven approach that develops a conditional probability distribution of the CDI given the 
predictors by first identifying the k- historical climate conditions that are most similar to the 
current values of the climate predictors and then randomly drawing the vector of CDI values in 
the historical data that correspond to these k neighbors. The neighbors are weighted so that the 
closer or more similar neighbors are chosen more often than those further away. The key steps 
are as follows. 
 Let X be the design matrix of size n x p, where p = number of predictors selected from 
the original pool of candidates. Let xi denote the i
th
 row of X. Hence, xi is a vector containing the 
values of each of the p predictor variables during year i.  In denoting the current values of the 
predictors by xc, the idea is to find k such predictor vectors from the historical record (i.e., find k 
values of xi with i < c) that are most “similar” to the value of xc and use this information to 
construct a sampling distribution of CDI from which we can issue probabilistic forecasts.  The 
number of neighbors in the model, or k, represents the number of degrees of freedom in the 
model, and should be chosen with care, as the choice of k affects the skewness and level of 
uncertainty in the sampling distributions.  After trying several different values for k, we found an 
optimal value to be k = 25.  Rajagopalan and Lall (1999) recommend that, as a rule of thumb 
based on asymptotic arguments, k be roughly equal to √𝑛, where n = the total number of 
observations.  In our situation, it was evident that we required more neighbors than this rule 
would allow due to the skewness and variance apparent in the sampling distributions when using 
only 11 or fewer neighbors.  Lall and Sharma (1996) note that if their discrete kernel is used for 
resampling the conditional bootstrap, then the weights for further neighbors will decrease. 
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Hence, choosing a larger k may reduce the variance in the estimate while potentially increasing 
the bias in the estimate of the conditional distribution. Cross-validation can also be used to 
choose an optimal value for k in a given setting. 
 Let y be the n-dimensional vector of seasonal CDI values, each component of which 
represents the aggregate water deficit level over the JJAS growing season of every year in the 
historical record.  Assume that y has been centered and normalized by its historical average to 
produce mean-normalized anomalies.  The first step was to consider the individual distances 
values (with a specified metric) between 𝒙𝑐 and 𝒙𝑖 for I = 1,…,c-1.  The chosen distance metric 
for our k-NN model was the Mahalanobis distance (Mahalanobis, 1936), represented as 
 
𝐷𝑀(𝒙𝑐, 𝒙𝑖) =  √(𝒙𝑐 − 𝒙𝑖)𝑇Σ−1(𝒙𝑐 − 𝒙𝑖),        (A5) 
 
where ∑ is the covariance matrix of the training values in X.  The Mahalanobis distance measure 
judges point separations in a metric space based on statistical dissimilarity, as opposed to a solely 
physical distance.  Hence, the level of similarity between predictor values across different years 
is determined by the orientation and location of each point relative to the scatterplot of the 
predictor data.  Large distances from 𝒙𝑐 represent predictor values that are statistically 
anomalous in the context of the predictor data.  After the Mahalanobis distances had been 
calculated, the k-smallest distance values, with k = 25, were selected and the corresponding years 
in which these distances occurred were noted.  These years, hereby referred to as the analog 
years, are the years during which the predictor signals were the most similar to those of the 
current year.  The vector-valued predictors during these analog years are referred to as the 
neighbors of 𝒙𝑐. 
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 The final step was to resample CDI values from the analog years.  The resampling 
technique employed is a nonparametric method known as the bootstrap (Efron, 1979; Efron and 
Tibshirani, 1993).  The idea behind the bootstrap component is to sample with replacement from 
a pool of data using the underlying distribution that generated the data to guide the sampling 
process.  We chose not to assign a parametric family of distributions to the CDI data and instead 
estimated its underlying distribution non-parametrically using a kernel density estimator.  This 
non-parametric method of k-NN bootstrapping was first introduced in Lall and Sharma (1996). 
Applications of the methods using different variants have since been presented (for example, see 
Rajagopalan and Lall, 1999; Souza and Lall, 2003 and references therein).  We employed the 
same discrete resampling kernel proposed in Lall and Sharma (1996), which has the general form 
𝐾(𝑗) =  
1
𝑗∙𝑆




𝑗=1  , where j is the rank of each neighbor of 𝒙𝑐, a rank of j = 1 is 
assigned to the closest neighbor and a rank of j=k is assigned to the most distant neighbor. Our 
strategy was to build this kernel density estimator based on the ranks of the selected neighbors 
and resample the predictands from these analog years. We resampled from the 25 analog CDI 
values 1000 times, and each of the 25 values was resampled proportionally to the probability of 
its occurrence as determined by the density estimator. 
 
A.4.2.3 Analyzing the k-NN results 
The way in which model results are interpreted and presented is important for potential 
stakeholders. In this case study, our interest was in forecasting the CDI for a given potato 
growing season in Satara. The information from these forecasts can be of great use to potato 
farmers in Satara as well as corporations with investments in these farming areas. This 
necessitates a clear and concise communication of the forecast results. 
185 
 
The output of the k-NN model was a time series for each forecasted year consisting of 
1000 realizations. This is the sampling distribution for the CDI and consists of mean-normalized 
anomaly values from the analog years converted to percentage values. As stated in the previous 
section, the deficit value from each analog year in the sampling distribution is represented 
proportionally to its probability of occurrence as assigned by a kernel density estimator. The 
sampling distribution is used to issue one-season-ahead probabilistic forecasts (i.e., the 
likelihood of a deficit for the forthcoming growing season). There are a whole slew of 
possibilities when it comes to using these sampling distributions for probability-based forecasts. 
Our approach consists of the following steps for a given forecasted growing season: 
1. A boxplot depicting the sampling distribution with the observed percent anomaly value 
superimposed on the boxplot for every growing season forecasted.  In using predictand 
anomalies, the historical mean becomes the zero line in the coordinate plane of the 
boxplot. 
2. A three-category forecasting system with the categories “above normal”, “normal” and 
“below normal” is used, provided that the historical mean and climatology are the 
threshold that is desired. 
3. The probabilities for the categories specified in step 2 from the sampling distribution 
generated in step 1 are calculated and used to evaluate the accuracy and strength of the 
forecast based on contingency metrics such as hit rates and false alarms. 
4. To get a sense of the spread and variability in the boxplot distribution, the Interquartile 
Range (IQR) is calculated.  
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5. The value of the observed percent anomaly of the predictand is compared with the 
category in which the majority of the probability mass of the sampling distribution lies.  
This is of central importance in getting a basic sense of the accuracy of the forecast. 
In general, the construction of such a sampling distribution allows the investigator the freedom to 
calculate probabilities on many different thresholds.  The thresholds should be defined by the 
particular application and the needs of any stakeholders involved. 
 
A.5 Case study: forecast results and discussion 
A.5.1 CDI forecast results and comparison with IMD monsoon forecasts 
We hereby present the results of the CDI forecasts for the 2001–2013 JJAS seasons in the Satara 
district, Maharashtra, India.  Forecasts are specifically made in the interest of irrigation 
requirements for potatoes grown in the Satara district, and we discuss the results in this context. 
The output of the k-NN model is the forecasting distributions for CDI of the 13 years and a series 
of boxplots representing these forecast distributions as shown in Fig. A5. The probabilities 




Figure A5. Box plot diagrams depicting the k-NN forecast distributions for CDI in the years 2001–2013 for 
potatoes grown in the Satara district, Maharashtra, India. Longer, more stretched out boxes indicate a greater degree 
of variability, or uncertainty, in the forecast distribution. Boxes in which the median is grossly off-center indicates 
that the forecast distribution is heavily skewed. Anomalies with respect to the climatology of the predictand were 
used in the box plot calculations. As the results are presented in terms of the percent anomalies, the historical 
average is located at zero. The triangles represent the observations as percent anomalies about the mean. Boxes that 
have been shaded in gray indicate years during which identical directionality was observed, whereas boxes that are 
white indicate years during which dissimilar directionality was observed. 
 
 Figure A5 shows a series of box plot diagrams depicting the k-NN forecast distributions 
for CDI in the years 2001–2013.  All calculations in this figure, including the construction of the 
distributions themselves, were done using anomalies of the predictand rather than the raw 
predictands.  The anomalies were calculated by subtracting the 1901–2013 mean from the data, 
dividing by this mean value and converting the quotient to a percentage.  The idea is to gauge the 
level of the seasonal crop water deficit in a forecasted year with respect to the level of crop water 
deficit that has occurred on average over the entire historical record. This should address the 
question of how “normal” or “abnormal” a given level of deficit over the course of a season is 
with respect to everything we have seen or experienced thus far. Given that the forecast is 
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developed one season ahead, the sign of a strong shift in the probability will alert the decision 
makers to an anticipated deficit or surplus event. 
 We have created two general possibilities; the observed percent anomaly values (triangles 
in Fig. A5) can be positive or negative. As the forecasts were carried out using anomalies instead 
of raw values, the 1901–2013 historical average is repositioned as the zero line in Fig. A5. We 
calculate the probability under the k-NN forecast distribution of observing positive (negative) 
deficit anomalies for each year in 2001– 2013.  These are retrospective forecasts in the sense that 
these anomalies were already observed and recorded but were not used in building the model. 
These probabilities, corresponding observed percent anomalies and IQR values are presented in 
Table A1. The utility of these forecasts are discussed in Sect. A.5.2. 
 Given the above information, we judge the accuracy of the forecasts during any given 
year on a few simple criteria, namely the directional agreement between the observed percent 
predictand anomaly and the median of the forecast distribution (Fig. A5), the joint consideration 
of the forecast probabilities and the observed percent anomaly (Table A1, columns 2–4) and the 
level of uncertainty in the forecast distribution (Fig. A5 and Table A1, column 5). Uncertainty is 
measured by the IQR of the box plot distribution. In the present context, we say that a forecast 
for a given year has identical directionality (with respect to the observation) if both the median 
of this forecast and the observation (as a percent anomaly) are either positive (above the 
historical average) or negative (at or below the historical average). The absence of identical 
directionality will be called dissimilar directionality. 
 The box-and-whisker plots shown in Fig. A5 for each year illustrate the range of possible 
values of the CDI for that year. We have identical directionalities for the years 2001, 2004, 2005, 
2006, 2007, 2010, 2011, 2012 and 2013. For the years 2001, 2011 and 2012, the model correctly 
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forecasted that the water stress conditions for the Maharastran potatoes would be above the CDI 
climatology.  We can see from Fig. A5 that both the observed percent anomalies (triangles) and 
the medians for all of these forecasted years are positive.  Additionally, Table A1, column 2 
shows that the majority of the probability mass of the k-NN distribution is placed in the “Above 
Mean” category for 2001, 2011 and 2012, while column 4 shows that for these years, the 
observed CDI anomalies are positive. Similarly, for the years 2004, 2005, 2006, 2007, 2010 and 
2013, the model correctly forecasted that water stress conditions for the potatoes would be below 
the historical average, and this can be seen from Fig. A5, where the observed anomalies and the 
medians for all of these forecasted years are negative. Similarly, Table A1, column 3 shows that 
the majority of the probability mass from the k-NN forecasting model was placed on the “Below\ 
Mean” category for these years, and the corresponding observed CDI anomalies are also 
negative. For the years 2002, 2003, 2008 and 2009, we have dissimilar directionalities. The 
forecasts suggest higher probability values for below average CDIs during 2002 and 2003, 
whereas positive anomalies were observed for these years. Similarly, the forecasts for 2008 and 
2009 placed the majority of the probability mass on CDIs that are higher than average, 
suggesting that these years were likely to see higher than normal potato water stress. However, 
the observed CDI anomalies were negative, implying the opposite scenario. 
 We say that a hit has occurred if identical directionality is observed. A miss occurs if the 
forecast implies below average water stress, but the observation shows above average water 
stress.  Finally, a false alarm occurs if the forecast implies above average water stress, while the 
observation shows below average water stress. Table A2 shows that the hit rate of the k-NN 
forecasts is 9/13, the miss rate is 2/13 and the false alarm rate is 2/13. Table A3 shows a 
comparison of our CDI forecasts with seasonal total precipitation forecasts of the India 
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Meteorological Department, abbreviated as IMD. The IMD forecast presented here for 2001 is 
long-range for precipitation in the JJAS season over three climatically homogeneous regions in 
India, namely northwestern India, peninsular India, and northeastern India. Since Maharashtra is 
in peninsular India, we refer to this forecast. For 2001, the forecast result was categorized as 
either normal, above normal or below normal. “Normal” is defined as being within ±10% of the 
long-period average, or LPA.  Beginning in 2003, the IMD began offering two-stage forecasts, 
the first released in mid-April using data up to March and an update in June using data up to 
May.  For both 2011 and 2013, we used the initial countrywide forecast, as the updated forecasts 
for JJAS could not be found. In 2003, IMD began to divide their forecast results into five 
categories, namely drought/deficient, below normal, near normal/normal, above normal and 
excess. “Deficient” (drought) is defined as JJAS total seasonal rainfall that is less than 90% of 
the long period average (LPA). “Below normal” is defined as the JJAS rainfall that is 90 %–96% 
of the LPA, “normal” (sometimes called “near normal”) is defined as the JJAS rainfall that is 
96% – 104% of the LPA, “above normal” is defined as the JJAS rainfall that is 104 %–110% of  
Table A1. The table below shows important statistics calculated from k-NN forecasts of CDI. In particular, column 
2 displays the probabilities of the CDI for a particular season being above the CDI climatology. These probabilities 
are calculated from the k-NN sampling distribution, which in turn is simulated from historical values of the CDI 
based on the nearest neighbors determined in the predictor variable space. Column 3 shows the complementary 
probabilities of values being below this historical average. The forecasts for years 2001–2013 are retrospective and 
may serve as cross-validation for the k-NN model. Column 4 shows the values of the actual (observed) CDI 
anomalies with respect to the 1901–2013 climatology as percentages. A negative value implies that the actual CDI 
value was below the historical average by the given percentage.  The rounded IQR values are shown in the final 












(vertical axis units 
of %-anomalies)  
2001 0.59 0.41 +14.4 10.9 
2002 0.42 0.58 +15.5 21.0 
2003 0.20 0.80 +37.8 23.1 
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2004 0.35 0.65 -20.1 7.70 
2005 0.25 0.75 -51.3 12.1 
2006 0.37 0.63 -47.9 10.0 
2007 0.37 0.63 -20.5 2.60 
2008 0.75 0.25 -6.33 19.1 
2009 0.64 0.36 -30.0 5.10 
2010 0.18 0.82 -56.4 31.1 
2011 0.58 0.42 +2.72 0.19 
2012 0.68 0.32 +25.4 9.90 
2013 0.18 0.82 -9.36 24.6 
 
the LPA and “excess” is defined as the JJAS rainfall that is more than 110% of the LPA.  The 
IMD forecasts are reported as percentages of the LPA, as shown in column 3 of Table A3. Based 
off of the categories defined by IMD and comparing these forecasts with actual JJAS seasonal 
total precipitation anomalies from our gridded rainfall data set, where these anomalies have been 
calculated with respect to the long period average defined as 1901–2013, we classify each 
forecast as a hit, miss or false alarm, as was done with the CDI forecasts. The hit rate for IMD is 
1/9, the miss rate is 3/9 and the false alarm rate is 5/9.We must bear in mind that the total 
precipitation forecasts given here are for an entire region that includes the state of Maharashtra, 
whereas our CDI forecasts are generated based on CDI calculations from the target location of 
Satara, Maharashtra, India. Hence, our CDI anomalies reflect the conditions of Satara on a much 
higher resolution than the coarse IMD precipitation anomalies. Furthermore, we are comparing 
IMD forecasts with actual precipitation totals from Satara, computed with respect to the 1901–
2013 LPA instead of the 1951–2000 LPA of IMD under the reasonable assumption that the LPA 
192 
 
does not change much between those two definitions. While the IMD monsoon forecasts can 
provide a broad regional understanding of the monsoon conditions, supplementing them with 
targeted crop-specific forecasts such as ours will help improve agricultural planning and regional 
water management. To conclude, we used observations for ITF and Nino 34 JJAS to generate 
CDI forecasts for the years 1976–2000 and augmented these forecasts with the 2001–2013 CDI 
forecasts depicted in Fig. A5. Running the forecasts for a longer period of time, which in this 
case is 38 years, ensures the robustness of the procedure. The hit, false alarm and miss rates 
resulting from this extended retrospective, adaptive forecast are 24/38 hits, 9/38 false alarms and 
5/38 misses. Hence, we are observing 63% hits, which indicates a fairly good, robust forecasting 
procedure for an informative crop water stress index. 
Table A2. The results of the k-NN generated CDI forecasts, including the most likely category (AM = Above Mean, 
BM = Below Mean) long with the corresponding k-NN assigned probability value expressed as a percentage in 
parentheses next to it (column 2), the category in which the observed anomaly value resides (column 3) and the 
hit/miss/false alarm designations corresponding to these results (column 4). 
 
Year Forecast Actual Observation Result 
2001 AM (59%) AM Hit  
2002 BM (58%) AM Miss 
2003 BM (80%) AM Miss  
2004 BM (65%) BM Hit 
2005 BM (75%) BM Hit 
2006 BM (63%) BM Hit 
2007 BM (63%) BM Hit 
2008 AM (75%) BM False Alarm 
2009 AM (64%) BM False Alarm 
2010 BM (82%) BM Hit 
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2011 AM (58%) AM Hit 
2012 AM (68%) AM Hit 
2013 BM (82%) BM Hit 
We define a strong forecast as a forecast in which the probability assigned to one of the 
two categories is at least 60 %.  In our situation, 10 out of the 13 years witnessed strong 
forecasts.  A weak forecast runs the risk of being less informative to decision makers, whereas 
strong forecast is much more assertive and definitive; hence, decisions can be made more easily 
with a strong forecast. The forecasts were also correct for 7 of these 10 years, as seen in Table 
A2. The forecasts were correct but slightly weak for 2 years (2001 and 2011). If one considers 
acting only if the probability associated with a CDI forecast is at least 60 %, then the forecast is 
correct 7 out of 10 times.  Raising this to 66% leads to the correct classification of 4 out of 6 
years. 
It is important to point out that one should also consider the uncertainty (column five in 
Table A1) when evaluating the power of the forecasts. Knowing the uncertainty is useful, since 
years in which the uncertainty in the forecast is low and there is a strong indication for the CDI 
may lead to different risk management actions than years in which the forecast has strong 
directional change but is also marked by high uncertainty. 
Table A3. A comparison of the CDI forecasts and the JJAS total seasonal precipitation forecasts generated by the 
India Meteorological Department (IMD). Column 2 is a repeat of column 4 in Table A2; a record of the accuracy of 
CDI forecasts is expressed in terms of hits and misses. Column 3 contains the forecasts issued by IMD, and column 
4 is the actual observations of JJAS seasonal total rainfall using rainfall data from the Satara district itself. The fifth 
and final column of Table A3 shows the accuracy of the IMD forecasts in terms of hits and misses using their own 
5-category system. 
 








2001 Hit  96% of LPA 93% of LPA Hit 
2002 Miss Not Available 68%  of LPA NA 
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2003 Miss  99% of LPA 40% of LPA Miss 
2004 Hit 103% of LPA 160% of LPA False Alarm 
2005 Hit Not Available 160% of LPA NA 
2006 Hit 90% of LPA 141% of LPA False Alarm 
2007 Hit 96% of LPA 163% of LPA False Alarm 
2008 False Alarm Not Available 95% of LPA NA 
2009 False Alarm Not Available 212% of LPA NA 
2010 Hit 99% of LPA 199% of LPA False Alarm 
2011 Hit 98%  of LPA 85% of LPA Miss 
2012 Hit 96% of LPA 46% of LPA Miss 
2013 Hit 98% of LPA 150% of LPA False Alarm 
 
A.5.2 Discussion of results: the utility of targeted forecasts 
It is natural to ask how one might go about using CDI forecasts.  Here is a short example of how 





 for the potatoes would have been the ideal situation, as this is equal to 
14.4% above the average CDI value of 241mm of the water storage equivalent.  However, this 
exact amount cannot be known in the absence of the observed CDI anomaly, which is found in 





 would have been irrigated or stored instead. A more risk-averse 
decision maker may choose to use the upper quartile or even maximum of the k-NN generated 
sampling distribution as a proxy for the true anomaly value. Such decisions are often made on 
the basis of prior experience. 
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 Although total seasonal rainfall is sometimes used for agricultural water planning, CDI 
boasts a significant advantage over total seasonal rainfall in this capacity. CDI reliably accounts 
for water stress incurred by haphazard and erratic patterns of rainfall during the season. A total 
seasonal rainfall forecast that indicates a growing season with sufficient rainfall will not be 
reliable when rain throughout the season is erratically distributed in clusters of rainy days, 
whereby all of the rainfall in a given season occurs within a portion of the season, and the 
remainder of the season is virtually dry.  This is a common occurrence in monsoonal climates 
and may have deleterious effects on crops that are vulnerable to prolonged dry periods and/or 
chunks of time during which rainfall is excessive. Long dry spells throughout the season that can 
be detrimental to drought-sensitive crops are not accounted for in a measure of total seasonal 
rainfall, making it possible for the seasonal rainfall to appear sufficient due to sporadic 
occurrences of large precipitation events. Consequently, it can also serve as a better indicator 
than regional rainfall to devise index-insurance products for agriculture, where crop specific 
indices can be developed (Skees, 2016).  These characteristics of crop water stress must be 





Figure A6. The four panels pictured here depict the CDI in various ways. In (a, c, d), the blue bars represent daily 
seasonal rainfall levels (in mm), the red curve represents crop evaporative water demand (ET0) and the black time 
series is the CDI calculated based on this data.  (a) illustrates the basic nature of CDI using the daily seasonal CDI 
time series from the JJAS growing season of 2013. Note that this time series is specifically calculated for potatoes 
grown in the Satara district of Maharashtra, India during the 2013 JJAS growing season. (b) shows a scatterplot of 
total rainfall across all growing seasons (1901–2013) and CDI across all growing seasons. A significant negative 
correlation between them is apparent from this scatterplot (Pearson correlation is -0.8, Spearman’s rank correlation 
is -0.812, Kendall rank correlation is -0.623). This panel demonstrates two different growing seasons, with two 
different CDI values during which the total seasonal rainfall was the same. (c) is a seasonal CDI time series plot 
corresponding to the growing season, with the lower CDI value on the vertical line in (b). (d) is a seasonal CDI time 
series plot corresponding to the growing season, with the higher CDI value on the vertical line in (b). 
 
 To illustrate the aforementioned point further, we reference Fig. A6.  In this figure, the 
varying rainfall distribution is indicated by the vertical bars, the crop demand is given by the 
horizontal line (primary y-axis) and the time series shows the cumulative deficit. Figure A6b 
shows 2 distinct years during which the total seasonal rainfall was 590mm (vertical line). During 
one of these 2 years, the CDI value was 111mm of water deficit for the potato crop, while the 
CDI value for the other year was 228 mm. This indicates that the water stress for a particular 
crop relies on both the magnitude and frequency of seasonal rainfall. When daily seasonal 
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rainfall is more uniform, the daily deficit values do not have the chance to accumulate as much 
as when rainfall is less uniform and as a result, when there are persistent dry spells or long 
precipitation-inactive periods. Figure A6c shows the resulting cumulative deficit when daily 
rainfall occurs with greater frequency during the JJAS season and hence the total seasonal 
rainfall is distributed among the days of the growing season fairly uniformly. Figure A6d, 
located immediately to the right of Fig. A6c, shows the resulting cumulative deficit when rainfall 
is dominant during the first and last months of the JJAS season. While rainfall events do occur 
between those months, the magnitude of the rainfall is quite low, allowing the seasonal daily 
CDI time series to spike to a considerably higher maximum value (228 mm) than the CDI time 
series in Fig. A6c (111mm maximum). The CDI time series recedes and recovers at the end of 
the season when the rainfall increases in magnitude. Hence, the CDI can discriminate between 
two monsoon seasons which have the same total rainfall but differ in that one may have rainfall 
distributed uniformly over the season through modest rainfall events, while the other may have a 
few intense rain events separated by long dry periods. As we can see, the latter gives rise to a 
much higher CDI. 
 An interesting and excellent discussion concerning the usability of such science is found 
in Dilling and Lemos (2011) and several papers cited therein. In the context of that discussion, 
we find that our forecasting procedure combines the “science push” and “demand pull” 
approaches to creating scientific usability. The impetus for crafting the CDI and, prior to that, 
independently developing the k-NN algorithm, was scientific. However, the decision to combine 
them and apply them to seasonal forecasting as we have done here was made with agricultural 
stakeholder interests in mind.  As discussed in Dilling and Lemos (2011), the problem of 
overcoming informal institutional barriers to avail such seasonal forecasts, namely the idea that 
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current methods of forecasting through weather and climate prediction centers are the only 
reliable methods, is one potentially faced by our methodology.  If this is the case, this is 
unfortunate, as we feel that our targeted forecasting system is potentially very useful to 
stakeholders and decision-makers in relevant sectors. 
 
A.6 Summary and conclusion 
A novel crop water stress index, the CDI, was developed here as a way of estimating water 
storage and irrigation requirements in the interest of agricultural water resources. As the 
management of water resources requires advanced knowledge of water risk, the main task 
accomplished here was the forecasting of the CDI as an effective method for understanding and 
hedging risk. This concept of forecasting the CDI for evaluating irrigation requirements was 
applied to a case study in the Satara district of Maharashtra, India, in which the CDI pertaining to 
potatoes grown in Satara during the southwest monsoon season was forecasted using large-scale 
climate indices as predictors in a semi-parametric k-nearest neighbors stochastic model that 
issues probabilistic forecasts. The climate indices used were defined either concurrent to the 
monsoon season or 3 to 6 months prior. Based on the hit and false alarm rates, the results 
achieved using our methodology were more favorable than precipitation forecasts conducted by 
the India Meteorological Department. We also observed in our method a greater tendency 
towards strong and informative forecasts.   
This study developed a framework for quantifying and analyzing climate-induced 
agricultural risks. It is based on (a) developing a CDI for assessing crop-specific water risk, 
irrigation requirements and water storage needs for the agricultural sector, (b) investigating the 
sources of predictability for this indicator and (c) developing statistically verifiable models for 
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issuing season-ahead probabilistic forecasts for evaluating water risk and irrigation needs. We 
can conclude that this is a useful approach in investigating irrigation requirements and that a 
bootstrap-based uncertainty estimation is useful for developing probability-based management 
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: More on Utilizing Streamflow Reconstructions for 
Communicating Drought Risk (Supplement to Chapter 5) 
This second appendix contains a section from Chapter 2 of the New York City Panel of Climate 
Change 2019 report published on March 15, 2019, that discusses the application of tree-ring 
based streamflow reconstructions for improved quantification of drought risk for the Greater 
New York area.  
 
Overview: NPCC1 reported the potential future changes in droughts for the city using the 12-
month average Palmer Drought Severity Index (PDSI) (NPCC, 2010). It was projected that the 
frequency of drought will approximately double by the 2050s and will be five times greater by 
the 2080s. This NPCC3 report focused on drought indices developed for the city’s major 
reservoir system using paleoclimate data.  The drought of record in the New York metropolitan 
region is the one that occurred in the early to mid-1960s (Namias, 1966). It stands as a warning 
of the potential vulnerability of New York City to severe water shortages.  Many of the operating 
rules governing water management for the region depend largely on performance testing using 
the 1960s drought as the standard (Kolesar and Serio, 2011, Devineni et al., 2013, Ravindranath 
et al., 2016).  Since reliable observed streamflow data in the region often date back only to the 
1950s, this section addresses questions as to the longer-term drought risk including the 
characterization of drought duration, severity and return period through paleoclimate data 
analyses. Hydrologic reconstructions of streamflow from tree-rings spanning the past several 
centuries can provide a more complete picture of the range of variability at the decadal or longer 
                                                          
5
 Jorge E. Gonzalez, et al. (2019). New York City Panel on Climate Change 2019 Report Chapter 
2: New Methods for Assessing Extreme Temperatures, Heavy Downpours, and Drought, Annals 
of the New York Academy of Sciences, 1439(1), pp. 30 – 70, https://doi.org/10.1111/nyas.14007. 
I contributed to the drought section of this chapter. 
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time scales.  Other paleoclimate studies using pollen assemblages suggest drought conditions 
from ~800 to 1300 AD as well (Pederson et al., 2005). These paleoclimate studies can place the 
short instrumental record into a more long term perspective.  Previous work (Devineni et al., 
2013, Woodhouse et al., 2006, Nowak et al., 2012; Stockton and Jacoby, 1976) have 
demonstrated the utility of paleo climate streamflow reconstructions in providing a more 
objective evaluation of operating rules for reservoir systems. Consequently, for NPCC3, we 
developed reconstructions of the Pepacton, Cannonsville, and Neversink (PCN) reservoir inflows 
(Fig. B1) using tree-ring chronologies in the upper Delaware River basin. We used these 
extended reservoir inflow records to develop long-term drought profiles on duration, severity and 
return periods under different water demand thresholds.  Table B1 provides key definitions for 
terms used to discuss drought throughout this section. 
 
B.1 Methods of analysis 
This section briefly presents the methodology employed for reconstructing reservoir inflow and 
for deriving drought indicators. Data description and technical details of the model structure are 
provided in section B.4. Full details of the methods can be found in Devineni et al. (2013). 
 
Table B1. NPCC3 drought definitions 
Term Definition 
Reservoir inflow Streamflow (amount of water) coming into 
reservoirs 
Reconstruction Estimate of streamflow for past period using 
trees proven to be good estimators of 
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observed streamflow during the period of 
gauged record.  This is typically developed 
using statistical models that capture the 
relationship between tree growth index and 
the observed streamflow record during the 
overlapping period.  This statistical model is 
applied to the prior period. 
Cumulative Deficit Accumulated water deficit over an n-year 
period.  Deficit for each year is defined as the 
difference between water demand (reservoir 
releases) and water supply (reservoir inflows). 
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Figure B1.  New York City’s water supply system.  The Cannonsville, Pepacton and Neversink reservoirs of the 




B.2 Reservoir inflow reconstructions 
We developed the PCN reservoir inflow reconstructions using a statistical regression model. 
Instrumental data (i.e., inflows for the three reservoirs during the observation period since 1928) 
were provided by the New York City Department of Environmental Protection. Tree-ring width 
measurements that represent paleoclimate data for the Delaware watershed date back to 1754. 
These are available from the Tree Ring Laboratory at the Lamont-Doherty Earth Observatory 
(LDEO). Given data from the three reservoirs and eight local tree-ring chronologies as predictor 
variables, the statistical model provides regression equations for each reservoir that are used to 
reconstruct the streamflow.  The period over which the reconstruction was done is 1754–1927. 
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The resulting outputs are simulations of annual average daily streamflow from 1754 to 2000 for 
the three reservoirs. 
 
 
Figure B2. Reconstruction of combined annual average daily inflow from eight tree-ring chronologies in the 
Pepacton, Cannonsville and Neversink reservoirs, which supply approximately 50%  of the New York City water 
supply (DRBC, 2018).  Since tree growth is dependent on climate and since each tree-ring represents a season of 
growth, tree-ring measurements provide information on hydrological indicators over a tree’s life span that can be 
used to understand variations in climate. 
 
 
B.3 Drought indicators 
We constructed a drought index to characterize the regional drought with explicit consideration 
of water demand. We developed the drought index on instrumental streamflow data first to gain 
an understanding of the observed drought risk since 1928. Then, we applied it to the reservoir 
inflows reconstructed from the tree-ring data. 
 
B.3.1 Results 
This section presents the results of the streamflow reconstructions and drought analyses for the 
instrumental period and the paleo-reconstructed period. The general trends of combined reservoir 
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inflow from tree-ring data from 1754 to 2000 are shown in Figure B2.  While the 1960s drought 
is the most severe in the extended record, the tree-ring analysis shows that there were regimes 
with less severe but longer drought durations (e.g., 1830–1860, 1790–1810).  By examining this 
historical record, we found that there are at least eight incidences of historical drought lasting 5 
consecutive years or longer occurring in the region since 1750 (Table B2). Six of these occurred 
in the paleo record period, and two were observed in the instrumental period.  This indicates 
there is a potential for persistent drought in the New York metropolitan region in the future. 
 
Table B2. Incidence of historical drought of at least 5 consecutive years in the New York metropolitan region in the 
paleo record (1754 – 1927) and the instrumental record (1928 – 1999) 
Drought Duration Years 
Paleo Record  
10 years 1764 – 1773 
11 years 1791 – 1801 
5 years 1803 – 1807 
9 years 1852 – 1860 
6 years 1883 – 1888 
5 years 1909 – 1913 
Instrumental record  
5 years 1929 – 1933 






B.3.2 Summary and future work 
Long-term drought risk for the New York City water supply system is developed based on tree-
ring reconstructions for PCN reservoir inflows. The streamflow reconstructions reveal droughts 
with a longer duration than the 7-year major drought seen in the instrumental period (1961–
1967).  If the variability of streamflow as seen from the long paleoclimate tree-ring record (246 
years) were to continue into the future, increases in regional water demand due to population 
increase and climate change could affect the duration of droughts. This is important from a 
drought risk and planning perspective.  
 
B.4 Drought indexing Methods  
We developed the drought index to capture the effect of drought over multiple years. The index 
is based on the sequent peak algorithm (Loucks et al., 1981). It quantifies the water reservoir 
drawdown for meeting the demand. The steps for the computation are as follows: 
 
𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑡 = max(𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑡−1 + 𝐷𝑡 − 𝑆𝑡, 0), where 𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑡=0 = 0 
 
𝑆𝑒𝑣𝑒𝑟𝑖𝑡𝑦 =  𝑚𝑎𝑥𝑡(𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑡; 𝑡 = 1: 𝑛 − 𝑦𝑒𝑎𝑟𝑠). 
where 𝐷𝑒𝑓𝑖𝑐𝑖𝑡𝑡 refers to the accumulated annual deficit, 𝐷𝑡 refers to the annual water demand, 
𝑆𝑡 refers to the annual water supply and n is the total number of years under consideration.  The 
maximum accumulated deficit estimated over the n-year period is defined as the Severity of the 





Figure B3. The joint drought profile for a demand of 950 MGD annual average daily outflow.  The contour plot 
shows the joint probability distribution of drought duration and severity.  The drought of the record (1960s drought 
of 6 years and 1000 MGD cumulative deficit) is shown as a red circle on the contour plot. 
 
B.4.1. Drought profile based on the reconstructed reservoir inflow data 
The demand-specific drought index is applied to the simulations of the reconstructed PCN 
combined inflows with a demand threshold of 950 million gallons per day (MGD) of annual 
average daily flow to develop the long-term drought risk profile. Figure B3 presents the joint 
probability distribution of the drought duration and severity as seen from the paleo records. The 
worst drought event in the instrumental period (the 1960s drought of 6 years and a cumulative 
deficit of 1000 MGD) is shown as a red circle in the figure. It is evident from the paleo 
streamflow data that the drought of the record, the 1960s drought, is still an extreme event 
relative to a long-term drought risk profile. The probability of exceedance of the 6-year drought 
duration is P (Duration > 6) = 0.06, an approximate average return period of 16 years if drought 
length is of concern. The probability of exceedance of the 1000 MGD cumulative deficit 
(drought severity) is P (Severity > 1000 MGD) = 0.03, an approximately average return period of 
33 years if drought severity is of concern. However, if combined variables of duration and 
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severity are of interest, the probability of joint exceedance P (Duration > 6 ∩ Severity > 1000) = 
0.006, an approximate average return period of 166 years. Hence, while a drought of a 6-year 
length occurs more frequently than the drought of a 1000 MGD severity, the recurrence of the 
joint drought as worse as the 1960s is anomalous.  
 
 





B.4.2 Drought profile based on the reconstructed reservoir inflow data and changing demand 
It is important to note that the drought stress is always relative to the demand of the region. The 
above analysis is shown for a demand of 950 MGD of annual average daily flow as a benchmark 
water demand. We have chosen this threshold given this is the average PCN combined reservoir 
release (including diversions to New York City, conservation, and directed releases) for the last 5 
years (USGS, 2018). To investigate the effect of water demand on drought stress, we have 
applied the drought index for four different thresholds, 950 MGD, 1000 MGD, 1050 MGD and 
1100 MGD.  Any average demand greater than 1100 MGD will exceed the average combined 
reservoir inflow. 
 The joint probability distributions of drought duration and drought severity (long-term 
drought profiles) for various water demand levels is shown in Figure B4. We observe from these 
distributions that the drought duration is changing at a rate faster than the drought severity with 
increasing demand.  As the water demand of the region increases, from a long-term planning 
perspective, the critical metric to focus on will be the length of drought. Drought stress is 
experienced in terms of its persistence. This can also be seen from Figure B5, which shows the 
individual distributions for each of these thresholds along with the drought of the record from the 
instrumental period. 
 The streamflow reconstructions reveal droughts with a longer duration than the duration 
of the drought seen in the instrumental period (1960s drought). Joint distributions of duration and 
severity are developed for various demand levels to get a better perspective of the long-term 
drought profile.  Based on a demand level that matches the average reservoir releases for the last 
5 years, the worst drought of the record in the instrumental period is 6-year drought with a 1000 
MGD cumulative deficit.  This event has a joint return period of 166 years when contextualized 
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with the long-term drought profile. However, the drought stress is very sensitive to regional 
water demand. A marginal increase in the demand from the 950 MGD level will lead to droughts 
that are longer and more severe, and their joint occurrence becomes more frequent. A 
comparison of duration versus severity metrics indicates that the rate of change with respect to 
demand levels is much faster for the drought duration. 
 
Figure B5. The distributions of drought duration and severity for varying demands 
 
B.4.3 Observed droughts 
For the period of 1928–2000, annual average daily inflows and cumulative reservoir deficit was 
calculated based on a total demand of 950 MGD of annual average daily flow (Fig. B6). Note 
that 950 MGD is approximately the average reservoirs’ release for the recent 5 years. 
In the decade of the 1960s, the reservoirs had extensive drawdown, making it the worst 
drought of the instrumental period. The observed duration of the drought is 6 years, from 1961 to 
1967.  The severity of the drought, measured as the cumulative deficit, is approximately 1000 
MGD. The recovery period of this drought is 5 years. While there are other periods with small to 
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moderate droughts, there is no other period in the instrumental record that has a drought as 
severe as the 1960s drought. 
Table B3 summarizes the individual and joint probability of exceedances and return 
periods of the drought duration and severity. Evidently, they are very sensitive to the demand. 
While the droughts stress for a demand level consistent with the water releases for the past 5 
years is moderate, the drought stress is more likely and reoccurs more frequently for a marginal 
increase in the demand levels. 
 
Figure B6. Annual average daily inflows and cumulative deficit (drawdown) of the combined Pepacton, 
Cannonsville, and Neversink (PCN) reservoir during the instrumental period (1928 – 2000).  The blue line shows the 
observed PCN reservoir combined inflow.  The red line (inverted) indicates the cumulative deficit. 
 
Table B3. Summary of the probability of exceedances and the return periods of the droughts for four different 
demand levels 
Demand 
 950 MGD 
D* = 6 
S* = 1000 
1000 MGD 
D* = 6 
S* = 1300 
1050 MGD 
D* = 6 
S* = 1600 
1100 MGD 
D* = 6 
S* = 1900 
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