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Abstract: In this work, it is shown that student access time series generated from Moodle log ﬁles contain information sufﬁcient for
successful prediction of student ﬁnal results in blended learning courses. It is also shown that if time series is transformed into frequency
domain, using discrete Fourier transforms (DFT), the information contained in it will be preserved. Hence, resulting periodogram and
its DFT coefﬁcients can be used for generating student performance models with the algorithms commonly used for that purposes. The
amount of data extracted from log ﬁles, especially for lengthy courses, can be huge. Nevertheless, by using DFT, drastic compression of
data is possible. It is experimentally shown, by means of several commonly used modelling algorithms, that if in average all but 5–10%
of most intensive and most frequently used DFT coefﬁcients are removed from datasets, the modelling with the remained data will result
with the increase of the model accuracy. Resulting accuracy of the calculated models is in accordance with results for student performance
models calculated for different dataset types reported in literature. The advantage of this approach is its applicability because the data are
automatically collected in Moodle logs.
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1. Introduction
E-learning is deﬁned as the usage of any information
technology or application for learning or learning support
(Laurillard, 2004). More speciﬁcally, b-learning (blended
learning, hybrid learning and mixed mode) is the form of
learning environment where the traditional classroom
teaching and face-to-face communication between teacher
and students are blended with the computer-mediated
interaction (Bubaš & Kermek, 2004). This type of learning
is outspread in higher education in Croatia and worldwide,
especially in Europe. According to mission statements of
Croatian universities, the blended learning is the preferred
way of applying information and communication
technology in higher education.
Typical for blended learning is the usage of a form
of learning management system (LMS) and/or a form of
e-assessments during the course that provides numerous
data on student behaviour patterns and results. These data
stimulated the development of educational data mining
(EDM). It is a relatively new research area pursuing the
development of methods and computational approaches
for exploring data originating from an educational context
(Romero & Ventura, 2010).
In a log ﬁle (or access log), an LMS writes a record of
student activities. In this paper, a student log denotes an
activity report in Moodle (Moodle, 2014) for one student
although the idea is generally applicable in any other virtual
learning environment. In a student log, it can be seen what
pages students accessed, the time and date they accessed
them, the Internet protocol addresses they came from and
their actions (view, add, update and delete). Each action is
presented as one click. Words the access and the click are
used interchangeably in this paper. In order to build the
prediction model of student ﬁnal exam result, the time
pattern of student Moodle logs is analysed. Time series for
each student is generated, containing the number and
temporal order of a student accesses to a certain LMS
course during the time when the course was taking place.
The data from Moodle logs are pre-processed, and the
discrete Fourier transforms (DFT) is calculated in order to
reduce the amount of data needed for successful student
performance prediction. The DFT is widely used in
technology for signal processing and in economics for time
series analysis. Nevertheless, the authors could not ﬁnd the
record that it has been used in EDM.
The approach proposed in this paper for student
performance model building could be useful for unders-
tanding the learning process in the b-learning environment
and for improving teaching techniques. It can be also used
for administrative purposes in assigning student groups for
the following courses, making teaching schedule for the
programme, number of teachers needed and calculating
the school’s income from tuition fees. The advantage of
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modelling with data from LMS log ﬁles is its applicability in
many different cases because that data are automatically
collected and accessible.
This paper is organized in the way that ﬁrstly the review
of the up-to-date scientiﬁc research and motivation for this
research is presented. Next, the underlying method of the
study and the dataset used are described followed by
analysis and discussion of results. At the end, the main
conclusions, limitations of the study and guidelines for
future research are presented.
2. Motivation and related work
One key application of EDM methods has been the
improvement of student models (Baker & Yacef, 2009). A
student model is providing data on a student who uses some
kind of computer-based learning system in order to adjust
that system according to the student. Model building
process includes data pre-processing, parameter optimi-
zation and attributes selection steps. The student modelling
and performance prediction in an e-learning and
tutoring/adaptive learning systems (Kotsiantis et al., 2004;
Lykourentzou et al., 2009; Cobo et al., 2011; Jovanović
et al., 2012; Dorça et al., 2013; Lara et al., 2014) and
moreover intelligent tutoring systems (Thai-Nghe et al.,
2010) do differ from modelling in a b-learning environment
(Dias & Diniz, 2013) because b-learning student models
have less data available. The papers referring to b-learning
environment are not so numerous and, expectably, do not
rely on machine learning techniques so frequently (Delgado
et al., 2006; Deneui & Dodge, 2006; Thai-Nghe et al., 2007;
Dekkar et al., 2009; Divjak & Oreški, 2009).
In an e-learning environment, all the data on learning
process are automatically stored in databases. In a
b-learning environment, only a part of learning process is
covered by automatically stored data. Examples of that
data are access to some kind of learning material, general
information about the organization of the class, self-
evaluation tests, some forms of online assessments and
sometimes forums posted on LMS. Part of the learning
process taking place in classroom is generally not included
in student modelling. Nevertheless, the blended learning
as the emerging and dominant form of e-learning
environment in Croatian higher education system deserves
to be understood profoundly.
Most often used variables (attributes) for student
modelling are the number of solved assignments, the number
of quiz accesses, the number of quizzes passed, the number
of quizzes failed, the number of forum posts, the number of
forum posts read, the time used for assignments, the time
used for quizzes and the time spent on forums (Jovanović
et al., 2012) and so on. Divjak and Oreški (2009) used 30
attributes (sociological and student perception about their
study) collected by a questionnaire to predict student
performance using discriminant analysis. Usually, the class
label for modelling is the ﬁnal grade for the course
(Romero et al., 2008; Lykourentzou et al., 2009; Jovanović
et al., 2012). Dias and Diniz (2013) constructed the class
label named the quality of interaction with an LMS. Dorça
et al. (2013) are dynamically modelling to the probability
distribution of student learning style according to the
learning style inventory. The research is conducted as a
simulation, not using the real dataset. Dekkar et al.
(2009) are using as attributes the number of enrolled
courses, their average grade, the number of the enrolled
science courses, the number of the enrolled mathematic
courses and the average grade for mathematical courses.
As the class label, they are modelling using the drop-out
rate.
The papers engaged in LMS activity time pattern
recognition are rather scarce. Cobo et al. (2011) are
grouping students using clustering to the categories: active
learner, lurker and shirker. They are based on student
activities in online forums and represented as time series.
Delgado et al. (2006) are modelling using student grades
from the number of logs to Moodle segmented per month
of accesses and from grades.
Lara et al. (2014) analyse the time pattern of Moodle logs
in a strictly e-learning environment in order to build the
model of student drop-out prediction based on the idea that
the time pattern of Moodle activity is connected to student
dropout. The historical model is built and then used for
classiﬁcation of new students with the goal to identify
students who will probably drop out from the course.
Classiﬁcation was based on the time analysis of interaction
with Moodle. Although the several categories of interaction
with Moodle are constructed, the real data analysis shows
that students predominantly use the action ‘view’. Attributes
used are the number of Moodle actions per week per a
student, the number of days with action per week and the
number of visualizations weekly for a student for the speciﬁc
Moodle resource. They measure the Euclidian distance of
each student attribute from the attribute of the model. The
training set is 100 students, and validation set is 50 students.
The data on four courses lasting for 20weeks each are
analysed. The approach provides better results than some
standard machine learning methods.
Being the new research ﬁeld, EDM has recently
incorporated methods reserved for natural sciences. An
example for this is a spectral learning approach to know-
ledge discovery (Falakmasir et al., 2013). In this work, the
spectral algorithm is applied in order to improve
knowledge tracing parameter-ﬁtting time while main-
taining the same prediction accuracy when using hidden
Markov model for determining student knowledge of skills
in adaptive educational systems and cognitive tutors.
Warnakulasooriya and Galen (2012) introduced the
notion of fractal dimension. They concluded that student
answers in a tutor system considered as time series have
characteristics of random walk or Brownian motion.
Those examples encouraged the authors of this paper to
apply Fourier transform to the time series of student
LMS logs.
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3. Methodology and dataset
3.1. Time series
Interest in time series data mining increased with the
increased number of longitudinal databases. The prominent
characteristic of such databases is the huge amount of data.
The problem could be approached by combining classiﬁers
in the way that algorithms try to forget irrelevant
information instead of synthesizing all available infor-
mation (Kotsiantis et al., 2010).
The problem could be also approached by compressing
data without losing important information. The usual
approach to data compressing is to cover the majority of
variation of the series by a small number of data. DFT is
a popular technique of transformation and compression in
time series data mining (Bagnall & Janacek, 2005). Fourier
transform is used to transform the time-domain data into
the frequency domain and vice versa, and it is generally used
in technology for signal analysis.
Time series are very data rich. For one-semester course
lasting for 14weeks, the number of data points in time series
generated fromMoodle logs per hour is approximately 2400
points per student. Having 300 students enrolled in the
course, it means that we have a processing problem.
When we have Fourier series with signals of ﬁnite lengths,
they could be represented by DFT (Chen & Chen, 2014).
The improved method to calculate DFT is fast Fourier
transform (FFT). FFT has identical results as DFT but
requires less computation and has become one of the most
frequently used algorithms in computer science, electrical
engineering and time series analysis (Chen & Chen, 2014).
Spectral analysis is not considered a conventional time-
domain analysis. Spectral approach to time series data
mining provides an insight into complex shape or
autocorrelation structure (Bagnall & Janacek, 2005), and
FFT is regarded to be better than autoregressive moving
average (ARMA) models for problems where complex
patterns in periodogram represent cyclic trends and
autocorrelation structures. FFT is faster than ﬁtting
ARMA models and could be used to detect other forms
of similarities that ARMA models cannot (Bagnall &
Janacek, 2005).
Time series is generally a collection of observations Xt,
each being recorded at time t. In our case, time series is
discrete ti where i=0,1,2,3, …, N, where numbers stand
for hours or days depending on how long in equal and
equidistant periods T the signal was measured. It practically
means that T= ti ti 1 is in fact the period of time, and we
call it the accumulation time. Two accumulation times were
used in this work: Thour = 1h and Tday= 1day. It means that
student clicks were counted within 1 and 24 h, respectively.
As a result of these measurements, time series for each
student was generated, describing the number and temporal
order of a student clicks at a certain LMS course during the
time when the course was taking place. Thereafter, the DFT
was calculated from the generated time series. The
normalized DFT of time series x(n), n=0,1 .. N 1 is a
vector of complex numbers X( f ):
X f k=N
 
¼ 1ﬃﬃﬃﬃ
N
p
XN1
n
x nð Þei2πkn=N ; k ¼ 0; 1…N  1
Time series in this work are real signals, and Fourier
coefﬁcients are symmetric around the middle one. Fourier
transform represents linear combination of complex
sinusoids
sf nð Þ ¼ e
i2πkn=Nﬃﬃﬃﬃ
N
p
Therefore, the Fourier coefﬁcients represent the
amplitude of each of these sinusoids, after signal x is
projected on them. In order to simplify time series and
capture most important periodicities hidden in those time
series, the most dominant frequencies were used. By the
most dominant frequencies, it is meant the ones that carry
the most of signal energy. The way to identify those
frequencies is to calculate periodogram by squaring
magnitude of Fourier coefﬁcients:
P f k
N
 
¼ ∥X f k=N
 
∥2; k ¼ 0; 1 : : : N  12
 
Dominant frequencies are peaks in the periodogram and
correspond to the coefﬁcients with highest magnitude. From
here on, when we refer to the best or largest Fourier
coefﬁcients, we mean the ones that have highest peak in
the periodogram.
Frequency spectra of student Moodle logs for four
different courses taking place at two faculties during one
academic year are used for modelling student performance
using state-of-the-art classiﬁcation algorithms. The number
of frequencies used to build the successful model is gradually
changed in order to test how many Fourier coefﬁcients are
needed for successful modelling. By changing the time of
logs accumulation (1 day or 1 h) and changing the number
of categories, we can compare the classiﬁer performance.
In technology, signals like recorded sounds or photo-
graphs can be improved by removing coefﬁcients from the
signal in frequency domain that can be associated with noise
(Reis et al., 2009). According to this, we assume that we can
reduce the number of DFT coefﬁcients by removing
unimportant ones from our dataset and in the same time
preserve information about student success. Even more,
removing unimportant information might improve the
accuracy of modelling. Thus, DFT is used here as the way
for improving and compressing (Vlachos et al., 2004) time
series data. Important question is which Fourier coefﬁcients
contain relevant data useful for student success prediction
modelling. Agrawal et al. (1995) used ﬁrst k Fourier
coefﬁcients (not in the EDM context) that are adequate for
random walk time series. For the time series with strong
periodicities, it is more appropriate to use the best k Fourier
coefﬁcients because the most of the power is not in the low
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frequencies only but is scattered at the whole spectrum
(Vlachos et al., 2004).
3.2. Experimental data
In this work, four courses are analysed. All courses are
taught at the University of Zagreb. The ﬁrst-year and the
fourth-year Physics course are taught at the School of
Medicine, and the next two courses are taught at the Faculty
of Organization and Informatics. All courses are taught as
blended learning courses, meaning that the traditional
classroom teaching is supplemented by learning material
and general info posted on Moodle platform. Nevertheless,
each of those courses is also speciﬁc in a certain way. The
Medical Physics 1 course (MP1) in the ﬁrst study year has
a large number of enrolled students with the great variety
of learning material types published on the Moodle course
web page. Nevertheless, the teaching approach is domi-
nantly classical with lectures, seminars and laboratory
exercises performed in classroom. Students attend classes
during 3.5months. The second course at the School of
Medicine (Physics of Medical Diagnostics, PMD) is taught
at the fourth study year and has also large number of
enrolled students, but it lasts for only 1week with smaller
amount and diversity of teaching materials available online.
Teaching approach is again dominantly classical. At the
Faculty of Organization and Informatics, we processed the
data on the undergraduate course Web-design and
Programming (WEB) and the graduate course Advanced
Web-technologies and Services (AWT). Those courses are
enrolled by a smaller number of students than courses at
the School of Medicine, 80 and 64, respectively, but the
number of Moodle accesses is in total comparable with the
courses at the School of Medicine. This could be explained
by the fact that students enrolled at the Faculty of
Organization and Informatics are intrinsically oriented
towards information and communication technology usage.
Such a diversity of courses allows checking for applicability
of the proposed way of student modelling. The data on all
the courses and generated initial datasets are listed in
Table 1. From each initial dataset, approximately 30
reduced datasets were generated by changing the number
of DFT coefﬁcients used. The process of forming the initial
datasets and reducing the number of DFT coefﬁcients
needed for modelling is described in Section 3.3.
For all courses, students receive grades from 1 to 5.
Exceptionally, the PMD course is graded by pass and fail
only. In order to compare results for all courses, we
discretized the dataset into two categories, Good and Poor.
In Good category, we placed all the students with grades 3,
4 and 5, and in Poor category, all the students with grades 1
and 2. In case of PMD, we already have students divided
into two categories. Good (G) are the students who passed
the exam at the ﬁrst exam term, and Poor (P) are the
students who failed. The three-category datasets [grades
5,4→ category Very Good (VG); grade 3→ category
Standard (S); grades 2,1→ category Poor (P)] were
generated for AWT and WEB courses because they have
similar teaching approach and the number of students,
and it was possible to compare modelling results also
between two-category and three-category datasets. The
number of respondents within categories is displayed in
Table 1, and the distribution of categories is apparently
quite balanced.
3.3. Pre-processing
Generally, the data accumulated in the Moodle database are
not in the form suitable for data mining. Thus, in majority
of papers dealing with some sort of data mining, a kind of
pre-processing is performed. In this paper, time series for
each student is extracted from the Moodle log table,
containing the number and temporal order of a student
accesses to a certain LMS course during the duration of
the course. From those time series, DFT are calculated
and used for prediction of student ﬁnal performance.
Table 1: The overview of the examined courses and generated initial datasets
Name of the
course
Dataset
label
Number of
students in
2012–2013
Duration of
the course
(days)
Approximate
number of
clicks per
course
Number of
class label
categories
Number of
respondents within
categories G/P
and VG/S/P
Accumulation
time
Medical
Physics 1
MP1 2Cday 300 100 100000 2 165/135 Tday
Physics of
Medical
Diagnostics
PMD2Chour 270 5 22000 2 175/94 Thour
Advanced
Web-technologies
and Services
AWT2Chour 64 120 100000 2 36/28 Thour
AWT2Cday 64 120 100000 2 36/28 Tday
AWT3Chour 64 120 100000 3 16/20/28 Thour
AWT3Cday 64 120 100000 3 16/20/28 Tday
Web-design
and Programming
WEB2Chour 80 120 100000 2 41/39 Thour
WEB2Cday 80 120 100000 2 41/39 Tday
WEB3Chour 80 120 100000 3 15/26/39 Thour
WEB3Cday 80 120 100000 3 15/26/39 Tday
G/P, good/poor; VG/S/P, very good/standard/poor.
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More precisely, the data in the Moodle log table contain
student access data to the course resources (Figure 1(a)).
In order to generate time series of student accesses to the
course resources, accumulation time of access (T) is deﬁned.
T is the period of time in which all accesses or clicks made
by one student are added together. In this paper, two
accumulation times are used, Thour and Tday, as described in
Section 3.1. Time series for a single student is generated in a
way that starting date and time of the course are deﬁned as
00:00 on the day when the course starts. For each T from the
starting time to the end of the course, the number of clicks
for each observed student is counted. As a result, time series
Figure 1: The data pre-processing. (a) The Moodle database table containing data on all students and all accesses to a certain
course; (b) student access time series generated for each student; (c) the sample periodogram, that is, discrete Fourier
transforms coefﬁcients for one student; (d) the list of 20 most intensive discrete Fourier transforms coefﬁcients for each student;
(e) the list of common coefﬁcients appearing in all student sets; and (f) resulting tables for each observed course.
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of student accesses is formed, and a sample for one
randomly chosen student is presented in Figure 1(b). In a
case of Thour, the number of points in the time series is
approximately 2400 points for one-semester course, and in
a case of Tday, the number of points in the time series is
approximately 90 points. Sequences like this are created
for each student enrolled in the courses processed in this
paper. The third step of data pre-processing is calculation
of DFT for all generated time series. Result is the
periodogram. The number of DFT coefﬁcients in a
periodogram equals to the number of points in the original
time series. The sample periodogram for one student is
presented in Figure 1(c). From all periodograms, 20 most
intensive coefﬁcients for each student are chosen (Figure 1
(d)). Those sets of 20 coefﬁcients are not identical for all
students. The new list is formed containing coefﬁcients that
appear in all sets (Figure 1(e)). According to that list, the
new table is created with coefﬁcients in the ﬁrst column
and their intensities for each student in other columns. If
the coefﬁcients from the ﬁrst column exist in the 20
coefﬁcients set for a particular student, its intensity is copied
in the coefﬁcient row of the corresponding student column,
and if not, the cell is ﬁlled with zero. In the last column,
the number of non-zero coefﬁcients is counted. The table is
then sorted according to the last column from higher to
lower values. Resulting tables for each observed course have
60 to 600 coefﬁcients depending on accumulation time and
the number of students (Figure 1(f)). This is how 10 initial
datasets were formed (Table 1). From each initial dataset,
the actual modelling datasets were generated by gradually
reducing the number of coefﬁcients from maximum number
to only two or three remaining coefﬁcients. The reduction
was made by removing the least represented coefﬁcients ﬁrst
and then gradually removing more common coefﬁcients
until only two or three most common DFT coefﬁcients
remain. This is the way how approximately 30 modelling
datasets were generated from each initial dataset. It means
that altogether approximately 300 models were formed per
modelling algorithm.
3.4. Algorithms and software
The log data were transformed into time series and then into
periodograms with small scripts written in MATLAB
(Mathworks, Natick, MA, USA). In order to obtain the
preliminary information about differences between student
time series and to compare it with periodograms, the
principal component analysis (PCA) was performed by
MATLAB add-on PLS Toolbox (Eigenvector Research,
Inc., Wenatchee, WA, USA). When PCA showed that the
difference between student categories is present in observed
datasets, student performance modelling was performed
using algorithms listed in Table 2. According to literature,
those algorithms are usually used for prediction models in
EDM. For model calculations, the RAPIDMINER 5.3
(Rapidminer GmBH, 2014) software was used. In all models,
the split validation with stratiﬁed sampling was performed,
meaning that one set of data was used for model building
(70%) and the other for validation of themodel (30%).During
the model calculation, attributes were optimized and selected
with genetic algorithm because it was shown (Oreški et al.,
2012;Gamulin et al., 2014) that themodel accuracywasmuch
higher when optimization was applied.
We used several algorithms frequently described in
literature in order to show that all of those algorithms give
accuracy higher than random guessing and comparable with
other modelling results. Also, all the applied algorithms give
out higher accuracy once we reduce the number of
coefﬁcients in the way described in Section 3.3. We used
the default parameters in RAPIDMINER (Rapid Miner,
2014) for the applied algorithms. The authors believe that
it is important that all the algorithms gave out similar results
in order to imply the general trend that should be
investigated in detail later on in a subsequent research. In
order to avoid overﬁtting, the cross-validation was carried
out for all models. In addition, the experiment itself in which
four modelling algorithms were applied and compared
having similar modelling results showed that overﬁtting
was not important problem in this case.
Applying the selected four algorithms to the described
models was very time demanding because approximately
1080 calculations were carried out. For some models, it took
several hours to be computed. That is why for most of the
models only onefold validation was performed on the subset
of 30% of data. Tenfold validations were performed as a
check on a few randomly chosen modelling algorithms and
datasets. The results of those check-ups showed the several
per cent lower accuracy than for onefold validation.
Nevertheless, the general tendency was the same. Because
it was not the point in maximizing accuracy, rather
Table 2: Algorithms used in this experiment
Algorithm Abbreviation Label Reference
Naïve Bayes NB Polynominal Kotsiantis et al., 2004; Jovanović et al., 2012
Artiﬁcial neuron networks ANN Polynominal Kotsiantis et al., 2004; Delgado et al., 2006; Paliwal
& Kumar, 2009; Jadric et al., 2010; Jovanović et al., 2012;
Oreški et al., 2012,
Support vector machines SVM Binominal Kotsiantis et al., 2004; Lykourentzou et al., 2009;
Thai-Nghe et al., 2009; Lara et al., 2014
K-nearest neighbour kNN Polynominal Kotsiantis et al., 2004
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investigating the behaviour of the model in dependence of
the number of the coefﬁcients used, we performed only
onefold validation for most of the models.
The aim of this paper is to show that student logs time
series contain information sufﬁcient for building student
performance prediction model. Another aim is to show that
by transforming time data into the frequency domain
(DFT), the information is still preserved and that it is also
preserved when the number of DFT coefﬁcients is reduced
to a smaller number of coefﬁcients. The reduction of the
dataset allows faster computing. It is also assumed that the
distribution of DFT coefﬁcients can be helpful for
recognition of the student behaviour pattern on LMS and
subsequently for the improvement of LMS content. The
part with recognition of student behaviour pattern is not
elaborated here and should be investigated in detail in a
future research.
3.5. Principal component analysis
In order to explore the intuitive assumption that the
information about student performance could be acquired
from the time pattern of student Moodle logs, the
preliminary research was performed. The PCA was applied
to the 1-year data of student grades at the ﬁnal exam for a
b-learning course and the sequences of student access to
the course at LMS. The analysed time series show that the
Moodle logs time series do show the separation of the
classes on student performance.
4. Results and discussion
4.1. Preliminary results
The PCA is applied to the student access time series data
collected for one of the observed courses (AWT graduate
course) as independent variables and the ﬁnal exam grade
as the dependent variable. The grades achieved at the ﬁnal
exam are discretized into three categories as described in
Section 3.2. The result of the PCA for the AWT course is
presented in Figure 2(a), where the separation of time series
according to the student performance can be observed.
Additional information such as periodicity of a student
accesses can be extracted if transformation from the time
to the frequency domain is accomplished using DFT
(Bagnall & Janacek, 2005). It is expected that information
stored in time series will be preserved, and in addition,
hidden information about student access pattern will be
revealed. To check the assumption that the information will
be still preserved also in frequency domain, the PCA of
frequency spectra periodogram produced by DFT is carried
out, and the PCA results are presented in Figure 2(b).
Results of the PCA on access time series (Figure 2(a)) and
frequency spectra (Figure 2(b)) are similar, indicating that
information about student ﬁnal success is preserved. This
result encouraged authors to take the next step and check
the possibility of modelling using compressed data in
frequency domain.
4.2. Modelling using compressed data in frequency domain
The difference between access data in the time and in the
frequency domain is presented in Figure 3, where time series
and periodograms generated using DFT for two randomly
chosen students are presented. In Figure 3(a), the access
time series are shown, and the student access pattern seems
to be completely random. On the contrary, in Figure 3(b)
are presented the DFT periodograms obtained from time
series presented on upper ﬁgure, and the common
prominent coefﬁcients can be noticed. Only the ﬁrst half of
the periodogram is shown in Figure 3(b) in order to
emphasize the common parts (coefﬁcients). We assume that
Figure 2: The principal component analysis results for students enrolled in the Advanced Web-technologies and Services course
and student performance categories: very good (green stars), standard (blue squares) and poor (red triangles). Ellipses depicted
in the ﬁgure deﬁne conﬁdence limits, within which 95% of the data are allocated. (a) The principal component analysis results on
access time series and (b) on frequency spectra.
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information useful for student performance modelling is
stored in these prominent coefﬁcients.
In this research, potentially interesting periods are spread
over wide part of frequency spectrum (Figure 3(b)).
Therefore, the approach using best k Fourier coefﬁcients
was chosen.
To check the possibility of modelling using compressed data
in frequency domain, we built student performance models
based on DFT calculated from the student access time series
to the course web pages. In the ﬁrst step, models are generated
using artiﬁcial neural network (ANN) with genetic algorithm
for attributes selection optimization using seven initial datasets
selected from Table 1 (AWT3Chour, AWT3Cday, WEB3Cday,
AWT2Chour, AWT2Cday, PMD2Chour and WEB2Chour).
The accuracy criterion is used to measure the number of
positive and negative instances correctly classiﬁed in proportion
to all other instances. Results are presented in Figure 4.
In Figure 4(a) and 4(b), the model accuracy is presented
in dependence on number of used DFT coefﬁcients. For
all the used datasets, the model accuracy is increasing when
the number of coefﬁcients is increasing. After an optimal
number of coefﬁcients are reached, the model accuracy is
at its maximum and then starts to decrease. The behaviour
of model accuracies presented in Figure 4(a) and 4(b) is in
accordance with the assumption that a certain number of
DFT coefﬁcients can be neglected because they do not
bear information about performance. Removing those
coefﬁcients helps improving the accuracy of the model to
the certain level. If the number of coefﬁcients drops down
below some optimal value, the accuracy of the model is
decreasing. Likewise, if the number of DFT coefﬁcients
exceeds the optimal value, the accuracy of the model is also
decreasing. This result conﬁrms the assumption that Fourier
coefﬁcients that rarely appear in the student 20 most
intensive Fourier coefﬁcients set have low or even negative
inﬂuence on accuracy of the student performance model.
The optimal number is different for different datasets
(Figure 4(a) and 4(b)). We assume that Fourier coefﬁcients
removed from datasets are behaving as noise that is
covering important information about students. Expectedly,
at the same time as the number of coefﬁcients used for
modelling is decreasing, the time used for model calculation
is also decreasing. Reducing calculation time can be very
important because some modelling algorithms require
Figure 3: (a) Student access time series for the AWThour
course for two randomly chosen students; (b) discrete Fourier
transforms periodograms calculated from student access time
series for the same two students. Because of better visibility,
only lower half of periodogram is presented.
Figure 4: Student performance models generated using
artiﬁcial neuron networks. (a) Model accuracy dependence
on number of coefﬁcients used for datasets discretized into
three categories; (b) for datasets discretized into two
categories; and (c) time spent for model calculation (min)
in dependence on number of used coefﬁcients for the different
datasets.
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computing time that could last for several hours and longer
for a large number of coefﬁcients and students. As an
example, the time used for some calculation of ANNmodels
with all possible coefﬁcients lasts for more than 5h using a
standard desktop computer. Figure 4(c) represents the
dependence of time required for an ANN model calculation
on number of used Fourier coefﬁcients.
In Table 3, the results of modelling with four datasets
with three categories are listed. In the second column, the
modelling algorithm is denoted; in the third column, the
maximum number of coefﬁcients in the dataset is listed; in
the fourth column, the maximum achieved model accuracy
is listed; and in the last column is the number of coefﬁcients
used to achieve the maximum accuracy listed in the previous
column. It should be noted that if maximum accuracy
appears for more than once, the maximum accuracy listed
in the table is the result achieved with the smallest possible
number of coefﬁcients.
Similar table is carried out for the two-category datasets
(Table 4). The maximum accuracies in both tables are
achieved with the number of coefﬁcients ranging from 5 to
30. There are few exceptions where the number of
coefﬁcients exceeds 30, and it is still signiﬁcantly lower than
the total (maximum) number of coefﬁcients. Those results
are conﬁrming the assumption that reducing the number of
coefﬁcients in periodogram to the smaller number of most
commonly (frequently) used coefﬁcients will not degrade
information about observed student and on the other side,
according to Figure 4(c), will enable time-efﬁcient model
calculation. Model accuracies for all used algorithms listed
in Tables 3 and 4 are comparable with accuracies found in
literature sources (Kotsiantis et al., 2004; Delgado et al.,
2006; Thai-Nghe et al., 2007; Romero et al., 2008;
Lykourentzou et al., 2009; Kotsiantis et al., 2010; Jovanović
et al., 2012; Gamulin et al., 2014; Lara et al., 2014)
conﬁrming that idea of using Fourier coefﬁcients for student
success prediction is plausible. Small differences between
courses can be ascribed to the different numbers of students,
student type (graduate, undergraduate, technology oriented
or not), quantity and quality of resources posted at course
page and so on. In future, the inﬂuence of those parameters
to the success and accuracy of the model should be
investigated.
Example of accuracy dependence on the number of
coefﬁcients used for AWT course dataset with two categories
and support vector machine algorithm is presented in
Figure 5. Comparison of two accumulation times Thour and
Tday for the ﬁrst 100 coefﬁcients is presented in the inset of
Figure 5. It shows that along with increasing number of
coefﬁcients, the accuracy of the calculated model is increasing
until some optimal number of coefﬁcients is reached. In the
speciﬁc case, optimal number is approximately 20. After that
point, further increase of the used number of coefﬁcients
causes the decrease of model accuracy.
The accuracy change is not a monotonic function of the
number of used coefﬁcients as can be observed in Figure 5.
There is oscillation of model accuracy with the number of
used coefﬁcients. That oscillation is prescribed to the
importance diversity of coefﬁcients used for model
calculation. Genetic algorithm optimization shows that
from the set of coefﬁcients used in model calculation, some
coefﬁcients are used, while some other are not. In this
experiment, coefﬁcients are reduced by their position in the
Table 3: The overview of accuracy and the required number
of DFT coefﬁcients for three-category models, Thour and Tday
Dataset Method
Maximum
number
of coefﬁcient
Maximum
accuracy
(%)
Required
number
of DFT
coefﬁcient
AWT
3Cday
NB 89 84 30
kNN 89 89 35
ANN 89 70 10
AWT
3Chour
NB 336 79 13
kNN 336 79 11
ANN 336 75 15
WEB
3Cday
NB 80 75 12
kNN 80 83 20
ANN 80 79 10
WEB
3Chour
NB 409 79 7
kNN 409 83 20
ANN 409 78 40
DFT, discrete Fourier transforms; NB, naïve Bayes; kNN, K-nearest
neighbour; ANN, artiﬁcial neuron networks.
Table 4: The overview of accuracy and the required number
of DFT coefﬁcients for two-category models, Thour and Tday
Dataset Method
Maximum
number of
coefﬁcient
Maximum
accuracy
(%)
Required
number
of DFT
coefﬁcient
MP12Cday NB 60 79 13
kNN 60 76 13
SVM 60 78 25
ANN 60 78 40
PMD2Chour NB 600 90 7
kNN 600 92 15
SVM 600 92 5
ANN 600 91 11
AWT2Cday NB 89 95 40
kNN 89 95 6
SVM 89 89 7
ANN 89 95 25
AWT2Chour NB 336 89 12
kNN 336 89 7
SVM 336 89 17
ANN 336 95 12
WEB2Cday NB 80 87 30
kNN 80 84 10
SVM 80 87 11
ANN 80 83 11
WEB2Chour NB 409 88 9
kNN 409 88 8
SVM 409 88 20
ANN 409 88 10
DFT, discrete Fourier transforms; NB, naïve Bayes; kNN, K-nearest
neighbour; SVM, support vector machines; ANN, artiﬁcial neuron
networks.
© 2015 Wiley Publishing Ltd Expert Systems, April 2016, Vol. 33, No. 2 197
dataset, from the most uncommon to the most common
coefﬁcients. During the elimination process, the importance
of a certain coefﬁcient is not considered, rather the intensity
and the frequency of appearance of coefﬁcients. Thus, it is
possible that in some sets of coefﬁcients, the higher number
of unimportant coefﬁcients is used than in some other set of
coefﬁcients, resulting in local decrease of model accuracy
and oscillation of the accuracy presented in Figure 5. In a
future investigation, an attempt to recognize and use
important coefﬁcients will be carried out.
In the inset of Figure 5, it is presented that in spite of the
result oscillation depicted in both graphs, similar behaviour
of model accuracy for different accumulation times can be
observed. Additional check of these assumptions is
performed by Wilcoxon matched pairs test. The test
conﬁrmed that the accuracy results on Thour and Tday
datasets show no signiﬁcant difference when calculated for
a certain course and using the same algorithm.
Comparison of the results for the two used accumulation
times Thour and Tday in Tables 3 and 4 and the results of
Wilcoxon matched pairs test shows no signiﬁcant difference
between them indicating that the accumulation time does
not inﬂuence modelling result. This is an important result
because the choice of a certain accumulation time is not
completely free. According to experience, if density of clicks
per student is too low, the longer accumulation time is
necessary to obtain meaningful periodogram. For instance,
in a case of MP1 course, 300 students clicked approximately
100000 times during the semester, and the density of clicks
per hour and per student proved to be too low to produce
the useful periodogram. In a case of MP1 course and
accumulation time 1hour, all coefﬁcients have similar
intensity, and it was impossible to properly extract the 20
most intensive coefﬁcients for each student. When extending
accumulation time to 24 h, the periodogram with high-
intensity coefﬁcients suitable for modelling was obtained.
In contrast, AWT course had approximately 100000 clicks
too, but for 64 enrolled students only. The number of clicks
per student and per hour was high enough to calculate
Fourier transform that can be used for prediction modelling.
5. Conclusion
In this work, the authors show that student access time
series generated from Moodle log ﬁles contain information
sufﬁcient for successful prediction of student ﬁnal results in
blended learning courses. It is also shown that if time series
is transformed into frequency domain using DFT, the
information contained in time series will be preserved, and
resulting periodogram and its coefﬁcients can be used for
generating student performance models with the algorithms
commonly used for that purposes. For lengthy courses, the
number of coefﬁcients can be huge. Nevertheless, the
compression of data is possible. If, in average, all but
5–10% of the most intensive and the most commonly
(frequently) used coefﬁcients are removed from datasets,
the modelling with the remaining data will result with the
increase of the model accuracy. Compression of data is also
decreasing model calculation time, allowing fast calculation
on standard computers. The advantage of this approach is
its applicability because the data are automatically collected
in Moodle logs. Access time series can be produced using
different accumulation times, depending on the course
length and student access density. It is shown that selection
of speciﬁc accumulation time is not inﬂuencing the ﬁnal
accuracy of the model for the most of the used algorithms.
It is true that different courses require different student
online behaviours. One can see that also by comparing the
DFT spectra, middle spectra of different courses are
different, and the distribution of individual frequencies is
different for two different courses. Nevertheless, the DFT
spectra of similar students within one course are similar. In
a future research, the student behaviour pattern should be
connected to frequencies in DFT spectra. On the other hand,
the experimental data indicate that it is possible to predict
the student performance based on historical data within
one course. It means that students with similar performance
have similar LMS behaviour pattern within one course.
This paper pointed out some general tendencies, and it is
up to the further research to check in more details the
inﬂuence of accumulation time on ﬁnal model accuracy.
Also, other classiﬁer performance measures aside from
accuracy should also be considered (precision, sensitivity
and speciﬁcity) as well as stricter reliability and validity
Figure 5: Accuracy in dependence on the number of used
coefﬁcients for support vector machines algorithm and
AWT2Chour course dataset with two categories when Thour
is selected. In the inset of Figure 5, the comparison of
accuracy with Thour (empty squares) and Tday (full squares)
is presented.
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tests. Certain coefﬁcients detected in observed periodograms
can be connected with some events in course curriculum
such as tests, laboratory exercises, seminars and midterm
exams. In order to understand the student behaviour, it is
important to connect as many coefﬁcients as possible with
real course events, and it is also the direction for the future
work.
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