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We investigate the mean-field phase diagram of the Bose-Hubbard model with infinite-range in-
teractions in two dimensions. This model describes ultracold bosonic atoms confined by a two-
dimensional optical lattice and dispersively coupled to a cavity mode with the same wavelength as
the lattice. We determine the ground-state phase diagram for a grand-canonical ensemble by means
of analytical and numerical methods. Our results mostly agree with the ones reported in Dogra et
al. [PRA 94, 023632 (2016)], and have a remarkable qualitative agreement with the quantum Monte
Carlo phase diagrams of Flottat et al. [PRB 95, 144501 (2017)]. The salient differences concern
the stability of the supersolid phases, which we discuss in detail. Finally, we discuss differences and
analogies between the ground state properties of strong long-range interacting bosons with the ones
predicted for repulsively interacting dipolar bosons in two dimensions.
I. INTRODUCTION
The Bose-Hubbard model is a paradigmatic quan-
tum mechanical description of strongly-correlated spin-
less particles in a lattice [1]. This model predicts a quan-
tum phase transition, which emerges from the compe-
tition between the hopping coupling nearest-neighbour
lattice sites and the onsite repulsion. The latter pe-
nalizes multiple occupation at the individual sites and
favours the Mott-insulator (MI) phase, while the hop-
ping promotes the buildup of non-local correlations and
the onset of superfluidity (SF) [2]. Ultracold vapours
of alkali-metal atoms offer a remarkable setup for realis-
ing and investigating the dynamics of the Bose-Hubbard
model, thanks to the possibility to independently tune
onsite interactions and lattice depth [3, 4]. The addition
of further interactions, such as interparticle potentials
that decay with a power-law of the inverse of the dis-
tance, typically gives rise to frustration and results in
the appearance of new phases [5–7]. The recent realiza-
tion and measurement of the phases of ultracold atomic
lattices in an optical cavity has set the stage for the
studies of Bose-Hubbard models with infinite-range in-
teractions [8]. Here, attractive infinite-range interactions
are realised via multiple scattering of cavity photons and
favour the formation of density patterns which maximize
the intracavity field [9–12]. When the atoms are con-
fined by an external optical lattice and the wavelengths
of the cavity mode and of the laser generating the under-
lying optical lattice coincide, the emerging patterns can
have a checkerboard density modulation, and are denoted
by charge-density wave (CDW) or lattice supersolid (SS)
depending on whether the gas is incompressible or super-
fluid, respectively.
The experimentally measured phase diagram of
Refs. [8, 13] reports the existence of these four phases.
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Several theoretical works reproduced the salient features
of the phase diagram using different approaches. Most
works use different implementations of the mean-field
treatment [14–18], nevertheless their predictions do not
agree across the whole phase diagram. Moreover, they
exhibit several discrepancies with state-of-the-art two-
dimensional quantum Monte Carlo (QMC) study [19]. It
has been further argued that the mean field predictions
for this kind of Bose-Hubbard model shall be the same
as the one of Bose-Hubbard with nearest-neighbour (and
thus also repulsive dipolar) coupling [14, 17].
The objective of this work is to provide an extensive
mean-field analysis of the two-dimensional Bose-Hubbard
model with infinite long-range interactions, describing
the setup of Ref. [8]. For this analysis we consider a
grand-canonical Hamiltonian and determine the ground-
state phase diagram by taking particular care of the con-
vergence criterion of the numerical results and by com-
paring them with analytical results. We then discuss our
results comparing them in detail with the analytical pre-
dictions and with previous theoretical studies for the cav-
ity Bose-Hubbard model and for repulsively interacting
dipolar gases in two dimensions.
This manuscript is organized as follows. In Sec. II
we introduce the Bose-Hubbard model and review the
ground-state properties in the atomic limit, namely, when
the kinetic energy is set to zero. In Section III we derive
the mean-field Hamiltonian and employ the path-integral
formalism to analytically determine the transition from
incompressible to compressible phases. In Sec. IV we
numerically determine the ground-state phase diagram
and compare our results with the ones reported so far in
the literature. The conclusions are drawn in Sec. V while
the appendices provide details on the numerical methods
for calculating the mean-field phase diagrams.
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2II. BOSE-HUBBARD HAMILTONIAN WITH
CAVITY-MEDIATED INTERACTIONS
In this section we introduce the Bose-Hubbard model
in presence of cavity-mediated long-range interactions
and review the exact result for eigenstates and eigen-
spectrum in the so-called atomic limit, where the kinetic
energy is set to zero. This limit is relevant for the mean-
field study, where we determine the ground state for finite
values of the hopping term.
A. Grand-canonical Hamiltonian
We consider N bosons tightly confined in the lowest
band of a two-dimensional, quadratic optical lattice. The
lattice has K = L × L sites, each site is labeled by
the index i = (i1, i2) and we assume periodic bound-
ary conditions. The bosons are described by operators
aˆi and aˆ
†
i , which annihilate and create a particle at site
i = (i1, i2), respectively, and obey the commutation re-
lation [aˆi, aˆ
†
j ] = δi1,j1δi2,j2 . The bosons interact via s-
wave scattering. They also interact via the long-range
interactions mediated by the photons of a single-mode
cavity, whose periodicity is commensurate with the op-
tical lattice and which gives rise to all-to-all coupling.
The Hamiltonian Hˆ = Hˆt+ Vˆ0 governing the many-body
dynamics is here decomposed into the kinetic energy Ht
and potential energy V0, which individually read [12]
Hˆt = −t
∑
〈ij〉
(
aˆ†i aˆj + aˆ
†
j aˆi
)
, (1)
Vˆ0 =
U0
2
∑
i
nˆi(nˆi − 1)−KU∞Φˆ2 , (2)
The kinetic energy is scaled by the hopping coefficient
t, which is positive and uniform across the lattice, and∑
〈ij〉 is restricted to the pairs of nearest neighbour sites
i and j. The potential energy is diagonal on the eigen-
states of operator nˆi = aˆ
†
i aˆi and consists of the onsite
repulsion, which is scaled by the strength U0 > 0, and
of the attractive infinite-range interactions with strength
U∞, which multiplies the extensive operator KΦˆ2. For
the setup of Ref. [8], where cavity and optical-lattice
laser wave lengths are equal, operator Φˆ takes the form
Φˆ =
∑
j
(−1)j nˆj/K , (3)
where (−1)j ≡ (−1)j1+j2 . Its expectation value is max-
imum and proportional to the mean density when the
atoms form a checkerboard pattern. We denote a site
(j1, j2) by even (odd) when j1 + j2 is an even (odd) num-
ber.
In the rest of this paper we will study the phase di-
agram of a grand-canonical ensemble at T = 0. For
this purpose we analyse the ground state of the grand-
canonical Hamiltonian, defined as
HˆGC = Hˆ − µ
∑
j
nˆj . (4)
Here, µ is the chemical potential which controls the mean
occupation number ρ,
ρ =
1
K
∑
j
〈nˆj〉 , (5)
and the expectation value is taken over the grand-
canonical ensemble. In the following we also use the pa-
rameter θ, which is proportional to the expectation value
of operator Φˆ according to the relation:
θ = 2
∣∣∣〈Φˆ〉∣∣∣ , (6)
where the proportionality factor 2 is introduced for later
convenience. The value of θ measures the population
imbalance between even odd sites, thus when it is non-
vanishing the atomic density is spatially modulated. In
particular, it is proportional to the value of the structure
form factor at the wave number of the cavity field [17].
B. Atomic limit
We now consider the limit t = 0. In this case the energy
eigenstates are the Fock states |n(1,1), . . . , n(L,L)〉, with
|ni〉 Fock state at site i. It is convenient to decompose
the Fock number nj of each site j as the sum
nj = ρ+ (−1)j θ
2
+ δj , (7)
where δj ensures that nj is a natural number. This condi-
tion, together with Eqs. (5) and (6), lead to the relations∑
j
δj = 0 , (8)∑
j
(−1)jδj = 0 . (9)
Using these relations and Eq. (7) one can verify that,
whenever ρ± θ/2 is an integer number, the configuration
with minimal energy has δj = 0. In fact, using Eq. (7)
one can cast the energy of the state |n(1,1), . . . , n(L,L)〉
into the form
E(ρ, θ, {δj}) = E0(ρ, θ) + U0
2
∑
j
δ2j , (10)
where E0(ρ, θ) is the energy of the configuration when δj
vanishes at all sites,
E0(ρ, θ) = K
[
U0
2
ρ(ρ− 1) +
(
U0
2
− U∞
)
θ2
4
− µρ
]
,
(11)
3and is visibly extensive. This expression is correct when
|θ| ≤ 2ρ. The ground state is found by the configura-
tion which minimizes the energy E0(ρ, θ). Therefore the
ground-state properties are determined by two indepen-
dent parameters, which we choose here to be U∞ and
µ in units of U0. More generally, the states at energy
E0 are characterised by two-site translational symmetry
along both directions of the lattice, such that the sites
with the same parity are equally populated. Hence, we
can denote the ground state by the ket {n,m} where n
(m) is the Fock number for the even (odd) sites, or vice
versa.
In the following we review the ground-state proper-
ties in the thermodynamic limit K → ∞ by analysing
Eq. (11). They can be displayed by means of a phase
diagram in the U∞ − µ space shown in Fig. 1, see also
Ref. [14–16]. We first notice that in the limit U∞ = 0
the phase is MI with commensurate density ρ = n in the
interval µ ∈ [U0(n− 1), U0n], while for µ < 0 the density
is ρ = 0. At µ = U0n there is an infinite degeneracy
of SF phases with density continuously varying from n
to n + 1. For increasing value of U∞, but U∞ < U0/2,
the MI phase with commensurate density n is the ground
state for values of the chemical potential such that
U0(n− 1) + U∞
2
< µ < U0n− U∞
2
. (12)
At the upper (lower) boundary there is an abrupt jump
from the MI to a CDW phase with fractional density
n + 1/2 (n − 1/2) and population imbalance |θ| = 1. In
this CDW the occupation of two adjacent sites is {n, n+
1} ({n, n − 1}), or vice versa, the CDW ground state
being doubly degenerate. These boundaries are the lines
depicted in Fig. 1. At U∞ = U0/2 there is a discontinuity:
For U∞ > U0/2 the ground state at density ρ is a CDW
with the largest population imbalance |θ| = 2ρ (where 2ρ
is an integer) in the interval
(U0−U∞)(θ− 1)− U∞
2
< µ < (U0−U∞)θ− U∞
2
, (13)
while at µ = 2(U0−U∞)ρ− U∞2 there is an infinite man-
ifold of SF states with density varying from ρ to ρ+ 1/2.
The corresponding phases and boundaries are shown in
Fig. 1, they all converge to the same point at U∞ = U0.
For U∞ ≥ U0 the onsite energy is attractive, the energy is
not bound from below and the grand-canonical ensemble
becomes unstable.
This analysis reproduces the results of Ref. [14–16] for
t = 0. In what follows we will study the phase diagram
for finite tunneling rates by means of the mean-field anal-
ysis.
III. MEAN-FIELD ANALYSIS
In this Section we review the mean-field model which is
at the basis of our numerical calculations and the defini-
tion of the observables that identify the phases. We then
0.0 0.5 1.0
U∞/U0
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0
1
2
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Figure 1. Ground-state phase diagram of the extended Bose-
Hubbard model with repulsive cavity-mediated long-range in-
teraction and repulsive on-site interaction U0 > 0 in the
atomic limit (t = 0), as a function of the chemical poten-
tial µ and the long-range interaction coefficient U∞ (both in
units of U0). The lines denote the boundaries between the
incompressible phases, which are found assuming an elemen-
tary 2 × 2 cell (indicated by the inset squares) for the CDW
phase. The grey region contains CDW phases with increas-
ingly large density. The boundaries are given by Eq. (12)
for 0 < U∞ < U0/2. For U0/2 < U∞ < U0 the lines corre-
spond to Eq. (13). For U∞ > U0, the model based on the
grand-canonical ensemble becomes invalid.
use the path-integral formalism to analytically determine
the transition from incompressible to SF phase.
A. Mean-field treatment
We first introduce a so-called ”local superfluid order
parameter”, which is the expectation value of the anni-
hilation operator aˆi at site i:
ϕi = 〈aˆi〉. (14)
The mean-field approximation consists of neglecting
terms in second-order in the fluctuations δaˆi of the an-
nihilation operator about ϕi, with δaˆi = aˆi − ϕi. With
this approximation the Hamiltonian term (1) can be cast
into the sum of local Hamiltonians Hˆmft =
∑
i Hˆ
(i)
t with
Hˆ
(i)
t = −t
(
aˆ†i ϕ¯i + aˆiϕ¯
∗
i − Re{ϕ∗i ϕ¯i}
)
, (15)
and where ϕ¯i =
∑
〈j〉i ϕj is the sum of local SF order
parameters of the neighbours of site i. Without loss of
generality in the numerical calculations we assume that
these parameters are real.
In order to write the total Hamiltonian in terms of
local operators, we perform a second approximation by
writing the cavity potential in the mean-field form: Φˆ2 ≈
θΦˆ − θ2/4, thus we discard fluctuations of Φˆ to second
order. With this approximation we can now write the
grand-canonical Hamiltonian, Eq. (4), in its mean field
4form HGC:mf =
∑
i Hˆ
(i)
mf , namely, as the sum of local-site
Hamiltonians Hˆ
(i)
mf that read
Hˆ
(i)
mf = Hˆ
(i)
t +
U0
2
ni(ni−1)−(−1)iU∞θni+U∞ θ
2
4
−µni .
(16)
In the following we assume two-site symmetry, as in
Ref. [14]. Using this assumption all even and all odd
sites possess the energy Hˆ
(e)
mf and Hˆ
(o)
mf , respectively, such
that HˆGC:mf = K(Hˆ
(e)
mf + Hˆ
(o)
mf )/2. It is now conve-
nient to introduce the annihilation and creation opera-
tors aˆe and aˆ
†
e (aˆo and aˆ
†
o) for a particle in an even (odd)
site, and the corresponding number operator nˆe = aˆ
†
eaˆe
(nˆo = aˆ
†
oaˆo). The even (odd) sites have SF order parame-
ter ϕe (ϕo) and the population imbalance operator reads
Φˆ = (nˆe − nˆo)/2. With these definitions we write
Hs∈{e,o} =− ztϕs¯(aˆs + aˆ†s − ϕs) +
U0
2
nˆs(nˆs − 1)
− µnˆs − σsU∞θnˆs + U∞θ2/4 ,
(17)
where we have used that ϕ¯s = zϕs¯, with z the coordina-
tion number (here equal to 4) and ϕe¯ = ϕo (ϕo¯ = ϕe).
Moreover, we have introduced the symbol σe = +1,
σo = −1. Hamiltonian (17) is at the basis of the nu-
merical results presented in the next section.
B. Transition from incompressible to compressible
phases
We now determine the critical tunneling rate which
separates compressible from incompressible phases. For
this purpose we start from Hamiltonian (4) and con-
sider an elaborate form of mean-field treatment follow-
ing Refs. [2, 20, 21]. We consider the partition function
[2, 22]:
Z = Tr
{
e−βHˆ0Tτe−
∫ β
0
dτHˆI(τ)
}
(18)
where β is the inverse temperature, τ is the imaginary
time, Tτ is the imaginary-time ordering operator, Hˆ0 =
Vˆ0−µ
∑
i nˆi is the grand-canonical Hamiltonian without
the kinetic energy, and we take h¯ = 1 to simplify the
notation. Moreover,
HˆI(τ) = e
τHˆ0Hˆte
−τHˆ0 , (19)
where Hˆt is the tunneling Hamiltonian, Eq. (1). We can
also write Equation (18) as Z = Z0
〈
Tτe
− ∫ β
0
dτHˆ1(τ)
〉
0
[2], where Z0 the partition function for the model cor-
responding to Hˆ0 and the expectation value evaluated
for the thermal state of the same model at inverse tem-
perature β. Equivalently, one can cast the expression in
terms of coherent-state path integrals [20, 21, 23]:
Z =
∫
DαjDα∗je−
∫ β
0
dτL(τ) (20)
where
L =
∑
j
α∗j
dαj
dτ
+H({α∗j , αj}) . (21)
where H is assumed to be written in normal form and the
path integral is over variables satisfying periodic bound-
ary conditions. The two formalisms can be related by
noting that for an operator A[{aˆ†j(τj), aˆj′(τj′)}] [23]:
〈TτA[{aˆ†j(τj), aˆj′(τj′)}]〉0 =
1
Z0
∫
DαjDα∗je−
∫ β
0
dτL(τ)A[{α∗j′(τj′), αj(τj)}] , (22)
where the imaginary time dependence of the operators is
defined in the same way as in Eq. (19).
We define a new basis of Fourier-transformed variables
αq, α
∗
q , with q = (q1, q2):
αq =
1√
K
∑
j
αj exp[2pii(j1q1 + j2q2)/
√
K] (23)
with L =
√
K. We then write
L = L0 − t
∑
q
wqα
∗
qαq , (24)
where wq = 2(cos (2piq1/
√
K) + cos(2piq2/
√
K)) are the
eigenvalues of the vicinity matrix, and where L0 is the
Lagrangian without the tunneling terms. By means of
the Hubbard-Stratonovich transformation we can write
et
∫
dτ
∑
q wqα
∗
qαq =
∫
DψqDψ∗qe−
∫
dτL2+Lc , (25)
where all normalization factors are now included in the
definition of the functional integral, and
L2 = t
∑
q
ψ∗qψq , (26)
Lc = −t
∑
q
√
wq(α
∗
qψq + ψ
∗
qαq) . (27)
The prefactors here are chosen so that ψq are dimen-
sionless. In particular, the auxiliary variables ψq, ψ
∗
q are
related to the Fourier transform of the expectation values
ϕi by the equation 〈ψq〉 = √wqϕq.
We now integrate Eq. (20) over the variables αj , α
∗
j
and obtain
Z = Z0
∫
DψqDψ∗qe−Seff , (28)
where we have introduced the effective action Seff . The
effective action is non-local in time and is given by the
expression
Seff = − ln
( 1
Z0
∫
DαjDα∗je−
∫ β
0
dτL0+Lc
)
+
∫ β
0
dτL2
= − ln
(
〈e−
∫ β
0
dτLc〉0
)
+
∫ β
0
dτL2 . (29)
5In order to find the transition points, it is sufficient to
consider Seff up to second order in the auxiliary fields.
One recovers the expression [21]:
S
(2)
eff = −
1
2
〈(∫ β
0
dτLc
)2〉
0
+
∫ β
0
dτL2 (30)
Owing to the phase invariance of the model, Eq. (30)
reduces to the form:
S
(2)
eff =
∫ β
0
dτL2 − t2
∑
q,q′
√
wqwq′
∫ β
0
dτ
∫ τ
0
dτ ′
[
ψ∗q (τ)ψq′(τ
′)〈aˆq(τ)aˆ†q′(τ ′)〉0+ψq(τ)ψ∗q′(τ ′)〈aˆ†q(τ)aˆq′(τ ′)〉0
]
,
(31)
where the Fourier-transformed operators aˆq of the site
operators aˆj are defined in analogous form as Eq. (23).
The time correlators of the model with no hopping can
be calculated easily in the site basis. For the case T → 0
(i.e. β →∞) they are found to be:
〈aˆ†j(τ)aˆj′(τ − τ0)〉0 = δjj′nje−tE
−
j , (32)
〈aˆj(τ)aˆ†j′(τ − τ0)〉0 = δjj′(nj + 1)e−tE
+
j , (33)
where the values of nj and 〈Φ〉 are the ones that cor-
respond to the ground state for t = 0, see Sec. II. The
energy E±j is the energy variation resulting from the ad-
dition or subtraction of a particle at site j,
E−j = µ− U0(nj − 1) + 2U∞〈Φ〉(−1)j , (34)
E+j = −µ+ U0nj − 2U∞〈Φ〉(−1)j (35)
where we neglected a term of order 1/K (note that E−j
is defined for nj > 0).
In the ground state, nj and E
±
j only depend on the
parity of the site, so one can cast the correlators of Eqs.
(32) and (33) in the form:
〈aˆ†j(τ)aˆj(τ − τ0)〉0 = C−s∈{e,o}(τ0) , (36)
〈aˆj(τ)aˆ†j(τ − τ0)〉0 = C+s∈{e,o}(τ0) (37)
where the subindices correspond to j being even or odd.
This can be used to calculate the Fourier-transformed
correlators:
〈aˆ†q(τ)aˆq′(τ − τ0)〉0 = C−e (τ0)
δqq′ + δqq¯′
2
+ C−o (τ0)
δqq′ − δqq¯′
2
, (38)
〈aˆq(τ)aˆ†q′(τ − τ0)〉0 = C+e (τ0)
δqq′ + δqq¯′
2
+ C+o (τ0)
δqq′ − δqq¯′
2
. (39)
Here, we introduced the notation:
q¯ = (q¯1, q¯2) = (q1 +
√
K/2, q2 +
√
K/2) (40)
and the sum of quasimomenta is taken to be mod
√
K.
Thus, the presence of an even-odd asymmetry leads to
non-vanishing correlators between momenta correspond-
ing to q, q¯. Note that for temperatures T > 0 this struc-
ture is maintained, only the form of the single-site corre-
lators is changed.
The correlators in Fourier basis can then be replaced in expression (31), and the sum can be made more compact
by noting that wq¯ = −wq. We now make the standard assumption that the transition can be found by considering
time-independent auxiliary fields ψq, ψ
∗
q , so that they can be taken out of the integrals. We obtain:
S
(2)
eff =
∑
q
ψ∗qψq
{
tβ − t
2wq
2
∫ β
0
dτ
∫ τ
0
dτ0 [C
−
e (τ0) + C
−
o (τ0) + C
+
e (τ0) + C
+
o (τ0)]
}
+ i
∑
q
ψ∗q¯ψq
t2wq
2
∫ β
0
dτ
∫ τ
0
dτ0 [C
−
e (τ0)− C−o (τ0) + C+e (τ0)− C+o (τ0)] . (41)
For the case T ' 0, after performing the time integrals one gets:
S
(2)
eff ' tβ
∑
q
{
ψ∗qψq
[
1− twq
2
( ne
E−e
+
no
E−o
+
ne + 1
E+e
+
no + 1
E+o
)]
+iψ∗q¯ψq
twq
2
( ne
E−e
− no
E−o
+
ne + 1
E+e
− no + 1
E+o
)}
. (42)
Thus, for each pair of modes q, q¯, the effective action to
second order has eigenvalues corresponding to a matrix
of the form:
Mq = I− twq
2
(`1σz + i`2σx) , (43)
6with `1, `2 the (q-independent) coefficients in Eq. (42).
The smallest of each pair of eigenvalues reads 1 −
t|wq|
√
`21 − `22/2. Hence, since the largest value of |wq| is
equal to 4, the smallest eigenvalue of all pairs of modes in
2 dimensions is then 1−2t
√
`21 − `22. The transition point
is found when this eigenvalue vanishes. After replacing
the coefficients `1, `2 one finds:
t−1c = 4
√(
ne
E−e
+
ne + 1
E+e
)(
no
E−o
+
no + 1
E+o
)
. (44)
This result coincides with the one reported in Refs. [14–
16].
We conclude this section by remarking that this for-
malism should also allow one to identify the transition
between SF and lattice SS. We have applied it in fact
by treating the cavity potential as perturbation of the
SF ground state and further performed a higher-order
expansion of the effective action in order to analyse the
effect of coupling between order parameters. The phase
boundary we obtain, however, does not agree with the
numerical results of the following section. For this rea-
son we refrain to report the details of the calculation.
IV. GROUND-STATE PHASE DIAGRAM
In this section we determine the ground-state phase di-
agram using the mean-field model, Eq. (17). By rescaling
the energy with U0, the ground state is fully character-
ized by three parameters: µ, which controls the density,
U∞, which scales the cavity interactions, and the tunnel-
ing t. The numerical analysis is performed by identifying
self-consistently the ground state using a fixed-point iter-
ation detailed in Appendix A. By these means we identify
four possible phases: (i) SF when ϕs 6= 0 and θ = 0; (ii)
lattice supersolid (SS) when ϕs 6= 0 and θ 6= 0; (iii) MI
when ϕs = 0 and θ = 0; and finally (iv) CDW, when
ϕs = 0 and θ 6= 0 [17]. We further note that in the
SS phase the two SF order parameters ϕe and ϕo take
different non-vanishing values.
A. Ground-state phase diagram for varying density
Figure 2 shows the ground-state phase diagram as a
function of U∞, µ, t, the different colors identify a dif-
ferent phase, the SF phase is the corresponding empty
space. In the plane at U∞ = 0 we recover the mean-field
phase diagram of the two-dimensional Bose-Hubbard
model [2, 24]. For 0 < U∞/U0 < 0.5 the MI lobes
shrink along the µ axis and are sandwiched by CDW
phases, which become increasingly visible. Here, the
CDW phases are characterized by minimal population
imbalance θ = 1, corresponding to ne = n and no = n+1
where n is integer, or vice versa. The red regions at the
tip of each CDW lobe is SS, the parameter region where
the SS phase is different from zero increases with U∞.
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Figure 2. Ground-state phase diagram as a function of
U∞, µ, t (in units of U0) obtained by numerically determining
the phases using the mean-field model of Eq. (17). The MI
phase is grey, the CDW is yellow, the SS is red, the rest of the
phase diagram is SF. Note that the tunneling rate is rescaled
by the coordination number z (here z = 4). In the numeri-
cal procedure the cut-off at the occupation at each site is at
nmax = 31, the precision is ε = 10
−8 and 275 initial guesses
were taken (see Appendix A).
Inspecting Fig. 2 we observe that the MI phases van-
ish at U∞ = 0.5U0 also for finite tunneling. More-
over, there is a discontinuity at U∞ = 0.5U0: the CDW
phases with population {n, n + 1} completely disappear
and are replaced by CDW phases with maximal popula-
tion imbalance {0, 2n + 1}. This result is in agreement
with our analysis in the atomic limit, Sec. II. Moreover,
at U∞ = 0.5U0 and at finite tunneling rate one ob-
serves a discontinuous transition from SF to CDW. For
U∞ > 0.5U0 the CDW phases are separated from the
SF phase by lattice SS phases, which almost completely
surround the tip of CDW regions.
We now consider the values U∞ = 0.3U0 and U∞ =
0.6U0 and show the behavior of SF order parameter
and θ, respectively, in Fig. 3. We first discuss the case
U∞ = 0.3U0, namely, when the strength of the long-range
interaction is below the threshold value U∞ = U0/2. In
this case, the MI phases are stable. The transition be-
tween MI-SF and CDW-SS are characterized by a contin-
uous change of the SF order parameter. However, there
is no direct transition between the MI and SS phases.
Our numerical results, moreover, predict a direct tran-
sition between CDW and MI at t > 0. The population
imbalance changes discontinuously across the CDW-MI
transition boundary. In particular, in the vicinity of the
transitions between each two insulating lobes, we find
a range of parameters where they are metastable: The
transition line here corresponds to the parameters where
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Figure 3. Cuts of the ground-state phase diagram of Fig. 2
for U∞ = 0.3U0 (left column) and U∞ = 0.6U0 (right col-
umn). Upper panels: contour plots of the SF order parameter
ϕ =
√|ϕeϕo|; Lower panels: contour plots of the population
imbalance |θ|. The white dashed lines show the phase bound-
aries predicted by Eq. (44).
the two states have the same energy. This prediction
agrees with the ones of Refs. [14, 16, 25]. A direct CDW-
MI transition is also predicted by a mean-field treatment
in a canonical ensemble [18].
We remark that a direct CDW-MI transition, a di-
rect CDW-SF transition, and SS phases at the tip of the
CDW lobes have also been found in mean-field studies
based on cluster analysis [17]. A further quantitative
comparison with the phase diagram reported there is not
possible. In fact, the effective strength of the long-range
interaction term is not constant across the phase diagram
of Ref. [17], since this depends on the overlap integral
between the cavity standing wave and the Wannier func-
tions. There, the Wannier functions are calculated by
changing the depth of the confining optical lattice, after
which the integrals giving t, U0, and U∞ are determined.
We now discuss the phase diagrams in Fig. 3 for
U∞ = 0.6U0. Comparison with the left panels show that
now the CDW lobes have moved towards smaller chemi-
cal potentials, their width (with respect to the chemical
potential) has decreased and the critical tunneling rate
has increased. The form of this phase diagram qualita-
tively agrees with the one reported in [14, 16]. Also in
this case, discrepancies between the numerics and the an-
alytical lines are visible at the direct transition CDW-SF
and at the transition between CDW and SS with differ-
ent values of the population imbalance. At these phase
boundaries the population imbalance varies discontinu-
ously. We discuss in the next section the nature of the
other transitions.
Finally, we observe that at fixed chemical potential and
at fixed values of U∞ above U0/2 the CDW phase has
constant population imbalance. This contrasts with the
prediction of Ref. [15], where a transition between CDW
phases with maximal population imbalance as a function
of the tunneling rate was reported. Figure 4 shows the
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Figure 4. Local density ρi and SF order parameter ϕi as
function of the tunneling zt/U0 with z = 4. The order pa-
rameters are obtained by self-consistently diagonalizing the
Hamiltonians (17) according to the procedure detailed in Ap-
pendix A. The parameters are µ = U0 and U∞ = 0.7U0. The
occupation at each site is cut off above nmax = 31, the preci-
sion is ε = 10−7 and 275 initial guesses were taken.
occupations ρe and ρo of the even and odd sites, respec-
tively, as well as the corresponding SF order parameters
as a function of the tunneling rate for the same param-
eters as in Fig. 6 of Ref. [15]. We find that in the in-
compressible phase the population imbalance is constant
and equal to |θ| = 5. We note that our self-consistent
analysis at t = 0 gives that the CDW with occupations
{0, 4} is metastable with energy −1.8U0, while the CDW
with occupations {0, 5} is the ground state with energy
−1.85U0. Since the mean-field energy does not depend
on the tunneling rate in the incompressible phase, then
the {0, 5} CDW is the ground state for all values of t
where it is stable. We conclude that a transition like
that reported in reference [15] is not consistent within
the static mean field assumption.
Before concluding this section, we briefly compare the
phase diagrams in Fig. 3 for U∞ = 0.3U0 with the ones
for dipolar gases, interacting repulsively in two dimen-
sions. Here, mean-field treatments and quantum Monte
Carlo calculations report the same phases as for all-to-all
coupling, however the ground state phase diagrams are
qualitatively different. An important difference is that
for dipolar gases there is no direct transition CDW-MI
[26–30].
B. Ground state for fixed densities
We now discuss the phase diagram as a function of
t/U0 and U∞/U0 at fixed density ρ. Within our grand-
canonical model this implies to find the values of the
chemical potential µ, at given t˜ = t/U0 and U˜∞ =
U∞/U0, which satisfy the equation ρ(µ/U0, t˜, U˜∞) = con-
stant. Since the compressibility shall fulfil ∂ρ/∂µ ≥ 0, we
can use a bisection algorithm to efficiently find the chem-
8ical potential which corresponds to a fixed density. The
details are reported in Appendix B. This procedure did
not provide a solution for all values of parameters t/U0
and U∞/U0 because the compressibility ∂ρ/∂µ is not con-
tinuous over the full range of µ values: we find jumps in
the density as a function of the chemical potential, as we
discuss in what follows.
Figure 5 shows the phase diagram for ρ = 1/2, 1, 3/2,
and 2. For ρ = 1/2 there is no MI phase. Neverthe-
less, for U∞ > 0, we observe parameter regions where
the ground state is in the CDW phase, corresponding to
the occupation {0, 1} between neighbouring sites. For
U∞ <∼ 0.1U0 CDW and SF are separated by a first or-
der phase transition. This phase boundary is character-
ized by a discontinuity of the population imbalance, the
transition line is at a value of the tunneling rate which
scales seemingly linearly with U∞/U0 and ends at a tri-
critical point. After this point the SS phase separates
the CDW from the SF phase and the order parameters
vary continuously at the transition lines separating SF-
SS and SS-CDW. The area enclosed by the dotted lines
in the diagram is the parameter region where we could
not find any data point, namely, where there is no value
of the chemical potential corresponding to ρ = 1/2. We
denote this region by Phase Separation (PS), after ob-
serving that simulations for these values in a canonical
ensemble using QMC reported negative compressibility
and have been linked to a phase separation between the
SF and SS phases [19].
We first notice that this phase diagram coincides with
the one reported in Ref. [14], apart from the fact that
the authors seem to always find a SS phase separating
the CDW and the SF phases, and thus they report nei-
ther a direct SF-CDW transition nor a PS region. In
particular, all transitions they find for ρ = 1/2 are of
second order. This difference, and especially the absence
of the PS region, might be attributed to different meth-
ods for determining the ground state at a fixed density
in a grand-canonical ensemble. The authors of Ref. [14]
first identify the states at the target density for given
t, U∞, and then search for the lowest-energy state in this
set [14, 31]. In our work, instead, we first determine the
states at the lowest energy as a function of µ for given
t, U∞. In this set of states we then search for the one
corresponding to the target density. The PS region cor-
responds to the parameters for which the target density
cannot be found. Details of our analysis are reported in
Appendix B.
Remarkably, the plot for ρ = 1/2 reproduces qualita-
tively the corresponding diagram obtained with QMC in
Ref. [19]. In particular, the authors claim to find a direct
transition CDW-SF at smaller values of t/U0 (larger val-
ues of U0/t), however they cannot determine its nature
due to the fact that the QMC simulations are not con-
clusive in this parameter regime. The salient difference
with our result is that the authors do not report stable SS
phases for ρ = 1/2. This does not exclude, in our view,
that a stable SS phase could exist in a small parameter
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Figure 5. Ground state phase diagram as in Fig. 2 in the
U∞/U0 − t/U0 plane and for fixed density. The subplots cor-
respond to (from left to right) upper panel: ρ = 1/2, ρ = 1,
lower panel: ρ = 3/2, ρ = 2. See text for details. Dashed
(solid) lines at the phase boundaries indicate discontinuous
(continuous) variation of the order parameters Dotted lines
show the boundary of the PS regions. In the numerical imple-
mentation, the cutoff to the site occupation is set at nmax = 31
and we took 175 initial guesses. The accuracy in the deter-
mination of the mean-field order parameters is ε = 10−6, the
precision in the determination of the density is ερ = 10
−4.
Details regarding the phase diagram at densities ρ = 0.5 and
ρ = 1 are given in Appendix B.
region close to the tricritical point, which might have not
been included in the data sampling.
The phase diagrams for ρ = 1 and ρ = 2 have a similar
structure. For both cases the phases are MI, SF, SS, and
CDW with maximal population imbalance. The MI-SF
and the SS-CDW transitions are continuous. The MI-
CDW, instead, is a discontinuous transition. Moreover,
for both densities ρ = 1, 2 there is a direct, discontinuous
transition CDW-SF at U∞ ∼ 0.5U0 which ends at a tri-
critical point. As U∞/U0 is further increased, this transi-
tion line splits into two phase boundaries: the SS-CDW
and the SF-SS. The SF-SS transition is continuous ex-
cept for a small region close to the tricritical point. This
region corresponds to the parameter regime for which we
find no solution of the equation ρ(µ/U0, t˜, U˜∞) = 1. In
the case of ρ = 2, instead, the SF-SS transition is discon-
tinuous close to the tricritical point. On the other hand,
the SS-CDW is a continuous transition until a critical
value U∞(t, ρ), after which we find a PS region.
The diagram for ρ = 1 in Fig. 5 is in full agreement
with the one reported in Ref. [14], within the parame-
ter intervals considered. Moreover, it also agrees qual-
itatively with the phase diagram evaluated using QMC
[19], apart for two salient features: The authors do not
report a PS and the transition line SS-SF is continu-
ous along the whole branch of their phase diagram. We
note that the phase diagram at ρ = 1 in Fig. 5 is sim-
ilar to the one of Ref. [18], obtained by minimizing the
mean-field free energy of a canonical ensemble in a con-
strained Hilbert space. According to the free energy land-
9scape of Ref. [18], the MI-CDW transition is character-
ized by a large parameter region where the two phases
are metastable.
The phase diagram at ρ = 3/2 in Fig. 5 exhibits a
CDW phase with {1, 2}, separated by a discontinuous
transition to the CDW phase with {3, 0} at U∞ = U0/2.
The CDW {1, 2} emerges at infinitesimally small tunnel-
ing parameters, it has a first-order transition to a SF un-
til a finite value U∞ < U0/2. This CDW{1, 2}-SF phase
boundary ends at a tricritical point, after which SF and
CDW are separated by a SS phase. The transition SF-
SS is continuous in the whole parameter range. On the
other hand, SS-CDW{3, 0} transition, becomes discon-
tinuous for a small interval of values about U∞ ∼ 0.5U0.
Within the SS phase, moreover, there is a discontinuous
transition at U∞ = U0/2 where the population imbalance
undergoes a jump from |θ| ≈ 1 to |θ| ≈ 3. This jump was
reported also in Ref. [14]. Instead, QMC studies found it
to be a crossover [19]. Moreover the direct transition be-
tween SF and CDW {1, 2} seems to not have been found
by static mean field calculations in Ref. [14]. QMC sim-
ulations [19] here reported this direct transition, however
they could not determine its order. Finally, we notice a
region for strong long-range interaction and large tunnel-
ing where no solution exists and which was not reported
by static mean-field calculations [14].
We note that the phase diagram for ρ = 1/2 is similar
to that of the extended Bose-Hubbard model with repul-
sive nearest neighbour interaction: For nearest-neighbour
interactions and small tunneling rates Quantum Monte
Carlo simulations report no stable SS phase but a di-
rect transition CDW-SF [29, 32, 33], which is found to
be of first order [29, 32]. Furthermore in the interme-
diate tunneling regime a SF-SS and SS-CDW transition
is observed [28, 34]. For ρ = 1, in the extended Bose-
Hubbard model with repulsive nearest neighbour interac-
tion and small tunneling rates there is a MI-CDW transi-
tion [33, 34], while the author of ref. [34] finds a SF-CDW
transition for an intermediate tunneling rate zt = 0.3U0,
and SF-SS and SS-CDW transitions for a very large tun-
neling rate zt = U0. However, no PS at ρ = 1 and
ρ = 1/2 is reported in Refs. [28, 34].
V. CONCLUSIONS
We have performed a mean-field analysis of the phase
diagram of the extended Bose-Hubbard model, where the
bosons have a repulsive contact interaction and experi-
ence an infinitely long-range two-body potential. The
systematic comparison between the phase diagram ob-
tained for the cavity Bose-Hubbard model and the one
for repulsively interacting dipolar gases in two dimen-
sions shows clear differences already within the mean-
field treatment, such as for instance the direct first-order
transition CDW-MI at a critical value of the chemical po-
tential, that is absent for the dipolar case. The ground-
state phase diagram we calculate mostly agrees with the
static mean-field diagram of Ref. [14]. There are two
important differences: differing from Ref. [14], for the
density ρ = 1/2 and ρ = 3/2 we predict a direct transi-
tion between Superfluid (SF) and Charge-Density Wave
(CDW), which is first order for the densities we consid-
ered. Moreover, in the region where the authors of Ref.
[14] predict stable lattice supersolid (SS) phases, we find
also regions where instead there is a Phase Separation
(PS). We attribute these discrepancies to different meth-
ods for determining the ground state at fixed density from
the grand-canonical ensemble calculations, as we detailed
in Sec. IV B.
The stability of the SS phase has been extensively anal-
ysed by means of Quantum Monte Carlo methods for a
canonical and a grand-canonical ensemble in Ref. [19].
Our diagrams and the diagrams of Ref. [14] at fixed den-
sities, extracted from grand-canonical ensemble calcula-
tions, are in remarkable qualitative agreement with the
QMC diagrams in the interval of parameters where the
QMC diagram have been determined. The discrepancies
regard the stability of the SS regions at fixed densities.
These discrepancies could be due to the fact that the
QMC collected data did not sample the regions where
these differences are found (as one could conjecture by
taking the parameters reported in Ref. [19] for which the
stability of the SS phase was analysed and mapping them
into our phase diagram). Most probably, the discrepancy
arises from the fact that our static mean-field approach
cannot appropriately take into account the interplay be-
tween strong long-range interactions and quantum fluc-
tuations.
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Appendix A: Numerical calculation of the ground
state
In this Appendix, we describe the algorithm used to
find the self-consistent ground state of the local mean
field Hamiltonians (17). We measure all physical param-
eters of the Hamiltonian in units of the on-site interac-
10
tion, µ˜ = µ/U0, U˜∞ = U∞/U0, t˜ = zt/U0 and obtain the
Hamiltonians
H˜e = −t˜ϕo(a+ a† − ϕe) + 1
2
n(n− 1)− U˜∞θn+ U˜∞
4
θ2 − µ˜n,
(A1)
H˜o = −t˜ϕe(a+ a† − ϕo) + 1
2
n(n− 1) + U˜∞θn+ U˜∞
4
θ2 − µ˜n,
(A2)
with the same eigenenergies and -states as the Hamilto-
nians (17). We fix the parameters of the Hamiltonian t˜,
U˜∞ and µ˜. The mean-field order parameters ϕe, ϕo and
θ are now the free variables. The problem is formulated
as follows. We first introduce the function
f(ϕe, ϕo, θ) = (〈a〉e, 〈a〉o, 〈n〉e − 〈n〉o), (A3)
where 〈·〉s denotes the single-site expectation value
with respect to the ground state of the Hamiltonian
Hs(ϕe, ϕo, θ), for s ∈ {e, o}. Further, we define F to
be the set of fixed points of f ,
F = {(ϕe, ϕo, θ) : f(ϕe, ϕo, θ) = (ϕe, ϕo, θ)} . (A4)
The goal is to find the self-consistent order parameters
which minimize the energy per site,
(ϕe, ϕo, θ) = argmin
(ϕe,ϕo,θ)∈F
{
1
2
(〈He〉e + 〈Ho〉o)
}
. (A5)
The basic idea of the algorithm is that of fixed point
iteration: Apply f repeatedly to some random (ϕe, ϕo, θ),
until applying it again does not significantly change the
input [12, 17, 35].
We measure the distance between mean-field order pa-
rameters by the infinity-norm and relax the criterion for
(ϕe, ϕo, θ) to be a fixed-point to∥∥(ϕe, ϕo, θ)− (ϕ′e, ϕ′o, θ′)∥∥∞ = max(|ϕe−ϕ′e|, |ϕo−ϕ′o|, |θ−θ′|) < ε,
(A6)
where (ϕ′e, ϕ
′
o, θ
′) = f(ϕe, ϕo, θ), and ε is some prede-
fined tolerance, e. g. ε = 10−6.
This na¨ıve algorithm has the following problems, how-
ever: First, if the algorithm converges to some point,
there is no guarantee that this point minimizes the en-
ergy per site. Second, the algorithm is not guaranteed
to converge. Third, the algorithm sometimes converges
sublinearly, and thus extremely slowly.
We approach the first problem by taking a sufficient
large number of initial guesses.We always deterministi-
cally take the following 75 initial guesses: (ϕe, ϕo, θ) ∈
∪{n∈0,...,24}{(0, 0, n), (0.001, 0.002, n), (0.1, 0.2, n)}. Ad-
ditionally, we use the Mersenne Twister and Ranlux48 al-
gorithms to pseudorandomly sample initial guesses from
the Cauchy(0, 1) distribution. We find that 50 random
initial values are sufficient to find the minimal energy
and verify this by taking more initial guesses and verify-
ing that the energy does not decrease significantly.
The problem that the algorithm sometimes does not
converge manifests in the way of cycles of the form that
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Figure 6. Convergence of the numerical mean-field iterative
algorithm as a function of the number of iterations (or appli-
cations of f , as given in equation (A3). In both cases, the
occupation is cut off above nmax = 31, U˜∞ = 0.26, µ˜ = 0.6,
and the initial guess is (ϕe, ϕo, θ) = (0.5, 0.6, 0.1). On the
left, t˜ = 0.14 and the convergence is linear. On the right,
t˜ = 0.15 and the convergence is sublinear. Both points are
close to the MI-SF phase boundary. The markers show the
order parameters and the maximum difference δ of the order
parameters from one iteration to the next. The black lines
are obtained by linear regression of an exponential function
(left) and a power function (right) to the maximum order pa-
rameter. The calculations took around 6 CPU-days on a Intel
Core i7-2600 CPU at a clock rate of ∼ 3.6 GHz.
f(ϕe, ϕo, θ) ≈ (−ϕe,−ϕo,−θ) and f(−ϕe,−ϕo,−θ) ≈
(ϕe, ϕo, θ). We detect this by comparing not only the
mean-field order parameters, but also their absolute val-
ues. If the difference of the absolute values is smaller
than ε/10 for 1000 consecutive iterations, we re-run the
algorithm with the absolute values of the final order pa-
rameters (ϕ′e, ϕ
′
o, θ
′) as an initial guess. To ensure that
we still find the minimal energy, we compare the energies
of the result of the initial run (ϕ′e, ϕ
′
o, θ
′), with that of
the second run, (ϕ′′e , ϕ
′′
o , θ
′′). For this comparison, we do
not consider the eigenvalues of the two Hamiltonians, but
the expectation value of the updated Hamiltonian with
respect to the ground state of the Hamiltonian before
the update. If the energy of the second run is smaller,
we accept this solution, otherwise we reject it.
Finally, we note that the algorithm converges to the
set tolerance within a few hundred or thousand itera-
tions (i. e. applications of f) in a large region of the
phase diagram. In this case, the algorithm converges lin-
early. However, in some cases it converges sublinearly
and extremely slowly. Figure 6 shows a comparison of
two cases, for two points in the phase diagram which are
close to each other, and identical initial guesses.
The algorithm converges that slow only at relatively
few points in the phase diagram. We have verified that
the number of iterations does not strongly influence the
value of the resulting mean-field order parameters, by
comparing the results after 104 and 106 iterations.
For finding the ground state of the Hamiltonians (A2),
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we truncate the Hilbert space of each site taking the cut-
off nmax = 31, leaving us with two tridiagonal real sym-
metric 32 × 32 matrices (in the Fock basis), which we
diagonalize numerically. We identify the cutoff nmax =
31 by performing calculations also for nmax = 23 and
nmax = 63 and verifying that the results do not differ
significantly.
We implemented the algorithm in the C++ language,
using the GNU compiler collection (versions 7.2 and 8)
and clang (versions 5 and 6). For diagonalization, we
used the library Eigen3. We verified the self-consistency
of the results with a partial implementation of the algo-
rithm in the Python language (version 3.6) and using the
numpy library (version 1.14.5) for diagonalization. [36]
Appendix B: Supersolidity and phase separation for
fixed densities
In this Appendix, we report details of the calculations
for determining the phase diagram for constant densities
of Fig. 5.
We obtain the order parameters for fixed densities by
adjusting the chemical potential such that the ground
state has the target density. More precisely, we perform
a bisection algorithm starting at µ = −U0 which gives
a density lower than the target density and µ = 3U0
which gives a density higher than the target density. In
every step, the ground state for the midpoint of the µ
interval is calculated following the procedure detailed in
Appendix A, its density is computed, and the interval is
halved such that at the lower (upper) point of the inter-
val, the density is smaller (larger) than the target density.
We repeat this up to twenty times until either the tar-
get density is reached or we conclude that a solution is
not possible. When the density is not attained with the
required precision, which we set to ερ = 10
−4, we name
the corresponding point of the phase diagram phase sep-
aration, following Ref. [19]. Otherwise, we determine the
phase from the values of the order parameters θ and ϕ.
For a density of ρ = 0.5, we find both a SS region
and a region of phase separation, unlike Refs. [14, 19].
Fig. 7 shows the ρ(µ) curve for a PS point. Fig. 8 shows
the ρ(µ) curve for a different point, where the density
ρ(µ ≈ −0.132) = 0.5. The same figure shows the super-
fluid order parameter and the even-odd imbalance; for
the parameters where ρ(µ) = 0.5, the ground state is SS.
In Fig. 9, we show the ρ(µ) curve for a PS point for
density ρ = 1, which was not reported so far [14, 19].
As shown in fig. 5, we also find a PS region for ρ = 1.5,
which was not reported so far [14, 19].
In Fig. 10, we show the order parameters along cuts
of the phase diagram in figure 5, specifically the density
ρ = 0.5. We show similar plots for the density ρ = 1
in figure 11. We used plots similar to the ones shown
in Figs. 10 and 11 to determine all phase boundaries of
Fig. 5.
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