ABSTRACT Storyline generation has emerged to be an effective method to describe the evolution of disaster. However, due to the temporal-spatial, heterogeneous, and information overload, most of the existing storylines are only based on textual data and deliver limited information. In this paper, we introduce a novel framework for generating multimedia storylines to provide more concise and vivid information and deeper understanding of real-time events. We first adopt generative adversarial networks to implement an unsupervised bilingual document summarizing model. Then, we transform image and text incorporation problem into a multi-label learning problem and use convolutional neural networks to train a classification model. And finally, the bilingual documents and images are jointly summarized and embedded into a two-layer storyline generating framework. The experiments on real Hurricane data sets demonstrate the effectiveness of the proposed methods in each level and the overall framework.
I. INTRODUCTION
When a disaster occurs, people are eager to know the development and the evolution of the disaster. With the rapid increase of online information, if they intend to gather and tack the situation of the disaster, they will be overwhelmed by huge amount of disaster-related news, documents, and microblogs, etc. To tackle this problem, various document understanding approaches have been proposed. For example, many works focus on summarizing events using a topic model, i.e., a summary generated by a subset of the sentence that contains the main idea of the topic. Commonly used timeline generation approaches present the evolution of events in a topic by leveraging temporal information emerged in the documents. In our recent work, textual storyline generation approaches are proposed which use a sequence of summaries to describe the evolution of event based on both temporal and spatial information.
Although the existing document understanding methods can alleviate the information overload problem, they still face some limitations: (1) In the process of accessing disaster information, people hope to gain multiform
The associate editor coordinating the review of this manuscript and approving it for publication was Michael Lyu. and visualize information, these text-based summaries cannot deliver vivid scene and sometimes are boring and uninteresting. (2) When a disaster occurs (e.g., hurricane Iram struck the United States in 2017), many countries reported this event in different language. The existing document understanding systems cannot extract the information of one event from multiple language documents simultaneously.
In our previous work, we proposed a textual monolingual storyline generation framework. To cope with the aforementioned limitations, in this work, we propose a novel framework that will generate comprehensive summaries from multiple language documents and give a pictorial storyline. Firstly, we adopt Generative Adversarial Networks (GAN) to train a translator that can convert word embedding of one language to another language. Then multi-label learning and Convolutional Neural Networks (CNN) model is used to implement a joint embedding of documents and images. Finally, a multimedia storyline with a two-layer structure is generated, i.e., a global storyline of cross-location disaster events on the first layer, and a local storyline providing condensed information about specific regions affected by the disaster in the second layer. In summary, the major contribution of this work is threefold: FIGURE 1. An illustration of generated multimedia storyline. The global storyline (on the top) and the local storylines for each city (on the bottom ) combines a two-layer structure.
(1) We adopt a GAN-based unsupervised approach to construct a disaster-related bilingual dictionary, which does not require cross-lingual signals as seed words or prior knowledge. Using this method, we can extract the information of one event from multiple language documents simultaneously.
Multi-language learning is essentially a text similarity comparison problem between different language. Commonly used multi-language text similarity comparison is based on the topic model or constructing a prior knowledge base. The topic model cannot express the similarity on a semantic level and constructing prior knowledge base need a large amount of vocabulary. We are inspired by [1] which utilizes GAN to train a translator that can convert word embedding of one language to another language. In this way, we can use the generator to connect the documents from various languages. Compared with other multilingual methods, the GAN performs better in our disaster storyline generation framework. The main reasons are as follows:
• The adopted GAN-based model is an unsupervised method, which means the prior lexicon is not necessary and the connection of cross-lingual can be established automatically in the process of adversarial training.
• The similarity metric, word embedding, used in GAN-based translator is consistent with the calculation of documents similarity in our proposed framework.
• The GAN generate the translator through a corpus from a disaster-related field and that make the translator perform better compared with an ordinary lexicon.
(2) The proposed framework incorporates images and text processing to enhance disaster situation awareness and deliver vivid pictorial summaries.
To build the semantic relations among the images and the documents, each image is labeled with several keywords extracted from disaster documents to construct a training set, then we convert the image information understanding problem to a multi-label learning problem, and CNN is used to train a classifier to match the images with related text.
(3) Above multimedia information is integrated into our proposed two-layer storyline generating framework which can track the evolution of a disaster both the temporal continuity and spatial coherence and display a more vivid and richer summarization to users.
An illustrative example of a multimedia storyline with the two-layer structure is shown in Fig.1 . At the top, the timeline reflects the different phases of disaster over time. The crosslocation disaster events reported by both Chinese and English are shown on the global storyline layer and specific-location multimedia storylines for individual events are shown on the local storyline layer. Since each local storyline contains multiple documents and images, we replace them with simplified ones, and the example for detailed local multimedia storyline are shown in Section V.
The rest of this article is organized as follows: Section 2 discusses the related work; Section 3 introduces the system framework; Section 4 discusses the proposed methods for producing multimedia storylines; Section 5 shows experimental evaluations and results analysis, and Section 6 concludes the paper and discusses future work.
II. RELATED WORK A. MULTI-DOCUMENT SUMMARIZATION
Multi-document summarization aims at extracting principle information from a given collection of documents about one topic. Commonly used methods are centroid-based [1] , graph-based [2] and knowledge-based [3] . Other algorithms such as non-negative matrix factorization (NMF) and latent semantic analysis (LSA) are also adopted to convert the selected sentence into the summarization. These methods, however, ignore the temporal or structural information between the documents.
Topic detection and tracking (TDT) is another related topic. Its task is tracking known events, detecting unknown events, and segmenting a news source into stories. Information extraction, filtering, and document clustering are often applied to such problems [5] .
Timeline generation methods consider the event evolution with temporal information [6] . A typical example is Google news Timeline, which clusters news articles into groups according to the topics and lists them chronologically.
Recently storyline generation has attracted greater attention. It uses a set of summaries connected by tree structure to describe the evolution of the event. Shahaf et al. [7] create structural summaries using an algorithm called the metro map. Jiang et al. [8] consider the inter-arrival information and proposed a dynamics model for temporal event summarization. Zhou et al. [9] introduce a two-layer storyline framework to generate the textual disaster storyline.
B. MULTILINGUAL DOCUMENTS SUMMARIZATION
The core problem of multilingual documents summarizations is text similarity metric between different languages. Traditional statistical methods have been widely used to induce bilingual lexicon from non-parallel data [10] . Zhu et al. [11] propose a bilingual linear discriminant analysis (LDA) model to calculate the similarity between documents from different languages. Ren et al. [12] import an entity-based viewpoint alignment method which utilizes prior knowledge from Wikipedia to solve the multilingual problem. Mikolov et al. [13] use five thousand seed word translation pairs to train the linear transformation. These embeddingbased methods require cross-lingual signals encoded in parallel data to aligned at the document level, sentence level or word level.
Zhang et al. [1] present an unsupervised method to construct a multilingual dictionary. They use a GAN to train a translator that can convert word embedding of one language to another language. Inspired by this work, we construct an unsupervised multilingual documents summarization methods which can generate the translator through a corpus from the disaster-related field then comparing and extracting information from multilingual documents in semantic level.
C. MULTIMEDIA INFORMATION INCORPORATION
Joint embedding of documents and images is a research program aiming to connect visualized information and textual information. Wang et al. [14] use a low-rank approximation approach to learn the internal relation between image and document. Bian et al. [15] use a MLDA to detect topics by capturing the correlations between visual features and textual of microblogs with embedded images. Chen et al. [16] use a topic model (Visual-Emotional LDA) to capture the imagetext correlation from multiple perspectives. Reference [17] FIGURE 2. The system framework of multimedia storyline for disaster information awareness.
propose a weighted multi-view graph to capture the contextual and temporal relationships among a set of topic-related objects. These methods process the images which already have a text description (e.g., a sentence or a small paragraph).
In disaster events, related information will arise in a short time with a large number and redundant news and reports. Many images have not text description and we need to understand the images information and re-match them with related text summarization. In this work, we transform this problem into a multi-label classification problem and a multi-layer CNN is adopted to train the classifier.
III. SYSTEM FRAMEWORK A. PROBLEM DEFINITION
The problem of generating multimedia disaster storyline can be defined as follows:
Definition: An event is represented by a tuple (t, l, o) where t and l are the time and the location that the event occurs respectively, o = {o 1 , o 2 , . . . o m } is a set of textual description and images about the events.
Input: A collection of news and reports tuple (t, l, o) related to disaster events.
Output: A two-layer multimedia storyline which consists of the most representative information summarizing the evolution of disaster events. Fig. 2 shows the framework of our proposed multimedia storyline generation system. It is a graph structure with twolayer: a global storyline and several local storylines. The global storyline at the first layer reflects cross-location evolution of the disaster over time. The local storylines at the second layer show the details (e.g., summarized text and images) about how disaster affects a certain area.
B. THE FRAMEWORK OVERVIEW

IV. METHOD A. GAN-BASED BILINGUAL DOCUMENTS SUMMARIZATION
It is observed that word embeddings trained separately on monolingual corpus show isomorphic structure across languages [13] . In this work, bilingual word embedding is adopted to understand and extract information from different VOLUME 7, 2019 language documents. A common approach to obtaining bilingual word embedding is to train the embedding in both languages independently (e.g., Chinese and English), then learn a mapping that minimizes the distances between equivalences listed in the bilingual dictionary. This can be formulated as follows:
where X and Z denote the word embedding matrices in two languages for a given bilingual dictionary, W is a linear transformation matrix. The goal is to find a W , thus XW can best approximate Z .
In [1] , authors proposed an adversarial training model to train a transition matrix. It is an unsupervised method and can transfer a word embedding from one language to another. We improve their work to solve the multilingual similarity calculation problem. Different from the multilingual topic model, our method can calculate similarity in semantic level. Moreover, using the unsupervised GAN, our method does not need any prior knowledge to fulfill the translation between multiple languages. Figure 3 shows the structure of the bilingual GAN. The blue vector represents the word embeddings for the source language, and the red vector represents the word embeddings for the target language. The generator aims to transform source word embeddings and make them similar to target ones, while the discriminator tries to distinguish whether the inputs are fake embeddings generated by the generator or real samples from the target embedding distribution. This process becomes a natural adversarial game, and both generator and discriminator can be optimized.
In our model, the generator is initialized as a m × m orthogonal matrix. The discriminator is a standard feedforward neural network with one hidden layer. The original loss function L D for the generator and the loss function L G for the discriminator are shown as follows (for simplicity, we write them with a minibatch size of 1):
where x represents the fake embeddings, y represents the true sample from the target distribution.
To avoid performance degradation in monolingual tasks after mapping, W is required to be an orthogonal matrix, (i.e., W T W = I ), therefore we design another loss function for the generator to ensure the transformation matrix is orthogonal:
where I represents the identity matrix, G T represents the transport matrix of G. · refers to the Frobenius norm of a matrix. The loss will be minimized when the matrix is orthogonal. Combining this term, the loss function of the generator becomes:
where λ is a hyperparameter which balances the two terms. When λ = 0 it recovers the standard GAN loss function as formula 3, while a larger λ refer to a stricter orthogonal constraint. During the training process, the generator and the discriminator will be trained alternately. The discriminator is trained over the real data and the generated data firstly until it can distinguish accurately. Then the generator is trained until it can fool the discriminator. This adversarial training procedure is updated repeatedly to make the discriminator better at recognizing the real data from the fake and to make the generator better at fooling the discriminator. At the end of model training, the output of discriminator will fluctuate around 0.5 (i.e., discriminator is unable to differentiate between real and fake samples), and the generator will become an approximate orthogonal transition matrix which can minimize the distances of equivalent word pairs between two languages.
To calculate the semantic similarity, each document in the multilingual corpus is represented as a feature vector. We use TF-IDF model to convert a document into a keyword vectors [(q 1 , w 1 ), (q 2 , w 2 ), .., (q n , w n )], where q i is the keyword and w i represents the score of the keyword in the TF-IDF model. Then word2vec is adopted to train the word embeddings for each language. If there are k different languages (L 1 , L 2 , .., L k ) in the corpus, k word embedding models (E 1 , E 2 , .., E k ) and k − 1 transition matrix (G 1 , G 2 , . ., G k−1 ) are trained to transfer word embeddings from all other languages to one target language L k . In this way, the feature vector of a document from language L i can be calculated by the following formula.
47404 VOLUME 7, 2019 where E j (q i ) refer to the m-dimensions word embedding of word q i in model E j , G j is a m × m matrix. As shown in this formula, the feature vector is a linear combination of n word embedding, which is also an m-dimensions vector. Thus, the similarity between two documents can be calculated by the cosine similarity of two feature vectors. The detailed process is described in the following Algorithm 1. 8 Using the word2vec to generate the word embedding model E i for L i ;
Algorithm 1
9
Training the multilingual GAN model GAN i using the word embeddings from E i and E k ;
10
The transition matrix G i is the generator of GAN i ;
11
for each d ij in L i do 12 Using TF-IDF model to generate the keyword vector k ij = [(q 1 , w 1 ), (q 2 , w 2 ), .., (q n , w n )], where q n represents the keyword and w n represents the score of the keyword in TF-IDF model;
13
Calculating the feature vector f ij of d ij by 
B. JOINT EMBEDDINGS OF TEXT AND IMAGE
Besides text, disaster information comes in multiple formats of media, especially images. The characteristics of these two media types are different yet complementary. To discover the semantic correlation between text and images, we translate the image understand problem into a multi-label learning problem. We constructed a generalized keyword set about disaster description as a label set and collected a set of images related to disaster from the Internet and news report. Each image is assigned three labels to form an image-label pair (I i , L i ). These images with multi-label form the training set. Fig. 4 shows some examples of image-label pairs.
A CNN model is trained for this multi-label learning problem. For a specific event storyline incorporating text and image information from a large number of documents, TF-IDF is used to extract keywords for each document, and images are firstly classified by the trained CNN model then matched with text information.
In this work, we use AlexNet model to learn the relationship between images and labels. Figure 5 shows the structure of a constructed AlexNet model, including five convolutional layers and three fully connected layers. The size of the convolutional kernel is 55, and the size of mini-batch is 100. The output of the model is a 20 × 1 vector representing the probability of which label will be chosen.
We use a multi-label vector to represent the probabilistic distribution. The sum of all the parameters in the vector is 1. The cross entropy loss function for the training example (x, y) is l( , (x, y)) = −y log(O),
where softmax activation is used in the output layer, and O is the output. Note that the labels of the images are simpler than the text description in a storyline. For example, some information such as location and time cannot be directly reflected by labels of the image. To match the images with textual documents, we also extract the keywords from documents as their labels. When a new collected image is classified using the proposed AlexNet model, the top 2 output labels are retained to form image-label pairs (p i , l i ) as its description. Then we adopt the Hamming distance to metric the similarity between images and the document. If the similarity large than a threshold T , the image and the document will be matched. The detailed process is described in the following Algorithm 2.
Algorithm 2 Joint embeddings of text and image
Input: Based on our previous study [18] , in this work, we integrate the bilingual and multimedia information extracting methods into a two-layer summarization framework. When generating summaries, the proposed framework can capture both temporal and spatial factors of disaster events.
1) GLOBAL STORYLINES GENERATION
The first layer is a global storyline which provides an overall summary of the disaster events evolving over time. Take the hurricane as an example, the global storyline contains summaries of the hurricane at different locations. If we connect these locations on a map in chronological order, it will form an approximate route of the hurricane moving. Furthermore, each location represents a set of documents from the text stream according to the geographic location described in the news. And these document sets will be used to generate the local storyline on that location.
To find the key locations and the corresponding document sets, we make a hypothesis that the closer to the center of the disaster, more news related to the disaster will appear. Based on this idea, we import a geographic-informationbased clustering method to divide documents into several groups. Each of the group represents a position with the local documents set of it, the process finally produces a framework of the global storyline.
2) LOCAL STORYLINES GENERATION
The second layer is a local storyline which gives condensed information on how specific locations were affected by the disaster. Given the local document sets, a Multi-view Graph is adopted to express the connections between the documents. It is a triple G = (V , A, E) , where V refer to vertices representing the documents; A refer to directed edge representing the chronological order; E refer to undirected edge representing the semantic similarity. As mentioned in Section 4, the Gan-based model is proposed to calculate the semantic similarity between the multilingual documents.
Although each vector in the Multi-view Graph can be regarded as an event, some of them are redundant. To reduce the redundancy, a set of represented events should be selected from the Multi-view Graph. We propose a method considering both uniqueness and relevance to evaluate the importance of the events. For the uniqueness, we take the Information Gain (Entropy H) for the keyword lexicon as an evaluation criterion. For the relevance, we adopt a method called node importance measurement based on the degree and clustering coefficient information [19] .
After selecting the representative events, we are ready to generate the local storyline to reflect the details about how the disaster affects a certain area and we figure out this problem by solving a Steiner Tree problem [9] . Steiner Tree is a subtree from the Multi-view Graph which contains all the representative events with minimum cost. It is known to all that solving a Steiner Tree problem is NP hard in most instances. Here, we adopt a greedy algorithm from Charikar et al. [20] to solve the problem. The multimedia storyline generating approach is shown in Algorithm 3.
Algorithm 3 Multimedia storyline generation
Input: C:the multilingual corpus with spatial and time label sim:the multilingual documents similarity calculation model dmi:the joint embeddings of documents and images model Output: storyline:the two-layer multimedia storyline 1 Use the geographic-information-based clustering method to divide the C into different subset S 1 , S 2 , . . . , S n ; 2 for each S n in C do 3 Construct a multi-view graph M = (V , A, U ) where V refer to vertices representing the documents; A refer to directed edge representing the chronological order; U refer to undirected edge representing the semantic similarity calculated by sim; 4 Select the representative events imp from V considering both uniqueness and relevance;
5
Generate a Steiner tree from M which contain imp as the local storyline loc n ; 6 for each V i in loc n do 7 Use the dmi to match a adaptive image for V i ; 8 end 9 Use the loc n to generate a summary sum n using a storylines based summarization method; 10 end 11 Consist the sum n in chronological order as the global storyline glo; 12 Consist the glo and n-dimensions loc n as the storyline; 13 return storyline; 
V. EXPERIMENTS AND EVALUATION
A. DATASET DESCRIPTION
We use two real disaster datasets to evaluate the performances of the proposed method. The datasets are collected from the Internet using keywords (which contain two different languages, English and Chinese) about hurricanes that hit the USA in the last few years. We select more than 700 textual news and more than 3000 images related with two hurricanes as experimental datasets. Table 1 shows the description of textual datasets.
B. EXPERIMENTAL RESULT OF MULTILINGUAL DOCUMENTS SIMILARITY CALCULATION
To evaluate the performance of the proposed method on multilingual documents similarity calculation, we adopt a top-M accuracy [22] . We first select a set of Chinese documents and English documents and find the most similar English document for each Chinese document artificially as the verification set. Then we calculate the top-M most similar English document for each Chinese document. If any document among M documents is found in the verification set, the Chinese document is considered to be handled correctly. The percentage of correctly translated Chinese document is regarded as accuracy. Moreover, we also evaluate the effect of generator's orthogonality to model performance. Figure 6 shows the top-M accuracy of bilingual GAN with and without orthogonal constraint respectively. The blue curve is top-M accuracy, and the red one is orthogonal constraint loss, and the smaller value means stronger orthogonal constraint. Comparing sub-figure (a) and sub-figure (b), we can find that orthogonal constraint on generator helps to improve the translate accuracy. We also do the experiments with λ = {1, 2} and more large values, their top-M accuracies are lower than that of λ = 0.5. This indicates that too strong orthogonal constraint will reduce the quality of generated samples thus decrease the generalization of GAN.
Furthermore, to evaluate the performance of bilingual GAN on word pairs translation, we select 20 Chinese-English word pairs and calculate the average cosine similarity of the word pairs. From Figure 7 we can see that after near 30 rounds of iteration learning, the average similarity of 20 word pairs is 0.94. This performance is good for the next multimedia storyline generation. 
C. EXPERIMENTAL RESULT OF JOINT EMBEDDINGS OF TEXTS AND IMAGES 1) METRICS
We use the following two criteria to measure the performance of the proposed joint embeddings of texts and images.
Accuracy is used to measure the matching degree between the output of the CNN model and the original labels vector.
where D is the number of samples, y is original label vector andŷ is the model output. I (y,ŷ) is the similarity between y andŷ,
For example, if y = {1/3, 1/3, 0, . . . , 0, 1/3} andŷ = {1, 1, 0, . . . , 0, 1} then I (y,ŷ) = 1.
2) RESULTS
We use 500 images to test the performance of the proposed model. Table 2 shows the accuracy on the test set, in which Accuracy1 represents one of the three labels is correctly predicted, Accuracy2 means there are two labels are correctly predicted, and Accuracy3 represents all of the three labels are correctly predicted. Figure 8 shows an illustration of three kinds of image-label pair results. The first column displays part of results of three labels are all matched correctly, the second column displays some results of one label is mismatched, and the last column displays some results of two labels are mismatched.
D. SUMMARIZATION PERFORMANCE OF TWO-LAYER STORYLINE 1) SUMMARIZATION PERFORMANCE OF GLOBAL STORYLINE
We use the Mapbox to draw the global storyline on the map and compare it with the real hurricane path to evaluate the performance of the global storyline. Figure 9 shows the experiment results on hurricane Irma. As shown in figure 9, our system presents similar hurricane paths with Iram. It goes through the west coast of Florida and ends up around Indiana. Moreover, the global storyline can generate a structured summary for each key location as the conclusion of a particular region. Fig. 10 shows the global storyline of Hurricane Irma, which consists of several multilingual location summaries arranged as the evolving time of events.
2) SUMMARIZATION PERFORMANCE OF LOCAL STORYLINES
To evaluate the quality of the local multimedia storyline, we import a ROUGE toolkit [23] . ROUGE is a widely used index by DUC for summarization performance evaluation. It counts the overlapping parts between an artificial summary and the candidate summary. There are several automatic evaluation methods, in this work, we choose ROUGE-2 and ROUGE-SU4 to evaluate the proposed system. Moreover, there are few multi-language storyline generation methods, and it is hard to find a state-of-the-art method to evaluate our method. Since the key part of multi-language storyline generation is to calculate document similarity within various language, we replace the present document similarity method with Bilingual LDA proposed by [10] , while maintaining the other structure in the proposed framework as the comparing method.
As shown in Table 3 , the F1-score for ROUGE-2 is 0.3, and the F1-score for ROUGE-SU4 is 0.35, which is a pretty high score in storyline generation. Even the monolingual storyline generation has the same performance [18] . Compared with Bilingual LDA, our proposed method performs better on Hurricane Irma dataset, while almost the same on hurricane Harvey. However, Bilingual LDA is a supervised method based on a parallel topic. Therefore this experiment shows the efficacy of our unsupervised proposed method. The limitation of Bilingual LDA is that similarity calculation based on the topic failed to understand the semantic relationship well and that might be the reason why our method performs better on the Hurricane Irma dataset. Meanwhile, our method also has an improvement in Rough-SU4 compared with Rough-2, which indicated exactly the same point, which means our method can better understand the semantic relationship between documents. Figure 11 shows an example of a local storyline of Naples during hurricane Irma. This storyline contains the details about how a hurricane affect a certain area. We can observe that the development of events from the evacuation to rescue during the hurricane Irma. VOLUME 7, 2019 
VI. CONCLUSION
In this paper, we propose a multimedia storyline generating framework. The bilingual documents and images are jointly summarized, and embedded into a two-layer storyline generating framework. Compared with the textual storyline, information in a variety of formats are complementary, and the proposed method can provide users with more concise and vivid information from a large amount of disaster news and reports.
In the future, we will further improve the approaches in the following aspects. First, we need to find a new method to discover the semantic correlation between text and images. In this work the labels of images can only express less information, for complex images, some information will be lost. Second, we will explore more complicated evolution structures of different disaster types for storyline generation. Last but not least, our current storyline generation is mainly based on Steiner Tree, and we plan to investigate a new method with inference function, such as utilizing event evolutionary graph to generate storylines.
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