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Abstract
Real-time density functional theory (RT-TDDFT) and ab initio molecular dynamics
(AIMD) are combined to calculate non-resonant and resonant Raman scattering cross
sections for periodic systems, allowing for an explicit quantum mechanical description
of condensed phase systems and environmental effects. It is shown that this approach
to Raman spectroscopy corresponds to a short time approximation of Heller’s time-
dependent formalism for the description of Raman scattering. Two ways to calculate
the frequency dependent polarizability in a periodic system are presented: 1. Via
the modern theory of polarization (Berry phase). 2. Via the velocity representation.
Both approaches are found to be equivalent for a system of liquid (S)-methyloxirane
with the computational settings used. Resulting non-resonance and resonance Raman
spectra from the dynamic AIMD/RT-TDDFT approach are compared to the spectra of
one gas phase molecule in the harmonic approximation highlighting finite temperature
and solvation effects. The use of RT-TDDFT to calculate the full frequency dependent
Placzek type polarizability within one set of simulations covers the non-resonance, near-
resonance and on-resonance regimes on equal footing, thus allowing the calculation of
full Raman excitation profiles.
1
1 Introduction
Since its prediction and discovery the Raman effect has been a valuable tool in order to
advance our understanding of matter and is today used in many flavours and variations
across a variety of disciplines. Examples include but are not limited to proteins,1 lipids,2
and the characterization of novel materials.3,4 The advancement of experimental techniques
includes coherent anti-Stokes Raman scattering (CARS),5 surface enhanced Raman spec-
troscopy (SERS),6,7 tip-enhanced Raman spectroscopy (TERS)8 and many more. The de-
velopment of new techniques aims at enhancing the Raman signal either by increasing the
strength of the electro-magnetic field, as e. g. in SERS or TERS, or exciting the system
near or at an electronic resonance, or both. These developments make it desirable to have
a theoretical framework to predict non-resonance as well as resonance Raman spectra from
ab initio calculations.
Although a general description of a two photon process was given by Kramers and Heisen-
berg9 and Dirac, Fowler and Bohr10,11 already almost 100 years ago, routine calculations of
resonance Raman (RR) scattering cross sections were out of reach, due to the more involved
description of the coupling of nuclear and electronic degrees of freedom (vibronic coupling).
However, Placzek gave a limiting expression for the Raman scattering cross section in the
non-resonant Raman (NR) case in 1933, which proved to be very useful for the simulation
of NR scattering. Three decades later an applicable theory for the description of RR scat-
tering was put forth by Albrecht,12 where a perturbative expansion of the electric transition
dipole moments in the nuclear coordinates is used in the original expression by Kramers,
Heisenberg and Dirac (KHD). However this formulation requires the calculation of sum over
states expressions. Complementary to this perturbative approach in the frequency domain
Lee and Heller provided a description of RR scattering in the time domain,13 where the
scattering cross section is expressed in terms of wave packet correlation functions. A useful
semi-classical approximation of this theory is the so-called short time approximation (STA)
which considers only the wave packet dynamics around the Franck-Condon point.14 A recent
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comparison between Albrecht’s theory and the STA is given in Ref.15
Concerning practical calculations of RR scattering cross sections, the prohibitive cost
of the application of Albrecht’s theory can be overcome by transform theory,16–18 using
Kramers–Kronig relations of the experimental absorption spectrum. With the development
of faster computers and modern quantum chemistry codes, Albrecht’s theory,19,20 a harmonic
approximation of Heller’s approach,21 as well as the STA22,23 were made available within
a linear response (LR) time-dependent (TD) density functional theory (DFT) framework.
Various simulations of RR scattering amplitudes include transition metal complexes,21,24–28
the simulation of SERS,29,30 diradicals and dye molecules,31,32 among others.
Efforts to simulate Raman scattering can be categorized broadly into static or dynamic
approaches as well as their respective level of inclusion of the environment. Static calcula-
tions, which rely on geometry optimizations of the system of interest, assume a temperature
of 0 K and are usually carried out in the harmonic approximation.33 Intensity-tracking has
been used to selectively converge certain bands of interest.34 Recently an analytic scheme to
also include anharmonic effects in the gas phase was presented using generalized vibrational
second-order perturbation theory.35 LR-TDDFT is widely used due to the good compromise
between effort and accuracy. Equivalently real time (RT)-TDDFT can be employed which
allows the calculation of off-, near- and on-resonance effects.36,37 In static calculations, en-
vironmental effects may be included by adding a few solvent molecules in the simulation22
or a non-quantum mechanical approximation of the environment using e. g. polarizable
continuum models19,38,39 or a QM/MM approach.40,41
Dynamic approaches for vibrational spectroscopy can be carried out e . g. in a DFT-based
MD framework (usually referred to as ab initio MD (AIMD)) where the nuclei are moved
classically on a potential energy surface generated by a quantum mechanical description
of the electrons. Periodic boundary conditions are employed in order to gain a quantum
mechanical description of both system and environment in the condensed phase, but also
examples of dynamic gas phase Raman calculations have been described42 as well as a com-
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bination of MD with QM/MM43 in order to investigate proteins. Within AIMD the NR
scattering cross section is given by time autocorrelation functions of the Plazcek polarizabil-
ity.44–47 By their nature dynamic approaches go beyond the harmonic approximation and
include finite temperature effects.
Considering the exceptionally wide range of research fields in which Raman scattering
experiments are performed as well as the sufficient theoretical understanding and the com-
putational power at hand, it is highly desirable to simulate (resonance) Raman experiments
in a realistic way in order to gain understanding of the ongoing atomistic processes. As most
experiments are usually performed in the condensed phase such as the liquid state there are
two challenges to overcome: 1. An efficient description of near-resonance and on-resonance
Raman scattering; and 2. A sufficient description of environment and the condensed phase
in general beyond a gas phase / harmonic approximation picture.
Extending our previous work on NR AIMD calculations based on density functional per-
turbation theory (DFPT)46 as well as static calculations of NR, near-resonance and RR
spectra using RT-TDDFT,37 a promising route to overcome these challenges is a combi-
nation of AIMD and RT-TDDFT. In this work we use two different approaches for the
calculation of the electric dipole moments in a periodic simulation cell: On the one hand
a Berry phase formula is used, which naturally describes the electronic polarization (dipole
per unit length) in a periodic system. On the other hand, these results are compared to a
description in the velocity representation. This is different to previous work48 which relies
on a division of electronic densities by Voronoi tesselation. As a sample system we used
liquid S-methyloxirane as recently investigated by one of the authors for the simulation of
NR scattering in an AIMD framework with DFPT,46 which reduced the computational cost
as the AIMD trajectory was readily available.
This work is structured as follows: In Sec. 2 a derivation of the scattering cross section for
the combined MD and RT-TDDFT approach is given and shown to correspond to the short
time approximation. The calculation of electric dipole moments in a periodic simulation
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cell is discussed in short, including the case of non-local pseudo potentials which introduce
an additional term for the velocity representation. Computational details are described in
Sec. 3. In Sec. 4 resulting spectra are given for a gas phase (S)-methyloxirane molecule
in the harmonic approximation and liquid phase (S)-methyloxirane calculated using the
dynamic approach, combining RT-TDDFT and AIMD. After a discussion of their respective
absorption spectra, first the gas phase NR and RR spectra are shown and discussed, including
a qualitative analysis of the RR peaks for the first three electronic excitations. Second, the
resulting NR and RR scattering cross sections of the liquid system are presented for two
ways of calculating the electric dipole moment in a periodic simulation cell (Berry phase and
velocity representation). Then the gas phase spectra are compared to the one of the liquid
for the non-resonant and resonant case and finally a full Raman excitation profile for the
liquid is presented. Conclusions and outlook are given in Sec. 5.
5
2 Theory
The differential scattering cross section for light-matter interaction as a two photon process










|M |2 δ(Ei + ~ωI − Ef − ~ωS) (1)
where ǫ0 the permitivity of vacuum, ~ Planck’s reduced constant and c the speed of light
in vacuum. The δ-function ensures energy conservation between the incoming (annihilated)
and scattered (created) photons with energies ~ωI and ~ωS respectively, and the initial and
final energy levels Ei and Ef . The Raman shift ~ω̃ is the energy difference between the
incoming and scattered photon, respectively the initial and final energy levels of the system:
~ωI − ~ωS = Ef − Ei ≡ ~ω̃. (2)











El − Ei + ~ωS − i~Γl
]
. (3)
~uI and ~uS represent the unit polarization vectors of the incoming and scattered photon and
~Dab a matrix element of the electric dipole moment operator
~Dab = 〈a| ~̂d|b〉 . (4)
The electric dipole moment operator is defined as ~̂d =
∑
i qi~̂ri where the sum runs over all
particles in the system and qi denotes their charge. An energy eigen state with energy Ea is
denoted as |a〉. 1/Γl is an ad-hoc lifetime of state |l〉 and the index l runs over all excited
states of the molecular system. The same sign convention for the life time is adopted. |i〉
and |f〉 denote the initial and final states of the system under study.
Eq. (3) can also be written in a tensorial notation by rewriting the scalar products in the
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using Einstein’s summation convention and α, β stand for the Cartesian room directions x,




α. As the definition
of M proceeds component-wise (scalar product) we may include the denominators and the
sum over l, giving the two tensors, αfiαβ and α
′fi
βα. Pulling the polarization vectors ~u
I and ~uS










α. As we will perform a rotational averaging
later on this notation without explicitly writing the polarization vectors is convenient. The
primed term α
′fi
βα is often called non-resonant term as its value becomes negligible compared
to the first term on resonance when its denominator El − Ei ≈ ~ωI approaches zero.
In the following we omit the indices i and f : αfiαβ ≡ ααβ. ααβ is commonly called (electric-
dipole–electric-dipole) polarizability tensor. Both notations are employed in the remainder
of this work.
In order to simplify Eq. (1) one often resorts to the Born–Oppenheimer (BO) approxima-
tion,51 separating rotational, vibrational and electronic degrees of freedom of the molecular
eigen state |l〉 = |n〉 |v〉 |r〉. Here we do not consider the rotational states, as they are

































Evn − Ei0 + ~ωS − i~Γn
]
(6)
where we changed the notation to the tensorial form and used a short-hand notation
for the BO states: |vn〉 denotes the vth vibrational state on the nth BO surface and Evn
its energy. Eq. (6) is often referred to as Kramers–Heisenberg–Dirac (KHD) polarizabil-
ity tensor. Note that ~D0n is now an electronic transition dipole moment matrix element
( ~D0n = 〈0| ~̂d|n〉). We also assumed that both initial and final vibrational states belong to
the electronic ground state BO surface.
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The KHD polarizability tensor is e. g. the starting point for a time-dependent formula-
tion of resonance Raman spectroscopy proposed by Heller et al.13,14,52 which expresses the













eiω̃I t−Γt +NRT (7)




= ~uS ~D0n |f
0〉 , |φi〉 = ~uI ~D0n |i
0〉 and |φi(t)〉 = e−iĤnt/~ |φi〉,
and Ĥn denotes the vibrational Hamiltonian for the excited nth BO surface. NRT stands
for additional non-resonant terms. Thus, the RR scattering cross section is related to the
overlap of the moving initial wave packet on the excited state surface with the final state.
A further simplification treats the vibrational degrees of freedom in a classical frame-
work, following the original treatment of non-resonant Raman spectroscopy by Plazcek. The
Plazcek polarizability depends parametrically on classical nuclear coordinates q:53
αPlazcekαβ = ααβ(ω, q). (8)
Accordingly the vibronic energies in the denominator of Eq. (6) are approximated by a
parametric dependence on classical nuclear coordinates
Evn ∼= En(q). (9)
As shown by Lee54 this treatment corresponds to a semi-classical STA of the KHD polar-
izability tensor, essentially neglecting the excited state dynamics and only considering the
Franck–Condon point.55 It can be rigorously derived by using the Wigner transform of the
propagator in Eq. (7) and keeping only the first order term.22,54 The resulting tensor is called
Plazcek type polarizability (PtP) tensor22












En(q)− E0(q) + ~ωI − i~Γ
]
(10)
where an average life time 1/Γ for the electronic states is assumed and we used ωI ≈ ωS
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in the second denominator. Due to the inclusion of the imaginary factor i~Γ this expression
does not diverge in the resonant regime and therefore allows the description of resonant
Raman scattering within the STA. As investigated in previous work by the authors37 in the
resonant case the STA is closely related the excited state gradient method,14 as it is derived
under the same assumptions. Note that the closure over the vibrational states is carried out
here compared to Eq. (6). In effect, Eq. (10) corresponds to a classical treatment of nuclear
motion and a quantum mechanical treatment of the electrons.
As ωI ≈ ωS if the energy of the exciting laser is sufficiently larger than the Raman shift we





S = (ωI − ω̃)
4 (11)
by virtue of Eq. (2).























δ(~ω̃ − Ef0 + Ei0) (12)
where only the sum over the final vibrational states remains and we have rewritten the energy
conservation in the δ-function in terms of the Raman shift ω̃ = ωI −ωS according to Eq. (2).
Note that this notation implies neglecting the second term of Eq. (10) in the resonant case
(at resonance the first term will be much larger due to the vanishing denominator) and
taking the Placzek polarizability as limiting expression in the non resonant case.
For the sake of simplicity we drop the index 0 indicating the ground state potential energy
surface and write ωI = ω in the following.
In the popular double harmonic approximation the PtP polarizability is expanded around
the equilibrium geometry of the molecule in a Taylor expansion with respect to normal
coordinates qk:






qk + · · · (13)
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The initial and final vibrational states |i0〉 and |f 0〉 in Eq. (12) are taken to be eigen states
of the harmonic oscillator corresponding to a specific normal coordinates qk.
56 Then the
first term of Eq. (13) relates to Rayleigh scattering, while the second term describes Raman
scattering. In this semi-classical approach the Raman scattering cross section for a normal












where ω̃q is the angular frequency of normal mode q, kB the Boltzmann constant and T
the temperature (it is most often quoted in terms of wave numbers ν̃, which is obtained by
substituting ω = 2πcν̃). S(a2, γ2) contains the isotropic and anisotropic invariants of αPtP
which arise from averaging over different orientations of the molecule.53,57 The expression
for S depends also on the experimental set-up.58 For a scattering angle of π
2
and a linearly
polarized incident beam with the electric field component perpendicular to the scattering
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2 + |αyy − αzz|
2 + |αzz − αxx|
2)
(17)
where the symmetry of the PtP polarizability tensor was considered. Note that within the
approximations made in this work the polarizability tensor is always symmetric, although
this is not generally the case for RR scattering.
For the dynamic framework beyond the harmonic approximation, it is convenient to
convert Eq. (12) to the time domain, following Gordon44,57,59 by representing the δ-function
as an exponential


















〈i|~uSαPtP(ω, q)~uI |f〉 〈f |eiEf t/~~uSαPtP(ω, q)~uIe−iEit/~|i〉 e−iω̃t. (19)

















PtP(ω, q)~uI |f〉 〈f |eiEf t/~~uSαPtP(ω, q)~uIe−iEit/~|i〉 e−iω̃t.
(20)
where ρi denote the probability of occupying vibrational state |i〉.
Using the fact that the initial and final states, |i〉 and |f〉, are eigen states of the ground
state vibrational Hamiltonian Ĥ0
e−iEit/~ |i〉 = e−iĤ0t/~ |i〉 , (21)
and the time evolution of an operator Ô in the Heisenberg picture is given by


















PtP(ω, q)~uI |f〉 〈f |~uSeiĤ0t/~αPtP(ω, q)e−iĤ0t/~~uI |i〉 e−iω̃t.
(23)
Carrying out the sum over the complete set of eigen states |f〉 one arrives at the following



















As αPtP(ω, q) is a classical operator with respect to the vibrational degrees of freedom, we
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can write the time evolution as
α
PtP(ω, q)(t) = αPtP(ω, q(t)). (25)
















Comparing to Gordon’s original formulation which considered the non-resonant regime and
therefore is often employed with static polarizabilities (ω → 0) only, in the approximation
presented here the Plazcek type polarizability is explicitly frequency dependent and also
involves the resonant regime within the STA. Essentially Eq. (26) represents a separate
treatment of the electronic degrees of freedom via Eq. (10) and the vibrational degrees of
freedom in a time domain fashion via a (classical) correlation function in Eq. (26). This
is represented in the treatment of the vibrational degrees of freedom via AIMD and the
treatment of the electronic degrees of freedom via the STA by means of RT-TDDFT.
Thus, using the PtP-polarizability auto-correlation formalism from Eq. (26), our working
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where the angular brackets denote the auto correlation function. As pointed out in Ref.47
the auto correlation functions may also be calculated using the time derivatives of the po-
larizability tensor components, leading to an additional factor of ω̃2.








(ω − ω̃)4S(a2, γ2) (29)
where an additional quantum correction factor of (~ω̃/kT )/(1− exp(−~ω̃/kT )) was used
in order to correct for the classical treatment of nuclei.60
2.1 RT-TDDFT polarizability with periodic boundary conditions
In RT-TDDFT the time-dependent Kohn–Sham equations are integrated stepwise for small
time steps and thus the time evolution of the electron density is constructed.61 In order to
obtain frequency dependent linear response functions, such as the PtP-polarizability, the lin-
ear response of the electric dipole moment to a field perturbation in the dipole approximation
~̂d · ~E(t), where ~E(t) = ~κf(t), is tracked:
〈 ~̂d(t)〉 − 〈 ~̂d〉0 =
∫ t
−∞
dt′ α(t− t′)~κf(t′). (30)
13
Here ~κ is the vector containing the field strength and direction while f(t) gives the field’s
time evolution. This relation allows to calculate the frequency dependent PtP-polarizability
via generalized Fourier transforms62
ααβ(ω) = 〈d̂α(ω)〉/ (κβf(ω)) (31)
where







〈 ~̂d(t)〉 − 〈 ~̂d(0)〉
)
eiωte−ǫt. (32)
ǫ is a damping factor which can be identified with the lifetime 1/Γ in Eq. (10) and is necessary
for the calculation to converge. For a calculation of the full tensor in Eq. (31) three linearly
independently polarized pulses have to be applied. It is convenient to apply a δ-pulse in
order to excite all electronic transitions at once.63
In a periodic system the position operator and therefore the electric dipole moment are
not well defined. Consequently only a change in polarization and not its absolute value is a
meaningful concept. In this work, we will use two ways to obtain the electric-dipole–electric-
dipole polarizability in a periodic system:
1. Modern theory of polarization (Berry phase)
2. Velocity representation of the polarizability
2.1.1 Berry phase formula
Building on the work of others,64 Resta65 and Vanderbilt66 have developed the so-called
modern theory of polarization realizing that the concept of a polarization in a periodic
system is closely related to Berry phases. The main result is a periodic definition of the
expectation value of the electric dipole operator, which is given for the Γ point of a cubic




Im ln detSα (33)
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where L is the side length of the simulation cell, e the electric charge and focc the occupation
number of the KS orbitals, assuming the same occupation number for all KS orbitals. The

















where the ψi and ψj are KS orbitals. Substituting this expression in Eq. (32) allows for
periodic calculations of the electric-dipole–electric-dipole polarizability.
2.1.2 Velocity representation
Instead of using the position operator the polarizability can also be obtained by employing
the velocity operator, which is well defined in a periodic box as it is only concerned with the
change of positions and not their absolute values. In RT-TDDFT this translates to tracking
the velocity operator over time.67,68
In the presence of non-local potentials special care has to be taken to couple them cor-
rectly to the applied fields.69–71 Essentially an additional commutator term between the
non-local potentials and the position operator has to be taken into account:67,68,72 For a
Hamiltonian of the form Ĥ0 =
p̂2
2me
+ V̂ loc(~r) + V̂ nl, including non-local as well as local












~̂p is the canonical momentum operator. Thus, the electric transition dipole moment between
two electronic energy eigen states |a〉 and |b〉 of Ĥ0 becomes


















Ea and Eb are the electronic energies belonging to states |a〉 and |b〉. Eq. (36) gives essentially
the relation between length and velocity representations of the PtP-polarizability. For more
details in a RT-TDDFT framework see Refs.67,68
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3 Computational details
For all calculations a modified development version of the CP2K73 package was employed,
which includes massively parallelized AIMD74,75 and RT-TDDFT76 implementations. As
model system a cubic box of liquid S-methyloxirane containing 20 molecules was equilibrated
and a production run was performed for 20 ps at a time step of 0.5 fs, which was previously
used by one of the authors for the description of NR scattering for periodic systems46 based
on DFPT. The BLYP exchange-correlation functional77,78 and the TZVP-GTH Gaussian-
type pseudo potential basis set79 were used. Grimme’s DFT-D3 dispersion correction80 was
used throughout. 3000 of the AIMD trajectory snapshots at a spacing of 5 fs were used to
perform RT-TDDFT calculations on, corresponding to 12.5 ps of signal in total.
For the RT-TDDFT runs the same functional and the DZVP-GTH basis79 set were used
in order to reduce the computational cost. The RT-TDDFT calculations were run at a
time step of 0.2 a.u. for at least 20000 steps. As propagator the enforced time reversible
symmetry algorithm was used and the matrix exponential was approximated by an Arnoldi
subspace algorithm. The ad-hoc finite life time 1/Γ was chosen to be 0.0037 a.u. = 0.1
eV, consistent with literature.36 For the calculation of the Fourier transform of the auto
correlation functions also a small damping factor was introduced for convergence reasons
and in order to reduce noise.
The spectra in the harmonic approximation were artificially broadened by Lorentzians
with a full width at half maximum of 20 cm−1.
All Raman spectra are calculated for an experimental set up as described by Eq. (15), if
not mentioned otherwise.
The δ-pulse perturbation for the RT-TDDFT runs was applied in the velocity represen-
tation as sketched in Ref.67 using DFPT. During the propagation both the electric dipole
moment using the Berry-phase formula in Eq. (33) and the velocity operator including the
non-local commutator term as described in Sec. 2.1.2 were tracked, allowing to calculate the
PtP-polarizability in the two ways presented above.
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The Fourier transforms to obtain the PtP polarizability in the post-processing were per-
formed using Padé approximants in order to reduce the amount of signal required and achieve
a continuous frequency resolution.81 For the post-processing a python tool called ’RTAna’
was extended which we used in previous work.37,67,68
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4 Results
This section is organized as follows: First, the absorption spectra in the gas and liquid phase
of (S)-methyloxirane are shown in Sec. 4.1, then gas phase Raman spectra in the double
harmonic approximation are given in Sec. 4.2 along with a qualitative analysis of the RR
spectra. The results of the dynamic approach are presented in Sec. 4.3 according to the
following order: At first the NR scattering cross sections are given in Sec 4.3.1 for both
ways of calculating the PtP polarizability in a periodic simulation cell: Using the Berry
phase formula and the velocity representation. In Sec. 4.3.2 these two ways are compared
for calculating the RR scattering cross section. At last, both NR and RR scattering cross
sections of the liquid system are compared to the gas phase harmonic approximation in
Sec. 4.4.
4.1 Absorption spectra
The UV/VIS absorption spectrum of a geometry-optimized (S)-methyloxirane molecule is
shown in Fig. 1a. The first three excitations are predicted to have excitation energies of 7.42













































































(b) Absorption spectra of 58 different liquid
(S)-methyloxirane AIMD frames.
In comparison an ensemble of absorption spectra from individual frames of the AIMD
trajectory of liquid (S)-methyloxirane is shown in Fig. 1b and their average is depicted in
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red. The life time in Eq. (10) was set to 0.04 eV for the calculations of the absorption spectra
on each AIMD frame in order to resolve the finer details in the respective absorption spectra.
Here the classical phase space picture of the nuclear motion becomes apparent: Depending
on the phase space configuration of the nuclei the (electronic) PtP tensor is different. While
sampling this phase space the dynamic approach includes finite temperature effects.
4.2 Double harmonic approximation (gas phase)
The calculation of (resonant) Raman spectra in the double harmonic approximation with
RT-TDDFT follows the procedure sketched in Refs.,36,37,68 using Eq. (14) and the same pa-
rameters as for the RT-TDDFT calculations in the dynamic approach. Resulting NR and RR
spectra are shown in Fig. 2 where for the RR spectrum the first three excitations at 7.42 eV,
7.84 eV and 8.82 eV were chosen. The RR spectrum shows the characteristic enhancement
of the Raman signal by a few orders of magnitude compared to the NR spectrum. Due to
the resonance Raman effect the relative intensities of the peaks change as well compared to
the NR spectrum according to the (here, short time) wave packet dynamics on the excited
state BO surface (Eq. (7)). Most prominently the peak at 722 cm−1 is enhanced.
Applying the theory developed by Heller and coworkers13 leads to rules concerning the
relative peak shapes of RR spectra.82 Important parameters are the displacement of the
excited state BO surface w. r. t. the ground state normal modes, as well as the damping
factor Γ in Eq. (7). If the molecule shows strong damping, usually the STA is a good
approximation. The relative enhancement of peaks in the Raman spectrum are related in
a rather complicated way to these changes.82 Experimentally, relations between the excited
state geometry and an enhancement of peaks at normal modes strongly featured in the
excited state geometry change have been established.83
In this work we use a more qualitative approach: In order to gain insight into why
the peak at 722 cm−1 is enhanced at the first excitation, an analysis of molecular orbitals
















































































Figure 2: NR and RR scattering cross sections for gas phase (S)-methyloxirane in the double
harmonic approximation.
technique allows to obtain a measure for the different contributions of individual occupied-
to-virtual molecular orbital transitions to a certain excitation from an RT-TDDFT run,
giving results comparable to the amplitudes obtained from a linear response (LR-)TDDFT
calculation.81 The resulting contributions for (S)-methyloxirane in the gas phase are listed
in Tab. 1.
From the inspection of the values it is apparent that occupied-virtual transitions starting
from the HOMO (MO no. 12) contribute significantly to the first two excitations but less
so to the third. The HOMO is mostly comprised of a p-like orbital on the oxygen atom (see
Fig. 3b).
The motion of the normal mode corresponding to the peak at 722 cm−1 is shown in
Fig. 3a. It is a rather complex mode mostly involving a stretching motion between the
20
Table 1: Contributions of individual occupied-virtual transitions for the first three excited
states. The HOMO is labeled as 12.
exc. at 7.42 eV exc. at 7.84 eV exc. at 8.82 eV
transition contrib. transition contrib. transition contrib.
12-13 0.67 12-14 0.57 11-13 0.37
12-14 0.33 12-13 0.23 11-14 0.24






oxygen atom and the carbon atom at the chiral center. Out of all normal modes this one
involves the oxygen atom most strongly. Consequently one might expect a significant excited
(a) Visualization of normal mode at 722
cm−1. (b) HOMO of (S)-methyloxirane.
state geometry change along the 722 cm−1 normal mode for resonances which involve large
HOMO contributions, which in turn under specific circumstances would lead to a relative
enhancement of that peak in the RR spectrum.
In order to support this the RR spectra at the second and third excitation, at 7.84 eV and
8.82 eV respectively are shown in Fig. 2. Indeed, the RR spectrum at the third excitation at
8.82 eV does not show a strongly enhanced 722 cm−1 peak. It does not involve a significant
contribution from an occupied-virtual transition starting from the HOMO (see Tab. 1) and
21
thus its excited state geometry likely does not have a significant displacement along that
mode.
We would like to mention that we observed a rather distinct dependence on the computa-
tional settings (basis-set, exchange–correlation functional) used in our previous RR calcula-
tions with RT-TDDFT in the static harmonic approach.37,68 Unfortunately we are not aware
of any published experimental RR spectrum of (S)-methyloxirane which we could compare
to.
4.3 Dynamic approach
4.3.1 Liquid: Non resonant case
The NR scattering cross sections for both the Berry phase and the velocity representation
version of the PtP-polarizability are shown in Fig. 4. Apart from minor deviations both
the Berry phase formulation and the velocity representation agree very well and appear to
be equally suited to describe the polarizability within PBC and the computational settings
used.
In Fig. 5 the depolarized NR-scattering cross sections are shown in comparison to the
AIMD results obtained from DFPT presented in Ref.46 by one of the authors and to the
experimental spectrum obtained by Polavavapu et al.84 The particular data used here can
be found in the SI of Ref.,46 corresponding to an AIMD trajectory with the TZVP-GTH
basis set and the DFPT calculations for the polarizability with the DZVP-GTH basis set.
Both approaches agree reasonably well considering that the DFPT approach was performed
in the static limit (ω → 0) whereas the NR laser frequency here was set to 1.3 eV (≈ 954
nm).
Compared to the experiment a slight deviation of the normal mode frequencies is ob-
served. This can be alleviated by choosing e. g. another basis set or exchange–correlation
functional. Hybrid or meta-GGA functionals might be more suited to describe (resonance)

















































Figure 4: NR scattering cross section for liquid (S)-methyloxirane. The PtP-polarizability
was calculated using the Berry phase formula (green) and the velocity representation (pur-
ple).
computational cost of applying such a functional is prohibitive at the moment.
As already observed in Ref.46 12.5 ps of AIMD signal appear to be enough for a sufficient
sampling of the vibrational motion.46 Characteristically for the dynamic description the
peaks are broadened naturally.
In the next section the resonant case is presented, which is available from the same set
of simulations owing to the fact that the whole frequency dependent PtP polarizability was





















































Figure 5: Depolarized NR scattering cross section of liquid (S)-methyloxirane. In the top
panel the experimental spectrum given in Ref.84 was reproduced. The middle panel shows the
results of AIMD + RT-TDDFT approach presented in this work, using either the velocity
representation or the Berry phase formulation to calculate the polarizability. A previous
AIMD result of one of the authors (see. Ref.46) using DFPT is shown in the bottom panel.
4.3.2 Liquid: Resonant case
For the presentation of an example of the resonance Raman scattering cross sections, the
excitation energy was set to 7.4 eV closely to the first excitation of the gas phase molecule.
This choice is somewhat arbitrary as from the averaged absorption spectra in Fig. 1b it
is apparent that the dynamic approach for the liquid does not identify single excitations as
in the gas phase, but is rather a blend of all the different phase space configurations.
The RR scattering cross sections are shown in Fig. 6 for both the Berry phase and the
velocity representation version of the PtP-polarizability. Again, both formulations agree very





















































Figure 6: Resonant Raman scattering cross section for liquid (S)-methyloxirane at an excita-
tion energy of 7.4 eV. The PtP-polarizability was calculated using the Berry phase formula
(green) and the velocity representation (purple).
not show a comparison to experiment here. Compared to the NR case the RR scattering
cross section is several orders of magnitude larger. The fingerprint region of the spectrum
shows different relative intensities compared to the NR case due to the averaged (short time)
dynamics at the Franck–Condon point of the involved excited state potential energy surfaces
at the excitation frequency.
A detailed comparison of the gas phase and the liquid phase Raman spectra is given in
the next Section.
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4.4 Comparison between double harmonic approximation and dy-
namic approach
As both the Berry phase and the velocity representation formulations agree very well, here
only the Berry phase results are shown.
The NR and RR spectra of the liquid phase, calculated with the AIMD + RT-TDDFT
approach are presented in Fig. 7 in comparison to the gas phase spectra obtained in the













































































































































Figure 7: NR and RR scattering cross section for liquid (S)-methyloxirane at different ex-
citation energies using the AIMD+RT-TDDFT approach (black) compared to the double
harmonic approximation (gray).
At first we will focus on the NR spectrum. Apart from the natural broadening of the
peaks in the dynamic approach due to finite temperature effects we also observe that some
of the frequencies in the liquid are shifted. This affects mostly the peaks at 722 cm−1
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and 799 cm−1 (in the gas phase/harmonic approximation spectrum) which are shifted to
lower energies by roughly 50 cm−1. Both of these normal modes are primarily comprised of
stretching motions involving the oxygen atom thus indicating a weakened force constant for
the oxygen stretching motion due to solvent interactions.85
For additional analysis we include the Fourier transforms of the velocity autocorrelation
functions of the nuclei in Fig. 8, i. e. the power spectra, which would correspond to the
vibrational density of states (VDOS) in the harmonic approximation.86 The peaks which are
shifted the most, namely the gas phase 722 cm−1 and 799 cm−1 peaks, involve both a high
VDOS of the oxygen atom. This is consistent with chemical intuition as the partial charge of
the oxygen atom actually leads to stronger solvent interactions and therefore to a weakened
force constant. In contrast, the normal mode at 1234 cm−1 is very little affected by the
change to the liquid phase as it mostly involves core C−C−C stretching/bending which is
less prone to solvation effects. This finding is supported by the VDOS as well.
The relative intensities of the peaks also change between gas and liquid phase; especially
the features above 1300 cm−1 appear at different wave numbers and show different relative
intensities.
In the resonant case the differences between the gas phase and liquid spectra are more
pronounced. In the RR spectrum of the liquid at an excitation energy of 7.4 eV presented in
Fig. 7 only two peaks at 650 cm−1 and 1234 cm−1 are prominent whereas other peaks appear
generally broadened and less intense. The features in the gas phase spectrum around 1100
cm−1 are barely emerging above the noise level while the peak at around 1234 cm−1 is more
prominent in the liquid spectrum than in the gas phase.
Although the character of the MOs is more complex and de-localized in the liquid the relative
enhancement of the peaks is still comparable to that discussed for the gas phase spectrum in
Sec. 4.2. Thus in the transition from a single gas phase molecule to the phase space sampling
of the liquid some features of the RR spectrum carry over: The gas phase 722 cm−1 peak






















Figure 8: Power spectra of the individual atoms of (S)-methyloxirane during the AIMD. The
labeling of the C atoms is given in Fig. 3a.
The peak at 929 cm−1 which is clearly visible in the gas phase and liquid NR spectra vanishes
almost entirely in the (liquid) resonance case. This may partially be explained by this mode
being a tilting motion of the CH3 group which may be hindered due to solvation effects.
The fact that this is most evident for the RR spectrum at an excitation energy of 7.4 eV
points to the electronic structure playing a significant role. Unfortunately information about
the individual electronic transitions involved at that energy range in the liquid are hard to
extract as in RT-TDDFT (and using a delta pulse) all electronic states are propagated
simultaneously. Additionally the high density of electronic states in the liquid phase makes
an analysis as in Sec. 4.2 difficult from a numerical point of view.
Considering also two other RR spectra at 7.8 eV and 8.8 eV respectively in Fig. 7 a
similar picture emerges: Some peaks of the liquid spectrum are very similar as in the gas
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phase spectrum e. g. the 1234 cm−1 peak at an excitation energy of 8.8 eV while others
show enhancement/de-enhancement compared to the gas phase spectrum.
In the liquid many close lying excited states contribute at a certain excitation energy
and in the dynamic approach presented here these various contributions are sampled for
different phase space configurations of the nuclear classical phase space. An indication of
this averaged picture is that the 1234 cm−1 peak, which is barely relevant in the gas phase
RR spectra of the first two excited electronic states grows into prominence in the liquid
already at an excitation energy of 7.4 eV until it reaches its maximum at 8.8 eV.
4.5 Excitation profile
The great advantage of RT-TDDFT is that the whole excitation profile can be obtained, as
the whole frequency dependent electric-dipole–electric-dipole polarizability tensor is available
via the FT. This is illustrated in the excitation profile of liquid (S)-methyloxirane in Fig. 9.
Apart from the resonance effect covering roughly 5 orders of magnitude, also a pre-
resonant enhancement of the Raman signal is visible. The emergence of the enhanced 1234
cm−1 peak as seen in Fig. 7 can be followed easily in the profile.
Compared to the excitation profile in the harmonic approximation previously published
in Ref.37 the broadening of the peaks due to the dynamic approach is clearly visible and















































Figure 9: Raman excitation profile of liquid (S)-methyloxirane.
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5 Conclusion
In this work a comprehensive discussion of the theoretical derivation of a dynamic approach
to calculate non-resonant as well as (near-) resonant Raman spectra in the condensed phase
was given. The methodology consists of the combination of AIMD with RT-TDDFT. In
the non-resonant case it reduces to Plazcek’s theory for Raman scattering whereas in (pre-
)resonant case it corresponds to a short time approximation of Heller’s time dependent
formulation of Raman scattering, essentially using a Plazcek-type polarizability.54
Combining these two dynamic methods gives the advantages of both: AIMD provides a
treatment of molecular vibrations beyond the harmonic approximation and the inclusion of
finite temperature effects as well as a description of system and environment on the same
level of theory using periodic boundary conditions. RT-TDDFT allows the calculation of
the whole frequency dependent electronic polarizability at once via Fourier transforms in
an efficient manner. The intricacies of defining the polarization in a periodic system are
discussed and two approaches were used:
1. Using the modern theory of polarization based on the Berry phase.
2. Using the velocity representation of the electric-dipole–electric-dipole polarizability.
For a system of liquid (S)-methyloxirane both of these formulations are compared and found
to be in very good agreement in the non-resonant as well as in the resonant case for the
computational settings used.
Additionally an extensive comparison between the gas phase / double harmonic approx-
imation and the dynamic approach is given considering absorption as well as non-resonant
and (near-) resonant Raman spectra, highlighting the treatment of finite temperature effects
and the interactions in the liquid phase.
Despite its high cost compared to the harmonic approximation this methodology is
promising for the modeling of non-resonant as well as (near-) resonant Raman spectra of
complex, condensed phase systems as it can provide an explicit dynamic treatment of the
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system under study as well as an efficient, although approximate, calculation of resonance
Raman scattering cross sections for the whole range of excitation frequencies.
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(86) Gonçalves, S.; Bonadeo, H. Vibrational densities of states from molecular-dynamics
calculations. Phys. Rev. B 1992, 46, 12019–12021.
42
Graphical TOC Entry
static
AIMD
RT-TDDFT
+
gas liquid
dynamic
43
