In a recent paper we introduced the queue-and-idleness-ratio (QIR) family of routing rules for manyserver service systems with multiple customer classes and server pools. A newly available server next serves the customer from the head of the queue of the class (from among those he is eligible to serve) whose queue length most exceeds a specified proportion of the total queue length. Under fairly general conditions, QIR produces an important state-space collapse as the total arrival rate and the numbers of servers increase in a coordinated way. That state-space collapse was previously used to delicately balance service levels for the different customer classes. In this sequel, we show that a special version of QIR stochastically minimizes convex holding costs in a finite-horizon setting when the service rates are restricted to be pool-dependent. Under additional regularity conditions, the special version of QIR reduces to a simple policy: Linear costs produce a priority-type rule, in which the least-cost customers are given low priority. Strictly convex costs (plus other regularity conditions) produce a many-server analogue of the generalized-cµ (Gcµ) rule, under which a newly available server selects a customer from the class experiencing the greatest marginal cost at that time. *
Introduction
The optimal control of queueing systems to minimize holding costs or maximize revenues has been the subject of extensive literature; e.g., see Stidham [21] . Many have exploited Markov decision processes (MDP's), but the scope of the MDP approach is necessarily limited to models that have an underlying Markovian structure. The price of trying to find the exact optimal solution is that simple solutions can be found only for relatively simple models. The curse of dimensionality tends to make large problems intractable.
An alternative more tractable approach for complex models is to exploit heavy-traffic asymptotics. Approximations for description and control are generated by considering limits of a sequence of appropriately scaled queueing processes. The goal then is to generate good policies from asymptotically optimal policies. In contrast to the conventional heavy-traffic regime, which has increasing demand volumes with a fixed number of servers, we will be considering the many-server heavy-traffic regime, where the number of servers increases together with the demand volume. Thus we will be generating approximate controls for many-server service systems, such as complex call centers.
A key paper in the conventional-heavy-traffic literature is Mandelbaum and Stolyar [16] , which extended the seminal multi-class single-server work of Van Mieghem [22] , building on Harrison [12] , to a setting with multiple non-identical servers working in parallel. In these papers, as will be the case also in the current paper, a queue is formed for each customer class and customers leave the system after a single service completion. This stands in contrast to queueing networks in which customers receive service in several stations before leaving the system. Examples of some simple parallel server systems are depicted in Figure   1 . Each box at the top of the figure represent a queue for arriving customers of a given class; each circle at the bottom of the figure represents a pool of servers with common skills.
Mandelbaum and Stolyar [16] showed that the generalized-cµ (Gcµ) rule asymptotically minimizes convex holding costs. Let µ i,j be the service rate of class-i customers by server j, let Q i (t) be the class-i queue length at time t, and assume that the class-i queue incurs a cost at rate C i (Q i (t)), where C i is a twice-continuously-differentiable strictly-increasing strictly-convex function with C i (0) = C i (0) = 0. The Gcµ rule dictates that, when becoming free at time t, server j next serves a customer from the class i that maximizes µ i,j C i (Q i (t)), where C i is the first derivative of C i ; i.e., the class to be served next by server j The classic cµ rule is obtained when C i is linear, but strict convexity is required for this result.
The Gcµ rule has appealing simplicity, allowing the decisions to be made myopically in a decentralized manner. To make the decision for pool j, it suffices to know the queue lengths of the classes those agents can serve. The asymptotic optimality result in [16] builds on a useful invariance principle that implies, under a complete-resource-pooling condition, that a certain Reflected Brownian Motion (RBM) serves as a lower bound for the aggregate workload process. As a consequence, the minimal cost can be achieved asymptotically by: (a) making sure that that the aggregate workload asymptotically achieves the RBM lower bound, and (b) that, given a workload level, its distribution among the different customer classes is performed optimally with respect to holding costs C i (·). The Gcµ rule achieves both objectives simultaneously via a state-space-collapse result, building on the general framework introduced by Bramson [5] .
The restriction of [16] to strictly convex cost functions is not made for technical convenience. The simple cµ rule obtained from the Gcµ rule when the holding costs are linear indeed fails to asymptotically minimize the holding costs for parallel-server systems in the conventional heavy-traffic limit. In fact, applying the cµ rule to these systems may be disastrous, leading to "system explosion" as illustrated by Harrison [13] and further discussed in [7] .
The purpose of the present paper is to extend, as much as possible, the result of [16] to the many-server heavy-traffic limiting regime introduced in the Halfin and Whitt [11] . Unlike [16] , our results do cover linear holding costs, thus underscoring the significant differences between the two heavy-traffic regimes.
Again, §1.1 of [7] highlights these differences. Unfortunately, however, the useful invariance phenomenon that exists in the conventional heavy-traffic regime does not carry over to the many-server regime. In order to establish a related invariance principle in the many-server setting, we restrict attention to multi-server systems with pool-dependent service rates, i.e., to settings in which µ i,j = µ j for every class i that can be served by servers of type j. (That effectively eliminates the µ component of the Gcµ rule.)
But that is not all: The restriction to pool-dependent service rates is not sufficient by itself to guarantee that the aggregate workload in the system is asymptotically minimized. In contrast to the conventional heavy-traffic regime, care is needed in assigning customers to servers. Not any work-conserving policy will achieve the desired performance. Consequently, our proposed solution contains two components: a routing
component -specifying what to do upon customer arrival, and a scheduling component -specifying what to do upon service completion.
Our solution builds on the queue-and-idleness-ratio (QIR) family of controls introduced in Gurvich and
Whitt [10] . Moreover, our proofs here draw heavily upon [10] . Here we show that a special version of QIR (with appropriately chosen state-dependent ratio functions) asymptotically minimizes convex holding costs, including linear costs. Moreover, when restricting the attention to strictly convex holding-cost functions (with additional regularity conditions), the scheduling component of QIR reduces to the Gcµ rule (where the µ component is trivial, as indicated above).
We hasten to admit that we are by no means the first to analyze holding-cost minimization in the HalfinWhitt regime. A multi-class but single-pool (single-server-type) model (the V-model) with linear holding and abandonment costs was considered by Harrison and Zeevi [14] . A simplified setting of the V-model with a common service rate for all classes and more complex, but still linear, cost structure was analyzed in Gurvich et. al. [2] , where a threshold policy was proposed. Armony [1] stochastically minimized the queue-length in a multi-server-pool setting with a single customer class, which she names the inverted-V (or ) model. Our analysis exploits her results.
Much greater generality was achieved by Atar [3] . In his far-reaching paper, Atar covers asymptotic minimization of holding costs in general multi-class multi-pool systems in the Halfin-Whitt regime. His analysis focuses on the HJB equations governing the limit Brownian control problem and on obtaining asymptotically optimal controls. His results are very general, but because of this generality, they provide little insight about specific cases, and the proposed controls are not as elegant as the Gcµ rule.
Our results here and in [9, 10] are closely related to concurrent and independent results by Dai and Tezcan [7, 8] . Their first paper [7] took the important path of constructing explicit solutions for specific cases, assuming linear holding costs. Their first paper [7] considers the N model, having two customer classes and two agent pools -one of which is dedicated and the other flexible. Their second paper [8] is a generalization of the first, considering general SBR systems with pool-dependent rates, just as in this paper, but still focusing on linear holding costs. Our current paper extends their result to more general convex holding costs. Thus, our current paper includes their results as a special case. Moreover, we show that the policy that [8] shows to be optimal for linear cost functions is also optimal much more generally; linearity is sufficient, but a weaker condition on the derivatives of the cost functions is sufficient as well.
As should be expected, the analysis here is similar to the analysis in [8] , but there are significant differences. Dai and Tezcan [8] build on their previous important work [6] extending Bramson's [5] state-space collapse framework to the Halfin-Whitt many-server regime. In contrast, we apply our own previous paper [10] and Armony [1] .
The remainder of the paper is organized as follows: We introduce the model and some notation in §2.
Then we state the main results in §3. Included there are analogous results for a delay-cost formulation involving a special version of the waiting-and-idleness-ratio (WIR) routing rule. We provide the proofs, building on [10] , in §4. Finally, we make concluding remarks in §5.
The Model
We consider a system with a fixed set I := {1, . . . , I} of customer classes and a fixed set J := {1, . . . , J} of server pools. There is a queue for each customer class. If customers cannot enter service immediately upon arrival, they go to the end of their queue. The number of servers in pool j is given by N j . To define the arrival processes for the different customer classes, we let {A i , i ∈ I}, be a family of independent renewal counting processes A i := {A i (t), t ≥ 0} with interarrival-time distribution having mean 1 and squared coefficient of variation (scv, variance divided by the square of the mean) c 2 a,i . Given a vector − → λ = (λ 1 , . . . , λ I ) of arrival rates, we let the arrival process for class i be the time-scaled renewal process {A i (λ i t), t ≥ 0}. We let λ := i∈I λ i be the total arrival rate.
The set of possible assignments of customers to servers in this system has a natural representation as a bipartite graph with vertices V = J I; i.e., V is the union of the set of customer classes and the set of agent pools. We let E be the set of edges in the graph. The set E is allowed to be a strict subset of the set of all possible edges E := {(i, j) ∈ I × J }. An edge (i, j) ∈ E corresponds to allowing pool-j servers serve class-i customers. In order to achieve needed resource pooling (see also Assumption 2.4), we make the following assumption about E:
Given the routing graph G := (V, E), which we characterize via E, let I(j) be the set of classes that a pool-j server can serve; i.e., I(j) := {i ∈ I : (i, j) ∈ E}; I(j) is referred to as the skill set of pool-j servers. Similarly, let J(i) be the set of all server pools that can serve class i; i.e., J(i) := {j ∈ J : (i, j) ∈ E}. Motivated by the application to call centers, we call these systems skill-based-routing (SBR) systems.
In that setting, servers are usually called agents; hereafter we use these terms interchangeably.
In general, the service time of a customer can depend on both the customer's class and the pool of the agent providing the service, but otherwise (conditional on that information), we assume that the service times are mutually independent exponential random variables, independent of the arrival processes. With that assumption, the dependence is formally introduced by assuming general service rates µ i,j . In this paper, however, we restrict the attention to systems in which the service rates are pool dependent:
Without loss of generality, we assume that the agent (server) pools are ordered in decreasing order of their processing rates, so that
Assumption 2.2 is crucial to our asymptotic-optimality results. The pool dependence allows us to asymptotically minimize the aggregate queue length in the system independently of the way this aggregate queue length is distributed among the different classes. This is analogous to the asymptotic minimality of the workload in the conventional heavy-traffic regime studied by Mandelbaum and Stolyar [16] . We emphasize that not any work-conserving policy will asymptotically achieve the minimal aggregate queue length; see Remark 3.1.
In the absence of Assumption 2.2, simple controls are not likely to emerge as asymptotically optimal solutions in the Halfin-Whitt regime. Harrison and Zeevi [14] provide a counterexample to the asymptotic optimality of the cµ rule with linear holding costs, thus highlighting the difference between the conventional heavy-traffic regime and the many-server heavy-traffic regime, which we define next.
The many-server heavy-traffic scaling: We consider a family of systems indexed by the aggregate arrival rate λ and let λ → ∞. The service rates µ j , j ∈ J , the routing graph G, the basic rate-1 renewal arrival processes A i and the ratios a i := λ i /λ are all held fixed. We set A λ i (t) := A i (λ i t) and A λ (t) := 
Assumption 2.3 guarantees that the aggregate system capacity as given by j∈J µ j N j is, in first order, the minimal capacity that is needed to serve an arrival stream with rate λ. This, however, is not enough and we require also a resource-pooling condition: µ j x ij ν j = a i , i ∈ I, and i∈I(j)
and such that the graph
Assumption 2.4 guarantees that each customer class has access to more than the minimal capacity that it requires, that is, that j∈J(i) µ j ν j > a i (with strict inequality). Indeed, as the graph E(x) is connected, there exists at least one k = i such that x kl > 0 for some l ∈ J(i) and, in particular, x il < 1 so that
This local excess capacity condition, guarantees that if all the capacity in the set of pools J(i) is directed to serve the class-i queue, the queue can be drained extremely fast, and practically instantaneously as the system size grows. The capability to instantaneously decrease the number of customers in a given queue lies at the heart of state-space collapse results in both heavy-traffic regimes, the conventional and the many-server ones. It should be noted, however, that in contrast to much of the heavy-traffic literature, we do not assume that the graph E(x) is a tree. Our less restrictive condition is a consequence of the assumption on pool-dependent service rates and the corresponding state-space collapse results in [10] . Finally, we point out that this assumption is consistent with the heavy-traffic assumptions in Assumptions 2.1-2.4 will be assumed throughout the rest of the paper. Assumption 2.3 implies that
where β = j∈J µ j γ j . Letting the traffic intensity in system λ be ρ λ := λ/ j∈J µ j N λ j , we see that
which generalizes the Halfin-Whitt many-server heavy-traffic condition for the single-class single-pool
For the λ th system, let Q λ i (t) be the number of class-i customers in queue at time t and let I λ j (t) be the number of idle agents in pool j at time t. Let Q λ Σ (t) := i∈I Q λ i (t) and I λ Σ (t) := j∈J I λ j (t) be the corresponding aggregate quantities. Let N λ Σ = j∈J N λ j be the aggregate number of agents. Finally, let the overall number of customers in the system at time t be
Let the corresponding scaled processes bê
We consider two different objective functions: The first measures cost in terms of the queue-length, while the second measures cost in terms of customer delay. Specifically, let W λ,π i,k be the waiting time of the k th class-i customer to arrive to the λ th system after time 0 and under a control π. Then let
for appropriate cost functions C i . Both the queue length and the waiting times in these objective functions are scaled so that they have proper limits as λ → ∞ with the many-server heavy-traffic scaling. We refer the reader to §3 of [22] and §7 of [16] for a discussion and justification of using this scalings in the definition of the objective functions. We make the following assumption about the cost functions {C i , i ∈ I}:
. (admissible cost functions) For each i ∈ I, the cost function C i is assumed to be nondecreasing and convex with
The essential requirement in Assumption 2.5 are that the cost functions are convex and non-decreasing.
The assumption that C i (0) = 0 is made without loss of generality as we can add an arbitrary constant to each cost function without affecting the solution of the nonlinear program (11) below.
Remark 2.1. (comparison to the assumptions in [16] ) Our assumptions on the cost functions are substantially weaker than those imposed in [16] . In contrast to [16] , the many-server regime does allow us to consider non-strictly-convex cost functions, such as linear functions and piecewise-linear functions, but the optimal policy is not Gcµ in those cases. The assumptions to get Gcµ will be similar.
Every control π needs to consist of two components: the routing component -specifying what to do when a customer arrives to the system -and the scheduling component -specifying what to do when an agent completes service and becomes available. We make additional restrictions on the family of controls:
Toward that end, let Π k be the set of admissible policies for J λ k (π, T ), k = 1, 2. The sets of admissible policies for both criteria will consist of non-anticipating policies; see §4 for a formal definition. The set Π 2 will be restricted to policies that serve customers first-come first-served (FCFS) within each customer class, so that Π 2 ⊂ Π 1 . Our two optimization problems are then given by
and are respectively referred to as the holding-cost formulation and the delay-cost formulation.
We say that a family of admissible policies {π λ } is asymptotically optimal (as λ → ∞) for the objective function k ∈ {1, 2} if for any T > 0 and given any other sequence of admissible policies {π λ },
where ≤ st denotes (conventional) stochastic ordering. Stochastic ordering is a strong comparison, which is not available in many problems, but turns out to be provable in our setting. Note that asymptotic optimality of a sequence π λ does not imply uniqueness. Indeed, there might be multiple asymptotically optimal controls.
Our aim is to identify one such asymptotic solution.
The Main Results
In this section we state our main results. We establish the asymptotic optimality of special QIR and analogous waiting-and-idleness-ratio (WIR) rules for the holding-cost and delay-cost formulations, respectively.
The Holding-Cost Formulation
We start by formally defining QIR; see [10] for background. Toward that end, we say that an R m -valued function f on a subset S of R k is locally Hölder continuous with exponent α > 0 if, for every compact
where · is a chosen norm inducing the usual Euclidean topology, which we take to be the L 1 norm:
With that definition, we are ready to define the class of admissible state-dependent ratio functions. • Upon arrival of a class-i customer at time t, the customer will be routed to an available agent in pool j * , where
i.e., the customer will be routed to an agent pool with the greatest idleness imbalance. If there are no idle agents in any of the pools in J(i), the customer waits in queue i, to be served in order of arrival.
• Upon service completion by a pool-j agent at time t, the agent will admit to service the customer from the head of queue i * , where
i.e., the agent will admit a customer from the queue with the greatest queue imbalance. If there are customers waiting in any of the queue in I(j), the agent will remain idle.
Ties are broken in an arbitrary but consistent manner. Formally, letÃ λ i (t) be the time that elapsed since the last arrival of a class-i customer before time t. Then, ties are broken so that the vector-valued stochastic
is a Markov process with stationary transition probabilities.
For given ratio functions v and p, we denote the resulting QIR control by QIR(p, v). We will be interested in special ratio functions p and v that are appropriate to achieve for our optimization objective. The routing component is relatively simple, so we start with it. Let v * be the non-state-dependent ratio function given by
By (1) and (10), a customer of class i ∈ I(J) will be routed to agent pool J only when all the agents in any other pool j ∈ J(i) are busy. This component of the control essentially maximizes the throughput of the system, because it makes sure that all the idleness is concentrated in the slowest server pool.
Treating the scheduling component is much more complicated in general, but will become correspondingly simple in special cases. To properly treat the scheduling component of our control, we define a deterministic convex optimization problem: Let q * i (x), i ∈ I, be an optimal solution to the nonlinear program (NLP)
where C i are the specified cost functions satisfying Assumption 2.5.
For each x, this NLP is a classical separable continuous nonlinear resource allocation problem, as in Ibaraki and Katoh [15] , Patriksson [18] and Zipkin [25] . A solution always exists and efficient algorithms are available. We are interested in the parametric version, in which we consider the solution as a function of the resource level x. Fortunately, the special structure implies that the solutions at different resource levels are simply related: Having found a solution q * (x) := {q * i (x), i ∈ I} at resource level x, that determined solution can be kept at resource level x+ ; it only remains to optimally allocate the incremental resource. It suffices to perform marginal analysis: The infinitesimal incremental resource at any time should be allocated to the class(es) with the smallest (right) derivative at the current allocation. As a consequence, we have the following existence result: 
is an admissible state-dependent ratio function, satisfying (8) with α = 1.
The division by x in (12) causes difficulties in neighborhoods of 0, but the restriction to compact subsets of the open interval (0, ∞) in Definition 3.1 prevents that division by x in (12) from hurting us. Let p * be the ratio function defined in (12) , with p * i (x) := q * i (x)/x for all x > 0 and i, with p * chosen to be an admissible state-dependent ratio function. The choice of the value at 0, p * i (0), is of no real importance because that corresponds to epochs that the queues are empty. Hence, we may choose any value that satisfies p * i (0) ≥ 0 for all i ∈ I and i∈I p * i (0) = 1.
Finally, let π * 1 := QIR(p * , v * ) for v * and p * defined above. We are now ready to state our main result for the holding-cost criterion. Let ⇒ denote convergence in distribution. 
for any T > 0 and any sequence {π λ } of admissible policies. Consequently, π * 1 is asymptotically optimal for the holding-cost criterion.
Remark 3.1. (some intuition) There is a simple explanation for the validity of Theorem 3.1. By choosing v := v * the control essentially tries to keep all servers, except for the slowest ones, constantly busy. By doing so, the control asymptotically minimizes the aggregate queue-length in the system. Since the ratio function p * defined by (11) and (12) is designed to optimally distribute the aggregate queue length between the different customer classes, the asymptotic optimality follows.
In general, the scheduling component of this version of QIR can be relatively complicated, but it simplifies in many cases. The rest of this section is primarily devoted to such simplifications. Particularly appealing are the simplifications to (i) a priority-type rule and (ii) the Gcµ rule. We now discuss the implications of this structure in QIR. First, it is easily verified that for the N-model setting with linear holding costs analyzed in [7] , QIR reduces to the static-priority cµ rule. Indeed, QIR is equivalent to a static priority rule for all settings in which the set
and one can verify that the N-model of [7] indeed satisfies this restriction. As observed in [8] , this restriction does not hold for most networks. Instead, a more general priority-type rule is proposed in §2.1 of that same
paper. This more general rule is, however, identical to the QIR rule we obtain for linear holding costs.
Consequently, in the absence of abandonments, Theorem 3.2 covers the results of both [7] and [8] as special cases.
It is significant that the same simple priority-type rule, as proposed in [8] for linear holding cost, is asymptotically optimal in much greater generally; our analysis shows that linearity is not the critical feature.
For the priority-type rule to be asymptotically optimal, it suffices for the marginal cost of one class to be always less than the marginal costs of all other classes. Since C i is convex, the derivative C i exists at all but countably many points and is nondecreasing. Hence, the sufficient condition for the priority-type rule to be asymptotically optimal within our convex-cost framework is for there to be a class i 0 such that
Under condition (14) , the NLP has the same priority-type optimal policy. In other words, it suffices to have one low-cost class and then essentially give that class low priority. We then do not need more specific assumptions about the cost functions of the other classes.
While the priority-type rule has a desirable simplicity, it may not be asymptotically optimal when (14) is violated. One can construct simple instances of cost functions in which it is straightforward to identify the asymptotically optimal policy but in which this policy does not yield a simple priority-type rule. One such example is given below. 
and
In this case, 
In this single-switching-point setting we have just considered, there is a threshold x * . If the scaled aggregate queue lengthX λ Σ (t) is less than this threshold, class i 0 has low priority, just as in the priority-type case above, and other classes are served in order of their queue lengths. However, when this threshold is exceeded, then this version of QIR becomes more complicated, because a term is subtracted from the scaled queue length for both classes i 0 and i 1 , with the proportion subtracted for class i 1 increasing asX λ Σ (t) increases, so we have a level-dependent weighted-priority scheme. Eventually, asX λ Σ (t) increases high enough, class i 1 would be the low-priority class, but scheduling for the remaining classes would not simply be by the longest queue, because class i 0 would still have a large term subtracted. First, it seems reasonable that in the presence of customer abandonment one should consider cost structures that will take into account the cost of abandonment in addition to holding or delay associated costs.
But even if one restricts the attention to the same cost structure considered in the current paper, the problem is far from being trivial.
When all holding costs are linear, Dai and Tezcan [7] showed that, provided that the class with the lowest holding cost coefficient c i is also the one with the least patience, static priority -which is a specific case of QIR for the N model they consider (see Remark 3.2) -is asymptotically optimal. However, their result does not hold without this special ordering of costs and abandonment rates.
Since our results allow for even more general cost structures, optimality will fail in all but the most trivial case in which all patience rates are equal, i.e, θ i = θ for all i ∈ I. Even for this case, though, it seems that additional conditions need to be imposed for our results for the holding-cost criterion to hold without any change; see e.g. the discussion in §5 of Atar et. al. [4] . The reason for the failure in the more general case is very simple: Our approach builds on the ability to asymptotically minimize the aggregate queue length in the system independently of the way it is distributed between the different classes. Thus, after optimizing the aggregate queue length we may distribute it between the different classes without damaging the aggregate queue. In the presence of class-dependent abandonment rates, however, the aggregate queue length is extremely sensitive to the way it is distributed between the different classes.
The Gcµ Rule
We have observed in Remark 3.2 that Theorem 3.1 provides a simple priority-type optimal policy in the case of linear holding costs and under the more general condition (14) . Otherwise, the optimal QIR control can be somewhat complicated. We now show that our QIR policy reduces to the Gcµ rule when the costs are strictly convex and satisfy additional regularity conditions. Since costs in practice often are regarded as convex instead of linear, we regard this as an important conclusion, just as in [22] and [16] .
The many-server Gcµ rule is defined as follows: Upon service completion by a pool-j agent at time t, the agent will admit to service the customer from the head of queue i * where
If there are no customers waiting in any of the queues in J(i), the agent will remain idle.
Note that the µ j in (17) is redundant. This redundancy is a result of the pool-dependence assumption.
However, we choose to explicitly display µ j to emphasize the analogy with Mandelbaum and Stolyar's Gcµ rule. We let π * 2 := Gcµ.
Theorem 3.2. (asymptotic optimality of the Gcµ rule for the holding-cost criterion) If, in addition to the assumptions of Theorem 3.1, the cost function C i is continuously differentiable and strictly convex with
C i (0) = C i (0) = 0
for all i, then the Gcµ rule is asymptotically optimal.
We now outline the proof of Theorem 3.2, assuming that Theorem 3.1 has been established. To do so, we apply the Karush-Kuhn-Tucker (KKT) conditions, which exploit the assumption that the cost functions be continuously differentiable as well as convex; i.e., differentiable with a continuous derivative. (That rules out piecewise-linear cost functions.) The convexity implies that the KKT conditions are necessary and sufficient for an optimal solution. The KKT conditions say that a solution {q * i (x)} is optimal for the NLP (11) if and only if there exist functions y(x) and {η i (x)} satisfying the equations:
The function y(x) is the Lagrange multiplier of the constraint i∈I q i (x) = x.
Moreover, there is a unique solution to these equations if the cost functions are strictly convex. If we assume in addition that C i (0) = C i (0) = 0, then all activities receive positive resource for any x > 0, making η i (x) = 0 for all i. We combine these observations in the following lemma: 
where C
−1 i is the inverse of C i , with η i (x) = 0 for all i and y(x) < min i∈I C i (∞).
Lemma 3.2 will be used to show that QIR and Gcµ are in some sense equivalent. Theorem 3.2 will then follow from the asymptotic optimality of QIR as stated in Theorem 3.1. The details appear in §4.
The Delay-Cost Formulation
We next present the results for the delay-cost criterion. We define two delay-based rules. The first is a special version of WIR, which in turn is a simple modification of QIR that replaces the individual queuelength by the waiting time of the customer at the head of the queue. The second rule, is a modification of the many-server Gcµ rule, which we denote by D-Gcµ rule, following [16] . Toward that end, we let W h,i (t) be the accumulated waiting time of the customer at the head of class-i queue at time t. We define the scaled
Definition 3.4. (the WIR rule)

For the SBR model with pool-dependent service rates, WIR(p, v) is defined from QIR by replacing the scheduling component p with:
• Upon service completion by a pool-j agent at time t, the agent will next serve the customer from the head of queue i * , where
If there are no customers waiting in any of the queues in J(i), the agent will remain idle.
For given ratio functions p and v, we denote the resulting control by WIR(p, v). For x > 0, we let p * * be an admissible state-dependent ratio function given by p * * i (x) := q * i (x)/x, where for each x > 0, q * i (x), i ∈ I, is a solution to the NLP (11) but with the functions C i (·) replaced by C a i (·) := C i (·/a i ), where, as before,
Following [16] , we restrict attention to the case in which all queues are empty at time t = 0, but this assumption is removable. However, the fluid-equations corresponding to the hydrodynamic model are significantly more complicated to analyze in the absence of this condition and we choose to impose it for simplicity. An alternative, somewhat weaker, sufficient condition is given by
Our notion of asymptotic optimality for the delay-cost criterion is weaker then the one we have used 
We let Π e be the family of asymptotically efficient control sequences, i.e. Π e := {π λ } : π λ ∈ Π 2 , and the limit (20) holds .
Asymptotic efficiency implies that there cannot be a significant number of customers in any queue while there are idle agents in some of the agent pools. In the terminology of Atar [3] , we require asymptotic joint work conservation; see §2.4 there. The restriction to asymptotically efficient controls is imposed in order to guarantee that the family {Q λ Σ (t), λ > 0} is C-tight. The need for C-tightness should not be surprising given the analysis in both [22] and [16] . Indeed, in both these papers, C-tightness of the sequence of aggregate workloads plays a crucial role in establishing a lower bound in the delay-cost case. It will also play this role here; see the proof of Proposition A.1 in the online companion to this paper. However, in the conventional-heavy-traffic setting the C-tightness need not be imposed, because it is obtained as a consequence of the complete-resource-pooling condition (CRP) which trivially holds in the setting of [22] ). The CRP condition guarantees that any work-conserving policy will asymptotically achieve the same aggregate workload process. It remains to determine if a similar result holds in the Halfin-Whitt regime; that remains an open problem. Hence, we restrict attention to asymptotically efficient controls. This seems reasonable for practical purposes, because asymptotically efficient controls are usually desirable. (We probably would not want to consider other alternatives.) As in [22] , this assumption will play a key role in establishing a lower bound for the delay-cost. It should be noted that the asymptotic efficiency of QIR and WIR follows from the corresponding state-space collapse results in Theorem 4.3 below and Theorem A.1 in the online
Here is our asymptotic optimality result in the delay-cost context: 
for any T > 0 and any sequence π λ ∈ Π e . Consequently, π * 3 is asymptotically optimal for the delay-cost criterion within the family Π e . Remark 3.5. (the priority-type rule) An analog of condition (14) holds to characterize when WIR reduces to the priority-type rule, using the new scaled cost functions C a i (x) := C i (x/a i ) instead of the original cost functions C i . Note that the conditions to reduce to the priority-type rule are not equivalent for QIR and WIR, because the scaling by the ratios a i changes the derivatives:
Moreover, when a priority-type rule is optimal for both, as with linear costs, the low-priority class could be different for WIR and QIR, because the slopes change from c i to c i /a i .
The D-Gcµ Rule Definition 3.6. (the many-server D-Gcµ)
For the SBR model with pool-dependent service rates, the D-Gcµ rule is defined from the many-server
Gcµ rule by replacing the scheduling component with:
If there are no customers waiting in any of the queues in J(i), the agent will remain idle.
We let π * 4 = D-Gcµ 
Proofs
The line of reasoning we use to establish the asymptotic optimality results can be informally summarized as follows: First, we show that, with v * as defined in (10), QIR(p, v * ) asymptotically minimizes the aggregate queue length in the system for any admissible ratio function p. Once this is established, it only remains to show that we can choose p * so as to optimally distribute this aggregate queue among the different classes to minimize the convex holding costs.
To show that QIR with v * asymptotically minimizes the aggregate queue length, we show that the aggregate queue length is bounded from below by a model with multiple agent pools but a single customer class, known as the inverted-V (or ) model. For the model, Armony [1] showed that the faster-serverfirst (FSF) policy is asymptotically optimal; see Definition 4.2. We will show that with v * the SBR model with QIR is asymptotically equivalent to its lower bound and hence asymptotically optimal with respect to the aggregate queue length. For the second step, we use the state-space collapse results for QIR established in [10] .
Before proceeding to the actual proofs, we make some definitions and notational conventions to be used throughout. All the processes in consideration are constructed on a common probability space (Ω, F, P ). Since the limit processes we consider are either the deterministic zero function or diffusion processes, We will also consider a weaker notion of convergence, using the space We now formally define the set of admissible policies Π 1 . While the notion of non-anticipation is intuitively clear, it requires a careful definition that takes care of measurability issues and allows, for example, the application of martingale methods. In defining this concept, we follow Definition 2 in [3] .
Toward that end, let Z λ i,j (t) is the number of pool-j agents giving service to class-i customers at time t. The number of service completions by pool-j agents of class-i customers in the time interval [0, t] equals
is a family of independent rate-1 Poisson processes.
For i ∈ I and j ∈ J(i), let A i,j (t) be the number of class-i customers to be routed upon arrival to pool j. Similarly, for i ∈ I and j ∈ J (i), let B i,j (t) be the number of class-i customers scheduled to receive service from a pool-j agent after having waited in queue, some of which will be served but others remain in service. We set A i,j (t) = B i,j (t) := 0 whenever j / ∈ J(i). The system dynamics then satisfy the following equations:
See §4 of [10] for a more detailed discussion of this construction.
We now define two families of σ-fields. The system history up to time t is given by
We next define future events, starting after the interarrival times in progress at time t are complete. For that purpose, let τ λ i (t) be the time of the first class-i arrival after time t, i.e.
We let D d ↑ be the subspace of D d that consists of nondecreasing functions, where for R d we use the partial ordering induced by componentwise comparison. (22)- (23) . A policy π is said to be non-anticipating if (i) for each t ≥ 0, F t is independent of G t , and (ii) for each i ∈ I, j ∈ J and t ≥ 0, the process
Definition 4.1. (non-anticipating policies) A policy π is a mapping
We let Π 1 be the set of non-anticipative policies.
Recall that Π 2 is obtained from Π 1 by requiring that customers within each class are served FCFS.
Observe that the value of W h,i (t) is included in the information provided by F t and consequently both WIR and D-Gcµ are in Π 2 . Some of the asymptotic optimality results in our previous paper [9] relied heavily on the fact that the M/M/N model served, in some sense, as a lower bound for the SBR system with a common service rate µ.
The Model and the FSF Policy
The model with a single customer class and multiple agent pools, known also as the inverted-V model (or ) model will serve as a corresponding lower bound for the SBR system here with pool-dependent service rates. More precisely, the optimally controlled model will serve as our lower bound.
In order to present our stochastic ordering results, we let SBR (I,  − V (t) be the corresponding aggregate queue length processes. Here, the subscript Σ is used also for the model only for purposes of notational consistency and the reader is reminded that the model has only a single queue. We add a superscript to explicitly express the dependence on the control. 
Then, given any admissible policy π 1 for the SBR system, there exists an admissible policy π 2 for the and a construction of the sample paths such that almost surely
Consequently,
The proof of Lemma 4.1 follows a very simple coupling argument based on the observation that any customer assignment that can be made in the SBR system also can be made in the corresponding system.
The complete formal argument is omitted. We now define the faster-server-first (FSF) policy proposed in
Armony [1] .
Definition 4.2. (the FSF control for the model) The FSF control is defined as follows:
• Upon customer arrival: A customer that arrives at time t ≥ 0 will be routed to the fastest available server, i.e, to agent pool j with
If all agents are busy the customer will remain in queue.
• Upon service completion: An agent that completes service will serve next a customer from the queue.
If the queue is empty the server will idle.
We now let X λ Σ, V (t) be the aggregate number of customers in the model and let the scaled process bê 
Then, for each T > 0 and continuous nondecreasing function g,
Before proceeding with the proof of Theorem 4.1, we state a corollary that follows directly from Theo- 
Proof of Theorem 4.1: Theorem 4.1 follows from Armony [1] , but the result is not stated as such in her paper. Thus we sketch how the different results in [1] paper can be combined. We assume familiarity with [1] .
First, fix λ. 
whereX Σ (t) is the unique solution to the following one-dimensional SDE:
with {B(t), t ≥ 0} being a standard Brownian motion and c 2 a = i∈I c 2 a,i .
Proof: Equation (24) The implication of Proposition 4.1 is that QIR asymptotically achieves the lower bound given by the model provided that the ratio function v * is used for the routing component. Consequently, QIR minimizes the aggregate number of customers in the system as well as the aggregate queue length. This aggregatequeue-length optimality replaces the invariance phenomenon in [16] .
In the next two subsections we will focus mainly on the general SBR model (rather then the model).
Hence, we omit the subscript SBR from all notation. We will explicitly use the subscript when referring to the inverted-V model.
Asymptotic Optimality for the Holding-Cost Formulation
The following is a direct consequence of Theorem 3.1 in [10] . 
The convergence in (27) and (28) is strengthened to convergence in D if we assume that
Remark 4.1. (relaxing the Poisson-arrival assumption in [10] ) Theorem 3.1 in [10] was proved under the assumption of Poisson arrivals, but the proof is easily changed to allow for renewal arrival processes.
For that purpose, Lemma 4.3 in [10] needs to be slightly changed to take care of renewal arrivals. That can be done along the lines of Proposition 6.1 in [6] . We omit the details here.
Before we proceed we state a lemma that will be used in the Proof of Theorem 3. 
for all λ and t ≥ 0. In particular, by Lemma 4.1, there exists an admissible policyπ λ for the model so
where,Q 
Applying Lemma 4.2 to the right hand side (observe that this can be done as the model is just a special case of an SBR system), we have that
whereX Σ (t) is the limit process in equation (26). Consequently,
Having established an asymptotic lower bound, it only remains to show that this lower bound is asymp-
Proof of Theorem 3.2: By Lemma 3.2, the optimal ratio function p * is given by p * i (x) :
for all x > 0. In particular, QIR(p * , v * ) chooses to serve next a class-i customer with
The result now follows from Remark 2.2 in [10] . Specifically, the same asymptotic cost, as given by
is achieved by any control that assigns to an available agent a customer from the set
.
is a strictly increasing function we also have that
Applying Remark 2.2 in [10] once again, we have that the same performance analysis is achieved by any control that assigns an available agent to a customer from class i with
This, in turn, is equivalent to choosing
which is precisely the Gcµ rule. 
Conclusions and Directions for Future Research
In this paper we have established asymptotic optimality in the many-server heavy-traffic regime of special versions of the QIR and WIR rules for minimizing convex holding costs in many-server systems with multi-ple customer classes and agent pools, and pool-dependent service rates. We have shown that simple elegant policies arise under extra regularity conditions. For strictly convex holding and delay costs (plus other regularity conditions), the scheduling components of our asymptotically optimal policies reduce to the Gcµ and D-Gcµ rules, respectively.
Consequently, our results extend the conventional-heavy-traffic results of Mandelbaum and Stolyar [16] to the Halfin-Whitt regime. However, this extension is only partial since we had to restrict attention to pool-dependent service rates.
The diffusion limits we obtain under QIR and Gcµ are identical to those obtained by solving the HJB equations in Atar [3] when imposing the additional assumption of pool-dependent service rates. The solution of the diffusion control problem, however, leaves the question of finding the asymptotically optimal controls open. We make an important step forward in identifying simple asymptotically optimal controls (QIR and Gcµ). The asymptotic optimality of QIR can not be deduced from [3] , except for some very limited caseswe refer the reader to [10] where cases in which QIR is almost equivalent to Atar's control are identified.
It remains to be determined if simple elegant controls are asymptotically optimal with more general service rates. Limitations on what can be achieved follow from the previous work of Harrison and Zeevi [14] and Atar [3] . Harrison and Zeevi provide an example where a complicated bang-bang control is asymptotically optimal for the V model with linear holding costs. Atar [3] relates the asymptotic optimality to the optimal solution of a related Brownian control problem, which in most cases results in a complex solution.
While these examples and others are discouraging, there may well exist interesting subclasses of models with elegant asymptotically optimal solutions.
It also remains to identify the class of all asymptotically optimal solutions. To what extent is that class large or small? It also remains to investigate how the asymptotically optimal policies perform for actual systems at typical loads. It is said to be tight if every subsequence with λ k → ∞ contains a convergent subsequence and C-tight if the limit of each such subsequence is continuous. We refer the reader to §5 of [17] for a detailed discussion of these concepts.
Lemma A.1. (stochastic boundedness and C-tightness) For any family {π λ , λ > 0} ∈ Π e , the corresponding family {Q λ Σ (t), t ≥ 0} is stochastically bounded and C-tight.
Proof: By equation (52) of [10] , we can writê
whereM λ Σ (t) is the square integrable Martingale defined prior to (52) in [10] for each λ. Consequently, SinceM λ Σ (t) is C-tight -see the proof of Lemma 4.2 in [10] ) -it is also stochastically bounded. Hence we can apply Gronwall's inequality to deduce that the familyX λ Σ (t) is stochastically bounded.
To establish C-tightness, we use (A1) to writê C-tightness now follows from the stochastic boundedness ofX λ Σ (t) and the C-tightness ofM λ Σ (t) through an application of Gronwall's inequality, just as in the proof of Lemma 4.2 in [10] .
We have thus proved that the familyX λ Σ (t) is stochastically bounded and C-tight under the asymptotic efficiency condition. To complete the proof, we apply the assumed asymptotic efficiency to deduce that
Consequently, the C-tightness and stochastic boundedness ofX λ Σ (t) imply these properties forQ λ Σ (t).
We turn now to the statement of the state-space collapse result for WIR. 
Puhalskii [19] to establish the joint convergence
whereŴ i (t) =Q i (t)/a i ; see e.g. Lemma A.2 of Puhalskii and Reiman [20] . The convergence ofŴ λ i (t) implies that the family {Ŵ λ i (t)} is also stochastically bounded.
Since, by definition,Ŵ 
we have thatŴ λ h,i (t) is itself stochastically bounded and the unscaled process W λ h,i (t) satisfies
We can then apply the Random-Time-Change Theorem to equation (A5) to have the joint convergence
By Theorem 11.4.8 in [24] and the continuity of the limit, we then have 
