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SCATTERING FOR DEFOCUSING GENERALIZED
BENJAMIN-ONO EQUATION IN THE ENERGY SPACE
H
1
2 (R)
KIHYUN KIM AND SOONSIK KWON
Abstract. We prove the scattering for the defocusing generalized Benjamin-
Ono equation in the energy space H
1
2 (R). We first establish the mono-
tonicity formula that describes the unidirectional propagation. More
precisely, it says that the center of energy moves faster than the center
of mass. This type of monotonicity was first observed by Tao [24] in the
defocusing gKdV equations.
We use the monotonicity in the setting of compactness-contradiction
argument to prove the large data scattering in the energy space H
1
2 (R).
On the way, we extend critical local theory of Vento [27] to the sub-
critical regime. Indeed, we obtain subcritical local theory and global
well-posedness in the energy space.
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1. Introduction
We consider the defocusing generalized Benjamin-Ono equation (gBO):{
∂tu+H∂xxu+ ∂x(uk+1) = 0, (t, x) ∈ R× R,
u(0, x) = u0(x),
(gBO)
with u : R × R → R a real-valued function, k an even natural number ≥ 4,
u0 an initial data in homogeneous or inhomogeneous Sobolev space. We
denote by H the Hilbert transform on R, which acts on Schwartz functions
f by
Hf =
( 1
π
p.v.
1
x
)
∗ f.
Equivalently, H is a Fourier multiplier operator with multiplier m(ξ) =
−isgn(ξ):
Ĥf(ξ) = −isgn(ξ)f̂(ξ).
We let the nonlinearity F (u) by −∂x(uk+1), and rewrite (gBO) in the form
∂tu+H∂xxu = F (u).
The linear part of (gBO) is called as the linear Benjamin-Ono equation. If
the nonlinearity has the opposite sign, we call the equation focusing. The
equation (gBO) is in fact a generalization of the Benjamin-Ono equation
(BO) ∂tu+H∂xxu+ ∂x(u2) = 0
in its power of nonlinearity. The (gBO) with k = 1 is the above (BO), and
the case when k = 2 is called as defocusing modified Benjamin-Ono equation
(mBO). It is known that (BO) is completely integrable [10].
The equation (gBO) has scaling invariance. For any λ > 0 and a solution
u(t, x) to (gBO) with initial data u0(x), uλ(t, x) := λ
1
ku(λ2t, λx) is also a
solution with initial data λ
1
ku0(λx). Thus, (gBO) is H˙
sk -critical with
sk =
1
2
− 1
k
,
in the sense that scalings preserve H˙sk norm of the initial data.
Moreover, we have mass and energy conservation laws.1 The L2-mass (in
short, mass) and energy of a function u(t, x) is defined by
M(u)(t) :=
ˆ
R
u2(t, x)dx,
E(u)(t) :=
ˆ
R
[
1
2
uHux + 1
k + 2
uk+2](t, x)dx.
Whenever u is a smooth solution, mass and energy are conserved:
M(u)(t) =M(u)(0) and E(u)(t) = E(u)(0).
1In fact, there is another (formal) conservation law:ˆ
R
u(t, x)dx =
ˆ
R
u(0, x)dx
for a solution u to (gBO), but this will not be used throughout the paper. Note that it is
not positive-definite and may not even defined for H
1
2 solutions.
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Henceforth, we drop the time variable t and write M(u) and E(u) to denote
mass and energy of a solution u, respectively. If u(t) ∈ H 12 (R), then E(u)
is well-defined and finite in view of Plancherel’s theorem. So we regard that
H
1
2 (R) is the energy space.
The local theory of Benjamin-Ono type equations have been intensively
studied. For readers who are interested in local theory of (BO) and (mBO),
we refer to a recent survey by Ponce [23]. We now want to pick up some
works for (gBO) with k ≥ 4. At first, by the energy method, Io´rio [11]
showed local well-posedness (LWP) in Hs with s > 32 . Using the method of
gauge transform, Molinet and Ribaud [21] showed LWP in H
1
2 for k ≥ 5 and
in H
1
2
+ for k = 4. Moreover, they showed small data global well-posedness
in the critical space H˙sk . For k = 4, the first large data critical LWP was
obtained by Burq and Planchon [3]. Finally, Vento [27] obtained the critical
LWP for all k ≥ 4 by modifying the linear propagator of (gBO).
Throughout the paper, we rely on the critical LWP obtained by Vento,
so we want to state the result in more detail. Denote the linear propagator
of the linear Benjamin-Ono equation by V (t). A function u : I × R → R is
called as a H˙sk solution to (gBO) if 0 ∈ I is a time interval, u ∈ CJH˙sk ∩
LkxL
∞
J ∩ X˙skJ for any compact subinterval J ⊆ I, (see Notations and Section
3.1 for definitions of these function spaces) and u satisfies the Duhamel
formula
u(t) = V (t)u0 +
ˆ t
0
V (t− s)F (u(s))ds
for all t ∈ I. Replacing H˙sk and X˙skI byHs andXsI respectively, we similarly
define Hs solutions to (gBO). A solution is called global if I = R. We now
state the critical LWP of (gBO).
Theorem 1.1 (Critical local theory, [27]). Let k ≥ 4.
1. For any u∗ in H˙
sk , there exists T = T (u∗) > 0 and r = r(u∗) > 0 such
that for any initial data u0 ∈ B(u∗; r), there exists a unique H˙sk solution u
in L∞T H˙
sk
x ∩ LkxL∞T ∩ X˙skT . Moreover, the solution u indeed lies in Z˙skT and
the solution map is locally Lipschitz.
2. For any s ≥ sk, the Hs-version of the result holds. That is, we can
replace L∞T H˙
sk
x ∩ LkxL∞T ∩ X˙skT , H˙sk , and Z˙skT by L∞T Hsx ∩ LkxL∞T ∩XsT , Hs,
and ZsT .
In Theorem 1.1, the lifespan of a solution depends on the profile of its
initial data even for s > sk. However, a slight modification of the proof of
Theorem 1.1 yields that for given u0 ∈ Hs with s > sk, we can construct a
H˙sk solution u ∈ CT H˙sk whose lifespan T depends only on ‖u0‖Hs . More-
over, we use persistence of regularity (Proposition 3.9) to guarantee that this
H˙sk solution is indeed a Hs solution. In particular, we obtain subcritical
local well-posedness. When s ≥ 12 , by mass/energy conservation, we obtain
the global well-posedness of (gBO) in the energy space H
1
2 . This is our first
result.
Theorem 1.2 (Subcritical local theory and global well-posedness). Let
k ≥ 4.
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1. (Subcritical LWP) Assume that s > sk. For any R > 0, there exists
T = T (R) > 0 such that if the initial data u0 satisfies ‖u0‖Hs < R, then
there exists a unique Hs solution u in L∞T H
s
x ∩ LkxL∞T ∩XsT . Moreover, the
solution u indeed lies in ZsT and the solution map is continuous.
2. (GWP and conservation laws) Assume that s ≥ 12 . For any T > 0
and initial data u0 ∈ Hs, there exists a unique Hs solution u in L∞T Hsx ∩
LkxL
∞
T ∩XsT . Moreover, the solution u indeed lies in ZsT and the solution map
is continuous. Furthermore, we have both mass and energy conservation.
Beyond the well-posedness theory, it is of great interest to study long-
time dynamics of the solutions. It is widely believed that for the defocusing
equations, the scattering holds.2 (however, see also [25, 26] for supercritical
equations.) The defocusing nature in general forces solutions to disperse
in the physical space. As the nonlinearity contains the power of u, its
effect becomes much weaker than the linear evolution. As a result, the
linear evolution dominates the dynamics of u and u resembles some linear
solution asymptotically. In mathematical terms, we say that a solution u
scatters forward (resp., backward) in time if there exists a scattering state
u± satisfying
lim
t→±∞
‖V (t)u± − u(t)‖H˙sk = 0.
It is well-known that finiteness of the solution norm implies the scattering.
We now present our main result, that is, any H
1
2 solutions to (gBO) scatter.
Theorem 1.3 (Scattering for defocusing gBO). For k > 4,3 any H
1
2 -
solution to (gBO) scatters both forward and backward in time. Moreover,
there exists a function L : [0,∞)→ [0,∞) such that
‖u‖X˙skt + ‖u‖LkxL∞t ≤ L(M(u) + E(u)).
There have been a number of results addressing scattering for semilinear
dispersive equations. In this paper, we will use concentration compactness
argument. It originates from Lions [19, 20], and was first used in the dis-
persive equation by Bahouri and Ge´rard [1]. For the scattering problem,
Kenig and Merle [12, 13] used it for the focusing energy-critical nonlinear
Schro¨dinger and wave equations.4In fact, their argument have a great gener-
ality and applied to many other equations. There are too extensive research
on this subject to list them here. We refer, for example, [4, 5, 17, 18, 7] for
the nonlinear Schro¨dinger equations (NLS). For the mass-critical defocus-
ing generalized Korteweg-de Vries equation (gKdV), Dodson [6] proved the
scattering. Recently, his argument is extended to supercritical defocusing
(gKdV) [9].
The our case (gBO) shares a similar nature with the defocusing (gKdV)
∂tu+ ∂xxxu = ∂x(|u|p−1u)
2For defocusing Benjamin-Ono type equations, by heuristic observations of time decay,
it is believed that the linear scattering holds for k > 2.
3Recall that k is an even number, so k = 6, 8, . . . .
4As Kenig and Merle dealt with focusing equations, they showed scattering when so-
lutions have energy less than that of the ground state.
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in their nonlinearities and unidirectional propagation.5 It is expected that
qualitative asymptotic behaviors of solutions are similar. In particular, we
show that Tao’s monotonicity formula [24] still holds in (gBO):
∂t(〈x〉E − 〈x〉M ) > 0.
Here, 〈x〉M and 〈x〉E denote mass and energy center, respectively. For de-
tails, see Section 2. Outline of proof of Theorem 1.3 closely follows that of
(gKdV) [6]. However, we encounter several difficulties in (gBO). They are
due to weaker dispersion, technical issues from the Hilbert transform, and
their consequences, for example, trickier local theory. We will explain these
issues in detail.
Outline of the Proof and Ideas. In this subsection, we explain our
scheme of the proof and what difficulties arise in the setting of (gBO). As
we already mentioned, the subcritical well-posedness (Theorem 1.2) follows
by extending Vento’s argument [27]; see Section 3 for details. Henceforth,
we focus on the scattering (Theorem 1.3).
We now explain how compactness-contradiction argument goes. Suppose
that Theorem 1.3 fails. In the first step, we show the existence of the critical
element, which does not scatter (both forward and backward in time). In
this step, we start with the linear profile decomposition and then obtain
nonlinear profiles. The first goal is to show that sum of nonlinear profiles
becomes an approximate solution. This requires a long-time perturbation
theory. As a result, the extremizing sequence converges to a critical element.
Moreover, this critical element stays in a compact set modulo symmetries. In
the next step, we use (a truncated version of) monotonicity formula to show
that such a solution cannot exist. We now explain details and difficulties
step by step.
The linear profile decomposition is used to obtain compactness property.
To illustrate this in our case, we consider the local smoothing estimate
‖V (t)u0‖LkxL∞t . ‖u0‖H 12 .
This estimate has two non-compact symmetries: spatial translation and time
translations. The linear profile decomposition says that lack of compactness
of the estimate essentially comes from these symmetries.
Its rigorous statement and proof are fairly standard, we include the proof
in Appendix A. However, the usual method cannot take care of the case
when k = 4. This is because L4xL
∞
t is indeed the endpoint exponents in the
local smoothing estimates, so it cannot be obtained by interpolating other
estimates. So we can only prove the case when k > 4, where LkxL
∞
t norm
can be interpolated with L4xL
∞
t and L
∞
t,x. This is the only point where we
should assume k > 4 in Theorem 1.3.
Each profile from the linear profile decomposition gives rise global non-
linear solutions, so called nonlinear profiles. To guarantee that the sum of
nonlinear profiles approximates a nonlinear solution to (gBO), we need a
5Unidirectional propagation means that radiation waves propagate in one direction.
See Section 2 for details.
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long-time perturbation theory. In (gBO), we do not obtain a standard and
strong long-time perturbation as in other contexts. This is principally due
to a delicate local theory [27]. Its difficulty is well-explained in Vento [27],
but we take it for beginning. At first, one may try a naive estimate
‖Dsk−
1
2
x ∂x(u
k+1)‖L1xL2T . ‖D
sk+
1
2
x u‖L∞x L2T ‖u‖
k
LkxL
∞
T
.
Here, we do not know whether we can use Leibniz rule at endpoint. More-
over, we cannot guarantee that smallness of T implies smallness of LkxL
∞
T
norm because of L∞ factor. Vento resolves this difficulty by extracting out
a dangerous high-low interaction in the nonlinearity, approximating it by
suitable linear term π(u0, u), and rewrite (gBO) in distorted form:
(∂t +H∂xx)u+ π(u0, u) = [π(u0, u)− π(u, u)] + g(u).
In other contexts, the long-time perturbation can be obtained in a general
form by concatenating local theory on short time intervals. As an explicit
example, in the (gKdV) setting [16], one uses L5xL
10
t norm as a solution
norm. If an interval I (possibly unbounded) is a disjoint union of Ij’s, then
by Minkowski’s inequality,
‖u‖L5xL10I = ‖u‖L5xℓ10j L10Ij ≥ ‖u‖ℓ10j L5xL10Ij =
(∑
j
‖u‖10L5xL10Ij
) 1
10
.
This says that one can subdivide I into finitely many subintervals Ij such
that each L5xL
10
Ij
norm of u is sufficiently small. In our case, however, we use
solution norms LkxL
∞
t and X˙
sk
t , where both contains L
∞ part. Thus, due to
nature of L∞, the usual subdivision argument does not guarantee smallness
of our solution norms.
Recalling the reason why we need long-time perturbation in the proof,
we do not have to obtain its full power of perturbation. It only suffices to
somehow obtain nonlinear version of the profile decomposition. For this pur-
pose, we prove perturbation for a restricted class of approximate solutions,
namely those explicitly constructed from the profiles obtained in the linear
profile decomposition.
To obtain nonlinear profile decomposition, we use three kinds of pertur-
bation theory, the small data global theory, local theory at time zero, and
local theory at time ±∞. Note that the small data global theory and local
theory at time ±∞ do not require modifying the linear propagator. This
helps us to obtain perturbation lemmas at time ±∞ and safely ignore small
data profiles constructed in profile decomposition. Thus, it only suffices to
obtain perturbation on the remaining compact interval, on which we can
concatenate local theory.
Since the orbit {u(t)}t∈R is precompact in H 12 modulo spatial translation,
we have only soliton-like enemies. See Remark 4.23. The monotonicity
formula is the main tool to exclude soliton-like solutions. In (gKdV), Tao
[24] established the monotonicity formula:
∂t(〈x〉E − 〈x〉M ) > 0,
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where 〈x〉M and 〈x〉E denote mass and energy center of a solution, respec-
tively. One can rewrite the monotonicity as an interaction form:
∂t
ˆ
R×R
(y − x)ρ(t, x)e(t, y)dxdy > 0,
where ρ and e are mass density and energy density, respectively. See Section
2. Tao’s monotonicity formula is based on the following basic observations.
Note that the group velocity ddξω(ξ) = −3ξ2 is sign definite and the higher
frequency pieces travel faster. Moreover, the energy density is more weighted
on higher frequency. Thus, the monotonicity formula quantitatively gives a
clue that solutions disperse in the physical space. (gBO) also has the same
property as the group velocity is 2|ξ|.
Tao’s proof is nontrivial but surprisingly elementary. His argument seems
to be applicable in (gBO). We can closely follow his argument, but there
are technical issues arising from the Hilbert transform. More precisely, we
have to show
s :=
ˆ
R
uk+1Hux ≥ 0.
In (gKdV), the corresponding statement is just − ´
R
uk+1uxx ≥ 0, which
is obvious. To show positivity of s in (gBO), we use finite-dimensional
approximation and the Lagrange multiplier method. We reduce it to the
case of the circle T.6 By a density argument in the frequency space, we
reduce it to the finite-dimensional case C2N . Furthermore, by homogeneity
of the functional s, we reduce it to the sphere case S2N−1, which is compact.
Then, in light of Lagrange multiplier, we can obtain a useful relation what
an extremizer should satisfy. We then use Pohozaev type argument to show
that s is nonnegative.
Finally, to use monotonicity in practice, because we assume that u is a
H
1
2 solution, we consider the localized interaction functional
M(t) =
ˆ
R×R
Φ(y − x)ρ(t, x)e(t, y)dxdy,
where Φ(x) = ΦR(x) approximates x but remains bounded by R for large
R > 0. The truncation creates a number of errors. In (gKdV), Dodson
[6] utilized it in this concrete form (see also [22]). In our case, we want to
point out two technical difficulties. At first, as opposed to other defocusing
equations, the energy density
e =
1
2
uHux + 1
k + 2
uk+2
is not pointwisely nonnegative. Due to this, one should interpret the integral
involving e in view of the Parseval identity to estimate various terms by
the H
1
2 norm. Moreover, in error estimates, we run into terms containing
derivatives of Φ and H that should be small as C(‖u‖
H
1
2
) · oR(1). Secondly,
as the Hilbert transform does not satisfy a simple Leibniz rule, there are
many commutator terms in computation such as [H, Q] for some smooth
function Q. The calculations and error estimates are involved.
6As u andHu cannot be localized simultaneously in the physical space, we work instead
on the frequency space, where both u and Hu can be localized.
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Notations. We shall use the notation A . B frequently. We say A . B
when there is some implicit constant C that does not depend on A and B
satisfying A ≤ CB. For some parameter r, we write A .r B if the implicit
constant C depends on r. In this paper, k-dependence will be ignored; we
shall abbreviate A .k B by A . B.
The Fourier transform of a function f(x) is defined by
f̂(ξ) :=
ˆ
R
f(x)e−iξxdx.
We define the Sobolev norms for s ∈ R as
‖f‖Hs := ‖〈Dx〉sf‖L2 and ‖f‖H˙s := ‖Dsxf‖L2 ,
where Dsx and 〈Dx〉s are the Fourier multiplier operators with multiplier |ξ|s
and 〈ξ〉s := (1 + |ξ|2) s2 , respectively.
We let Qj be the Littlewood-Paley projection to the frequency ∼ 2j in
x-variable. Given a function u, we write
u≪j = Q≪ju = Q<j−Ju,
u∼j = Q∼ju =
∑
|r−j|≤J
Qru
for some J large. We remark that one should choose J depending on ‖u0‖H˙sk
to obtain linear estimates for the distorted equation. In later sections, we
still use same J for global nonlinear solutions. Although H˙sk norm may
change, but it is bounded by H
1
2 . Due to conservation laws, our global
solution has uniform H
1
2 bound. See [27, Lemma 3.5 and Proposition 3.2]
or Section 3.1.
We use various mixed Lebesgue norms. For 1 ≤ q, r ≤ ∞, an interval
I ⊆ R, and a Banach space X, we write
‖f(t)‖LqIX :=
∥∥∥‖f(t)‖X∥∥∥
Lqt (I)
,
‖G(t, x)‖LqxLrI :=
∥∥∥‖G‖Lrt (I)∥∥∥Lqx(R).
In the situation of q = r, by Fubini’s theorem, we abbreviate LqxL
q
t and
L
q
tL
q
x by L
q
t,x. If t ∈ I 7→ G(t) ∈ X is continuous and bounded, we write
G ∈ CIX. If I = R, I = [−T, T ], I = [T,+∞), or I = (−∞,−T ], we replace
subscript I by t, T , T+, or T−, respectively.
We now define Besov-type spaces by following [27]. For s ∈ R, p, q, r ∈
[1,∞], and an interval I ⊆ R, we define
‖f‖B˙s,rp (LqI ) :=
(∑
j∈Z
[2js‖Qjf‖LpxLqI ]
r
) 1
r
,
where Qj is the Littlewood-Paley projection to the frequency ∼ 2j in x-
variable. In other words, B˙s,rp (LqI) sums up each ‖Qjf‖LpxLqI in ℓ
r
j -sense.
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Organization of the Paper. In Section 2, we establish the monotonicity
formula for (gBO). In Section 3, we prove subcritical well-posedness in Hs
with s > sk and global well-posedness in H
s with s ≥ 12 . In Section 4, we
derive the scattering criterion, linear profile decomposition, and nonlinear
profile decomposition. We then prove existence of the critical element if
Theorem 1.3 fails. In Section 5, we use the monotonicity formula to show
that such critical element cannot exist, concluding Theorem 1.3.
Acknowledgements. We appreciate Terry Tao for helpful discussion while
his visiting at KAIST. The authors are partially supported by Samsung
Science & Technology Foundation BA1701-01.
2. Monotonicity Formula
One of the crucial steps toward asymptotic control of the global solutions
is a decay estimate, or monotonicity formula. Though most canonical non-
linear dispersive equations are Hamiltonian systems, it is well known that
certain monotonicity phenomena occur and are formulated as for example,
Morawetz inequality, Virial inequality, and so on.
In this section, we derive a monotonicity formula for the defocusing (gBO)
as well as linear Benjamin-Ono flow. It is similar to the monotonicity for-
mula in the defocusing generalized Korteweg-de Vries equation (gKdV). Tao
constructed a monotonicity formula [24] for (gKdV). Tao’s argument is in-
genious but elementary, and we observe that his argument similarly works
for (gBO). However, we will meet a nontrivial technical difficulty, which
does not appear in (gKdV).
Firstly, we recall Tao’s monotonicity formula in (gKdV). Consider the
defocusing generalized Korteweg-de Vries equation (gKdV)
(gKdV) ∂tu+ ∂xxxu = ∂x(|u|p−1u)
where p is an integer ≥ 2 and u : R × R → R. If a wave packet with
frequency ξ solves the Airy equation, i.e. the linear part of the (gKdV), then
it propagates with group velocity −3ξ2. This says that any solutions to the
Airy equation essentially propagates to the left and the higher frequency
piece travels faster. The defocusing (gKdV) preserves this phenomenon, as
we shall see in the next paragraph.
Not only qualitatively, we can quantitatively capture the unidirectional
propagation of (gKdV). Let us define mass density ρgKdV and energy density
egKdV by
ρgKdV := u
2 and egKdV :=
1
2
u2x +
1
p+ 1
|u|p+1.
Define the mass current jgKdV and energy current kgKdV by
jgKdV := 2u
2
x +
2p
p+ 1
|u|p+1 and kgKdV := 3
2
u2xx + 2p|u|p−1u2x +
1
2
|u|2p.
They satisfy the local conservation laws
∂tρgKdV + ∂xxxρgKdV = ∂xjgKdV,(2.1)
∂tegKdV + ∂xxxegKdV = ∂xkgKdV,(2.2)
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and we have mass and energy conservation laws,
MgKdV(u) :=
ˆ
ρgKdV and EgKdV(u) :=
ˆ
egKdV.
We consider the center of mass and energy 〈x〉M and 〈x〉E :
〈x〉M := 1
MgKdV(u)
ˆ
xρgKdV and 〈x〉E := 1
EgKdV(u)
ˆ
xegKdV,
whenever the integrals are defined. We then have monotonicity formulae7
−∂t〈x〉M = 1
MgKdV(u)
ˆ
jgKdV &EgKdV(u),MgKdV(u) 1,(2.3)
−∂t〈x〉E = 1
EgKdV(u)
ˆ
kgKdV > 0,(2.4)
The formulae (2.3) and (2.4) tell that wave packets move to the left. From
sign definiteness of the group velocity −3ξ2, we expect a bit more. Indeed,
〈x〉E moves faster than 〈x〉M because 〈x〉E is more weighted on higher fre-
quencies.
Tao [24] obtained the following refined monotonicity (where we drop the
subscript gKdV)
(2.5) ∂t(〈x〉M − 〈x〉E) & M(u)
E(u)
(ˆ
|u|p+1
)2
.
Equivalently, this phenomenon of separation of mass center and energy cen-
ter can be rewritten in an interaction form:
∂t
ˆ
R×R
(x− y)ρ(t, x)e(t, y)dxdy
=
ˆ
R
e(t, y)dy
(
∂t
ˆ
R
xρ(t, x)dx
)
−
ˆ
R
ρ(t, x)dx
(
∂t
ˆ
R
ye(t, y)dy
)
=M(u)E(u)∂t(〈x〉M − 〈x〉E)
&M(u)2
(ˆ
|u|p+1
)2
.(2.6)
Here, we assume good spatial decay of u to guarantee that integrals are finite.
In [6], Dodson makes use of (2.6) to show the scattering of the defocusing
mass-critical (gKdV) flow.8 In practice, since one cannot assume that u has
a good spatial decay, one uses a localized version of (2.6) replacing x− y by
Φ(x− y) where Φ is a truncated version of x− y.
We remark that the monotonicity formulae (2.3) and (2.4) are not suffi-
cient to prove scattering. In order to show scattering, we should somehow
preclude soliton-like solutions, which preserve their profile but move suffi-
ciently fast to the left.
In the study of (gBO), we expect the similar unidirectional propagation
as like (gKdV). In fact, a wave packet with frequency ξ propagates with
group velocity 2|ξ| under the linear Benjamin-Ono flow. It is natural to
7In fact, the lower bound of (2.4) depends on ‖u‖H2 , but it is not conserved under the
flow.
8Dodson uses it to preclude soliton-like enemies.
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expect that the center of energy moves to the right faster than the center of
mass. It turns out that Tao’s monotonicity holds in (gBO). Henceforth, we
focus on obtaining analogous monotonicity formula of interaction form.
We define mass density ρ and energy density e of u by
ρ[u] := u2,
e[u] :=
1
2
uHux + 1
k + 2
uk+2.
We have mass and energy conservation laws
M(u) :=
ˆ
ρ and E(u) :=
ˆ
e.
We define mass current j and energy current k of u by
j[u] := 2uHux + 2(k + 1)
k + 2
uk+2,
k[u] := u2x +
3
2
uk+1Hux + 1
2
u2k+2.
They satisfy
(2.7) ∂t
ˆ
xρ =
ˆ
j and ∂t
ˆ
xe =
ˆ
k.
These namings come from analogy with the ones of (gKdV).
Remark 2.1. It is worth noticing that we do not have pointwise nonnegativity
of e, j, and k now. This fact will cause problems when we estimate errors
arising from localizing monotonicity formula. For instance, we cannot say
that ‖e[u]‖L1 is equal to E(u), or even estimated in terms of ‖u‖H 12 . This is
in contrast to the case of (gKdV), where we have ‖egKdV[u]‖L1 = EgKdV(u).
We will come back to this issue in Section 5.
Remark 2.2. We are not sure whether local conservations laws such as (2.1)
and (2.2) hold for (gBO). In the derivation what follows, we only use (2.7).
Note that when we prove mass/energy conservation, it suffices to use inte-
gration by parts and properties of the Hilbert transform.
Let us now state and prove the monotonicity formula for (gBO).
Proposition 2.3 (Monotonicity formula). Let p ≥ √2 and u ∈ H1. Then,
we have ˆ
ρ
ˆ
k −
ˆ
j
ˆ
e ≥ k
2
2(k + 2)2
M(u)2
( ˆ
uk+2
)2
.
If u(t, x) is a classical solution to (gBO) satisfying, for example, 〈x〉u ∈
Ct,locH
1,9then we have
(2.8) ∂t
ˆ
R×R
(y − x)ρ(x)e(y)dxdy ≥ k
2
2(k + 2)2
M(u)2
(ˆ
uk+2
)2
.
In particular,
∂t(〈x〉E − 〈x〉M ) > 0.
9In Section 5, we use a truncated version of the monotonicity formula instead of (2.8).
Thus we do not need additional assumption on spatial decay of u for our later analysis.
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Proof. We closely follow Tao’s argument, but we encounter a technical dif-
ficulty. We will explain the difference on the way.
Note that the second and third assertion follow from the first assertion us-
ing mass and energy conservation and (2.7). The first assertion is elaborated
as(ˆ
u2
)( ˆ
u2x +
3
2
ˆ
uk+1Hux + 1
2
ˆ
u2k+2
)
−
(
2
ˆ
uHux + 2(k + 1)
k + 2
ˆ
uk+2
)(1
2
ˆ
uHux + 1
k + 2
ˆ
uk+2
)
≥ k
2
2(k + 2)2
(ˆ
uk+2
ˆ
u2
)2
.
Set real numbers a, b, q, r, s such that
a2M(u) =
ˆ
u2x, aqM(u) =
ˆ
uHux,
b2M(u) =
ˆ
u2p, brM(u) =
ˆ
uk+2, absM(u) =
ˆ
uk+1Hux.
It then suffices to show that
a2(1− q2) + ab
(3
2
s− k + 3
k + 2
qr
)
+
b2
2
(
1− 4(k + 1)
(k + 2)2
r2
)
≥ k
2
2(k + 2)2
b2r2,
or equivalently,
a2(1− q2) + ab
(3
2
s− k + 3
k + 2
qr
)
+
b2
2
(1− r2) ≥ 0.
It is obvious that q and r are positive. However, it is not trivial whether s
is positive or not. For a moment, we assume s > 0 and proceed to complete
the proof. Then, we will provide a proof of s > 0 in Lemma 2.6.
Remark 2.4. In case of (gKdV), s corresponds to
´
p|u|p−1u2x. So the posi-
tivity of s is obvious.
Lemma 2.5. The real symmetric matrix1 q rq 1 s
r s 1

is positive semi-definite.
Proof. For any real numbers α, β, γ, a computation shows that
(
γ α β
)1 q rq 1 s
r s 1
γα
β

= γ2 + α2 + β2 + 2γαq + 2γβr + 2αβs
=
1
M(u)
ˆ
(γu+
α
a
Hux + β
b
uk+1)2
is always nonnegative. 
SCATTERING FOR DEFOCUSING GBO 13
Taking determinants and minors, we have
0 < q, r, s ≤ 1 and 1− q2 − r2 − s2 + 2qrs ≥ 0.
Using discriminants, it suffices to show that
k + 3
k + 2
qr − 3
2
s ≤
√
2(1 − q2)(1− r2).
Because k ≥ 4, we have k+3k+2 ≤
√
2. As qr is positive, it reduces to
s ≥ 2
√
2
3
[qr −
√
(1− q2)(1 − r2)].
On the other hand, we know (s − qr)2 ≤ (1 − q2)(1 − r2) by positive-
definiteness of the matrix. This yields
s ≥ qr −
√
(1− q2)(1− r2).
Hence, assuming that s is positive, this completes the proof. 
The rest of this section is to show that s is positive. In other words, it
suffices to show that
(2.9)
ˆ
R
uk+1Hux > 0.
It seems not easy to prove (2.9) directly. Indeed, we were not able to prove
(2.9) using Fourier expressions or integration by parts.
The key observation is as follows. Using the transference principle be-
tween the Fourier series and transform, we change the problem defined
on the torus T. We then use density argument to further reduce to the
finite-dimensional setting. More precisely, we can treat (2.9) as a functional
defined on some finite-dimensional Hilbert space. Moreover, as (2.9) is ho-
mogeneous in u, it suffices to restrict ourselves on the finite-dimensional
sphere, which is compact. We then use the Lagrange multiplier method and
the relations satisfied by a minimizer. It turns out that (2.9) for a minimizer
is positive.
For the later use in the truncated monotonicity formula, we need more
general positivity lemma. (2.9) a direct consequence of substituting χ = 1
into the following lemma (technically, one should mimic the proof).
Lemma 2.6 (Positivity of s). For χ ∈ C∞c and u ∈ H1, we haveˆ
R
χ2uk+1Hux > −c‖∂xx(χ2)‖L∞‖u‖k+2H˙α
where α = 12 − 2k+2 and c is some implicit constant.
Proof. We observe that both u andHu cannot be localized simultaneously in
the physical space. So we are not able to directly use the density argument
to reduce for u and Hu ∈ C∞c . Thus we localize them in the Fourier space
instead. Lastly, we use the transference principle to finish the proof on the
real line.
We first show our assertion on the torus T. More precisely, we show thatˆ
T
χ2uk+1Dxu > −c‖∂xx(χ2)‖L∞(T)‖u‖k+2H˙α(T)
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for all u ∈ C∞(T) with û(0) = 0. By density, we may assume that û is
compactly supported. We consider a finite-dimensional Hilbert space HN
and a sphere S in HN as follows.
HN := {u ∈ L2(T) : |û(ξ)| = 0 if ξ = 0 or |ξ| > N},
S := {u ∈ HN : ‖u‖H˙α(T) = 1}.
Compactness of S in HN will play a crucial role in what follows. Let us
define a function f : HN → R by
f(u) :=
ˆ
T
χ2uk+1Dxu.
Then f : HN → R is smooth and
∇f(u) = Q≤N
[
(k + 1)χ2ukDxu+Dx(χ
2uk+1)
]
with respect to the usual L2(T) inner product. On the other hand, the
constraint function g(u) := ‖u‖2
H˙α(T)
satisfies
∇g(u) = 2D2αx u.
Let u0 be a point in S that attains the minimum of f . By the Lagrange
multiplier theorem, we have
∇f(u0) = λD2αx u0
for some λ ∈ R. In a spirit of Pohozaev identities, we compute
λ = 〈λD2αx u0, u0〉 = 〈∇f(u), u0〉 = (k + 2)f(u0)
and
λ〈D2αx u0,Dxu0〉 = 〈∇f(u0),Dxu0〉
= (k + 1)
ˆ
χ2uk0 [(Dxu0)
2 + (∂xu0)
2]− 1
k + 2
ˆ
∂xx(χ
2)uk+20 .
Therefore,
λ > − 1
(k + 2)2
‖∂xx(χ2)‖L∞(T)
‖u0‖k+2Lk+2(T)
‖u0‖2
H˙α+
1
2 (T)
.
Because ‖u0‖H˙α = 1 and ‖u‖k+2Lk+2 . ‖u‖2H˙α+12 ‖u‖
k
H˙α
for any u ∈ C∞(T)
having mean zero (see [2]), we have
f(u0) > −c‖∂xx(χ2)‖L∞(T)
for some c > 0. Therefore, we haveˆ
T
χ2uk+1Dxu > −c‖∂xx(χ2)‖L∞(T)‖u‖k+2H˙α(T)
proving the claim on the torus T.
We now show how to transfer the result on the torus T to that on the
real line R. Let u be a function in H1(R). By density and scaling, we
may assume that χ̂ and û are compactly supported on [0, 1] and continuous.
Observe by Parseval’s identity thatˆ
R
χ2uk+1Dxu =
ˆ
η1,η2,ξ1,...,ξk+1∈[0,1]
χ̂(η1)χ̂(η2)û(ξ1) · · · û(ξk+1)|ξ|û(ξ)
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where ξ := η1+η2+ ξ1+ · · ·+ ξk+1. In light of Riemann sum, the right hand
side in the above is expressed as
lim
N→∞
1
Nk+4
∑
η1,η2,ξ1,...,ξk+1∈AN
χ̂(
η1
N
)χ̂(
η2
N
)û(
ξ1
N
) · · · û(ξk+1
N
)|ξ|û( ξ
N
)
where ξ = η1+η2+ξ1+· · ·+ξk+1 and AN = {−N,−N+1, . . . ,−1, 1, . . . , N−
1, N}. Notice that AN does not contain 0. The above display now equals
lim
N→∞
1
Nk+4
ˆ
T
χ2Nu
k+1
N DxuN
where χN and uN are functions defined on the torus T by
χN (x) :=
∑
η∈AN
χ̂(
η
N
)e2πiηx and uN (x) :=
∑
ξ∈AN
û(
ξ
N
)e2πiξx.
Applying the result on the torus case, we haveˆ
R
χ2uk+1Hux > −c lim sup
N→∞
1
Nk+4
‖∂xx(χ2N )‖L∞(T)‖uN‖k+2H˙α(T).
In view of
lim
N→∞
1
N4
‖∂xx(χ2N )‖L∞(T) = ‖∂xx(χ2)‖L∞(R),
lim
N→∞
1
Nk
‖uN‖k+2H˙α(T) = ‖u‖
k+2
H˙α(R)
,
we conclude ˆ
R
χ2uk+1Hux > −c‖∂xx(χ2)‖L∞(R)‖u‖k+2H˙α(R).

3. Well-posedness Theory
One of the main ingredient of compactness-contradiction argument is the
perturbation theory. This is basically inherited from local well-posedness of
the Cauchy problem. As like other canonical nonlinear dispersive equations,
(gBO)’s local theory is based on local smoothing estimates. A satisfactory
critical well-posedness was obtained by Vento [27]. Due to a full derivative
in the nonlinearity, the local theory is more delicate than other equations
such as nonlinear Schro¨dinger equations and generalized Korteweg-de Vries
equation. In this section, we begin reviewing Vento’s proof of the critical
local well-posedness. We then prove subcritical local theory and global well-
posedness.
Denote by V (t) the linear propagator associated to the linear Benjamin-
Ono flow. By Duhamel’s formula, a nonlinear solution u to initial data u0
satisfies
u(t) = V (t)u0 +
ˆ t
0
V (t− s)F (u(s))ds
where F (u) = −∂x(uk+1) is the nonlinearity of (gBO). Using the local
smoothing estimates, one has
‖V (t)u0‖S . ‖u0‖H˙s
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where S is some space where the linear evolution lies and H˙s is a Sobolev
space where initial data lies. Usually, combined with Christ-Kiselev lemma,
the nonlinear evolution part can be estimated by∥∥∥ˆ t
0
V (t− s)F (s)ds
∥∥∥
S
. ‖F‖N
where N is the dual space of S. The main goal of the local theory is to find
suitable function spaces S and N such that a nonlinear estimate
‖F (u)‖N . ‖u‖k+1S
holds and S is embedded into CT H˙s.
In Section 3.1, we review the critical local theory of (gBO) by Vento [27].
In Section 3.2, we prove subcritical local well-posedness in Hs (s > sk), and
deduce global well-posedness in Hs (s ≥ 12 ) by using conservation laws.
3.1. Review of Vento’s argument. In this subsection, we review Vento’s
approach [27] in proving critical local well-posedness of (gBO). Because
our nonlinearity F (u) = −∂x(uk+1) has one derivative, we should somehow
recover one derivative. More precisely, in view of Duhamel’s formula, we
want to estimate the integral part as∥∥∥ˆ t
0
V (t− s)F (u(s))ds
∥∥∥
S
. ‖∂x(uk+1)‖N . ‖u‖k+1S .
In the linear Benjamin-Ono equation, it is well-known that local smoothing
estimates can recover at most half derivative:
‖Dsk+
1
2
x V (t)u0‖L∞x L2t . ‖u0‖H˙sk .
In a spirit of TT ∗ formulation, one can recover the full derivative only when
we use L∞x L
2
t norm for S and L1xL2t norm for N . However, in order to bound
L1xL
2
t norm by L
∞
x L
2
t (and other norms), we are forced to use maximal-type
norms, LpxL∞t . A naive choice would be as follows
(3.1) ‖Dsk−
1
2
x ∂x(u
k+1)‖L1xL2T . ‖D
sk+
1
2
x u‖L∞x L2T ‖u‖
k
LkxL
∞
T
.
However, for large data, since one takes L∞T , it is not possible to make small
LkxL
∞
T by shrinking T small. This prohibits us from running contraction
argument.
Vento [27] overcomes this difficulty by distorting the linear propagator.
Consider a general form of a nonlinear evolution equation
∂tu+ Lu = F (u)
for some linear operator L. In a spirit of paraproduct decomposition, we
extract the strong interaction term N1(u) of F (u), for which one cannot
establish a desired nonlinear estimate. and rewrite the equation by
∂tu+ Lu−N1(u) = N2(u),
where N2(u) := F (u) − N1(u). The strong interaction term N1(u) is non-
linear in u, we approximate it by some linear operator u 7→ N1(u0;u) using
the initial data u0. We then have the distorted equation
∂tu+ L˜u = [N1(u)−N1(u0;u)] +N2(u),
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where L˜ := L − N1(u0; ·). It turns out that N1(u0;u) contains a strong
low-high interaction, uklow∂xuhigh. This phenomenon is universal in other
nonlinear dispersive equations containing derivative nonlinearities such as
KP-I, Benjamin-Ono, higher order KdV, and so on.
Vento’s observations are as follows. At first, the linear part to the above
distorted equation still admits analogous linear estimates for the linear
Benjamin-Ono equation, at least for short times. Secondly, even though we
cannot avoid usage of LkxL
∞
T , we have small ‖u− u0‖LkxL∞T at least for short
times. Indeed, this holds when u is a linear solution to either Benjamin-
Ono equation or distorted linear solution. This fact is well-exploited in
N1(u) − N1(u0;u) estimate. Finally the good term N2(u), as its naming
suggests, can be estimated small by shrinking T .
We first start with linear estimates for the linear Benjamin-Ono flow. A
triplet (α, p, q) ∈ R3 is said to be admissible if (α, p, q) = (12 ,∞, 2) or
4 ≤ p <∞, 2 < q ≤ ∞, 2
p
+
1
q
≤ 1
2
, α =
1
p
+
2
q
− 1
2
.
We then have linear estimates for these admissible triples as follows.
Lemma 3.1. Let (α, p, q) and (α˜, p˜, q˜) be admissible triplets. We then have
‖DαxV (t)ϕ‖LpxLqt . ‖ϕ‖L2 ,∥∥∥Dαx ˆ V (−s)G∥∥∥
L2
. ‖G‖
Lp˜
′
x L
q˜′
t
,∥∥∥Dα+α˜x ˆ t
0
V (t− s)G(s)ds
∥∥∥
LpxL
q
t
. ‖G‖
Lp˜
′
x L
q˜′
t
,
where p˜′ and q˜′ are conjugate Lebesgue exponents of p˜ and q˜, respectively.
Proof. From [14, Theorem 2.5 and 4.1], one has
‖D
1
2
x V (t)ϕ‖L∞x L2t ∼ ‖ϕ‖L2 and ‖V (t)ϕ‖L4xL∞t . ‖D
1
4
x ϕ‖L2 .
We then apply Stein-Weiss interpolation to obtain the first estimate. The
second estimate easily follows by duality. For the last one, we have by first
two estimates that∥∥∥Dα+α˜x ˆ
R
V (t− s)G(s)ds
∥∥∥
LpxL
q
t
. ‖G‖
Lp˜
′
x L
q˜′
t
.
By the Christ-Kiselev lemma for reversed norm [3, Theorem B], we have∥∥∥Dα+α˜x ˆ t
0
V (t− s)G(s)ds
∥∥∥
LpxL
q
t
. ‖G‖
Lp˜
′
x L
q˜′
t
except the case where (α, p, q) = (α˜, p˜, q˜) = (12 ,∞, 2). In that case, we refer
to [15, Theorem 2.1]. 
We use Besov-type function spaces for s ∈ R
S˙s,θI = B˙
s+ 3θ−1
4
,2
4
1−θ
(
L
2
θ
I
)
, N˙ sI = B˙
s− 1
2
,2
1 (L
2
I),
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where θ ∈ [0, 1]. One can think that the space S˙s,θI contains solutions to
(gBO) and N˙ sI contains the nonlinearity of (gBO). We do not parametrize
the space for nonlinearity because we will only consider N˙ sI .
We define the space X˙sI by
X˙sI := S˙s,ǫI ∩ S˙s,1I .
The parameter 0 < ǫ ≪ 1 only depends on k and is chosen small. For the
choice of ǫ, see [27]. As X˙sT -norm does not contain L
∞
T -norm, it becomes
smaller as T becomes smaller. This property is crucial in our argument. Of
course, solutions to (gBO) should lie in CT H˙
s
x. For this purpose, we finally
work on the Banach space
Z˙sI := {u ∈ CIH˙sx ∩ LkxL∞I ∩ S˙s,0I ∩ S˙s,1I : u satisfies (3.2) and (3.3)},
where (J ⊆ I is a subinterval of I)
for any t0 ∈ I, ‖u− u(t0)‖LkxL∞J → 0 whenever t0 ∈ J and |J | → 0,(3.2)
lim
T→+∞
‖u‖LkxL∞[T,+∞) = 0 = limT→−∞ ‖u‖LkxL∞(−∞,T ] .(3.3)
The inhomogeneous form of the spacesX and Z for subcritical well-posedness
theory are defined as follows. For s > 0, we define
XsI := X˙
0
I ∩ X˙sI and ZsI := Z˙0I ∩ Z˙sI .
Proposition 3.2 (Linear estimates). Let k ≥ 4 and s ∈ R. We then have
‖V (t)ϕ‖S˙s,0I ∩S˙s,1I ∩L∞t H˙sx . ‖ϕ‖H˙s ,
‖V (t)ϕ‖LkxL∞t . ‖ϕ‖H˙sk .
For retarded estimates, we have∥∥∥ ˆ t
0
V (t− s)G(s)ds
∥∥∥
X˙st ∩L
∞
t H˙
s
x
. ‖G‖N˙ st ,∥∥∥ ˆ t
0
V (t− s)G(s)ds
∥∥∥
LkxL
∞
t
. ‖G‖N˙ skt .
Proof. Note that B˙s,22 is equal to H˙s by definition. We use the linear es-
timates (Lemma 3.1) for each frequency piece Qjϕ or QjG and take ℓ
2
j
summation. For instance, the last estimate follows from∥∥∥V (t)ˆ
R
V (−s)G(s)ds
∥∥∥
LkxL
∞
t
.
∥∥∥ ˆ
R
V (−s)G(s)ds
∥∥∥
B˙
sk,2
2
. ‖G‖N˙ skt .
We then use Christ-Kiselev lemma [3, Theorem B] to conclude. 
We now review the paraproduct decomposition of the nonlinearity F (u) =
−∂x(uk+1) following [27]. For simplicity of notations, we shall group similar
frequency pieces when they satisfy the same estimates and number of them
is bounded by a universal constant, not depending on J . For instance, we
SCATTERING FOR DEFOCUSING GBO 19
group
∑k
ℓ=0 u
k−ℓ
<r+1u
ℓ
<r by u
k
<r+1. We observe that
∂xQj(u
k+1) = ∂xQj
(
lim
r→∞
uk+1<r
)
= ∂xQj
(∑
r∈Z
uk+1<r+1 − uk+1<r
)
= ∂xQj
(∑
r∈Z
uru
k
<r+1
)
= ∂xQj
( ∑
|r−j|≤Ck
uru
k
≤r−J
)
+ ∂xQj
( ∑
|r−j|≤Ck
uru∼ru
k−1
<r+1
)
+ ∂xQj
( ∑
r≥j+Ck
uru∼ru
k−1
<r+1
)
= πj(u, u)− gj(u)
where Ck is some natural number only depending on k and
πj(ψ, φ) := ∂xQj(ψ
k
≪jφ∼j)
gj(u) := −∂xQj
( ∑
r−j≥−Ck
u2∼ru
k−1
.r
)
.
Summing up in j, we have
F (u) = −π(u, u) + g(u),
where
π(ψ, φ) :=
∑
j
πj(ψ, φ),
g(ϕ) :=
∑
j
gj(ϕ).
Using the linear estimates, we can estimate each components of the non-
linearity.
Lemma 3.3 (Nonlinear estimates, [27, Proposition 4.1]). We have
‖π(ϕ,ψ)‖N˙ skI . ‖ϕ‖
k
LkxL
∞
T
‖ψ‖X˙skI ,
‖g(u)‖N˙ skI . ‖u‖
k−1
LkxL
∞
I
‖u‖2
X˙
sk
I
,
‖π(ϕ1, ψ)− π(ϕ2, ψ)‖N˙ skI . ‖ϕ1 − ϕ2‖LkxL∞I (‖ϕ1‖
k−1
LkxL
∞
I
+ ‖ϕ2‖k−1LkxL∞I )‖ψ‖X˙skI ,
‖g(u1)− g(u2)‖N˙ skI . ‖u1 − u2‖LkxL∞I (‖u1‖
k−2
LkxL
∞
I
+ ‖u2‖k−2LkxL∞I )(‖u1‖X˙skI + ‖u2‖X˙skI )
2
+ ‖u1 − u2‖X˙skI (‖u1‖
k−1
LkxL
∞
I
+ ‖u2‖k−1LkxL∞I )(‖u1‖X˙skI + ‖u2‖X˙skI )
Proof. We only prove first two estimates following [27, Proposition 4.1].
The remaining estimates can be shown in a similar manner. For the first
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estimate, observe that
‖π(ϕ,ψ)‖N˙ skI .
∥∥∥2j(sk+ 12 )‖ϕk≪jψ∼j‖L1xL2I∥∥∥ℓ2j
.
(
sup
j∈Z
‖ϕ≪j‖kLkxL∞I
)∥∥∥2j(sk+ 12 )‖ψ∼j‖L∞x L2I∥∥∥ℓ2j
. ‖ϕ‖kLkxL∞I ‖ψ‖X˙skI .
For the second estimate, observe that
‖g(u)‖X˙skI .
∥∥∥2j(sk+ 12 )‖∑
r&j
u2∼ru
k−1
.r ‖L1xL2I
∥∥∥
ℓ2j
.
(
sup
r∈Z
‖u.r‖k−1LkxL∞I
)∥∥∥∑
r&j
2(j−r)(sk+
1
2
)‖2r(sk+ 12 )u2∼r‖LkxL2I
∥∥∥
ℓ2j
. ‖u‖k−1
LkxL
∞
I
∥∥∥2j(sk+ 12 )‖u2∼j‖LkxL2I∥∥∥ℓ2j ,
where we used Young’s inequality in j. We then observe that∥∥∥2j(sk+ 12 )‖u2∼j‖LkxL2I∥∥∥ℓ2j =
∥∥∥2j(sk+ 12 )/2‖u∼j‖L2kx L4I∥∥∥2ℓ4j .
Using the embedding ℓ2j →֒ ℓ4j and the definition of X˙skI norm, we have the
assertion. 
Vento’s proof of critical local well-posedness of (gBO) goes as follows. The
paraproduct decomposition allows us to rewrite (gBO) as so called distorted
equation
(3.4) (∂t +H∂xx)u+ π(u0, u) = [π(u0, u)− π(u, u)] + g(u).
Let us denote by U(t) the linear propagator associated to (3.4). As alluded
to above, the propagator U(t) still obeys analogous linear estimates what
the propagator V (t) satisfy, at least for short times (see Corollary 3.5 or
[27, Proposition 3.2] where T depends on u0 ∈ H˙sk instead of ‖u0‖
H
1
2
).
Moreover, further shrinking T if necessary, we may assume that ‖U(t)u0 −
u0‖LkxL∞T and ‖u‖X˙skT are sufficiently small. Hence, using Duhamel’s formula
to (3.4) and Lemma 3.3 to the nonlinearity of (3.4), one can iterate on the
space BX˙skT
(0; r) ∩BLkxL∞T (u0; r) for sufficiently small r.
3.2. Subcritical Local Theory and Global Well-posedness. In this
subsection, we prove subcritical well-posedness of (gBO) in Hs with s > sk
and global well-posedness of (gBO) in Hs with s ≥ 12 . The critical local
theory by Vento [27] guarantees profile dependent lifespans for H˙sk and
Hs (s ≥ sk) solutions, but does not answer the question of subcritical well-
posedness. Here, we slightly modify Vento’s argument to obtain Hs (s > sk)
subcritical well-posedness, whose lifespan depends on Hs norm of the initial
data. Afterward, we obtain the persistence of regularity and combine with
conservation laws to get the global well-posedness in Hs (s ≥ 12).
We first obtain a subcritical version (Corollary 3.5) of the distorted linear
estimates [27, Proposition 3.2]. To do this, it suffices to obtain smallness of
‖V (t)u0 − u0‖LkxL∞T and ‖D
0+
x V (t)u0‖Lk+x L∞−T
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by choosing T only depending on Hs norm of u0.
Lemma 3.4. Let s > sk, u0 ∈ Hs, and η > 0. Then, there exists T =
T (‖u0‖Hs , s, η) > 0 such that
‖V (t)u0 − u0‖LkxL∞T ∩L∞T H˙skx + ‖D
0+
x V (t)u0‖Lk+x L∞−T < η.
Proof. We proceed as in [27]. Observe that u := V (t)u0 − u0 solves
(∂t +H∂xx)u = −H∂xxu0,
u(0) = 0.
By Duhamel’s formula, we have
V (t)Q<Nu0 −Q<Nu0 = −
ˆ t
0
V (t− s)H∂xxQ<Nu0ds
= −
ˆ t
0
V (t)H∂xxQ<Nu0ds.
Therefore, we have
‖V (t)Q<Nu0 −Q<Nu0‖LkxL∞T ∩L∞T H˙skx . T2
2N‖u0‖H˙sk .
On the other hand, by the triangle inequality and linear estimates, we have
‖V (t)Q≥Nu0 −Q≥Nu0‖LkxL∞T ∩L∞T H˙skx . N
−(s−sk)‖u0‖Hs .
Only depending on Hs norm of u0, choose N ≫ 1 large and then T > 0
small to obtain the first estimate. For the second estimate, use Sobolev
embedding in x, Ho¨lder’s inequality in t, and linear estimates to have
‖D0+x V (t)u0‖Lk+x L∞−T . T
0+‖u0‖H˙sk+ . T 0+‖u0‖Hs
We can choose T > 0 small to conclude. 
Corollary 3.5 (Distorted linear estimates). Let s > sk. For u0 ∈ Hs, there
exists T = T (‖u0‖Hs , s) > 0 and a nondecreasing polynomial pk such that
whenever u is a solution to
(∂t +H∂xx)u+ π(u0, u) = f˜
u(0) = u˜0
for u˜0 ∈ H˙sk and f˜ ∈ N˙ skT , we have u ∈ Z˙skT with the bound
‖u‖Z˙skT ≤ pk(‖u0‖H˙sk )
(‖u˜0‖H˙sk + ‖f˜‖N˙ skT ).
If in addition u˜0 ∈ Hs and f˜ ∈ N sT , then we have u ∈ ZsT with the bound
‖u‖ZsT ≤ pk(‖u0‖H˙sk )
(‖u˜0‖Hs + ‖f˜‖N sT ).
Proof. We only prove the first H˙sk -critical estimate. The remaining inho-
mogeneous estimate easily follows by mimicking the proof. We proceed as in
[27]. We start from the estimate presented in the proof of [27, Proposition
3.2]. With notations uj = Qju and uL,≪j = V (t)u0,≪j for any fixed j ∈ Z,
our starting point is
‖uj‖S˙sk,0I ∩S˙sk,1I ≤ pk(‖u0‖H˙sk )
{‖u˜0,j‖H˙sk + ‖f˜j‖N˙ skT + (A+B + C +D)}
SCATTERING FOR DEFOCUSING GBO 22
where
A = ‖∂x(u0,≪j)kuj‖N˙ skT ,
B = ‖(u0,≪j)2kuj‖N˙ skT ,
C = ‖∂x[Qj , uk0,≪j − ukL,≪j]u∼j‖N˙ skT ,
D = ‖∂x[Qj , ukL,≪j]u∼j‖N˙ skT .
We show that A+B ≪ ‖uj‖X˙skT . By Bernstein estimates, we have
‖∂x(u0,≪j)kuj‖N˙ skT . 2
j(sk−
1
2
)2j−J‖(u0,≪j)k‖L1x‖uj‖L∞x L2T
. 2−J‖u0‖kLkx‖uj‖X˙skT
and
‖(u0,≪j)2kuj‖N˙ skT . 2
j(sk−
1
2
)‖(u0,≪j)k‖L1x‖(u0,≪j)k‖L∞x ‖uj‖L∞x L2T
. 2−J‖u0‖2kLkx‖vj‖X˙skT .
We choose sufficiently large J = J(‖u0‖Lk) to obtain A + B ≪ ‖uj‖X˙skT .
Therefore, we have
‖uj‖S˙sk,0I ∩S˙sk,1I ≤ pk(‖u0‖H˙sk )
{‖u˜0,j‖H˙sk + ‖f˜j‖N˙ skT + (C +D)}.
From now on, we fix J determined as above and claim that C + D ≪
‖u∼j‖X˙skT by choosing T = T (‖u0‖Hs) > 0 sufficiently small. On the one
hand, observe that
C . 2j(sk+
1
2
)‖uk0,≪j − ukL,≪j‖L1xL∞T ‖u∼j‖L∞x L2T
. ‖u0 − uL‖LkxL∞T ‖u0,≪j‖
k−1
Lkx
‖u∼j‖X˙skT .
On the other hand, by the commutator estimate [3, Lemma 2.4], we obtain
D . 2j(sk−
1
2
)‖∂x(uL,≪j)k‖L1+x L∞−T ‖u∼j‖L∞−x L2+T
. 2j(sk−
1
2
)‖∂xuL,≪j‖Lk+x L∞−T ‖uL,≪j‖
k−1
LkxL
∞
T
‖u∼j‖L∞−x L2+T
. ‖D0+x uL,≪j‖Lk+x L∞−T ‖uL,≪j‖
k−1
LkxL
∞
T
‖u∼j‖S˙sk,1−T .
Applying Lemma 3.4, there is T = T (‖u0‖Hs) > 0 such that C + D ≪
‖u∼j‖X˙skT . This yields
‖uj‖S˙sk,0I ∩S˙sk,1I ≤ pk(‖u0‖H˙sk )(‖u˜0,j‖H˙sk + ‖f˜j‖N˙ skT ).
Taking ℓ2j summation proves the assertion for S˙sk,0T ∩ S˙sk,1T norm.
In order to estimate Z˙skT norm of u, observe that u satisfies
(∂t +H∂xx)u = −π(u0, u) + f˜ .
From Duhamel’s formula and Lemma 3.3, we obtain
‖u‖LkxL∞T ∩L∞T H˙skx . ‖V (t)u˜0‖LkxL∞T ∩L∞t H˙skx + ‖u0‖
k
Lkx
‖u‖X˙skT + ‖f˜‖N˙ skT
≤ pk(‖u0‖H˙sk )(‖u˜0‖H˙sk + ‖f˜‖N˙ skT ).
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To check the continuity condition (3.2), consider the estimate
‖u− u(t0)‖LkxL∞I ∩L∞I H˙skx
. ‖V (t− t0)u(t0)− u(t0)‖LkxL∞I ∩L∞I H˙skx + ‖π(u0, u)‖N˙ skI + ‖f˜‖N˙ skI
for any interval I ⊂ [−T, T ] with t0 ∈ I. We then use Lemma 3.4 for the
first term and Lebesgue’s DCT for the remaining terms. 
Remark 3.6. If one merely assumes that u0 ∈ H˙sk in Lemma 3.4, then T
depends on the profile of u0. Hence, the corresponding distorted estimate
is only valid on the time interval whose length depends on the profile of u0.
More precisely, one has the following. Let u0 ∈ H˙sk and η > 0 be fixed.
Then, there exists T = T (u0, η) > 0 and r = r(u0, η) > 0 such that
‖V (t)u∗0 − u∗0‖LkxL∞T ∩L∞T H˙skx + ‖D
0+
x V (t)u
∗
0‖Lk+x L∞−T < η
holds for u∗0 ∈ H˙sk with ‖u∗0 − u0‖H˙sk < r. As a direct consequence, the
distorted estimate for u∗0 ∈ H˙sk holds with T = T (u0) > 0. See [27] for
details.
We now turn into obtaining Hs (s > sk) norm dependent lifespan of a
solution. Denote by U(t)u0 the solution to the equation
∂tu+H∂xxu+ π(u0, u) = 0,
u(0) = u0.
Following the argument in [27, Section 4.2], we should obtain smallness of
‖U(t)u0‖X˙skT and ‖U(t)u0 − u0‖LkxL∞T ∩L∞T H˙skx
by choosing T = T (‖u0‖
H
1
2
) > 0 small.
Lemma 3.7. Let s > sk, u0 ∈ Hs, and η > 0. Then, there exists T =
T (‖u0‖Hs , s, η) > 0 such that
‖U(t)u0‖X˙skT + ‖U(t)u0 − u0‖LkxL∞T ∩L∞T H˙skx < η.
Proof. Recall that X˙skT norm does not contain L
∞
T component. Hence, we
can use Sobolev embedding in space and Ho¨lder’s inequality in time to have
‖U(t)u0‖X˙skT . T
0+‖U(t)u0‖Ssk+,0T ∩Ssk+,1T ≤ T
0+pk(‖u0‖H˙sk )‖u0‖H˙sk+ .
Possibly taking T much smaller (only depending on η and Hs norm of u0),
we have
‖U(t)u0‖X˙skT < η,
which is the first assertion. In order to show the second assertion, we observe
that
‖U(t)u0 − u0‖LkxL∞T ∩L∞T H˙skx
. ‖V (t)u0 − u0‖LkxL∞T ∩L∞T H˙skx + ‖[U(t) − V (t)]u0‖LkxL∞T ∩L∞T H˙skx
. ‖V (t)u0 − u0‖LkxL∞T ∩L∞T H˙skx + ‖u0‖
k
Lkx
‖U(t)u0‖X˙skT .
Use the first assertion and Lemma 3.4. 
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Corollary 3.8. Let u0 be a initial data in H
s. Then, there exists T =
T (‖u0‖Hs , s) > 0 such that u0 admits a unique H˙sk-solution u defined on
[0, T ].
Proof. Consider the operator
[Φu](t) = U(t)u0 +
ˆ t
0
U(t− t′)f(u(t′))dt′,
where f(u) = π(u0, u)− π(u, u) + g(u). We will iterate in the space
BX˙skT
(0; η) ∩BLkxL∞T (u0; η) ∩BL∞T H˙skx (u0; η)
with 0 < η ≪ min{1, ‖u0‖H˙sk } chosen later. For convenience, denote
‖u‖Y := ‖u‖X˙skT + ‖u− u0‖LkxL∞T + ‖u− u0‖L∞T H˙skx .
Taking T = T (‖u0‖Hs , s, η) > 0 sufficiently small, combining with Corollary
3.5 with Lemma 3.3, there exists C = C(‖u0‖H˙sk ) such that
‖Φu‖Y ≤ ‖U(t)u0‖Y + C‖u‖2Y .
On the other hand, since
‖Φu1 −Φu2‖Z˙skT ≤ C‖f(u1)− f(u2)‖N˙ skT
with
f(u1)− f(u2) = [π(u0, u1 − u2)− π(u1, u1 − u2)]− [π(u1, u2)− π(u2, u2)]
+ [g(u1)− g(u2)],
we have
‖Φu1 − Φu2‖Z˙skT ≤ C‖u1 − u2‖Z˙skT (‖u1‖X˙skT + ‖u2‖X˙skT ).
Therefore, we choose η > 0 small and then T = T (‖u0‖Hs , s) > 0 much
smaller (to guarantee smallness of ‖U(t)u0‖Y by Lemma 3.7), we see that Φ
becomes a well-defined contraction onBY (η). By a fixed-point procedure, we
can find a solution in Z˙skT . The remaining part of the proof is standard. 
So far, if the initial data u0 lies in H
s with s > sk, we have constructed
H˙sk solution with the lifespan only depending on ‖u0‖Hs . It turns out that
this H˙sk solution can be upgraded to the Hs solution.
Proposition 3.9 (Persistence of regularity). Let s > sk. Suppose that
we have a H˙sk solution u ∈ Z˙skI for some compact time interval I with
u(t0) ∈ Hs for some t0 ∈ I. Then, u ∈ ZsI .
Proof. By time translation and reversing symmetries, we may assume that
I = [0, T ] and t0 = 0. Let u0 := u(t0) ∈ Hs. Applying the critical well-
posedness (Theorem 1.1), we can construct Hs solution u˜ with initial data
u0 ∈ Hs. Suppose that this Hs solution u˜ is defined on [0, T1) where T1 > 0
is chosen to be maximal. If T1 > T , then u˜ = u on [0, T ] by uniqueness, so
the conclusion follows easily.
We now consider the case when T1 ≤ T . In this case, uniqueness only tells
us that u˜ = u on [0, T1) and we do not know whether u˜ can be defined at time
T1 or not. Due to continuity of t 7→ u(t) ∈ H˙sk at t = T1 and Remark 3.6,
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there exists δ > 0 such that for any t1 ∈ [T1 − δ, T1] the following distorted
linear estimate is valid on the interval [T1 − δ, T1]: if u solves
(∂t +H∂xx)u+ π(u(t1), u) = f˜
then we have the bound
‖u‖Zs
[t1,T1−η]
. ‖u(t1)‖Hs + ‖f˜‖N s
[t1,T1−η]
.
for any η ∈ (0, T1 − t1). We remark that the implicit constant above does
not depend on choice of t1 and η. In our situation, we substitute f˜ =
π(u(t1), u) − π(u, u) + g(u). If we mimic the proof of Lemma 3.3, then
(where I˜ := [t1, T1 − η])
‖f˜‖N s
I˜
. ‖u− u(t1)‖kLkxL∞[t1,T1]‖u‖X
s
I˜
+ ‖u‖k−1
LkxL
∞
[t1,T1]
‖u‖X˙sk
[t1,T1]
‖u‖Xs
I˜
.
Because
lim
t1↑T1
(‖u− u(t1)‖LkxL∞[t1,T1] + ‖u‖X˙sk[t1,T1]) = 0,
we have ‖f˜‖N s
[t1,T1−η]
≪ ‖u‖Xs
[t1,T1−η]
whenever t1 is sufficiently close to T1.
Fixing such t1, we have
‖u‖Zs
[t1,T1−η]
. ‖u(t1)‖Hs .
As η ∈ (0, T1 − t1) is arbitrary, we obtain in particular
sup
t∈[0,T1)
‖u(t)‖Hs <∞.
Since u(t)→ u(T1) in H˙sk as t ↑ T1, we have
‖u(T1)‖Hs ≤ lim inf
t↑T1
‖u(t)‖Hs <∞.
Therefore, u(T1) lies in H
s and we can construct Hs solution at time T1
both forward and backward in time. This should extend the solution u˜,
which yields a contradiction. 
Proof of Theorem 1.2. (Subcritical LWP) Let s > sk. For any u0 ∈ Hs, by
Corollary 3.8, there exists T = T (‖u0‖Hs) > 0 and H˙sk solution u ∈ Z˙skT
with initial data u0. By persistence of regularity (Proposition 3.9), the
solution u indeed lies in ZsT . This proves existence part. The uniqueness
part and continuity of the solution map is standard.
(GWP and conservation laws) Note that persistence of regularity and lo-
cal well-posedness guarantees that we can approximate any H
1
2 solutions by
smooth solutions. Since the mass and energy functionals are H
1
2 continuous,
we obtain mass and energy conservation laws. Combining with the subcrit-
ical well-posedness, the global well-posedness follows for H
1
2 solutions. If
s ≥ 12 , then we can use persistence of regularity to transfer the results for
H
1
2 solutions to Hs solutions. 
Remark 3.10. Even in case of the focusing (gBO) with k ≥ 4, subcritical
well-posedness part of Theorem 1.2 still holds. Therefore, one can have
global well-posedness of focusing (gBO) with initial data satisfying certain
mass, energy, and kinetic energy assumptions. See [8, Theorem 1.1].
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4. Existence of Critical Element
From this section, we start proving Theorem 1.3. The scheme of the
proof is a compactness-contradiction argument, which originates from the
pioneering work of Kenig and Merle in the setting of energy-critical nonlinear
Schro¨dinger and wave equation [12, 13]. The argument then successfully
implemented in the scattering problem of various semilinear equations, such
as nonlinear Schro¨dinger or wave equations. In case of mass-critical and
mass-supercritical (gKdV), see [6] and [9].
Having the global well-posedness, we first derive a criterion that deter-
mines whether a solution scatters or not. It will be written in terms of
finiteness of the spacetime norms X˙skt and L
k
xL
∞
t . Having established the
criterion, suppose that Theorem 1.3 fails. Then, there exists a critical el-
ement that does not scatter and attains minimal mass/energy. A genuine
property of this critical element is that it should stay in a compact set mod-
ulo symmetries of the equation (modulo spatial translations in our setting.)
This section is devoted to obtain existence of such a critical element and its
compactness property. To this end, as in other contexts, we use the pro-
file decomposition and perturbation theory. Theorem 1.3 will be proved in
Section 5 once we show that such a critical element indeed cannot exist.
In other literatures, the linear profile decomposition and long-time per-
turbation theory are used to obtain the nonlinear profile decomposition,
that is, the sum of nonlinear profiles becomes an approximate solution. In
our setting, however, we encounter a technical difficulty to deduce long-time
perturbation theory from local well-posedness. It is because the iteration
norms contain L∞-type norms LkxL
∞
t and X˙
sk
t , in which subdivision of time
interval does not guarantee the smallness of LkxL
∞
Ij
for a short time inter-
val Ij . Instead of obtaining a general form of long-time perturbation, we
directly prove that nonlinear profile decomposition holds.
In Section 4.1, we derive the aforementioned criterion. In Section 4.2, we
derive and discuss more about the linear profile decomposition. In Section
4.3, we prove the nonlinear profile decomposition. In Section 4.4, we finally
construct a critical element. The last subsection (Section 4.5) is devoted to
estimate the error term appeared in Section 4.3.
4.1. Scattering Criterion. In this subsection, we derive the scattering
criterion in terms of spacetime norms. This is nothing but the local theory
at time ±∞. In contrast to the usual local theory, we cannot make small
L∞x L
2
T+ norm with choosing T large.
10 Fortunately, we can have small
LkxL
∞
T+ norm and this allows us to achieve local well-posedness at time +∞.
This will be done for the original formulation of (gBO), not the distorted
equation (3.4).
Lemma 4.1 (Vanishing of LkxL
∞
T+). Let k ≥ 4. For any η > 0 and ϕ ∈ H˙sk ,
there exists T = T (η, ϕ) <∞ such that
‖V (t)ϕ‖LkxL∞T+ < η.
10In view of the sharp local smoothing estimate ‖D
1/2
x V (t)u0‖L∞
x
L2
t
∼ ‖u0‖L2
x
, we do
not expect that L∞x L
2
[T,+∞) norm becomes small.
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Proof. From the linear estimates, we have ‖V (t)ϕ‖LkxL∞t . ‖ϕ‖H˙sk . By
density argument, we may assume that ϕ is Schwartz. By DCT, it suffices
to show that for each x ∈ R, ‖[V (t)ϕ](x)‖L∞T+ goes to zero as T → +∞.
This follows by the usual dispersive estimate. 
As we shall use the formulation (gBO) instead of (3.4), we need to esti-
mate the whole nonlinearity F (u) of (gBO). The following nonlinear esti-
mates are direct consequences of Lemma 3.3.
Corollary 4.2 (More estimates). Let k ≥ 4 and I be an interval. We have
‖F (u)‖N˙ skI . ‖u‖
k−1
LkxL
∞
I
‖u‖2
Z˙
sk
I
,
‖F (u)− F (v)‖N˙ skI . ‖u− v‖Z˙skI
(‖u‖k−2
LkxL
∞
I
+ ‖v‖k−2
LkxL
∞
I
)(‖u‖2
Z˙
sk
I
+ ‖v‖2
Z˙
sk
I
)
.
Proof. Apply Lemma 3.3 for the following expressions.
F (u) = −π(u, u) + g(u)
F (u)− F (v) = −π(u, u− v)− [π(u, v) − π(v, v)] + [g(u) − g(v)].

Proposition 4.3 (Existence of wave operator). Let k ≥ 4.
1. For any u˜+ ∈ H˙sk , there exists r > 0 and T = T (u˜+) < +∞ such that any
u+ ∈ BH˙sk (u˜+; r) admits a unique H˙sk solution u in CT+H˙sk∩LkxL∞T+∩X˙skT+
which scatters to V (t)u+ in H˙
sk forward in time. Moreover, the solution u
indeed lies in Z˙skT+ and the solution map u+ 7→ u ∈ Z˙skT+ is locally Lipschitz.
2. Let s ≥ sk. Then, the Hs-version of the result holds. That is, the same
result holds for CT+H
s ∩ LkxL∞T+ ∩XsT+, Hs, and ZsT+.
Proof. We only prove the first statement, as the second one can be proven
in a similar manner. Given u+ ∈ H˙sk , consider the operator
[Φu](t) = V (t)u+ −
ˆ ∞
t
V (t− s)F (u(s))ds.
Let us consider the norm
‖u‖Λ := ‖u‖LkxL∞T+ + δ‖u‖X˙skT+∩L∞T+H˙skx ,
where 0 < δ ≪ 1 to be chosen later. We shall apply the contraction mapping
principle on BΛ(0; δ
3
4 ).
We present linear and nonlinear estimates. For the linear evolution, we
estimate
‖V (t)u+‖Λ . ‖V (t)u˜+‖LkxL∞T+ + ‖u˜+ − u+‖H˙sk + δ‖u+‖H˙sk .
For the nonlinear estimate, we apply Corollary 4.2 to obtain
‖F (u) − F (v)‖N˙ skT+ . ‖u− v‖Λ(‖u‖
k−2
LkxL
∞
T+
+ ‖v‖k−2
LkxL
∞
T+
)(‖u‖2Λ + ‖v‖2Λ)
. δ
3k
4
−2‖u− v‖Z˙skT+ .
If in particular v = 0, then
‖F (u)‖N˙ skT+ . δ
3k
4
−2‖u‖Λ.
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Therefore,
‖Φu‖Λ . ‖V (t)u+‖LkxL∞T+ + r + δ‖u+‖H˙sk + δ
3k
4
−2‖u‖Λ,
‖Φu− Φv‖Λ . δ
3k
4
−2‖u− v‖Λ.
If we choose δ sufficiently small, r small, and choosing T = T (u+) sufficiently
large, then Φ becomes a contraction.
We now show that any solution u ∈ CT+H˙sk ∩ LkxL∞T+ ∩ X˙skT+ indeed lies
in Z˙skT+. We only show (3.3), that is, ‖u‖LkxL∞T+ → 0 as T → +∞. To show
this, by the Duhamel formula,
‖u‖LkxL∞T+ ≤ ‖V (t)u+‖LkxL∞T+ + ‖F (u)‖N˙ skT+ .
As T → +∞, we use Lemma 4.1 for the linear evolution and DCT for the
nonlinear evolution to obtain u ∈ Z˙skT+. 
We now state the scattering criterion. In contrast to the case of mass-
critical (gKdV), we should keep track of two norms LkxL
∞
T+ and X˙
sk
T+. As
we discussed in Section 3, we have one derivative in the nonlinearity, but
the local smoothing estimate recovers at most half derivative. Thus we are
forced to use L∞ type spacetime norms. Consult Section 3.1.
Proposition 4.4 (Scattering Criterion). Let u be a global H
1
2 solution sat-
isfying ‖u‖LkxL∞T++‖u‖X˙skT+ <∞ for some T < +∞. Then, u scatters in H
1
2
forward in time. In particular, u belongs to Z
1
2
T+. The analogous statement
holds for backward in time.
Proof. We first show that u scatters in H˙sk . To this end, it suffices to show
that
t 7→
ˆ t
0
V (−s)F (u(s))ds
converges in H˙sk as t→ +∞. By linear estimates, observe that∥∥∥ˆ t1
t0
V (−s)F (u(s))ds
∥∥∥
H˙sk
. ‖F (u)‖N˙ sk
[t0,t1]
.
Since ‖F (u)‖N˙ skT+ <∞, Lebesgue’s DCT implies H˙
sk scattering. Denote the
scattering state by u+ ∈ H˙sk .
To conclude that u scatters in H
1
2 , observe from the mass/energy conser-
vation that u+ indeed belongs to H
1
2 . Applying Proposition 4.3, u indeed
lies in Z
1
2
T+ and scatters to u+. 
For small initial data, we have both global well-posedness and scattering.
Theorem 4.5 (Small Data GWP and Scattering). Let k ≥ 4.
1. There exists η > 0 such that any initial data u0 ∈ H˙sk with ‖u0‖H˙sk < η
admits a unique H˙sk-solution u to (gBO) in Z˙skt . Moreover, the solution
map from BH˙sk (0; η) to Z˙
sk
t is Lipschitz.
2. The solution u scatters in H˙sk both forward and backward in time.
3. For s ≥ sk, the Hs-version of the result holds.
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Proof. The proof is standard once one obtains Corollary 4.2 and exploit
smallness of the initial data. Indeed, given u0 ∈ H˙sk with ‖u0‖H˙sk ≤ η, we
consider the operator Φ defined by
[Φu](t) := V (t)u0 +
ˆ t
0
V (t− s)F (s)ds.
For some r chosen later, we iterate on the space BZ˙skt
(0; r). By the linear
estimates and Corollary 4.2, we have
‖Φu‖Z˙skt . ‖u0‖H˙sk + ‖u‖
k+1
Z˙
sk
t
. η + rk+1
‖Φu− Φv‖Z˙skt . ‖u− v‖Z˙skt
(‖u‖k
Z˙
sk
t
+ ‖v‖k
Z˙
sk
t
).
. rk‖u− v‖Z˙skt .
By choosing r small and then η small, Φ becomes a contraction. The re-
maining parts of the proof are fairly standard. 
Remark 4.6. In fact, the small data global well-posedness and scattering can
be obtained using the usual local smoothing norms instead of Besov type
norms. See [21, Appendix A.1]. There, one avoids paraproduct decompo-
sition of the nonlinearity, but should use fractional Leibniz rules. In the
following, we only need local theory in terms of Z˙skt norm.
4.2. Linear Profile Decomposition. One of the main ingredients of compactness-
contradiction argument is the profile decomposition. This type of results
was intensively exploited in the study of critical dispersive equations for last
decades. We start with the linear profile decomposition. Consider the linear
estimate (for k ≥ 4)
‖V (t)u0‖LkxL∞t . ‖u0‖H 12 .
This embedding is not compact due to two noncompact symmetries:
1. time translations u0 7→ V (t0)u0 for any t0 ∈ R, and
2. spatial translations u0 7→ u0(· − x0) for any x0 ∈ R.
Remark 4.7. If we replace ‖u0‖H1/2 by ‖u0‖H˙sk , then we have one more
additional symmetry: the scaling symmetry u0 7→ λ1/ku0(λ·) for any λ > 0.
Roughly speaking, the linear profile decomposition says that these sym-
metries are essentially all the sources of lack of compactness for the linear
estimate H
1
2 → LkxL∞t . Let us state the linear profile decomposition.
Proposition 4.8 (Linear Profile Decomposition). Let k > 4 and {un}n∈N
be bounded in H
1
2 . After passing to a subsequence in n if necessary, there
exist profiles {φj}j∈N ⊂ H 12 , spatial parameters {xjn}n,j∈N ⊂ R, and time
parameters {tjn}n,j∈N ⊂ R, and defining wJn for each J ∈ N by
un =
J∑
j=1
V (tjn)φ
j(· − xjn) + wJn ,
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satisfying the following properties.
1. (Asymptotic orthogonality in H˙s) For any s ∈ [0, 12 ] and J ∈ N, we have
(4.1) lim
n→∞
[
‖un‖2H˙s −
J∑
j=1
‖φj‖2
H˙s
− ‖wJn‖2H˙s
]
= 0.
2. (Asymptotic vanishing of the remainder) We have
(4.2) lim
J→∞
lim sup
n→∞
‖V (t)wJn‖LkxL∞t = 0.
3. (Asymptotic vanishing of weak limit) For any j ≤ J <∞, we have
(4.3) V (−tjn)wJn(·+ xjn)⇀ 0 weakly in H
1
2 .
4. (Asymptotic separation of parameters) For each j 6= j′, we have
(4.4) |xjn − xj
′
n |+ |tjn − tj
′
n | → ∞.
Proof. The proof is standard, especially very similar to that in [7, Lemma
2.1]. For sake of completeness, we include it in Appendix A. 
Remark 4.9. Although the embedding ‖V (t)u0‖LkxL∞t . ‖u0‖H 12 is true for
k ≥ 4, we do not know whether (4.2) is true for k = 4. The L4xL∞t estimate
is at the genuine endpoint in local smoothing estimates. As one can see in
the proof of Proposition 4.8, one has to use interpolation. If (4.2) were true
for k = 4, Theorem 1.3 holds for k = 4.
Remark 4.10. One may ask whether (4.2) is true if we replace LkxL
∞
t -norm by
X˙
sk
t -norm. However, this seems to be impossible. Indeed, the linear estimate
‖D1/2x V (t)u0‖L∞x L2t ∼ ‖u0‖L2x says that ‖V (t)wJn‖X˙skt ∼ ‖w
J
n‖H˙sk . Hence,
asymptotic vanishing of X˙skt -norm is equivalent to asymptotic vanishing of
H˙sk -norm, which seems to be impossible.
Let us discuss the statements of Proposition 4.8. There can be infinitely
many profiles φj . However, the time and spatial parameters associated to
each profiles should be far enough, so that each (time and spatial translated)
profile contributes to un almost orthogonally. After deleting the contribu-
tions of profiles, the remainder term should asymptotically vanish in LkxL
∞
t
norm. This is the heart of compactness modulo symmetries.
4.3. Nonlinear Profile Decomposition. As we are dealing with the non-
linear equation, we will obtain a nonlinear version of the linear profile de-
composition. We refer to as the nonlinear profile decomposition (Theorem
4.11) holds if the sum of nonlinear profiles approximate nonlinear solutions
to the original equation. In other contexts, this is achieved by the long-
time perturbation theory. The long-time perturbation theory is basically a
consequence of concatenating short-time perturbation theory, in which one
exploits smallness of solution norms on each small time interval. In our case,
however, the solution norm contains LkxL
∞
I norm that may not be small even
for a short time interval I. Thus obtaining the long-time perturbation and
hence nonlinear profile decomposition here becomes more delicate.
SCATTERING FOR DEFOCUSING GBO 31
We now introduce the nonlinear profile decomposition in more concrete
terms. Let {un(0)}n∈N be a bounded sequence in H 12 . We apply the lin-
ear profile decomposition (Proposition 4.8) to {un(0)}n∈N and follow the
notations made in that proposition.
Possibly taking a further subsequence, we may assume that tjn converges
in [−∞,+∞]. If tjn → tj ∈ (−∞,+∞), then we may replace φj by V (tj)φj
and tjn by t
j
n − tj to assume that tjn → 0. Moreover, replacing wJn by wJn +∑J
j=1[V (t
j
n)φj − φj ], we may assume that tjn ≡ 0.
By global well-posedness of (gBO) (Theorem 1.2), there exist global H
1
2
solutions vj for each j ∈ N such that vj(0) = φj if tjn ≡ 0, vj scatters forward
to V (t)φj if tjn → +∞, and vj scatters to forward to V (t)φj if tjn → −∞.
These vj ’s are referred to as nonlinear profiles associated to {un(0)}n∈N. We
define
vjn(t) := v
j(t+ tjn, · − xjn),
uJn(t) :=
J∑
j=1
vjn(t),
u˜Jn(t) := u
J
n(t) + V (t)w
J
n .
Note that u˜Jn and u
J
n are globally defined. The approximate solutions {u˜Jn}n,J∈N
will be referred to as a nonlinear profile decomposition associated to {un(0)}n∈N.11
We now state the main theorem of this subsection.
Theorem 4.11 (Nonlinear Profile Decomposition). Consider a nonlinear
profile decomposition {u˜Jn}n,J∈N associated to a bounded sequence {un(0)}n∈N ⊂
H
1
2 . Let I ⊆ R be a fixed interval (possibly I = R) containing 0. If
‖vj‖Z˙skI <∞ for all j ∈ N, then
lim
J→∞
lim sup
n→∞
‖u˜Jn − un‖Z˙skI = 0.
In particular, combining this with Lemma 4.13 below, we have
lim sup
n→∞
‖un‖Z˙skI <∞.
Theorem 4.11 will be proved after we establish an appropriate perturba-
tion theory. We now list some properties of the nonlinear profile decompo-
sition associated to {un(0)}n∈N. Namings of the lemmas presented below
follow [18].
Lemma 4.12 (Asymptotic agreement of initial data). We have
sup
J
lim sup
n→∞
‖u˜Jn(0) − un(0)‖H 12 = 0.
Proof. Observe that
‖u˜Jn(0) − un(0)‖H 12 =
∑
j≤J :|tjn|→∞
‖vj(tjn)− V (tjn)φ1‖H 12 .
11Here, we use the terminology “nonlinear profile decomposition” in two different ways.
On the one hand, we call {u˜Jn}n,J∈N as a nonlinear profile decomposition. On the other
hand, the statement of Theorem 4.11 is said that nonlinear profile decomposition holds.
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The conclusion follows by the construction of vj . 
Lemma 4.13 (Uniform boundedness of approximate solutions). Let I ⊆ R
be a fixed interval (possibly I = R). If ‖vj‖Z˙skI <∞ for all j ∈ N, we have
sup
J
lim sup
n→∞
(‖u˜Jn‖Z˙skI + ‖u˜Jn‖L∞I H 12x ) <∞.
Proof. For notational simplicity, we only prove the case I = R. Fix 0 < η0 ≪
1 such that we can apply the small data theory for φj having H
1
2 -norm less
than η0. Choose J1 ∈ N such that( ∑
j>J1
‖φj‖2
H
1
2
) 1
2 ≤ η0.
We then see by Duhamel’s principle that
sup
J
lim sup
n→∞
‖
J∑
j>J1
vjn‖Z˙skt
. sup
J
lim sup
n→∞
‖
J∑
j>J1
vjn(0)‖H˙sk +
J∑
j>J1
‖π(vj , vj)‖N˙ skt + ‖g(v
j)‖N˙ skt
. sup
J
( J∑
j>J1
‖φj‖2
H˙sk
) 1
2
+
J∑
j>J1
‖φj‖k+1
H˙sk
. η0.
Applying exactly the same method with replacing H˙sk by H
1
2 , we have
sup
J
lim sup
n→∞
‖
J∑
j>J1
vjn‖
L∞t H
1
2
x
. η0.
Since only finitely many profiles are left, (applying mass/energy conservation
when we bound L∞t H
1
2
x ) the conclusion follows. 
Lemma 4.14 (Error estimation). Let I ⊆ R be a fixed interval (possibly
I = R). If ‖vj‖Z˙skI <∞ for all j ∈ N, we have
lim
J→∞
lim sup
n→∞
‖F (u˜Jn)−
J∑
j=1
F (vjn)‖N˙ skI = 0.
Proof. We postpone the proof in Section 4.5. 
We now go back to our discussion of technical difficulties arising from
long-time perturbation theory. It is instructive to compare with the mass-
critical (gKdV) long-time perturbation theory [16], which we shall state as
follows. Suppose that u˜ solves
(∂t + ∂xxx)u˜ = ∂x(u˜
5) + e
with initial data u˜0 and satisfies
‖u˜0‖L∞I L2x ≤M and ‖u˜‖L5xL10I ≤ L
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for some finite M and L. Then, there exists ǫ0 = ǫ0(M,L) > 0 such that
whenever
‖u0 − u˜0‖L2x + ‖D−1x e‖L1xL2I ≤ ǫ
for some 0 < ǫ < ǫ0, we have
‖u− u˜‖L5xL10I .M,L ǫ.
The case when L is chosen sufficiently small constant is called the short-time
perturbation theory.
The main step in proving the above perturbation theory is to subdivide
the interval I into L-dependently many subintervals (say j = 1, . . . , N(J))
on which u˜ has sufficiently small L5xL
10
Ij
norm. Once u˜ has small L5xL
10
Ij
norm, by a short-time perturbation, one can conclude that u˜ is close to
u. One then inductively applies the short-time perturbation, but only L-
dependently many times to have the desired long-time perturbation.
In our case, X˙skI and L
k
xL
∞
I are the iteration spaces in place of L
5
xL
10
I .
The problem is that, as X˙skI and L
k
xL
∞
I contains L
∞ norm (either in x or
t), subdivision of the interval I into small subintervals does not guarantee
small X˙skIj or L
k
xL
∞
Ij
norm. Thus, we do not expect the long-time perturba-
tion analogous to that of (gKdV), which is written in terms of M and L.
Therefore, we shall not attempt to obtain such a general long-time perturba-
tion theory. Instead, we directly prove the nonlinear profile decomposition
(Theorem 4.11).
The first observation in proving the nonlinear profile decomposition is
that, as in many other literatures, short-time perturbation is merely a slight
generalization of the local theory (Section 3). This still holds in our setting,
so we can obtain short-time perturbation similar to that of (gKdV). In
other words, the short-time perturbation can be obtained by exploiting the
smallness of ‖vj − vj(0)‖LkxL∞T and ‖vj‖X˙skT to the distorted equation (3.4)
when T is sufficiently small. This justifies approximating two close solutions
on compact time intervals. However, this cannot take care of the case when
we compare two solutions on unbounded intervals.
In order to take care of unbounded intervals, our second observation is to
utilize Proposition 4.3. In Proposition 4.3, we saw that smallness of LkxL
∞
T+
is obtained for scattering solutions, so a perturbation theory on [T,+∞) can
be obtained.
Therefore, we must obtain two types of perturbation lemmas. The first
one is associated to the usual local theory, which takes care of compact
intervals. The second one is associated to the local theory at time ±∞,
which takes care of remaining unbounded intervals.
Lemma 4.15 (Perturbation lemma, I). Suppose that u˜ and u solve
(∂t +H∂xx)u˜ = F (u˜) + e
(∂t +H∂xx)u = F (u)
and satisfy
‖u˜‖Z˙skI + ‖u˜‖L∞I H
1
2
x
≤M.
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Then, there exists ǫ0 = ǫ0(M) > 0 such that whenever I has length shorter
than ǫ0 and
‖u˜− u˜(t0)‖LkxL∞I + ‖u˜‖X˙skI ≤ ǫ0,
‖u˜(t0)− u(t0)‖H˙sk ≤ ǫ < ǫ0,
‖e‖N˙ skI ≤ ǫ < ǫ0
for some t0 ∈ I and ǫ ∈ (0, ǫ0), we have
‖u˜− u‖Z˙I . ǫ.
Proof. Let w = u˜− u. As we do not have smallness of ‖u˜‖LkxL∞I , we use
(∂t +H∂xx)u˜+ π(u˜(t0), u˜) = [π(u˜(t0), ·) − π(u˜, ·)](u˜) + g(u˜) + e,
(∂t +H∂xx)u+ π(u˜(t0), u) = [π(u˜(t0), ·) − π(u, ·)](u) + g(u).
Therefore, we have
(∂t +H∂xx)w + π(u˜(t0), w)
= [π(u˜(t0), ·) − π(u˜, ·)](w) + [π(u˜, ·) − π(u, ·)](u) + g(u˜)− g(u).
As we are assuming that I is short enough, we apply Corollary 3.5 and
Lemma 3.3 to obtain
‖w‖Z˙skI . pk(M)
[‖w(t0)‖H˙sk+ǫ0Mk−1‖w‖Z˙skI +ǫ20Mk−2‖w‖Z˙skI +pk,M(‖w‖Z˙skI )]
for some higher order polynomial pk,M . By a continuity argument, we have
‖w‖Z˙skI . ‖w(t0)‖H˙sk . ǫ.

Lemma 4.16 (Perturbation lemma, II). Suppose that u˜ and u solve
(∂t +H∂xx)u˜ = F (u˜) + e
(∂t +H∂xx)u = F (u)
and satisfy
‖u˜‖Z˙skI ≤M.
Then there exists ǫ0 = ǫ0(M) > 0 such that whenever
‖u˜‖LkxL∞I ≤ ǫ0,
‖u˜(t0)− u(t0)‖H˙sk ≤ ǫ < ǫ0,
‖e‖N˙ skI ≤ ǫ < ǫ0
for some t0 ∈ I and ǫ ∈ (0, ǫ0), we have
‖u˜− u‖Z˙skI . ǫ.
Proof. Let w = u˜− u. By Duhamel’s formula,
w(t) = V (t− t0)w(t0) +
ˆ t
t0
V (t− s)[F (u˜)− F (u) + e](s)ds.
By Corollary 4.2 and our hypothesis, we have
‖w‖Z˙skI . ‖w(t0)‖H˙sk + ‖F (u˜)− F (u)‖N˙ skI + ‖e‖N˙ skI
. ‖w(t0)‖H˙sk + ǫk−20 M2‖w‖Z˙skI + ‖e‖N˙ skI + pk,M(‖w‖Z˙skt ),
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for some higher order polynomial pk,M . By a continuity argument, we have
‖w‖Z˙skI . ‖w(t0)‖H˙sk . ǫ.

With the above perturbation lemmas in hand, we explain how we handle
the long-time control of u˜Jn and un. In view of uniform boundedness of
initial data in H
1
2 , there are only finitely many large profiles. Note that
there can be infinitely many small profiles, but they will not cause problems
due to almost orthogonality and small data global theory. We immediately
estimate the sum of small profiles by a small Z norm.
It remains to treat large profiles, which are finitely many! Because each
nonlinear profile scatters by our hypothesis in Theorem 4.11, we can truncate
intervals (−∞,−T ] and [T,+∞) on which local theory at time ±∞ (Lemma
4.16) holds. Then, the remaining intermediate interval is compact. We then
subdivide that compact interval into finitely many short subintervals so that
we can apply Lemma 4.15. This is the main idea of Lemma 4.17 how we
can chop the time interval into subintervals on which perturbation lemmas
are applicable, and hence, prove Theorem 4.11.
Proof of Theorem 4.11. From Lemma 4.13, we fix M <∞ satisfying
sup
J
lim sup
n→∞
(‖u˜Jn‖Z˙skI + ‖u˜Jn‖L∞I H 12x ) < M.
Choose η = ǫ0(2M) > 0 in Lemmas 4.16 and 4.15. We then apply the
following lemma.
Lemma 4.17 (Subdivision of R). Let {u˜Jn}n,J∈N and M as above. For any
η > 0, there exists N ∈ N such that for all large J and n > n(J), there exist
intervals IJn,1, I
J
n,2, . . . , I
J
n,N partitioning I such that every I
J
n,ℓ satisfies one
of the following properties:
1. (type-I) we have ‖u˜Jn− u˜Jn(inf In,ℓ)‖LkxL∞IJ
n,ℓ
+ ‖u˜Jn‖X˙sk
IJ
n,ℓ
. η and the length
of IJn,ℓ is sufficiently short so that we can apply Corollary 3.5.
2. (type-II) we have ‖u˜Jn‖LkxL∞IJ
n,ℓ
. η.
Proof. For notational simplicity, we only prove for the case of I = R. Let
us first consider small data part. Choose J1 ∈ N such that( ∑
j>J1
‖φj‖2
H
1
2
) 1
2
. η
and small data theory is applicable for each vj , j > J1. As in the proof of
Lemma 4.13, we have
lim
J→∞
lim sup
n→∞
‖
J∑
j>J1
vjn‖Z˙skt . η.
We now consider large profiles v1n, . . . , v
J1
n . For each v
j
n, by Proposition
4.4 and definition of the space Z˙skt , we can partition R into
R = (−∞, sjn,1] ∪ [sjn,1, sjn,2] ∪ · · · ∪ [sjn,Nj−1, s
j
n,Nj
] ∪ [sjn,Nj ,+∞)
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so that (−∞, sjn,1] and [sjn,Nj ,∞) are type-II intervals with v
j
n,
η
J1
in place
of u˜Jn, η, respectively and [s
j
n,1, s
j
n,2], [s
j
n,2, s
j
n,3], . . . , and [s
j
n,Nj−1
, s
j
n,Nj
] are
type-I intervals with vjn,
η
J1
in place of u˜Jn, η, respectively. We may further
assume that |sjn,ℓ− sjn,ℓ−1| < ǫ for all ℓ = 2, . . . , Nj , where ǫ > 0 satisfies the
following property:
sup
1≤j≤J1
(
‖vj − vj(t0)‖LkxL∞I˜ + ‖v
j‖X˙sk
I˜
)
.
η
J1
whenever I˜ is a time interval whose length is shorter than ǫ and t0 ∈ I˜.
Note that such ǫ exists because each vj lies in Z
1
2
t (by Proposition 4.4) and
we can use regularity. We then consider the refinement of the all intervals
found above and use the triangle inequality.
For the remaining term, note that
lim
J→∞
lim sup
n→∞
‖V (t)wJn‖LkxL∞t = 0,
so it suffices to consider X˙skt -norm on type-I intervals (say I). By the Sobolev
embedding and Ho¨lder’s inequality, we have
‖V (t)wJn‖X˙skI . ǫ
0+‖wJn‖H 12 . ǫ
0+M.
Therefore, it suffices to choose ǫ = ǫ(M,η) > 0 small so that ǫ0+M . η and
Corollary 3.5 is applicable on intervals having length less than ǫ. 
From Lemma 4.17, we have finitely many (profile decomposition depen-
dently, not n or J dependently) intervals partitioning R on which Lemma
4.16 and 4.15 are applicable. Because we have asymptotic agreement of ini-
tial data (Lemma 4.12) and asymptotic vanishing of error (Lemma 4.14), we
have the conclusion. 
Local well-posedness theory guarantees that if two initial data are close,
then corresponding solutions are close on a compact time interval measured
in Z norm. Due to Theorem 4.11, if u is a scattering solution, we have
a perturbation result in a neighborhood of u, even on an unbounded time
interval (say [T,+∞)). More precisely, we have the following corollary.
Corollary 4.18 (Closeness of solutions on an unbounded interval). Let u
and un be H
1
2 solutions to (gBO) such that ‖u‖Z˙skI <∞ and un(t0)→ u(t0)
in H
1
2 for some t0 ∈ I. Then, ‖un − u‖Z˙skI → 0.
Proof. Since un(t0) converges to u(t0) in H
1
2 ,
u˜n(t) := u(t) + V (t− t0)(un(t0)− u(t0))
becomes a nonlinear profile decomposition associated to {un(t0)}n∈N (with
J = 1). As ‖u‖Z˙skI < ∞, we can use the longtime perturbation theory to
obtain
lim
n→∞
‖u˜n − un‖Z˙skI = 0.
Because ‖u˜n − u‖Z˙skI . ‖un(t0)− u(t0)‖H˙sk goes to zero, we have
lim
n→∞
‖u˜n − u‖Z˙skI = 0.
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This completes the proof. 
4.4. Existence of the Critical Element. Having established the non-
linear profile decomposition, we now construct a critical element. Define
functionals
A(u) :=M(u) + E(u),
SR(u) := ‖u‖X˙skt + ‖u‖LkxL∞t ,
L(A) := sup{SR(u) : A(u) ≤ A}.
Suppose that Theorem 1.3 fails. Then, there exists some A0 <∞ satisfying
L(A0) = +∞. We define a critical value
Ac := inf{A : L(A) = +∞}.
By the small data theory (Theorem 4.5), we have 0 < Ac ≤ A0 < ∞. In
other words, Ac is the threshold in a sense that every solution having A less
than Ac should scatter but a solution having A greater than Ac may not
scatter.
Lemma 4.19. The function L is continuous at A = Ac and L(Ac) = +∞.
Proof. We first show that L(Ac) = +∞. Suppose not; we assume L(Ac) <
+∞. Then, there exists a sequence {un(0)}n∈N in H 12 such that A(un) ↓ Ac
but SR(un) ↑ +∞. Consider a nonlinear profile decomposition associated
to un. Note that all profiles have A less than or equal to Ac. There-
fore, we can apply longtime perturbation (Theorem 4.11) and conclude that
lim supn→∞ SR(un) <∞. This is absurd.
We now show that L(A) ↑ +∞ as A ↑ Ac. For any sufficiently large
M , we can choose u such that A(u) = Ac and SR(u) > M . Then, we can
choose a compact interval I ⊂ R such that SI(u) > M . Consider an initial
data u0,ǫ = (1 − ǫ)u0. By local well-posedness, we have SI(u0,ǫ) > M for a
sufficiently small ǫ. This completes the proof. 
The next proposition establishes the compactness property of critical el-
ements.
Proposition 4.20 (Palais-Smale Condition). Suppose that {un}n∈N is a
sequence of H
1
2 -solutions satisfying A(un) ≤ Ac and
lim
n→∞
S≥tn(un) = limn→∞
S≤tn(un) = +∞
for some tn. Then, possibly taking a subsequence of un, there exist spatial
parameters {xn}n∈N such that un(tn, ·+ xn) converges in H 12 .
Proof. By time translation, we may assume that tn ≡ 0. Consider a nonlin-
ear profile decomposition associated to un. We divide into two cases.
We first consider the case when supj A(φ
j) < Ac. By definition of Ac,
every vj has finite scattering norm. We apply Theorem 4.11 to obtain
lim supn→∞ SR(un) <∞. This is absurd.
The next case is when supj A(φ
j) = Ac. By asymptotic orthogonality in
H
1
2 , we have only one profile un = v
1
n + V (t)w
1
n with w
1
n → 0 strongly in
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H
1
2 . If t1n → +∞, then v1 scatters in forward by construction of v1. We
combine
S≥0(un) ≤ S≥t1n(v1) + ‖w1n‖H˙sk
with Proposition 4.3 to obtain
lim sup
n→∞
S≥0(un) ≤ lim sup
n→∞
S≥t1n(v
1) <∞,
which is absurd. Similarly, we can exclude the case t1n → −∞. Therefore,
we conclude tjn ≡ 0. In this case, un(0, · + xn) = φ1 + w1n(· + xn) converges
to φ1 strongly in H
1
2 . 
A global solution u ∈ CtH
1
2
x to (gBO) is almost periodic modulo spatial
translations (in short, almost periodic) if the set of cosets represented by
{u(t) : t ∈ R} is precompact in the quotient topology of H 12 modulo spatial
translation. Equivalently, there is x(t) ∈ R for each t such that the set
{u(t, · + x(t)) : t ∈ R}
is precompact in H
1
2 .
Theorem 4.21 (Existence of the critical element). Suppose that Theorem
1.3 fails. Then, there exists an almost periodic solution u ∈ CtH
1
2
x that does
not scatter either forward nor backward in time.
Proof. From continuity of L at A = Ac (Lemma 4.19), we can choose un
such that A(un) < Ac, A(un) ↑ Ac, and SR(un) ↑ +∞. We claim that there
exist tn ∈ R such that
lim
n→∞
S≥tn(un) = limn→∞
S≤tn(un) = +∞.
Because A(un) < Ac, the solutions un scatter in H
1
2 both forward and back-
ward in time. Therefore, we can choose t˜n ∈ R large such that S≥t˜n(un) .
Ac. Hence, using continuity of Z˙
sk
t norm, we can choose tn ∈ R for all
large n ∈ N such that S≥tn(un) = 12SR(un). We then have S≤tn(un) ≥
SR(un)−S≥tn(un) = 12SR(un) for all large n ∈ N. The claim is now proved.
By Proposition 4.20, (possibly passing to a subsequence) there exist xn ∈
R such that un(tn, · + xn) converges strongly in H 12 , say u(0). Let u
be a global H
1
2 solution with initial data u(0). We show that u does
not scatter forward in time. Suppose that S≥0(u) < ∞. Then, we have
limn→∞ S≥tn(un) = S≥0(u) < ∞ by Corollary 4.18, which makes a contra-
diction. Similarly, u does not scatter backward in time.
We now show that u is almost periodic modulo spatial translations. As
S≥0(u) = S≤0(u) = ∞, we have S≥t(u) = S≤t(u) = ∞ for all t ∈ R.
Applying Proposition 4.20 to {u(t)}t∈R, the conclusion follows. 
Let us conclude this subsection by noting a quantitative formulation of
almost periodic solutions. Using the Sobolev embedding H
1
2 →֒ Lp for any
2 ≤ p <∞ and the Arzela-Ascoli theorem in Lp space, we have the following.
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Proposition 4.22 (Arzela-Ascoli for a.p. solutions). Suppose that u ∈
CtH
1
2
x is almost periodic modulo spatial translations. Then, there exist spa-
tial parameters x(t) ∈ R for each t ∈ R such that for any p ∈ [2,∞) and
η > 0, there exists a modulus R = R(p, η, u) > 0 such that
sup
t∈R
( ˆ
|x−x(t)|>R
|u(t, x)|pdx
)
< η.
Remark 4.23. In other contexts of critical setting, {u(t)}t∈R is almost pe-
riodic modulo symmetries other than spatial translations, such as scalings
and frequency modulations. Thus, one introduces a frequency scale function
N(t). In terms of behavior of N(t), it is decomposed into several scenarios.
But in our case, as we work on inhomogeneous setting CtH
1
2
x , we only have
the case N(t) ≡ 1.
4.5. Proof of Lemma 4.14. In this subsection, we prove Lemma 4.14. We
first introduce several lemmas, which account for decoupling of nonlinear
profiles.
Lemma 4.24. For any s > 0, ℓ = 1, 2, . . . , k − 2, and ϕ1, ϕ2, ψ1, ψ2 ∈ Z˙skt ,
we have∥∥∥2js‖∑
r&j
(Q∼rϕ1)(Q∼rϕ2)(Q.rψ1)
ℓ(Q.rψ2)
k−1−ℓ‖L1xL2t
∥∥∥
ℓ2j
.s ‖ϕ2‖LkxL∞t ‖ψ1‖
ℓ−1
LkxL
∞
t
‖ψ2‖k−1−ℓLkxL∞t
∥∥∥2js‖(Q∼jϕ1)(Q.jψ1)‖LkxL2t∥∥∥ℓ2j .
Proof. Observe that∥∥∥2js‖∑
r&j
(Q∼rϕ1)(Q∼rϕ2)(Q.rψ1)
ℓ(Q.rψ2)
k−1−ℓ‖L1xL2t
∥∥∥
ℓ2j
≤
∥∥∥∑
r&j
2(j−r)s‖(2rsQ∼rϕ1)(Q∼rϕ2)(Q.rψ1)ℓ(Q.rψ2)k−1−ℓ‖L1xL2t
∥∥∥
ℓ2j
. ‖ϕ2‖LkxL∞t ‖ψ1‖
ℓ−1
LkxL
∞
t
‖ψ2‖k−1−ℓLkxL∞t
∥∥∥∑
r&j
2(j−r)s‖(2rsQ∼rϕ1)(Q.rψ1)‖L1xL2t
∥∥∥
ℓ2j
.
We then use Young’s inequality to obtain the conclusion. 
Lemma 4.25. For any j ∈ N and t ∈ R, we have
vj(t+ tn, ·+ xn)⇀ 0 weakly in H 12 ,
whenever |tn|+ |xn| → ∞.
Proof. It suffices to show that 〈φ, vj(t+tn, ·+xn)〉
H
1
2
→ 0 for any φ ∈ C∞c (R)
with ‖φ‖
H
1
2
= 1. We only consider the following two cases: 1. |tn| → ∞
and 2. tn → t0 ∈ R and |xn| → ∞. The remaining part of the proof is an
easy exercise.
Let us consider the first case |tn| → ∞. Because ‖vj‖Z˙skt <∞, v
j scatters
in H
1
2 both forward and backward in time. Hence, we can approximate
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vj(t+ tn, ·+ xn) by V (t+ tn)ψ(·+ xn) for some ψ ∈ H 12 for all large n. We
then approximate ψ by some ψ ∈ C∞c in H
1
2 sense. If we consider
|〈φ, vj(t+ tn, ·+ xn)〉
H
1
2
|
≤ ‖vj(t+ tn)− V (t+ tn)ψ‖
H
1
2
+ ‖ψ − ψ˜‖
H
1
2
+ ‖〈∇〉φ‖L1‖V (t+ tn)ψ˜‖L∞
and use the dispersive decay ‖V (t+ tn)ψ˜(·+xn)‖L∞ . 〈t+ tn〉− 12‖ψ˜‖L1 , we
get the conclusion.
We now consider the remaining case: tn → t0 ∈ R and |xn| → ∞. Because
vj ∈ CtH
1
2
x , we can approximate vj(t+tn) by v
j(t+t0). We then approximate
vj(t+ t0) by some ψ ∈ C∞c (R) in H
1
2 sense. More precisely, we consider
|〈φ, vj(t+ tn, ·+ xn)〉
H
1
2
|
≤ ‖vj(t+ tn)− vj(t+ t0)‖
H
1
2
+ ‖vj(t+ t0)− ψ‖
H
1
2
+ |〈φ,ψ(· + xn)〉
H
1
2
|.
We then apply Riemann-Lebesgue lemma to obtain |〈φ,ψ(·+ xn)〉
H
1
2
| → 0.
This completes the proof. 
Lemma 4.26 (Asymptotic decoupling of LkxL
2
t norm, I). For each m ∈ Z
and j 6= j′, we have
lim
n→∞
‖(Q∼mvjn)(Q.mvj
′
n )‖LkxL2t = 0.
Proof. We may assume that m = 0. Using change of variables and the
property (3.3), it suffices to show that
lim
n→∞
‖(Q.0vj′)(Q∼0vj(·+ tn)(·+ xn))‖LkxL2T = 0
whenever T <∞ and |tn|+|xn| → ∞. Here, the variables for ·+tn and ·+xn
are t and x, respectively. We shall show the assertion by DCT. Observe for
any t and x that we have a pointwise bound
sup
n∈N
|Q∼0vj(t+ tn)(x+ xn)| . ‖vj‖L∞t L2x <∞
and hence∥∥∥|Q.0vj′ |‖vj‖L∞t L2x∥∥∥LkxL2T . √T‖vj‖L∞t L2x‖vj′‖LkxL∞t <∞.
This allows us to use DCT; we are now reduced to show that
Q∼0v
j(t+ tn)(x+ xn)→ 0
for each fixed t and x. Because Q∼0 has a Schwartz convolution kernel, it
suffices to show that
vj(t+ tn, ·+ xn)⇀ 0
weakly in H
1
2 for each t. This follows from Lemma 4.25. 
Lemma 4.27 (Asymptotic decoupling of LkxL
2
t norm, II). For each j ∈ Z
and ℓ′ ≤ J , we have
lim
n→∞
‖(Q∼jV (t)wJn)(Q.jvℓ
′
n )‖LkxL2t = 0.
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Proof. We proceed similarly as in the proof of Lemma 4.26. We may assume
that j = 0. Using change of variables and limT→∞ ‖vℓ′‖LkxL∞T+ = 0, it suffices
to show that
lim
n→∞
‖(Q.0vℓ′)(Q∼0V (· − tℓ′n )wJn(·+ xℓ
′
n ))‖LkxL2T = 0
whenever T < ∞. We shall show this assertion by DCT. Observe for any t
and x that we have a pointwise bound
sup
n∈N
|Q∼0V (t− tℓ′n )wJn(x+ xℓ
′
n )| . sup
n∈N
‖wJn‖L2x <∞
and hence∥∥∥|Q.0vℓ′ | sup
n∈N
‖wJn‖L2x
∥∥∥
LkxL
2
T
.
√
T
(
sup
n∈N
‖wJn‖L2x
)
‖vj‖LkxL∞t <∞.
This allows us to use DCT; we are now reduced to show that
[Q∼0V (t− tℓ′n )wJn ](x+ xℓ
′
n )→ 0
for each fixed t and x. Because Q∼0 has a Schwartz convolution kernel and
t is fixed, it suffices to show that
[V (−tℓ′n )wJn ](·+ xℓ
′
n )⇀ 0
weakly in H
1
2 . This follows from Lemma 4.25. 
Proof of Lemma 4.14. We must show
lim
J→∞
lim sup
n→∞
‖F (u˜Jn)−
J∑
j=1
F (vjn)‖N˙ skt = 0.
We decompose
F (u˜Jn)−
J∑
j=1
F (vjn)
=
[
F (u˜Jn)−
(
F (uJn) + F (V (t)w
J
n)
)]
+
[
F (uJn)−
J∑
j=1
F (vjn)
]
+ F (V (t)wJn)
Observe first that F (u˜Jn)− [F (uJn) + F (V (t)wJn)] is a linear combination of
∂x[(u
J
n)
ℓ(V (t)wJn)
k+1−ℓ]
where 1 ≤ ℓ ≤ k. We then observe that F (uJn) −
∑J
j=1 F (v
j
n) is a linear
combination of
∂x[(v
j
n)
ℓ(vj
′
n )
k+1−ℓ]
where 1 ≤ ℓ ≤ k and j 6= j′ with j, j′ ≤ J . Therefore, in order to show our
lemma, it suffices to show the following:
lim
J→∞
lim sup
n→∞
‖∂x[(uJn)ℓ(V (t)wJn)k+1−ℓ]‖N˙ skt = 0,(4.5)
lim
n→∞
‖∂x[(vjn)ℓ(vj
′
n )
k+1−ℓ]‖N˙ skt = 0,(4.6)
lim
J→∞
lim sup
n→∞
‖F (V (t)wJn)‖N˙ skt = 0,(4.7)
whenever 1 ≤ ℓ ≤ k (and j 6= j′ for (4.6)).
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For (4.7), combine (4.2) with the following estimate
(4.7) . lim
J→∞
lim sup
n→∞
‖wJn‖H˙sk ‖V (t)wJn‖kLkxL∞t = 0.
It suffices to show the remaining estimates (4.5) and (4.6).
We now show (4.5). Fix 1 ≤ ℓ ≤ k and observe using paraproduct
decomposition that
‖∂x[(uJn)ℓ(V (t)wJn)k+1−ℓ]‖N˙ skt
. (4.8) + (4.9) + (4.10) + (4.11) + (4.12)
where ∥∥∥2j(sk+ 12 )‖(Q∼jV (t)wJn)(Q≪juJn)ℓ(Q≪jV (t)wJn)k−ℓ‖L1xL2t ∥∥∥ℓ2j(4.8) ∥∥∥2j(sk+ 12 )‖(Q∼juJn)(Q≪juJn)ℓ−1(Q≪jV (t)wJn)k+1−ℓ‖L1xL2t ∥∥∥ℓ2j(4.9) ∥∥∥2j(sk+ 12 )‖∑
r&j
(Q∼rV (t)w
J
n)
2(Q.ru
J
n)
ℓ(Q.rV (t)w
J
n)
k−1−ℓ‖L1xL2t
∥∥∥
ℓ2j
(4.10)
∥∥∥2j(sk+ 12 )‖∑
r&j
(Q∼rV (t)w
J
n)(Q∼ru
J
n)(Q.ru
J
n)
ℓ−1(Q.rV (t)w
J
n)
k−ℓ‖L1xL2t
∥∥∥
ℓ2j
(4.11)
∥∥∥2j(sk+ 12 )‖∑
r&j
(Q∼ru
J
n)
2(Q.ru
J
n)
ℓ−2(Q.rV (t)w
J
n)
k+1−ℓ‖L1xL2t
∥∥∥
ℓ2j
.(4.12)
Of course, the terms (4.10) and (4.12) should be ignored if ℓ = k and ℓ = 1,
respectively. In what follows, we separately estimate each term.
For the terms (4.9)-(4.12), we again use asymptotic vanishing of the re-
mainder (4.2). We apply Lemma 4.24 to obtain
(4.9) . ‖uJn‖X˙skt ‖u
J
n‖ℓ−1LkxL∞t ‖V (t)w
J
n‖k+1−ℓLkxL∞t ,
(4.10) . ‖wJn‖H˙sk ‖uJn‖ℓLkxL∞t ‖V (t)w
J
n‖k−ℓLkxL∞t ,
(4.11) . ‖uJn‖X˙skt ‖u
J
n‖ℓ−1LkxL∞t ‖V (t)w
J
n‖k+1−ℓLkxL∞t ,
(4.12) . ‖uJn‖X˙skt ‖u
J
n‖ℓ−1LkxL∞t ‖V (t)w
J
n‖k+1−ℓLkxL∞t .
Recall that we assume 1 ≤ ℓ ≤ k − 1 for (4.10). We then apply (4.2) to
conclude.
The term (4.8) is trickier. When ℓ 6= k, we can proceed as before and
use asymptotic vanishing of the remainder (4.2). However, in case of ℓ = k,
Lemma 4.24 only yields the bound
‖uJn‖kLkxL∞t ‖V (t)w
J
n‖X˙skt ,
where we do not have asymptotic vanishing of ‖V (t)wJn‖X˙skt (c.f. Remark
4.10). To resolve this difficulty, by the linear estimate, we use
(4.8) . ‖wJn‖k−ℓH˙sk ‖u
J
n‖ℓ−1LkxL∞t
∥∥∥2j(sk+ 12 )‖(Q∼jV (t)wJn)(Q≪juJn)‖LkxL2t ∥∥∥ℓ2j
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instead. Hence, it suffices to show for each J ∈ N that
lim
n→∞
∥∥∥2j(sk+ 12 )‖(Q∼jV (t)wJn)(Q≪juJn)‖LkxL2t ∥∥∥ℓ2j = 0.
By DCT in j ∈ Z and definition of uJn, it suffices to show that
lim
n→∞
‖(Q∼jV (t)wJn)(Q≪jvℓ
′
n )‖LkxL2t = 0
for each j ∈ Z and 1 ≤ ℓ′ ≤ J . This follows from Lemma 4.27. This
completes the proof of (4.5).
We now show (4.6). Using paraproduct decomposition and symmetric
arguments in j and j′, it suffices to show that
lim
n→∞
(4.13) + (4.14) + (4.15) = 0
for all ℓ = 1, 2, . . . , k, where∥∥∥2m(sk+ 12 )‖(Q∼mvj′n )(Q≪mvjn)ℓ(Q≪mvj′n )k−ℓ‖L1xL2t ∥∥∥ℓ2m(4.13) ∥∥∥2m(sk+ 12 )‖∑
r&m
(Q∼rv
j′
n )
2(Q.rv
j
n)
ℓ(Q.rv
j′
n )
k−1−ℓ‖L1xL2t
∥∥∥
ℓ2m
(4.14)
∥∥∥2m(sk+ 12 )‖∑
r&m
(Q∼rv
j
n)(Q∼rv
j′
n )(Q.rv
j
n)
ℓ−1(Q.rv
j′
n )
k−ℓ‖L1xL2t
∥∥∥
ℓ2m
(4.15)
Of course, one should ignore (4.14) if k = ℓ.
For (4.13), by Ho¨lder’s inequality and Lebesgue’s DCT in m ∈ Z, it
suffices to show that
lim
n→∞
‖(Q∼mvj′n )(Q≪mvjn)‖LkxL2t = 0
for each m ∈ Z. This follows from Lemma 4.26.
For (4.14), recall that 1 ≤ ℓ ≤ k − 1. By Lemma 4.24, it suffices to show
that
lim
n→∞
∥∥∥2m(sk+ 12 )‖(Q∼mvj′n )(Q.mvjn)‖LkxL2t ∥∥∥ℓ2m = 0.
By Lebesgue’s DCT in m ∈ Z, it suffices to show that
lim
n→∞
‖(Q∼mvjn)(Q.mvj
′
n )‖LkxL2t = 0
for each m ∈ Z. This follows from Lemma 4.26. For (4.15), one can argue
similarly. This completes the proof of (4.6). 
5. Preclusion of Minimal Blowup Solutions
We now fix a critical element u found in Theorem 4.21. In this section,
we assert that such u cannot exist. This would yield a contradiction, so we
conclude Theorem 1.3.
In order to preclude critical elements, we use the monotonicity formula
(Proposition 2.3). Here, since u ∈ CtH
1
2
x , we are forced to truncate the
weight (x− y) in the formula. This truncation was exploited by Dodson [6]
in the defocusing (gKdV) and in many earlier works, for instance, [22]. As
we work with the Hilbert transform, derivative operators, and their com-
mutators, we are involved in several technical difficulties and tons of error
terms.
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In Section 5.1, we discuss how we localize the monotonicity formula and
use it to prove Theorem 1.3. Estimates for the error terms appeared in
Section 5.1 will be postponed to Section 5.2.
5.1. Localized Interaction Functional. Set large parameters R≫ 1 and
R1 ≪ R (e.g. R1 := R1−ǫ for some 0 < ǫ ≪ 1). Define a smooth even
cutoff function χR on R satisfying 0 ≤ χ ≤ 1, χ(x) = 0 if |x| ≥ R + R1,
and χ(x) = 1 if |x| ≤ R. We can further assume that ‖∂jxχR‖L∞ .j R−j1
and the support of ∂jxχR has measure ≤ 2R1 whenever j ≥ 1. Define
Φ(x) :=
´ x
0 (χ
2
R ∗ χ2R)(s)dsR . Then Φ is an odd function such that Φ(x) ≈ x
for |x| . R and |Φ(x)| ≈ R for |x| ≫ R. Moreover, the convolution in Φ is
well-suited for the monotonicity formula of interaction form. Note that
1
R
(χ2R ∗ χ2R)(y − x) =
ˆ
R
χ2R(y − s)χ2R(x− s)
ds
R
.
Similarly to the work of Dodson [6], we define the localized interaction func-
tional by
(5.1) M(t) :=
ˆ
R×R
Φ(y − x)ρ(t, x)e(t, y)dxdy.
If u lies merely in CtH
1
2
x , the integral (5.1) should not be interpreted in
absolute sense as we now explain. As in other defocusing equations, one
may use a crude estimate
|M(t)| .
ˆ
R×R
R|ρ(t, x)||e(t, y)|dxdy . R‖u‖L∞t L2x
ˆ
R
|e(t, y)|dy.
If e(t, y) were pointwise nonnegative, then
´
R
|e(t, y)|dy = E(u) so M(t) can
be well-defined for u ∈ CtH
1
2
x . In our case, however,
e(t, y) = [
1
2
uHux + 1
k + 2
uk+2](t, y)
is not a pointwise positive function, c.f. we only have E(u) =
´
R
e(t, y)dy >
0. The quantity
´
R
|e(t, y)|dy does not seem to be estimated by ‖u‖
L∞t H
1
2
.
The following lemma says how we can interpret (5.1) appropriately.
Lemma 5.1 (H
1
2 bound for localization). Let f ∈ H1 and g ∈ C∞ with
‖g‖W 1,∞ := ‖g‖L∞ + ‖∂xg‖L∞ . H. Then,∣∣∣ ˆ gfHfx∣∣∣+ ∣∣∣ ˆ gfk+2∣∣∣ . H(‖f‖2
H
1
2
+ ‖f‖k+2
H
1
2
).
In particular, if u ∈ CtH
1
2
x , then
(5.2) sup
t∈R
|M(t)| .A(u) R.
Proof. By Ho¨lder’s inequality and Sobolev embedding H
1
2 →֒ Lk+2, we have∣∣∣ˆ gfk+2∣∣∣ . H‖f‖k+2
H
1
2
.
In order to estimate
´
gfHfx, it suffices to establish the inequality
‖gf‖
H
1
2
. H‖f‖
H
1
2
SCATTERING FOR DEFOCUSING GBO 45
because ∣∣∣ˆ gfHfx∣∣∣ = ∣∣∣ˆ D 12x (gf)D 12x f ∣∣∣ . ‖gf‖
H
1
2
‖f‖
H
1
2
.
Applying the Stein-Weiss interpolation between
‖gf‖L2 . ‖g‖L∞‖f‖L2 . H‖f‖L2
and
‖gf‖H1 . (‖g‖L∞ + ‖∂xg‖L∞)‖f‖L2 + ‖g‖L∞‖∂xf‖L2 . H‖f‖H1 ,
we get ‖gf‖
H
1
2
. H‖f‖
H
1
2
.
To show the remaining assertion, pretend u(t) ∈ H1 for each t ∈ R. For
any fixed x, note that the function y 7→ Φ(y − x) has W 1,∞ norm . R. We
then see that
sup
t∈R
|M(t)| ≤ sup
t∈R
‖ρ(t, x)‖L1x‖
ˆ
y
Φ(y − x)e(t, y)‖L∞x .A(u) R.
The argument allows us to use density argument for u(t) ∈ H 12 , so the
assertion is true for u ∈ CtH
1
2
x . 
In the following, a number of error terms appears and computations are
involved, so we abbreviate the notations to present as neatly as possible. We
write χR,s := χR(· − s). For operators A and B, we let [A,B] = AB − BA
be the commutator. We then abbreviate various integrals as follows.ˆ
x
:=
ˆ
R
dx,
ˆ
y
:=
ˆ
R
dy,
ˆ
z
:=
ˆ
R
dz,
ˆ
s
:=
ˆ
R
ds
R
,
ˆ
r
:=
ˆ 1
0
dr.
Notice that we integrate over dsR in s-variable, and only on [0, 1] for r-
variable. Finally, we use oA(u),R(1) as R → ∞ for a function decaying
to zero. If we use R1 = R
1−ǫ, then one can observe oA(u),R(1) . CA(u)R
−ǫ′
for some ǫ′ > 0.
As a consequence of the monotonicity formula, we state the main propo-
sition of this section.
Proposition 5.2. Let u ∈ CtH
1
2
x be an almost periodic global solution to
(gBO). If R is sufficiently large, then we have a lower bound
(5.3) |M(t1)−M(t2)| &u |t1 − t2|
for any t1, t2 ∈ R.
From a contradiction of (5.2) and (5.3) for the critical element con-
structed in Theorem 4.21, we deduce that Theorem 1.3 holds.
Proof. We rely on density argument and assume u(t, x) lies in C∞t,locH
∞
x .
We assume that u is almost periodic modulo spatial translations, but we are
not sure that u can be approximated by smooth almost periodic solutions
un. However, we shall use density argument to (5.16), which is true for
arbitrary smooth solutions, and hence, for H
1
2 solutions. We then apply
almost periodicity of u to deduce (5.3). From now on, we assume that u is
a global smooth solution.
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In light of fundamental theorem of calculus, we shall calculate ∂tM(t).
When we calculate ∂tM(t), as t is fixed, we drop the variable t for conve-
nience. We start with
∂tM(t) = (5.4) + (5.5).
where ˆ
x,y
Φ(y − x)ρ(x)∂te(y),(5.4)
ˆ
x,y
Φ(y − x)e(y)∂tρ(x).(5.5)
We first estimate (5.4). Note that
(5.4) =
ˆ
x,y
Φ(y − x)ρ(x)[1
2
utH∂yu+ 1
2
uH∂yut + uk+1ut](y).
We rearrange the terms by their degree, namely, 2, k+2, and 2k+2 in u(y).
More precisely, we decompose
(5.4) = (5.6) + (5.7) + (5.8)
where
1
2
ˆ
x,y
Φ(y − x)ρ(x)[−(H∂yyu)(H∂yu) + u∂yyyu](y),(5.6)
ˆ
x,y
Φ(y − x)ρ(x)[−1
2
∂y(u
k+1)(H∂yu)− 1
2
uH∂yy(uk+1)− uk+1H∂yyu](y),
(5.7)
ˆ
x,y
Φ(y − x)ρ(x)[−uk+1∂y(uk+1)](y).(5.8)
For the term, (5.6), we use integration by parts in y-variable to have
(5.6) =
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
[
1
4
(χR,sHuy)2 + 3
4
(χR,suy)
2 − 1
2
u2∂yy(χ
2
R,s)](y)
=
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
[
1
4
(χR,sHuy)2 + 3
4
(χR,suy)
2](y)− 1
2
ˆ
x,y
ρ(x)E1(y),
where the error term E1 is defined by
(5.9) E1(y) := Φ
′′′(y − x)u2(y).
Similarly, we observe that
(5.8) =
1
2
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
χ2R,su
2k+2(y)
≥
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
1
2
(χR,su)
2k+2(y)
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We now consider (5.7). Let us temporarily write Φ(y − x) and uk+1(y) by
Q(y) and v(y), respectively. Integration by parts in y-variable and self-
adjointness of H∂y yield
(5.7) =
ˆ
x,y
Q(y)ρ(x)[−1
2
vyH∂yu− 1
2
uH∂yvy − vH∂yyu](y)
=
ˆ
x,y
Q′(y)ρ(x)[vH∂yu](y) + 1
2
ˆ
x,y
Q(y)ρ(x)[vyH∂yu− uH∂yvy](y)
=
ˆ
x,y
Q′(y)ρ(x)[vH∂yu](y) + 1
2
ˆ
x,y
ρ(x)
(
u[H∂y, Q]vy
)
(y).
We then use
[H∂y, Q]vy = H(Q′vy) + [H, Q]∂yyv
= H∂y(Q′v)−H(Q′′v) + [H, Q]∂yyv
and self-adjointness of H∂y again to obtain
(5.7) =
3
2
ˆ
x,y
Φ′(y − x)ρ(x)[vH∂yu](y) + 1
2
ˆ
x,y
ρ(x)[E2 + E3](y)
where error terms E2 and E3 are defined by
E2 := u[H,Φ(· − x)]vyy,(5.10)
E3 := Φ
′′(· − x)uk+1Hu.(5.11)
Therefore, collecting altogether,ˆ
x,y
Φ(y − x)ρ(x)∂te(y)
=
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
χ2R,s(y)[
1
4
(Huy)2 + 3
4
u2y +
3
2
uk+1Huy + 1
2
u2k+2](y)
(5.12)
+
1
2
ˆ
x,y
ρ(x)[−E1 + E2 + E3](y)
(5.13)
where the error terms E1, E2, E3 are defined in (5.9), (5.10), and (5.11),
respectively. In the next subsection (Lemmas 5.5 and 5.4), we prove that
(5.12) ≥
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
k[χR,su](y)− oA(u),R(1),
(5.13) = oA(u),R(1).
This takes care of (5.4).
We now compute (5.5).
(5.5) = 2
ˆ
x,y
Φ(y − x)e(y)u(x)[−H∂xxu− ∂x(uk+1)](x)
= −
ˆ
s
ˆ
x
[χ2R,sj](x)
ˆ
y
[χ2R,se](y)(5.14)
+ 2
ˆ
x,y
Φ(y − x)[uxHux](x)e(y).(5.15)
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We regard (5.14) as the main term and (5.15) as an error term. In the next
subsection (Lemmas 5.7 and 5.6), we prove that
(5.14) = −
ˆ
s
ˆ
x
j[χR,su](x)
ˆ
y
e[χR,su](y) − oA(u),R(1).
(5.15) = oA(u),R(1).
In conclusion, we have
∂tM(t) = (5.5) + (5.4)
≥
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
k[χR,su](y)−
ˆ
x
j[χR,su](x)
ˆ
y
e[χR,su](y)− oA(u),R(1).
Combining this with the monotonicity formula (Proposition 2.3), we obtain
∂tM(t) ≥ k
2
2(k + 2)2
ˆ
s
(ˆ
x
(χR,su)
2(x)
)2(ˆ
y
(χR,su)
k+2(y)
)2
− oA(u),R(1).
By the fundamental theorem of calculus, we finally obtain
|M(t1)−M(t2)|
&
ˆ t1
t2
ˆ
s
(ˆ
x
(χR,su)
2(t, x)
)2( ˆ
y
(χR,su)
k+2(t, y)
)2
dt− |t1 − t2|oA(u),R(1)
(5.16)
whenever t1 > t2. By density argument, (5.16) indeed holds whenever u is
an arbitrary H
1
2 solutions.
We now assume that u is almost periodic modulo spatial translations.
In light of Proposition 4.22, there exist spatial center {x(t)}t∈R and R0
depending on u such that whenever R > R0 and |s− x(t)| ≤ R2 , we haveˆ
x
(χR,su)
2(t, x) ≥
ˆ
|x−x(t)|≤R
2
u2(t, x)dx ≥ M(u)
2
and ˆ
y
(χR,su)
k+2(t, y) ≥
ˆ
|y−x(t)|≤R
2
uk+2(t, y)dy &u 1.
Therefore,
(5.16) &u |t1 − t2| − |t1 − t2|oA(u),R(1)
for all R > R0. Choosing R even larger, we finally have
|M(t1)−M(t2)| &u |t1 − t2|.
This completes the proof. 
5.2. Various Error Estimates in proof of Proposition 5.2. In this
subsection, we estimate various error terms appeared in the proof of Propo-
sition 5.2. We have seen that many errors terms involve commutators of
the Hilbert transform and a smooth function, say [H, Q] for some Q ∈ C∞.
Using the formula of the Hilbert transform, we obtain
([H, Q]u)(y) = 1
π
ˆ
z
Q(z) −Q(y)
y − z u(z) = −
1
π
ˆ
z
ˆ
r
Q′(rz + (1− r)y)u(z).
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Thus, by Fubini’s theorem,ˆ
y
v[H, Q]u = − 1
π
ˆ
r
ˆ
y,z
Q′(rz + (1− r)y)v(y)u(z).
If u or v contain derivatives, we can use integration by parts to move deriva-
tives to Q. For instance,ˆ
y
vy[H, Q]uy = − 1
π
ˆ
r
ˆ
y,z
r(1− r)Q′′′(rz + (1 − r)y)v(y)u(z).
In practice, we will use Φ, χR,s, and χ
′
R,s in place of Q. Derivatives of Q
decay in R as R grows. This says that error terms involving commutator
should be well-estimated as R grows. Our main tool is Schur’s test, we state
the exact formulation we use here, for reader’s convenience.
Lemma 5.3 (Schur’s test). Let K(y, z) be a kernel satisfying the following
three bounds:
1. (height) ‖K‖L∞ . H,
2. (size of y-support) supz |{y : K(y, z) 6= 0}| . R1, and
3. (size of z-support) supy |{z : K(y, z) 6= 0}| . R2.
Then, ∣∣∣ ˆ
y,z
K(y, z)u(y)v(z)
∣∣∣ . H√R1R2‖u‖L2‖v‖L2 .
Proof. The proof is fairly standard. 
Lemma 5.4 (Estimate of (5.13)). We have
(5.13) = oA(u),R(1).
Proof. From Ho¨lder’s inequality∣∣∣ˆ
x,y
ρ(x)Ei(x, y)
∣∣∣ . ‖ρ(x)‖L1x‖ˆ
y
Ei(x, y)‖L∞x ,
it suffices to show
‖
ˆ
y
Ei(x, y)‖L∞x = oA(u),R(1)
for each i = 1, 2, 3. When i = 1, 3, this follows easily by Ho¨lder’s inequality
in y-variable. When i = 2, observe thatˆ
y
E2(x, y) = − 1
π
ˆ
r
ˆ
y,z
r2Φ′′′(rz + (1− r)y − x)u(y)uk+1(z).
Whenever r is fixed, the kernel (y, z) 7→ Φ′′′(rz + (1 − r)y − x) has height
. 1
R21
, y-support size . R1−r , and z-support size .
R
r . Thus by Minkowski’s
inequality in r and Schur’s test, we obtain∣∣∣ ˆ
y
E2(x, y)
∣∣∣ .A(u) ˆ
r
r
3
2 (1− r)− 12 R
R21
= oA(u),R(1).
This completes the proof. 
Lemma 5.5 (Estimate of (5.12)). We have
(5.12) ≥
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
k[χR,su](y)− oA(u),R(1).
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Proof. Recall the expression (5.12)
ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
χ2R,s(y)[
1
4
(Huy)2 + 3
4
u2y +
3
2
uk+1Huy + 1
2
u2k+2](y).
We first approximate
´
y(χR,sHuy)2 and
´
y(χR,suy)
2 by
´
y(χR,su)
2
y. Invok-
ing Lemma 2.6,
´
y χ
2
R,su
k+1Huy is essentially greater than
´
y χ
k+2
R,s u
k+1Huy
with error .A(u) ‖(χ2R,s)′′‖L∞ . We then approximate
´
y χ
k+2
R,s u
k+1Huy by´
y(χR,su)
k+1H(χR,su)y. Note that
´
y χ
2
R,su
2k+2 is always greater than or
equal to
´
y(χR,su)
2k+2.
Moreover, from Ho¨lder’s inequality and Fubini’s theorem, we have∣∣∣ ˆ
s
ˆ
x
ρ[χR,su](x)
ˆ
y
g(y, s)
∣∣∣ ≤ ‖ˆ
x
ρ[χR,su](x)‖L1s(dsR )‖
ˆ
y
g(y, s)‖L∞s (dsR )
. ‖u‖L∞t L2x‖
ˆ
y
g(y, s)‖L∞s (dsR ).
Therefore, to show our lemma, it suffices to show for each s that
ˆ
y
(χR,sHuy)2 =
ˆ
y
(χR,su)
2
y + oA(u),R(1)(5.17)
ˆ
y
(χR,suy)
2 =
ˆ
y
(χR,su)
2
y + oA(u),R(1)(5.18)
ˆ
y
χk+2R,s u
k+1Huy =
ˆ
y
(χR,su)
k+1H(χR,su)y + oA(u),R(1),(5.19)
and
(5.20) sup
s∈R
‖(χ2R,s)′′‖L∞‖u‖k+2L∞t H˙α = oA(u),R(1).
Since ‖∂yy(χ2R,s)‖L∞ . 1R21 , the (5.20) easily follows. We now establish three
remaining estimates (5.17), (5.18), and (5.19).
For (5.17), observe that
χ2R,s(Huy)2 = χR,sHuyH(χR,su)y − (χR,sHuy)[H∂y, χR,s]u
= [H(χR,su)y]2 −
(H(χR,su)y + (χR,sHuy))[H∂y, χR,s]u.
We then use two different expressions of [H∂y, χR,s]
[H∂y, χR,s]u = [H, χR,s]uy +H(χ′R,su)
= [H, χR,s]uy + [H, χ′R,s]u+ χ′R,sHu
to obtain
[H(χR,su)y]2 − χ2R,s(Huy)2
= H(χR,su)y
(
[H, χR,s]uy +H(χ′R,su)
)
+ (χR,sHuy)
(
[H, χR,s]uy + [H, χ′R,s]u+ χ′R,sHu
)
.
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We estimate the above five terms separately. First, observe that∣∣∣ˆ
y
H(χR,su)y[H, χR,s]uy
∣∣∣
≤ 1
π
ˆ
r
r(1− r)
∣∣∣ ˆ
y,z
χ′′′R,s(rz + (1− r)y)χR,s(y)u(y)u(z)
∣∣∣.
Note that the kernel (y, z) 7→ χ′′′R,s(rz + (1 − r)y)χR,s(y) has height . 1R31 ,
y-support size . R, and z-support size . Rr . Therefore,∣∣∣ ˆ
y
H(χR,su)y[H, χR,s]uy
∣∣∣ .A(u) ˆ
r
R
R31
r
1
2 (1− r) = oA(u),R(1).
Next, we observe by integration by parts thatˆ
y
H(χR,su)yH(χ′R,su) =
ˆ
y
(χR,su)y(χ
′
R,su)
=
ˆ
y
(χ′R,s)
2u2 − 1
4
ˆ
y
(χ2R,s)
′′u2
and use Ho¨lder’s inequality on each term. Next, again by integration by
parts, we have∣∣∣ ˆ
y
(χR,sHuy)[H, χR,s]uy
∣∣∣
≤
∣∣∣ ˆ
y
(χR,sHu)y[H, χR,s]uy
∣∣∣+ ∣∣∣ˆ
y
(χ′R,sHu)[H, χR,s]uy
∣∣∣.
and ∣∣∣ ˆ
y
(χR,sHuy)[H, χ′R,s]u
∣∣∣
≤
∣∣∣ˆ
y
(χR,sHu)y[H, χ′R,s]u
∣∣∣+ ∣∣∣ˆ
y
(χ′R,sHu)[H, χ′R,s]u
∣∣∣.
On each term in the right hand sides, one can proceed similarly as before.
Finally, we observe by integration by parts thatˆ
y
[χR,sχ
′
R,sHuyHu](y) = −
1
4
ˆ
y
[(χ2R,s)
′′(Hu)2](y)
This can be treated using Ho¨lder’s inequality.
For (5.18), observe that
χ2R,su
2
y = (χR,su)
2
y − 2χR,sχ′R,suyu− (χ′R,s)2u2.
Using integration by parts, we obtainˆ
y
χ2R,su
2
y =
ˆ
y
(χR,su)
2
y −
1
2
ˆ
y
(χ2R,s)
′′u2 −
ˆ
y
(χ′R,s)
2u2.
We then apply Ho¨lder’s inequality to the last two terms in the right hand
side.
For (5.19), observe that
χk+2R,s u
k+1Huy = (χR,su)k+1H(χR,su)y − (χR,su)k+1[H∂y, χR,s]u.
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Use [H∂y, χR,s]u = [H, χR,s]uy +H(χ′R,su), Schur’s test for the commutator
term, and Ho¨lder’s inequality for the remaining term. This completes the
proof. 
Lemma 5.6 (Estimate of (5.15)). We have
(5.15) = oA(u),R(1).
Proof. Observe that
(5.15) = −
ˆ
x,y
(
ux[H,Φ(y − ·)]ux
)
(x)e(y).
By Lemma 5.1, it suffices to show that the function
g(y) :=
ˆ
x
(
ux[H,Φ(y − ·)]ux
)
(x)
has W 1,∞ norm oA(u),R(1). Observe that
g(y) =
1
π
ˆ
r
ˆ
x,z
r(1− r)Φ′′′(y − rz − (1− r)x)u(x)u(z).
Whenever r is fixed, the kernel (x, z) 7→ Φ′′′(y − rz − (1 − r)x) has height
. 1
R21
, x-support size . R11−r , and z-support size .
R1
r . By Schur’s test, we
have
‖g‖L∞ .A(u)
ˆ
r
r
1
2 (1− r) 12R−11 .A(u)
1
R1
.
Similarly, we have ‖g‖W 1,∞ .A(u) 1R1 . 
Lemma 5.7 (Estimate of (5.14)). We have
(5.14) = −
ˆ
s
ˆ
x
j[χR,su](x)
ˆ
y
e[χR,su](y) + oA(u),R(1).
Proof. Observe that
j[χR,su] = χ
2
R,sj[u] + 2(E˜1 + E˜2 + E˜3)−
2(k + 1)
k + 2
E˜4,
e[χR,su] = χ
2
R,se[u] +
1
2
(E˜1 + E˜2 + E˜3)− 1
k + 2
E˜4.
where
E˜1(s, x) =
(
χR,su[H, χ′R,s]u
)
(x),
E˜2(s, x) =
(
χR,su[H, χR,s]ux
)
(x),
E˜3(s, x) = (χR,sχ
′
R,suHu)(x),
E˜4(s, x) =
(
(χ2R,s − χk+2R,s )uk+2
)
(x).
Therefore, it suffices to show thatˆ
s
ˆ
x
[χ2R,suHux](x)
ˆ
y
E˜i(s, y) = oA(u),R(1),(5.21)
ˆ
s
ˆ
x
[χ2R,su
k+2](x)
ˆ
y
E˜i(s, y) = oA(u),R(1),(5.22)
ˆ
s
ˆ
x
E˜i(s, x)
ˆ
y
E˜i′(s, y) = oA(u),R(1),(5.23)
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whenever i, i′ = 1, 2, 3, 4.
Let us give a remark here. In the proof of Lemma 5.5, we used Ho¨lder’s
inequality in s to reduce ourselves into the situation when s is fixed. Indeed,
because ρ(x) is nonnegative, we could use Fubini’s theorem to obtain
‖
ˆ
x
χ2R,s(x)ρ(x)‖L1s(dsR ) = ‖χ
2
R(s)‖L1s(dsR )
ˆ
x
ρ(x) .A(u) 1.
However, in the case where ρ is replaced by j, we do not have almost every-
where nonnegativity of j. If we take L1s(
ds
R ) norm, we only estimate
‖
ˆ
x
χ2R,s(x)j(x)‖L1s(dsR ) ≤ ‖χ
2
R(s)‖L1s(dsR )
ˆ
x
|j(x)| .
ˆ
x
|j(x)|,
where the right hand side cannot be estimated in terms of the H
1
2 norm.
Back to the proof, we now estimate (5.21) and (5.22). To avoid the
aforementioned difficulty, we use Lemma 5.1 instead. Hence, it suffices to
show that the function
gi(x) :=
ˆ
s
ˆ
y
χ2R(x− s)E˜i(s, y)
has W 1,∞ norm bounded by oA(u),R(1) for each i = 1, 2, 3, 4.
When i = 1, observe that
g1(x) = − 1
π
ˆ
r
ˆ
y,z
K1(x, r, y, z)u(y)u(z),
K1(x, r, y, z) :=
ˆ
s
χ2R(x− s)χR(y − s)χ′′R(rz + (1− r)y − s).
When x and r are fixed, the kernel (y, z) 7→ K1(x, r, y, z) has height
|K1(x, r, y, z)| ≤
ˆ
s
χ′′R(rz + (1− r)y − s) .
1
R21
· R1
R
.
1
RR1
.
It has y-support . R (by ignoring χ′′R part), and z-support .
R
r . By Schur’s
test and Minkowski’s inequality in r, we have
‖g1‖L∞ .A(u)
ˆ
r
1
R1
r−
1
2 = oA(u),R(1).
Note that the integral formula of ∂xg1 has kernel ∂xK1. Because ∂xK1 obeys
an even better estimate, we conclude that ‖g1‖W 1,∞ = oA(u),R(1).
When i = 2, observe that
g2(x) = − 1
π
ˆ
r
ˆ
y,z
K2(x, r, y, z)u(y)u(z),
K2(x, r, y, z) :=
ˆ
s
rχ2R(x− s)χR(y − s)χ′′R(rz + (1− r)y − s).
One can proceed as exactly same way as when i = 1.
When i = 3, observe that
g3(x) =
ˆ
y
ˆ
s
χ2R(x− s)[χRχ′R](y − s)[uHu](y).
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Using Ho¨lder’s inequality in y,
|g3(x)| ≤
∥∥∥ ˆ
s
χ2R(x− s)[χRχ′R](y − s)
∥∥∥
L∞y
‖uHu‖L1 .
1
R
‖u‖2L2 .
Similarly, we have a better estimate for ∂xg3, and so ‖g3‖W 1,∞ = oA(u),R(1).
When i = 4, we have
g4(x) =
ˆ
y
ˆ
s
χ2R(x− s)[χ2R − χk+2R ](y − s)uk+2(y).
Using Ho¨lder’s inequality in y as before,
|g4(x)| ≤
∥∥∥ˆ
s
χ2R(x− s)[χ2R − χk+2R ](y − s)
∥∥∥
L∞y
‖u‖k+2
Lk+2
.
R1
R
‖u‖k+2
Lk+2
.
For ∂xg4, we have a better estimate. Thus ‖g4‖W 1,∞ = oA(u),R(1).
Next, we turn to the proof of (5.23). By Ho¨lder’s inequality in s, it suffices
to show that ∥∥∥ˆ
y
E˜i(s, y)
∥∥∥
L2s(
ds
R
)
= oA(u),R(1).
When i = 1, we observe thatˆ
y
E˜1(s, y) =
ˆ
r
ˆ
y,z
K˜1(r, s, y, z)u(y)u(z),
K˜1(r, s, y, z) := χR(y − s)χ′′R(rz + (1− r)y − s)
Whenever t and s are fixed, the kernel (y, z) 7→ K˜1(r, s, y, z) has height . 1R21 ,
y-support size . R (ignoring χ′′R), and z-support size .
R1
r . Therefore, by
Schur’s test, ∥∥∥ ˆ
y,z
K˜1(r, s, y, z)u(y)u(z)
∥∥∥
L∞s
.A(u) R
− 3
2
1 R
1
2 r−
1
2 .
On the other hand, whenever r is fixed, the kernel (y, z) 7→ ‖K˜1(t, s, y, z)‖L1s(dsR )
has height . 1RR1 and z-support size .
R
r . The y-support of the kernel
‖K˜1(t, s, y, z)‖L1s(dsR ) =
ˆ
s
χR(y − s)|χ′′R(rz + (y − s)− ry)|
has . Rr . Therefore,∥∥∥ ˆ
y,z
K˜1(r, s, y, z)u(y)u(z)
∥∥∥
L1s(
ds
R
)
≤
ˆ
y,z
‖K˜1(r, s, y, z)‖L1s (dsR )|u(y)||u(z)|
.A(u) (RR1)
−1r−1.
Interpolating above two estimates, we have∥∥∥ˆ
y
E˜1(s, y)
∥∥∥
L2s(
ds
R
)
.
ˆ
r
∥∥∥ ˆ
y,z
K˜1(r, s, y, z)u(y)u(z)
∥∥∥
L2s(
ds
R
)
.A(u)
ˆ
r
R−
1
4R
− 5
4
1 r
− 3
4
.A(u) R
− 1
4R
− 5
4
1 .
Note that the case of i = 2 can be treated in a similar manner.
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When i = 3, observe that∥∥∥ˆ
y
E˜3(s, y)
∥∥∥
L1s(
ds
R
)
. ‖E˜3(s, y)‖L1s,y(dsdyR ) .A(u)
1
R
,∥∥∥ ˆ
y
E˜3(s, y)
∥∥∥
L∞s (
ds
R
)
.A(u)
1
R1
.
Interpolating the above two estimates, we have∥∥∥ˆ
y
E˜3(s, y)
∥∥∥
L2s(
ds
R
)
.A(u) R
− 1
2R
− 1
2
1 .
When i = 4, observe that∥∥∥ ˆ
y
E˜4(s, y)
∥∥∥
L1s(
ds
R
)
. ‖E˜4(s, y)‖L1s,y(dsdyR ) .A(u)
R1
R
,∥∥∥ˆ
y
E˜4(s, y)
∥∥∥
L∞s (
ds
R
)
.A(u) 1.
Interpolating above two estimates, we have∥∥∥ ˆ
y
E˜4(s, y)
∥∥∥
L2s(
ds
R
)
.A(u) R
1
2
1R
− 1
2 .
This completes the proof. 
Appendix A. Proof of Proposition 4.8
The linear profile decomposition (Proposition 4.8) is now fairly standard.
In fact, it is very similar to that in Holmer-Roudenko [7, Lemma 2.1]. We
include it here for sake of completeness. As a last remark, we are not sure
whether Proposition 4.8 with k = 4 holds or not. The L4xL
∞
t estimate is a
genuine endpoint estimate among local smoothing estimates, so the usual
interpolation argument does not work.
Proof of Proposition 4.8. As we can pass to a subsequence if necessary, com-
bining with the usual diagonal trick, we may assume that all the limits what
follow exist. Let C be the implicit constant for linear local smoothing esti-
mates.
We proceed by induction. For notational convenience, let w0n := un.
Suppose that we have constructed {φj , xjn, tjn} satisfying all the properties
for j = 1, . . . , J − 1. We shall construct {φJ , xJn, tJn} as follows. Let
AJ := lim
n→∞
‖wJ−1n ‖H 12 and cJ := limn→∞ ‖V (t)w
J−1
n ‖LkxL∞t .
If cJ = 0, then we set φ
j = 0, tjn = x
j
n = 0 for all j ≥ J , and stop the
procedure. Henceforth, we assume that cJ 6= 0. For some large r > 1 chosen
later, consider a Schwartz function χ such that |χ̂| ≤ 1, χ̂(ξ) = 1 when
1
r ≤ |ξ| ≤ r, and χ̂(ξ) = 0 when |ξ| ≤ 12r or |ξ| ≥ 2r. Convoluting wJ−1n with
χ, we have
‖χ ∗ V (t)wJ−1n ‖LkxL∞t ≥ ‖V (t)w
J−1
n ‖LkxL∞t − ‖V (t)w
J−1
n − χ ∗ V (t)wJ−1n ]‖LkxL∞t
≥ ‖V (t)wJ−1n ‖LkxL∞t − C‖w
J−1
n − χ ∗ wJ−1n ‖H˙sk .
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As n→∞, we have
lim
n→∞
‖χ ∗ V (t)wJ−1n ‖LkxL∞t ≥ cJ − Cr
− 1
kAJ .
On the other hand, an easy interpolation yields (this is where the assumption
k > 4 is required)
lim
n→∞
‖χ ∗ V (t)wJ−1n ‖LkxL∞t ≤ limn→∞
(‖χ ∗ V (t)wJ−1n ‖ 4kL4xL∞t ‖χ ∗ V (t)wJ−1n ‖1− 4kL∞x,t )
≤ (CAJ) 4k lim
n→∞
‖χ ∗ V (t)wJ−1n ‖
1− 4
k
L∞x,t
.
Therefore,
lim
n→∞
‖χ ∗ V (t)wJ−1n ‖L∞x,t ≥ cJ(CAJ)−
4
k−4 − (CAJ)r−
1
k−4 .
If we choose r > 1 satisfying (CAJ)r
− 1
k−4 ≤ 13cJ(CAJ)−
4
k−4 , i.e.
r ≤ (CAJ)kc−(k−4)J ,
then we can choose tJn, x
J
n such that
|[χ ∗ V (−tJn)wJ−1n ](xJn)| ≥
cJ
2
(CAJ)
− 4
k−4
for all large n. Let φJ be the weak H
1
2 -limit of [V (−tJn)wJ−1n ](xJn) and wJn
be wJ−1n − V (tJn)φJ(· − xJn). Note that V (−tJn)wJn(· + xJn) ⇀ 0 in H
1
2 . We
can give a lower bound for H
1
2 -norm of the profile φJ . From
cJA
− 4
k−4
J . limn→∞
|[χ ∗ V (−tJn)un](xJn)| = |[χ ∗ φJ ](0)| . ‖χ‖H−sk ‖φJ‖Hsk ,
we have
‖φJ‖
H
1
2
& cJA
− 4
k−4
J r
− 1
k & c
4
k
J A
− k
k−4
J .
We now prove asymptotic orthogonality in H˙s. By the definition of φJ
and wJn ,
‖wJ−1n ‖2H˙s = ‖wJn‖2H˙s + ‖V (tJn)φJ (· − xJn)‖2H˙s + 〈wJn , V (tJn)φJ (· − xJn)〉H˙s
= ‖wJn‖2H˙s + ‖φJ‖2H˙s + 〈V (−tJn)wJn(·+ xJn), φJ 〉H˙s .
As n→∞, we have
lim
n→∞
[
‖wJ−1n ‖2H˙s − ‖wJn‖2H˙s − ‖φJ‖2H˙s
]
= 0.
As the induction hypothesis tells
lim
n→∞
[
‖un‖2H˙s −
J−1∑
j=1
‖φj‖2
H˙s
− ‖wJ−1n ‖2H˙s
]
= 0,
we conclude that
lim
n→∞
[
‖un‖2H˙s −
J∑
j=1
‖φj‖2
H˙s
− ‖wJn‖2H˙s
]
= 0.
This completes the proof of asymptotic orthogonality in H˙s.
We now show asymptotic separation of parameters. Combining with the
induction hypothesis, it suffices to show that for each j < J , we have |tjn −
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tJn| + |xjn − xJn| → ∞. Suppose not; choose the maximal j < J such that
t
j
n − tJn and xjn − xJn converge for some subsequence. Then,
V (−tjn)wJn(·+xjn) = V (−tjn)wjn(·+xjn)+
J−1∑
j′=j+1
V (tj
′
n −tjn)φj(·+xjn−xj
′
n )+φ
j .
By the induction hypothesis, we know that |tj′n − tjn|+ |xjn−xj
′
n | → ∞ for all
j′ < J so the summation part of the above display weakly converges to zero.
By the construction, V (−tjn)wjn(·+xjn) converges weakly to zero. Moreover,
since we assumed that tjn − tJn and xjn − xJn converge, V (−tjn)wJn(·+ xjn) can
be well approximated by V (t0)V (−tJn)wJn(·+xJn −x0) for some fixed x0 and
t0, so it converges weakly to zero. Therefore, every term in the above display
except φj weakly converges to zero. This yields a contradiction.
We now show asymptotic vanishing of the weak limit. Combining with
the induction hypothesis, it suffices to show that for each j = 1, . . . , J , we
have V (−tjn)wJn(·+ xjn)⇀ 0. We express
V (−tjn)wJn(·+ xjn) = V (−tjn)wjn(·+ xjn) +
J∑
j′=j+1
V (tj
′
n − tjn)φj(·+ xjn − xj
′
n ).
The first term of the RHS vanishes by the construction. For the remaining
term, we use separation of parameters.
We finally show asymptotic vanishing of remainder. Because
A
− 2k
k−4
1
∑
j
c
8
k
j ≤
∑
j
c
8
k
j A
− 2k
k−4
j .
∑
j
‖φj‖2
H
1
2
<∞,
we should have cj → 0. 
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