This paper is devoted to the sensitivity analysis in optimization problems and variational inequalities. The concept of proto-differentiability of set-valued maps (see [R.T. Rockafellar, Proto-differentiability of set-valued mappings and its applications in optimization, Ann. Inst. H. Poincaré Anal. Non Linéaire 6 (1989) 449-482]) plays the key role in our investigation. It is proved that, under some suitable qualification conditions, the generalized perturbation maps (that is, the solution set map to a parameterized constraint system, to a parameterized variational inequality, or to a parameterized optimization problem) are protodifferentiable.
Introduction
Sensitivity analysis has a long history. It is not only theoretically interesting, but also practically important in optimization theory and in theory of variational inequality; see [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] and references therein. A number of interesting results of sensitivity analysis for perturbation maps have been obtained in [3, 4, 7, 8, [10] [11] [12] 14, 16, 17] , where the derivative of a multifunction is defined graphically: The graph of the derivative is certain tangent cone to the graph of the multifunction under consideration.
First, we consider the following parameterized constrained optimization problem with parameters x ∈ R d and z ∈ R n :
where D ⊂ R n is a convex set and ϕ(x, ·) : R m → R ∪ {+∞} is a proper lower semicontinuous convex function. Then y ∈ D is a solution of (P ) 
Auxiliary results
Let C be a subset of the n-dimensional Euclidean space R n and x belong to the topological closure cl C of C. The contingent cone T C (x) and the adjacent cone (or the intermediate tangent cone) T b C (x) of C at x are defined by the formulas: [14] .) Let G : R d ⇒ R n be a multifunction, and let x ∈ dom G and y ∈ G(x). Let Γ t : R d ⇒ R n be the difference quotient multifunction at x relative to y, defined by
Definition 2.2. (See
The multifunction G is said to be proto-differentiable at x relative to y if there is a multifunction Γ : R d ⇒ R n such that Γ t converges in graph to Γ , i.e. the set gph Γ t converges in R d × R n to the set gph Γ in the sense of Kuratowski-Painlevé as t → 0 + . We call Γ the proto-derivative of G at x relative to y and denote it by G x,y .
Definition 2.3.
(See [14] .) We shall say that the set Ω is approximable at x ∈ Ω if the contingent cone and adjacent cone of Ω at x coincide.
if and only if the set gph G is approximable at (x, y). In this case,
Definition 2.4.
(See [12, 14] .) Let G : R d ⇒ R n be a multifunction, and let x ∈ dom G and y ∈ G(x). We say that G is semi-differentiable at x relative to y if there is a multifunction Γ : R d ⇒ R n such that the quotient multifunctions Γ t , t > 0, in (2.1) satisfy the condition
where the convergence of sets is understood in the sense of Kuratowski-Painlevé.
From [14, Theorem 3.1] it follows that semi-differentiability implies proto-differentiability. Note that the reverse implication is not true in general (see, for instance, [14] ). Obviously, if a single-valued function G : R d → R n is continuously Fréchet differentiable at x, then it is semidifferentiable at x relative to y = G(x). Furthermore, the proto-derivative G x,y of G at x relative to y and the Fréchet derivative G x of G at x coincide.
In the sequel, R + denotes the set of all the nonnegative real numbers and R ++ := R + \ {0}. We will need the following type of derivative for multifunctions. Definition 2.5. (See [16] .) For any (x, y) ∈ gph F , the set TP gph F (x, y) ⊂ R d × R n defined by
is called the TP-cone to the graph of F at (x, y).
A straightforward calculation gives an alternative characterization of the TP-cone as follows:
It is easy to check that
and
Note that in [16] , the notion "pseudo-derivative" was called "TP-derivative."
The following proposition provides a key to calculate the derivative of sum of two multifunctions.
, and the following constraint qualification holds:
Then the multifunction G : R d ⇒ R n defined by G =Ḡ +G is proto-differentiable at x relative to y :=ȳ +ỹ and
Moreover, ifḠ is also semi-differentiable at x relative toȳ, then G is semi-differentiable at x relative to y.
, and y =ȳ +ỹ. We have
. We claim that the sequence {ṽ k } has a convergent subsequence. Indeed, suppose that {ṽ k } has not a convergent subsequence. Then we may assume that lim k→∞ ṽ k = ∞. Setting
and z k = 1 for all k. By taking a subsequence if necessary, we may assume that lim k→∞z k =z and
which contradicts condition (CQ), and our claim is proved. There is no loss of generality in as-
We next show that
, from the semi-differentiability ofG at x relative toỹ, for the preceding sequences {t k } and {u k }, there exists
IfḠ is semidifferentiable at x relative toȳ, then G is semi-differentiable at x relative to y.
From the semi-differentiability ofḠ andG it follows that
It is easy to check that v ∈ lim inf t→0 + ,u →u
G(x+tu )−y t
. Thus G is semi-differentiable at x relative to y. The proof is complete. 2 Remark 2.1. The sum rule of Proposition 2.1 extends a special case of Proposition 3.4 of Levy and Rockafellar in [7] to a pair of multifunctions. Levy and Rockafellar's result [7] was for the sum of a single function and a multifunction without condition (CQ) in Banach space. In the case when condition (CQ) of Proposition 2.1 is dropped, the inclusionḠ
The following example shows that condition (CQ) in Proposition 2.1 is essential for the validity of the conclusion of Proposition 2.1. Example 2.1. Let the multifunctionsḠ,G : R ⇒ R be given by the formulas
and let G(x) =Ḡ(x) +G(x). We can check thatḠ is semi-differentiable at 0 relative to 0 ∈Ḡ(0) (and henceḠ is proto-differentiable at 0 relative to 0 ∈Ḡ(0)). Indeed, let
HenceḠ is semi-differentiable at 0 relative to 0. A trivial verification shows thatḠ 0,0 (0) = DG(0, 0)(0) = D pḠ (0, 0)(0) = R + . We check at once thatG is proto-differentiable at 0 relative to 0 ∈G(0) andG 0,0 (0) = {0}. By the definition of G(·), we have
Indeed, obviously, G(x) ⊂ R. It remains to show that R ⊂ G(x) for all x ∈ R. Let x ∈ R and z ∈ R. Then z = x + y for some y ∈ R. We now consider the following three cases:
From (2.7) it follows that gph G = R × R. Hence
Therefore G(·) is proto-differentiable at 0 relative to 0 and
We next compute D pG (0, 0)(0) and consider condition (CQ) in Proposition 2.
and condition (CQ) is not fulfilled.
Lemma 2.2. Suppose that
By taking a subsequence if necessary, we can assume that u k = 0 for all k. Hence 
Proof. From Lemma 2.2 and Proposition 2.1 it is easy to check that G is proto-differentiable at x relative to y =ȳ +G(x) and the equality G x,y (u) =Ḡ x,ȳ (u) +G x (u) holds for every
u ∈ R d . 2
Proposition 2.2. Suppose that a multifunction
F : R d × R n ⇒ R m is semi-differentiable at (x,ŷ) ∈ R d × R n relative toẑ ∈ F (x,
ŷ). Then the multifunctionF defined byF (x) = F (x,ŷ) is semi-differentiable atx relative toẑ and
By the semi-differentiability of F at (x,ŷ) relative toẑ, v ∈ lim inf t→0 + ,ũ →(u,0)
F ((x,ŷ)+tũ )−ẑ t .
It follows that v ∈ lim inf t→0 + ,u →u
which proves the semi-differentiability ofF atx relative toẑ. It is easy to verify thatF x,ẑ (u) = F (x,ŷ),ẑ (u, 0) for all u ∈ R d . The proof is complete. 2
Remark 2.3. If the semi-differentiability of F (·) in Proposition 2.2 is dropped, then formula (2.8) is not fulfilled in general. Indeed, we consider the multifunction
where yR := {yz | z ∈ R}. We can check that
We check at once thatF (·) is proto-differentiable at 0 relative to 0 ∈F (0) andF 0,0 (u) = {0} for all u ∈ R. Clearly,F 0,0 (u) = F (0,0),0 (u, 0) for all u ∈ R and (2.8) is not fulfilled. 
where B R d (respectively, B R n ) denotes the closed unit ball in R d (respectively, R n ).
The following result provides a sufficient condition for the global Lipschitz of derivative G in Proposition 2.1.
Proposition 2.3. Suppose that the following properties hold:
(i) multifunctionsḠ andG from R d to R n have closed graphs; (ii)Ḡ is pseudo-Lipschitz and proto-differentiable at x relative toȳ ∈Ḡ(x); (iii)G is pseudo-Lipschitz and proto-differentiable at x relative toỹ ∈G(x);
Then multifunction G : R d ⇒ R n defined by G =Ḡ +G is semi-differentiable at x relative to y =ȳ +ỹ, and G x,y is itself globally Lipschitz in the sense that there exists μ 0 > 0 such that
Proof. By [14, Theorem 4.3] , from (i) and (ii) it follows thatḠ is semi-differentiable at x relative toȳ and there exists μ 1 > 0 such that
Similarly, we haveG is semi-differentiable at x relative toỹ and there exists μ 2 > 0 such that
where μ 0 := μ 1 + μ 2 . By Proposition 2.1, we have G is semi-differentiable at x relative to y and hence
The proof is complete. 2
Proto-differentiability of the perturbation maps
In this section, we will provide some sufficient conditions for the proto-differentiability of the generalized perturbation map in (1.3) . F (x, y) ) ∩ K(y), and K : R n ⇒ R m is proto-differentiable at y relative to q, and the following condition (CQ) holds , z) , and
Proof. From Lemma 2.1, to prove the proto-differentiability of G at (x, z) relative to y ∈ G(x, z), it suffices to show that
We first prove that
Consequently,
, for all k. We claim that the sequence {θ k 1 } has a convergent subsequence (and hence the sequence {θ k 2 } also has a convergent subsequence). Conversely, without loss of generality we can assume that lim k→∞ θ k 1 = ∞. Putting
, for all k. By taking a subsequence if necessary, we can assume that lim k→∞θ k 1 =θ 1 and θ 1 = 1. It follows that
which contradicts condition (CQ), and our claim is proved. Without loss of generality we can assume that lim k→∞ θ k 1 = θ 1 and lim k→∞ θ k 2 = θ 2 . Then
, it follows thatθ =θ 1 +θ 2 , where
, from the semidifferentiability of F at (x, y) relative to z − q, for the preceding sequences {t k } and {ξ k }, and for anyū k →ū there exists {θ k , z) , y) = Γ . Combining the semi-differentiability of F at (x, y) relative to z − q and the proto-differentiability of K at y relative to q with the convexity of D, it follows that , z) , y), which establishes the proto-differentiability of G at (x, z) relative to y and
The proof is complete. 2 Remark 3.1. Theorem 3.1 can be obtained from Theorem 4.1 in [7] and our sum formula in Proposition 2.1. Moreover, Theorem 3.1 can also be extended to parameter x including in the multifunction K(·), that is, the multifunction G(·) has the form:
where D ⊂ R n is a closed convex set and F, K : y) and K(·) is protodifferentiable at (x, y) relative to q, and the following constraint qualification holds
then, using the same lines of arguments as in the proof of Theorem 3.1, we obtain that G(·) is proto-differentiable at (x, z) relative to y ∈ G(x, z), and
This fact also extends a special case of Theorem 4.1 in [7] to a pair of multifunctions. For more details we refer the reader to [7] . (F (x, y) ). Hence K y,F (x,y) (ξ ) = T C (F (x, y) ). Thus 
