Abstract
Introduction
The evolution of the financial markets in the SEE region has been very slow, and the financial sector of the SEE countries has shown itself to be underdeveloped compared to the level of development in more advanced CEE countries. As time went on, it became apparent that many countries in the SEE region increasingly found themselves attracting the interest of foreign investors from Western Europe. The growth of a number of foreign banks in the SEE region can be explained by specific underlying financial conditions. First, the Net Interest Margin (NIM) is very high, allowing banks as major financial intermediaries to adjust interest rates charged to reflect the risks exposed. On the other hand, the barriers to entry into the banking sector were set at a very low level, stimulating the entry of foreign banks into the SEE region.
The banking sector of the SEE countries is still characterized by a certain structural inefficiency and particular weaknesses, such as too high Lending-Deposit Rates Spread, and a high share of nonperforming loans (NPLs) to total loans, which has caused additional challenges for some transition countries. The point here is that the current configuration of the loan and deposit market in these countries maintains the structure of relatively high NIMs. Although the values of Lending-Deposit rates spread between the analyzed countries are different, they are significantly higher compared to the level found in the advanced countries of the EU.
One explanation offered for these trends is a lack of competition between institutional investors and alternative sources of long-term investment financing.
Although recent studies related to the factors affecting banks' NIMs are relatively extensive and varied in their findings, there is no more literature in the context of the SEE region. This study represents the first empirical research for some countries from our sample (e.g. Bosnia and Herzegovina, Albania, Serbia, and Macedonia) with very recent data.
The research aims to quantify the impact of a set of specific variables of the banking markets (including some control variables) on the variation of IRS in the SEE region by employing aggregate data (at the country level).
The empirical part of this paper refers to the empirical evidence on the influence of the banking markets' specific variables and the macroeconomic factors in measuring the movement of IRS.
One of the main contributions of this study to the existing literature about factors affecting Bank Interest Rate Margins is the focus on SEE countries that were less explored in the past (Bosnia and Herzegovina, Albania, Serbia, and Macedonia) . Also, the findings of this study can be extended to other transition countries as they share many common features, such as a similar pattern of transition and their proximity to each other. 83 
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Literature review
The bank interest rate margin has been the subject of numerous practical and some academic research. A large number of these analyses have documented a number of factors that affect the size of bank interest margin. For example, Demirgüç-Kunt and Huizinga (1999) conducted empirical research for the banking sector of 80 countries between 1988 and 1995. The research showed that differences in interest margins and bank profitability might be explained by some bank characteristics, macroeconomic conditions, explicit and implicit bank taxation, deposit insurance regulations, overall financial structure, and several underlying legal and institutional indicators. A general finding of their research shows that lower interest margins and lower profits are associated with larger bank asset to GDP ratio and lower market concentration ratio.
A pioneering study and one of the most quoted studies on the determinants of banking interest rate spread was provided by Ho and Saunders (1981) . They are notable scholars who developed a model of bank margins or spreads in which a bank is viewed as a risk-averse dealer between lenders and borrowers. They employed a large data set of US commercial banks, between 1976 and 1979 , to explore the relationship between an individual bank's interest margin and some bank-specific variables (i.e. implicit interest payment, the opportunity cost of required reserves, and default premium). In their model, the interest margin is seen as a premium that covers the risks associated with the maturities of transforming savings into loans. The "pure margin" is common across all banks in a single country and it depends on the degree of managerial risk aversion (i.e. the higher the risk aversion present, the higher the interest margin), the degree of bank competition (i.e. lower competition presents a higher interest rate margin), the size of transactions undertaken by the bank, market structure (i.e. the development and efficiency of financial intermediaries present a lower interest rate margin) and the variable of interest rates (i.e. higher fluctuations in interest rates present a higher interest margin due to the need to cover a larger interest rate risk).
However, NIMs of individual banks contain components that are specific to a particular bank. They depend on the interest rates paid by commercial banks on deposits, the overall quality of a loan portfolio, cost-effectiveness, and quality of management, etc.
Interest in determining NIMs increased in the 1990s (McShane and Sharpe, 1985; Allen, 1988; Carbó and Rodríguez, 2007; Angbazo, 1997; and Maudos and Solís; and much research has been done on this topic since, extending Ho and Saunder's original model of bank margins or spreads.
They extended Ho and Sunder's original model by allowing for the possibility of adding a few variables to be included into a single integrated model. The research of Maudos and Solís (2009) focuses on tested net interest income in the Mexican banking system. They compared 43 commercial banks by using 289 annual observations between 1993 and 2005. The results of their research suggest that the banks set higher intermediation margins if they have greater market power and lower average operating costs. More recently, Maudos and Guevara (2004) empirically analyzed the determinants of banks' interest margins, focusing on five EU countries (i.e. Germany, France, the United Kingdom, Italy and Spain) between 1993 and 2000. They employed a sample of 15,888 observations in order to examine the factors affecting the NIMs in selected banking sectors across the EU-5 countries. Also, their findings revealed that a "pure" NIM depends on the competitive conditions on the market, the current level of interest rate risk borne by banks, the average operating expenses, and degrees of risk aversion of the individual banks. They also include some other variables that are not explicitly included in the model, such as opportunity cost of reserves, payment of implicit interest and quality of management.
Agoraki (2010) empirically analyzed the determinants of the NIM at the level of the banking system of the SEE countries between 1998 and 2007. The results of her research show that NIMs at the national level are influenced by market power (e.g. a lack of competition), operational costs (i.e. high cost efficiency reduces NIMs), risk aversion, interest rate volatility, credit risk, liquidity risk, volume of loans, implicit interest payments and quality of management.
The research conducted by Dumičić and Ridzak (2013) was comprised of 152 banks from 13 countries of the CEE region (i.e. Bulgaria, Croatia, Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovak Republic and Slovenia) to measure the NIMs of individual banks. In the examination of the determinants of NIMs, their study employed some bank-specific and macroeconomic variables (i.e. GDP growth rate and inflation). They separately examined certain effects in the pre-and post-crisis period of 2008's global financial crisis. The study found that macroeconomic factors, such as capital flows, economic growth, and a seemingly sustainable fiscal policy determine the decline of margins in the pre-crisis period, while the same factors caused the reversal of margins in the post-crisis period. Ho and Saunders (1981) The finding of their studies reveals that the degree of risk aversion, market structure (i.e. proxy for competition), the average size of bank transactions, and the variation of the interest rate on loans and deposits (e.g. market risk) are by far the most important determinants explaining the optimal pure spread of NIMs in the context of 80 countries over the period 1988 -1995 . McShane and Sharpe (1985 A significant and positive impact of the capital-to-assets ratio on NIMs. A negative and significant impact of the ratio "loans to total assets" on the NIMs. An Empirical Analysis of Factors…
Authors(s) & Year of Study Major Findings
Angbazo (1997) NIMs are statistically significant and positively related to capital to assets ratio, credit market growth, as well as default risk (as measured by net loan charge-offs to total loans ratio), non-interest-bearing reserves, leverage (as measured by the ratio of core capital to total assets), and management efficiency (as measured by the ratio of earnings to total assets). By contrast, his study found a negative and significant relationship between liquidity risk (as measured by liquid to total assets) and the NIM using a sample of US banks. Demirgüç- Kunt and Huizinga (1999) NIMs are positive and significantly influenced by the ratio of equity to lagged total assets, by the ratio of loans to total assets, by the bank's size (as measured as the log of the bank's total assets), by the ratio of overhead costs to total assets, by inflation rate, and by the short-term market interest rate in real terms, while output growth does not seem to have any impact on the NIM. Brock and Suarez (2000) They found statistically significant evidence that some bank-specific and macroeconomics variables (i.e. liquidity and capital risk at the bank level, and by interest rate volatility, inflation and GDP growth) have an important role in determining banks' spread levels in the context of five Latin American countries (i.e. Argentina, Bolivia, Colombia, Chile, and Peru).
Saunders and
Schumacher (2000) The authors found that bank market structure, interest rate volatility and bank capitalization play an important role in the determination of spreads for six selected European countries and the U. S. (during the period 1988-1995 using a sample of 614 banks). They also found a positive and significant relationship between non-earning assets to assets ratio and the NIM. Maudos and Guevara (2004) The results obtained in their study found that NIMs were influenced significantly by some bank-specific variables (i.e. credit risk, internal rate of return, capital ratio to assets ratio, cost to total assets ratio, bank operating costs) in Western and European Union accession countries. Also, they found in their research a negative and statistically significant relationship between cost to income ratio and the NIM. Liebeg and Schwaiger (2006) The authors found that the NIM depended positively on the Lerner index, operating costs, risk aversion, and interest rate risk while the average size of operations and the co-movement of interest rate and credit risk have no significant impact on the NIM. Carbó and Rodríguez (2007) The study found statistically significant and positive impact of selected bank variables on NIMs. NIMs are influenced by credit risk (as measured by loan default to total loans), interest rate risk (as the difference between the interbank market (three months) rate and the interest rate for customer deposits), capital to assets ratio (as measured by capital and reserves to total assets) while HHI does not appear to be significantly related to the NIM. Claeys and Vennet (2008) The study concludes that NIMs are affected by concentration, operational efficiency, capital adequacy and risk behavior in the case of Western and Central-Eastern European countries (from 1994 to 2001, employing a sample of 2279 banks from 36 countries) Maudos and Solís (2009) In the case of the Mexican banking system, Maudos and Solís found a positive relationship between the intermediation margin and variables proxying market power (Lerner index), operating cost, volatility of market interest rates, and implicit interest payment; and a negative relationship with the quality of management and non-interest income. Kasman et al. (2010) They found that during the consolidation period (1996) (1997) (1998) (1999) (2000) , some variables, such as operating cost ratio, Lerner index (LI), capital ratio and credit risk have the most significant and positive impacts on the NIM, while bank size and managerial efficiency have a negative relationship with the NIM, in the case of new European Union members' and candidate members' economies. Source: Compiled by the author.
Methodology and data
The aim of this study is to determine the relationship between the Interest Rate Spread and selected banking markets' specific variables and macroeconomic variables by employing panel data estimation methodology. The set of independent variables employed in our study covers commonly used macroeconomic and bank-specific variables, aggregated at the level of eight countries of the SEE region (including Albania, Bosnia Herzegovina, Serbia, Croatia, Macedonia, Slovenia, Bulgaria and Romania). The research used panel data analysis with data drawn from the Central Banks' Annual Reports of the respective countries and the Financial Development and Structure Dataset-Global Financial Development Database (The World Bank). Due to a lack of availability of comparable data, this analysis is limited to the period between 2000 and 2014.
As a proxy variable for measuring variation in NIMs, IRS was employed. A dependent variable IRS is calculated by the lending rate minus the deposit rate. The independent variables in our regression models are credit risk (i.e. NPL, bank nonperforming loans, and total gross loans), bank size (logarithms of total bank assets), bank concentration (i.e. BCON, a measure of market power in the banking market by the Lerner index), bank overhead costs to total assets (OPER-AT), liquidity risk (i.e. LQDR, bank liquid reserves to bank assets ratio), bank return on assets (i.e. ROA, after tax), GDP growth rate and inflation (i.e. INFL, consumer prices, annual), and bank credits to bank deposits ratio (CDR). All variables are expressed as percentage values.
The model employs balanced data including observations for all individual units in all time periods. In panel data analysis, μi is called an unobserved component, latent variable or unobserved heterogeneity. It is further discussed in terms of whether μi should be treated as a fixed effect or random effect. μi is called a random effect when it is handled as a random variable. We express it as a fixed effect when it is handled as a parameter to be estimated for each cross-section observation "i", and it means that a correlation between the unobserved effect, μi, and the observed explanatory variables, X, is allowed (Wooldridge 2002) .
We can define the random effects model as follows:
on assets (i.e. ROA, after tax), GDP growth rate and inflation (i.e. INFL, consumer prices, annual), and bank credits to bank deposits ratio (CDR). All variables are expressed as percentage values. The model employs balanced data including observations for all individual units in all time periods. In panel data analysis, μi is called an unobserved component, latent variable or unobserved heterogeneity. It is further discussed in terms of whether μi should be treated as a fixed effect or random effect. μi is called a random effect when it is handled as a random variable. We express it as a fixed effect when it is handled as a parameter to be estimated for each cross-section observation "i", and it means that a correlation between the unobserved effect, μi, and the observed explanatory variables, X, is allowed (Wooldridge, 2002) . We can define the random effects model as follows:
In this model, IRSit is our dependent variable "interest rate spread" of a country "i" in year "t". Xkit expresses the value of independent variables "k" in year "t" for country "i". βk is Kx1 parameter vector, while β0 is the intercept and uit is the usual disturbance term. In the random effects model, an unobserved effect is not fixed. Therefore, the model puts μi into the error term and tries to separate the effects of both error terms in the model. The fixed effects model may be defined as follows:
β0i means each country has its own fixed effect, and the differences among units are stated as differences in the intercepts. The biggest advantage of the fixed effects model is that it allows for the correlation between independent variables and an unobserved effect, μi. The period effects panel model can be defined as follows:
β0i means each country has its own fixed effect, and the differences among units are stated as differences in the intercepts. The biggest advantage of the fixed effects model is that it allows for the correlation between independent variables and an unobserved effect, μi.
The period effects panel model can be defined as follows:
indicates a time-specific effect. In panel data analysis, we sometimes encounter one-way models that capture only time effects in the sample. The time-specific effect does not change for countries.
The following hypothesis will be tested: H0:
The hypothesis for each variable is that the selected variable has no significant impact on banks' IRS. H1-9: The hypothesis for each variable is that the selected variable has a significant impact on banks' IRS. Table 2 displays information related to the multicollinearity among independent variables used in the regression analysis. As shown in the correlation matrix (Table 2) , there is no significant problem of multicollinearity between the independent variables. The correlation coefficients between the independent variables take on a value of -0.0072 to -0.5201, implying a moderate degree of collinearity between the variables. The explanatory variable of LQDR has a positive correlation coefficient with the other variables with the exception of NPL and BANKSIZE. The explanatory variable of CDR has a positive correlation coefficient with NPL; BANKSIZE, BCON, OPERAT, as well as a negative correlation coefficient with LQDR, ROA and GDPGROWTH. Further, the GDPGROWTH variable also has a positive correlation coefficient with the other variables, with the exception of NPL and BANKSIZE. Unlike the aforementioned variables, ROA has a negative correlation coefficient with the majority of variables in the model (with the exception of OPERAT and LQDR). The Hausman test is employed to compare fixed effects and random effects estimators. With respect to the Hausman test, the null hypothesis that states the random effects model is the correct specification is rejected at the significance level of 1%, and our findings are in favor of fixed effects model (e.g. Chi-squared statistic: 57.08, with prob. 0.000) for identifying the determinants of IRS. According to the results in Table 3 , it can be concluded that the movements of certain variables are not in accordance with the basic assumption of the model. The corresponding results obtained by analysing the panel data reveal that four variables were found to be statistically significant in fixed-effects Model (2), as follows: NPL, BCON are statistically significant at 5%, while INFL and OPERAT are statistically significant at 1%.
Empirical findings and discussion
The parameter β has a positive sign for all years. In addition, the panel data model with fixed effects attempts to explain that, on average, the β parameters of individual variables for all years have an impact on the rate of the IRS. The method 89 An Empirical Analysis of Factors… of panel data with fixed effects model is employed and the connections between all independent variables have been previously tested to eliminate the potential problem of multicollinearity. According to the F-test, the model as a whole is also statistically significant (e.g. p-value: 0.0000<0.05). The explanatory power of the model is moderate; about 41.30% of the volatilities in the IRS are explained by the volatilities of the independent variables (Model 2). By using the likelihood ratio test, we examined the significance of the fixed effects model and found the importance of Periodic effects (Model 3). Model 3 with dummy variables for each year has the p-value of the F-test measured at .0000 (at 1% significance level) with very low explanatory power, accounting for 19.90% of the total variance. Taking each year individually, , the coefficients of the time period are not statistically significant only for 2001, 2002, 2003 and 2008. Accordingly, a 1 percent increase in NPL in total loans, ceteris paribus, will increase interest rate spread by 0.19%, and a 1 percent increase in INFL will have a positive effect on interest rate spread by 0.28%. On the other hand, a 1 percent increase in Bank concentration and OPERAT will decrease interest rate spread by 0.22% and 0.218%, respectively.
A simple computation shows that all other variables in our model are not significant in explaining the variance of the dependent variable, even at the 10% level (e.g. BANKSIZE, ROA, GDPGROWTH, CDR and LQDR). Moreover, according to our findings, it is obvious that slow process of the privatization and transition of these countries to a market-driven economy caused some deviations, in addition to the fact that their economic performance is influenced by variables that are not necessarily included in our models. The study found the variables of credit risk and inflation to be statistically significant at 1% in explaining IRS. Our findings are in line with some studies conducted by other researchers, such as Carbó and Rodríguez (2007) , Maudos and Guevara (2004) , Brock and Suarez (2000) and Kasman et al. (2010) .
Commercial banks have significantly slowed their lending activities, which caused a further decline in overall economic activities and a deepening of the recession. After two years of slight recovery from the global recession, in 2012, the five countries of the SEE region (i.e. Albania, B&H, Croatia, Macedonia, and Serbia), as a group, experienced a second wave of recession.
The deterioration of business conditions, as a result of the economic crisis, caused a rise in the share of NPLs to total loans. Recently, some parent banks from abroad significantly tightened their lending policies in the host economies. High levels of NPLs mean that banks have chronic problems with writing off bad loans. It was shown that in particular during the crisis and recessions, credit risk increases, and banks compensate by increasing interest rate margins.
The negative coefficient of operational efficiency (i.e. OPERAT variable) is in contrast to previous research by Demirgüç-Kunt and Huizinga (1999) and Maudos and Guevara (2004) . This can be explained by the fact that the banking sector of the SEE region is operationally inefficient; commercial banks have relatively low operating efficiency leading banks to set higher bank interest margins. This is in line with research conducted by Yener et al. (2001) and Claeys and Vander Vennet (2008) , who also found a negative impact of operating efficiency on Bank Interest Margins.
Additionally, the BANKSIZE variable (in Model 2) has a negative and statistically insignificant relationship with IRS (i.e. it is not in line with the study conducted by Kasman et al. (2010) and contradicts the earlier findings of Demirgüç-Kunt and Huizinga (1999)). Our findings confirm the perception that large foreign banks mostly have technological advantages compared to domestic banks and may be able to benefit from economies of scale and their size by maintaining narrow interest spreads.
Furthermore, we found that inflation is associated with higher interest margins at 1% statistical significance levels. Similar findings have been found by Demirgüç-Kunt and Huizinga (1999) and Boyd et al. (2009) .
The positive relationship between INFL and IRS points to the fact that, in all countries of the region, it has ensured macroeconomic stability with low inflation rates (with the exception of Serbia). It seems that inflation expectations exert upwards pressure on interest rate margins prompting banks to increase their base lending rates.
It has been found that a variable of BCON measured by the Lerner index has an inverse relationship with IRS in Model 2. In contrast to much previous research, we found that a high level of banking concentration exerts a strong negative and significant impact on interest rate margins. This is not in line with the findings of earlier studies conducted by Demirgüç-Kunt and Huizinga (1999), Carbo and Rodriguez (2007) , Peshev (2015) and others. This inverse relationship between the two variables can be explained by the fact that the high level of banking concentration in the SEE region may restrain market power, reduce loan rates and decrease interest rate margins as found by Leroy and Lucotte (2016) in a sample of 54 European listed banks. Another explanation for the high level of banking concentration in the SEE region is the fact that commercial banks represent the largest types of financial intermediaries and primary source of long-term financing, with a share of over 90% of the total assets of the financial sector while the share of non-bank financial institutions is negligible.
With reference to the criteria of concentration, SEE's banking sector measured by the Lerner index remains very concentrated although there are considerable variations across selected countries. The first group of countries, with a high level of banking concentration, comprises Albania, Macedonia and Serbia. The second group of countries, with a moderate level of banking concentration or a relatively fragmented market share, covers B&H, Croatia, Romania, Bulgaria and Slovenia.
Variable CDR is shown to be statistically insignificant. One of the reasons for its insignificance is the fact that in all SEE countries, with the exception of Macedonia, Albania and B&H, the ratio of loans to deposits from banks exceeded 100 percent. It shows the small domestic deposit base of the banking sector and the relatively high dependence on other types of borrowing (i.e. open credit lines and interbank lending market). Along with the above findings, the following conclusions can be drawn: (see Table 4 ). 
Conclusion
This paper explored the impacts of various bank-specific and macroeconomic determinants across SEE countries on NIMs. The panel data employed fixed-effects models. The number of analyzed independent variables in our sample was selected according to findings that have been shown to be statistically significant in relevant empirical studies.
The study could not find or confirm that all the independent variables employed in the regression model have an important role in the explanation of the variance, or in the rates of NIMs. This indicates that the movements in NIMs are determined by some other factors that are relevant for countries in transition.
In line with some expectations, our findings confirm the importance of credit risk, bank concentration, operative efficiency, and inflation expectations in determining NIMs, but with some unexpected signs (e.g. bank concentration). The result also revealed that no statistically significant relationship was found between NIMs and the following explanatory variables: output growth, bank profitability, bank size and liquidity risk. These findings imply that there is no evidence to confirm that changes in economic growth and liquidity do affect changes in the structure of the NIMs. 
