act on the user's behalf. 1 To achieve this goal, it must gain knowledge of the user's value system and decision policy. Most existing recommender systems use a collaborativefiltering approach, some are based on a content-based approach, and many have attempted to combine these two methods into hybrid frameworks. (See related research for representative review of recommender systems. 2 )
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act on the user's behalf. 1 To achieve this goal, it must gain knowledge of the user's value system and decision policy. Most existing recommender systems use a collaborativefiltering approach, some are based on a content-based approach, and many have attempted to combine these two methods into hybrid frameworks. (See related research for representative review of recommender systems. 2 ) Multiple-criteria decision analysis (MCDA) is a well-established field of decision science that aims at analyzing and modeling decision makers' value systems to support them in the decision-making process. This article presents a hybrid methodological framework that combines techniques from the MCDA field and, more specifically, from the disaggregationaggregation approach to model users' preferences together with the collaborativefiltering technique to identify the mostpreferred unknown items for every user.
We form these profiles with a specially designed disaggregation-aggregation approach that uses the UTA* (Utilités Additives) algorithm.
We demonstrate this proposed methodology as a movie recommender system and test its performance with real user data. Furthermore, through a comparison study with other single-and multiple-criteria collaborative-filtering methodologies, we clearly prove that creating user profile groups according to the proposed methodology is an integral part of a recommendation process.
Personalization
Personalization and customization are considered increasingly important elements of marketing applications. 3 By personalization and customization, we usually refer to exploiting information about a user (who might be a customer, individual, or group) to better design products and services targeted R ecommender systems are software applications that attempt to reduce information overload by recommending items of interest to end users based on their preferences, possibly giving movie, song, or other product suggestions. In this sense, an accurate recommender system ideally will be able to to that user. Recommender systems that assist users in discovering the items closest to their preferences constitute an intrinsically important tool of personalization technologies. Nevertheless, the effectiveness of personalized services highly depends on complete and accurate user profiles, and thus, user modeling has become a key area in the development of such technologies.
So far, the majority of existing recommender systems obtain an overall numerical rating r ui as input information for the recommendation algorithm. This overall rating depends only on a single criterion that usually represents the overall preference of user u on item i. However, previous work has argued that recommender systems researchers should focus more I n the 18th century, Nicolas de Condorcet (1743-1794) divided the decision process into three stages:
• the first discussion phase, where the principles that would serve as the basis for the decision are discussed; • the second discussion phase, in which the question is clarified, with opinions approached and combined with each other to a small number of more general opinions, and alternatives are determined; and • the third phase, which consists of the actual choice between these alternatives.
Later, Herbet A. Simon adjusted the existent approaches to make them suitable for decisions in organizations, by placing them into the three intelligence, design, and choice phases. 1 In a more recent paper, Alexis Tsoukiàs introduced a descriptive model of the decision-aiding process that involves a set of activities occurring between a decision maker and an analyst, who develops a formal model to help the decision maker face a problematic situation. 2 This model considers the decision-aiding process as a cognition process, introducing schematically the cognitive artifacts aimed at supporting the decision maker's decision process. Within such a model, a recommendation results from the construction of an evaluation model resulting from a problem formulation that formally represents a specific problem situation.
Multiple-criteria decision analysis (MCDA), a wellestablished field of decision science, comes in a variety of theories, methodologies, and techniques. 3 MCDA aims at assisting a decision maker in dealing with the ubiquitous difficulties in seeking compromise or consensus between conflicting interests and goals, represented by multiple criteria. A common approach states that MCDA is a methodology enabling the construction of a reliable and convincing model when several alternatives need to be assessed against multiple attributes under different problem statements (such as choosing, ranking, or classifying).
User modeling is a cross-disciplinary research field that attempts to construct models of human behavior within a specific computer environment. Some approaches of modeling user preferences have already been applied to recommender systems and mainly adopt techniques and methodologies from the larger fields of AI, knowledge engineering, or data mining, such as ontological user profiling, 4 or from statistics. 5 Yet, new user-modeling ideas and approaches appear throughout literature, indicating that it has emerged as an important functional tool to enhance recommender system performance. 6 However, to our knowledge, we are the first to propose an approach that constructs user profiles by exploiting preference infor mation that is integrated into a user value system and using these profiles to identify recommendation patterns.
In the past, researchers have attempted to detect cross links between the MCDA methodological frameworks and other scientific fields and disciplines, such as AI and machine learning, to enhance the preference modeling capabilities of MCDA approaches and to improve their overall performance and efficiency. However, careful consideration is necessary to incorporate multicriteria ratings in an existing recommendation process or to design new recommendation techniques to achieve maximum accuracy. 7 Yin Zhang and his colleagues recently introduced multicriteria rating in recommender systems from a statistical machinelearning perspective. 8 The UTARec system, a predecessor of our proposed system, is an initial demonstration of applying multicriteria decision-analysis techniques in recommender systems. 9 However, UTARec constituted only an experimental proof of the multicriteria algorithm efficiency to predict real user ratings and served as a stepping stone for the integrated hybrid multicriteria recommender system we present here.
on the user-oriented perspective, indicating that people are not satisfied by existing recommender systems. 4 The key to more effective personalization services is the ability to develop a system able to understand not only what people like, but why they like it. In other words, an accurate modeling of a user's value system and an effective preference representation schema will potentially lead to the design of a recommendation algorithm with increased performance. Such a system could understand how users think about items by considering the knowledge about the underlying attributes that attract users to choose particular items and hence recognize preferences, not just patterns, ensuring a more sophisticated understanding of the user.
In decision theory, the MCDA field emerged from the fact that real-world decision-making problems are intrinsically multidimensional. 5 MCDA aims at aiding the decision maker in the decision-making process, concerning a set of objects, actions, alternatives, and items evaluated on multiple points of view, which are roughly referred to as criteria (attributes, features, variables, and so on). By "aiding," we mean that MCDA supports decision makers but does not substitute them during the decision process. (See the "Related Work in Decision Science" sidebar for previous research.)
Under such a perspective, we face the recommendation process as a decision problem and exploit techniques from decision theory and the MCDA field to accurately build a model representing the user's preferences. Following this framework, a potential user in a recommender system corresponds to the decision maker in a decision process. We can thus consider recommender systems as decision-support systems that need to learn the decision maker's preferences. Both decision-support and recommender systems try to assist the decision maker and user, respectively, throughout the decisionmaking process. This decision might vary from a simple purchase of an item to more sophisticated managerial matters.
Methodological Framework
To begin, we discuss the overall framework of our proposed approach together with the system's individual components. Figure 1 summarizes our system's overall process structure, and the following subsections outline the steps involved.
First phase: Data acquisition
For the data-acquisition procedure, we must first gather two types of data attained from user statements. The first type is preference data given as numerical ratings, and the second deals with preference statements in the form of a ranking order, or the weak preference order.
To acquire user-preference information, every user u t ∈ U, where t = 1, 2, …, n, and n is the total number of users asked to evaluate a set of items A i ∈ A R , named the reference set A R . For every alternative A i ∈ A R , i = 1, 2, …, m, where m is the length of A R , the user u provides a rating r ui , for every criterion c j , j = 1, 2, …, k, where k is the total number of criteria, following a predefined measurement scale (that is, from one to five). In addition to these individual evaluations, we ask users to rank all the alternatives that belong to the reference set in a descending order and thus provide a weak preference order. Indifference relations are acceptable in the ranking order and are considered accordingly during the multicriteria usermodeling phase.
With the completion of this step, we form a data matrix that acts as an input for the second phase.
Second phase: Multicriteria User Modeling
The multicriteria input data matrix is next analyzed and processed throughout the system's second phase, leading to the formation of a single k-dimensional vector for every user, which we call the significance weight vector or merely the weight vector. During this second phase, we apply the UTA* algorithm, 6 one of the most representative and widely applied disaggregation-aggregation framework algorithms, to analyze the user's cognitive decision policy. The UTA* algorithm adopts the preference disaggregation principle, the philosophy of which is to assess and infer preference models from given preferential structures. Figure 2 shows the complete series of step in the disaggregationaggregation approach. The first step determines the problem statement. Among the various problem statements in decision-aiding theory, 7 three are most appropriate for this domain:
• choosing one or more potential actions from a set of actions (alternatives) A, • ranking those alternatives in a descending order, and • sorting them into predefined ordered categories.
There are various ways to present recommendations to the end user. We can offer users the best item (choosing), present the top N items as a recommendation list (ranking), or classify the items into categories, such as highly recommended, fairly recommended, and not recommended (sorting). Accordingly, a recommendation problem can equivalently belong to one of the first three problem statements, depending on its design architecture.
Although the UTA method performed in this step using the UTA* algorithm belongs to the rankingproblem statement, this does not imply that the recommendation problem should also belong to the same problem statement. To elucidate the inconsistency that seems to emerge at this point, in the user modeling phase, the goal is to model the user's value system using the UTA method, but ultimately we are trying to predict ratings for unknown items.
Following the disaggregationaggregation methodological schema, the modeling process of level two must conclude with a consistent family of criteria {g 1 
(More details on the criterion family requirements are available elsewhere. 5 ) Each criterion must be a nondecreasing, real-valued function defined on A as follows:
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| R user -r system | > MAE Figure 1 . Proposed system's build-up architecture. We follow a four-step sequential procedure to form groups of users with similar preferences and apply collaborative filtering inside each group to predict user ratings.
respectively; g j (a) is the evaluation or performance of action a on the jth criterion; and g(a) is the vector of performances of action a on the k criteria. The multicriteria data input matrix is processed by the UTA* algorithm through an iterative ordinal regression procedure. (Analytical details and an illustrative example of the UTA* algorithm are available elsewhere. 6 )
The UTA* algorithm considers as input a weak-order preference structure on a set of actions, together with the performances of the alternatives on all attributes, and returns as output a set of additive value functions based on multiple criteria. It does this in such a way that the resulting structure will be as consistent as possible with the initial structure given by the user. This is accomplished using special linear programming techniques.
The UTA* algorithm follows four basic steps during which all the necessary parameters to estimate global value functions for each item and user are calculated. (See "The UTA* Algorithm" sidebar for more details.) Thus, a value is assessed for each alternative that belongs to the reference set, quantifying its value to each user and ensuring consistency with the user's value system. UTA*'s output involves the value functions associated with each criterion, approximated by linear segments, as well as the criteria significance weights (trade-offs among the criteria values). The latter, expressed as a weight vector, serves as each user's value system informationrepresentation schema and provides the required user-modeling data to proceed to the next phase.
Third phase: clustering
Generally, a clustering algorithm divides the original data set into disjointed groups. Clustering is an unsupervised process that aims to group data objects based only on information found in the data that describes the objects and their relationships. The objects within a group should be similar (or related) as much as possible to one another and should be different from (or unrelated to) the objects in other groups. Most existing clustering algorithms are sensitive to initial parameters, such as the number of clusters and initial centroid positions. To limit these shortcomings, we use global k-means, 8 a deterministic approach to the traditional k-means clustering algorithm, in this third phase. Global k-means does not depend on any initial parameter values and employs the k-means algorithm as a local search procedure.
Instead of randomly selecting initial values for all cluster centers, this algorithm acts in an incremental way by optimally adding one new cluster center at each stage, the one that minimizes a certain clustering criterion.
Suppose we are given a data set {x 1 , x 2 , …, x n }, x n ∈ R d . The k-clustering problem divides this data set into k disjointed groups called clusters C 1 , C 2 , …, C k by optimizing a certain clustering criterion. We have adopted the most widely used clustering criterion: the sum of squared error (SSE) between each data point x i (i = 1, 2, …, n) and the centroid m j (j = 1, 2, …, k) of the subset C j , which contains x i . This clustering criterion depends on the cluster centers m 1 , m 2 , …, m k , and is shown in Equation 2.
Applied to the set of user weight vectors, global k-means labels every user to a specific group.
Fourth phase: recommendation
Following the formation of user groups with similar preferences (user-profile clusters), we can provide users with accurate item recommendations by implementing the collaborative-filtering philosophy inside each user group.
The multidimensional MRCF (MRCF-dim) approach we apply here is based on multidimensional distance metrics. First, it calculates the distance between two users, u and u′, for the same item, according to Equation 3:
where r u is the rating vector of user u and r u′ is the rating vector of user u′. By rating vector, we mean the set of ratings that user u provided for item i, including the overall rating. Here k + 1 represents the dimension of this rating vector, as a result of the k criteria and the overall rating that altogether define the user vector's dimensionality. Second, we determine the overall distance between users u and u′:
where U(u, u′) denotes the set of items that both u and u′ have rated. This means that the overall distance between the two users, u and u′, is the average distance between their ratings for all their common items. Finally, the users' similarity, which is inversely related to their distance, is given by
This notion of similarity ensures that the similarity will approach zero as the distance between two users becomes larger, and it will be one if two users rated all their common items evenly. 9 Note that sim(u, u′) is calculated if and only if u′ belongs to the same group as u and their U(u, u′) is not empty. (Henceforth, we refer to these users as mates.) Therefore, the computational effort is minimized compared Step 2. Introduce two error functions s + and s -on A Ri (reference set of alternatives) by writing for each pair of successive actions in the given ranking Equation E: Step 3. Solve the linear program (LP): 
Step 4 (stability analysis). Check the existence of multiple or near-optimal solutions of the linear program (Equation F). In case of nonuniqueness, find the mean additive value function of those (near) optimal solutions that maximize the objective functions of Equation G, on the polyhedron of the constraints of the LP (Equation F) bounded by the constraint of (Equation H), where z* is the optimal value of the LP in step 3 and e a very small positive number. By applying the UTA* algorithm, all the necessary parameters to estimate global utility functions U(g(a)) for each alternative are calculated. Thus, a value is assessed quantifying the alternative's utility to each user and ensuring consistency with his or her value system. the UtA* Algorithm to traditional nonclustering approaches that compute sim(u, u′) for all possible user combinations.
After calculating a similarity index for mate users, we provide a potential rating R(u, i) for any unexplored item i:
This is in fact a similarity weighted sum of known ratings, and C(u) defines the user's neighborhood, meaning the cluster to which u belongs.
Feedback Mechanism
The system's feedback mechanism is activated by users when they are willing to provide a rating for an item they explored after following the system's preceding recommendations. If a user disagrees with the recommendation given and provides the rating for the specific item, the system processes this information by triggering the feedback-correction algorithm. According to this algorithm, the new user value is compared to past system value in terms of absolute difference. If this difference is greater than the mean absolute difference stored for this user, then this alternative is included in the reference set and the UTA* algorithm runs again to calculate a new significance weight vector for this user. The weight vector will indicate whether this particular user should belong to a different group. To decide this, the feedback-correction algorithm calculates the squared Euclidean (SE) distance of the user's weight vector from every centroid of the formed groups. This particular user will now belong to the group where each user's SE is less than or equal to the group's maximum SE. Depending on the feedback function's results, the system might update the user's profile by changing this user's group. Here, we have provided a simplified version of this approach. We plan to investigate integrating more sophisticated alternatives (such as relevance feedback techniques) into the system.
Other Single-and Multicriteria-Rating Collaborative-Filtering Approaches We believe that multiple criteria should be considered to better understand user-decision policy. Our goal is to construct a decision model and be able to recommend items of interest by exploiting this model. We also claim that the user-modeling phase can be more effective if more sophisticated methods, specially developed to treat multiple-criteria decisions, are used to build user profiles. It is important to understand how users come to their decisions and not only consider their past actions or other people's similar decisions. It is likely that two users who gave an item the same overall grade passed through dissimilar decision routes to reach the same point. Finally, we believe that different users also have different knowledge, interests, abilities, learning styles, and preferences; however, this does not preclude the existence of discrete patterns among users, or user-profile groups.
To verify the effectiveness of our approach, we compared it to popular collaborative-filtering approaches. 9 More specifically, we compared it to a single-rating collaborative-filtering approach (SR-CF) that uses the itemweighted cosine-based similarity to calculate similarities, a multiple-rating collaborative-filtering technique that uses average similarity to aggregate the item-weighted cosine-based similarities from individual criteria (MRCF-av), and an MRCF technique that uses worst-case similarity to aggregate item-weighted cosine-based similarities from individual criteria (MRCF-min).
Single-rating collaborative Filtering (Sr-cF)
By a single rating, we mean that just the overall rating is considered in all calculations. In the SR-CF approach, a similarity index sim(u, u′) is calculated for all possible u-u′ combinations according to the item-weighted cosine similarity function that uses the common notion of cosine similarity. However, even though cosine similarity measure has been extensively used in recommender systems, it fails to compute a rating in the case of a single common item. If there is only one common item, cosine similarity will result in one, regardless of the differences in individual ratings. Furthermore, because cosine similarity does not consider the size of U(u, u′), we used a weighted approach of this measure:
In Equation 7 , the traditional cosine similarity measure inside the parenthesis is multiplied by A, which is the percentage of common items U(u, u′) that both u and u′ have rated, over U(u), the total number of items that u has rated. Obviously, this favors similarities of pairs of users with a large common item set.
Multirating collaborative Filtering (MrcF)
Researchers have proposed two basic approaches that include multirating information in similarity calculations. 9 The first considers individual similarities on different attributes, which are traditionally calculated by cosine similarity metrics, and the second calculates similarities based on multidimensional distance metrics. We adapted the latter in the recommendation phase of the proposed methodology.
Following the first approach, various techniques are employed to aggregate individual similarities. We used two different aggregation methods: average and worst-case similarity. Both calculate cosine similarities on all criteria as well as on the overall values. Their only difference is that in the average similarity approach these individual similarities are averaged, while in the worst-case similarity scenario the minimum of all attribute and overall similarities is chosen to represent users' similarity. However, even though we used these two approaches, cosine similarities in this work use the item-weighted variation of cosine similarity as given in Equation 7 .
Assessment
In general, recommender systems have been evaluated in many, often incomparable, ways. (A review of such collaborative-filtering recommender system evaluations is available elsewhere. 10 ) This work focuses on the ways to measure prediction quality. To assess prediction quality, we used three different metrics: statistical accuracy, classification accuracy, and rank correlation coefficient.
Statistical accuracy Metrics
Statistical accuracy metrics measure how close the numerical value ′ r ui -which is generated by the recommender system and represents the expected rating of user u on item iis to the actual numerical rating r ui , as provided by the same user for the same item. The mean absolute error (MAE) is the most commonly used statistical accuracy metric. Because MAE measures the deviation of predictions generated by the recommender system from the true rating values, as they were specified by the user, it is measured only for the items for which user u has expressed his opinion.
If user u has expressed an opinion on n items, then the MAE u is formally given by Equation 9. 
We can calculate the average MAE for an entire data set by averaging the MAEs of all users, MAE u , for u = 1, 2, …, m, over the total number of available users m, and thereby obtain an overall estimation of a model's performance. Another popular statistical accuracy metric is the root mean squared error (RMSE). In MAE, all the individual differences are weighted equally in the average, while in RMSE, because the errors are squared before being averaged, relatively high weight is given to large errors. We calculate RMSE as follows:
Similar to the average MAE, the average RMSE offers a global estimation of a model's prediction accuracy.
classification accuracy Metrics
Classification accuracy metrics determine the success of a prediction algorithm in correctly classifying items.
In recommender systems, a rational classification of items would be as highly recommended and not recommended. The system is likely to propose items in the first class, while items that belong to the second category will be never shown to the user. Precision, the number of true positives, is the number of items correctly labeled as belonging to the highly recommended class divided by the total number of items belonging to the same class. Recall is the number of true positives divided by the total number of elements that actually belong to the highly recommended class. Because there is a tradeoff between precision and recall, F-measure (a harmonic mean that equally weights precision and recall) is often used.
rank correlation coefficient
Kendall's tau is a measure of correlation between two ordinal-level variables. To calculate Kendall's tau for any sample of n items, there are [n (n -1)/2] possible comparisons of points (x i , y i ) and (x j , y j ). Suppose M C is the number of pairs that are concordant, M D is the number of discordant pairs, and M is the total number of pairs. By concordant pair, we mean that for the specific pair of items, both the user and the model ranked them identically. The formula for Kendall's tau is
where I Y is the number of equivalent pairs regarding ranking order Y (the user's ranking order), and I Ŷ is the number of equivalent pairs regarding ranking order Ŷ (the model's ranking order). Kendall's tau varies between -1 and 1, with 1 indicating a total agreement of the orders.
A Multicriteria Movie Recommender System
As an empirical study, we applied the four phases of our proposed methodology to a movie recommender system.
Data Set Description
We retrieved our experimental data set from Yahoo!Movies (http://movies. yahoo.com), where users provided preference information on movies based on four different criteria. The four attributes that constituted the criteria family were acting (c 1 ), story (c 2 ), direction (c 3 ), and visuals (c 4 ). All values were measured in a 13-fold qualitative scale with F denoting the worst evaluation grade and A+ declaring the most preferred value. For processing purposes, we replaced letters with numbers, so that one corresponded to the worst value (formerly the F rating) and 13 to the best value (formerly A+). In addition to individual criteria ratings, users were asked to provide an overall grade that reflected their global preference over each movie. Table 1 shows a typical raw data form, and Table 2 shows the same data in final form. Data cleaning followed soon after the data-acquisition phase to remove any case with at least one or more missing values and thus shrunk our data set by 18 percent. We then applied a subsequent filter to cut out users with less than five rated movies to ensure an adequate set of evaluated movies for every user.
To this end, the resulting experimental data set included 6,078 different users and 976 different movies. We ended up with 62,156 ratings, and every user had rated an average of 10 movies. The average evaluation grade was 9.6, 9.9, 9.5, 10.5, and 9.6 for the criteria acting, story, direction, visuals, and overall categories, respectively. Table 3 shows the data set's Pearson correlation matrix.
Although recommender systems researchers are accustomed to very large data sets (such as the Netflix data set that consists of approximately 480,000 users), these data sets consist of an overall single rating (usually in a scale of one to five stars) and do not provide any information on individual criteria. Generally, it is not easy to come across data sets with preference information on several attributes because it is commonly believed that people are unwilling to provide a lot of information. We advocate that preference information on individual criteria offer valuable knowledge for the design and effectiveness of recommender systems because it can be processed to build a user's value system and decision policy. Thus, asking the user to provide this information can lead to a significant improvement in the system's recommendation accuracy, which helps justify requesting a user's additional time and effort . According to the methodological requirements of the disaggregationaggregation approach we discussed earlier, a weak preference order of the alternatives is required to apply ordinal regression. The users provided that information, together with the performances on all four criteria for every movie in the reference set. However, because they expressed the global preference in a qualitative scale from one to 13, we transformed all global preference vales into a weak preference order for every user. For example, a sequence of numerical values such as r i = [13, 12, 12, 6, 1] when transformed into a ranking order will appear as r′ i = [1, 2, 2, 3, 4] .
Eventually, the multicriteria data matrix, which acted as an input for the UTA* algorithm, consisted of the actual user ratings on all four criteria for the items belonging to the reference set as well as of a weak preference order for these items. Table 2 gives an example of the input multicriteria matrix.
User Modeling phase
The UTA* algorithm processed the multicriteria data matrix to calculate significance weight vectors w u for every user u. A matrix of 6,078 × 4 was formed, which included the weight vectors of all users. All weights were normalized to a range from zero to one.
clustering phase
The global k-means algorithm divided the 6,078 weight vectors that resulted from the user-modeling phase into separate clusters. As we already stated, global kmeans ensures optimality at each clustering step. This means that SSE will continuously decrease over the number of clusters. Figure 3 shows a plot of SSEs for different numbers of clusters.
Although we can get a rough estimation of the clustering tendency from Figure 3 , because the SSE will be constantly decreasing with the number of clusters, further investigation to identify the optimal number of clusters is necessary and, most of time, is application dependent. In the movie recommender system application, the MAE of every user (MAE u ), averaged for all clusters and plotted against the number of clusters, can provide a rough estimation of the optimal number of clusters. Even though this plot will continuously decrease over the number of clusters, Figure 4 shows that the curve's slope decreases as the number of clusters exceeds 20. Depending on the application, however, any other meaningful metric or feature, or even various combinations of them, can be proved insightful for deciding how many groups to keep.
The final outcome of the third phase is a collection of disjoint groups of users with similar preferences. These groups constitute the user-profile clusters that the system's final step exploits to provide item recommendations. As we explained earlier, these groups can be updated when required. 
recommendation phase
During the user-modeling phase, a reference set of five movies constituted the training set A R of each user. The residual rated movies were used as a test set A T . Thus, during the recommendation phase, a rating R(u, i) for every unseen movie i, i ∈ A T of user u was calculated according to Equations 3 through 6.
Experimental Results
To demonstrate the accuracy and efficiency of the proposed methodological framework, we compared it to several traditional collaborativefiltering techniques and calculated MAE and RMSE statistical accuracy metrics as well as precision, recall, and Kendall's tau for each case.
To effectively apply precision and recall measures, we divided the rating scale into two classes. The first, the highly recommended class, included only ratings ranged from 11 to 13, and all residual ratings belonged to the second class, the not recommended class. Note that 42 percent of the overall preference values in our test set fall into the highly recommended class and so a precision of 42 percent corresponds to the threshold of a random guess.
To apply Kendall's tau, the values that our model predicted for all unexplored items (the test set) of u were transformed into a user's ranking order, r u . We applied the same logic to the real ratings of this user and compared the two ranking orders by applying Equation 11.
Initially, we encountered the entire experimental data set as one group and applied all different collaborative-filtering approaches. Table 4 shows the results of these approaches, first applied to ungrouped data and then to two different stages of our user-modeling procedure, after 30 and 50 user profile clusters were formed. All predicted values emerge by applying Equation 7 in different notions of similarity, depending on the method used. All similarity sim(u, u′) and potential rating R(u, i) calculations were implemented in the training set of 6,078 users, while evaluation metrics were calculated over the test set of the same users.
The bold numbers in Table 4 indicate the best performances of all approaches for every metric and italics denote the worst. Moreover, the ungrouped data results in Table 4 serves as a baseline to compare the performance of all methods on different clustering schemes. Table 4 clearly shows that MR-CF-dim, which is the collaborativefiltering method that is adapted in the proposed system, outperforms all other methods. It also shows that user-profile clusters improve the performance of any collaborative-filtering method.
In Figure 5 , we have plotted the average per-user RMSE for an indicative part of users (700-750). Bars correspond to the RMSE values as a result of the proposed movie recommender system (when 30 clusters are formed), while the bullets correspond to RMSE values for ungrouped data, which in turn corresponds to a traditional multidimensional collaborative-filtering system.
Depending on the depth of personalization that each application poses, our system provides flexible enough results to examine every user individually. In Figure 6 , for example, we plotted three evaluation metrics-MAE, precision, and Kendall's taufor a random user versus the number of clusters. For this user, one rational For the sample user, if we consider a 30-user-profiling scheme, the relative improvement in MAE, precision, and Kendall's tau, compared to the ungrouped case, is 41, 16, and 3 percent, respectively. The differences are attributed to the diverse nature of each measure and might vary across users.
A sophisticated MCDA method (such as the one we describe here) applied to build user profiles and the subsequent clustering of these profiles enhances the performance of any collaborative-filtering technique used to predict preferences. It also offers new insights for recommender systems researchers to penetrate into novel, multidisciplinary, user-modeling methodologies.
The proposed methodology is a generic methodology that can be easily adapted to any existing recommender system that exploits multicriteria information. Any aspect, such as the algorithm used to model user preferences or the clustering algorithm, can be replaced by other multicriteria preference modeling algorithms or clustering algorithms, respectively, that suit specific needs. In this way, our proposed method can be converted into a flexible tool for recommender systems researchers. 
