Generalized eigenfunctions may be regarded as vectors of a basis in a particular direct integral of Hilbert spaces or as elements of the antidual space Φ × in a convenient Gelfand triplet Φ ⊆ H ⊆ Φ × . This work presents a fit treatment for computational purposes of transformations formulas relating different generalized bases of eigenfunctions in both frameworks direct integrals and Gelfand triplets. Transformation formulas look like usual in Physics literature, as limits of integral functionals but with well defined kernels. Several approaches are feasible. Here Vitali and martingale approaches are showed.
Introduction
Eigenfunction expansions appear in the most varied domains as for example in the basis of Dirac formulation of Quantum Mechanics [18] , where each complete set of commuting observables (csco) A 1 , A 2 , . . . , A n is supposed to have a generalized basis of kets |λ 1 , λ 2 , . . . , λ n satisfying the following properties:
1.-The kets |λ 1 , λ 2 , . . . , λ n are generalized eigenvectors of the observables A 1 , A 2 , . . . , A n , i.e., where λ j is one of the possible outcomes of a measurement of the observable A j , j = 1, 2, . . . , n. Let us call Λ j the set of these outcomes.
2.-For each pure state ϕ, one has the following integral decomposition:
. . , λ n |ϕ |λ 1 , λ 2 , . . . , λ n dλ 1 dλ 2 · · · dλ n , where Λ = Λ 1 ×Λ 2 ×. . .×Λ n is the Cartesian product of the Λ j and for (almost) all (λ 1 , λ 2 , . . . , λ n ) ∈ Λ, λ 1 , λ 2 , . . . , λ n |ϕ is a complex number that gives the coordinates of ϕ in the generalized basis |λ 1 , λ 2 , . . . , λ n . Following von Neumann [38] , observables in Quantum Mechanics are represented by selfadjoint operators in a Hilbert space H. Therefore, a csco A 1 , . . . , A n is given by a set of n self adjoint operators, also called A i , whose respective Hilbert space spectra are the sets Λ i . The classical version of the spectral theorem associates to the family of selfadjoint operators A i a family of commuting Borel spectral measure spaces (Λ i , B i , H, P i ), where i = 1 . . . , n; see Section 2.1.
Consider Λ as a metric space with the product topology and the corresponding Borel σ-algebra B Λ . Since the commuting spectral measures are Borel, there exists a unique spectral measure space of the form (Λ, B λ , H, P ) such that
. , n).
The spectral measure P is called the product of P 1 , . . . , P m [10] . Thus, giving a csco {A 1 , A 2 , . . . , A n } is equivalent to give the corresponding Borel spectral measure space (Λ, B Λ , H, P ).
It is well known that only for the pure discrete part of the spectrum there exist eigenvectors belonging to H. For the continuous part, generalized eigenvectors or eigenfunctions have been considered as components of an orthonormal measurable basis in a profitable direct integral decomposition of the Hilbert space H [37, 28] or as elements of the space Φ × of a conveniently chosen rigging
where Φ is a dense subspace of H with its own topology τ Φ and Φ × is its topological (anti)dual space, i.e. the space of τ Φ -continuous antilinear forms on Φ. A triplet of the form (1) is usually called a Gelfand triplet or rigged Hilbert space (RHS). Gelfand [22, 23, 24] was the first to give a precise meaning to generalized eigenvectors, which was later elaborated, among others, by Berezanskii [7, 8] , Maurin [29] , Foiaş [19] , Roberts [33] , Melsheimer [30] and Antoine [1, 2] . For a detailed exposition see previous works by the authors [20, 21] . Such mathematics are being useful on a great variety of areas in Physics. In particular, RHS have been used in the study of Scattering Theory [26] , resonances [13, 15, 2, 3, 4, 14, 16] , singular states in Statistical Mechanics [36, 5, 17] , spectral decompositions associated to chaotic maps [6, 35] , time irreversibility [31, 4] or axiomatic theory of quantum fields [11] .
The aim of this paper is to discuss a particular aspect of eigenfunction expansion theory: the transformations formulas relating different generalized bases. Given two different csco A 1 , A 2 , . . . , A n and B 1 , B 2 , . . . , B n with respective generalized bases |λ 1 , λ 2 , . . . , λ n and |ξ 1 , ξ 2 , . . . , ξ n , Dirac [18] introduced transformation formulas relating coordinates of a pure state ϕ in both bases as follows:
These linear formulas are straightforward generalizations of the familiar ones on finite-dimensional Hilbert spaces. In infinite-dimensional Hilbert spaces, however, the situation is not so simple, because the integral kernels
. . , ξ n and ξ 1 , ξ 2 , . . . , ξ n |λ 1 , λ 2 , . . . , λ n have in general no mathematical meaning. A preliminary discussion of the problem is given in the early literature mentioned above, in particular, the second part of Melsheimer [30] . This work intends giving to transformation theory a new mathematical treatment. A fit treatment for computational purposes that can be described as follows: For two spectral measure spaces on the same separable Hilbert space, (Λ, A, H, P ) and (Ξ, B, H, Q), transformation formulas between the respective eigenfunction expansions are obtained as limits of integrals like those of Equations (2) and (3) but with well defined kernels. These approximate integral functionals are provided by Vitali approach to RadonNikodym derivatives (see Appendix), which, in particular, is sufficient to deal with the absolutely continuous part of the spectral decomposition of a cso. This is done in both direct integral and rigged Hilbert space frameworks, where Vitali approach leads to the functionalsΓ × nl and Γ × nl given in Equations (31) and (32), respectively. In both frameworks pointwise or weak convergence of approximate functionals is assured (Theorems 3.2 and 3.3). Convergence with respect to finer topologies is only possible in rigged Hilbert spaces: uniform convergence on precompact sets is proved for barrelled tvs Φ (Corollary 3.6), whereas convergence with respect to strong topology β(Φ × , Φ) is verified on barrelled and semi-reflexive tvs Φ, in particular when Φ is a Montel space, a Montel-Fréchet space or a tvs with nuclear strong dual (Corollary 3.7). The paper is organized as follows: Section 2 collects some notions and results used along the work relative to spectral measure spaces, direct integrals of Hilbert spaces, locally convex equipments and eigenfunction expansions. Section 3 contains Vitali approach to transformation theory described above. Some comments about other approaches using martingale theory or generalized Cauchy-Stieltjes and Poisson integrals are included in Section 4. Finally, an Appendix added at the end reviews briefly Vitali systems.
Preliminaries. Eigenfunction Expansions.
In this Section we introduce the terminology and preliminary results related with the mathematical structures used along this paper: spectral measure spaces, direct integrals of Hilbert spaces and locally convex equipments of spectral measures. For the first two structures the terminology is mainly that of BirmanSolomjak [10] . For equipments and eigenfunction expansions see previous works by the authors [20, 21] .
Spectral Measure Spaces
Let (Λ, A) be a measurable space, let H be a separable Hilbert space with scalar product (·, ·) and norm || · || (we consider separable Hilbert spaces only) and let P = P(H) be the set of orthonormal projections on H. A spectral measure on H is a mapping P : A → P satisfying the following conditions: (1) countable additivity, i.e. if {E n } is a finite or countable set of disjoint sets of A, then P (∪ n E n ) = n P (E n ) in strong sense; (2) completeness, i.e. P (Λ) = I. Then (Λ, A, H, P ) is referred as a spectral measure space.
If Λ is a complete separable metric space and A is the σ-algebra of all Borel subset of Λ, then P is called a Borel spectral measure. The classical version of the spectral theorem [38] associates to each normal operator A defined on H a Borel spectral measure space (Λ, A, H, P ), being Λ = σ(A), the spectrum of A, and P (E) the orthogonal projection corresponding to E ∈ A.
Here we consider the more general situation introduced in [10] : measure spaces (Λ, A, µ) such that µ is a σ-finite measure with a countable basis (a sequence {E n } of measurable sets in A such that for any E ∈ A and for all ε > 0, there exists an E k , from the sequence
By the type [µ] of a measure µ defined on (Λ, A) we understand the equivalence class of all measures ν on (Λ, A) such that µ and ν are mutually absolutely continuous, that is, they have the same class of null sets. If the measure µ is absolutely continuous with respect to the measure ν, we write
Given a spectral measure space (Λ, A, H, P ), every pair f, g ∈ H define the complex measure:
When f = g we write µ f := µ f,f and therefore, µ f (E) = (f, P (E)f ). We say that a nonzero vector g ∈ H is of maximal type with respect to the spectral measure in H, where m ∈ {1, 2, . . . , ∞}, is called a generating system of H with respect to P if H is the orthogonal sum of the spaces H gj :
There exists a generating system {g j } m j=1 such that
For each k ∈ {1, 2, . . . , m} let Λ(g k ) be the support of
of subsets of Λ given by
is a partition of Λ and then we can define the multiplicity function N p of P as
The sequence of types (5) and the multiplicity function N p are the unitary invariants of P . Now, let S(Λ, P ) be the set of complex-valued measurable functions on Λ which are finite almost everywhere with respect to the measures µ g (E) = (g, P (E)g) for all g ∈ H or, equivalently, with respect to µ g for some (all) g ∈ H of maximal type (we say that these functions are finite almost everywhere with respect to P or that are [P ]-a.e. finite). For each φ ∈ S(Λ, P ), we can define the operator
The main properties of the operators J φ are listed in the following [10] :
Direct Integrals of Hilbert Spaces
Let (Λ, A) be a measurable space. We say that a family {H λ } λ∈Λ of separable Hilbert spaces, with scalar product (·, ·) λ and norm ||·|| λ , together with a countable set {u j (λ)} ∞ j=1 of elements of the product λ∈Λ H λ is a measurable family of Hilbert spaces on (Λ, A) if for every j, k ∈ N the functions (u j (λ), u k (λ)) λ are measurable and for each λ ∈ Λ the subspace span{u j (λ) : 1 ≤ j < ∞} is dense in H λ . In such case the function of dimension N (λ) := dim(H λ ) is measurable and we say that an element f of λ∈Λ H λ is a measurable vector family if the function (f (λ), u j (λ)) λ is measurable for each j. Given a measure µ on (Λ, A), the space of measurable vector families f on A such that Λ ||f (λ)|| 2 λ dµ(λ) < ∞ is called the direct integral of the spaces H λ with respect to µ and denoted by
If, as usual, we identify functions that coincide µ-a.e., the space H µ,N is a Hilbert space with the inner product (f, g) Hµ,N := Λ f (λ), g(λ) λ dµ(λ). This structure does not depend on {u j }. The sets Λ k = {λ ∈ Λ : N (λ) = k}, where k = 1, 2, . . . , ∞, are measurable and there exist sequences {e k (λ)} ∞ k=1 of measurable vector families with the following properties:
is an orthonormal basis for H λ , and
is a finite linear combination of the u j (λ) with coefficients depending measurably on λ.
Such a sequence {e k } is called a orthonormal measurable basis of the direct integral H µ,N and its choice determines a unitary isomorphism between H µ,N and
Any measurable set E ∈ A generates the operatorP (E) on H µ,N , multiplication by the characteristic function χ E of E (χ E (λ) is one if λ ∈ E and zero otherwise),P
The family of projectionsP (E), (E ∈ A), defines a spectral measure on H µ,N . The equalities µ(E) = 0 andP (E) = 0 are equivalent and, thus, the types of µ andP coincide and also S(Λ, µ) = S(Λ,P ) and
. In general, every φ ∈ S(Λ, µ) defines a multiplication or diagonal operator on H µ,N , which we denote by Q φ , given by
Indeed, for each φ ∈ S(Λ, µ), its integralĴ φ with respect to the spectral measurê P and the multiplication operator Q φ coincide, that is, Q φ =Ĵ φ = φ dP , and then we can translate every result of the theory of integration with respect to spectral measures to the context of multiplication operators on direct integrals. Moreover, each measurable family of operators {T (λ) :
The operators of this form are called decomposable operators. In particular, when T (λ) = φ(λ)I λ , with I λ the identity operator on H λ , then T is just the multiplication operator Q φ . A decomposable operator T is self-adjoint (unitary, normal, orthogonal projection) if and only if the operators T (λ) are self-adjoint (unitary, normal, orthogonal projection) on H λ for µ-a.e. λ ∈ Λ.
Like for spectral measures P the spectral type [P ] and the multiplicity function N P are the unitary invariants, the measure type [µ] and the function of dimension N are the unitary invariants of direct integrals H µ,N , i.e., they determine the corresponding structure uniquely up to unitary equivalence. Now, given a spectral measure space (Λ, A, H, P ) and a direct integral
In particular, V P (E) =P (E)V , for each E ∈ A. The conditions under which a spectral measure space and a direct integral are structurally isomorphic and the explicit form of a structural isomorphism are given in the following [10, Th.7. In such case, a structural isomorphism V : H → H µ,N among them is defined by
where
is a measurable orthonormal basis in H µ,N and {g k } m k=1 is a generating system of H with respect to P such that:
The functional version of von Neumann spectral theorem [37] is a direct consequence of the above facts.
Finally, recall that, given a generating system {g j } m j=1 of H with respect to a spectral measure P , the space H decomposes into the orthogonal sum (4), so that each h ∈ H can be written as h = ⊕ m j=1 h j , where h j ∈ H gj . This fact together with property (vii) of Proposition 2.1 imply that for each h ∈ H there exists a unique family of functionsh j ∈ L 2 (Λ, µ gj ) such that
Theorem 2.3 below collects some results proved in [20] . The first one describes the λj-components of h and V h in terms of certain Radom-Nikodym derivatives associated with the generating system. The second one shows that it is possible to obtain a spectral decomposition "a la Dirac" by using direct integrals of Hilbert spaces.
Theorem 2.3 Under the conditions of Theorem 2.2 we have:
(i) For each h ∈ H and j ∈ {1, 2, . . . , m}, the following identities are satisfied µ-a.e.:
(ii) For each f, h ∈ H and E ∈ A,
Locally Convex Equipments of Spectral Measures
By a topological vector space (tvs) we mean a pair (Φ, τ Φ ), where Φ is a vector space over the complex field C and τ Φ a locally convex linear topology on Φ.
In what follows Φ × denotes the space of continuous antilinear mappings (functionals) from Φ into C. The space Φ × is also a complex vector space and we can endow it with its own topology [25] .
For the (anti)dual pair (Φ, Φ × ) we denote the action of F × ∈ Φ × on φ ∈ Φ as φ|F × . This bracket is linear to the right and antilinear to the left, just like the scalar product of Hilbert spaces. As usual, we write F × |φ = φ|F × * , where * denotes the complex conjugate.
In order to approach the question of existence of generalized eigenvectors for a normal operator defined on a Hilbert space H and with continuous spectrum, one can propose to rig the Hilbert space H with a pair (Φ, Φ × ) such that Φ is a dense subspace of H and Φ × contains a complete set of generalized eigenvectors for the operator in question or, better, for the associated spectral measure. To be precise: Definition 2. 4 We say that a tvs (Φ, τ Φ ) rigs or equips the spectral measure space (Λ, A, H, P ) when the following conditions hold:
i.) There exists a one to one linear mapping I : Φ −→ H with range dense in H. Identifying each φ ∈ Φ with its image I(φ), we can assume that Φ ⊂ H is a dense subspace of H and I the canonical injection from Φ into H.
ii.) There exists a σ-finite measure µ on (Λ, A), a set Λ 0 ⊂ Λ with zero µ measure and a family of vectors in Φ × of the form
where m ∈ {∞, 1, 2, . . .}, such that
In particular, if E = Λ, then, P (E) = I H , the identity on H, and
A family of the form (11) satisfying (12) (i) The subspace Φ is dense in H and is given by
where Λ 0 is a subset of Λ with µ zero measure (or equivalently, P zero measure).
(ii) The complete family of antilinear functionals on Φ fulfilling (12) is of the form
where the action of λk × over each φ ∈ Φ is given by:
(iii) The topological antidual space Φ × is the vector space spanned by the set {λk × }. The topology τ Φ is the weak topology σ(Φ, Φ × ), i.e. the coarsest one compatible with the dual pair (Φ, Φ × ). The topology τ Φ is generated by the family of seminorms
This type of riggings is minimal in the sense that no topology on Φ coarser than that given in (iii) -except for the indeterminacy derived by the zero µ measure set Λ 0 -can rig the spectral measure space (Λ, A, H, P ). In the opposite side we find the so-called universal equipments, those with Hilbert-Schmidt inductive and nuclear topologies which, due to the inductive and nuclear versions of the spectral theorem, rig every "regular" spectral measure space, c.f. [21] .
Transformation Theory
Let us pass to deal with the main subject of this work: the transformation formulas between two given representations described by spectral measures (Λ, A, H, P ) and (Ξ, B, H, Q), here called P and Q for brevity. The elements we are going to handle are the following:
(A) The scalar measures derived of the spectral measures P and Q,
where f, g ∈ H, E ∈ A and F ∈ B. Recall that when f = g we write µ k=1 of H with respect to P and Q, respectively, which satisfy the following properties (see Section 2.1 and Theorem 2.2):
(C) Direct integrals of Hilbert spaces (see Section 2.2)
associated, respectively, to P and Q as in Theorem 2.2 through orthonormal measurable bases in both direct integrals
and corresponding structural isomorphisms
We shall suppose without loss of generality that Identifying generalized eigenvectors with the elements of the orthonormal measurable bases given in (C), transformation formulas (3) in direct integrals should be similar, for each h ∈ H, to
On the other hand, when we consider the locally convex equipment [Φ, τ Φ ] given in (D), transformation formulas should be similar, for each ψ ∈ Φ, to
But the integrals kernels of these formulas, written as (14) and (15) at the same time because the following relations are satisfied:
(See Equation (13) .) Theorems 3.2 and 3.3 below mean a first approach to the problem. Both results consider Vitali approach to Radon-Nikodym derivatives (see Appendix), so that the following Lemma is all we need to prove them. 
Proof: Let f and h be two elements of H whose decompositions (8) are given by f = ⊕ j f j and h = ⊕ j h j , where f j , h j ∈ H gj . The elements of the family {h j } j∈{1,2,...,m} are spectrally orthogonal with respect to P and j ||h j || 2 < ∞. Thus we have
and the same is valid for {f j } j∈{1,2,...,m} . Therefore,
As in (8) , for each j ∈ {1, 2, . . . , m}, denote byf j the function of
From (19) and (20), being V unitary, it follows
Now, in the light of (7), V g j = dµ P g1 dµ (λ) e j (λ). This fact together with (6)
Finally, from (9),
Substituting in (21) we obtain the first identity of (18) . The second one is obtained interchanging the roles of f and h in (21). N) . Then, for all h ∈ H and k ∈ {1, 2, . . . , m ′ },
Proof: By Equation (13), save for a set Λ 0 of zero µ ′ -measure, we have
By hypothesis the measure µ ′ have a Vitali system. Since for each pair f, h ∈ H the measure µ Q f,h is absolutely continuous with respect to µ ′ , every Vitali system for µ ′ is also a Vitali system for µ Q f,h . Thus, the Vitali-Lebesgue theorem (Theorem A.4 of Appendix) implies that for µ ′ -a.a. ξ ∈ Ξ, if F 1 , F 2 , . . . is a sequence of measurable sets of B that admits a contraction to ξ, then
Substituting µ (24) by the corresponding right hand sides of (18) and putting them into (23) we get formulae (22) .
Appealing to equalities (16) , (17) and (9), Theorem 3.2 can be translated directly into the framework of locally convex equipments. The only additional fact one needs is that functionals belong to Φ × . This happens, for example, when τ Φ is finer than the subspace topology induced by H on Φ, so that Φ ⊆ H ⊆ Φ × . N) . Then, for all φ ∈ Φ and k ∈ {1, 2, . . . , m ′ },
Remark 3.4 Under some additional assumptions formulae simplify notably. For example, let us take µ = µ g1 and µ
, so that normalization factors disappear, and suppose the spectral measures P and Q commute.
• If, moreover, P is simple, the generating system with respect to P has only one element g and the set of operators commuting with every projection P (E), (E ∈ A), is just the algebra of multiplication operators with respect to P . In particular, for each projection
) such that Q(F ) = J γF . Moreover, being Q(F ) an orthogonal projection, γ F must be the characteristic function of certain set E F ∈ A, i.e. γ F = χ EF . Therefore, in this case (25) has the following form:
In particular, if g
Equation (22) simplifies in a similar way:
where e(λ) is the unique element of the orthogonal measurable basis in H µ,N .
• For arbitrary spectral measure P , not necessarily simple, in general, the operators Q(F ) are not multiplication but decomposable operators of the form
where [Q(F )](λ) is an orthogonal projection in H λ for µ-a.e. λ ∈ Λ. In this case (22) takes the form:
When, as in Theorem 3.2, one considers direct integrals of Hilbert spaces, H ≃ H µ,N ≃ H µ ′ ,N ′ , being Hilbert spaces, one can identify them as usual with their topological antidual spaces
× is linear whereas the isomorphism between H and its topological dual H ′ is antilinear -this is the reason why antiduals instead duals are considered-. Fix (ξ, k) ∈ Ξ × {1, 2, . . . , m ′ } and for each pair (n, l), with n, l ∈ N and 1 ≤ l < m, define the functionalΓ
(h ∈ H). ReallyΓ [
In a similar way, under the hypothesis of Theorem 3.3, the functionals Γ
(φ ∈ Φ), belong to Φ × , for each n ∈ N and 1 ≤ l < m, and (25) says that {Γ × nl } converges to ξk × on Φ × with respect to the weak topology σ(Φ × , Φ), that is,
Clearly the sequence {Γ
Indeed, even in the simplest case described by (29) , where the index l disappears and the sequence {Γ × n } may be identified with the sequence of elements of H µ,N given by In what follows we establish conditions for the convergence of {Γ × nl } to ξk × with respect to topologies finer than weak topology on Φ × .
Among the most important results on barrelled tvs we mention the BanachSteinhaus theorem [25] , which involves the topology τ σ of simple or pointwise convergence and the topology τ pc of uniform convergence on precompact sets of Φ defined on the space In the study of the transformation theory on locally convex equipments the relevant part of the Banach-Steinhaus theorem is the τ pc -convergence of the net, because the other part of the result is implicit in the construction of the equipment. 
Proof: Equation (25) [25] . Thus, for a semi-reflexive tvs Φ we have
The following result is immediate from Corollary 3.6 and identities (34): 
In particular, the conclusions of Proposition 3.7 are satisfied when [Φ, τ Φ ] is a Montel space, a Fréchet-Montel space 3 or a locally convex tvs such that the strong antidual space Φ × β is nuclear 4 .
Final Remarks
Transformation theory has been introduced in Section 3 on the basis of Vitali approach to Radon-Nikodym derivatives, in terms of which generalized eigenfunctions are given. Any other approach to the concept of Radon-Nikodym derivative, as for example martingale theory or generalized Cauchy-Stieltjes and Poisson integrals, must lead to similar results. For example, let us take (Ξ, B, µ ′ ) a probability space and let ν be a finite measure on (Ξ, B). Assume there is a sequence Π n , n = 1, 2, . . ., of partitions of Ξ into a finite number of pairwise disjoint measurable subsets of positive measure µ ′ , such that each partition Π n+1 is finer than Π n and the σ-algebra generated by ∞ n=1 Π n coincides with B. Put
2 A barrelled and semi-reflexive locally convex tvs Φ admit the following characterizations [25] : (a) Φ is reflexive; (b) Φ is semi-reflexive and quasi-barrelled; (c) Φ is quasi-barrelled and weakly quasi-complete.
3 Since a Fréchet space Φ is a Montel space if and only if it is separable and every σ(Φ ′ , Φ)-convergent sequence in Φ ′ is β(Φ ′ , Φ)-convergent, and formula (27) implies the weak convergence of the sequence of functionals Γn, for Fréchet-Montel spaces we can deduce directly the conclusions of Corollary 3.7 from Theorem 3.3.
4 If Φ is a locally convex tvs such that the strong antidual space Φ × β is nuclear, then Φ is semi-Montel and quasi-barrelled, that is, Φ is a Montel space [32] . and denote by B n the sub-σ-algebra of B generated by Π n . Then {(X n , B n ) : n = 1, 2, . . .} is a martingale that converges µ ′ -a.e. to an integrable limit X, which coincides with the usual Radon-Nikodym derivative dν/dµ ′ provided ν is absolutely continuous with respect to µ ′ [9] . Clearly the functionals MΓ× nl and M Γ × nl given by
have the same properties than the functionalsΓ × nl and Γ × nl defined in Equations (31) and (32), respectively. Approximation by finite σ-algebras, as in this example, can be characterized in terms of separability of L 1 (µ ′ ) [27] .
(ii) Each A ∈ A has a border, i.e., a zero µ-measure set ∂A such that (a) If λ ∈ A \ (A ∩ ∂A), then any Vitali set containing λ with measure sufficiently small is contained in A \ (A ∩ ∂A).
(b) If x / ∈ A ∪ ∂A, then any Vitali set containing λ with measure sufficiently small has no common point with A ∪ ∂A.
(iii) Let E ⊂ Λ be a set admitting a covering by Vitali sets B ⊂ V such that for each λ ∈ E and each ε > 0, there exists a set A ε (x) ∈ B with µ[A ε (x)] < ε and λ ∈ A ε (x). Then, E can be covered, to within a set of µ zero measure, by countably many disjoint sets A j ∈ B.
Example 1 The Lebesgue measure on (R n , B), where B is the Borel σ-algebra, has as particular Vitali system the set of all closed cubes. Definition A.2 A sequence of measurable sets {E 1 , E 2 , . . .} ⊂ A admits a contraction to a point λ 0 ∈ Λ when: (i) For each E n in the sequence, there is a Vitali set A n such that λ 0 ∈ A n and lim n→∞ µ(A n ) = 0.
(ii) There exists a positive constant c (c > 0) such that 
