Octonion-valued neural networks (OVNNs) are a type of neural networks for which the states and weights are octonions. In this paper, the global µ-stability and finite-time stability problems for octonion-valued neural networks are considered under unbounded and asynchronous time-varying delays. To avoid the non-communicative and non-associative multiplication feature of the octonions, we firstly decompose the OVNNs into eight real-valued neural networks (RVNNs) equivalently. Through the use of generalized norm and the Cauchy convergence principle, we obtain the sufficient criteria which assure the existence, uniqueness of the equilibrium point and global µ-stability of OVNNs. By adding controllers, the criteria to ensure the finite-time stability for OVNNs are presented by dividing the analysis of finite-time stability process into two phases. Furthermore, we also prove the adaptive finite time stability theory of above networks. At last, the simulation results of specified examples is given to substantiate the effectiveness and correctness of the theoretical results.
Introduction
In the last few years, researches on neural networks (NNs) with values in multidimensional domains have aroused great interest, such as complex-valued neural networks (CVNNs) and quaternion-valued neural networks (QVNNs), for which the states, connection weights and activation functions are complex-valued and quaternion-valued respectively. A lot of applications of CVNN and QVNN models in different fields have been discovered and because of the requirements of the stability of NNs in most applications, many theoretical analyses about the stability of equilibrium were proposed, see [1] - [10] .
Recently, it has been natural to extend research on CVNN to OVNN, because the characteristic dimensions of research objects are becoming more and more high-dimensional and octonions are widely used in geometry, physics and signal processing, [11] - [14] . As a newly developed multidimensional NNs, OVNN was first proposed by Popa [15] . As an extension of CVNN and QVNN, OVNN has octonion-valued states, octonion-valued connection weights, octonion-valued activation functions and octonion-valued output. In addition, octonion algebra has the significant property of normed division algebra, i.e., we can define norm and multiplicative inverse on it. What's more, it can be proved that octonion algebra is the only norm-division algebra that can be defined in the real field except complex algebra and quaternion algebra, see [16] . Similar to CVNN, it is necessary to study the stability of OVNN. To the best of our knowledge, there have been few papers about the stability of QVNNs. [16] proposed sufficient conditions for the global exponential stability of neutraltype OVNNs with time-varying delays. Utilizing the Cayley-Dickson construction, the OVNNs system was separated into four complex-valued systems. Then based on two Lipschitz condition assumptions, the stability criteria are established in forms of complex-valued linear matrix inequalities(LMIs). In [17] , a sufficient criterion was obtained by transforming the octonion-valued differential into eight real-valued equations and taking advantage of LMIs, which guaranteed the existence, uniqueness and global asymptotic stability of the equilibrium point for OVNNs with delay. In [18] and [19] , the exponential stability for OVNNs with delay, leakage delay, time-varying delays and distributed delays was discussed.
Since there is inevitably delay in practice, papers mentioned above all study the cases with delay or time-varying delay and some stability criteria for delayed OVNN systems were reported. However, it should be noticed that the time delays are assumed to be bounded in most of the papers, which means τ pq (t) ≤ τ , τ is a fixed constant. In order to deal with the case that there may be systems with unbounded time-delays in real life, [20] introduced a new concept of µ-stability, which was a generalization of power-stability discussed in [21] . This concept has been applied to CVNNs and QVNNs (see [5] , [10] , [22] ), but not OVNNs yet.
It is worth noting that above studies are based on the infi-nite convergence time, which takes a higher cost. In practical engineering applications, systems are preferred to reach stability in finite time, instead of infinite time. In order to realize stability of the system quickly, researchers use finite-time techniques to get a faster convergent speed and finite-time stability problems in dynamical systems has been extensively studied in recent years. What's more, as an important application of finitetime stability, finite-time synchronization/anti-synchronization problem has also attracted more and more attentions. Some control strategies are established and applied in these cases for achieving the finite-time stability/synchronization/antisynchronization of networks [23] - [30] . [28] divided the whole anti-synchronization process of master-slave NNs with time delays into two procedures and prove that both are finite. [30] investigated the finite time anti-synchronization of master-slave coupled CVNNs with bounded asynchronous time-varying delays and designed a controller with three control terms. [25] set up some theories about (adaptive) finite-time stability with unbounded time-varying delays of a general model. Motivated by the above analysis, in this paper, (1) The global µ-stability of OVNNs with unbounded timevarying delays will be considered.
Considering that time delays between different neurons are usually various in practice, the time delays we discussed are asynchronous. To avoid the non-communicative and nonassociative multiplication feature of the octonion algebra, we firstly decompose the OVNNs into eight real-valued neural networks (RVNNs) equivalently. Through discussion about companion neural networks of studied networks, we utilize generalized norm and the Cauchy convergence principle to get some criteria in order to make sure equilibrium point exist uniquely.
(2) The finite-time stability of OVNNs with unbounded asynchronous time-varying delays will be investigated.
Once the stability condition is not satisfied, then the external controller should be added. The controller in this paper will be designed as simple as possible, i.e., the number of control terms is reduced to two and is independent from time delays. Using the decomposing technique and generalized norm, sufficient criteria are obtained to ensure the OVNNs realize finite-time stability. We will take the two-phases-method (2PM, [28, 25] ) to prove the finite-time stability of OVNNs with time delays. Moreover, we design a simple adaptive rule, such that adaptive finite-time stability can also be realized.
The rest of the paper is organized as follows. Section 2 introduces some basic properties of octonion algebra and gives the definition of QVNNs with unbounded and asynchronous time-varying delays, together with some necessary definitions, assumptions and lemmas. In section 3, we derive some sufficient criteria based on generalized norm to ensure the global µ-stability and (adaptive) finite-time stability of considered OVNNs. In section 4, numerical examples are given to demonstrate the effectiveness of derived results. Finally, some conclusions are drawn in Section 5. Notation 2. {a} + = max{0, a} when a ∈ R. For any vector a = (a 1 , · · · , a n ), then {a} + = ({a 1 } + , · · · , {a n } + ), |a| = (|a 1 |, · · · , |a n |), a m = (a m 1 , · · · , a m n ).
Problem model and preliminaries
At first, the definition and some properties of octonion algebra are introduced.
The octonions which we denote O are an 8-dimensional algebra with basis {e 0 , e 1 , · · · , e 7 }. The algebra of octonions consists of elements such as x = 7 ℓ=0 x ℓ e ℓ , ℓ = 0, 1, · · · , 7, where x ℓ ∈ R is a real coefficient and e ℓ is the fundamental octonion unit satisfying the following multiplication rule The addition of octonions is defined by 
e 0 e 1 e 2 e 3 e 4 e 5 e 6 e 7 e 1 −e 0 e 3 −e 2 e 5 −e 4 −e 7 e 6 e 2 −e 3 −e 0 e 1 e 6 e 7 −e 4 −e 5 e 3 e 2 −e 1 −e 0 e 7 −e 6 e 5 −e 4 e 4 −e 5 −e 6 −e 7 −e 0 e 1 e 2 e 3 e 5 e 4 −e 7 e 6 −e 1 −e 0 −e 3 e 2 e 6 e 7 e 4 −e 5 −e 2 e 3 −e 0 −e 1 e 7 −e 6 e 5 e 4 −e 3 −e 2 e 1 −e 0 
Obviously, there are many zeros in the above matrix, and due to the limit of page, we represent the above matrix as:
Its proof is based on the definition ofã andb, and making use of the multiplication rules of octonion units, a · b =ã T (e 0 , e 1 , · · · , e 7 ) T · (e 0 , e 1 , · · · , e 7 )b =ã T Mb Consider the following OVNN with unbounded time delay:
where w p (t) ∈ O, p = 1, · · · , n is the state of p-th neuron at time t. D = diag(d 1 , · · · , d n ) ∈ R n×n with d p > 0, is the feedback self-connection weight matrix. a pq ∈ O and b pq ∈ O represent the connection weight between p-th neuron and q-th neuron without and with time delays, q = 1, · · · , n. Functions f q (·) : O → O and g q (·) : O → O denote activation functions without and with time delays. τ pq (t) is the unbounded, asynchronous and time-varying transmission delay between pth and q-th neurons. I p ∈ O represents the p-th external input.
Similar assumptions hold for functions g q (w q ). Assume the partial derivatives of f q (w q ) (g q (w q )) with respect to (w.r.t.) w 0 q , · · · , w 7 q exist and they are continuous and bounded, i.e., there exist positive constant numbers λ ℓ1ℓ2 (δ ℓ1ℓ2 ), ℓ 1 , ℓ 2 = 0, 1, · · · , 7, such that
Assumption 2. For the unbounded time delay, assume we can find a continuous function
Assumption 3. For above τ (t), assume µ(t) is a nondecreasing and continuous function such that lim t→∞ µ(t) = +∞,
), ℓ = 0, 1, · · · , 7, p, q = 1, · · · , n. According to Assumption 1 and Lemma 1, OVNN (3) can be separated into eight RVNNs aṡ
and elements in the other columns are all zeros. Assume a ∈ O is a constant, we have
To simplify expression in the following analysis, by using the upper bounds of the partial derivatives in Assumption 1, we can define the following R 8×8 matrices
where ℓ 1 , ℓ 2 = 0, 1, · · · , 7, M c (q, λ) (or M c (q, δ)) represents a vector whose elements are totally the same with the c-th column in M (q, λ) (or M (q, δ)).
is a nonnegative and continuous function defined in Assumption 3, and z * is an equilibrium point of NN (3) . If there exists a scalar W > 0 such that
then NN (3) is regarded to have global µ-stability.
Definition 3. ([23])
The equilibrium z * is said to be a finite time stable equilibrium if the finite time convergence condition and Lyapunov stability condition hold globally.
Main results

Existence and uniqueness of the equilibrium point
In this subsection, we give a theorem to guarantee that the equilibrium point of OVNN (3) exists and is unique.
At first, we introduce the following notations:
and
p is a vector whose elements are the same with Λ p except the ℓ-th element is zero, and Λ p [ℓ] means the ℓ-th element of Λ p . Now, we have the following result. (5) , such that, for any p = 1, · · · , n and ℓ = 0, 1, · · · , 7,
Its proof can be found in Appendix A.
Taking no account of the sign, the following result can be naturally obtained by using the similar method in Theorem 1. Hence, Theorem 1 has a wilder range of arguments.
Corollary 1. Suppose Assumption 1 satisfies, OVNN (3) has a
unique equilibrium point if there exists a vector Λ > 0, such that, for any p = 1, · · · , n and ℓ = 0, 1, · · · , 7
µ-stability of OVNN
Now, we will consider the stability of the unique equilibrium
. For the sake of simplicity, we denote f q (z * q ) and g q (z * q ) as f * q and g * q respectively. Then the above equation can be decomposed as follows :
Denote
Then the stability of the equilibrium for OVNN (3) is equivalent to consider the stability of Y (t) {Λ,∞} .
Theorem 2. Suppose Assumptions 1, 2 and 3 work. OVNN (3) can reach global µ-stability if there exists a vector Λ > 0 in (5) , such that the following inequalities hold:
where α and β are defined in (4) .
Its proof can be found in Appendix B. Next, we present two corollaries for specific time delays.
Corollary 2. If time delay τ pq (t) ≤ τ , we can choose µ(t) = e αt , where α is a small positive constant, so β = e ατ − 1 ≥ 0 in (4) . If there exists a positive vector Λ > 0 in (5) to make inequalities in (10) : T ℓ (p, α, e ατ − 1) < 0 hold, then the equilibrium in OVNN (3) can reach global exponential stability.
Corollary 3. If time delay τ pq (t) ≤ ωt, 0 < ω < 1, we can choose µ(t) = t γ , where γ is a small positive constant, so α = 0 and β = (1 − ω) −γ − 1. If there exists a positive vector Λ > 0 in (5) to make inequalities in (10) : then OVNN (3) can reach global power-stability.
Remark 1. More forms of time delay τ (t) and the related stability rate µ(t) can be found in [20] .
Finite-time control for OVNN
Next, we consider the opposite case, i.e., the OVNN (3) now is not stable. In this case, from Theorem 2, there must exist at less one ℓ, such that T ℓ (p, α, β) > 0. We will design a controller to make OVNN reach any target pointẐ * =
wherê
and U ℓ p (t) is control scheme only depending on the system state at present time, which has the form as
where ℓ = 0, 1, · · · , 7, p = 1, · · · , n and κ ℓ p ,κ ℓ p are positive. Denotê Y (t) =(ŵ 0 1 , · · · ,ŵ 0 n ,ŵ 1 1 , · · · ,ŵ 2 n ,ŵ 3 1 , · · · ,ŵ 3 n ,ŵ 4 1 , · · · ,ŵ 4 n , w 5 1 , · · · ,ŵ 5 n ,ŵ 6 1 , · · · ,ŵ 6 n ,ŵ 7 1 , · · · ,ŵ 7 n ,ŵ 8 1 , · · · ,ŵ 8 n ) T
with
Then the finite time control stability of OVNN (3) toẐ * is equivalent to consider the stability of Ŷ (t) {Λ,∞} .
Theorem 3. Suppose Assumption 1, 2 and 3 hold, if there exists a vector Λ > 0 in (5) , such that for any p and ℓ,
then the system (11) can acquire finite-time stability under the controllers (13) .
The method to deal with delay for finite time stability used here is 2PM [25] , concrete proof can be found in Appendix C.
Remark 2. WhenẐ * is an equilibrium for network (3) , thenÎ ℓ p defined in (12) will be zero.
Remark 3. When Λ is determined, the larger the value of control parameters κ ℓ p andκ ℓ p are, the faster the speed of stabilization is. So once the parameters of OVNNs are unknown, in order to make sure the finite time stability, we will apply the adaptive technique [25] on control parameters κ ℓ p andκ ℓ p .
Theorem 4. For system (11) with the following controller:
with the adaptive rulė
where ℓ = 0, 1, · · · , 7, p = 1, · · · , n, Λ > 0 is defined in (5) , Y (t) and Ŷ (t) {Λ,∞} are defined in (14) and (15); parameters c 1 , c 2 , c 3 are any positive scalars and the initial values of κ(0) andκ(0) can be any values, here we choose them as 0. Then the adaptive finite-time stability of system (11) can be realized.
We still use 2PM to solve this problem. Its concrete proof can be found in Appendix D. (3) and (11) fixed to be zero and replace the e 0 − e 3 units with 1, i, j, k, then the octonion-valued states of OVNN (3) and (11) can be transformed to quaternion-valued states, i.e., Theorem 1-4 can be applied to QVNNs. On the basis of QVNN, only units R and I are retained, then Theorem 1-4 can make available for CVNNs, even RVNNs. Therefore, results in this paper have a wide scope.
Numerical simulations
µ-stability of OVNN with delay
Consider a two-neuron OVNN described as               ẇ 1 (t) = −d 1 w 1 (t) + a 11 f 1 (w 1 (t)) +a 12 f 2 (w 2 (t)) + b 11 g 1 (w 1 (t − τ 11 (t))) +b 12 g 2 (w 2 (t − τ 12 (t))) + I 1 , w 2 (t) = −d 2 w 2 (t) + a 21 f 1 (w 1 (t)) +a 22 f 2 (w 2 (t)) + b 21 g 1 (w 1 (t − τ 21 (t))) +b 22 g 2 (w 2 (t − τ 22 (t))) + I 2 ,
where w p = 7 ℓ=0 e ℓ w ℓ p ∈ O, p = 1, 2, then f (s)
By some calculations, we get, for q = 1, 2 M (q, λ) = ones(2, 4) ⊗ 0.5 0. As stated by Corollary 2, OVNN (21) can be globally exponential-stable. Figure 1 presents the trajectories of Y (t) {Λ,∞} of system (21) . Secondly, we consider unbounded time-varying delays. Define time delays as Based on Corollary 3, OVNN (21) has global power stability. Figure 2 presents the trajectories of Y (t) {Λ,∞} defined in (9) of system (21).
Finite-time control for OVNN with delay
Consider a two-neuron OVNN system described as follows:
where a ij and b ij are defined as that in the above subsection, τ ij are defined in (22) , i, j = 1, 2. Figure 3 presents the state trajectories of w ℓ p (t) for p = 1, 2, ℓ = 0, 1, · · · , 7 of system (23) without control, which means U p (t) = 0. We can easily find that the state trajectories of w ℓ p would not converge. In the next, we add controller to make OVNN (23) reach target points. We pick Λ = ones(4, 1) ⊗ (0.3, 0.5, 0.5, 0.3) T and define µ(t) = t. According to Assumption 3, α = 0, β = 0.25.
At first, we choose the target asZ * = (0, · · · , 0) T , in accordance with (16)- (17) Therefore, the controllers U 1 (t), U 2 (t) are designed as follows:
1 (t) = −sign(w 4 1 (t)) 28.5733|w 4 1 (t)| + 4.1656 U 5 1 (t) = −sign(w 5 1 (t)) 17.3180|w 5 1 (t)| + 4.0656 U 6 1 (t) = −sign(w 6 1 (t)) 28.5733|w 6 1 (t)| + 3.7656 U 7 1 (t) = −sign(w 7 1 (t)) 17.2880|w 7 1 (t)| + 2.7656 U 0 2 (t) = −sign(w 0 2 (t)) 17.4820|w 0 2 (t)| + 4.5704 U 1 2 (t) = −sign(w 1 2 (t)) 30.0433|w 1 2 (t)| + 4.4704 U 2 2 (t) = −sign(w 2 2 (t)) 17.6220|w 2 2 (t)| + 4.1704 It is obvious that the state trajectories of w ℓ p for p = 1, 2, ℓ = 0, 1, · · · , 7 converge to the target as t → ∞. Consistent with what we have proved, Ŷ (t) {Λ,∞} firstly decreases from initial state to 1 in finite time T 1 , then decreases to 0 before T 2 , i.e., OVNNs (23) reach stability in finite time.
Then we apply the adaptive strategy on (23) . The controllers U 1 and U 2 are defined as U ℓ p (t) = −sign(ŵ ℓ p (t)) κ(t)|ŵ ℓ p (t)| +κ(t) , p = 1, 2 (25) 
anḋ
whereκ(0) = κ(0) = 0. According to Theorem 4, the adaptive finite time stablity of (23) can be realized. Figure 6 presents the state trajectories of system (23) under adaptive controllers (25)- (27) . Figure 7 illustrates the Ŷ (t) {Λ,∞} ,κ(t) and κ(t) of system (23) under adaptive controllers (25)- (27) .
To show that our algorithm can drive OVNN to any given point, in the next, we choose another point,Z * = (1, 2, · · · , 16) T . With the same calculation in the above, controllers U 1 (t), U 2 (t) are designed as U 0 1 (t) = −sign(w 0 1 (t)) 29.2733|w 0 1 (t)| + 6.4788 U 1 1 (t) = −sign(w 1 1 (t)) 17.2880|w 1 1 (t)| + 5.2113 U 2 1 (t) = −sign(w 2 1 (t)) 28.5733|w 2 1 (t)| + 5.0113 U 3 1 (t) = −sign(w 3 1 (t)) 17.2880|w 3 1 (t)| + 4.1113 U 4 1 (t) = −sign(w 4 1 (t)) 28.5733|w 4 1 (t)| + 5.6113 U 5 1 (t) = −sign(w 5 1 (t)) 17.3180|w 5 1 (t)| + 8.6244 U 6 1 (t) = −sign(w 6 1 (t)) 28.5733|w 6 1 (t)| + 5.4113
2 (t) = −sign(w 4 2 (t)) 18.6220|w 4 2 (t)| + 9.4339 U 5 2 (t) = −sign(w 5 2 (t)) 30.1633|w 5 2 (t)| + 6.7698 U 6 2 (t) = −sign(w 6 2 (t)) 17.6220|w 6 2 (t)| + 7.5889 U 7 2 (t) = −sign(w 7 2 (t)) 30.0433|w 7 2 (t)| + 10.4789 Figure 8 shows the state trajectories of system (23) under control (28) . The state trajectories of w ℓ p for p = 1, 2, ℓ = 0, 1, · · · , 7 converge to the target points. Figure 9 shows the trajectories of Ŷ (t) {Λ,∞} , which decreases from initial state to 1, then to 0 in finite time.
Moreover, for adaptive control (25)- (27) can also be used. Figure 10 shows the state trajectories of OVNN (23) with adaptive rules (25)- (27) . It is clear that OVNN (23) reaches the second target in finite time. With this target, Figure 11 illustrates the Ŷ (t) {Λ,∞} ,κ(t) and κ(t) of system (23) under adaptive control (25)- (27) .
Conclusion
In this paper, we discuss the issues of the µ-stability and finite-time stability of OVNNs with unbounded and asynchronous time-varying delays by using decomposing skill and generalized norm. Some criteria are established for the µstability of the delayed OVNN. Moreover, once the equilibrium is not stable, we propose controllers only depending on the system state, we also design the adaptive technique to real-ized finite-time stability. The validity of proposed algorithm is proved by 2PM. Finally, the effectiveness of the obtained criteria is shown by numerical examples. Recently, a generalization of both the complex and quaternion algebras is the Clifford algebra and Clifford-valued neural networks (ClVNNs) have attracted researchers' interests. However, Clifford algebra does not have the property of being a normed division algebra, i.e., a norm and a multiplicative inverse cannot be defined for them, see [16] . Thus the obtained results need further research for ClVNNs with unbounded time-varying delays.
Accordingly, X(t) {Λ,∞} = Ż (t) {Λ,∞} = O (e −ǫt ). So for time t 1 > t 2 , there exists a constant W > 0 such that
According to Cauchy convergence principle, we obtain lim t→∞ Z(t) = Z * , where Z * is an equilibrium of OVNN (29) , also the equilibrium for OVNN (3) . Now, by replacing the parameters of the above inequality, we can prove that
so we prove the uniqueness of the equilibrium point above and obtain that any Z(t) exponentially converges to Z * . and with the same process in the above proof for Theorem 2, we have
Therefore, there exists a time point
Phase II: The norm of Ŷ (t) {Λ,∞} defined in (9) will be proved to evolve from 1 to 0 in finite time.
On the basis of (17), we can find a sufficiently small constant θ > 0 such that, for p = 1, · · · , n, ℓ = 0, 1, · · · , 7,
Define a Lyapunov function
and the maximum-value function
If Y 2 (t) < P 2 (t), then we can find a δ 2 -neighborhood such that P 2 (s) = P 2 (t) for s ∈ (t, t + δ 2 ). Otherwise, Y 2 (t 0 ) = P 2 (t 0 ), suppose p 0 = p 0 (t 0 ) is an index which satisfies
Then simple calculations show that
Therefore, we can conclude that P 2 (t) is non-increasing for t ≥ T 1 , which leads to Y 2 (t) ≤ P 2 (t) ≤ P 2 (T 1 ) ≤ 1 + θT 1 that is to say, when T 2 ≥ T 1 + 1/θ, Ŷ (t) {Λ,∞} = 0, i.e., OVNN would converge to the pointẐ * in finite time. 
If Y 3 (t) < P 3 (t), then we can find a δ 3 , such that P 3 (s) = P 3 (t) for s ∈ (t, t + δ 3 ). Otherwise, there exists a t 0 ≥ T such that Y 3 (t 0 ) = P 3 (t 0 ), suppose index p 0 = p 0 (t 0 ) satisfies
We will discuss firstly the limit of κ(t). On the one hand, according to (20) , it's obvious that κ(t) is positive and monotonically increasing. Then based on the discussion in Theorem 3, finite-time stability can be obtained if after some moment,
On the other hand, all the values of κ(t) will be less than κ * , function (κ(t) − κ * ) 2 is decreasing, thus µ(t) Ŷ (t) {Λ,∞} is the maximum value in [t − τ (t), t]. Then,
Similar to the argument in Theorem 3, there exists a time point T 3 ≥ T such that 
The same argument can be applied onκ * as that in Phase I, here we omit it. If there exists a time point t 0 ≥ T 3 such that Y 4 (t 0 ) = P 4 (t 0 ), suppose index p 0 = p 0 (t 0 ) satisfies |ξ −1 p0ŵ 0 p0 (t 0 )| + 1 2c 1 min Λ (κ(t 0 ) −κ * ) 2 + 1 2c 3 (κ(t 0 ) − κ * ) 2 + θ * t 0 = P 4 (t 0 )
Then, simple calculations as that in Theorem 3 show that ξ p0 dP 4 (t) dt t=t0
. That is to say, when T 4 ≥ T 3 +(1+ (κ * ) 2 2c1 min Λ + (κ * ) 2 2c3 )/θ * , the norm Ŷ (t) {Λ,∞} = 0, i.e., OVNN would converge to the given pointẐ * in finite time. Moreover, adaptive control strengthes κ(t) andκ(t) will also stop its increasing finally.
