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Understanding and controlling exciton transport is a strategic way to enhance the optoelectronic
properties of high-performance organic devices. In this article we study triplet exciton migration
in crystalline poly(p-phenylene vinylene) polymer (PPV) using comprehensive electronic structure
and quantum dynamical methods. We solve the coupled electron-nuclear dynamics for the triplet
energy migrating between two neighboring Frenkel sites in J- and H-aggregate arrangements.
From the two-site model we extract key parameters for use with a master-equation approach
that allows us to treat nanosize systems where time-dependent Schrödinger equation becomes
intractable. We calculate the transient exciton density evolution and determine the diffusion con-
stants along the principal crystal axes of the PPV. The triplet diffusion is characterized by two
distinctive components: fast intrachain, and slow interchain. At room temperature the interchain
diffusion coefficients are found to be Da = 0.89 · 10−2 cm2s−1 and Db = 1.49 · 10−2 cm2s−1 along
the respective a¯- and b¯-axes, and the intrachain is Dc = 3.03 cm2s−1 along the fast c¯-axis. The
exceptionally high exciton mobility along the pi-conjugated backbone facilitates rapid triplet migra-
tion over long distances. Our results can be utilized in the design of efficient energy conversion
and light-emitting devices with desired solid-state properties.
1 Introduction
A fundamental understanding of nonequilibrium excitonic sys-
tems can pave the way towards rational design of novel optoelec-
tronic technologies. Systematic characterization of the physical
processes, at each stage from the initial exciton generation until
recombination, is a cornerstone for rational fabrication strategies.
In particular, understanding and controlling nanoscale transport
is one of the crucial facets in functional materials design1–5.
For the case of organic materials, triplet excitons offer the ad-
vantage of typically long temporal lifetimes for energy harvesting.
Despite their low mobility compared to singlets, triplets can have
large diffusion lengths, spanning over sub-mm lengthscale, as re-
ported in polyacene crystals6–10. However, the dark nature of a
triplet alongside the various exciton transformations, e.g. nonra-
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diative recombination, spin interconversion and dissociation into
charge carriers, hamper experimental analysis of triplet transport.
Moreover, possible crystal imperfections along with low rigidity
of organic materials inevitably influence the accuracy and refine-
ment of time-dependent measurements11. This motivates a the-
oretical characterization of space-time evolution of the triplet ex-
citon in molecular crystals.
It has been shown that transport properties of excitons in
molecular solids display anisotropy with respect to the princi-
pal crystal axes6,9. Conjugated polymeric solids are intrinsically
nonhomogeneous materials3,12. This necessitates a thorough as-
sessment of the two essential components of transient dynamics,
i.e. intrachain and interchain. Energy migration across adjacent
chains is conventionally described in the framework of Förster
and Dexter theory2,4. On the other hand, due to the effects of pi-
conjugation, the energy transfer along the backbone chain cannot
be described in the limits of weak-coupling theory in general. It is
argued that exciton evolution in polymers proceeds in two differ-
ent regimes: (i) incoherent hopping for the case of H-aggregate
(interchain), and (ii) coherent wave-like propagation through the
supramolecular J-aggregate (intrachain).
Many recent theoretical studies have been devoted to the dy-
namical properties of singlet exciton in polymers13–16, including
sophisticated multidimensional dynamical treatments17,18. Al-
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Fig. 1 Chemical structure of PPVN oligomers.
though triplets serve as productive energy carriers in polymer
matrices utilized in modern energy upconversion devices20,21,23,
less is known about their transient transport nature. In this arti-
cle we use ab-initio theoretical methods to characterize the intra-
and interchain mobility of triplet excitons in an archetypical poly-
mer PPV (Figure 1) in the condensed phase. We employ a model
vibronic Hamiltonian, parameterized as a function of on-site and
junction nuclear vibrations, for full quantum dynamical treatment
of the triplet exciton migration between neighboring PPV frag-
ments. The vibronic parameterization is entirely based on high-
level electronic structure calculations. From the transient exciton
evolution, we deduce the system-bath parameters which are used
in the Lindblad master equation describing triplet energy transfer
at the nanoscale.
2 Electronic properties of excitons in PPV
In the absence of external fields, time evolution of excitons in a
material is driven by electronic structure properties of this ma-
terial. The solution of the time-independent Schrödinger equa-
tion provides a set of stationary states, which can be effectively
mapped onto a subsystem-level by dividing the polymer into small
structural domains. This allows us to create a nonequilibrium ini-
tial condition for a time-dependent treatment and to elucidate ex-
citon migration in PPV. In this section we discuss the excited-state
properties of PPV in the crystalline phase and in short oligomers.
Based on the computed excited-state spectrum we extract the on-
site energy of monomers and interfragment coupling for J- and
H-aggregates. Further, we describe important nuclear vibrations
which are appreciably coupled to the on-site Frenkel excitons.
2.1 Solid state properties
Density functional theory (DFT) and GW calculations with pe-
riodic boundary conditions were performed using the VASP 24–27
package with the projector augmented wave method28,29. The
PBE exchange-correlation functional30 was employed to relax the
structural parameters and to provide a starting reference elec-
tronic structure for the GW calculations. We optimized the ge-
ometry using a plane-wave energy cutoff of 400 eV and a regular
Γ-point-centered grid of 8×8×8 k-points to sample the Brillouin
zone.
The PPV is crystallized in a monoclinic structure with herring-
bone packing of the polymer chains. The unit cell of the crystal
with P21/n space symmetry group contains two symmetry equiv-
alent units with setting angle φ = 57◦ as shown in Figure 2. The
resulting lattice parameters are a=6.12 Å, b=7.94 Å, c=6.69 Å,
and aˆc = 119◦, which agree very well with the X-ray diffraction
data from Ref. 31 (a=6.05 Å, b=7.90 Å, c=6.58 Å, and aˆc= 123◦)
and Ref. 32 (a=6.05 Å, b=8.07 Å, c=6.54 Å, and aˆc= 123◦).
Based on the optimized crystal structure, we evaluate the band
structure and excitonic energy levels using a 6×6×6 k-point grid
and a plane-wave energy cutoff of 500 eV. The GW0 band struc-
ture along the Γ-P-B-D path of the Brillouin zone, obtained using
the WANNIER90 code33, is shown in Figure 2. The PPV crystal
possesses a direct band gap, located at the B-point of the Bril-
louin zone in both DFT-PBE and GW calculations (see supple-
mental information for the DFT bands). The DFT-PBE provides
the band gap of 0.87 eV, which substantially deviates from the
GW0 value of 2.18 eV. Furthermore, the GW0 method increases
the electronic bandwidth and the magnitude of band splittings,
which characterize the strength of the interchain interaction. The
largest dispersion occurs along the Γ-P path, which coincides with
the direction of the individual chains, implying the dominant role
of intrachain transport in solid state PPV.
In contrast to conventional semiconductors, organic crystals
possess large exciton binding energy that gives a substantial dif-
ference between optical and electronic band gaps. We deter-
mine the excitonic energies by solving the Bethe-Salpeter equa-
tion (BSE) within the Tamm-Dancoff approximation. The GW0-
BSE method places the S1 and S2 energies at 1.84 and 1.95 eV,
respectively. Due to the photophysical properties of H-aggregates,
the lowest singlet state is optically dark, whilst the S2 is the first
optically active direct excitation. The exchange interaction be-
tween the pi-electron and pi-hole substantially stabilizes triplet
excitons compared to singlets. The GW0-BSE energies for T1 and
T2 are 1.52 and 1.57 eV, which is in line with experimental val-
ues 1.45-1.55 eV34,35. Taking into account the GW0 electronic
band gap, the computed binding energy is 0.34 and 0.66 for the
singlet and triplet, respectively. The experimental singlet binding
energy has been reported several times for PPV and its derivatives
Fig. 2 (a) Chain arrangement in the PPV crystal with monoclinic unit
cell. (b) The GW0@PBE electronic band structure with band gap of 2.18
eV. Energy offset is the top HOMO position. (c) The Brillouin zone of the
crystal with high-symmetry points. The chain direction is along ΓP line.
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and ranges from 0.06 to 1.0 eV36–41. The potential explanation
of this spread lies in a complex morphology of the plastic films,
which consists of small crystallites and amorphous domains42.
Therefore, depending on the synthesis methods, certain samples
can inherit electronic properties of either crystal or single chain,
which are known to deviate significantly for polymers43–46.
2.2 Fragment-based analysis
In order to understand the static and dynamic properties of exci-
tons in organic semiconductors, the fragment-based tight-binding
(TB) model is often utilized. This approximation represents a
solution of the multichromophoric systems of arbitrary dimen-
sion in terms of monomeric (on-site) energies es and the nearest-
neighbor transfer integral J. This is described by the Hamiltonian:
HˆTB = es∑
m
aˆ†maˆm+ J∑
m
(aˆ†maˆm+1 + aˆ
†
m+1aˆm) (1)
where the ladder operators act on local Frenkel excitons. Intro-
duced as an empirical model, it requires a suitable parameteri-
zation against high-level electronic structure theory. To this end,
we employed the DFT/MRCI method47 with SV(P) atomic ba-
sis set48 for all molecular calculations in the ensuing discussion.
The solid state solvation effect was treated within the conductor-
like screening model (COSMO 49) in conjunction with the TUR-
BOMOLE 50 package. To evaluate the excited state energies we
adopted the static value for the dielectric constant, ε = 3, mim-
icking the electrostatic screening due to adjacent PPV chains45,51.
Our approach, referred to as diabatization, relies on a pointwise
mapping of the Hamiltonian eigenvalues in Equation 1 to the
DFT/MRCI spectrum by numerically optimizing the TB param-
eters.
Fig. 3 J-type and H-type aggregates in PPV crystal.
We begin by describing the excitonic structure of the sin-
gle PPV chain, which resembles photophysical properties of J-
aggregates12 (see Figure 3). For weakly coupled or spatially sepa-
rated molecules in an aggregate, it is usually sufficient to consider
two neighboring chromophores to determine the es and J 5,52–54.
Fig. 4 Electronic density difference of the triplet excited states with
respect to the ground state in PPV4 oligomer as computed with the
DFT/MRCI method. An electronic density gain/loss is painted in red/blue.
That is, however, not the case for extended pi-conjugated systems,
where frontier HOMO and LUMO orbitals are spread across the
chain. The effects of a conjugation break can be circumvented
by adding two complementary fragments at the edges of the
oligomer. We construct the PPV4 oligomer using the optimized
crystal geometry and analyze its electronically excited states in
terms of the TB model. Table 1 in supplemental information (SI)
summarizes result of the DFT/MRCI calculations.
As previously reported the lowest singlet excited states of the
PPV oligomers are formally given by a linear combination of
Frenkel excitons residing on respective vinylene fragments17,44.
From the electronic structure point of view, they are built by
promoting one electron from the HOMO to the LUMO orbitals
yielding a set of localized 11Bu states. By looking at the composi-
tion of the underlying wave functions, we observed that some of
the low-lying singlet states exhibit substantial double excitation
character. This is a distinctive fingerprint of the multiconfigu-
rational 21Ag state, which is a commonplace in the short-chain
linear polyenes. It is expected that all excited-state properties
particular to polyenes are transferable to PPV, such that the vi-
bronic effects can facilitate ultrafast energy relaxation between
local 11Bu and 21Ag states56–58. Consequently, the time-evolution
of the singlet in PPV should incorporate (i) a description of two
on-site excitons, (ii) the intrafragment vibronic coupling and (iii)
interfragment hopping. However, the time-evolution of the sin-
glet state in PPV is not the focus of this manuscript and will be
addressed in a future study.
In turn, the four lowest triplet states in PPV4 are of the 3Bu char-
acter, see Figure 4. This makes the mapping of the DFT/MRCI
outcome to the TB Hamiltonian relatively straightforward, as
each of the constituent monomers carries one exciton index as-
sociated with the Frenkel HOMO→LUMO transition. Their linear
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Fig. 5 The singlet and triplet excitonic bands in PPV chain originating
from the nearest-neighbor interaction approximation.
combinations provide a set of standing excitonic waves delocal-
ized over the size of the oligomer, which is similar to the ’particle
in the box’ model. The result of numerical optimization of the TB
parameters for the lowest singlet and triplet states is shown in Ta-
ble 1. The knowledge of diagonal and off-diagonal couplings in
Equation 1 immediately yield the supramolecular wave functions
expanded in the basis of the local states |m〉59:
|k〉=
√
2
N+1
N
∑
m=1
sin
[pim(k+1)
N+1
]
|m〉 (2)
with corresponding energies,
E(k) = es+2J cos
[pi(k+1)
N+1
]
(3)
where k runs as k= 0,1,2, . . . ,N−1, effectively reflecting the num-
ber of exciton density nodes. Equation 3 indicates that for suffi-
ciently large number of conjugated fragments (N) the on-chain
excitonic band is formed with bandwidth of 4J 4 (see Figure 5).
We label the bands in Table 1 according to the symmetry nota-
tion of the respective monomeric components. The energy and
dispersion relation of excitons in a band are defined by the TB
parameterization. For example, the on-site 11Bu state is energet-
ically higher than the 21Ag state, being 3.32 eV and 3.10 eV re-
spectively. However, when a superposition is formed, the totally
symmetric combination, i.e. |k = 0〉, of the 11Bu states at 2.11 eV
is energetically stabilized to a larger extent compared to the 1Ag
counterpart, which is at 2.57 eV. This is achieved due to strong
interchromophore coupling between two dipole-allowed states in
J-type aggregate. The electronic |k = 0〉 state at 1.37 eV repre-
sents the steady-state solution of the time-evolving triplet exciton
on the polymer chain.
Table 1 Optimized on-site energy (es), hopping integral (J) and excitonic
band energy (E) in PPV chain of infinite length
1Ag 1Bu 3Bu
es, (eV) 3.099 3.319 2.074
J, (eV) -0.265 -0.606 -0.353
E, (eV) 2.57 2.11 1.37
Using the PPV4 oligomer we defined the on-site triplet energy
(2.07 eV) and exchange-like coupling between sites (−0.35 eV).
In a similar way the interchain hopping integral can be extracted,
assuming non-zero interaction for nearest neighbors only. We
treat two PPV3 segments packed in herringbone assembly as in
the crystal structure. For the sake of consistency, the diagonal and
first off-diagonal elements of the TB matrix were set to those opti-
mized for PPV4, and true off-diagonals were relaxed to reproduce
the DFT/MRCI energies (see SI). The resulting through-space
triplet coupling J between inner sites of oligomers was found to
be 0.0045 eV, that is lower than the strength of pi-conjugation by
two orders of magnitude. Therefore, different regimes of triplet
transport along different crystal axes of the PPV can be antici-
pated.
2.3 On-site potentials and interfragment coupling
Depending on the aggregation type, transformations of the
ground state geometry can hamper or facilitate exciton propa-
gation. Despite the fact that static disorder can be neglected in
the ideal crystal, the transport occurs naturally across the energy
landscape, which is spawned by thermal fluctuations of nuclear
coordinates. Another source of dynamic disorder in polymers
originates from strong exciton-phonon coupling leading to for-
mation of exciton-polaron18. The structural deformation of the
polymer geometry can be qualitatively reflected by detuning the
on-site energy and changing the excitonic coupling in Equation 1.
This requires the explicit inclusion of the vibrational modes into
the Hamiltonian of Equation 1, which only has terms representing
excitonic interaction.
In absence of static disorder all fragments of an infinite PPV
chain behave in the same fashion upon local distortion of the nu-
clear framework. We analyzed the DFT/MRCI solution for PPV4
oligomer by displacing the geometry of two inner sites while the
terminal sites are remained unchanged. The on-site potential en-
ergy surfaces (PES) were computed by solving the reverse eigen-
value problem at every geometry point as discussed in details
in Ref. 60. In the present case, a third order polynomial func-
Fig. 6 On-site PES along the C–C bond-length alternation coordinates.
The nuclear reorganization energies are λ1 = 0.19 eV and λ2 = 0.09 eV.
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tion was chosen to fit the electronic structure data. To describe
the nuclear degrees of freedom (DOF), we used internal curvilin-
ear coordinates which characterize the most important vibrations
coupled to the local 13Bu state. They comprise stretching of nom-
inally single bonds (q2), and elongation of the double bond (q1)
on vinylene as shown in Figure 6. By the diabatization condition
these DOFs do not affect the inter-site coupling, but solely change
the on-site energy. The energy modulation of 0.19 eV along q1
and 0.09 eV along q2 reflects the nuclear response to the triplet
exciton, in that C–C bonds become nearly equal at the minimum
of the 13Bu PES. Although the vibrational DOFs are not generally
separable for the molecular aggregate, the bond-length alterna-
tion on neighboring fragments can be grouped in pairs in a sym-
metric and antisymmetric way, generating a new set of common
nuclear coordinates. In the following discussion we call them on-
site modes.
Another important class of nuclear DOFs to consider are the
so-called coupling modes. Unlike the on-site modes they mod-
ify the coupling strength between two interacting triplets. We
analyzed this modification when the bond length on a junction,
i.e. on the phenylene segment encapsulated between two Frenkel
sites, was changed. We refer a reader to the supplemental infor-
mation for the definition of nuclear DOFs and DFT/MRCI PESs.
Although the on-site energy is not changed significantly, the exci-
tonic coupling along this coordinate portrays a steeply descend-
ing potential-like linear function. Such an active modulation of
J with −1.55 eV/Bohr slope provides an evidence for strong vi-
bronic interaction in PPV. Besides the bond-length alternation on
phenylene fragment, we consider the torsion about the C–C bond
connecting the phenylene and vinylene moieties. At its core this
mode reduces the degree of pi-conjugation between neighboring
nearly co-planar Frenkel sites leading to one of the dominant con-
formational defects in polymers at large twisting amplitude17.
Fig. 7 Modulation of the through-space Dexter coupling resulting from
the exchange interaction between localized electrons. Horizontal axis
describes geometry displacement along the low-energy mode in mass-
weighted coordinates.
For spatially separated monomers the triplet-triplet coupling is
driven by the Dexter mechanism, which is mediated by electronic
exchange2. The exchange interaction is known to decay expo-
nentially with interparticle distance and depends strongly on the
’physical’ overlap between electronic wavefunctions. We analyzed
the low-frequency domain of the phonon spectrum sampled at
the Γ point of the crystal. Two normal modes were found to in-
fluence the magnitude of the Dexter coupling and are described
by in-phase and counter-phase rotations about intrinsic axis of
individual chains (Figure 7). The aforementioned DOFs do not
alter internal bond-angle coordinates in PPV chains, but modify
the mutual orientation of oligomers in space reinforcing phys-
ical properties of the H-aggregate configuration. Their kinetic
activation is a function of ambient temperature. Displacement
of the Frank-Condon (FC) geometry along these modes quanti-
fies the exchange interaction energy between spatially localized
pi-orbitals as depicted in Figure 7.
We built the multidimensional PES for the localized electronic
states using one-dimensional potentials discussed above. Because
the computed triplet-triplet coupling at the FC point is different
by orders of magnitude for the J- and H-aggregate arrangement,
this allowed us to process intrachain and interchain transport
components independently.
3 Mobility of triplet exciton
In the quantum domain there are two constructive ways to eluci-
date nonequilibrium phenomena. The first approach is based on a
time evolution of a combined system-environment which usually
involves solving a fairly complex Schrödinger equation. The dy-
namics for the central electronic system are often found by tracing
out all interacting components of the environment17,18. The sec-
ond approach relies on tracing out the environmental DOFs be-
fore solving the complex system under nonequilibrium settings.
This often involves a certain degree of phenomenology in order
to derive a reduced equation of motion for the system density
operator16,61, known as a master equation. We believe that the
best way to elaborate on the space-time evolving exciton in a ma-
terial is to successively engage both approaches, as the transient
Schrödinger dynamics between two equivalent segments can be
extrapolated to an arbitrary number of aggregated molecules. Be-
low we outline the coupled electron-nuclear Schrödinger equa-
tion and, in the following, discuss and interrelate its solution with
the master equation approach.
3.1 Vibronic Hamiltonian
In the localized Frenkel basis four supramolecular electronic
states can be drawn. We label them as |10〉 and |01〉 when the
exciton is situated on one or another moiety of a dimer, the |00〉
for the ground state and |11〉 for excimer configuration. The latter
two are neglected in the present model, which yields the vibronic
Hamiltonian for the two-level system:
Hˆvib =
1
2∑i, j
Gi j
∂Qi∂Q j
· 1ˆel+ 1ˆvib ·
[
es J
J es
]
+∑
i
[
u11 u12
u12 u22
]
(Qi) (4)
The first term describes the nuclear kinetic energy operator as
formulated in terms of the G-matrix62, the elements of which are
tabulated in Ref. 63. The second and third terms represent the
coupling matrix at the FC point and the multidimensional PES,
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respectively. The multidimensional PES was constructed using
a linear vibronic coupling model64. Because the |10〉 and |01〉
states are composite, the diagonal elements of the PES matrix
are defined through the sum of the one-dimensional on-site 13Bu
and 11Ag potentials (vex and vgs). In the following equation the
superscript designates the site number, so that the |10〉 PES reads
u11(Qi) = v1ex(Qi)+ v
2
gs(Qi) (5)
and vice versa for the |01〉. The off-diagonal elements combine
all coupling modes. We recall that the change of on-site energy
depends only on nuclear coordinates, which modifies the geom-
etry of a particular site according to the employed diabatization
scheme.
In order to describe the time evolution of the system with f
nuclear DOFs, we adopt the multiconfigurational wave function:
Ψ(Q1...Q f , t) =
n1
∑
j1
. . .
n f
∑
j f
A j1... j f (t)
f
∏
k=1
φ (k)jk (Qk, t) (6)
where A j1... j f are time-dependent expansion coefficients and φ
(k)
jk
are expansion functions of each oscillator Qk. The spin-free vi-
bronic Hamiltonian Hˆvib in Equation 4 and the vibrational wave-
function in Equation 6 enter the Schrödinger equation:
ih¯
∂
∂ t
Ψ= HˆvibΨ (7)
for variational optimization of the wavefunction parameters at ev-
ery time interval of the propagation. Thus, we treat the correlated
exciton-nuclear dynamic problem within the fully quantum time-
dependent scheme using the Heidelberg MCTDH package65. See
supplemental information for details of the MCTDH basis.
We carried out 100 relaxation jobs at finite temperature (300
K) to obtain a thermal sampling of the vibrational wavefunction
on the ground electronic state |00〉 as prescribed in the stochas-
tic random-phase wavefunction approach66. Then, each of the
wavepackets was energetically lifted to the |10〉 potential to mimic
an exciton injection. Subsequently, the wavepackets evolve in
time on two coupled seven-dimensional PESs for the J-aggregate
and two six-dimensional PESs for the H-aggregate. The results of
the wavepacket propagation discussed below describe a statistical
average over all initial random-phase realizations.
3.2 Intrachain dynamics
For the case of J-aggregation the on-chain energy transfer can be
characterized by two intimately related processes: (i) the site-to-
site energy migration which proceeds in a wave-like regime; (ii)
formation of coherence properties when on-site excitons super-
pose locally. Figure 8-a shows the temporal evolution of a triplet
exciton after populating the |10〉 state. Due to strong through-
bond coupling, the initial population transfer occurs in a form of
Rabi oscillation. The rapid oscillations are accompanied by struc-
tural deformation of the backbone chain, which introduces a par-
tial attenuation of the probability flopping over short times. Upon
activation of the on-site bond-length alternation modes, the sig-
nal’s centroid shows a bias towards the energy accepting |01〉 state
Fig. 8 (a) The population dynamics of triplet exciton between two J-
aggregated sites in local (nonadiabatic) basis. Orange curve displays
the ab-initio results and dashed black curve is a solution of the master
equation. (b) The population dynamics of triplet exciton between two J-
aggregated sites in mixed (adiabatic) basis. (c) Schematic representation
of the master-equation model. Black and white circles denote physical
and auxiliary states, respectively.
at t = 10 fs, corresponding to half of the C–C vibrational period.
The characteristic trend of ultra-fast oscillations following carrier
frequency of localized vibrations persists at longer timescale and
can be thought of as an exciton-polaron17,18.
Although the solution of the Schrödinger equation is given in
the on-site basis (nonadiabatic), which is in the spirit of MCTDH,
the underlying PESs alongside the time-dependent MCTDH wave-
function can be transformed into the adiabatic representation.
This yields the system dynamics in a purely entangled basis of
1/
√
2(|10〉± |01〉) states, as shown in Figure 8-c. As one can see,
two spatially-separated Frenkel excitons interfere within the char-
acteristic time of the high-frequency C–C mode of ∼20 fs. The
same time interval for coherence transfer was detected in linearly
aligned MEH-PPV in a two-time anisotropy decay experiment67.
From this we conclude that the local nuclear deformations in-
troduce the site-to-site coherence. Due to the initial conditions
in our simulations, some amount of energy excess exists in the
system leading to admixture of the second excited state. The en-
ergy excess can be drained out by an external bath which deac-
tivates the bond-length alternation oscillations, producing a re-
laxed vibrational state. On a longer timescale, energy dissipa-
tion through a non-zero system-bath interaction causes exciton
self-localization16,61,68. Nonetheless, even in the case of a vi-
brationally hot exciton, the cooperative motion of electrons and
nucleus governs coherent wavefunction delocalization along the
conjugated backbone.
The unitary evolution of excitons in a polymer chain of higher
dimension necessitates including additional nuclear DOF at each
site. This inevitably increases the computational demands and
makes the numerical treatment of the system dynamics unfeasi-
ble. Here, we circumvent numerical intractibility for large PPV
6 | 1–10Journal Name, [year], [vol.],
chains using a master equation approach. Using the Schrödinger
picture for the two-state model we derive key parameters charac-
terizing the transient exciton evolution, which are then fed into a
master equation with far fewer degrees of freedom. Because the
chosen set of nuclear DOF was preliminarily split into two groups
of different functionality, i.e. the on-site and coupling modes,
they formally induce different types of exciton relaxation. The
on-site vibrations introduce the time-dependent energy detuning
of localized excitons (coupled by ω) due to local reorganization
potentials. To model this we add auxiliary electronic states in the
effective system Hamiltonian Hˆeff. Each of them is linked to the
individual electronic DOF by coupling ω1 and, in addition, inter-
acts with the neighboring physical states with ω2 (see Figure 8-c).
In turn, the coupling modes stimulate phenomenological dephas-
ing and damps ultrafast Rabi oscillations. We contract them to
one effective environmental potential acting locally on pairs of
interacting monomers with strength γ. Tracing out this environ-
ment leads to the master equation for the system density matrix
ρ written in its most common Lindblad form:
ρ˙ =− i
h¯
[Hˆeff,ρ]+∑
i
γi
(
LˆiρLˆ†i −
1
2
Lˆ†i Lˆiρ−
1
2
ρLˆ†i Lˆi
)
(8)
with the summation running over interacting pairs. The Lindblad
jump operators are Pauli σ -matrices, i.e. Lˆ = σˆx. Equation 8 re-
quires four parameters, three system and one environmental pa-
rameter, which we optimize with respect to the MCTDH solution.
In reality the exciton density is not artificially confined within
Fig. 9 (a) Graphical representation of the master-equation model for
extended PPV oligomer. (b) Time evolution of the triplet exciton density
along the PPV chain computed using the master equation approach. (c)
The mean square displacement of on-chain triplet exciton.
the length of two fragments but continuously propagates to-
wards ends of the chain. We characterize the on-chain trans-
port by the main features of the short-time interfragment dynam-
ics spanning a time period from 0 to 20 fs. The dashed black
line in Figure 9-a shows triplet population of the |10〉 state ob-
tained by pre-parameterized Lindblad equation (see Table 3 in
SI). The resulting population dynamics imitates essential features
of the Schrödinger evolution: high-frequency fluctuations as well
as Rabi-type oscillations with gradual attenuation. The set of
optimized Lindblad constants yields an efficient parameteriza-
tion of the triplet density evolution in two-level system, and can
be applied for the arbitrary size PPV chain with equally linked
monomers, as depicted in Figure 9-a.
To demonstrate on-chain evolution of triplet exciton we numer-
ically investigated a system containing 501 linearly aligned units
using our master equation method. The initial density was placed
on the central site of the oligomer to allow balanced migration
in both directions. Figure 9-b shows results of our simulations
where two different transport components can be observed. On
the short time scale, when rapid oscillation dominates over γ, the
exciton shows ballistic expansion as a result of the initial confine-
ment within the size of one monomer. At longer times the trans-
port proceeds in a diffusive regime. In this case the homogeneous
transport without external current sources can be described by a
diffusion equation:
∂
∂ t
n(rc, t) = Dc∇2n(rc, t) (9)
where Dc is on-chain diffusion coefficient. The solution of Equa-
tion 9 using the initial condition from the master-equation simu-
lations is given by Gaussian profile:
n(rc, t) =
√
1
4piDct
exp
(
− r
2
c
4Dct
)
(10)
which characterizes the probability distribution of a space-time
evolving exciton density with fixed center of mass. The diffu-
sion constant Dc is linearly related to the position variance as
〈r2c 〉 = 2Dct. The distance the exciton travels when undergoing a
hopping to the neighboring site is taken to be length of the vector
connecting the gravity centers of vinylene moieties. Linear re-
gression of position variance of on-chain exciton returns a value
of Dc = 3.03 cm2s−1, see Figure 9-c.
An exceptionally high triplet mobility along the PPV backbone
stands out compared to molecular semiconductors, where the dif-
fusion constant is typically lower by orders of magnitude. Clearly,
the pi-electron conjugation facilitates rapid long-range exciton mi-
gration in PPV and its chemical derivatives. The high capacity of
the host matrix to transport triplets over a long range is a crucial
parameter in the design of efficient energy upconverters. Our re-
sults suggest that the solid-state crystals of PPV oligomers with
an extensive rigid backbone provide high mobility and, hence, a
high probability of triplets colliding and undergoing fusion before
deactivating to the ground state.
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3.3 Interchain dynamics
The high space symmetry group of the PPV crystal stipulates for
identical interaction between a particular chain and all surround-
ing neighbors. Because the Dexter coupling between two sites on
neighboring chains is relatively weak compared to those on one
chain, we can ignore high-frequency oscillations within the so-
called secular approximation. It essentially assumes that chain-
to-chain hopping of homogeneously distributed exciton density is
qualitatively the same as dynamics of site-to-site hopping within
the nearest-neighbor interaction picture. Following our strat-
egy, we solve the coupled exciton-vibrational dynamics using
the Schrödinger equation for two H-aggregated monomers, and
parameterize the master-equation for triplet density transfer in
nanosized PPV crystal. In this case the two-state vibronic Hamil-
tonian comprises four on-site modes and two low-energy coupling
modes as defined in previous sections.
Fig. 10 (a) Time evolution of triplet exciton between two H-aggregated
sites. (b) The dispersive migration of triplet density across the adjacent
chains (a¯b¯ lattice plane) in PPV crystal.
Figure 10-a displays time-dependent evolution of the |01〉 state
computed by the MCTDH method at an ambient temperature of
300 K. The interchain dynamics behaves notably different com-
pared to the intrachain case. The solution of the Schrödinger
equation is given by exponentialy decaying population with slow
oscillatory component with period of ∼250 fs. This oscillation
emerges due to recoupling of two vibrational wavepackets, which
is a hallmark of a quantum system exhibiting memory. Because
the master equation is formulated in the Markov limit, the ultra-
fast decoherence is taken to be irreversible and, hence, Equation 8
does not capture interference of oscillating wavepackets. In addi-
tion, the interaction of exciton density with high-frequency modes
was omitted in parameterization of the master-equation model as
the main dynamical trend is clearly drawn by the low-frequency
coupling modes. On this basis the master equation returns a solu-
tion of an almost critically damped oscillator, which equilibrates
the |10〉 and |01〉 populations after ∼300 fs, during which no in-
terchain coherence develop.
To model interchain transport we built a [001] slab containing
25 repeating unit cells along the a¯ axis and 25 cells along the b¯
axis of the crystal. The initial exciton was placed on the innermost
site and subsequently propagated in a two-dimensional matrix for
4 ps. Figure 10-b shows picosecond snapshots of triplet density
migrating across the PPV chains, which is mediated solely by the
herringbone neighbors. As opposed to intrachain dynamics, no
initial ballistic expansion was observed in this case. Thus, trans-
port occurs in a diffusive manner with the exciton qualitatively
behaving as a classical Brownian particle. The triplet energy is
progressively distributed over the a¯b¯ plane showing only minor
dependence on the direction of the propagation vector. Thus,
mobility of the dispersive ellipsoid is regulated by two constants
along respective crystal axes Da and Db, which encode the exci-
ton probability distribution through a two-dimensional Gaussian
function:
n(ra,rb, t) =
1
4pit
√
1
DaDb
exp
(
− r
2
a
4Dat
− r
2
b
4Dbt
)
(11)
We fit the numerical results on Figure 10-b to the Equation 11
and find the interchain diffusion constants for triplet exciton of
Da = 0.89 ·10−2 cm2s−1 and Db = 1.49 ·10−2 cm2s−1.
The computed components of interchain triplet diffusion are
significantly slower than those along the fast c¯-axis. Note that
the interchain transport properties are expected to be somewhat
different for PPV-based polymers which form orthorhombic pi-
stacking upon crystallization. Nonetheless, our computed inter-
chain diffusion constants for triplet exciton are comparable to
those as measured in polyacene crystals7–9. The typical diffu-
sion coefficient of the triplet exciton in amorphous polymers of
PPV family is lower by orders of magnitude (see, for example, re-
view in Ref. 69) than our values. This discrepancy stems from the
large degree of conformational disorder, dislocation and coiling of
elastic chains which suppress exciton migration in such solids.
4 Conclusion
In this paper we have investigated triplet energy transport in
disorder-free crystalline PPV. We determined electronic struc-
ture properties of triplet excitons by an effective mapping of the
DFT/MRCI spectum of short-size oligomers to the Frenkel tight-
binding model. We found that the local 13Bu electronic transi-
tion on vinylene fragments parameterizes the lowest triplet exci-
tonic band in PPV. We obtained a fully quantum description of
population transfer between two neighboring Frenkel sites in the
J- and H-aggregate configuration, which is exclusively driven by
electronic and vibronic coupling. Further, we established a con-
nection between resulting Schrödinger dynamics and the master-
equation approach, which allows us to study exciton propaga-
tion in extended systems in the context of cost-efficient Lindblad
8 | 1–10Journal Name, [year], [vol.],
model. We obtained transient intrachain and interchain exciton
density evolution and extracted respective triplet diffusion coeffi-
cients along the principal axes of the crystal.
As expected, the triplet mobility is highly anisotropic with re-
spect to the direction of exciton propagation. We found that
triplet transport in PPV is characterized by two essential com-
ponents with remarkably different diffusion constants: fast intra-
chain, and slow interchain. Even in case of migration along the
pi-conjugated backbone, transport can be characterized by nor-
mal diffusion following the ultrafast wave-like ballistic spread of
the initial nonequilibrium density. The diffusion constant along
the c¯ crystal axis was found to be Dc = 3.03 cm2s−1. Electronic
coherence between two neighboring Frenkel sites in J-aggregates
develops within 20 fs and is stimulated by structural deforma-
tions of the carbon framework. The thermal activation of the
slow transport component is due to low-energy interchain vibra-
tions, which enhance the physical properties of H-aggregates and
modulate Dexter coupling. No coherence between chains was ob-
served. At room temperature (300 K) the corresponding diffusion
coefficient along a¯ and b¯ axes are Da = 0.89 · 10−2 cm2s−1 and
Db = 1.49 · 10−2 cm2s−1. We emphasize importance of the long-
range order in solid-state polymeric material to exciton transport.
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