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Abstract
In panel experiments, we randomly expose multiple units to different treatments and measure
their subsequent outcomes, sequentially repeating the procedure numerous times. Using the po-
tential outcomes framework, we define finite population dynamic causal effects that capture the
relative effectiveness of alternative treatment paths. For the leading example, known as the lag-p
dynamic causal effects, we provide a nonparametric estimator that is unbiased over the random-
ization distribution. We then derive the finite population limiting distribution of our estimators as
either the sample size or the duration of the experiment increases. Our approach provides a new
technique for deriving finite population central limit theorems that exploits the underlying Martin-
gale property of unbiased estimators. We further describe two methods for conducting inference on
dynamic causal effects: a conservative test for weak null hypotheses of zero average causal effects
using the limiting distribution and an exact randomization-based test for sharp null hypotheses.
We also derive the finite population limiting distribution of commonly-used linear fixed effects es-
timators, showing that these estimators perform poorly in the presence of dynamic causal effects.
We conclude with a simulation study and an empirical application in which we reanalyze a lab
experiment on cooperation.
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1 Introduction
Panel experiments, where we sequentially expose units to a random treatment, measure their response
and repeat the procedure for a fixed period of time, form the basis of causal inference in many areas
of biostatistics (e.g., Murphy et al. (2001)), epidemiology (e.g., Robins (1986)), and psychology (e.g.,
Lillie et al. (2011)). In experimental economics, many authors recognize the benefits of panel-based
experiments, for instance Bellemare et al. (2014, 2016) highlighted the potentially large gains in power
and Czibor et al. (2019) emphasized that panel-based experiments may help uncover heterogeneity
across units. Despite these benefits, however, panel experiments are used infrequently in part due
to the lack of a formal statistical framework and concerns about how the impact of past treatments
on subsequent outcomes may induce biases in conventional estimators (Charness et al., 2012). In
practice, most authors typically assume away this complication by requiring that the outcomes only
depend on contemporaneous treatment, what is often called the “no carryover assumption” (e.g.,
Abadie et al. (2017), Athey and Imbens (2018), Athey et al. (2018), Imai and Kim (2019b), Imai
and Kim (2019a), de Chaisemartin and D’Haultfoeuille (2019), Arkhangelsky and Imbens (2019)).
Even when researchers allow for such carryover effects, they almost solely focus on incorporating the
uncertainty due to sampling units from some large (potentially infinite) super-population as opposed
to the design-based uncertainty, which arises due to the random exposure of the treatment (Abadie
et al., 2020).
In this paper, we tackle these challenges by defining a variety of new panel-based dynamic causal
estimands without evoking super-population assumptions nor restrictions on the extent to which treat-
ments can impact subsequent outcomes. Our approach builds on the potential outcomes formulation
of causal inference (Neyman, 1923; Kempthorne, 1955; Cox, 1958; Rubin, 1974) and takes a purely
design-based perspective on uncertainty, allowing us to be agnostic to the outcomes model and avoid
assumptions about hypothetical super-populations. Our main estimands are various averages of lag-p
dynamic causal effects, which capture how a change in treatment affects outcomes after p periods.1
For these estimands, we provide nonparametric estimators that are unbiased over the randomization
1Our dynamic causal effects also provide a useful perspective to the vast literature on observational panel data in
econometrics (e.g., the reviews of Arellano (2003), Arellano and Bonhomme (2012)) that tend to avoid formal discussions
of causal effects in the modern sense that explicitly appeals to potential outcome functions to define counterfactuals
(e.g., Imbens and Rubin (2015), Hernan and Robins (2019)) or directed acyclic graphs to define causal structures (e.g.,
Pearl and Mackenzie (2018)).
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distribution. Then, by exploiting the underlying Martingale property of our unbiased estimators, we
derive their finite population asymptotic distribution as either the number of sample periods, exper-
imental units, or both increases. This is a new technique for proving finite population central limit
theorems, which may be broadly useful and of independent interest to researchers.
Next, we describe two methods for conducting inference on dynamic causal effects. The first uses
the limiting distribution to perform conservative, nonparametric inference on the weak null hypothesis
of no average dynamic causal effect. The second provides an exact, randomization test for the sharp
null of no treatment effect at any point in time. We then highlight the broader usefulness of our
framework by deriving the finite population probability limit of a variety of standard linear estimation
strategies commonly employed on panel data, such as the unit fixed effects estimator and the two-way
fixed effects estimator. Our results show that such linear estimators are biased for the dynamic causal
effects because of the presence of carryover effects and possible serial correlation in the treatment
assignment mechanism.
Finally, we illustrate our theoretical results in an extensive simulation study and by applying our
framework to reanalyze a panel-based experiment. The simulation study begins by showing the validity
of our finite population central limit theorems under a variety of assumptions about the underlying
potential outcomes and treatment assignment mechanism. We confirm that conservative tests based
on the asymptotic approximation to the randomization distribution of our nonparametric estimator
control size well in finite populations and have good rejection rates against a variety of alternatives.
We finish by re-analyzing an experiment conducted in Andreoni and Samuelson (2006), which studies
cooperative behavior in game theory. The experiment has a natural panel structure—each participant
played a twice-repeated prisoners’ dilemma many times, and the payoff structure of the game was
randomly varied across each play. We confirm the authors’ original hypothesis that the payoff structure
of the twice repeated prisoners’ dilemma has significant effects on cooperative behavior. Moreover, we
provide new, suggestive evidence of dynamic causal effects in this experiment—the payoff structure of
previously played games may affect cooperative behavior in the current game.
Our framework substantially generalizes the notation and concepts introduced for analyzing time
series experiments in Bojinov and Shephard (2019) in three crucial ways.2 First, we focus on a much
2See also Rambachan and Shephard (2019) for a discussion on how to connect Bojinov and Shephard (2019) to influential
works in macroeconometrics and financial econometrics.
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richer class of causal estimands, which answer a broader set of causal questions. Second, we derive
two new finite population central limit theorems as the size of the population grows, and as both
the duration and population size increase. Third, we compute the bias present in standard linear
estimators in the presence of dynamic causal effects and serial correlation in the treatment assignment
probabilities. Throughout our exposition, we explain how to derive the results developed in Bojinov
and Shephard (2019) as a special case of our more general formulation.
Our framework is also importantly distinct from earlier work by Robins (1986) and co-authors, that
uses treatment paths for causal panel data analysis and solely focuses on providing super-population (or
sampling-based) inference methods. In contrast, we avoid super-population arguments entirely and
make our inference completely conditional on the potential outcomes. Avoiding super-populations
arguments is often attractive in panel data applications. For example, a company only operates in a
finite number of markets (e.g., states or cities within the United States) and can conduct advertising or
promotional experiments across these markets. Assuming that we can sample additional markets may
be difficult to justify scientifically in such applications, despite its elegance as a modelling device.3
This design-based perspective provides the first generalization of the finite population literature in
cross-sectional causal inference, as reviewed in Imbens and Rubin (2015), to panel experiments.
Overview of the paper: In Section 2, we define potential outcome panels, for which we formally
define a series of dynamic causal estimands of interest. In Section 3, we provide a nonparametric
estimator for our dynamic causal estimands, derive their finite sample properties, and provide finite
population central limit theorems that we use for inference. In Section 4, we obtain the finite popu-
lation limiting distributions of standard linear estimation methods for potential outcome panels, such
as the unit fixed effects estimator and the two-way fixed effects estimator. In Section 5, we detail a
simulation study, and in Section 6, we use our framework to reanalyze a panel experiment conducted
by Andreoni and Samuelson (2006). The appendix collects all non-trivial technical proofs as well as
additional simulations and empirical results.
3Of course, in other cases, super-population arguments may be entirely natural, given the scientific question at hand. For
example, in the mental healthcare digital experiments of Boruvka et al. (2018), it is compelling to use sampling-based
arguments as the experimental units are drawn from a larger group of patients for whom we wish to make inference on
as, if successful, the technology will be broadly rolled out.
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Notation: For an integer t ě 1 and a variable At, we write A1:t :“ pA1, . . . , Atq. We compactly
write index sets as rN s :“ t1, . . . , Nu and rT s :“ t1, . . . , T u. Finally, for a random variable Ai,t
observed over i P rN s and t P rT s, define its average over t as A¯i¨ :“ 1T
řT
t“1Ai,t, its average over i as
A¯¨t :“ 1N
řN
i“1Ai,t and its average over both i and t as A¯ :“ 1NT
řT
t“1
řN
i“1Ai,t.
2 Potential outcome panel and dynamic causal effects
2.1 Treatment panels and potential outcomes
Consider a panel in which N units (e.g., individuals, firms, or countries), indexed by i P rN s, are
observed over T time periods, indexed by t P rT s. For each unit i and period t, we administer a
treatment Wi,t PW. Throughout this paper, we assume that the treatment is a random variable and
that the cardinality of W is finite, |W| ă 8. Whenever the treatment is binary, that is W “ t0, 1u,
we follow convention and refer to “1” as treatment and “0” as control.
The treatment path for unit i is the sequence of treatments that is administered to unit i over the
entire sample period, denoted Wi,1:T “ pWi,1, ...,Wi,T q1 PWT . The time-t cross-sectional treatment as-
signment describes the treatments received by all units at period t, denoted W1:N,t “ pW1,t, ...,WN,tq1 P
WN . Finally, the treatment panel is the N ˆ T matrix W1:N,1:T P WNˆT that summarizes the treat-
ments assigned to all units over the entire sample period, where
W1:N,1:T “
ˆ
W1:N,1, . . . ,W1:N,T
˙
“
¨˚
˚˝˚˚W 11,1:T...
W 1N,1:T
‹˛‹‹‹‚.
Each column of W1:N,1:T is the cross-sectional treatment assignment for a particular period and each
row is the treatment path for a particular unit over the sample period.
We next define a potential outcome, which describes what would be observed for a particular unit
at a fixed point in time for every possible treatment panel.
Definition 1. The potential outcome for unit-i at time-t along treatment panel w1:N,1:T P WNˆT
is written as Yi,tpw1:N,1:T q.
In principle, the potential outcome can depend upon the entire treatment panel allowing for arbitrary
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spillovers across units and time periods. The idea of focusing paths and defining potential outcomes
as a function of treatment paths first appears in Robins (1986) and has been further developed in
subsequent work such as Robins (1994), Robins et al. (1999), Murphy et al. (2001), Boruvka et al.
(2018) and Blackwell and Glynn (2018).4 Our work differs from this approach by avoiding super-
population arguments entirely. All our estimands and inference procedures are conditioned on the
potential outcomes and all uncertainty arises solely from the random assignment of treatment paths.
Our work is therefore the natural extension of the potential outcomes cross-sectional causal inference
framework to the panel setting.
Abadie et al. (2017) highlight the appeal of this finite-sample, design-based perspective in panel
data applications in econometrics. However, the panel-based potential outcome model developed
in that work contains no dynamics as the authors primarily focus on cross-sectional data with an
underlying cluster structure.5 Our finite-sample perspective and emphasis on the causal effects of
treatment paths are important contrasts to much of the existing literature on panel data analysis in
econometrics. For example, Arellano and Bonhomme (2012) reviews non-linear panel data methods,
which typically focus on estimating non-linear contemporaneous causal effects.6 Recently, Hull (2018)
and Han (2019) consider a potential outcome model similar to ours but rely on super-population
arguments, similar to Robins (1986), to perform inference.
2.2 The potential outcome panel model
We now define the potential outcomes panel model by developing three assumptions that we maintain
through the remainder of the paper. The first is a generalization of the non-anticipating treatment
assumption studied in the time series setting by Bojinov and Shephard (2019). This assumption
restricts the potential outcomes for a unit in a given period not to be affected by future treatments
while allowing them to depend on the entire treatment panel up to that period.
Assumption 1. The potential outcomes are non-anticipating if, for all i P rN s and t P rT s, and
w1:N,1:T , w˜1:N,1:T PWNˆT
Yi,tpw1:N,1:T q “ Yi,tpw˜1:N,1:T q,
4Hernan and Robins (2019) provide a modern, textbook treatment of this literature.
5Similarly, Athey and Imbens (2018), Athey et al. (2018) and Arkhangelsky and Imbens (2019) also introduce a potential
outcome model for panel data, but assume away carryover effects.
6For example, Arellano et al. (2017) apply state-of-the-art non-linear panel data methods to estimate the contempora-
neous causal effect of earnings fluctuations on household consumption.
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whenever w1:N,1:t “ w˜1:N,1:t.
Non-anticipation still allows an arbitrary dependence on past and contemporaneous treatments
as well as the treatments of other units. We now introduce an assumption that restricts treatment
spillovers across units, meaning that the potential outcomes for a unit are only impacted by their own
treatment paths and there is no interference across units (Cox, 1958). Combining this assumption
with a further requirement that every unit receives the same version of the treatment is often referred
to as the “Stable Unit Treatment Value Assumption,” in cross-sectional applications (Rubin, 1980)
or the “Temporal Stable Unit Treatment Value Assumption” in time series experiments (Bojinov and
Shephard, 2019).
Assumption 2. The potential outcomes satisfy the Temporal Stable Unit Treatment Value
Assumption (TSUTVA) if, for all i P rN s and t P rT s, and w1:N,1:T , w˜1:N,1:T PWNˆT
Yi,tpw1:N,1:T q “ Yi,tpw˜1:N,1:T q,
whenever wi,1:T “ w˜i,1:T .
Under Assumption 1 and 2, the potential outcome for unit i at time t only depends on the treatment
path for unit i up to time t. Throughout the paper, we maintain both Assumption 1 and 2, allowing
us to simplify the notation for the potential outcomes for unit i at time t to be Yi,tpwi,1:tq. Denote
the collection of potential outcomes for unit i at time t for all possible panel treatment paths as
Yi,tp‚q “ tYi,tpwi,1:tq : wi,1:t P Wtu. Similarly, Y1:N,1:T p‚q “ tYi,tp‚q : i P rN s, t P rT su denotes the
collection of potential outcomes for all units across all time periods.
To connect the observed outcomes with the potential outcomes, we assume that every unit takes
the treatment that was offered, removing the possibility of subject non-compliance.7
Assumption 3. For an observed treatment path wobs1:N,1:T , the observed outcome is given by y
obs
1:N,1:T “
Y1:N,1:T pwobs1:N,1:T q.
Definition 2. A panel of outcomes and treatments which obey Assumptions 1-3 is a potential out-
come panel.
7In some applications, this assumption may be unrealistic. For example, in a panel-based clinical trial, we may worry that
patients do not properly adhere to the treatments that are assigned. In such cases, our analysis can be re-interpreted
as focusing on dynamic intention-to-treat (ITT) effects.
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For the case where N “ 1, the potential outcome panel reduces to the definition of a potential
outcome time series in Bojinov and Shephard (2019). For T “ 1, the potential outcome panel reduces
to the canonical Neyman-Rubin causal model (Holland, 1986; Imbens and Rubin, 2015).
2.2.1 Special case: linear potential outcome panel
Much of the dynamic panel data literature focuses on linear models, which can be expressed as a
special case of our general setup.
Definition 3. A linear potential outcome panel is a potential outcome panel, in which the po-
tential outcomes additionally satisfy
Yi,tpwi,1:tq “ βi,t,0wi,t ` ...` βi,t,t´1wi,1 ` i,t @t P rT s and i P rN s,
where the coefficients βi,t,0:t´1 and the residual i,t do not depend upon treatments.
This model assumes that the potential outcome for unit i at time t is simply a linear function of unit
i’s treatment path plus a non-stochastic residual i,t term that does not vary with the treatments. The
error term is, therefore, not a typical “error” that is used in many statistics and econometrics papers
on panel data.
In some cases, we may wish to place further restrictions on the coefficients in a linear potential
outcome panel. We formalize these restrictions with the following definition.
Definition 4. For a linear potential outcome panel, the coefficients βi,t,s are dynamic causal coef-
ficients. Moreover, the dynamic causal coefficients are
• time-invariant if βi,t,s “ βi,s, for all t P rT s, and s “ 0, . . . , t´ 1.
• homogenous if βi,t,s “ βt,s, for all i P rN s and s “ 0, . . . , t´ 1.
If βi,t,s “ βs for all i P rN s, t P rT s, s “ 0, . . . , t´ 1 then the dynamic causal coefficients are homoge-
neous and time-invariant.
A leading example of a linear potential outcome panel is the autoregressive potential outcome
panel.
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Example 1. An autoregressive potential outcome panel is a potential outcome panel, in which
the potential outcomes for any unit i P rN s obey
Yi,tpwi,1:tq “ φi,t,0Yi,t´1pwi,1:t´1q ` . . .` φi,t,t´2Yi,1pwi,1q ` βi,t,0wi,t ` . . .` βi,t,t´1wi,1 ` i,t @t ą 1,
Yi,1pwi,1q “ βi,1,0wi,1 ` i,1,
where the coefficients φi,t,0:t´2, βi,t,0:t´1 and the residuals i,1:t do not depend on treatments. It is easy
to solve out the potential outcomes to produce the linear potential outcome given in Definition 3.
Example 1 allows for heterogeneity in the parameters across units as well as arbitrary dependence
across units and time through i,t. It is therefore a vast generalization of the non-causal autoregressive
econometric panel model associated with, for example, Nerlove (1971), Nickell (1981), Anderson and
Hsiao (1982), Arellano and Bond (1991) and the review of Arellano (2003).8 The linear potential
outcome panel is the panel extension of the potential autoregression time series introduced by Bojinov
and Shephard (2019).
2.3 Assignment mechanism assumptions
We now focus on a special class of assignment mechanism that allow us to define dynamic causal
effects. The laxest of these, requires that the treatment assignment mechanism at time t only depends
on past treatment assignments and observed outcomes, meaning that the treatment assignment in a
given period may not depend on future nor unobserved past potential outcomes. We refer to this
assumption as non-anticipating treatments (Bojinov and Shephard, 2019).
Assumption 4. The treatments are non-anticipating if, for each t P rT s, for all w1:N,1:t´1 P
WNˆpt´1q
PrpW1:N,t|W1:N,1:t´1 “ w1:N,1:t´1, Y1:N,1:T p‚qq “ PrpW1:N,t|W1:N,1:t´1 “ w1:N,1:t´1, Y1:N,1:t´1pw1:N,1:t´1qq.
We think of this as the panel data analogue of an unconfounded or ignorable treatment assignment
8Allowing for heterogeneity in panel data models is useful in many empirical applications. For example, in many economic
settings, there is extensive heterogeneity across units such as in modeling income processes (Browning et al., 2010) and
estimating the dynamic response of consumption to earnings (Arellano et al., 2017). Time-varying heterogeneity is also
an important feature. For example, it is a classic point of emphasis in studying human capital formation and education
investments – see Ben-Porath (1967), Griliches (1977) and more recently, Cunha et al. (2006) and Cunha et al. (2010).
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mechanism in the literature on cross-sectional causal inference (reviewed in Imbens and Rubin (2015)).
Under Assumption 4, the treatment assignment at any point in time may depend on the entire treat-
ment panel up to the previous period as well as all prior, observed outcomes. This allows for a rich
set of possible treatment assignment mechanisms.
Depending on the design of the panel-based experiment, there are two important special cases
of non-anticipating treatments, which impose additional forms of conditional independence across
treatments. Let W´i,t :“ pW1,t, ...,Wi´1,t,Wi`1,t, ...,WN,tq and F1:N,t,T be the filtration generated by
W1:N,1:t and Y1:N,1:T p‚q.
Assumption 5. Maintain Assumption 4. Then, the treatments are
1. contemporaneously non-interfering for unit-i if
PrpWi,t|W´i,t,F1:N,t´1,T q “ PrpWi,t|W1:N,1:t´1 “ w1:N,1:t´1, Y1:N,1:t´1pw1:N,1:t´1qq
for all t P rT s.
2. non-interfering for unit-i if
PrpWi,t|W´i,t,F1:N,t´1,T q “ PrpWi,t|Wi,1:t´1 “ wi,1:t´1, Yi,1:t´1pwi,1:t´1qq
for all t P rT s.
Contemporaneous non-interference imposes that, conditional on all past treatments and outcomes, the
time-t treatments are selected independently across units. In other words, the that information from
past observed outcomes and treatments across all units may determine the treatment probabilities
at time t. For example, if we notice that, on average, treatment w P W is outperforming all other
treatments, we may increase the probability of administering treatment w to all subjects at time
t. Non-interference further imposes that conditional on its own past treatments and outcomes, the
treatment for unit i at time t is independent of the past treatments and outcomes of all other units.
For example, the Bernoulli randomization mechanism, where PrpWi,t|W´i,t,F1:N,t´1,T q “ Pr pWi,tq for
all i P rN s and t P rT s, is non-interfering. The following example provides less trivial randomization
mechanisms to illustrate these assumptions.
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Example 2. Suppose W “ t0, 1u, α, λw, λy P R and let Φp¨q be the standard normal cumulative
distribution function.
1. A contemporaneous non-interfering treatment for unit-i is PrpWi,t “ 1|W´i,t,F1:N,t´1,T q “ Φpα`
λww¯¨t´1 ` λyy¯obs¨t´1q.
2. A non-interfering treatment for unit-i is PrpWi,t “ 1|W´i,t,F1:N,t´1,T q “ Φpα ` λwwi,t´1 `
λyy
obs
i,t´1q.
2.4 Dynamic causal effects
The purpose of developing the treatment paths and potential outcomes was to build the necessary
notation and concepts for defining causal effects that capture the relative effectiveness of alternative
treatment paths on the outcome of interest.
For a potential outcome panel, a dynamic causal effect compares the potential outcomes for unit-i
at time-t along different treatment paths, denoted by
τi,tpwi,1:t, w˜i,1:tq :“ Yi,tpwi,1:tq ´ Yi,tpw˜i,1:tq, (1)
for wi,1:t, w˜i,1:t P Wt. The term “dynamic” is used to emphasize that the potential outcomes are
functions of the full treatment path and that the effects vary across both units and time.
Since we are taking a design-based perspective, we regard all the potential outcomes Yi,tp‚q as
fixed but unknown, or equivalently we condition on the set of all potential outcomes throughout our
exposition. The challenge in estimating dynamic causal effects is then our inability to observe all
relevant outcomes.
Similar to the Neyman-Rubin causal model, we are more interested in averages of these dynamic
causal effects. For example, we could average over units at a fixed time period t to get the average
dynamic causal effect at time t, or we could average over time periods for a fixed unit i to get the
average dynamic causal effect for unit i. We could also average over both units and time periods. In
the rest of this section, we use these unit-i time-t dynamic causal effects to build up causal estimands
of interest.
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2.4.1 Lag-p dynamic causal effects and average treatment effects
Since the number of potential outcomes grows exponentially with the time period t, there is a con-
siderable number of possible causal estimands. To make progress, we restrict our attention to a core
class, referred to as the lag-p dynamic causal effects.
Definition 5. For 0 ď p ă t and w, w˜ PWp`1, the i, t-th lag-p dynamic causal effect is
τi,tpw, w˜; pq :“ τi,tptwobsi,1:t´p´1,wu, twobsi,1:t´p´1, w˜uq.
The i, t-th lag-p dynamic causal effect measures the difference between the outcomes from following
treatment path w from period t´p to t compared to the alternative path w˜, fixing the treatments for
unit i to follow the observed path up to time t´ p´ 1.9 We use the bold notation for the treatments
that define the dynamic causal effects to help differentiate them from all other possible treatment
paths. We also intentionally drop the subscripts because later we will average the dynamic causal
effects across both time and units for a fixed w and w˜.
Example 3 (Causal effects for linear potential outcome panel models). In the case of a linear potential
outcome panel (Definition 3), i, t-th lag-p dynamic causal effects are linear functions of the difference
between the treatment paths:
τi,tpw, w˜; pq “
pÿ
s“0
βi,t,spwp`1´s ´ w˜p`1´sq,
where both w “ pw1, . . . , wp`1q and w˜ “ pw˜1, . . . , w˜p`1q are in Wp`1.
The i, t-th lag-p dynamic causal effects are the building blocks of many other interesting causal
estimands. In particular, by restricting the paths w and w˜ to share some common features, we obtain
the weighted average i, t-th lag-p dynamic causal effect.
Definition 6. The weighted average i, t-th lag-p, q dynamic causal effect is defined as
τ :i,tpw, w˜; p, qq :“
ÿ
vPWp´q`1
av
!
Yi,tpwobsi,1:t´p´1,w,vq ´ Yi,tpwobsi,1:t´p´1, w˜,vq
)
,
9Defining dynamic causal effects conditional on the observed past treatments wobsi,1:t´p´1 is in line with the common focus
on the average treatment effect on the treatment (e.g. Lechner (2011) and Imbens and Rubin (2015)). See Bojinov and
Shephard (2019) for a more in-depth discussion as well as a strategy known as “stepping” to reduce the dependence on
the observed treatment path.
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where w, w˜ P Wq, for integers p, q satisfying 0 ď p ă t, 0 ă q ď p ` 1, while tavu are non-stochastic
weights that satisfy
ř
vPWp´q`1 av “ 1 and av ě 0 for all v PWp´q`1.
The weighted average i, t-th lag-p, q dynamic causal effect summarizes the effect of switching the
treatment path between period t ´ p and period t ´ p ` q from w to w˜ on outcomes at time t by
averaging across all possible treatment paths from period t´ p` q` 1 to period t. The weights av are
context specific and may be freely selected by the researcher. Usually, we select uniform weights.
Example 4 (Causal effects for linear potential outcome panel models continued). Continuing with
the linear potential outcome panel, the weighted average i, t-th lag-p, q dynamic causal effects are also
linear functions of the difference between the treatment paths:
τ :i,tpw, w˜; p, qq “
qÿ
s“0
βi,t,p`spwp`1´s ´ w˜p`1´sq
for w, w˜ PWq,
For binary treatment, setting N “ q “ 1 gives us the special case of the weighted average i, t-th
lag-p, q dynamic causal effect studied in Bojinov and Shephard (2019). This effect captures the impact
of switching the treatment at time t´ p from treatment to control on outcomes at time t by averaging
across all possible treatment paths from period t´ p` 1 to period t. Whenever q “ 1, we drop the q
from the notation, simply writing
τ :i,tpw, w˜; pq :“ τ :i,tpw, w˜; p, 1q “
ÿ
vPWp
av
!
Yi,tpwobsi,1:t´p´1, w,vq ´ Yi,tpwobsi,1:t´p´1, w˜,vq
)
.
Example 5 (Causal effects for linear potential outcome panel models continued). Continuing with
the linear potential outcome panel, for w, w˜ PW,
τ :i,tpw, w˜; pq “ βi,t,ppw ´ w˜q.
The following example illustrates the i, t-th lag-p dynamic causal effect, showing that it can be
used to capture many interesting causal effects.
Example 6. Assume the treatment is binary, W “ t0, 1u.
12
Setting p “ 0 gives us τi,tp1, 0; 0q “ τ :i,tp1, 0; 0q “ Yi,tpwobsi,1:t´1, 1q ` Yi,tpwobsi,1:t´1, 0q, the unit-i time-t
contemporaneous causal effect that measures the instant impact of administering treatment as opposed
to control on our outcome of interest.
Now set p “ 1. Then,
τi,tpp1, 0q, p0, 0q; 1q “ Yi,tpwobsi,1:t´2, 1, 0q ´ Yi,tpwobsi,1:t´2, 0, 0q,
measures the impact of giving a treatment as opposed to control at time t ´ 1 on the outcome, while
the treatment at time t is, in both case, zero. If we instead consider the case when the treatment at
time t is 1 we get,
τi,tpp1, 1q, p0, 1q; 1q “ Yi,tpwobsi,1:t´2, 1, 1q ´ Yi,tpwobsi,1:t´2, 0, 1q.
The uniform weighted average i, t lag-1 dynamic causal effect is then,
τ :i,tp1, 0; 1q “
1
2
”
tYi,tpwobsi,1:t´2, 1, 0q ´ Yi,tpwobsi,1:t´2, 0, 0qu ` tYi,tpwobsi,1:t´2, 1, 1q ´ Yi,tpwobsi,1:t´2, 0, 1qu
ı
“ 1
2
rτi,tpp1, 0q, p0, 0q; 1q ` τi,tpp1, 1q, p0, 1q; 1qs .
In other words, τ :i,tp1, 0; 1q measures the average impact of changing the treatment at time t´ 1 on the
outcomes in period t.
Finally, τi,tpp1, 1q, p0, 0q; 1q “ Yi,tpwobsi,1:t´2, 1, 1q ´ Yi,tpwobsi,1:t´2, 0, 0q measures the impact of giving
two consecutive treatments as opposed to controls on the outcome. The extreme version of this,
τi,tpp1 . . . , 1q, p0, . . . , 0; tq is the commonly studied “total” causal effect estimand.
The main estimands of interest in this paper are averages of these dynamic causal effects that
summarize how the treatment impacts the experimental units.
Definition 7. For a potential outcome panel, the time-t lag-p average dynamic causal effect is
τ¯¨tpw, w˜; pq :“ 1
N
Nÿ
i“1
τi,tpw, w˜; pq.
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In contrast, the unit-i lag-p average dynamic causal effect is
τ¯i¨pw, w˜; pq :“ 1
T ´ p
Tÿ
t“p`1
τi,tpw, w˜; pq.
Finally, the total lag-p average dynamic causal effect is defined as
τ¯pw, w˜; pq :“ 1
NpT ´ pq
Tÿ
t“p`1
Nÿ
i“1
τi,tpw, w˜; pq.
Definition 7 extends to the weighted average i, t-th lag-p dynamic causal effect by defining τ¯ :pw, w˜; p, qq,
τ¯ :i¨pw, w˜; p, qq, and τ¯ :¨tpw, w˜; p, qq by replacing τ¯i,tpw, w˜; pq with τ¯ :i,tpw, w˜; p, qq.
Example 7. Assume a linear potential outcome panel, then, for w, w˜ PW,
τi,tpw, w˜; pq “ βi,t,ppw ´ w˜q,
τ¯i¨pw, w˜; pq “ β¯i,¨,ppw ´ w˜q,
τ¯¨tpw, w˜; pq “ β¯¨,t,ppw ´ w˜q,
τ¯pw, w˜; pq “ β¯ppw ´ w˜q.
Generally, dynamic causal effects allow us to ask and answer a much richer class of questions than
typical cross-sectional experiments or panel experiments that make the no carryover assumption. For
example, by computing the dynamic lag-p causal effects at different points in time, we can understand
how the effect varies over time.
3 Nonparametric estimation and inference
We now develop a nonparametric Horvitz and Thompson (1952) type estimator of the i, t-th lag-p
dynamic causal effects. Throughout this section, we assume that the treatment assignment mechanism
is non-interfering (Assumption 5), which restricts the treatment assignment probabilities of unit i to
only depend on the observed treatment and outcome paths for unit i. Under the additional assumption
of probabilistic treatment, defined below, we show that our proposed estimator is unbiased for the
unit-i time-t lag-p dynamic causal effects and its related averages over the treatment path assignment
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mechanism. Additionally, we show that as our population grows large, an appropriately scaled and
centered version of our estimator for the average lag-p dynamic causal effects becomes approximately
normally distributed. These limiting results are conditional on the potential outcomes, and so they
are finite population central limit theorems in the spirit of Freedman (2008) and Li and Ding (2017).
3.1 Setup: extended propensity score and probabilistic treatment
To make our notation more compact, we define the extended propensity score, which captures the
conditional probability of a given treatment path. For each i, t, and any w “ pw1, . . . , wp`1q PWpp`1q,
the extended propensity score is
pi,t´ppwq :“ PrpWi,t´p:t “ w|Wi,1:t´p´1, Yi,1:tpWi,1:t´p´1,wqq, (2)
and can be decomposed using the prediction decomposition.
Lemma 3.1. For a potential outcome panel and any w P Wpp`1q, the extended propensity score can
be factorized as
pi,t´ppwq “PrpWi,t´p “ w1|Wi,1:t´p´1, Yi,1:t´p´1pWi,1:t´p´1qq
ˆ
pź
s“1
PrpWi,t´p`s “ ws`1|Wi,1:t´p´1,Wi,t´p:t´p`s´1 “ w1:s, Yi,1:t´p`s´1pWi,1:t´p´1,w1:sqq.
Proof. Use the prediction decomposition for treatments, given all outcomes,
pi,t´ppwq “PrpWi,t´p “ w1|Wi,1:t´p´1, Yi,1:tpWi,1:t´p´1,wqq
ˆ
pź
s“1
PrpWi,t´p`s “ ws`1|Wi,1:t´p´1,Wi,t´p:t´p`s´1 “ w1:s, Yi,1:tpWi,1:t´p´1,wqq.
and then simplify using non-anticipation of treatments.
In panel experiments, even though we define the assignment mechanism, we only observe the
outcomes along the observed treatment path Yi,1:tpwobsi,1:tq, and so it is generally not possible to use
Lemma 3.1 to compute pi,t´ppwq. We can, however, compute the extended propensity score along the
observed treatment path, pi,t´ppwobsi,t´p:tq.
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We next assume that the treatment assignment pi,t´ppwq is probabilistic. This is a crucial assump-
tion for design based inference, as it provides the only source of randomness as we treat the potential
outcomes as unknown but fixed.
Assumption 6 (Probabilistic Treatment Assignment). Consider a potential outcome panel. Assume
that, for each i P rN s, t P rT s, there exists cLi,t, cUi,t P p0, 1q such that cLi,t ă pi,t´ppwq ă cUi,t for all
w PWpp`1q.
From now on, all expectations, denoted by E, are computed with respect to the probabilistic
treatment assignment mechanism. We write Fi,t´p´1 as the filtration generated by Wi,1:t´p´1 and
F1:N,t´p´1 as the filtration generated by W1:N,1:t´p´1. Since we treat the potential outcomes as fixed
(or, equivalently, we always condition on all of the potential outcomes), conditioning on Wi,1:t´p´1 is
the same as conditioning on both Wi,1:t´p´1 and Yi,1:t´p´1pWi,1:t´p´1q. For example, ErWi,t|Fi,t´1s “ř
wPW wpi,tpwq.
Remark 3.1. When we develop our asymptotic arguments, we assume that the bounds cLi,t, c
U
i,t in
Assumption 6 do not vary with N or T .
3.2 Estimation of the i, t-th lag-p dynamic causal effect
For any w, w˜ PWpp`1q, recall the i, t-th lag-p dynamic causal effect is τi,tpw, w˜; pq “ Yi,tpwobsi,1:t´p´1,wq´
Yi,tpwobsi,1:t´p´1, w˜q. Define the nonparametric estimator of τi,tpw, w˜; pq:
τˆi,tpw, w˜; pq :“
#
Yi,tpwobsi,1:t´p´1,wq1pwobsi,t´p:t “ wq
pi,t´ppwq ´
Yi,tpwobsi,1:t´p´1, w˜q1pwobsi,t´p:t “ w˜q
pi,t´ppw˜q
+
, (3)
where 1tAu is an indicator function taking the value 1 if A is true and 0 otherwise. We show below that
this estimator is conditionally unbiased for the i, t-th lag-p dynamic causal effect over the treatment
path assignment mechanism, with a simple conditional covariance.
Crucially, under non-interference (Assumption 5), the estimator simplifies to
τˆi,tpw, w˜; pq “
yobsi,t t1pwobsi,t´p:t “ wq ´ 1pwobsi,t´p:t “ w˜qu
pi,t´ppwobsi,t´p:tq
, (4)
which is computable as pi,t´ppwobsi,t´p:tq is available by construction.
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Theorem 3.1. Consider a potential outcome panel that satisfies non-interfering probabilistic treatment
assignment (Assumptions 5 and 6). For any w, w˜ PWpp`1q,
Erτˆi,tpw, w˜; pq |Fi,t´p´1s “ τi,tpw, w˜; pq, (5)
V arpτˆi,tpw, w˜; pq|Fi,t´p´1q “ γ2i,tpw, w˜q ´ τi,tpw, w˜; pq2, (6)
where
γ2i,tpw, w˜; pq “
Yi,tpwobsi,1:t´p´1,wq2
pi,t´ppwq `
Yi,tpwobsi,1:t´p´1, w˜q2
pi,t´ppw˜q . (7)
Further, for distinct w, w˜, w¯, wˆ PWpp`1q
Covpτˆi,tpw, w˜; pq, τˆi,tpw¯, wˆ; pq|Fi,t´p´1q “ ´τi,tpw, w˜; pqτi,tpw¯, wˆ; pq.
Finally, under non-interference, τˆi,tpw, w˜q and τˆj,tpw, w˜q are independent for i ‰ j conditional on
F1:N,t´p´1,
Proof. Given in the Appendix.
Theorem 3.1 states that for every i, t, the error in estimating τi,tpw, w˜; pq is a martingale difference
sequence (e.g., Hall and Heyde (1980)) through time and conditionally independent over the cross-
section. As is common in potential outcome frameworks, the variance of τˆi,tpw, w˜; pq depends upon the
potential outcomes under both the treatment and counterfactual (e.g. see Imbens and Rubin (2015)
and Ding (2017)) and is generally not estimable. However, as shown in Theorem 3.1, the variance is
bounded from above by γ2i,tpw, w˜; pq, which we can estimate by
γˆ2i,tpw, w˜; pq “
pyobsi,t q2t1pwobsi,t´p:t “ wq ` 1pwobsi,t´p:t “ w˜qu
pi,t´ppwobsi,t´p:tq2
. (8)
The following lemma establishes that γˆ2i,tpw, w˜; pq is an unbiased estimator of γ2i,tpw, w˜; pq.
Lemma 3.2. Under the set up of Theorem 3.1,
Erγˆ2i,tpw, w˜; pq|Fi,t´p´1s “ γ2i,tpw, w˜; pq
17
Remark 3.2. Since the weighted average i, t-th lag-p, q dynamic causal effects (Definition 6) are linear
combinations of the i, t-th lag-p dynamic causal effects, we can directly apply Theorem 3.1 and Lemma
3.2. We provide the details for the case when q “ 1.
A feasible nonparametric estimator of
τ :i,tpw, w˜; pq “
ÿ
vPW p
av
!
Yi,tpwobsi,1:t´p´1, w,vq ´ Yi,tpwobsi,1:t´p´1, w˜,vq
)
,
where w, w˜ PW and v PWp is
τˆ :i,tpw, w˜; pq “
ÿ
vPW p
av
#
Yi,tpwobsi,1:t´p´1, w,vq1pwobsi,t´p:t “ pw,vqq
pi,t´ppw,vq ´
Yi,tpwobsi,1:t´p´1, w˜,vq1pwobsi,t´p:t “ pw˜,vqq
pi,t´ppw˜,vq
+
.
Under non-interference, we can again simplify this to,
τˆ :i,tpw, w˜; pq “
awobsi,t´p`1:t
yobsi,t t1pwobsi,t´p “ wqq ´ 1pwobsi,t´p “ w˜qu
pi,t´ppwobsi,t´p:tq
.
Again, this estimator is unbiased, over the randomization distribution, with variance that can be
bounded from above. For uniform weights, the rest of the generalizations follow immediately by notic-
ing that we can replace all instances of w and w˜ with pw,vq and pw˜,vq. Without uniform weights,
the notation becomes cumbersome, but there are no substantive changes. The statement and proof of
this result for w PW is given in Bojinov and Shephard (2019).
3.3 Estimation of lap-p average treatment effects
The martingale difference properties of the nonparametric estimator means that the cross-sectional
and temporally averaged estimators
ˆ¯τ¨tpw, w˜; pq :“ 1
N
Nÿ
i“1
τˆi,tpw, w˜; pq (9)
ˆ¯τi¨pw, w˜; pq :“ 1pT ´ pq
Tÿ
t“p`1
τˆi,tpw, w˜; pq (10)
ˆ¯τpw, w˜; pq :“ 1
NpT ´ pq
Nÿ
i“1
Tÿ
t“p`1
τˆi,tpw, w˜; pq (11)
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are also unbiased for the average causal estimands τ¯¨tpw, w˜; pq, τ¯i¨pw, w˜; pq and τ¯pw, w˜; pq, respectively.
Moreover, the martingale difference properties greatly ease the calculation of variances of cross-
sectional and temporal averages, and allow us to apply a central limit theorem to appropriately scaled
and centered versions of these estimators. In particular, write:
σ2¨t :“ 1N
Nÿ
i“1
tγ2i,tpw, w˜q ´ τi,tpw, w˜; pq2u (12)
σ2i¨ :“ 1pT ´ pq
Tÿ
t“p`1
tγ2i,tpw, w˜q ´ τi,tpw, w˜; pq2u, (13)
σ2 :“ 1
NpT ´ pq
Nÿ
i“1
Tÿ
t“p`1
tγ2i,tpw, w˜q ´ τi,tpw, w˜; pq2u. (14)
Theorem 3.2. Consider a potential outcome panel that satisfies non-interfering probabilistic treatment
assignment (Assumptions 5 and 6). Further assume that the potential outcomes are bounded. Then,
for any w, w˜ PWpp`1q,
?
Ntˆ¯τ¨tpw, w˜; pq ´ τ¯¨tpw, w˜; pqu
σ¨t
dÝÑ Np0, 1q as N Ñ8,
?
T ´ ptˆ¯τi¨pw, w˜; pq ´ τ¯i¨pw, w˜; pqu
σi¨
dÝÑ Np0, 1q as T Ñ8,a
NpT ´ pqtˆ¯τpw, w˜; pq ´ τ¯pw, w˜; pqu
σ
dÝÑ Np0, 1q as NT Ñ8.
Proof. Given in the Appendix.
Likewise, for bounded potential outcomes with non-interfering, probabilistic treatment assign-
ments, the scaled variances are, exactly, equal to
N ˆ V arpˆ¯τ¨tpw, w˜; pq|F1:N,t´p´1q “ E
“
σ2¨t |F1:N,t´p´1
‰
, (15)
pT ´ pq ˆ V arpˆ¯τi¨pw, w˜; pq|Fi,0q “ Erσ2i¨|Fi,0s, (16)
NpT ´ pq ˆ V arpˆ¯τpw, w˜; pq|F1:N,0q “ Erσ2|F1:N,0s. (17)
Following the same logic as earlier, we can establish unbiased estimators of an upper-bound for
the variance.
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Lemma 3.3. Under the set up of Theorem 3.2,
E
«
1
N
Nÿ
i“1
γˆ2i,tpw, w˜; pq |F1:N,t´p´1
ff
“ 1
N
Nÿ
i“1
γ2i,tpw, w˜; pq,
E
«
1
pT ´ pq
Tÿ
t“p`1
γˆ2i,tpw, w˜; pq |Fi,0
ff
“ 1pT ´ pq
Tÿ
t“p`1
γ2i,tpw, w˜; pq,
E
«
1
NpT ´ pq
Nÿ
i“1
Tÿ
t“p`1
γˆ2i,tpw, w˜; pq |F1:N,0
ff
“ 1
NpT ´ pq
Nÿ
i“1
Tÿ
t“p`1
γ2i,tpw, w˜; pq,
This establishes feasible unbiased estimators for upper-bounds on σ2¨t, σ2i¨ and σ2.
The results in Theorem 3.2 and Lemma 3.3 naturally extend to the weighted average i, t-th lag-p, q
dynamic causal effect from Definition 6 by using the estimator developed in Remark 3.2.
Remark 3.3. Theorem 3.2 shows that for panel experiments, we can increase the precision not only by
increasing the sample size but also by increasing the duration of the experiment. This result is appealing
because, in some settings, it may be hard or impossible to increase the number of participants. At the
same time, it may be easy to increase the duration of the experiment. In Section 5, we explore this
insight through a simulation study.
3.4 Confidence intervals and testing for lap-p average treatment effects
Combining the estimators in Lemma (3.3) with the central limit theorems in Theorem 3.2, we can carry
out conservative inference for τ¯¨tpw, w˜; pq, τ¯i¨pw, w˜; pq and τ¯pw, w˜; pq. Such inference techniques can
be used to provide asymptotic conservative confidence intervals or to carry out asymptotic hypothesis
testing of a Neyman-type, weak nulls that the average dynamic causal effects are zero. For example,
these may be H0 : τ¯i¨pw, w˜; pq “ 0 for i “ 3 or H0 : τ¯¨tpw, w˜; pq “ 0 for t “ 4. Of course, each
of these test carries different interpretations and finding the appropriate null hypothesis is up to the
practitioner.
An alternative is the more stringent Fisher-type, sharp nulls. An example of this would be H0 :
τ¯i,tpw, w˜; pq “ 0, for all, w, w˜, i P rN s and specific t “ 4. The key feature of the Fisher-type
null is that it reveals all the potential outcomes Yi,tpwobs1:t´p´1, wq “ yobsi,t for all w and i. Hence
we can simulate for each i, the treatment path Wi,t´p:t|W obsi,1:t´p´1, yobsi,1:t´p´1 and then compute the
corresponding τˆi,tpw, w˜; pq. This allows the exact distribution of ˆ¯τtpw, w˜; pq to be simulated under the
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null and, by comparing it to the observed one, allows us to compute an exact p-value. Tests of these
Fisher nulls can be inverted to provide confidence intervals for τ¯i¨pw, w˜; pq.
Remark 3.4. In practice, if researchers are testing multiple hypotheses involving dynamic causal
effects across units or time periods, it is important to perform the appropriate adjustment to account
for the multiple comparisons.
4 Estimation in a linear potential outcome panel
Much of the existing literature on causal inference from panel data in econometrics focuses on using
models that assume the outcome is a linear function of the treatment path. In this section, we
explore the properties of such standard methods for estimating causal coefficients in a linear potential
outcome panel when there exists a dynamic causal effects. We begin by analyzing a panel experiment
as a repeated cross-section, estimating a separate linear model with the data in each period. We then
consider the canonical unit fixed-effects estimator and two-way fixed effects estimator, highlighting the
bias induced by the presence of dynamic causal effects. Following convention, we derive the probability
limit of each estimator as the number of units N grows large, holding the number of periods T fixed
(i.e., focusing on small T , large N panel experiments).
4.1 Estimation as a repeated cross-section
First, we analyze the panel experiment as a repeated cross-section, estimating a separate linear model
in each period t under the assumption of homogeneous, linear potential outcomes. The available data at
time t are the entire treatment panelW1:N,1:t and the corresponding outcomes Y1:N,1:tpW1:N,1:tq. Denote
the within-period transformed data as 9Yi,t “ Yi,t´Y¯¨t, 9Wi,t “ pWi,t´W¯¨t,Wi,t´1´W¯¨t´1, ...,Wi,1´W¯¨1q1
and write 9Y1:N,t “ p 9Y1,t, ..., 9YN,tq1 and 9W1:N,t “ p 9W1,t, ..., 9WN,tq1. The least squares coefficient in the
regression of 9Y on 9Wt is then βˆ1:N,t “ p 9W 11:N,t 9W1:N,tq´1 9W 11:N,t 9Y1:N,t.
Proposition 4.1 derives the finite population limiting distribution of βˆ1:N,t as the number of units
grows large.
Proposition 4.1. Assume a potential outcome panel and consider the “control” only path, letting
w˜i,1:t “ 0. Define the error 9νi,tp0q “ Yi,tp0q ´ Y¯¨tp0q. Let 9µi,t be the tˆ 1 vector whose u-th element is
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E
”
9Wi,t´pu´1q |F1:N,0,T
ı
and Ωi,t be the tˆt matrix whose u, v-th element is Covp 9Wi,t´pu´1q, 9Wi,t´pv´1q|F1:N,0,T q.
Additionally assume that:
1. The potential outcome panel is linear and homogeneous (Definitions 3-4).
2. Wi,1:t is a non-interfering stochastic treatment path and, over the randomization distribution,
V arpWi,t|F1:N,0,T q “ σ2W,i,t ă 8 for each i P rN s, t P rT s.
3. As N Ñ8,
(a) Non-stochastically, N´1
řN
i“1 Ωi,t Ñ Γ2,t, where Γ2,t is positive definite.
(b) N´1{2
řN
i“1p 9Wi,t ´ 9µi,tq 9νi,tp0q|F1:N,0,T dÝÑ Np0,Γ1,tq.
(c) Non-stochastically, N´1
řN
i“1 9νi,tp0q 9µi,t Ñ 9δt.
Then, over the randomization distribution, as N Ñ8,
?
Npβˆ1:N,t ´ βt ´ Γ´12,t 9δtq|F1:N,0,T dÝÑ Np0,Γ´12,tΓ1,tΓ´12,t q.
Proof. Given in the Appendix.
Typically we might expect that the asymptotic bias induced by Γ´12,t 9δt to be zero, as the deviations of
the counterfactual for unit-i at time-t is unlikely to covary with the path of the expected treatment,
given we are conditioning on the potential outcomes. However, this condition needs to be checked
depending on the particular treatment assignment mechanism.
4.2 Interpreting the unit fixed effects estimator
Researchers often estimate linear models with unit fixed effects in panel data. Define the within-unit
transformed data, qYi,t “ Yi,t ´ Y¯i¨, and |Wi,t “ Wi,t ´ W¯i¨. Then, the unit fixed effect estimator
is βˆUFE “ řNi“1řTt“1 qYi,t|Wi,t{řNi“1řTt“1 |W 2i,t. Our next result characterizes the finite population
probability limit of the unit fixed estimator as N grows large, allowing for arbitrary heterogeneity in
the causal coefficients across units and time periods.
Proposition 4.2. Assume a potential outcome panel and consider the “control” only path, for 0 PW
let w˜i,1:t “ 0. Denote qνi,tp0q “ Yi,tp0q ´ Y¯i¨p0q, Covp|Wi,t,|Wi,sq “ qσW,i,t,s and qµi,t “ E ”|Wi,t|F1:N,0,T ı.
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Additionally, assume the potential outcome panel is linear (Definition 3), the treatment assignment
mechanism is non-interfering and V arp|Wi,t|F1:N,0,T q “ qσ2W,i,t ă 8 for each i P rN s, t P rT s. Further
assume that as N Ñ8, the following sequences converge non-stochastically:
N´1
Nÿ
i“1
βi,t,sqσW,i,t,s Ñ qκW,β,t,s @t P rT s& s ď t,
N´1
Nÿ
i“1
qσ2W,i,t Ñ qσ2W,t @t P rT s,
N´1
Nÿ
i“1
qνi,tp0qqµi,t Ñ qδt @t P rT s.
Then, as N Ñ8,
βˆUFE
pÝÑ
řT
t“1 qκW,β,t,třT
t“1 qσ2W,t `
řT
t“1
řt´1
s“1 qκW,β,t,sřT
t“1 qσ2W,t `
řT
t“1 qδtřT
t“1 qσ2W,t . (18)
Proof. Given in the Appendix.
Proposition 4.2 decomposes the finite population probability limit of the unit fixed effects estimator
into three terms. The first term is an average of contemporaneous dynamic causal coefficients, describ-
ing how the contemporaneous causal coefficients covary with the within-unit transformed treatments
over the treatment assignment mechanism. The second term captures how past causal coefficients
covary with the within-unit transformed treatments and arises due to the presence of dynamic causal
effects. The last term is an additional error that arises due to the possible relationship between the
demeaned counterfactual νi,tp0q and the average, demeaned treatment assignment.
To highlight the intuition of this result, we consider a simple example.
Example 8. Consider an autoregressive potential outcome panel model (Example 1) with
Yi,tpwi,1:tq “ β0wi,t ` β1wi,t´1 ` i,t @t ą 1,
Yi,1pwi,1q “ β0wi,1 ` i,1.
That is, there is no heterogeneity across units or time periods in the causal effects and no persistence.
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In this simple case, Proposition 4.2 implies
βˆUFE “ β0 ` β1
řT
t“2 σ|W,t,t´1řT
t“1 σ2|W,t
`
řT
t“1 qδtřT
t“1 σ2|W,t
.
In other words, the unit fixed effects estimator converges in probability to the contemporaneous dynamic
causal coefficient β0 plus a bias that depends on two terms. The first component of the bias depends on
the lag-1 dynamic causal coefficient and the average covariance between the treatments across periods.
If there is serial correlation in the treatment assignment mechanism across periods, this term will be
non-zero.
4.3 Interpreting the two-way fixed effects estimator
Finally, we analyze the finite population probability limit of the two-way fixed effects estimator using
the linear potential outcome panel model. It is increasingly common for researchers to estimate linear
models with both unit and time fixed effects in panel data.10 For a generic variable Wi,t, denote the
unit and time demeaned variable
9|Xi,t “ pXi,t ´ X¯q ´ pX¯¨t ´ X¯q ´ pX¯i¨ ´ X¯q. The two-way fixed-effect
estimator is then defined as βˆTWFE “ řNi“1řTt“1 9qYi,t 9|Wi,t{řNi“1řTt“1 9|W 2i,t. For example, Sobel (2006),
Athey and Imbens (2018), and Imai and Kim (2019a) study βˆTWFE in the causal literature on panel
data models.
We derive the finite population probability limit of the two-way fixed effects estimator under the
assumption of additive causal effects, allowing for arbitrary heterogeneity across units and time periods
and holding T fixed as N Ñ8.
Proposition 4.3. Assume a potential outcome panel and consider the “control” only path, w˜i,1:t “ 0.
Denote 9qνi,tp0q “ 9qYi,tp0q, Ep 9|Wi,t|F1:N,0,T q “ 9qµi,t and Covp 9|Wi,t, 9|Wi,sq “ 9qσW,i,t,s. Additionally, assume
that the potential outcome panel is linear (Definition 3), the treatment assignment mechanism is non-
interfering and V arp 9|Wi,t|F1:N,0,T q “ 9qσ2W,i,t ă 8 for each i P rN s, t P rT s. Further assume that as
10This is often referred to as the “static” or “canonical” two-way fixed effects specification (e.g. Boryusak and Jaravel
(2017), Allegretto et al. (2017), Goodman-Bacon (2018), Athey and Imbens (2018)). A recent active area of research
focuses on interpreting the “dynamic” two-way fixed effects, which additionally includes leads and lags of the treatment.
See, for example, de Chaisemartin and D’Haultfoeuille (2019), Abraham and Sun (2019). Typically, both literatures
focus on the special case where treatment is absorbing (meaning units receive the treatments at some period and forever
after). In contrast, we place no restrictions on the stochastic treatment paths in our analysis, highlighting the roles of
dynamic causal effects and serial correlation in the treatment assignment mechanism in generating bias in the TWFE
estimator.
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N Ñ8, the following sequences converge non-stochastically
N´1
Nÿ
i“1
βi,t,s 9qσW,i,t,s Ñ 9qκW,β,t,s @t P rT s& s ď t,
N´1
Nÿ
i“1
9qσ2W,i,t Ñ 9qσ2W,t @t P rT s,
N´1
Nÿ
i“1
9qνi,tp0q 9qµi,t Ñ 9qδt @t P rT s.
Then, as N Ñ8,
βˆTWFE
pÝÑ
řT
t“1 9qκW,β,t,třT
t“1 9qσ2W,t `
řT
t“1
řt´1
s“1 9qκW,β,t,sřT
t“1 9qσ2W,t `
řT
t“1
9qδtřT
t“1 9qσ2W,t
Proof. Given in the Appendix.
Similar to our result for the unit fixed effects estimator, Proposition 4.3 shows that the two-way
fixed effects estimand decomposes into three components under additive causal effects, where the
interpretation of each component is similar to the unit fixed effects estimator.
5 Simulation Study
We now conduct a simulation study to investigate the finite sample properties of the asymptotic results
presented in Section 3. We show that the finite population central limit theorems (Theorem 3.2) hold
for a moderate number of treatment periods and experimental units. The proposed conservative tests
also have correct size under the weak null of no average dynamic causal effects and reasonable rejection
rates against a range of alternatives.
5.1 Simulation design
Throughout the simulation we generate the panel experiment using the autoregressive potential out-
come panel model from Example 1,
Yi,t “ φi,t,0Yi,t´1pwi,1:t´1q ` . . . , φi,t,t´2Yi,1pwi,1q ` βi,t,0wi,t ` . . .` βi,t,t´1wi,1 ` i,t @t ą 1,
Yi,1pwi,1q “ βi,1,0wi,1 ` i,1,
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with φi,t,0 ” φ, φi,t,s ” 0 for s ą 0, βi,t,0 ” β and βi,t,s ” 0 for s ą 0. We vary the choice φ, which
governs the persistence of the process, and β, which governs the size of the contemporaneous causal
effects. We also vary the probability of treatment pi,t´ppwq “ ppwq as well as the distribution of the
errors i,t, which we will either sample from a standard normal or a Cauchy distribution.
In all simulations, we document the performance of our nonparametric estimators over the ran-
domization distribution, meaning that we first generate the potential outcomes Y1:N,1:T p‚q and then,
holding these fixed, simulate over different treatment panels W1:N,1:T .
5.2 Simulation results
5.2.1 Normal approximations and size control
Figure 1 plots the randomization distribution for ˆ¯τ¨tp1, 0; 0q under the null hypothesis of β “ 0
for different combinations of the parameter φ P t0.25, 0.5, 0.75u and treatment probability ppwq P
t0.25, 0.5, 0.75u. When the errors i,t are normally distributed, the randomization distribution quickly
converges to a normal distribution. As expected, when the errors are Cauchy distributed, the number
of units must be quite large for the the randomization distribution to become approximately normal.
There is little difference in the results across the values of φ and ppwq. Testing based on the normal
asymptotic approximation controls size effectively, staying close to the nominal 5% level (the exact
rejection rates for the null hypothesis, H0 : τ¯¨tp1, 0; 0q “ 0 are reported in Table A1).
Figure 2 plots the randomization distribution for ˆ¯τi¨p1, 0; 0q. We see a similar pattern as before—
when the errors are normally distributed, the randomization distribution converges quickly to a normal
distribution, but it takes longer to do so when the errors are heavy-tailed. The null rejection rates
for the hypothesis, H0 : τ¯i¨p1, 0; 0q “ 0 are reported in Table A2 and, again, the test controls size well
across a wide range of parameters.
Figure 3 plots the randomization distribution for ˆ¯τ :p1, 0; 1q. We present results for the case with
N “ 100, T “ 10 and N “ 500, T “ 100 but note that the results are similar when the roles of N,T
are reversed. The null rejection rates for the hypothesis, H0 : τ¯
:p1, 0; 1q “ 0 are reported in Table A3.
Figures A1-A3 in the Appendix provides quantile-quantile plots of the simulated randomization
distributions to further illustrate the quality of the normal approximations. We also plot the random-
ization distributions for ˆ¯τ :¨tp1, 0; 1q, ˆ¯τ :i¨p1, 0; 1q and ˆ¯τ :p1, 0; 1q in Figures A4-A6 respectively.
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(a) i,t „ Np0, 1q, N “ 1000 (b) i,t „ Cauchy, N “ 50, 000
Figure 1: Simulated randomization distribution for ˆ¯τ¨tp1, 0; 0q under different choices of the parameter φ (defined
in Example 1) and treatment probability ppwq. The rows index the parameter φ, which ranges over values
t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u.
Panel (a) plots the simulated randomization distribution with normally distributed errors i,t „ Np0, 1q and
N “ 1000. Panel (b) plots the simulated randomization distribution with Cauchy distribution errors i,t „
Cauchy and N “ 50, 000. Results are computed over 5,000 iterations.
(a) i,t „ Np0, 1q, T “ 1000 (b) i,t „ Cauchy, T “ 50, 000
Figure 2: Simulated randomization distribution for ˆ¯τ :i¨p1, 0; 0q under different choices of the parameter φ (defined
in Example 1) and treatment probability ppwq. The rows index the parameter φ, which ranges over values
t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u.
Panel (a) plots the simulated randomization distribution with normally distributed errors i,t „ Np0, 1q and
T “ 1000. Panel (b) plots the simulated randomization distribution with Cauchy distribution errors i,t „
Cauchy and T “ 50, 000. Results are computed over 5,000 simulations.
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(a) i,t „ Np0, 1q, N “ 100, T “ 10 (b) i,t „ Cauchy, N “ 500, T “ 100
Figure 3: Simulated randomization distribution for ˆ¯τ :p1, 0; 1q under different choices of the parameter φ (defined
in Example 1) and treatment probability ppwq. The rows index the parameter φ, which ranges over values
t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u.
Panel (a) plots the simulated randomization distribution with normally distributed errors i,t „ Np0, 1q and
N “ 100, T “ 10. Panel (b) plots the simulated randomization distribution with Cauchy distribution errors
i,t „ Cauchy and N “ 500, T “ 10. Results are computed over 5,000 simulations.
5.2.2 Rejection rate
Focusing on simulations with normally distributed errors, we next investigate the rejection rate of
statistical tests based on the normal asymptotic approximations. To do so, we generate potential
outcomes Y1:N,1:T p‚q under different values of β, which governs the magnitude of the contemporaneous
causal effect. As we vary β “ t´1,´0.9, . . . , 0.9, 1u, we also vary the parameter φ P t0.25, 0.5, 0.75u
and probability of treatment ppwq P t0.25, 0.5, 0.75u to investigate how rejection varies across a range
of parameter values. We report the fraction of tests that reject the null hypothesis of zero average
dynamic causal effects.
First, we investigate the rejection rate of the statistical test based on the normal asymptotic
approximation for H0 : τ¯¨tp1, 0; 0q “ 0 and H0 : τ¯ :¨tp1, 0; 1q “ 0. Figure 4 plots rejection rate curves
against the null hypotheses as the parameter β varies for different choices of the parameter φ and
treatment probability ppwq. The rejection rate against H0 : τ¯¨tp1, 0; 0q “ 0 quickly converges to one
as β moves away from zero across a range of simulations. This is encouraging as it indicates that
the conservative variance bound still leads to informative tests. Unsurprisingly, when φ “ 0.25, the
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rejection rate against H0 : τ¯
:
¨tp1, 0; 1q “ 0 is relatively low – lower values of φ imply less persistence in
the causal effects across periods. When φ “ 0.75, there is substantial persistence in the causal effects
across periods and we observe that the rejection rate curves looks similar. Visually, it appears the
much of the variation in rejection rates is driven by variation in the causal effects β. To confirm this,
we project the rejection rates onto fixed effects for the each possible value of the parameter φ, ppwq
and β, finding that roughly 70% of the variance in rejection rates across simulations at p “ 0 and
roughly 36% of the variance in rejection rates across simulations at p “ 1 is driven by variation in the
causal effects β.
Figure 4: Rejection probabilities for a test of the null hypothesis H0 : τ¯¨tp1, 0; 0q “ 0 and H0 : τ¯ :¨tp1, 0; 1q “ 0 as
the parameter β varies under different choices of the parameter φ and treatment probability ppwq. The rejection
rate curve against H0 : τ¯¨tp1, 0; 0q “ 0 is plotted in blue and the rejection rate curve against H0 : τ¯ :¨tp1, 0; 1 “ 0
is plotted in orange. The rows index the parameter φ, which ranges over values t0.25, 0.5, 0.75u. The columns
index the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u. The simulations are conducted
with normally distributed errors i,t „ Np0, 1q and N “ 1000. Results are averaged over 5000 simulations.
Next, we investigate the rejection rate of the statistical test based on the normal asymptotic
approximation for H0 : τ¯
:
i¨p1, 0; 0q “ 0 and H0 : τ¯ :i¨p1, 0; 1q “ 0, plotting the rejection rates in Figure 5.
Once again, we observe that the rejection rate against H0 : τ¯
:
i¨p1, 0; 0q “ 0 quickly converges to one as
β moves away from zero across a range of simulations. Moreover, when the persistence of the causal
effects is low (φ “ 0.25), the rejection rate against H0 : τ¯ :i¨p1, 0; 1q “ 0 is low. Similarly, we find that
much of the variation in rejection rates is driven by variation in the casual effects β – estimating the
same projection as before, we find 65% of the variance in rejection rates across simulations at p “ 0
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and roughly 32% of the variance in rejection rates across simulations at p “ 1 are driven by variation
in the causal effects β.
Figure 5: Rejection probabilities for a test of the null hypothesis H0 : τ¯
:
i¨p1, 0; 0q “ 0 and H0 : τ¯ :i¨p1, 0; 1q “ 0 as
the parameter β varies under different choices of the parameter φ and treatment probability ppwq. The rejection
rate curve against H0 : τ¯
:
i¨p1, 0; 0q “ 0 is plotted in blue and the rejection rate curve against H0 : τ¯ :i¨p1, 0; 1q “ 0
is plotted in orange. The rows index the parameter φ, which ranges over values t0.25, 0.5, 0.75u. The columns
index the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u. The simulations are conducted
with normally distributed errors i,t „ Np0, 1q and T “ 1000. Results are averaged over 5000 simulations.
Finally, we investigate the rejection rate of the statistical test based on the normal asymptotic
approximation for H0 : τ¯
:p1, 0; 0q “ 0 and H0 : τ¯ :p1, 0; 1q “ 0. Figure 6 plots rejection rate curves
against the null hypotheses as the parameter β varies for different choices of the parameter φ and
treatment probability ppwq. The qualitative patterns are similar as before.11
6 Empirical application in experimental economics
We now apply our methods to reanalyze an experiment from Andreoni and Samuelson (2006) that
tests a game-theoretic model of “rational cooperation” in a lab environment. Specifically, Andreoni
and Samuelson (2006) studied how variations in the payoff structure of a two-player, twice-played
prisoners’ dilemma affect the choices of players. The payoffs of the games were determined by two
parameters x1, x2 ě 0 such that x1 ` x2 “ 10. In each period, both players simultaneously select
11Estimating the same projection of rejection rates onto fixed effects for each possible value of φ, ppwq and β, we find
68% of the variance in rejection rates across simulations at p “ 0 and roughly 32% of the variance in rejection rates
across simulations at p “ 1 are driven by variation in the causal effects β.
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Figure 6: Rejection probabilities for a test of the null hypothesis H0 : τ¯
:p1, 0; 0q “ 0 and H0 : τ¯ :p1, 0; 1q “ 0 as
the parameter β varies under different choices of the parameter φ and treatment probability ppwq. The rejection
rate curve against H0 : τ¯
:p1, 0; 0q “ 0 is plotted in blue and the rejection rate curve against H0 : τ¯ :p1, 0; 1q “ 0 is
plotted in orange. The rows index the parameter φ, which ranges over values t0.25, 0.5, 0.75u. The columns index
the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u. The simulations are conducted with
normally distributed errors i,t „ Np0, 1q and N “ 100, T “ 10. Results are averaged over 5000 simulations.
either C (cooperate) or D (defect) and subsequently received the payoffs associated with these choices.
Table 1 summarizes the exact payoff structure; for example, if the players select pC,Cq in period one,
they receive p3x1, 3x2q, respectively. The game had two stages to allow the authors to estimate how
changing the relative payoffs between period one and period two impacts the players’ behavior. Let
λ “ x2x1`x2 P r0, 1s govern the relative payoffs between the two periods of the prisoners’ dilemma; when
λ “ 0, all payoffs occurred in period one and when λ “ 1, all payoffs occurred in period two. The
authors predicted that when λ is large, players will cooperate more often in period one compared to
when λ is small.
C D
C p3x1, 3x1q p0, 4x1q
D p4x1, 0q px1, x1q
Period one
C D
C p3x2, 3x2q p0, 4x2q
D p4x2, 0q px2, x2q
Period two
Table 1: Stage games from twice-played prisoners’ dilemma in the experiment conducted by Andreoni and
Samuelson (2006), where the parameters satisfy x1, x2 ě 0, x1 ` x2 “ 10 and λ “ x1x1`x2 . The choice C denotes
“cooperate” and the choice D “defect.”
To investigate this hypothesis, Andreoni and Samuelson (2006) conducted a panel-based experi-
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Counts
0 1 Mean
Observed treatment, Wi,t 1136 1064 0.484
Observed outcome, Yi,t 521 1679 0.763
Table 2: Summary statistics for the experiment in Andreoni and Samuelson (2006). The treatment Wi,t equals
one when the assigned value of λ is larger than 0.6. The outcome Yi,t equals one whenver the participant
cooperates in period one of the twice-repeated prisoners’ dilemma. There are 110 participants and 1110 plays
of the stage game in the experiment. Since each play of the stage game involves two participants, we observe
2220 choices total.
ment. In one session of the experiment, 22 subjects were recruited to play 20 rounds of the twice-played
prisoners’ dilemma in Table 1. In each round, participants were randomly matched into pairs, and
each pair was then randomly assigned a value λ from the set t0, 0.1, . . . , 0.9, 1u with equal probability.
The authors conducted the experiment over five sessions for a total sample of 110 participants and
1110 plays of the stage game. Since each play of the stage game involves two participants, we observe
the 2220 choices total.
The Andreoni and Samuelson (2006) experiment is a natural application for the methods we
developed in this paper for two reasons. First, since each subject plays the twice-played prisoners’
dilemma many times under several randomly assigned payoff structures, the experiment has a typical
panel structure. Second, the sequential nature of the games leaves open the possibility that past
treatment assignments impact future actions; in other words, there may exist a dynamic causal effect
that could bias standard methods for estimating causal effects from panel experiments.
In our notation, the outcome of interest Y is an indicator that equals one whenever the participant
cooperated in the period one of the stage game, N “ 110, and T “ 20. The treatment W is binary
and equals one whenever the assigned value λ is greater than 0.6, meaning that the payoffs are more
concentrated in period two than period one of the stage game. For a given pair of subjects, the
treatments are therefore always randomly assigned with probability p “ 5{11 to Wi,t “ 1 and p “ 6{11
to Wi,t “ 0. Table 2 summarizes the observed treatments and observed outcomes in the experiment.
One potential complication that may arise from the subjects playing against each other in the
stage game is possible spillovers across units. The impact of such spillovers is, however, unlikely to
be substantial as the matches are anonymous, and no players play each other more than once; we,
therefore, ignore this concern in our analysis.12 Finally, in Appendix C, we report additional results
12Andreoni and Samuelson (2006) also ignore the possibility of spillovers across subjects in their analysis of the experi-
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Figure 7: Estimates of the weighted average i, t-th lag-0 dynamic causal effect (Definition 6) of W “ 1tλ ě 0.6u
on cooperation in period one for two units in the experiment of Andreoni and Samuelson (2006). The solid black
line plots the nonparametric estimator τˆi,tp1, 0; 0q given in Remark 3.2. The dashed black line plots the running
average of the period-specific estimator for each unit; that is, for each t P rT s, 1t
řt
s“1 τˆi,sp1, 0; 0q. The dashed
red line plots the estimated weighted average unit-i lag-0 dynamic causal effect, ˆ¯τi¨p1, 0; 0q “ 1T
řT
t“1 τˆi,tp1, 0; 0q.
in which the outcome of interest Y is a player’s total payoff in the stage game.
6.1 Analysis of unit and time-specific average dynamic causal effects
As detailed in Section 3, our nonparametric frameworks begin with estimating the unit-specific average
dynamic causal effects. To illustrate the individual estimates, we focus on two randomly selected units
in the experiment and construct estimates of their average i, t-th lag-0 dynamic causal effect, τi,tp1, 0; 0q
(Definition 6). Figure 7 shows the nonparametric estimates τˆi,tp1, 0; 0q for t P rT s, for the two units.
The figure also contains the nonparametric estimate of the average unit-i lag-0 dynamic causal effect
τ¯i¨p1, 0; 0q “ 1T
řT
t“1 τˆi,tp1, 0; 0q. The result shows that the point estimate of the average unit-i lag-0
dynamic causal effect is positive for both units, suggesting that a larger value of λ in the current game
increases the likelihood of cooperation for both units. Since each unit only plays a total of twenty
rounds, the estimated variance of these unit-specific estimators is quite large.
We next estimate period-specific, weighted average dynamic causal effects that pool information
across units in order to gain precision. For each time period t P rT s, we construct estimates based on
the nonparametric estimator of the weighted average time-t, lag-p dynamic causal effect τ¯ :¨tp1, 0; pq “
ment.
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1
N
řN
i“1 τ
:
i,tp1, 0; pq for p “ 0, 1, 2, 3. For each value of p, the dashed black line in Figure 8 plots the
estimates ˆ¯τ :¨tp1, 0; pq and the grey region plots a 95% pointwise conservative confidence band for the
period-specific weighted average dynamic causal effects. Notice that across each value of p, there
appears to be heterogeneity in the period-specific weighted causal dynamic causal effects across time
periods. For example, for p “ 0, the conservative confidence interval covers zero at t “ 5 but it does
not cover zero at t “ 15. Moreover, aside from two periods, all point estimates for the period-specific
lag-0 weighted average dynamic causal effects are positive. In contrast, there are many positive and
negative point estimates for period-specific weighted average dynamic causal effects with p ě 1. This
suggests that the treatment W “ 1 tλ ě 0.6u may have contemporaneous causal effects on cooperation
in period one of the stage game and that it may not have dynamic causal effects.
To further investigate this, the solid blue line in Figure 8 plots the nonparametric estimator the
total lag-p weighted average causal effect τ¯ :p1, 0; pq for p “ 0, 1, 2, 3, which further pools information
across all units and time periods. The dashed blue lines plot the conservative confidence interval
for the total lag-p weighted average causal effect. As can be seen, the weak null hypothesis that
τ¯ :p1, 0; 0q “ 0 can be soundly rejected, indicating that the treatment has a positive contemporaneous
effect on cooperation in period one of the stage game and confirming the hypothesis of Andreoni and
Samuelson (2006). However, the results are less stark for dynamic causal effects. For p “ 1, 3, zero is
covered by the conservative confidence interval but not for p “ 2. Table 3 summarizes these estimates
of the total lag-p weighted average causal effects.
lag-p
0 1 2 3
Point estimate, ˆ¯τ :p1, 0; pq 0.285 0.058 0.134 0.089
Conservative p-value 0.000 0.226 0.013 0.126
Randomization p-value 0.000 0.263 0.012 0.114
Table 3: Estimates of the total lag-p weighted average dynamic causal effect for p “ 0, 1, 2, 3. The conservative
p-value reports the p-value associated with testing the weak null hypothesis of no average dynamic causal effects,
H0 : τ¯
:p1, 0; pq “ 0, using the conservative estimator of the asymptotic variance of the nonparametric estimator
(Theorem 3.2). The randomization p-value reports the p-value associated with randomization test of the sharp
null of dynamic causal effects, H0 : τi,tpw, w˜; pq “ 0 for all i P rN s, t P rT s. The randomization p-values are
constructed based on 10,000 draws.
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Figure 8: Estimates of the time-t lag-p weighted average dynamic causal effect, τ¯ :¨tp1, 0; pq of W “ 1tλ ě 0.6u
on cooperation in period one based on the experiment of Andreoni and Samuelson (2006) for each time period
t P rT s and p “ 0, 1, 2, 3. The black dashed line plots the nonparametric estimator of the time-t lag-p weighted
average dynamic causal effect, ˆ¯τ :¨tp1, 0; pq, for each period t P rT s. The grey region plots the 95% point-
wise confidence band for τ¯ :¨tp1, 0; pq based on the conservative estimator of the asymptotic variance of the
nonparametric estimator (Theorem 3.2). The solid blue line plots the nonparametric estimator of the total lag-
p weighted average dynamic causal effect, ˆ¯τ :p1, 0; pq and the dashed blue lines plot the 95% confidence interval
for τ¯ :p1, 0; pq based on the conservative estimator of the asymptotic variance of the nonparametric estimator.
6.2 Exact randomization inference on total average dynamic causal effects
We further unpack these results using randomization tests based on the sharp null of no dynamic causal
effects. We construct the randomization distribution for the nonparametric estimator of the total lag-p
weighted average dynamic causal effect ˆ¯τ :p1, 0; pq for p “ 0, 1, 2, 3 under the sharp null hypothesis of
no lag-p dynamic dynamical causal effects for all units and time periods; H0 : τi,tpw, w˜; pq “ 0 for all
i P rN s, t P rT s. Under this sharp null hypothesis, all relevant potential outcomes are known and we
can construct the randomization distribution by redrawing the entire treatment panel according to
the known treatment assignment mechanism. When redrawing treatment paths, we do so in a manner
that respects the realized pairs of subjects in the experiment, meaning that subjects that are paired
in the same round receive the same treatment.
Figure 9 plots the randomization distributions for p “ 0, 1, 2, 3 along with the point estimate
ˆ¯τ :p1, 0; pq at the realized treatment panel. The randomization distributions appear to be smooth
and symmetric around zero. The p-value for the randomization test at p “ 0 is approximately zero,
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Figure 9: Estimated randomization distribution of the nonparametric estimator of the total lag-p weighted
average dynamic causal effect, ˆ¯τ :p1, 0; pq, under the sharp null of no dynamic causal effect, τi,tpw,w; pq “ 0
for all i P rN s, t P rT s. The dashed orange line plots the estimate, ˆ¯τ :p1, 0; pq at the realized treatments in
the experiment of Andreoni and Samuelson (2006). The estimated randomization distributions are constructed
based on 10,000 draws.
strongly rejected the sharp null of no contemporaneous dynamic causal effects for all units. This
further confirms the hypothesis of Andreoni and Samuelson (2006) that higher values of λ induce
more cooperation in the twice-repeated prisoners’ dilemma. There is some suggestive evidence of
dynamic causal effects. While we are unable to reject the sharp null of no dynamic causal effects at
lags p “ 1, 3, we are able to reject at the 5% level for p “ 2 (p-value equals 0.012). This suggests that
there may have been dynamic causal effects of the treatment on cooperative behavior across rounds of
the twice-repeated prisoners’ dilemma. Table 3 summarizes randomization p-values for the total lag-p
weighted average causal effects.
7 Conclusion
In this paper, we developed a potential outcome model for studying dynamic causal effects in a panel
experiment. Crucially, our analysis provided the first formal framework for incorporating design-
based uncertainty in panel experiments—meaning that we treated the potential outcome as fixed,
and the only source of randomization came from the treatment assignments. We defined new panel-
based dynamic causal estimands such as the lag-p dynamic causal effect and introduced an associated
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nonparametric estimator. We showed that this estimator is unbiased for lag-p dynamic causal effects
over the randomization distribution, and we derived its finite population asymptotic distribution.
We then developed tools to conduct inference on these dynamic causal effects—introducing both
an asymptotically conservative test for Neyman-type weak nulls and a randomization-based test for
Fisher-type sharp nulls. We also derived the finite population probability limit of the linear unit fixed
effects estimator and two-way fixed effects estimator, showing that these estimators are asymptotically
biased for the contemporaneous causal effects in the presence of dynamic causal effects and persistence
in the treatment assignment mechanism. Finally, we illustrated our results in an extensive simulation
study, and we reanalyzed an experiment conducted by Andreoni and Samuelson (2006).
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Iavor Bojinov Ashesh Rambachan Neil Shephard
A Proofs of Main Results
Proof of Theorem 3.1
We begin the proof with a Lemma that will be used later on.
Lemma A.1. Assume a potential outcome panel obeys Assumption 6. Define, for any w P Wpp`1q,
the random function Zi,t´p:tpwq :“ pi,t´ppwq´11tWi,t´p:t “ wu. Then, over the randomization mech-
anism, EpZi,t´p:tpwq|Fi,t´p´1q “ 1 and V arpZi,t´p:tpwq|Fi,t´p´1q “ pi,t´ppwq´1p1 ´ pi,t´ppwqq, and
CovpZi,t´p:tpwq, Zi,t´p:tpw˜q|Fi,t´p´1q “ ´1 for all w ‰ w˜. Under non-interference, Zi,t´p:tpwq and
Zj,t´p:tpwq are, conditioning on F1:N,t´p´1, independent for i ‰ j.
Proof. The expectation is by construction, the variance comes from the variance of a Bernoulli trial.
The conditional independence is by the non-interference assumption.
For any w, w˜ P Wpp`1q, let ui,t´ppw, w˜; pq “ τˆi,tpw, w˜; pq ´ τi,tpw, w˜; pq be the estimation error.
Now
ui,t´ppw, w˜; pq “ Yi,tpwobsi,1:t´p´1,wqpZi,t´p:tpwq ´ 1q ´ Yi,tpwobsi,1:t´p´1, w˜qpZi,t´p:tpw˜q ´ 1q.
Hence the zero condition expectation follows using Lemma A.1. Then,
V arpui,t´ppw, w˜; pq|Fi,t´p´1q “ Yi,tpwobsi,1:t´p´1,wq2V arpZi,t´p:tpwq|Fi,t´p´1q
` Yi,tpwobsi,1:t´p´1, w˜q2V arpZi,t´p:tpw˜q|Fi,t´p´1q
´ 2Yi,tpwobsi,1:t´p´1,wqYi,tpwobsi,1:t´p´1, w˜qCovpZi,t´p:tpw˜q, Zi,t´p:tpw˜|Fi,t´p´1q
“ Yi,tpwobsi,1:t´p´1,wq2pi,t´ppwq´1p1´ pi,t´ppwqq
` Yi,tpwobsi,1:t´p´1, w˜q2pi,t´ppw˜q´1p1´ pi,t´ppw˜qq
´ 2Yi,tpwobsi,1:t´p´1,wqYi,tpwobsi,1:t´p´1, w˜q.
Simplifying gives the result on the variance of the estimation error. Then,
Covpui,t´ppw, w˜; pq, ui,t´ppw¯, wˆ; pq|Fi,t´p´1q
“ Yi,tpwobsi,1:t´p´1,wqYi,tpwobsi,1:t´p´1, w¯qCovpZi,t´p:tpwq, Zi,t´p:tpw¯q|Fi,t´p´1q
´ Yi,tpwobsi,1:t´p´1,wqYi,tpwobsi,1:t´p´1, wˆqCovpZi,t´p:tpwq, Zi,t´p:tpwˆq|Fi,t´p´1q
´ Yi,tpwobsi,1:t´p´1, w˜qYi,tpwobsi,1:t´p´1, w¯qCovpZi,t´p:tpw˜q, Zi,t´p:tpw¯q|Fi,t´p´1q
Yi,tpwobsi,1:t´p´1, w˜qYi,tpwobsi,1:t´p´1, wˆqCovpZi,t´p:tpw˜q, Zi,t´p:tpwˆq|Fi,t´p´1q
“ ´Yi,tpwobsi,1:t´p´1,wqYi,tpwobsi,1:t´p´1, w¯q ` Yi,tpwobsi,1:t´p´1,wqYi,tpwobsi,1:t´p´1, wˆq
` Yi,tpwobsi,1:t´p´1, w˜qYi,tpwobsi,1:t´p´1, w¯q ´ Yi,tpwobsi,1:t´p´1, w˜qYi,tpwobsi,1:t´p´1, wˆq
1
Finally, conditional independence of the errors follows due to non-interference of the treatments. l
Proof of Theorem 3.2
Only the third results requires a new proof. In particular, the first result is a reinterpretation of the
classic cross-sectional result using a triangular array central limit theorem, for the usual Lindeberg
condition must hold due to the bounded potential outcomes and the treatments being probabilistic.The
second result follows from results in Bojinov and Shephard (2019), who use a martingale difference
array central limit theorem.
The third result, which holds for NT going to infinity, can be split into three parts. For NT to
go to infinity we must have either: (i) T goes to infinity with N finite, (ii) N goes to infinity with T
finite, or (iii) both N and T go to infinity. In the case (i), we apply the martingale difference CLT but
now where each time period we have preaveraged the cross-sectional errors over the N terms. The
preaverage is still a martingale difference, so the technology is the same. In the case (ii) we preaverage
the time aspect. Then we are back to a standard triangular array CLT. As we have both (i) and (ii),
then (iii) must hold. l
Proof of Proposition 4.1
Under linear potential outcomes,
Yi,tpWi,1:tq ´ Yi,tpW˜i,1:tq “
t´1ÿ
s“0
βi,t,spWi,t´s ´ W˜i,t´sq.
Focus on the counterfactual W˜i,1:t “ 0, then
Yi,t “ Yi,tpWi,1:tq “ Y¯tp0q`
t´1ÿ
s“0
βi,t,sWi,t´s` 9νi,tp0q, 9νi,tp0q “ Yi,tp0q´ Y¯tp0q, Y¯¨tp0q “ 1
N
Nÿ
i“1
Yi,tp0q.
Of course,
9Yi,t “ Yi,t ´ Y¯¨t “
t´1ÿ
s“0
tβi,t,sWi,t´s ´ 1
N
Nÿ
j“1
βj,t,sWj,t´su ` 9νi,tp0q.
Under homogeneity,
9Yi,t “
t´1ÿ
s“0
tβt,spWi,t´s ´ 1
N
Nÿ
j“1
Wj,t´su ` 9νi,tp0q.
Stacking everything, this becomes
9Yt “ 9Wtβt ` 9νtp0q,
so
βˆt “ p 9W 1t 9Wtq´1 9W 1t 9Yt “ βt ` p 9W 1t 9Wtq´1 9W 1t 9νtp0q.
The important unusual point here is that 9νtp0q is non-stochastic and that 9Wt is random, exactly the
opposite of the case often discussed in the statistical analysis of linear regression. Now
1
N
9W 1t 9Wt “ 1N
Nÿ
i“1
9Wi,t 9W 1i,t,
2
and
1
N
9W 1t 9νtp0q “ 1N
Nÿ
i“1
9Wi,t 9νi,tp0q “ 1
N
Nÿ
i“1
p 9Wi,t ´ 9µi,t,N q 9νi,tp0q ` 1
N
Then, under non-interference of Assumption 5,
1
N
Nÿ
i“1
9Wi,t 9W 1i,t|F1:N,0,T pÝÑ Γ2,t,
recalling 9νi,tp0q is non-stochastic and applying Assumptions 4(b) and 4(c), then Slutsky’s theorem
delivers the result stated in the paper. l
Proof of Proposition 4.2
Begin by writing the observed outcomes as
Yi,t “ Yi,tp0q `
tÿ
s“1
βi,t,t´sWi,s.
Similarly, write Y¯i¨ “ Y¯i¨p0q`βW i¨, where βW i¨ “ 1T
řT
t“1
řt
s“1 βi,t,t´sWi,s. The transformed outcome
can be then written as
qYi,t “ tÿ
s“1
βi,t,t´sWi,s ´ βW i¨ ` qνi,tp0q.
Consider the numerator of the unit fixed effects estimator. Substituting in, we arrive at
1
NT
Nÿ
i“1
Tÿ
t“1
qYi,t|Wi,t “ 1
NT
Nÿ
i“1
Tÿ
t“1
βi,t,0Wi,t|Wi,t ` 1
NT
Nÿ
i“1
Tÿ
t“1
˜
t´1ÿ
s“1
βi,t,t´sWi,s|Wi,t¸` 1
NT
Nÿ
i“1
Tÿ
t“1
qνi,tp0q|Wi,t
“ 1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
βi,t,0Wi,t|Wi,t¸` 1
T
Tÿ
t“1
t´1ÿ
s“1
˜
1
N
Nÿ
i“1
βi,t,t´sWi,s|Wi,t¸` 1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
qνi,tp0q|Wi¸ .
Therefore, for fixed T as N Ñ8,
1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
βi,t,0Wi,t|Wi,t¸ pÝÑ 1
T
Tÿ
t“1
qκW,β,t,t,
1
T
Tÿ
t“1
t´1ÿ
s“1
˜
1
N
Nÿ
i“1
βi,t,t´sWi,s|Wi,t¸ pÝÑ 1
T
Tÿ
t“1
t´1ÿ
s“1
qκW,β,t,s,
1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
qνi,tp0q|Wi¸ “ 1
T
Tÿ
t“1
qδt.
Similarly, the denominator converges to
1
NT
Tÿ
t“1
Nÿ
i“1
|W 2i,t pÝÑ 1T
Tÿ
t“1
qσ2W,t.
3
The result then follows by Slutsky. l
Proof of Proposition 4.3
Begin by writing
Yi,t “ Yi,tp0q `
tÿ
s“1
βi,t,t´sWi,s.
Then, Y¯¨t “ Y¯¨tp0q ` βW ¨t, Y¯i¨ “ Y¯i¨p0q ` βW i¨ and Y¯ “ Y¯ p0q ` βW . Therefore,
9qYi,t “ 9qYi,tp0q `˜ tÿ
s“1
βi,t,t´sWi,s ´ βW
¸
´ `βW ¨t ´ βW ˘´ `βW i¨ ´ βW ˘ .
Define the error εi,t,N,T p0q “ 9qYi,tp0q. Consider the numerator of the unit fixed effects estimator.
Substituting in,
1
NT
Nÿ
i“1
Tÿ
t“1
9qYi,t 9|Wi,t “ 1
NT
Nÿ
i“1
Tÿ
t“1
βi,t,0Wi,t
9|Wi,t ` 1
NT
Nÿ
i“1
Tÿ
t“1
t´1ÿ
s“1
βi,t,t´sWi,s
9|Wi,t ` 1
NT
Nÿ
i“1
Tÿ
t“1
εi,t,N,T p0q 9|Wi,t
“ 1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
βi,t,0Wi,t
9|Wi,t¸` 1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
t´1ÿ
s“1
βi,t,t´sWi,s
9|Wi,t¸` 1
T
Tÿ
t“1
˜
1
N
Nÿ
i“1
εi,t,N,T p0q 9|Wi,t
¸
.
Therefore,
1
N
Nÿ
i“1
βi,t,0Wi,t
9|Wi,t pÝÑ 9qκW,β,t,t,
1
N
Nÿ
i“1
t´1ÿ
s“1
βi,t,t´sWi,s
9|Wi,t pÝÑ 9qκW,β,t,s,
1
T
˜
1
N
Nÿ
i“1
εi,t,N,T p0q 9|Wi,t
¸
“ 9qδt.
A similar argument applies to the denominator and the result follows. l
4
B Additional simulation results
ppwq
0.25 0.5 0.75
φ
0.25 0.044 0.049 0.050
0.5 0.048 0.050 0.049
0.75 0.050 0.051 0.057
(a) i,t „ Np0, 1q, N “ 1000
ppwq
0.25 0.5 0.75
φ
0.25 0.031 0.031 0.034
0.5 0.048 0.039 0.043
0.75 0.052 0.047 0.057
(b) i,t „ Cauchy,N “ 50, 000
Table A1: Null rejection rate for the test of the null hypothesis H0 : τ¯¨tp1, 0; 0q “ 0 based upon the normal
asymptotic approximation to the randomization distribution of ˆ¯τ¨tp1, 0; 0q. Panel (a) reports the null rejection
probabilities in simulations with i,t „ Np0, 1q and N “ 1000. Panel (b) reports the null rejection probabilities
in simulations with i,t „ Cauchy and N “ 50, 000. Results are computed over 5,000 simulations. See Section
5 of the main text for further details.
ppwq
0.25 0.5 0.75
φ
0.25 0.044 0.046 0.052
0.5 0.050 0.054 0.050
0.75 0.046 0.049 0.054
(a) i,t „ Np0, 1q, T “ 1000
ppwq
0.25 0.5 0.75
φ
0.25 0.031 0.031 0.034
0.5 0.048 0.039 0.043
0.75 0.052 0.047 0.057
(b) i,t „ Cauchy, T “ 50, 000
Table A2: Null rejection rate for the test of the null hypothesis H0 : τ¯i¨p1, 0; 0q “ 0 based upon the normal
asymptotic approximation to the randomization distribution of ˆ¯τi¨p1, 0; 0q. Panel (a) reports the null rejection
probabilities in simulations with i,t „ Np0, 1q and T “ 1000. Panel (b) reports the null rejection probabilities
in simulations with i,t „ Cauchy and T “ 50, 000. Results are computed over 5,000 simulations. See Section
5 of the main text for further details.
ppwq
0.25 0.5 0.75
φ
0.25 0.050 0.047 0.048
0.5 0.052 0.052 0.050
0.75 0.050 0.049 0.048
(a) i,t „ Np0, 1q, N “ 100, T “ 10
ppwq
0.25 0.5 0.75
φ
0.25 0.028 0.029 0.032
0.5 0.046 0.039 0.044
0.75 0.055 0.044 0.054
(b) i,t „ Cauchy, N “ 500, T “ 100
Table A3: Null rejection rate for the test of the null hypothesis H0 : τ¯p1, 0; 0q “ 0 based upon the normal
asymptotic approximation to the randomization distribution of ˆ¯τp1, 0; 0q. Panel (a) reports the null rejection
probabilities in simulations with i,t „ Np0, 1q and N “ 100, T “ 10. Panel (b) reports the null rejection
probabilities in simulations with i,t „ Cauchy and N “ 500, T “ 100. Results are computed over 5,000
simulations. See Section 5 of the main text for further details.
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(a) i,t „ Np0, 1q, N “ 1000 (b) i,t „ Cauchy, N “ 50, 000
Figure A1: Quantile-quantile plots for the simulated randomization distribution for ˆ¯τ¨tp1, 0; 0q under different
choices of the parameter φ (defined in Example 1) and treatment probability ppwq. The quantile-quantile plots
compare the quantiles of the simulated randomization distribution (y-axis) against the quantiles of a standard
normal random variable (x-axis). The 45 degreee line is plotted in solid orange. The rows index the parameter
φ, which ranges over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges
over values t0.25, 0.5, 0.75u. Panel (a) plots the quantile-quantile plots for simulated randomization distribution
with normally distributed errors i,t „ Np0, 1q and N “ 1000. Panel (b) plots the quantile-quantile plots
simulated randomization distribution with Cauchy distribution errors i,t „ Cauchy and N “ 50, 000. Results
are computed over 5,000 simulations. See Section 5 of the main text for further details.
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(a) i,t „ Np0, 1q, T “ 1000 (b) i,t „ Cauchy, T “ 50, 000
Figure A2: Quantile-quantile plots for the simulated randomization distribution for ˆ¯τi¨p1, 0; 0q under different
choices of the parameter φ (defined in Example 1) and treatment probability ppwq. The quantile-quantile plots
compare the quantiles of the simulated randomization distribution (y-axis) against the quantiles of a standard
normal random variable (x-axis). The 45 degreee line is plotted in solid orange. The rows index the parameter
φ, which ranges over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges
over values t0.25, 0.5, 0.75u. Panel (a) plots the quantile-quantile plots for simulated randomization distribution
with normally distributed errors i,t „ Np0, 1q and T “ 1000. Panel (b) plots the quantile-quantile plots
simulated randomization distribution with Cauchy distribution errors i,t „ Cauchy and T “ 50, 000. Results
are computed over 5,000 simulations. See Section 5 of the main text for further details.
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(a) i,t „ Np0, 1q, N “ 100, T “ 10 (b) i,t „ Cauchy, N “ 500, T “ 100
Figure A3: Quantile-quantile plots for the simulated randomization distribution for ˆ¯τp1, 0; 0q under different
choices of the parameter φ (defined in Example 1) and treatment probability ppwq. The quantile-quantile plots
compare the quantiles of the simulated randomization distribution (y-axis) against the quantiles of a standard
normal random variable (x-axis). The 45 degreee line is plotted in solid orange. The rows index the parameter
φ, which ranges over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges
over values t0.25, 0.5, 0.75u. Panel (a) plots the quantile-quantile plots for simulated randomization distribution
with normally distributed errors i,t „ Np0, 1q and N “ 100, T “ 10. Panel (b) plots the quantile-quantile plots
simulated randomization distribution with Cauchy distribution errors i,t „ Cauchy and N “ 500, T “ 100.
Results are computed over 5,000 simulations. See Section 5 of the main text for further details.
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(a) i,t „ Np0, 1q, N “ 1000 (b) i,t „ Cauchy, N “ 50, 000
Figure A4: Simulated randomization distribution for ˆ¯τ :¨tp1, 0; 1q under different choices of the parameter φ
(defined in Example 1) and treatment probability ppwq. The rows index the parameter φ, which ranges
over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges over values
t0.25, 0.5, 0.75u. Panel (a) plots the simulated randomization distribution with normally distributed errors
i,t „ Np0, 1q and N “ 1000. Panel (b) plots the simulated randomization distribution with Cauchy distribu-
tion errors i,t „ Cauchy and N “ 50, 000. Results are computed over 5,000 simulations. See Section 5 of the
main text for further details.
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(a) i,t „ Np0, 1q, T “ 1000 (b) i,t „ Cauchy, T “ 50, 000
Figure A5: Simulated randomization distribution for ˆ¯τ :i¨p1, 0; 1q under different choices of the parameter φ
(defined in Example 1) and treatment probability ppwq. The rows index the parameter φ, which ranges
over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges over values
t0.25, 0.5, 0.75u. Panel (a) plots the simulated randomization distribution with normally distributed errors
i,t „ Np0, 1q and T “ 1000. Panel (b) plots the simulated randomization distribution with Cauchy distribution
errors i,t „ Cauchy and T “ 50, 000. Results are computed over 5,000 simulations. See Section 5 of the main
text for further details.
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(a) i,t „ Np0, 1q, N “ 100, T “ 10 (b) i,t „ Cauchy, N “ 500, T “ 100
Figure A6: Simulated randomization distribution for ˆ¯τ :p1, 0; 1q under different choices of the parameter φ (de-
fined in Example 1) and treatment probability ppwq. The rows index the parameter φ, which ranges over values
t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges over values t0.25, 0.5, 0.75u.
Panel (a) plots the simulated randomization distribution with normally distributed errors i,t „ Np0, 1q and
N “ 100, T “ 10. Panel (b) plots the simulated randomization distribution with Cauchy distribution errors
i,t „ Cauchy and N “ 500, T “ 10. Results are computed over 5,000 simulations. See Section 5 of the main
text for further details.
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(a) i,t „ Np0, 1q, N “ 1000 (b) i,t „ Cauchy, N “ 50, 000
Figure A7: Quantile-quantile plots for the simulated randomization distribution for ˆ¯τ :¨tp1, 0; 1q under different
choices of the parameter φ (defined in Example 1) and treatment probability ppwq. The quantile-quantile plots
compare the quantiles of the simulated randomization distribution (y-axis) against the quantiles of a standard
normal random variable (x-axis). The 45 degreee line is plotted in solid orange. The rows index the parameter
φ, which ranges over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges
over values t0.25, 0.5, 0.75u. Panel (a) plots the quantile-quantile plots for simulated randomization distribution
with normally distributed errors i,t „ Np0, 1q and T “ 1000. Panel (b) plots the quantile-quantile plots
simulated randomization distribution with Cauchy distribution errors i,t „ Cauchy and T “ 50, 000. Results
are computed over 5,000 simulations. See Section 5 of the main text for further details.
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(a) i,t „ Np0, 1q, T “ 1000 (b) i,t „ Cauchy, T “ 50, 000
Figure A8: Quantile-quantile plots for the simulated randomization distribution for ˆ¯τ :i¨p1, 0; 1q under different
choices of the parameter φ (defined in Example 1) and treatment probability ppwq. The quantile-quantile plots
compare the quantiles of the simulated randomization distribution (y-axis) against the quantiles of a standard
normal random variable (x-axis). The 45 degreee line is plotted in solid orange. The rows index the parameter
φ, which ranges over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges
over values t0.25, 0.5, 0.75u. Panel (a) plots the quantile-quantile plots for simulated randomization distribution
with normally distributed errors i,t „ Np0, 1q and T “ 1000. Panel (b) plots the quantile-quantile plots
simulated randomization distribution with Cauchy distribution errors i,t „ Cauchy and T “ 50, 000. Results
are computed over 5,000 simulations. See Section 5 of the main text for further details.
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(a) i,t „ Np0, 1q, N “ 100, T “ 10 (b) i,t „ Cauchy, N “ 500, T “ 100
Figure A9: Quantile-quantile plots for the simulated randomization distribution for ˆ¯τ :p1, 0; 1q under different
choices of the parameter φ (defined in Example 1) and treatment probability ppwq. The quantile-quantile plots
compare the quantiles of the simulated randomization distribution (y-axis) against the quantiles of a standard
normal random variable (x-axis). The 45 degreee line is plotted in solid orange. The rows index the parameter
φ, which ranges over values t0.25, 0.5, 0.75u. The columns index the treatment probability ppwq, which ranges
over values t0.25, 0.5, 0.75u. Panel (a) plots the quantile-quantile plots for simulated randomization distribution
with normally distributed errors i,t „ Np0, 1q and T “ 1000. Panel (b) plots the quantile-quantile plots
simulated randomization distribution with Cauchy distribution errors i,t „ Cauchy and T “ 50, 000. Results
are computed over 5,000 simulations. See Section 5 of the main text for further details.
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C Additional empirical results
As in Section 6, we begin by estimating unit-specific, weighted average dynamic causal effects to
investigate the causal effect of W “ 1 tλ ě 0.6u on the total payoffs earned. We focus on the same
two units as in Figure 7, Figure A10 plots the nonparametric estimates τˆi,tp1, 0; 0q for t P rT s for the
total payoffs outcome.
Figure A10: Estimates of the weighted average i, t-th lag-0 dynamic causal effect (Definition 6) of W “ 1tλ ě
0.6u on total stage game payoffs for two units in the experiment of Andreoni and Samuelson (2006). The solid
black line plots the nonparametric estimator τˆi,tp1, 0; 0q. The dashed black line plots the running average of the
period-specific estimator for each unit; that is, for each t P rT s, 1t
řt
s“1 τˆi,sp1, 0; 0q. The dashed red line plots
the estimated unit-i lag-0 average weighted dynamic causal effect, ˆ¯τi¨p1, 0; 0q “ 1T
řT
t“1 τˆi,tp1, 0; 0q.
We next estimate period-specific, weighted average dynamic causal effects for each time period
t P rT s and p “ 0, 1, 2, 3. The results are plotted in Figure A11. It also plots the nonparametric
estimator the total lag-p weighted average causal effect τ :p1, 0; pq for p “ 0, 1, 2, 3. While of course the
units are different, the qualitative results are unchanged from Section 6. We find strong evidence of a
contemporaneous causal effect on the total payoffs but mixed evidence on dynamic causal effects.
Finally, Figure A12 plots the randomization distributions under the sharp null of no dynamic
causal effects for p “ 0, 1, 2, 3 along with the point estimate ˆ¯τ :p1, 0; pq at the realized treatment panel.
As before, the randomization distributions appear to be smooth and symmetric around zero. We reject
the sharp null of no dynamic causal effects at the 5% level for p “ 0 (p-value is 0.0071) but are unable
to do so for p “ 1, 2, 3.
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Figure A11: Estimates of the time-t lag-p weighted average dynamic causal effect, τ¯ :¨tp1, 0; pq of W “ 1tλ ě 0.6u
on total payoffs based on the experiment of Andreoni and Samuelson (2006) for each time period t P rT s and
p “ 0, 1, 2, 3. The black dashed line plots the nonparametric estimator of the time-t lag-p weighted average
dynamic causal effect, ˆ¯τ :¨tp1, 0; pq, for each period t P rT s. The grey region plots the 95% point-wise confidence
interval for τ¯ :¨tp1, 0; pq based on the conservative estimator of the asymptotic variance of the nonparametric
estimator (Theorem 3.2). The solid blue line plots the nonparametric estimator of the total lag-p weighted
average dynamic causal effect, ˆ¯τ :p1, 0; pq and the dashed blue lines plot the 95% confidence interval for τ¯ :p1, 0; pq
based on the conservative estimator of the asymptotic variance of the nonparametric estimator.
Figure A12: Estimated randomization distribution of the nonparametric estimator of the total lag-p weighted
average dynamic causal effect, ˆ¯τ :p1, 0; pq, under the sharp null of no dynamic causal effect, τi,tpw,w; pq “ 0
for all i P rN s, t P rT s. The dashed orange line plots the estimate, ˆ¯τ :p1, 0; pq at the realized treatments in
the experiment of Andreoni and Samuelson (2006). The estimated randomization distributions are constructed
based on 10,000 draws.
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lag-p
0 1 2 3
Point estimate, ˆ¯τ :p1, 0; pq 2.580 1.538 1.192 1.568
Conservative p-value 0.000 0.092 0.226 0.127
Randomization p-value 0.007 0.116 0.213 0.107
Table A4: Estimates of the total lag-p weighted average dynamic causal effect for p “ 0, 1, 2, 3. The conservative
p-value reports the p-value associated with testing the weak null hypothesis of no average dynamic causal effects,
H0 : τ¯
:p1, 0; 0q “ 0, using the conservative estimator of the asymptotic variance of the nonparametric estimator
(Theorem 3.2). The randomization p-value reports the p-value associated with randomization test of the sharp
null of dynamic causal effects, H0 : τi,tpw, w˜; 0q “ 0 for all i P rN s, t P rT s. The randomization p-values are
constructed based on 10,000 draws.
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