We use new algorithms, based on the finite lattice method of series expansion, to extend the enumeration of self-avoiding walks and polygons on the triangular lattice to length 40 and 60, respectively. For self-avoiding walks to length 40 we also calculate series for the metric properties of mean-square end-to-end distance, mean-square radius of gyration and the mean-square distance of a monomer from the end points. For self-avoiding polygons to length 58 we calculate series for the mean-square radius of gyration and the first 10 moments of the area. Analysis of the series yields accurate estimates for the connective constant of triangular self-avoiding walks, µ = 4.150797226(26), and confirms to a high degree of accuracy several theoretical predictions for universal critical exponents and amplitude combinations.
Introduction
Self-avoiding walks (SAWs) and polygons (SAPs) on regular lattices are combinatorial problems of tremendous inherent interest as well as serving as simple models of polymers and vesicles [24, 14, 15] . They are fundamental problems in lattice statistical mechanics. A self-avoiding walk is simply a random walk along the edges of a lattice which never revisits a vertex; a self-avoiding polygon is a SAW which returns to its starting point. One is interested in the number of SAWs and SAPs of length n, various metric properties such as the radius of gyration, and for SAPs one can also ask about the area enclosed by the polygon. In this paper we study the following properties:
(a) the number of n-step self-avoiding walks c n ; (b) the number of n-step self-avoiding polygons p n ; (c) the mean-square end-to-end distance of n-step SAWs R 2 e n ; (d) the mean-square radius of gyration of n-step SAWs R 2 g n ; (e) the mean-square distance of a monomer from the end points of n-step SAWs R 2 m n ; (f) the mean-square radius of gyration of n-step SAPs R 2 n ; and (g) the k th moment of the area of n-step SAPs a k n .
It is generally believed that the asymptotic form of these quantities as n → ∞ is: The critical exponents are believed to be universal in that they only depend on the dimension of the underlying lattice. The connective constant µ and the critical amplitudes A-G (k) vary from lattice to lattice. In two dimensions the critical exponents γ = 43/32, α = 1/2 and ν = 3/4 have been predicted exactly, though non-rigorously, using Coulombgas arguments [25, 26] .
While the amplitudes are non-universal, there are many universal amplitude combinations. Any ratio of the metric SAW amplitudes, e.g. D/C and E/C, is expected to be universal [5] . Of particular interest is the linear combination [5, 2] (which we shall call the CSCPS relation)
where y t = 1/ν and y h = 1+γ/(2ν). In two dimensions Cardy and Saleur [5] (as corrected by Caracciolo, Pelissetto and Sokal [2] ) have predicted, using conformal field theory, that H = 0. This conclusion has been confirmed by previous high-precision Monte Carlo work [2] as well as by series extrapolations [13] . Privman and Redner [28] proved that the combination BC/σa 0 is universal while Cardy and Guttmann [4] proved that BF = 5 32π 2 σa 0 . σ is an integer constant such that p n is non-zero when n is divisible by σ. So σ = 1 for the triangular lattice and 2 for the square and honeycomb lattices. a 0 is the area per lattice site and a 0 = 1 for the square lattice, a 0 = 3 √ 3/4 for the honeycomb lattice, and a 0 = √ 3/2 for the triangular lattice. Richard, Guttmann and Jensen [29] conjectured the exact form of the critical scaling function for self-avoiding polygons and consequently showed that the amplitude combinations G (k) B k−1 are universal and predicted their exact values. The exact value for
had previously been predicted by Cardy [3] . The validity of this conjecture was recently confirmed numerically to a high degree of accuracy using exact enumeration data for SAPs on the square, honeycomb, and triangular lattices [30] .
The asymptotic form (1.1) only explicitly gives the leading contribution. In general one would expect corrections to scaling so, e.g, c n = Aµ n n γ−1 1 + a 1 n + a 2 n 2 + . . . +
In addition to "analytic" corrections to scaling of the form a k /n k , there are "non-analytic" corrections to scaling of the form b k /n ∆ 1 +k , where the correction-to-scaling exponent ∆ 1 isn't an integer. In fact one would expect a whole sequence of correction-to-scaling exponents ∆ 1 < ∆ 2 . . ., which are both universal and also independent of the observable, that is, the same for c n , p n , and so on. In a recent paper [1] we study the amplitudes and the correction-to-scaling exponents for two-dimensional SAWs, using a combination of series-extrapolation and Monte Carlo methods. We enumerated all self-avoiding walks up to 59 steps on the square lattice, and up to 40 steps on the triangular lattice, measuring the metric properties mentioned above, and then carried out a detailed and careful analysis of the data in order to accurately estimate the amplitudes and correction-to-scaling exponent. The analysis provides firm numerical evidence that ∆ 1 = 3/2 as predicted by Nienhuis [25, 26] .
In this paper we give a detailed account of the algorithm used to calculate the triangular lattice series analysed in [1, 30] , perform some further analysis of the series and confirm to great accuracy the predicted exact values of the critical exponents, then we briefly summarise the results of the analysis from [1, 30] and finally study other amplitude combinations.
Enumeration of self-avoiding walks and polygons
The use of transfer-matrix methods for the enumeration of lattice objects has its origin in the pioneering work of Enting [9] who enumerated square lattice self-avoiding polygons using the finite lattice method. The basic idea of the finite lattice method is to calculate partial generating functions for various properties of a given model on finite pieces, say W × L rectangles of the square lattice, and then reconstruct a series expansion for the infinite lattice limit by combining the results from the finite pieces. The generating function for any finite piece is calculated using transfer matrix (TM) techniques. The algorithm we use to enumerate SAWs and SAPs on the triangular lattice builds on this approach and more specifically our algorithm is based in large part on the one devised by Enting and Guttmann [10] for the enumeration of SAPs on the triangular lattice with the generalisation to SAWs following the work of Conway, Enting and Guttmann [6] and using further recent enhancements and parallelisation as described in [18, 19] .
Basic transfer matrix algorithm
In this section we give a detailed description of the SAW algorithm and then briefly outline the changes required to enumerate SAPs.
We implement the triangular lattice as a square lattice with additional edges connecting the top-left and bottom-right vertices of each unit cell (see fig 1) . We use W × L rectangles as our finite lattices. The most efficient implementation of the TM algorithm generally involves bisecting the finite lattice with a boundary (this is just a line in the case of rectangles) and moving the boundary in such a way as to build up the lattice cell by cell. The sum over all contributing graphs is calculated as the boundary is moved through the lattice. Due to the symmetry of the triangular lattice we need only consider rectangles with L ≥ W . SAWs in a given rectangle are enumerated by moving the intersection so as to add one vertex at a time, as shown in Fig. 1 . In most cases it is most efficient to let the boundary line cut through the edges of the lattice. However, on the triangular lattice it is more efficient to let the boundary line cut through the vertices [10] . Essentially this variation leads to only half as many intersected vertices (as opposed to edges) along the boundary line. For each configuration of occupied or empty vertices along the intersection we maintain a generating function for partial walks cutting the intersection in that particular pattern. If we draw a SAW and then cut it by a line we observe that the partial SAW to the left of this line consists of a number of loops connecting two vertices (we shall refer to these as loop-ends) in the intersection, and pieces which are connected to only one vertex (we call these free ends). The other end of the free piece is an end point of the SAW so there are at most two free ends. In addition it is possible that the SAW touches a vertex (that is the SAW comes in along one edge and exits along another edge both without crossing the boundary line). All these cases are illustrated in Fig. 1 . In applying the transfer matrix technique to the enumeration of SAWs we regard them as sets of edges on the finite lattice with the properties:
(1) A weight u is associated with an occupied edge.
(2) All vertices are of degree 0, 1 or 2.
(3) There are at most two vertices of degree 1 and the final graph has exactly two vertices of degree 1 (the end points of the SAW).
(4) Apart from isolated sites, the final graph has a single connected component. We are not allowed to form closed loops, so two loop-ends can only be joined if they belong to different loops. To exclude loops which close on themselves we need to label the occupied vertices in such a way that we can easily determine whether or not two loop-ends belong to the same loop. The most obvious choice would be to give each loop a unique label. However, on two-dimensional lattices there is a more compact scheme relying on the fact that two loops can never intertwine. Each end of a loop is assigned one of two labels depending on whether it is the lower end or the upper end of a loop. Each configuration along the boundary line can thus be represented by a set of states {σ i }, where
vertex is a lower loop-end, 2 vertex is an upper loop-end, 3 touched (degree 2) vertex, 4 vertex is a free end.
If we read from the bottom to the top, the configuration along the intersection of the partial SAW in Fig. 1 is {310341022}.
Updating rules
In fig. 2 we have illustrated what can happen locally as the boundary line is moved. Before the move, the boundary line intersects the vertices a, b and d and after the move the vertices a, c and d are intersected by the boundary line. We shall refer to the boundary line configuration prior to a move as the 'source' and after the move as the 'target'. In a basic iteration step we can insert bonds along the edges emanating from vertex b. Since vertex b can't have degree greater than 2 we can at most insert two new bonds. However, depending on the states of vertices a and d in the source, some of the edge configuration in fig. 2 may be forbidden. The updating of the partial generating function depends most crucially on the state of vertex b and to a somewhat lesser extent on the states of the vertices a and d. The basic limitation on the allowed outputs are that conditions (2)-(4) must be enforced. In the following we shall briefly describe how the updating rules are derived.
State of vertex b is 0. Since vertex b is empty all the outputs in fig. 2 are possible.
In the first output we insert no bonds. This is always allowed and no changes are made to the configuration.
In the next three outputs we insert a single bond. This makes vertex b of degree one and is thus only allowed if there is at most one free end in the source. After the insertion of new bonds we have to assign a state to vertex c and quite possibly change the states of vertices a and d (and perhaps the states of some other vertices in the target configuration). The state of vertex c will be 0 (no bond), 1 (lower loop-end), 2 (upper loop-end) or 4 (free end). Next we consider what happens to vertices a and d. When these vertices are empty in the source they can take the values just listed above in the target. If they are occupied in the source they either retain their state in the target (no bonds inserted) or change to state 3 (a bond is inserted). In the latter case we may have to change the state of other vertices in the target. If we insert a free end and it joins a lower (upper) loop-end we must change the matching upper (lower) loop-end to a free end. Otherwise we may join two lower (upper) loop-ends and then we must change the matching upper (lower) loop-end of the inner most loop to the lower (upper) loop-end of the new joined loop.
State of vertex b is 1. A lower end of a loop enters vertex b. If we insert no further bonds a new degree 1 vertex is created. As above this is only allowed provided the source has at most one free end. The matching upper loop-end becomes a free end. Otherwise the lower end has to be continued by inserting a single bond (partial loops cannot be inserted since this would make vertex b of degree 3) either to vertex c which becomes a state 1 vertex; to vertex a if not in state 3 or state 2 (closed loop would be formed); or to vertex d if not in state 3. Again we have to change the states of vertices a and d when a bond is inserted on these vertices. If the source state of the vertices was 0 the target state becomes 1, otherwise the target state becomes 3 and as above we may need to change the state of other vertices as well.
State of vertex b is 2. An upper end of a loop enters vertex b. If we terminate the loop-end a new degree 1 vertex is created. Again this is only allowed provided the source has at most one free end. The matching lower end of the loop becomes a free end. The upper end can always be continued to vertex c; to vertex d if it is not in state 3; and to vertex a provided it is not in state 3 or 1 (this would result in a closed loop). The state of the target vertices are changed as described above.
State of vertex b is 3. This is the simplest situation. Vertex b is of degree 2 so no bonds can be inserted and only the output with all empty edges is allowed. The state of vertex c is 0 and the states of all other vertices are unchanged.
State of vertex b is 4. A free end is entering vertex b. If we insert no further bonds a partial walk is terminated at the vertex. This is only allowed if the resulting graph is a valid SAW and the source generating function is added to the SAW generating function. The free end can always be continued to vertex c and to vertices a and d if they are not in state 3. As before, if we join two free ends we check if it is a valid SAW and then add the partial generating function (multiplied by u) to the SAW generating function. Otherwise the target configuration is updated as described previously.
SAP updating rules. The updating rules used when enumerating SAPs is essentially just a subset of the SAW rules. Obviously there are no degree 1 vertices in the SAP case so we can't insert a single bond if vertex b is empty. Likewise if vertex b is occupied we must continue the loop-end. Completed SAPs are formed by closing a loop (if there are no other loop-ends in the source). This happens when the local source configuration {abd} is {120} and we insert a bond from b to a, {102} and we insert a partial loop from a through b to d, or {012} and we insert a bond from b to d.
Pruning
The use of pruning to obtain more efficient TM algorithms was used for square lattice SAPs in [20] . Numerically it was found that the computational complexity was close to 2 n/4 , much better than the 3 n/4 of the original approach. We have used similar techniques for the enumerations carried out for this paper. Pruning allows us to discard most of the possible configurations for large W because they only contribute at lengths greater than N max , where N max is the maximal length to which we choose to carry out our calculations. The value of N max is limited by the available computational resources, be they CPU time or physical memory. Briefly pruning works as follows. Firstly, for each configuration we keep track of the current minimum number of steps N cur already inserted to the left of the boundary line in order to build up that particular configuration. Secondly, we calculate the minimum number of additional steps N add required to produce a valid SAP or SAW. There are three contributions, namely the number of steps required to connect the loops and free ends, the number of steps needed (if any) to ensure that the SAW touches both the lower and upper border, and finally the number of steps needed (if any) to extend at least W edges in the length-wise direction (remember we only need rectangles with L ≥ W ). If the sum N cur + N add > N max we can discard the partial generating function for that configuration, and of course the configuration itself, because it won't make a contribution to the count up to the lengths we are trying to obtain.
There are no principal differences between pruning SAWs and SAPs though the detailed implementation is more complicated for the SAW case. We found it necessary to explicitly write subroutines to handle the three distinct cases where the TM configuration contains zero, one and two free ends, respectively. But in all cases we essentially have to go through all the possible ways of completing a SAW in order to find the minimum number of steps required. This is a fairly straight forward task though quite time consuming.
Computational complexity
The time T (n) required to obtain the number of polygons or walks of length n grows exponentially with n, T (n) ∝ λ n . For the algorithm without pruning the complexity can be calculated exactly. Time (and memory) requirements are basically proportional to a polynomial (in n) times the maximal number of configurations, N Conf , generated during a calculation. When the boundary line is straight we can find the exact number of configurations. First look at the situation for SAPs when there are no free ends. The configurations correspond to 2-coloured Motzkin paths [8] , since we can map empty and touched vertices to the two colours of horizontal steps, vertices in the lower state to a north-east step, and vertices in the upper state to a south-east step. The number of such paths M n with n steps is easily derived from the generating function [8] 
which means that M n ∼ 4 n as n → ∞. Note that M n slightly over counts N Conf since configurations without a loop aren't permitted, but since there are only 2 W of these there is no change in the asymptotic growth. When the boundary line has a kink (such as in fig. 1 ) N Conf is no longer given exactly by M W − 2 W . However, it is obvious that N S (W + 1) ≤ N Conf ≤ N S (W ) so we see that asymptotically N Conf grows like 4 W . Since a calculation using rectangles of widths ≤ W yields the number of SAPs up to n = 2W + 1 it follows that the complexity of the algorithm is T (n) ∝ λ n with λ = 2. The number of transfer matrix configurations in the unpruned SAW algorithm is simply obtained by inserting 0, 1 or 2 free ends into a 2-coloured Motzkin path and eliminating the paths corresponding to a configurations with only empty or touched vertices. In this case a calculation using rectangles of widths ≤ W yields the number of SAWs up to n = W it follows that the complexity of the algorithm is T (n) ∝ λ n with λ = 4. The pruned algorithm is much too difficult to analyse exactly. So all we can give is a numerical estimate of the growth in the number of configurations with n. That is obtained by just running the algorithm and measuring the maximal number of configurations generated for different values of n. From the actual numbers it appears that for the SAP case increasing n by 2 increases the number of configurations by slightly less than a factor of 2. This would mean that for the pruned SAP algorithm λ p ≈ √ 2. In the SAW case it appears that increasing n by 4 increases the number of configuration by a factor close to 5. So for the pruned SAW algorithm λ p ≈ 4 √ 5 = 1.495 . . .. So once again pruning results in much more efficient algorithms.
Parallelisation
The transfer-matrix algorithms used in the calculations of the finite lattice contributions are eminently suited for parallel computation. The bulk of the calculations for this paper were performed on the facilities of the Australian Partnership for Advanced Computing (APAC). The APAC facility is an HP Alpha server cluster with 125 ES45's each with four 1 Ghz chips for a total of 500 processors in the compute partition. Each server node has at least 4 Gb of memory. Nodes are interconnected by a low latency high bandwidth Quadrics network.
The most basic concern in any efficient parallel algorithm is to minimise the communication between processors and ensure that each processor does the same amount of work and uses the same amount of memory. In practice one naturally has to strike some compromise and accept a certain degree of variation across the processors.
One of the main ways of achieving a good parallel algorithm using data decomposition is to try to find an invariant under the operation of the updating rules. That is we seek to find some property of the configurations along the boundary line which does not alter in a single iteration. The algorithm for the enumeration of SAPs and SAWs are quite complicated since not all possible configurations occur due to pruning and an update at a given set of vertices might change the state of a vertex far removed, e.g., when two lower loop-ends are joined we have to relabel one of the associated upper loop-ends as a lower loop-end in the new configuration. However, there is still an invariant since any vertex not directly involved in the update cannot change from being empty to being occupied and vice versa, likewise a touched vertex will remain unchanged. That is only the kink vertices can change their occupation or touched status. This invariant allows us to parallelise the algorithm in such a way that we can do the calculation completely independently on each processor with just two redistributions of the data set each time an extra column is added to the lattice. We have already used this scheme for SAPs [18] and lattice animals [17] and refer the interested reader to these publications for further detail. Our parallelisation scheme is also very similar to that used by Conway and Guttmann [7, 12] .
Metric properties and area-weighted moments
The generalisation of the algorithm required to calculate metric properties and areaweighted moments has been described in detail in [16, 19] in the square lattice case. Only some minor adjustments are needed in order to apply these ideas to metric properties on the triangular lattice (no changes are needed for the area-weighted moments). We have represented the triangular lattice as a square lattice with extra edges along one of the main diagonals in a unit cell. A point (s, t) on the square lattice is the point (x, y) on the triangular lattice where x = s + t. As shown in [16, 19] calculation of metric properties involves summation over products of the x and y coordinates of the distance vectors. To be explicit we define the radius of gyration according to the vertices of the SAW. Note that the number of vertices is one more than the number of steps. The radius of gyration of n + 1 points at positions r i is
From the triangular lattice coordinates we see that both x i x j and y i y j carry a factor 1 4 so in order to ensure that we get integer coefficients we multiply by 4 and the algorithm will thus calculate the coefficients 4(n + 1) 2 c n R 2 g n . In order to do this we maintain five partial generating functions for each possible boundary configuration, namely
• C(u), the number of (partially completed) SAWs.
• X 2 g (u), the sum over SAWs of the squared components of the distance vectors.
• X g (u), the sum of the x-component of the distance vectors.
• Y g (u), the sum of the y-component of the distance vectors.
• XY g (u), the sum of the 'cross' product of the components of the distance vectors, that is, i>j (x i x j + y i y j ).
As the boundary line is moved to a new position each target configuration S might be generated from several sources S ′ in the previous boundary position. The partial generation functions are updated as follows, with (s, t) being the coordinates of the newly added vertex on the square lattice:
where n ′ is the number of steps added to the partial SAW. δ g = 0 if the new vertex is empty (has degree 0) and δ g = 1 if the new vertex is occupied (has degree > 0).
The updating rules for the other metric properties are generalised similarly.
Enumeration results
We calculated the number of polygons up to perimeter 60, while the radius of gyration and first 10 area-weighted moments were obtained up to perimeter 58. We calculated the number of SAWs, their mean-square radius of gyration, mean-square end-to-end distance, and the mean-square distance of monomers from the end points. These quantities were obtained for walks up to length 40. The calculations required up to 35Gb of memory using up to 40 processors at a time and in total we used about 15000 CPU hours. In table 1 we list the number of SAPs and their radius of gyration while in table 2 we list the series for the SAW problem. These series and those for the area-weighted moments are available at www.ms.unimelb.edu.au/~iwan.
Analysis of the series
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n cn 1 6 cn R 2 e n 1 6
(n + 1) 2 cn R 2 g n 1 6
(n + 1)cn R 2 m n estimates for the connective constant µ and confirm numerically the exact values for the critical exponents α, γ and ν. Estimates of the critical point and critical exponents were obtained by averaging values obtained from second and third order inhomogeneous differential approximants. The error quoted for these estimates reflects the spread (basically one standard deviation) among the approximants. Note that these error bounds should not be viewed as a measure of the true error as they cannot include possible systematic sources of error.
Once the exact values of the exponents have been confirmed we turn our attention to the "fine structure" of the asymptotic form of the coefficients. In particular we are interested in obtaining accurate estimates for the amplitudes. We do this by fitting the coefficients to the form given by (1.1). In this case our main aim is to test the validity of the predictions for the amplitude combinations mentioned in the Introduction.
Self-avoiding polygons
The expected behaviour (1.1) of the mean-square radius of gyration and moments of area of SAPs results in the following predictions for the generating functions which we study:
where we have taken into account that the smallest polygon has perimeter 3. Thus we expect these series to have a critical point at u = u c = 1/µ, and as stated previously the exponents α = 1/2 and ν = 3/4.
The SAP generating function
In Table 3 we have listed the results from our series analysis of the SAP generating function. It is evident that the estimates for the critical exponent is in complete agreement with the expected value 2 − α = 3/2. Based on the estimates we find that u c = 0.24091757(1). We found no evidence that the SAP generating function had any other singularities. If we take the conjecture α = 1/2 to be true we can obtain a refined estimate for the critical point u c . In Fig. 3 we have plotted estimates for the critical exponent 2 − α against the number of terms used by the approximant and against estimates for the critical point u c , respectively. Each dot represents estimates obtained from a third order inhomogeneous differential approximant. The order of the inhomogeneous polynomial was varied from 0 to 10. As can be seen from the left panel the estimates for the critical exponent clearly include the exact value and appear to settle down as the number of terms increases (though there is a hint of a downwards trend). From the right panel we observe that the estimates cross the line 2 − α = 3/2 at a value u c ≃ 0.2409175745. Based on this analysis we adopt the value u c = 0.2409175745 (15) and thus µ = 4.150797226(26) as our final estimates. Table 3 : Estimates for the critical point u c and exponent 2 − α obtained from second and third order differential approximants to the triangular lattice SAP generating function. L is the order of the inhomogeneous polynomial.
L
Second order DA Third order DA u c 2 − α u c 2 − α 0 0.2409175671 (28) 1.5000142(45) 0.2409175706(62) 1.500006(12) 2 0.2409175709(14) 1.5000076(29) 0.2409175716(30) 1.5000071(58) 4 0.2409175714(27) 1.5000061(56) 0.2409175699(40) 1.5000078(63) 6 0.2409175707(29) 1.5000075(58) 0.2409175712(29) 1.5000065(57) 8 0.2409175724(44) 1.500003(10) 0.2409175662(80) 1.500012(14) 10 0.2409175717(39) 1.5000051(83) 0.2409175704(22) Table 4 lists the results of our series analysis for the SAP radius of gyration generating function. It is evident that the estimates for the critical exponent as obtained from third order differential approximants is in complete agreement with the expected behaviour. The estimates from the second order approximants are generally slightly lower than the expected value. One would generally expect third order differential approximants to be superior since they are better suited to represent complicated functional behaviour. We take this as clear numerical confirmation that ν = 3/4.
The radius of gyration

Area-weighted moments
In passing we only briefly mention that our analysis of the generating functions P (k) (u) for area-weighted SAPs with k ≤ 10 clearly confirmed the expected values, 2 − (α + 2kν), for the critical exponents. Suffice to say that the estimates range from 0.0005(8) for k = 1 to −13.503(2) for for k = 10.
Self-avoiding walks
From the expected behaviour (1.1) of c n and the metric properties of SAWs we get that the generating functions:
where the exponents γ = 43/32 and ν = 3/4. 
The SAW generating function
In Table 5 we list estimates of the critical point u c and exponent γ from the series for the triangular lattice SAW generating function. The estimates were obtained by averaging over those approximants which used at least the first 32 terms of the series. Based on these estimates we conclude that u c = 0.24091753(8) and γ = 1.34368 (6) . The estimate for u c is compatible with the more accurate estimate u c = 0.2409175745(15) obtained above from the analysis of the SAP generating function. The analysis adds further support to the already convincing evidence that the critical exponent γ = 43/32 = 1.34375 exactly. However, we do observe that both the central estimates for both u c and γ are systematically slightly lower than the expected values.
As for the SAP case we find it useful to plot the behaviour of the estimates for the critical exponent γ against both u c and the number of terms used by the differential approximants. This is done in Fig. 4 . Each dot represents estimates obtained from a second order inhomogeneous differential approximant. From the left panel we observe that the estimates of γ exhibits a certain upwards drift as the number of terms increases. So the estimates have not yet settled at their limiting value, but there can be no doubt that the predicted exact value of γ is fully consistent with the estimates. In the left panel we observe that the (u c , γ)-estimates fall in a narrow range. Note that this range does not include the intersection point between the exact γ and the precise u c estimate. This is probably a further reflection of the lack of 'convergence' to the true limiting values.
The metric properties
Finally, we turn our attention to the metric properties of SAWs. In Table 6 we have listed the estimates for u c and critical exponents obtained by an analysis of the associated generating functions (3.4)-(3.6). The estimates from the radius of gyration u c = 0.2409176 (1) and γ + 2ν + 2 = 4.84365 (20) are in full agreement with the more accurate SAP estimate for u c and the predicted exact exponent value γ +2ν +2 = 155/32 = 4.84375. The analysis of the generating functions for the end-to-end distance and monomer distance yield estimates of u c a little below the expected value and likewise the exponent estimates 2.8430(5) and 3.8429(5) are a somewhat smaller that the exact values γ + 2ν + 2 = 91/32 = 2.84375 and γ + 2ν + 2 = 123/32 = 3.84375, respectively. We are fully convinced that this is because the series are not long enough to allow the exponent estimates to settle at the (18) true limiting values, as was also the case for the SAW generating function as shown in Fig. 4 .
Amplitudes
The asymptotic form of the coefficients p n of the generating function of square lattice SAPs has been studied in detail previously [7, 20, 18] . There is now clear numerical evidence that the leading correction-to-scaling exponent for SAPs and SAWs is ∆ 1 = 3/2, as predicted by Nienhuis [25, 26] . As argued in [7] this leading correction term combined with the 2 − α = 3/2 term of the SAP generating function produces an analytic background term. Indeed in the previous analysis of SAPs there was no sign of non-analytic corrections-toscaling to the generating function (a strong indirect argument that the leading correctionto-scaling exponent must be half-integer valued). One therefore finds that Figure 5: Estimates of the leading amplitude B plotted against 1/n using different number of terms in the asymptotic expansion.
This form was confirmed with great accuracy in [20, 18] . Estimates for the leading amplitude B can thus be obtained by fitting p n to the form (3.7) using an increasing of number of correction terms. As in [16] we find it useful to check the behaviour of the estimates by plotting the results for the leading amplitude vs. 1/n (see Fig. 5 ), where p n is the last term used in the fitting. In addition we also wish to check the sensitivity of the procedure to small changes in the value of µ. In the top panels of Fig. 5 we use the value µ = 4.150797226, while in the bottom panels we use two different values µ = 4.15079720 (left panel) and µ = 4.15079725 (right panel) chosen to be at the extreme ends of our error-bounds for µ. Clearly the amplitude estimates in top panels are quite well converged. Notice that as more correction terms are added the estimates exhibit less curvature and the slope becomes less steep. This is very strong evidence that (3.7) indeed is the correct asymptotic form of p n . The estimates shown in the bottom panels are not so well behaved. Those in the left panel are not monotonic and after initially decreasing they start to increase with n. The estimates in the right panel while monotonic have much steeper slopes and the slopes do not appear to change much as more correction terms are used. We think this is strong evidence that µ = 4.150797226 is very close to the true value. Based on the plots in the top right panel we estimate that B = 0.2639393(1). The asymptotic form of the coefficients r n in the generating function for the radius of gyration was studied in [16] . The generating function (3.1) has critical exponent −(α + 2ν) = −2, so the leading correction-to-scaling term no longer becomes part of the analytic background term. We thus use the following asymptotic form: Combining the exact expression for BF with the more accurate estimate for B given above we estimate that F = 0.003618720 (2) .
The amplitudes of the area-weighted moments were studied in [30] . We fitted the coefficients to the assumed form 9) where the amplitude G k = G (k) B/k! is related to the amplitude defined in eq. (1.1). The scaling function prediction for the amplitudes G k is [29] 10) where the numbers b k are given by the quadratic recursion
We obtained [30] the results for the amplitude combinations listed in Table 7 . It is clear that the estimates for the first 10 area weighted moments are in excellent agreement with the predicted exact values.
The amplitudes of the SAW generating function and the metric properties were studied in [1] . Here we use fits of the coefficients to the assumed form
14) Figure 6 : Estimates of the leading amplitude A for SAWs, AC/6 for the end-to-end distance, AD/6 for the radius of gyration, and AE/6 for the monomer distance from the end-points, plotted against 1/n using varying number of terms in the asymptotic expansion.
In fig. 6 we have plotted the estimates for the leading amplitudes against 1/n while varying the number of terms used in fitting to the expressions given above. From these we estimate that A = 1.183966(1), AC/6 = 0.140380(5), AD/6 = 0.019696(3), and AE/6 = 0.061715(5). The estimate for A is the same as that obtained in [1] while the remaining amplitude estimates are a little lower and have smaller error-bars that those quoted in [1] . The main reason is that here we are only interested in the leading amplitudes and base our estimates on the fits using 6-8 terms, while in [1] estimates for sub-leading amplitudes were also considered and required to be stable and consequently only fits with up to 4 terms were considered. For the metric amplitudes we thus obtain the estimates C = 0.71140(3), D = 0.099814 (15) , and E = 0.31275 (3) . For the universal amplitude ratios we get D/C = 0.14030 (2) and E/C = 0.43963 (5) . The ratios D/C and E/C were also estimated by direct extrapolation of the relevant quotient sequence, using the following method [27] : Given a sequence {a n } defined for n ≥ 1, assumed to converge to a limit a ∞ with corrections of the form a n ∼ a ∞ (1 + b/n + . . .), we first construct a new sequence {h n } defined by h n = n m=1 a m . The generating function h n x n ∼ (1 − a ∞ x) −(1+b) . Estimates for a ∞ and the parameter b can then be obtained from differential approximants. In this way, we obtained the estimates [1] D/C = 0.140296 (6) and E/C = 0.439649 (9) . These amplitude estimates leads to a high precision confirmation of the CSCPS relation (1.2) H = 0.000036(34).
In Table 8 we have summarised estimates of various universal amplitude combinations, obtained from the work reported in this paper and elsewhere. As can be seen the estimates for all lattices are in perfect agreement strongly confirming the universality of the various combinations.
Summary and conclusion
We have presented both improved and parallel algorithms for the enumeration of selfavoiding polygons and walks on the triangular lattice. These algorithms have enabled us to obtain polygons up to perimeter length 60, their radius of gyration and area-weighted moments up to perimeter 58, while for self-avoiding walks to length 40 we calculated the number of walks as well as the metric properties of mean-square end-to-end distance, mean-square radius of gyration and the mean-square distance of a monomer from the end points.
The analysis of the polygon series enabled us to obtain a very precise estimate for the connective constant µ = 4.150797226 (26) . We confirmed to a very high degree of accuracy the predicted exponent values α = 1/2, γ = 43/32 and ν = 3/4. We also obtained very accurate estimates for the leading amplitude of the sequence p n of SAP coefficients B = 0.2639393(1) and using the exact expression for the amplitude combi-nation BF we find F = 0.003618720 (2) . Our data for the area-weighted moments was used [30] to confirm the correctness of theoretical predictions for the values of the amplitude combinations G (k) B k−1 . Finally we obtained accurate estimates for the critical amplitudes A = 1.183966(1), C = 0.71140(3), D = 0.099814 (15) , and E = 0.31275(3). The amplitude estimates led to a high precision confirmation of the CSCPS relation (1.2) F = 0.
E-mail or WWW retrieval of series
The series for the problems studied in this paper can be obtained via e-mail by sending a request to I.Jensen@ms.unimelb.edu.au or via the world wide web on the URL http://www.ms.unimelb.edu.au/∼iwan/ by following the relevant links.
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