We learn audio representations by solving a novel self-supervised learning task, which consists of predicting the phase of the shorttime Fourier transform from its magnitude. A convolutional encoder is used to map the magnitude spectrum of the input waveform to a lower dimensional embedding. A convolutional decoder is then used to predict the instantaneous frequency (i.e., the temporal rate of change of the phase) from such embedding. To evaluate the quality of the learned representations, we evaluate how they transfer to a wide variety of downstream audio tasks. Our experiments reveal that the phase prediction task leads to representations that generalize across different tasks, partially bridging the gap with fully-supervised models. In addition, we show that the predicted phase can be used as initialization of the Griffin-Lim algorithm, thus reducing the number of iterations needed to reconstruct the waveform in the time domain.
INTRODUCTION
The main goal of representation learning is to find a function that maps the input data into a compact lower-dimensional embedding, which captures the semantic properties of the input and can thus be re-used across different tasks. In this respect, one conventional approach is to learn a fully-supervised classifier that addresses simultaneously multiple classes [1] , and then use the activations computed by one of the final layers of the network as embeddings. This approach suffers from two main shortcomings: first, it relies on the availability of large labelled datasets (e.g., AudioSet [2] ); second, the learned representations might be biased towards the specific classification task targeted during supervised training. An alternative approach is to adopt unsupervised learning methods, which have the potential to leverage the widespread availability of large unlabelled datasets. Within this area, learning representations via selfsupervision has recently emerged as one viable approach, originally explored in the field of language modeling [3] and computer vision [4] , and more recently applied to audio [5, 6] . The key tenet of self-supervised learning is the formulation of an auxiliary (or pretext) task, which does not require access to labelled data. While solving the auxiliary task, the network learns representations that can be potentially transferred to multiple downstream tasks. The choice and the design of the task is particularly important. The task should be neither too easy, so that the model is not able to solve it exploiting low-level shortcuts, nor too hard, so that training can converge.
In this paper we introduce a novel self-supervised task specifically tailored to audio, which consists of predicting the phase of the short-time Fourier transform (STFT) given the magnitude spectrum. This task is traditionally solved as a by-product of the the well-known Griffin-Lim method [7] , an iterative algorithm that estimates the signal in the time domain from the STFT magnitude. Instead, in this paper our primary interest is not the time-domain reconstruction, but rather the audio representation that is learned by solving the task. To some extent, our approach is reminiscent of the image colorization task [4] in computer vision, in which the three RGB channels are reconstructed from a single grayscale channel. Similarly to [4] , the task can be solved by leveraging the prior knowledge encapsulated in the training data. An important aspect of our contribution is that we aim at predicting the instantaneous frequency (IF), i.e., the temporal rate of change of the instantaneous phase, rather than the raw phase. This is because the IF tends to be smoother than the raw phase, and it can be therefore more easily predicted given the inductive bias enforced by a convolutional decoder. Even so, predicting the IF remains a challenging task, as it may still appear rather random-like for the noisy parts of some sounds, such as fricative phonemes in speech, or beats in music.
In our experiments we evaluate the quality of the learned representations by training linear classifiers that receive the embeddings as input, targeting multiple and heterogeneous downstream audio tasks, ranging from music/speech/noise detection, to keywork spotting and speaker identification, etc. We compare our results against other recently proposed self-supervised learning methods, and we show that the representations are complementary to those obtained with previous tasks.
RELATED WORK
Traditionally, audio representations are obtained by computing the output of hand-crafted signal processing pipelines. These include MFCCs, PLP, LPC and RASTA features, just to name a few examples. A more recent approach consists of learning the representations directly from the data. For example, [8] adopts an unsupervised learning approach based on deep belief networks to learn representations applicable to speech and music. A wide variety of autoencoder architectures have been explored, including denoising [9] , convolutional LSTM [10] and sequence-to-sequence autoencoders [11] . The model architecture that we adopt in this paper is similar to an autoencoder, with the important difference that the output (i.e., the instantaneous frequency) differs from the input (i.e., the magnitude spectrum).
Self-supervised learning has been widely explored in the field of computer vision, solving a wide variety of tasks ranging from predicting the relative positions of image patches [12] , to detecting image rotations [13] , solving image inpainting [14] or image colorization [4] . In contrast, fewer works applied self-supervised learning to learn audio representations. Speech2Vec [15] and Audio2Vec [6] learn, respectively, speech and general audio representations, by reconstructing a missing slice in the magnitude spectrogram. The temporal gap task in [6] estimates the temporal distance between two arXiv:1910.11910v1 [eess.AS] 25 Oct 2019 slices, while the triplet loss is used in [5] , creating anchor-positive pairs by adding noise, shifting in time and/or frequency, and sampling temporal slices. Our paper is mostly related to this field, and differs in the definition of a novel self-supervised task. Note that representations learned by different tasks can be complementary, and thus they can be potentially combined following the approach in [16] .
A problem closely related to phase prediction is that of spectrogram inversion, where the goal is to obtain a phase which is consistent with a given input magnitude spectrogram. This often comes as a second step in audio generative models, such as [17] and [18] . Spectrogram inversion has traditionally been solved with the Griffin-Lim [7] method, but there are more recent alternatives such as [19] and [20] . Other audio generative models such as [21] generate both the magnitude and the phase directly. Similarly to our work, [21] also addresses the phase prediction problem by working in the domain of the instantaneous frequency. Recently, a deep-learning based method to refine the output of the Griffin-Lim algorithm has been proposed in [22] .
METHOD
To learn useful audio representations with self-supervision, it is necessary to devise a task that forces the model to extract some highlevel features from the input raw audio waveform. To this end, we propose a model that is designed much like a spectrogram autoencoder, which receives as input the magnitude spectrogram, but it has an important difference: instead of reconstructing the magnitude itself, it aims at predicting the phase. An overview of the model is illustrated in Figure 1 . Note that after training the self-supervised task, the features learned by the encoder can be transferred and reused to address various downstream tasks by learning a simple head that maps the embeddings to the target classes.
Formally, let x = {x1, x2, . . . , xn} denote an audio clip of n samples in the time domain and X ∈ C T ×F the corresponding complex spectrogram obtained computing the STFT, which consists of T temporal frames and F frequency bins. Let z = Enc(|X|) denote a d-dimensional embedding computed by processing the input magnitude spectrogram |X| with a convolutional encoder Enc(), whose architecture is detailed in Section 4. The phase prediction task is then to predict the phase φ = arg(X) using a decoder, i.e. φ = Dec(z). The phase is not corrected for the window hop delay, as is typically the case when computing the STFT.
Phase preprocessing: We observed that attempting to directly predicting the phase does not work. This is because the phase of an audio signal appears to be noise-like, thus not matching the inductive bias of a convolutional decoder, which favours the prediction of locally smooth signals. For this reason, we first compute the instantaneous frequency (denoted ψ) via phase differencing, as described in [23] , because it tends to be significantly smoother along the temporal direction (compare for instance φ and ψ in Figure 1 ). Another advantage of this transformation is that it removes the global phase offset, which is arbitrary and cannot be recovered from the magnitude alone. Phase differences are then mapped to [−π, π):
(1)
We also experimented with using higher-order finite differences to better approximate the continuous-time temporal derivative of the phase. This is computed by first unwrapping the phase differences, smoothing the unwrapped differences, and wrapping back. That is,
This formulation has also the advantage of being a centered difference, so it is naturally aligned with the corresponding amplitude along the temporal dimension. Note that this is to be preferred to computing the centered difference directly ((φ t+1,f − φ t−1,f )/2), since the latter only gives the correct value modulo π.
Phase loss: The loss function captures how well the model predicts the instantaneous frequency. Since the instantaneous frequency wraps around the unit circle, we opted for the cosine loss instead of the mean square error:
Phase error weighting: In regions where the magnitude is close to zero, the phase of the signal is not as meaningful. Therefore, attempting to predict the instantaneous frequency in these cases does not efficiently exploit the capacity of the model. To address this, we explored various alternatives for weighting the error in the instantaneous frequency domain. We explored weighting proportionally to |X| (as in [24] ) and to |X|, and compared this to using no weighting. In addition, having observed that the instantaneous frequency is fairly smooth in the regions where it is well defined, we also explored using the smoothness of ψ itself to weight the errors made when predicting ψ. We computed smoothness as the inverse of the total variation of the instantaneous phase, both in time and frequency:
where |t − t| + |f − f | = 1.
Hybrid autoencoder: We also explored a variant in which we simultaneously predict the instantaneous frequency and reconstruct the input magnitude spectrogram. This results effectively in a selfsupervised task which is a hybrid between an magnitude autoencoder and our initial phase prediction model. In this case we added to the loss function an additional term equal to the mean square error between the input magnitude spectrogram and its reconstruction.
Output representation: Given that ψ wraps around the [−π, π) interval, asking the model to produce ψ directly requires it to sometimes produce values which are discontinuous in time (i.e., "jumping" from −π to π, or vice-versa). For this reason, we also explored a second variant of an hybrid autoencoder that aims at predicting simultaneously both the real and imaginary parts (Re(X) and Im(X)), which tend to be more continuous than the phase.
Audio reconstruction: In our work we are primarily interested in investigating phase prediction as a self-supervised task to learn new audio representations. However, as a by-product, it is also possible to use the phase estimated by the decoder together with the original magnitute spectrogram to invert the STFT and reconstruct the signal in the time domain. In this way it is possible to qualitatively appreciate the reconstruction by listening to the audio samples. However, given that our model produces the instantaneous frequency, we first need to integrate each frequency bin along time:
This means that we also need to estimate the initial phase offset of each frequency bin, φ 0,f . Fig. 1 . Model architecture of the proposed self-learning task.
Phase offset retrieval:
We define and compute group delay as the result of phase differencing along the frequency dimension:
We also define the average of circular quantities as the angle of the barycenter of the corresponding unit circle points:
We then observe that the average group delay, for fixed STFT parameters, is narrowly centered around a single valueτ g . Therefore, it is sufficient to choose the initial phase offset of each frequency bin so that the average group delay of that frequency bin matchesτ g :
This is done by first choosing offsets equal to zero, computing the resulting average group delays, and adjusting phase offsets:
where we use φ 0 t,f , to denote the quantity intially obtained with φ 0,f = 0. We still need to choose an arbitrary initial overall phase value φ0,0, but this choice simply determines a global delay and it does not affect the reconstruction in the time domain.
EXPERIMENTAL RESULTS
Audio front-end: All our audio examples were sampled at 16 kHz, and were converted to spectrograms via short-term Fourier transform (STFT), with a window size of 25 ms, and a hop size of 10 ms. The DC bin was ignored. The magnitude of the resulting spectrogram, when used either as input or as target output, was normalized to zero mean and standard deviation equal to one. The phase was converted to instantaneous frequency as described in equation 2.
Audio tasks: We evaluated the quality of the resulting embedding using a variety of 8 downstream tasks, including speech-and music-related tasks as well as auditory scene analysis tasks. More specifically, the Speech Commands dataset (SPC) [25] contains 35 distinct spoken commands. LibriSpeech (LSP) [26] contains 251 speakers reading audiobooks, and is used here as a speaker identification task. The Spoken Language Identification (LID) dataset [27] contains three languages (English, German, and Spanish). The MU-SAN (MUS) dataset [28] contains audio recordings in three different environments: music, speech, and noise. We use the following datasets from the DCASE2018 Challenge: Bird Audio Detection [29] (BSD), which is a binary detection task, and TUT Urban Acoustic Scenes 2018 [30] (TUT), which distinguishes between 10 different urban environments. Finally, we evaluate performance on the NSynth dataset [31] using two tasks: NSynthPitch (NPI) attempts at estimating pitch out of 128 predefined pitch levels, while NSyn-thInstrument (NIF) contains recordings synthesized with 11 different instrument families. For all datasets, we respected the provided train/test split, and report numbers obtained on the test set.
In all cases, the input audio waveforms were sliced into samples with a temporal duration of 0.975s, resulting in spectrograms of size T × F , where T = 96 and F = 256. Note that all selected tasks have a temporal granularity which is compatible with the selected slice duration. In particular, we did not include speech recognition tasks in our evaluation, since they typically require a finer temporal granularity.
Model architecture: Our encoder Enc() uses a convolutional neural network architecture with L = 5 layers, with respectively [8, 16, 32, 64 , 128] output channels. Each convolutional layer is followed by a max-pooling layer dividing time and frequency dimensions by two, then ReLU activations, and batch-normalization. The network ends with a global max-pooling layer and a fully connected layer resulting in d = 128-dimensional embeddings. The decoder Dec() used in our experiments mirrors the encoder, though it should be noted that using a more powerful decoder during training does not impact inference when transferring the learned representations to new tasks. In particular, we observed that when decoding into multiple outputs (e.g., magnitude and phase), it was mildly beneficial to use two separate decoders with identical architectures, rather than a single decoder with two output channels.
Baselines and benchmarks: We compared our proposed method to the following self-supervised methods previously proposed in the literature: Audio2Vec (in its two variants, CBoW and skip-gram) and TemporalGap [6] , TripletLoss [5] , as well as a regular AutoEncoder. We also considered two additional baselines: an Untrained encoder, based on the model architecture described above, but with randomly initialized weights, and a 128-dimensional random Projection of the spectrogram. In all those cases, for each of the considered downstream tasks, we train a single softmax layer that receives the embeddings as input. Table 2 . Hybrid autoencoders sometimes outperform both their counterparts Moreover, we include two fully-supervised benchmarks in our comparison: a task-specific model, which consists of an encoder with the same architecture described above followed by a single softmax layer, trained end-to-end (Supervised); a multi-head model, which consists of a shared encoder and multiple task-specific softmax heads, trained jointly on all downstream tasks (MultiHead).
Results: First, we evaluate the impact of the weighting strategy applied to phase prediction loss. Table 1 reports the accuracy on all downstream tasks of the proposed self-supervised PhasePredict task. Overall, we observe that the results tend to be relatively stable when varying the weighting strategy. For some tasks, e.g., Speech Commands and Spoken Language Identification, weighting based on the modulus of the spectrogram leads to slightly higher accuracy. For other tasks, e.g., LibriSpeech and NSynthPitch, better results are achieved when applying no weighting at all. In the following, all results refer to the case of weighting based on the modulus of the spectrogram.
Second, we evaluate how to combine the representations learned by the PhasePredict methods with those of a conventional autoencoder. To this end, we explored two additional hybrid models: the first model has two separate decoders producing, respectively, the magnitude and the phase; the second has two separate decoders producing, respectively the real and imaginary parts of the spectrogram. Table 2 summarizes these results, showing that, for some downstream tasks the hybrid solution either improves (e.g., for LibriSpeech, Bird Audio Detection, NSynthInstrument) or matches (MUSAN, TUT Urban Acoustic Scenes 2018, NSynthInstrument), the accuracy attained when either reconstructing the modulus or predicting the phase. Only for Speech Commands is the accuracy slightly worse than that of a regular autoencoder. The last row of Table 2 shows that predicting the real and imaginary part leads to comparable, but slightly worse, performance on all downstream tasks. Therefore, in the following we compare the hybrid autoencoder that outputs the modulus and phase to other self-supervised methods. Table 3 reports the accuracy attained when the embeddings computed according to different self-supervised tasks are transferred to each of the downstream tasks. As can be seen, among all the methods we have considered, it is not possible to find a single selfsupervised method that outperforms all other methods on every task. Generally, the proposed PhasePredict methods achieves a level of accuracy comparable to other methods, performing particularly well on NSynthPitch and less so on Speech Commands. As already investigated in [16] in the context of learning representations for speech-related tasks, different self-supervised tasks might learn dif- ferent, potentially complementary representations, and combining them generally leads to richer representations that better generalize to downstream tasks. This is an interesting research direction which is left to future work. In addition to learning a representation that transfers to downstream tasks, the estimated phase can be used in conjunction with the magnitude of the spectrogram to recover the audio waveform in the time domain. As can be seen in Figure 2 , the proposed method provides a good initialization for the Griffin-Lim algorithm, thus reducing the number of iterations needed to achieve a high-quality reconstruction. A qualitative inspection of the reconstructed waveforms is also available online 1 .
CONCLUSIONS
In this paper we propose a novel audio-specific self-supervised task which is able to learn representations in the absence of labelled data. The proposed task consists of predicting the instantaneous frequency (i.e., the time-difference of the phase) from the modulus of the STFT. Experimental results show that the learned representations perform on a par with other recently proposed self-supervised tasks, especially when combined with a traditional autoencoder approach.
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