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Abstract
We consider Schro¨dinger equation with a non-degenerate metric on
the Euclidean space. We study local in time Strichartz estimates for the
Schro¨dinger equation without loss of derivatives including the endpoint
case. In contrast to the Riemannian metric case, we need the additional
assumptions for the well-posedness of our Schro¨dinger equation and for
proving Strichartz estimates without loss.
1 Introduction
We recall that a solution to the Schro¨dinger equation on the Euclidean space
Rn:
i∂tu+∆u = 0, u|t=0 = u0 ∈ L
2(Rn),(1.1)
satisfies following time in local Strichartz estimates:
‖u‖Lp([−T,T ],Lq(Rn)) ≤ CT ‖u0‖L2(Rn),
2
p
+
n
q
=
n
2
, (p, q, n) 6= (2,∞, 2).
(1.2)
For recent thirty years, Strichartz estimates have been playing a important role
in studying nonlinear Schro¨dinger equations and have been studied for the pur-
pose of interesting in itself. By considering the Sobolev’s embedding theorem,
local in time Strichartz estimates suggests the solution to (1.1) gains the reg-
ularity compared to the initial value. These smoothing effects for Schro¨dinger
equations are related to the dynamical properties of the associated geodesic
(Hamiltonian) flow. Strichartz estimates first appear in [24]. Local in time
Strichartz estimates on Euclidean spaces with non-trapping metrics are studied
in [1], [23] and others. On compact manifolds, it is known that (1.2) holds if
we replace ‖u0‖L2 by ‖u0‖
H
1
p
which is sharp for the standard spheres [4]. On
the other hand, on scattering manifolds with non-trapping geodesic flow (1.2)
holds without loss ([1], [16]) and in recent years even time in global estimates
has been proved ([2], [19]). We also know a little information for smoothing
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effects on the manifolds with the nonempty trapped set. For example, Bourgain
[3] proves ε-loss Strichartz estimates for p = q = 2(n+2)n on the 1, 2 dimensional
tori. Mizutani ([17], [18]) proves the Strichartz estimates for the Schro¨dinger
equations with the potentials which have growth at infinity and the loss de-
pends on the growth rates of the potentials. A recent remarkable result is Burq-
Guillarmou-Hassell’s [5]. They show Strichartz estimates without loss under the
presence of the thin hyperbolic trapped set.
In recent years, non-elliptic Schro¨dinger equations have been attracted atten-
tion. Salort [22] proves Strichartz estimates for Schro¨dinger equations associated
with possibly degenerate metrics on Rn with 1p + ε loss:
‖u‖Lp([−T,T ],Lq(Rn)) ≤ CT ‖u0‖
H
1
p
+ε
(Rn)
,
2
p
+
n+ v
q
=
n+ v
2
, (p, q) 6= (2,∞)
where v is a degenerate index of the metric. Mizutani and Tzvetkov [19] improve
the result with 1p loss These results says the estimates are worse as v increases
and we can take v = 0 for non-degenerate cases. In [19], the same results are
proved on compact manifolds. Wang [25] shows that the loss of 1p for p = 4 is op-
timal on flat two torus by counting the number of the integer points surrounded
by a hyperbola. Compared to Bougain’s result [3], this shows the differences
from Riemannian one’s. Another method for proving Strichartz estimates is
used in [15], where they prove Strichartz estimates without loss under the com-
pactly supported perturbation. Non-degenerate Schro¨dinger equations appears
in older papers ([9], [10] ,[13], [14]). They considere the well-posedness of linear
and non-linear non-degenerate Schro¨dinger equations and the local smoothing
effects. From another aspect, Chihara [6] studies the well-posedness and the
local smoothing effects of the dispersive equations which belong to the more
general classes of the partial differential equations including the non-degenerate
Schro¨dinger equations.
We remark that for proving results in [22] and [19], we need the additional
assumption, that is the energy estimates:
‖eitPu0‖Hs ≤ CT,s‖u0‖Hs + CT,s
∫ t
0
‖(i∂t + P )e
irPu0‖Hsdr, 0 ≤ |t| ≤ T
hold for s ≥ 0. The additional assumption comes from the fact that the
Schro¨dinger operator P and a elliptic operator do not commute in general. The
energy estimates hold under non-trapping assumption on Rn for non-degenerate
cases or under classical energy conservation assumption, which respectively cor-
respond to Assumption B and Assumption C. The energy estimates imply Hs
well-posedness and a stability of a solution to (possibly non-elliptic) linear
Schro¨dinger equaution. In this paper, we prove Strichartz estimates without
loss for non-degenerate cases under the non-trapping conditions and the energy
conservation conditions. More precisely, we prove Strichartz estimates both out-
side a compact set under the Assumption C and in any compact set under the
Assumption B and C. This result is a generalization of the result in [1].
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Main difficulties in our results are the essential self-adjointness of P , the en-
ergy estimates (as explained above), estimates for the classical trajectories, and
non-commutativity between the Paley-Littelewood cut off ϕ(Q) and the propa-
gator eitP . To overcome the difficulty of the non-commutativity, we prove the
commutator is very small (order h) by using Assumption C and Weyl calculus.
By more precise calculating (compared to Riemannian cases [1]), we can patch
the frequency-localized estimates and we can conclude our results.
We only focus on the non-degenerate cases in this paper. We consider the
Strichartz estimates for the solution to
i∂tu+ Pu = 0, u|t=0 = u0 ∈ L
2(Rn)
where P = −∂igij(x)∂j denotes a divergence form operator with g and g(x) =
(gij(x)) is non-degenerate n×nmatrix which has k negative eigenvalues. Through-
out this paper, we use the Einsetin convention and omit the summation. A
orbit (z(t, x, ξ), ζ(t, x, ξ)) denotes the integral curve of Hp with the initial data
(x, ξ) ∈ T ∗Rn where p = gijξiξj and Hp denotes a Hamilton vector field with p.
Assumption A (Long-range condition). There exists 0 < µ < 1 such that for
any α ∈ Zn≥0 there exists Cα > 0 such that,
∑
i,j
|∂αx (g
ij(x)− δkij)| ≤ Cα〈x〉
−µ−α, ∀x ∈ Rn.
Assumption B (Non-trapping condition). For any (x, ξ) ∈ T ∗Rn \ 0,
|z(t, x, ξ)| → ∞, as |t| → ∞
Assumption C (Positive energy conservation). There exists a real valued el-
liptic symbol q ∈ S2 such that {p, q} = 0.
Remark 1.1. We can assume q ≥ C|ξ|2 by adding a constant and qw(x, hD) ≥ 0
by the Fefferman-Phong inequality.
Now, we state our main theorem.
Theorem 1.2. Suppose Assumption A and Assumption C. Let n ≥ 2 and (p, q)
satisfies the admissible conditon:
p ≥ 2, q ≥ 2,
2
p
+
n
q
=
n
2
, (p, q, n) 6= (2,∞, 2).(1.3)
Then, for T > 0 there exist R > 0 and C > 0 such that
‖(1− χ)eitPu0‖Lp([−T,T ],Lq(Rn)) ≤ C‖u0‖L2(Rn)(1.4)
for u0 ∈ L2(Rn) and χ ∈ C∞c (R
n) with χ = 1 on |x| ≤ R. In addition, if we
suppose Assumption B,
‖eitPu0‖Lp([−T,T ],Lq(Rn)) ≤ C‖u0‖L2(Rn)(1.5)
holds for u0 ∈ L2(Rn).
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2 Preliminary
We first recall the pseudo-differential operators. For any symbol a ∈ C∞(R2n),
we define the pseudo-differential operator:
a(x,D)u(x) = (2pi)−n
∫
ei(x−y)·ξa(x, ξ)u(y) dy dξ,
and the Weyl pseudo-differential operator:
aw(x,D)u(x) = (2pi)−n
∫
ei(x−y)·ξa((x + y)/2, ξ)u(y) dy dξ.
We also define symbol classes Sm, S
l and Sl,m by
Sl := {a ∈ C
∞(R2n) | ∀α, β ∃Cαβ s.t. |∂
α
x ∂
β
ξ a(x, ξ)| ≤ Cαβ〈x〉
l−|α|},
Sm := {a ∈ C∞(R2n) | ∀α, β ∃Cαβ s.t. |∂
α
x ∂
β
ξ a(x, ξ)| ≤ Cαβ〈ξ〉
m−|α|}
Sl,m := {a ∈ C∞(R2n) | ∀α, β ∃Cαβ s.t. |∂
α
x ∂
β
ξ a(x, ξ)| ≤ Cαβ〈x〉
l−|α|〈ξ〉m−|β|},
and Ψl,Ψ
m,Ψl,m denote sets of the quantizations of Sl, S
m, Sl,m. Also, Ψl,h,
Ψmh ,Ψ
l,m
h denote sets of the h-quantizations respectively.
Lemma 2.1 (Weyl full symbol of P ).
pw(x,D) = P −
∑
i,j
1
4
∂i∂jg
ij(x)
Proof. The proof is a easy computation.
Lemma 2.2. Let a ∈ S2 be a real-valued elliptic symbol. Then, aw(x, hD) is
essentially self-adjoint on C∞c (R
n) and a domain of a self-adjoint extension of
aw(x, hD) is H2(Rn) for 0 < h ≤ 1.
Proof. It suffices for the essential self-adjointness to prove that (aw(x, hD) ±
i)u = 0 in a distribution sense implies u = 0 for u ∈ L2(Rn). By the elliptic
regularity, we know u ∈ H2(Rn). Set B = 〈D〉−1aw(x, hD)〈D〉−1 ∈ Ψ0 and
v = 〈D〉u ∈ H1(Rn), then we have Bv ± i〈D〉−2v = 0. Notice that B is the
bounded self-adjoint operator on L2(Rn). Then, 0 = Im (Bv ± i〈D〉−2v, v) =
±(〈D〉−1v, 〈D〉−1v) = 0. This implies u = 〈D〉−1v = 0. To prove that the
domain of a self-adjoint extension of aw(x, hD) is H2(Rn), we recall this domain
is {u ∈ L2(Rn) | aw(x, hD)u ∈ L2(Rn)} by a general argument in functional
analysis. However, this set is exactly H2(Rn).
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Thus, {qw(x, hD)}0<h≤1 extends to a family of self-adjoint operators with
the common domainsH2(Rn). qw(x, hD) also denotes the self-adjoint extension.
Corollary 2.3 (Essential self-adjointness of P ). Under Assumption A and As-
sumption C, P is essentially self-adjoint on C∞c (R
n)
Proof. As mentioned above, we may assume qw(x,D) ≥ 1 by the Fefferman-
Phong inequality. By the Nelson’s commutator theorem ([20]) and P ∈ Ψ2,
it suffices to show that there exists C > 0 such that (u, [P, qw(x,D)]u) ≤
C(u, qw(x,D)u) for u ∈ C∞c (R
n). Since {p, q} = 0 we know [P, qw(x,D)] ∈ Ψ2.
This completes the proof.
Finally, we state the local smoothing effects. By using non-trapping assump-
tion and constructing an escape function, we can show the following lemma. For
the details, see [6].
Lemma 2.4 (Local smoothing effects [6]). Suppose Assumption A and Assump-
tion B. For any T > 0 and χ ∈ C∞c (R
n) there exists C > 0 such that
‖χeitPu0‖
L2([−T,T ],H
1
2 (Rn))
≤ C‖u0‖L2(Rn)
for u0 ∈ L2(Rn).
3 Functional calculus
Set Q(h) = qw(x, hD).
Theorem 3.1. For every ϕ ∈ C∞c (R), ϕ(Q(h)) is a Weyl h-pseudodifferential
operator of order 0 (with respect to h-variable). More precisely, ϕ(Q(h)) ∈
Ψ0,0h ∩Ψ
0,−∞. Moreover, ϕ(Q(h)) has a following asymptotic expansion:
ϕ(Q(h)) ≡
∞∑
j=0
hjqwj (x, hD) modulo h
∞Ψ0,−∞h
where qj ∈ S0,−∞ and supp qj ⊂ supp ϕ◦q. Furthermore, we can take q0(x, ξ) =
ϕ(p(x, ξ)) and q1 = 0.
Proof. See [8]. The fact that q1 = 0 is due to Weyl calculus.
Corollary 3.2. For any N ≥ 1, 1 ≤ q ≤ r ≤ ∞, there exists CNqr > 0 such
that for any 0 < h ≤ 1,
‖ϕ(Q(h))−
N∑
j=0
hjqwj (x, hD)‖Lq→Lr ≤ CNqrh
N+1+d( 1r−
1
q ),(3.1)
and for any s ≥ 0 there exist Cs > 0 such that for N > 2s−1 and 0 < h ≤ 1
5
‖ϕ(Q(h))−
N∑
j=0
hjqwj (x, hD)‖H−s→Hs ≤ Csh
N+1−2s.(3.2)
Remark 3.3. In [1] and [4], this corollary is proved by a direct calculation.
However, we use the fact that ϕ(Q(h)) is exactly a pseudodifferential operator
and we can get the optimal estimates in remainder terms. Remark that this
improvements are not needed in our paper and never new result.
Corollary 3.4. Let T > 0 and ϕ ∈ C∞c (R) be a Liittlewood-Paley partition
of unity, that is 1 =
∑∞
j=−∞ ϕ(
r
2j ). Then for any p ∈ [0,∞], q ∈ [2,∞) there
exists C > 0 such that
‖u‖Lp([−T,T ],Lq(Rn))
≤ C‖u‖L∞([−T,T ],L2(Rn)) + C(
∞∑
j=0
‖ϕ(Q(
1
2j
))u‖2Lp([−T,T ],Lq(Rn)))
1
2
for any u ∈ S′(R× Rn) if the right side is finite.
Proof. See [4].
Lemma 3.5 (Energy estimates). Let T > 0 and s ∈ R. Then there exists C > 0
such that
‖eitP ‖Hs→Hs ≤ Ce
T
for 0 ≤ |t| ≤ T .
Proof. We may assume s ∈ R≥0 by the duality argument.
Set v(t) = (I + qw(x,D))s/2(I + εqw(x,D))−s/2−1eitPu0, u0 ∈ Hs. Then,
v(t) satisfies
i∂tv(t) + Pv(t) =[(I + q
w(x,D))s/2(I + εqw(x,D))−s/2−1, P ]
× (I + εqw(x,D))s/2+1(I + qw(x,D))−s/2v(t).
By the symbol calculus, a principal symbol of
Aε =[(I + q
w(x,D))s/2(I + εqw(x,D))−s/2−1, P ]
× (I + εqw(x,D))s/2+1(I + qw(x,D))−s/2
is given by
1
i
{(1 + q(x, ξ))s/2(1 + εq(x, ξ)−s/2−1), p}(1 + εq(x, ξ))s/2+1(1 + q(x, ξ))−s/2,
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and this symbol belongs to a symbol class S0,−∞ because {q, p} ∈ S0,−∞. More-
over, Aε is bounded in ε in Ψ
0,−∞. By the Calderon-Vaillancourt theorem,
‖Aε‖L2→L2 is bounded in ε. Notice vε(t) ∈ H
2 ⊂ D(P ), then we have
d
dt
‖v(t)|‖2L2 =(
1
i
(Aε − P )vε, vε)L2(t) + (vε,
1
i
(Aε − P )vε)L2(t)
≤C‖vε‖
2
L2
where C > 0 is independent of ε > 0 and t. By the Gronwall inequality,
‖vε(t)‖L2 ≤ e
C|t|‖vε(0)‖L2
holds. Then, taking ε→ 0 we conclude
‖(I + qw(x,D))s/2eitPu0‖L2 ≤ e
C|t|‖(I + qw(x,D))s/2u0‖L2 .
Lemma 3.6. For any T > 0 and s,m ∈ R, there exists C > 0 such that
‖[ϕ(Q), P ]‖Hs+m→Hs ≤ Ch
m+1,(3.3)
‖[eitP , ϕ(Q)]‖Hs+m→Hs ≤ Ch
m+1(3.4)
for 0 < h ≤ 1 and 0 ≤ |t| ≤ T .
Proof. First, we calculate h2P = pw(x, hD) + h21/4
∑n
i,j=1 ∂i∂jg
ij(x). Since
[ϕ(Q), pw(x, hD)] = [
N∑
j=0
hjqwj (x, hD), p
w(x, hD)] + hN+1Ψ0,−∞h ,
for each N ∈ N≥0, we get
[qw0 (x, hD), p
w(x, hD)] =
h
i
{q0, p}
w(x, hD) + h3Ψ0,−∞ ∈ h3Ψ0,−∞h ,
[qw1 (x, hD), p
w(x, hD)] = 0, since q1 = 0,
[
N∑
j=2
hjqwj (x, hD), p
w(x, hD)] ∈ h3Ψ0,−∞h .
Take N > 0 large enough, we get (3.3). By the Duhamel’s formula,
[eitP , ϕ(Q)] = i
∫ t
0
eisP [P, ϕ(Q)]ei(t−s)P ds
holds. Then, (3.4) can be proved by the first inequality and the energy estimates.
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4 The Isozaki-kitada parametrix
In this section, we construct approximation propagators of eitP on the outgoing
and incoming regions by the Isozaki-Kitada method. The method was used for
constructing a wave operator with a long-range Schro¨dinger operator in [11].
The argument is slight modification of the method in [1] and [21]. We note that
unlike elliptic cases, the arguments below success only when the angles between
positions and momentums is a bit small. However, these are nothing to do for
our estimates. As a application, we obtain the Strichatz estimates outside a
compact set.
Let us explain some notations. For J ⋐ (0,∞) an open interval, small
enough 0 < σ < 1, large enough R > 0, we consider the outgoing and incoming
regions:
Γ±(R, J, σ) := {(x, ξ) ∈ R2n||x| > R, |ξ|2 ∈ J,±
g0(x, ξ)
|x||ξ|
> −σ},
where we set g0(ξ, ξ) = ξ
2
1 + ...+ ξ
2
n−k − ξ
2
n−k+1 − ...− ξ
2
n. Moreover, Ik denotes
a n× n diagonal matrix defined by x · Iky = g0(x, y) for x, y ∈ Rn.
4.1 Eikonal equations
Theorem 4.1. For any open interval J ⋐ R, there exist a constant R > 0,
0 < σ0 < 1 for 0 < σ < σ0 there exists a family of real valued functions
S± ∈ C∞(Γ±(R, J, σ)) such that
gx(∂xS±(x, ξ), ∂xS±(x, ξ)) = g0(ξ, ξ), (x, ξ) ∈ Γ
±(R, J, σ),(4.1)
and
|∂αx ∂
β
ξ (S±(x, ξ)− x · ξ)| ≤ Cαβ〈x〉
1−µ.(4.2)
Moreover, there exist a constant R′ > 0 and a family of real-valued functions
{S±,R}R≥R′ ⊂ C∞(R2n) such that
gx(∂xS±,R(x, ξ), ∂xS±,R(x, ξ)) = g0(ξ, ξ), (x, ξ) ∈ Γ
±(R, J, σ)(4.3)
and there exists Cαβ > 0 such that for any R ≥ 2R′
|∂αx ∂
β
ξ (S±,R(x, ξ)− x · ξ)| ≤ Cαβ min(〈x〉
1−µ−|α|, R1−µ−|α|).(4.4)
Proof. First, we will establish some estimates about the classical trajectories.
Lemma 4.2. There exists C > 0 such that
C−1|ξ|2 ≤ |ζ(t, x, ξ)|2 ≤ C|ξ|2
for (x, ξ) ∈ T ∗R \ 0 and t ∈ R.
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Proof. We compute
d
dt
q(z(t, x, ξ), ζ(t, x, ξ)) = {p, q}(z(t, x, ξ), ζ(t, x, ξ)) = 0.
This calculation and the energy conservation law imply the lemma.
Lemma 4.3. There exists 0 < σ0 < 1, for any 0 < σ < σ0 and J ⋐ (0,∞)
interval, ∃R > 0, ∃e0 > 0, and c1 > 0 such that
|z(t, x, ξ)| ≥e0(|x| + |t||ξ|)(4.5)
|ζ(t, x, ξ) − ξ| ≤c1〈x〉
−µ(4.6)
|z(t, x, ξ)− x− 2tIkξ| ≤c1|t|〈x〉
−µ,(4.7)
for ±t ≥ 0 and (x, ξ) ∈ Γ±(R, J, σ).
Proof. Fix R0 > 0, 0 < σ0 < 1 and (x, ξ) ∈ Γ
±(R0, J, σ0). Take 0 < T0 =
T±0 (R0, x, ξ) as the first time when |z(t, x, ξ)| ≤ R0.
d|z(t)|2
dt
= 2z(t)
dz(t)
dt
= 4z(t)g(z(t))ζ(t)
≥ 4g0(z(t), ζ(t)) − CR
−µ
0 |z(t)||ζ(t)|,
d2|z(t)|2
d2t
=8(g(z(t))ζ(t), g(z(t))ζ(t)) + 8zi(t)∂kg
ij(z(t))gkl(z(t))ζl(t)ζj(t)
− 4zi(t)gij(z(t))∂jg
kl(z(t))ζk(t)ζl(t)
≥8|ζ(t)|2(1−O(R−µ0 ))
≥M |ξ|2(1−O(R−µ0 )).
Take a R0 > 0 large such that
d2|z(t)|2
d2t
≥
M
2
|ξ|2
for 0 ≤ ±t ≤ T0. Then we have
|z(t)|2 ≥ |x|2 + 4g0(x, ξ)t +O(R
−µ
0 )|x||ξ|t+
∫ t
0
∫ r
0
d2|z(s)|2
d2s
dsdr
≥ |x|2 ∓ (4σ +O(R−µ0 ))|x||ξ|t +M |ξ|
2t2
≥ e20(|x|+ |tξ|)
2
for t ∈ [0, T0] and (x, ξ) ∈ Γ±(R0, J, σ0), if R0 is large and σ0 is small. Define
R = 2R0/e0. Let (x, ξ) ∈ Γ±(R, J, σ) for 0 < σ < σ0, then we can take
±T0 = ±∞. Indeed, if ±T0 < ±∞ |z(T0)| ≥ 2R0 > R0 implies that there exists
ε > 0 |z(t)| ≥ R0 on |T0| ≤ |t| ≤ |T0|+ ε. This is a contradiction.
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This proves |z(t, x, ξ)| ≥ e0(|x| + |tξ|) for (x, ξ) ∈ Γ±(R, J, σ).
Next, we compute
|ζ(t, x, ξ) − ξ| ≤ C|
∫ t
0
〈z(s)〉−1−µds|
≤ C〈x〉−µ,
and
|z(t)− x− 2tIkξ| = 2|
∫ t
0
g(z(s))ζ(s)ds − tIkξ|
≤ C|t|〈x〉−µ,
for t ≥ 0 and (x, ξ) ∈ Γ±(R, J, σ).
In the following, we fix a 0 < σ < σ0. By using successive approximation
arguments, we have the following estimates.
Lemma 4.4. There exists R1 > 0 such that for any R ≥ R1,
|∂αx ∂
β
ξ (z(t)− x− 2tIkξ)(t, x, ξ)| ≤Cαβ |t|〈x〉
−|α|−µ,
|∂αx ∂
β
ξ (ζ(t, x, ξ) − ξ)| ≤Cαβ〈x〉
−|α|−µ,
for (x, ξ) ∈ Γ±(J, σ,R) and ±t ≥ 0.
Lemma 4.5. There exists ε0 > 0 such that for any 0 < ε ≤ ε0 there exists
R2 > 0 such that
(z(t, x, ξ), ζ(t, x, ξ)) ∈ Γ±(Jε, σ + ε,R2)
where (x, ξ) ∈ Γ±(J, σ, 12R2), ±t ≥ 0, and Jε = J ± ε.
Proof. The proof is same as in [2].
Let us denote K±(ξ, σ) = {θ ∈ Sn−1 | ± g0(θ, ξ) > −σ|ξ|} and Γ±(J, σ) =
{(θ, ξ) ∈ Sn−1 × Rn | |ξ|2 ∈ J,±g0(θ, ξ) > −σ|ξ|} for σ ∈ (−1, 1), ξ ∈ Rn and
J ⋐ (0,∞). We remark for ε > enough small, there exist η±1 , ..., η
±
k±
∈ Rn \ 0
with |η±j |
2 ∈ J for 1 ≤ j ≤ k± and b > 0 such that
Γ±(J, σ) ⊂
k±⋃
j=0
K
±(η±j , σ + ε)×Bb/2(η
±
j )
⊂
k±⋃
j=0
K
±(η±j , σ + ε)×Bb(η
±
j ) ⊂ Γ
±(Jε, σ + 2ε).
In fact, we notice
Γ±(J, σ) ⊂
⋃
ξ∈Rn\0,
b>0
K
±(ξ, σ + ε)×Bb/2(ξ)
and the result follows from the compactness of Γ±(J, σ).
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Lemma 4.6. For small ε > 0 with 0 < σ+2ε < σ0 there exists R3 > 0 such that
for any ±t ≥ 0, j = 1, ..., k± and x ∈ Rn with |x| > R3 and
x
|x| ∈ K
±(η±j , σ+ε),
the mapping ξ 7→ ζ(t, x, ξ) is a diffeomorphism from near Bb(η
±
j ) onto its range
and
Bb/2(η
±
j ) ⊂ {ζ(t, x, ξ) | ξ ∈ Bb(η
±
j )}.
Proof. By Lemma 4.3 and the inverse function theorem, for large R > 0 the
mapping ξ 7→ ζ(t, x, ξ) is a diffeomorphism from a neighborhood of B3b/2(η
±
j )
onto its range for |x| > R. Next, we prove
Bb/2(η
±
j ) ⊂ {ζ(t, x, ξ) | ξ ∈ Bb(η
±
j )}
by a connectivity argument. Set A = A± = {±t ≥ 0 |Bb/2(η
±
j ) ⊂ {ζ(t, x, ξ)|ξ ∈
Bb(η
±
j )}}. Notice that A 6= ∅ since 0 ∈ A. It suffices to prove that A is open
and closed. Take tn ∈ A with tn → t and ζ ∈ Bb/2(η
±
j ). There exist ξ
(n) ∈
Bb(η
±
j ) such that ζ = ζ(tn, x, ξ
(n)). By the Bolzano-Weierstrass Theorem, we
can assume ξ(n) → ξ for some ξ ∈ Bb(η
±
j ). We notice ζ = ζ(t, x, ξ) and
|η − η±j | = b implies |ζ(t, x, η) − η
±
j | ≥
3
4
b
for large R > 0 and |x| > R by Lemma 4.3. Thus, we conclude |ξ− η±j | < b and
the closedness of A. Next, we prove the openness of A. Let t ∈ A. There
exists h0 > 0 such that for 0 ≤ h < h0, Bb/2(η
±
j ) ∩ {ζ(t ± h, x, ξ) | ξ ∈
∂Bb(η
±
j )} = ∅ holds. For s ∈ (t − h0, t + h0), we can take a continuous
function ft : R
n → R which is continuous in t and satisfies fs(ζ) = 0 on
{ζ(s, x, ξ) | ξ ∈ ∂Bb(η
±
j )}, fs(ζ) > 0 in {ζ(s, x, ξ)|ξ ∈ Bb(η
±
j )} and fs(ζ) < 0 in
Rn\{ζ(s, x, ξ) | ξ ∈ Bb(η
±
j )}. In fact, we may define fs(ζ) = −(|ξ(s, x, ζ)−ξj |−b)
near {ζ(s, x, ξ) | ξ ∈ ∂Bb(η
±
j )}. Notice that ft(ζ) > 0 for ζ ∈ Bb/2(η
±
j ) and
fs(ζ) 6= 0 on (s, ζ) ∈ (t − h0, t + h0) × Bb/2(η
±
j ). Thus we have fs(ζ) > 0 for
(s, ζ) ∈ (t − h0, t + h0) × Bb/2(η
±
j ) which implies Bb/2(η
±
j ) ⊂ {ζ(s, x, ξ) | ξ ∈
Bb(η
±
j )} for s ∈ (t− h0, t+ h0) and A is open.
We denote a restriction to (x/|x|, ζ) ∈ K±(η±j , σ+ ε)×Bb(ξj) of the inverse
mapping ξ 7→ ζ(t, x, ξ) by ξ±j (t, x, ζ). By the usual Hamilton-Jacobi theory, the
solution to a following equation:
∂tϕ(t, x, ζ) − p(x, ∂xϕ(t, x, ζ)) = 0(4.8)
is given by
ϕ±j (t, x, ζ) = x · ζ +
∫ t
0
p(x, ξ±j (s, x, ζ))ds
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for (x/|x|, ζ) ∈ K±(η±j , σ + ε) × Bb(η
±
j ). By the uniqueness of the solution to
(4.8), we can patch the local solutions ϕ±j (t, x, ζ) and get a solution to (4.8)
for (x, ζ) ∈ Γ±(J, σ,R). This solution is denoted by ϕ±(t, x, ζ) ∈ C∞(R ×
Γ±(J, σ,R)).
Now, we construct a phase functions S±(x, ζ). Define
F (t, x, ζ) = ϕ±(t, x, ζ) − ϕ±(t, 2RIkζ, ζ)
for (x, ζ) ∈ Γ±(J, σ,R). We recall that g0 is the matrix which (i, j) coefficient’s
is δkij . Let us denote y(t, x, ζ) = z(t, x, ξ
j,±(t, x, ζ)) for (x/|x|, ζ) ∈ K±(η±j , σ +
ε)×Bb(η
±
j ) where we omit the notation j,±. We calculate
∂tF (t, x, ζ) =p(y(t, x, ζ), ζ) − p(y(t, 2RIkζ, ζ), ζ)
=(y(t, x, ζ)− y(t, 2RIkζ, ζ))
×
∫ 1
0
(∂xp)(uy(t, x, ζ) + (1− u)y(t, 2RIkζ, ζ)), ζ)du
where we use the conservation law p(y(t, x, ζ), ζ) = p(x, ξ±j (t, x, ζ)). Here we
need the following refined estimates for modified classical trajectories.
Lemma 4.7. There exists R > 0 such that for 1 ≤ j ≤ k±, (x/|x|, ξ) ∈
K
±(η±j , σ + ε)×Bb/2(η
±
j ), |x| > R, and 0 ≤ ±s ≤ ±t, we have
ζ(s, x, ξ(t, x, ζ)) − ζ =O(〈|s| + |x|〉−µ)
z(s, x, ξ(t, x, ζ)) − x− 2tIkζ =O(〈|s| + |x|〉
1−µ)
∂αx ∂
β
ξ (ζ(s, x, ξ(t, x, ζ)) − ξ) =O(〈|s| + |x|〉
−µ−1−|α|)
∂αx ∂
β
ξ (z(s, x, ξ(t, x, ζ)) − x− 2tIkζ) =O(〈|s| + |x|〉
1−µ−|α|)
where we omit j,±.
Proof. The proof is similar to in Lemma 4.3 and 4.4.
By Lemma 4.7, we have
|∂αx ∂
β
ζ (y(t, x, ζ) − y(t, 2RIkζ, ζ))|
= |∂αx ∂
β
ξ
∫ 1
0
(x− 2RIkζ) · (∂xy)(t, ux+ (1 − u)2RIkζ, ζ)du|
≤ Cαβ〈x〉
1−|α|
and
|uy(t, x, ζ) + (1− u)y(t, 2RIkζ, ζ)|
≥|2tIkζ + ux+ (1− u)RIkζ| −O(u(|t|+ |x|)
1−µ)
−O((1 − u)(|t|+ 2R|ζ|)1−µ)
≥C(1 + u|x|+ |t|)
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uniformly in ±t ≥ 0 and (x/|x|, ζ) ∈ K±(η±j , σ + ε)×Bb(η
±
j ).
Notice that
∂t∂
α
x ∂
β
ζ F (t, x, ζ) =
∑
α1+α2=α
β1+β2=β
Cα1,β1∂
α1
x ∂ζ
β1((y(t, x, ζ) − y(t, 2RIkζ, ζ)))
·
∫ 1
0
∂α2x ∂ζ
β2((∂xp)(uy(t, x, ζ) + (1− u)y(t, 2RIkζ, ζ)), ζ))du
Using this calculation and Lemma 4.7, we get
∂t∂
α
x ∂
β
ξ F (t, x, ζ) = O(|t|
−1−µ)
uniformly in any compact subset in (|x|, x/|x|, ζ) ∈ (R,∞) ×K±(η±j , σ + ε) ×
Bb(η
±
j ). This implies
S±(x, ζ) = x · ζ +
∫ ∞
0
∂tF (t, x, ζ)dt
exists and S is smooth in (x, ζ) ∈ Γ±(J, σ,R). We notice
lim
t→±∞
|∂ζϕ
±(t, x, ζ)| =∞,(4.9)
∂xS±(x, ζ) = lim
t→±∞
∂xϕ
±(t, x, ζ)(4.10)
hold for (x, ζ) ∈ Γ±(J, σ,R). These relations and the energy conservation law
imply
p(x, ∂xS±(x, ζ)) = g0(ζ, ζ)(4.11)
for (x, ζ) ∈ Γ±(J, σ,R). This proves (4.1). Next, we prove (4.2). For |α| = |β| =
0, we comupute
|
∫ 1
0
∫ ±
0
∂t∂
α
x ∂
β
ζ F (t, x, ζ)dtdu| ≤C〈x〉
1−|α||
∫ 1
0
∫ ±∞
0
(1 + u|x|+ |t|)−1−µdtdu|
≤C〈x〉1−µ−|α|
and we get |∂αx ∂
β
ζ (S±(x, ζ)− x · ξ)| ≤ C〈x〉
1−µ−|α| for (x, ξ) ∈ Γ±(J, σ,R).
For the proof of (4.3) and (4.4), we refer to [1].
Proposition 4.8 (Approximate propagators). Let us consider J ⋐ J1 ⋐ J2 ⋐
(0,∞) and small numbers 0 ≤ σ < σ1 < σ2 < 1. Then, there exists R0 > 1
such that for any N ∈ N>0, k ∈ N≥0, R ≥ R0 and χ± ∈ S−k,−∞ supported in
Γ±(R, J, σ) we can take a±j ∈ S
−j,−∞, 0 ≤ j ≤ N supported in Γ±(R1/3, J2, σ2),
b±j ∈ S
−j−k,−∞, 0 ≤ j ≤ N supported in Γ±(R1/2, J1, σ1) and a operator
R±N (t, h) such that for 0 < h ≤ 1, ±t ≥ 0,
e−i
t
hh
2Pχ± = JS
±,R1/4
(
N∑
j=0
hja±j )e
−i thh
2P0JS
±,R1/4
(
N∑
j=0
hjb±j )
∗ + hN+1RN (t, h)
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where
JS
±,R1/4
(q)u(x) :=
1
(2pih)n
∫
e
i
hS±,R1/4(x,ξ)q(x, ξ)uˆ(ξ)dξ.
Moreover, for any s ≥ 0, there exists CN,s > 0 such that for 0 < h ≤ 1 and
0 ≤ ±t ≤ 1/h,
‖RN(t, h)‖H−s→Hs ≤ CN,sh
N−2s−2
holds.
Proof. The construction of approximate propagators is same as in [1]. For the
estimates of the remainder terms, we employ the energy estimates Lemma 3.5.
4.2 Localized in frequency Strichartz estimates outside a
compact set
Theorem 4.9. Let ϕ ∈ C∞c (R \ 0). Then there exists R > 0 such that for
χ ∈ C∞c (R
n \ 0) with χ = 1 on |x| < R and for any admissible pair (p.q), there
exists C > 0 such that
‖ϕ(Q)(1 − χ)eitPu0‖Lp([−T,T ],Lq) ≤ C‖u0‖L2
for 0 < h ≤ 1 and u0 ∈ L2(Rn). Moreover,
‖
∫ t
0
ϕ(Q)(1 − χ)ei(t−s)P (1− χ)ϕ(Q)f(s)ds‖LpLq ≤ C‖f‖
L
p′
p′−1 L
q′
q′−1
holds for admissible pair (p′, q′) with (p, p′) 6= (2, 2).
Proof. For any N ∈ N, we can write
ϕ(Q)(1 − χ) =
N∑
k=0
hkχk(x, hD)
∗ + hN+1R˜N (h)
where χ ∈ C∞(R2n) with supp χk ⊂ {(x, ξ) ∈ R2n||x| ≥ R, |ξ|2 ∈ J} and
R˜N ∈ Ψ0,−∞. Take 0 < σ < 1 satisfying Theorem 4.1 and ρ+, ρ− ∈ C∞(R)
with ρ++ρ = 1, ρ+(s) = 0 on s ≤ −σ and ρ−(s) = 0 on s ≥ σ. Set χk,+(x, ξ) =
χk(x, ξ)ρ+(g0(x, ξ)) and χk,−(x, ξ) = χk(x, ξ)ρ−(g0(x, ξ)).
Notice that
‖hN+1R˜N (h)e
itPu0‖Lp([0,1],Lq) ≤ C‖u0‖L2
by the Sobolev embedding. By the Keel-Tao theorem ([12]), it suffices to show
that
‖χ±k (x, hD)
∗ei
t−s
h h
2Pχ±k (x, hD)‖L∞ ≤
C
(h|t− s|)n/2
‖f‖L1,
for −T/h ≤ t, s ≤ T/h. Notice that
(χ±k (x, hD)
∗ei
t−s
h h
2Pχ±k (x, hD))
∗ = χ±k (x, hD)
∗ei
s−t
h h
2Pχ±k (x, hD)
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and χ±k (x, hD)
∗ is L∞ bounded uniformly in h, then it suffices to prove
|K±(t− s, x, y, h)| ≤
C
(h|t− s|)n/2
for 0 < h ≤ 1, x, y ∈ Rn and −T/h ≤ s < t ≤ T/h where K±(t, x, y, h) denotes
the distribution kernel for eithPχ±k (x, hD).
Lemma 4.10. There exist R > 0 and C > 0, such that
|K±(t, x, y, h)| ≤
C
(±th)n/2
for 0 < h ≤ 1, 0 ≤ ±t ≤ T/h and x, y ∈ Rn.
Proof. Take a± and b± as Proposition 4.8 for χ
±
k . Then, it suffice to prove that
1
(2pih)n
|
∫
e
i
hΦ±(t,x,y,ξ,R)a±(x, ξ)b±(y, ξ)dξ| ≤
C
(±th)n/2
where Φ±(t, x, y, ξ, R) = S±(x, ξ) − S±(y, ξ) − tg0(ξ, ξ). If ±t ≤ h, then the
claim is trivial. Thus, we may assume ±t ≥ h. By the theorem 3.1,
Φ±(t, x, y, ξ, R)
t
=
S±(x, ξ) − S±(y, ξ)
t
− g0(ξ, ξ)
=
∫ 1
0
(x − y) · ∇xS±(y + r(x − y), ξ)
dr
t
− g0(ξ, ξ)
=
x− y
t
− g0(ξ, ξ) +O(R
−µ)
x− y
t
.
There exist R0 > 0 and C0 > 0 such that if R ≥ R0 and |
x−y
t | ≥ C0, we have
|
∇ξΦ±(t, x, y, ξ, R)
t
| ≥C|
x− y
t
|
|
∂αξ Φ±(t, x, y, h,R)
t
| ≤C|
x− y
t
|, |α| ≥ 1(4.12)
for |ξ|2 ∈ J . Then, non-stationary methods can be applied.
Thus, we can suppose |(x − y)/t| ≤ C0 and ±t ≥ h. In this case, we can
write
∇2ξΦ±(t, x, y, ξ, R)
t
= −2Ik +O(R
−µ).
Since (4.12) and |(x− y)/t| ≤ C0, we can apply the stationary method and get
the desired result.
For inhomogeneous case with (p, p′) 6= (2, 2), we need the Christ Kiselev
lemma.
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Lemma 4.11 (Christ Kislev lemma). Let T > 0, X1, X2 be Banach spaces and
1 ≤ p < q ≤ ∞. Suppose K(t, s) ∈ L1loc(R
2, B(X1, X2)) satisfies
‖A‖Lp([−T,T ],X1)→Lq([−T,T ],X2) <∞
where Af(t) =
∫ T
0
K(t, s)f(s)ds. Then, A˜f(t) =
∫ t
0
K(t, s)f(s)ds satisfies
‖A˜‖Lp([−T,T ],X1)→Lq([−T,T ],X2) <∞.
We refer to [7] for a proof of this lemma.
Set v(t) =
∫ T
−T
ϕ(Q)(1 − χ)ei(t−s)P (1 − χ)ϕ(Q)f(s)ds. Then, by the first
result,
‖v‖LpLq . ‖
∫ T
−T
e−isP (1− χ)ϕ(Q)f(s)ds‖L2
holds. By the dual of the first result, we conclude
‖
∫ T
−T
e−isP (1− χ)ϕ(Q)f(s)ds‖L2 . ‖f‖
L
p′
p′−1 L
q′
q′−1
.
As a result of applying Lemma 4.11 with p 6= p
′
p′−1 , we conclude the second
result.
4.3 Full Strichartz estimates outside a compact set
Theorem 4.12. There exists R > 0 such that for any T > 0, admissible pair
(p, q), and χ ∈ C∞c (R
n) with χ = 1 on |x| < R, there exists C > 0 such that
‖(1− χ)eitPu0‖Lp([−T,T ],Lq(Rn)) ≤ C‖u0‖L2(Rn)
for u0 ∈ L
2(Rn).
Proof. By Corollary 3.4 ,
‖(1− χ)eitPu0‖LpLq . ‖u0‖L2 + (
∑
h:dyadic
‖ϕ(Q)(1 − χ)eitPu0‖LpLq )
holds. Then, it suffices to estimates ‖ϕ(Q)(1 − χ)eitPu0‖LpLq . Take ψ ∈
C∞c (R
n) with ψ = 1 on supp ϕ and set v(t) = (1 − χ)ψ(Q)eitPu0. We note
v(t) satisfies
v(t) = (1− χ)eitPψ(Q)u0 − i(1− χ)
∫ t
0
ei(t−s)P [P, ψ(Q)]eisP u0ds.
By Theorem 4.9, we compute
‖ϕ(Q)(1 − χ)
∫ T
0
ei(t−s)P [P, ψ(Q)]eisP u0ds‖LpLq
.
∫ T
0
‖e−isP [P, ψ(Q)]eisP u0‖L2ds
= ‖e−isP [P, ψ(Q)]eisP u0‖L1L2 .
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By this computation and the Christ-Kislev lemma (remark that p ≥ 2 > 1), we
have
‖ϕ(Q)v‖LpLq . ‖ψ(Q)u0‖L2 + ‖e
−isP [P, ψ(Q)]eisP u0‖L1L2
. ‖ψ(Q)u0‖L2 + h‖u0‖L2
Now we notice
ϕ(Q)(1− χ)eitPu0 = ϕ(Q)v(t) +O(h
∞)eitPu0,
and we conclude
‖ϕ(Q)(1− χ)eitPu0‖LpLq . ‖ψ(Q)u0‖L2 + h‖u0‖L2 .
5 Estimates for relatively compact region
In this section, we prove the Strrichartz estimates on any compact set by using
the local smoothing effects. Due to the non-commutativity between ϕ(Q) and
eitP , we need more delicate calculations than the elliptic cases. By the time
reversibility, we may prove the Strichartz estimates when we replace the time
interval [−T, T ] with [0, 1].
Proposition 5.1. Let a(x, ξ, h) ∈ S0 with a decomposition a0 + a1, where
a0(x, ξ, h) ∈ S
0 with
supp a0(·, ·, h) ⊂ R
n ×BR(0)
for some h-independent constant R > 0 and a1(x, ξ, h) ∈ hmS−l for some
m, l > n/2. Then, there exist α > 0 for any N ∈ N, there exist operators
JN (t, h), RN (t, h) and a constant CN > 0 for any h ∈ (0, 1], we can write
eithPa(x, hD, h) = JN (t, h) +RN,1(t, h) +R2(t, h) for t ∈ [−α, α] and
‖JN (t, h)‖L1(Rn)→L∞(Rn) ≤
CN
(|t|h)
n
2
,
‖RN,1(t, h)‖L2(Rn)→L2(Rn) ≤CNh
N+1
‖b(x, hD, h)R2(t, h)‖L1(Rn)→L∞(Rn) ≤CNh
m−n
for b ∈ Sl with l < −n.
Proof. Set R2(t, h) = e
ithP a1(x, hD). By virtue of the L
2 → L∞ estimates for
pseudodifferential operators and the self-adjointness of P , we have
‖b(x, hD)R2(t, h)‖L1(Rn)→L∞(Rn) ≤ Ch
−n
2 ‖R2(t, h)‖L1(Rn)→L2(Rn)
≤ Chm−n.
Therefore, it is enough to find JN and RN as this statement of the proposition
satisfying
eithPa0(x, hD, h) = JN (t, h) +RN (t, h).
The proof is the standard WKB approximation argument and given in [22].
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Corollary 5.2. Let ϕ, ψ ∈ C∞c (R) with ψ = 1 on supp ϕ. Then, there exist
α > 0 and C > 0 such that for every J ⊂ R with |J | ≤ αh and h ∈ (0, 1],
admissible pair (p, q), if u saitsfies
i∂tu+ Pu = 0, u|t=0 = u0, u0 ∈ L
2(Rn)
then
‖ψ(Q)u‖Lp(J,Lq(Rn)) ≤ C‖u0‖L2(Rn).
Moreover, if u satisfies
i∂tu+ Pu = ϕ(Q)f, u|t=0 = 0
then
‖ψ(Q)u‖Lp(J,Lq(Rn)) ≤ C‖ϕ(Q)f‖Lp1(J,Lq1 (Rn))
holds.
Proof. We can write ϕ(Q) = a(x, hD, h), then a satisfies the condition for
Proposition 5.1. Applying the Keel-Tao theorem, we get the desired estimates.
Proposition 5.3. Let ϕ, ψ ∈ C∞c (R) and χ ∈ C
∞
c (R
n). Then for any N ∈ N≥0
there exists C > 0 such that v = ϕ(Q)χeitPu0 satisfies
‖v‖Lp([0,1],Lq(Rn)) ≤C‖v‖L∞([0,1],L2(Rn)) + Ch
− 1
2 ‖v‖L2([0,1],L2(Rn))
+ Ch
1
2 ‖[P, ϕ(Q)]χeitPu0 + ϕ(Q)[P, χ]e
itPu0‖L2([0,1],L2(Rn))
+ hN‖u0‖L2
for h ∈ (0, 1], u0 ∈ L
2(Rn).
Proof. v satisfies
i∂tv + Pv = [P, ϕ(Q)]χe
itP u0 + ϕ(Q)[P, χ]e
itP u0, v|t=0 = ϕ(Q)χu0.
We can decompose
[0, 1] ⊂ ∪kj=0Jj
where Jj = [jαh, (j + 1)αh] and k .
1
h . By Corollary 5.2,
‖v‖Lp(J0,Lq) =‖ψ(Q)v‖LpLq
.‖v‖L∞(J0,L2(Rn)) + h
N‖u0‖L2
+ h
1
2 ‖[P, ϕ(Q)]χeitPu0 + ϕ(Q)[P, χ]e
itP u0‖L2(J0,L2(Rn))
‖v‖Lp(Jk,Lq(Rn)) .‖v‖L∞(Jk,L2(Rn)) + h
N‖u0‖L2
+ h
1
2 ‖[P, ϕ(Q)]χeitPu0 + ϕ(Q)[P, χ]e
itP u0‖L2(Jk,L2(Rn)).
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Take η ∈ C∞c (R) such that η = 1 on [−
1
2 ,
1
2 ], η = 0 outside [−
3
4 ,
3
4 ]. Set
ηj(t) = η(
t−(j+ 1
2
)
αh ) for j = 1, ...k − 1,
w(t) = v(t)− i
∫ t
0
ei(t−s)P (1− ψ(Q))[P, ϕ(Q)]χeisP u0ds,
vj(t) = ηj(t)v(t) and wj(t) = ηj(t)w(t). Then, vj − wj solves
i∂t(vj − wj) + P (vj − wj)
= iη′j(t)(v − w) + ηj(t)ψ(Q)([P, ϕ(Q)]χe
itP u0 + ϕ(Q)[P, χ]e
itP u0),
vj(0)− wj(0) = 0.
Set J ′j = Jj + [−
αh
2 ,
αh
2 ], then we have
‖ψ(Q)(v − w)‖Lp(Jj ,Lq(Rn))
≤‖ψ(Q)(vj − wj)‖Lp(J′j ,Lq(Rn))
.
1
h
‖ψ(Q)
∫ t
0
ei(t−s)P η′(
s− (j + 12 )
αh
)(v − w)ds‖Lp(J′j ,Lq(Rn))
+ ‖[P, ϕ(Q)]χeitP u0 + ϕ(Q)[P, χ]e
itP u0‖L1(J′j,L2(Rn))
≤
1
h
‖v‖L1(J′j ,L2(Rn)) + h
N‖u0‖L2
+ ‖[P, ϕ(Q)]χeitP u0 + ϕ(Q)[P, χ]e
itP u0‖L1(J′j,L2(Rn))
≤
1
h1/2
‖v‖L2(J′j ,L2(Rn)) + h
N‖u0‖L2
+ h1/2‖[P, ϕ(Q)]χeitPu0 + ϕ(Q)[P, χ]e
itP u0)‖L2(J′j ,L2(Rn),
where we use Christ-Kislev lemma as in the proof of Theorem 4.12. By using
‖w‖Lp(J′j,Lq(Rn)) . ‖v‖Lp(J′j,Lq(Rn)) +O(h
∞)‖u0‖L2 , we have
‖v‖Lp(Jj ,Lq(Rn)) .
1
h1/2
‖v‖L2(J′j,L2(Rn)) + h
N‖u0‖L2
+ h1/2‖[P, ϕ(Q)]χeitPu0 + ϕ(Q)[P, χ]e
itP u0‖L2(J′j ,L2(Rn)).
19
Consequently, we get
‖v‖pLp(Jj ,Lq) .‖v‖
p
L∞(J′j ,L
2) +
k∑
j=0
1
hp/2
‖v‖pL2(J′j ,L2(Rn))
+ hpN−1‖u0‖
p
L2
+
k∑
j=0
hp/2‖[P, ϕ(Q)]χeitP u0 + ϕ(Q)[P, χ]e
itPu0‖
p
L2(J′j,L
2)
.‖v‖pL∞(J′j ,(L2)
+
1
hp/2
(
k∑
j=0
‖v‖2L2(J′j,L2))
p/2 + hpN−1‖u0‖
p
L2
+ hp/2(
k∑
j=0
‖[P, ϕ(Q)]χeitPu0 + ϕ(Q)[P, χ]e
itP u0‖
2
L2(J′j ,L
2))
p/2.
Remark 5.4. Since [ϕ(Q), P ] 6= 0, we cannot use the method Proposition 5.4 in
[1] directly. So we modified their argument by using the estimate [ϕ(Q), P ] =
O(h) and the energy estimates.
Theorem 5.5. Under Assumption A,B and C, for any χ ∈ C∞c (R
n) there exists
C > 0 such that
‖χeitPu0‖Lp([0,1],Lq(Rn)) ≤ ‖u0‖L2(Rn)
for u0 ∈ L
2(Rn).
Proof. Due to the last proposition,
‖v‖Lp([0,1],Lp(Rn)) .‖v‖L∞([0,1],L2(Rn))) + h
− 1
2 ‖v‖L2([0,1],L2(Rn)))
+ h
1
2 ‖[P, ϕ(Q)]χeitP u0 + ϕ(Q)[P, χ]e
itP u0‖L2([0,1],L2(Rn)))
+ hN−
1
2
−1‖u0‖L2(Rn)
holds.
‖v‖L∞([0,1],L2(Rn))) .‖χe
itPϕ(Q)u0‖L∞([0,1],L2(Rn))
+ ‖[ϕ(Q), χeitP ]u0‖L∞([0,1],L2(Rn))
.‖ϕ(Q)u0‖L2(Rn) + h‖u0‖L2(Rn).
h−
1
2 ‖v‖L2([0,1],L2(Rn))) .h
− 1
2 ‖ϕ(Q)[ψ(Q), χeitP ]u0‖L2([0,1],L2)
+ h−
1
2 ‖ϕ(Q)χeitPψ(Q)u0‖L2([0,1],L2)
.h
1
2 ‖u0‖L2 + ‖ψ(Q)u0‖L2
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by the local smoothing estimates. At last, by using the local smoothing esti-
mates again, we get
h
1
2 ‖ϕ(Q)[P, χ]eitPu0‖L2([0,1],L2(Rn))) .h
1
2 ‖ϕ(Q)[ψ(Q), [χ, P ]eitP ]u0‖L2([0,1],L2)
+ h
1
2 ‖ϕ(Q)[χ, P ]eitPψ(Q)u0‖L2([0,1],L2)
.h
1
2 ‖u0‖L2 + ‖ψ(Q)u0‖L2 .
Consequently, we have
‖v‖Lp([0,1],Lq) . ‖ψ(Q)u0‖L2 + h
1
2 ‖u0‖L2
and by Corollary 3.4, we conclude
‖χeitPu0‖Lp([0,1],Lq) . ‖u0‖L2
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