We present a novel approach to understand geometricincompatibility-induced rigidity in under-constrained materials, including sub-isostatic 2D spring networks and 2D and 3D vertex models for dense biological tissues. We show that in all these models a geometric criterion, represented by a minimal length min , determines the onset of prestresses and rigidity. This allows us to predict not only the correct scalings for the elastic material properties, but also the precise magnitudes for bulk modulus and shear modulus discontinuities at the rigidity transition as well as the magnitude of the Poynting effect. We also predict from first principles that the ratio of the excess shear modulus to the shear stress should be inversely proportional to the critical strain with a prefactor of three, and propose that this factor of three is a general hallmark of geometrically induced rigidity in under-constrained materials and could be used to distinguish this effect from nonlinear mechanics of single components in experiments. Lastly, our results may lay important foundations for ways to estimate¯ min from measurements of local geometric structure, and thus help develop methods to characterize large-scale mechanical properties from imaging data.
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biopolymer networks | vertex model | constraint counting | underconstrained | minimal length | rigidity | strain stiffening A material's rigidity is intimately related to its geometry. In materials that crystallize, rigidity occurs when the constituent parts organize on a lattice. In contrast, granular systems can rigidify while remaining disordered, and arguments developed by Maxwell (1) accurately predict that the material rigidifies at an isostatic point where the number of constraints on particle motion equal the number of degrees of freedom.
Further work by Calladine (2) highlighted the important role of states of self stress, demonstrating that an index theorem relates rigidity to the total number of constraints, degrees of freedom, and self stresses. Recent work has extended these ideas in both ordered and disordered systems to design materials with geometries that permit topologically protected floppy modes (3) (4) (5) .
A third way to create rigidity is through geometric incompatibility, which we illustrate by a guitar string. Before it is tightened, the floppy string is under-constrained, with fewer constraints than degrees of freedom, and there are many ways to deform the string at no energetic cost. As the distance between the two ends is increased above the rest length of the string, this geometric incompatibility together with the accompanying creation of a self-stress rigidifies the system (3, 6) . Any deformation will be associated with an energetic cost, leading to finite vibrational frequencies. This same mechanism has been proposed to be important for the elasticity of rubbers and gels (6) as well as biological cells (7) .
In particular, it has been shown to rigidify underconstrained, disordered fiber networks under applied strain, with applications in biopolymer networks (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) . Just as with the guitar string, rigidity arises when the size and shape of the box introduce external constraints that are incompatible with the local segments of the network attaining their desired rest lengths. For example, when applying external shear, fiber networks strongly rigidify at some critical shear strain γ * (9, 14, 16, 18-20, 22, 23) , although it remains controversial whether the onset of rigidity is continuous (14, 15, 20, 24) or discontinuous (18) in the limit without fiber bending rigidity. Similarly, fiber networks can also be rigidified by isotropic dilation (10) , and the interaction between isotropic and shear elasticity in these systems is characterized an anomalous negative Poynting effect (19, 21, (25) (26) (27) , i.e. the development of a tensile normal stress in response to externally applied simple shear. However, it has as yet remained unclear how all of these observations and their critical scaling behavior (9, 16, 18, 20, 28) are quantitatively connected to the underlying geometric structure of the network. Moreover, while previous works have remarked that several features of stiffening in fiber networks are surprisingly independent of model details (13) , it has remained elusive whether there are generic underlying mechanisms.
Rigidity transitions have also been identified in dense biological tissues (29) (30) (31) (32) (33) . In particular, vertex or Voronoi models that describe tissues as a tessellation of space into polygons or polyhedra exhibit rigidity transitions (34) (35) (36) (37) (38) (39) (40) (41) (42) (43) (44) (45) (46) (47) (48) (49) , which share
Significance Statement
What do a guitar string and a balloon have in common? They are both floppy unless rigidified by geometrically induced prestresses. The same kind of rigidity transition in underconstrained materials has more recently been discussed in the context of disordered biopolymer networks and models for biological tissues. Here, we propose a general approach to quantitatively describe such transitions. Based on a minimal length function, which scales linearly with intrinsic fluctuations in the system and quadratically with shear strain, we make concrete predictions about the elastic response of these materials, which we verify numerically and which are consistent with previous experiments. Finally, our approach may help develop methods that connect macroscopic elastic properties of disordered materials to their microscopic structure. 
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5.406 ± 0.004 2.0 ± 0.1 6.6 ± 0.4 1.1 ± 0.1 similarities with both particle-based models, where the transition is driven by changes to connectivity (48) , and fiber (or spring) networks, which can be rigidified by strain. Therefore, an open question is how both connectivity and strain can interact to rigidify materials (22) . Very recently, some of us showed that the 3D Voronoi model exhibits a rigidity transition driven by geometric incompatibility (46) , similar to fiber networks. This has also been demonstrated for the 2D vertex model, using a continuum elasticity approach based on a local reference metric (42) . For the case of the 3D Voronoi model, we found that there was a special relationship between properties of the network geometry and the location of the rigidity transition, largely independent of the realization of the disorder (46) .
Here, we show that such a relationship between rigidity and geometric structure is generic to a broad class of under-constrained materials, including spring networks and vertex/Voronoi models in different dimensions (Table 1 , Figure 1 ). We first demonstrate that all these models display the same generic behavior in response to isotropic dilation. Understanding key geometric structural properties of these systems allows us to predict the precise values of a discontinuity in the bulk modulus at the transition point. We then extend our approach to include shear deformations, which allows us to analytically predict a discontinuity in the shear modulus at the onset of rigidity. Moreover, we can make precise quantitative predictions of the values of critical shear strain γ * , scaling behavior of the shear modulus beyond γ * , Poynting effect, and several related critical exponents. In each case, we numerically demonstrate the validity of our approach for the case of spring networks.
We also compare our predictions to previously published experimental data, and highlight some new predictions, including a prefactor of three that we expect to find generically in a scaling collapse of the shear modulus, shear stress, and critical strain. We achieve these results by connecting macroscopic mechanical network properties to underlying geometric properties. In the case of the guitar string, the string first becomes taut when the distance between the two ends attains a critical value * 0 equal to the intrinsic length of the string, so that the boundary conditions for the string are geometrically incompatible with the intrinsic geometry of the string. As the string is stretched, one can predict its pitch (or equivalently the effective elastic modulus) by quantifying the actual length of the string relative to its intrinsic length. While this is straightforward in the one-dimensional geometry of a string, we are interested in understanding whether a similar geometric principle, based on the average length of a spring¯ governs the behavior near the onset of rigidity in disordered networks in 2D and 3D.
Here, we formulate a geometric compatibility criterion in terms of the constrained minimization of the average spring length¯ min in a disordered network. Just as for the guitar string, this length¯ min attains a critical value * 0 at the onset of rigidity. As the system is strained beyond the rigidity transition, we demonstrate analytically and numerically that the geometry constrains¯ min to vary in a simple way with two observables: fluctuations of spring lengths σ l , and shear strain γ. Because¯ min is minimized over the whole network, it is a collective geometric property of the network.
Just as with the guitar string, the description of the geometry given by¯ min then allows us to calculate many features of the elastic response, including the bulk and shear moduli. This in turn provides a general basis to analytically understand the strain-stiffening responses of under-constrained materials to both isotropic and anisotropic deformation within a common framework. Even though¯ min describes collective geometric effects, our work may also provide an important foundation to understand macroscopic mechanical properties from local geometric structure.
Models
Here we focus on four classes of models, which include 2D sub-isostatic random spring networks without bending rigidity (9, (50) (51) (52) (53) (54) and three models for biological tissues: the 2D vertex model (34, 37) , the 2D Voronoi model (38, 44) , and the 3D Voronoi model (46) ( Table 1) .
2D spring networks consist of nodes that are connected by in total N springs, where the average number of springs connected to a node is the coordination number z. We create networks with a defined value for z by translating jammed configurations of bidisperse disks into spring networks and then randomly pruning springs until the desired coordination number z is reached (9, 27) . We use harmonic springs, such D R A F T This scattering is due to insufficient energy minimization in these cases. In panels b, d, and f, shaded regions indicate the standard error of the mean.
that the total mechanical energy of the system is:
Here, the sum is over all springs i with length li and rest length l0i, which are generally different for different springs.
For convenience, we re-express Eq. (1) in terms of a mean spring rest length
, which we use as a control parameter acting as a common scaling factor for all spring rest lengths. This allows us to rewrite the energy as:
with rescaled spring lengths i = 0li/l0i and weights wi = (l0i/ 0) 2 , such that i wi = N (for details, see Supplemental Information, section IA). In simple constraint counting arguments, each spring is treated as one constraint, and here we are interested in sub-isostatic (i.e under-constrained, also called hypostatic) networks with z < zc ≡ 4.
The tissue models describe biological tissues as polygonal (2D) or polyhedral (3D) tilings of space. For the Voronoi models, these tilings are Voronoi tessellations and the degrees of freedom are the Voronoi centers of the cells. In contrast, in the 2D vertex model, the degrees of freedom are the positions of the vertices (i.e. the polygon corners). Forces between the cells are described by an effective energy functional. For the 2D models, the (dimensionless) energy functional is:
Here, the sum is over all N cells i with perimeter pi and area ai. There are two parameters in this model: the preferred perimeter p0 and the relative area elasticity kA. For the 3D Voronoi model, the energy is defined analogously:
The sum is again over all N cells i of the configuration, with cell surface area si and volume vi, and the two parameters of the model are preferred surface area s0 and relative volume elasticity kV . All four of these models are under-constrained based on simple constraint counting, as is apparent from the respective numbers of degrees of freedom and constraints listed in Table 1 . We stress that Calladine's constraint counting derivation (2, 3) also applies to many-particle, non-central-force interactions.
Throughout this article, we will often discuss all four models at once. Thus, when generally talking about "elements", we refer to springs in the spring networks and cells in the tissue models. Similarly, when talking about "lengths " (of dimension d), we refer to spring lengths in the spring networks, cell perimeters p in the 2D tissue models, and cell surface areas s in the 3D tissue model (Table 1) . Finally, when talking about "areas a" (of dimension D), we refer to cell areas a in the 2D tissue models as well as cell volumes v in the 3D tissue model.
Here we study the behavior of local energy minima of all four models under periodic boundary conditions with fixed dimensionless system size N , i.e. the model is non-dimensionalized such that the average area per element is one (41, 44, 46) . Under these conditions, a rigidity transition exists in all models even without area rigidity. In particular, for the 2D vertex and 3D Voronoi models, we discuss the special case kA = 0 separately (Table 1) . Moreover, the athermal 2D Voronoi model does not exhibit a rigidity transition for kA > 0 (44), and thus we will only discuss the case kA = 0 for this model.
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Results
A. Rigidity is created by geometric incompatibility corresponding to a minimal length criterion. We start by comparing the rigidity transitions in the four different models using Figure 1 , where we plot both the differential bulk modulus B and the differential shear modulus G versus the preferred length 0. In this first part, we use for all models the preferred length 0 as a control parameter. Note that because 0 is non-dimensionalized using the number density of elements, changing 0 corresponds to applying isotropic strain (i.e. a change in volume with no accompanying change in shape). Later, we will additionally include the shear strain γ as a control parameter.
In all models, we find a rigid regime (B, G > 0) for preferred lengths below the transition point * 0 , and a floppy regime (B = G = 0) above it, with the transition being discontinuous in the bulk modulus and continuous in the shear modulus. For the spring networks, we find that the transition point * 0 depends on the coordination number, where close to the isostatic point zc ≡ 4, it scales linearly with the distance ∆z = zc − z to isostaticity (Figure 1b inset) , as previously similarly discussed in (10) . Something similar has also been reported for a 2D vertex model (48) .
For the cellular models, we find that the transition point for the case without area rigidity, kA = 0, is generally smaller than in the case with area rigidity, kA > 0 (Figure 1d ,f, Table 1 ). Moreover, our 2D vertex model transition point for kA > 0 is somewhat higher than reported before (37). Here we used a different vertex model implementation than in (37) (Supplemental Information, section IVC), and the location of the transition in vertex models depends somewhat on the energy minimization protocol (44) , a feature that is shared with other models for disordered materials (55) . Also, in Figure 1d ,f the averaged shear modulus always becomes zero at a higher value than the respective average transition point listed in Table 1 . This is due to the distribution of transition points having a finite width (see also finite width of 0 regions with both zero and nonzero bulk moduli in panels c and e).
We find that in all these models, the mechanism creating the transition is the same: rigidity is created by geometric incompatibility, which is indicated by the existence of prestresses. We have already shown this for the 3D Voronoi model (46) and the 2D Voronoi model with kA = 0 (44), while others have shown this for the ordered 2D vertex model (42) . Furthermore, our data confirms that this is the case for the 2D spring networks and the kA = 0 cases of both (disordered) 2D vertex and 3D Voronoi models (Supplemental Information, section IIA).
We find something similar for the disordered 2D vertex model for kA > 0. Although there are special cases where prestresses appear also in the floppy regime (Supplemental Information, section IIA), to simplify our discussion here, we only consider configurations without such typically localized prestresses.
We observe that in all of these models, a geometric criterion, which we describe in terms of a minimal average length¯ min, determines the onset of prestresses. For example, we can exactly transform the spring network energy Eq. (2) into (Supplemental Information, section IA):
Here,¯ = ( i wi i)/N and σ 2 = ( i wi( i −¯ ) 2 )/N are weighted average and standard deviation of the rescaled spring lengths. This means that¯ and σ are average and standard deviation of the actual spring lengths li, each measured relative to its actual rest length l0i. In particular, the standard deviation σ vanishes whenever all springs i have the same value of the fraction li/l0i, even though the absolute lengths li may differ among the springs. Moreover, importantly, the mean rest length 0 enters the definitions of¯ and σ , but only via the ratios l0i/ 0, which characterize the relative spring length distribution. Hence, the "rescaled" geometric information contained in both¯ and σ is a combination of the actual spring lengths and the relative rest length distribution, but is independent of the absolute mean rest length 0.
According to Eq. (5), energy minimization corresponds to a simultaneous minimization with respect to |¯ − 0| and σ : In the floppy regime we find numerically that both quantities can vanish simultaneously and thus, all lengths attain their rest lengths, i = 0 (Supplemental Information, section IIA). In contrast in the rigid regime, |¯ − 0| and σ cannot both simultaneously vanish, creating tensions 2( i − 0), which are sufficient to rigidify the network. The transition point * 0
corresponds to the smallest possible preferred spring length 0 for which the system can still be floppy. In other words, it corresponds to a local minimum in the average rescaled spring length * 0 = min¯ of the network under the constraint of no fluctuations of the rescaled lengths, σ = 0. Because this minimization is with respect to all node positions and includes all springs, it defines the distribution of transition points * 0 as a collective property of the rescaled geometry of 2D spring networks.
For the cellular models with kA > 0, we analogously find that the transition point is given by the minimal cell perimeter (surface in 3D) under the constraint of no cell perimeter and area fluctuations σ = σa = 0, which now additionally appear in the energy Eq. (5) (46) . Again, this is a geometric criterion, which also explains why the transition point * 0 is independent of kA for kA > 0 (Figure 1d,f) . Moreover, we can understand why the transition point is smaller for kA = 0: in this case the energy does not constrain the area fluctuations, and the transition point is given by the minimal perimeter under the weaker constraint of having no perimeter fluctuations. Thus, the transition point will generally be smaller for the kA = 0 case than for the kA > 0 case.
B. The minimal length scales linearly with fluctuations.
We next study the scaling of the minimal length in the rigid vicinity of the transition. In the rigid regime, the system must compromise between minimizing |¯ − 0| and σ (and possibly σa in cellular models). To understand how, we must account for geometric constraints, which we express in terms of how the minimal length¯ min = min¯ depends on the fluctuations: min =¯ min(σ , σa). In the rigid regime the observed average length is always greater than the preferred length,¯ > 0, and so the average length instead takes on its locally minimal possible value¯ =¯ min(σ , σa). Therefore, knowing the functional form of¯ min(σ , σa) will allow us to predict how the system energy e (and thus also the bulk and shear moduli) depend on the control parameter 0 (Supplemental Information, section IC-E).
In section IB of the supplement, we show analytically that in the absence of prestresses in the floppy regime, the minimal D R A F T . In panel a, the black dashed curve is computed using values for transition point * 0 and geometric scaling coefficient a directly measured for each value of z, while for the red line we used the scaling relations from Table 1. length¯ min depends linearly on the standard deviations σ and σa. This is directly related to the state of self-stress that is created at the onset of geometric incompatibility at
To check this prediction, we numerically simulate these models, and observe indeed a linear scaling of the¯ min(σ ) functions close to the transition point (Figure 2 ). In particular, for 2D spring networks and the kA = 0 cases of the cellular models, we find:¯ min(σ ) = * 0 − a σ [6] with scaling coefficient a . We list its value in Table 1 for the different models. Interestingly, we find that the coefficient a is largely independent of the random realization of the system, in particular for cellular models with kA = 0. For 2D spring networks, a depends on the coordination number z and approximately scales as a ∼ ∆z −1/2 (Figure 2a  inset) . This scaling behavior of a can be rationalized using a scaling argument based on the density of states (Supplemental Information, section IF).
For cellular models where area plays a role, Eq. (6) is extended (Figure 2b,c) :
[7]
Again the coefficients a and aa are listed in Table 1 for 2D vertex and 3D Voronoi models. The coefficients a differ significantly between the kA > 0 and kA = 0 cases of the same model, which makes sense because Eq. (6) and Eq. (7) are linear expansions of the function¯ min(σ , σa) at different points (σ , σa).
C. Prediction of the bulk modulus discontinuity.
Knowing the behavior of the minimal length function¯ min(σ , σa) in the rigid phase near the transition point provides us with an explicit expression for the energy in terms of the control parameter 0 (Supplemental Information, section IC):
with Z = 1+a 2 +a 2 a /kA, where for models without an area term the a 2 a /kA term is dropped. Because changes in 0 correspond to changes in system size, we can predict the exact value of the bulk modulus discontinuity, ∆B, at the transition in all models (Figure 1a -c, Supplemental Information, section IE):
This equation is for a model with d-dimensional "lengths" embedded in a D-dimensional space (see Table 1 ). For the special case of a hexagonal lattice in the 2D vertex model, this result is consistent with Ref. (56) . More generally, for disordered networks the geometric coefficients a and aa appear in the denominator, because they describe non-affinities that occur in response to global isotropic deformations (Supplemental Information, section IE). A comparison of the predicted ∆B to simulation results is shown in Figure 3 . D. Nonlinear elastic behavior under shear. As shown before (8-10, 12, 14-16, 18-21) , under-constrained systems can also be rigidified by applying finite shear strain. We now incorporate shear strain γ into our formalism and test our predictions on the 2D spring networks. However, we expect our findings to equally apply to the cell-based models (Supplemental Information, section IC,D). We also numerically verified that our analytical predictions also apply to 2D fiber networks without bending rigidity (Supplemental Information, section IIC). To extend our approach, we take into account that the minimal-length function¯ min(σ ) can in principle also depend on the shear strain γ. We thus Taylor expand in γ:
D R A F T
where the linear term in γ is dropped due to symmetry when expanding about an isotropic state (in practice, for our finitesized systems we drop the linear term in γ by defining the γ = 0 point using shear stabilization, Supplemental Information, sections ID and IV). While at the moment we have no formal proof that min is analytic, and the ultimate justification for Eq. (10) comes from a numerical check (see next paragraph), we hypothesize that for most systems min will be analytic in γ, up to randomly scattered points γ where singularities in the form of plastic rearrangements occur. For a fixed value of γ, the interface between solid and rigid regime is again given by¯ min(σ = 0, γ), and the corresponding phase diagram in terms of both control parameters γ and 0 is illustrated in Figure 4a . Indeed, we also numerically find a quadratic scaling for the transition line, 0 − * Figure 4f) .
Knowing the functional form of¯ min(σ , γ) close to the transition line allows us to explicitly express the energy in the rigid regime in terms of both control parameters (Supplemental Information, section IC):
This allows us to explicitly compute the shear modulus G = (d 2 e/dγ 2 )/N . We obtain for both floppy and rigid regime:
where Θ is the Heaviside function. We now discuss several consequences of this expression for the shear modulus (Figure 4b) . When shearing the system starting in the floppy regime Eq. (12) In particular for γ = 0, because ( *
, we obtain the simple relation G = 4b(¯ − 0), which explains the collapse in the shear modulus scaling for different kV in the 3D Voronoi model that some of us reported earlier (46) .
We also obtain explicit expressions for both shear stress σ = (de/dγ)/N and isotropic stress, i.e. negative pressure −p ( Supplemental Information, sections ID,E) . For the latter, we find a negative Poynting effect with coefficient
2 ) at 0 = * 0 . Moreover, we find the following relations for the shear modulus:
Indeed, we observe a collapse of our simulation data for the 2D spring networks in both cases ( Figure 5 & inset) , where we use that close to the onset of rigidity, γ γ * .
Discussion
In this article, we propose a unifying perspective on underconstrained materials that are stiffened by geometric incompatibility. This is relevant for a broad class of materials (6), and has more recently been discussed in the context of biopolymer gels (8, (12) (13) (14) 21) and biological tissues (31, 37, 42, 46) . Just as with a guitar string, we are able to predict many features of the mechanical response of these systems by quantifying geometric incompatibility -we develop a generic geometric rule¯ min for how generalized springs in a disordered network deviate from their rest length. Using this minimal average length function¯ min, we then derive the macroscopic elastic properties of a very broad class of under-constrained, prestressrigidified materials from first principles. We numerically verify our findings using models for biopolymer networks (9, 14) and biological tissues (34, 38, 46) .
Our work is relevant for experimentalists and may explain the reproducibility of a number of generic mechanical features found in particular for biopolymer networks (12, 17, 21, 25) . While we neglect here a fiber bending rigidity that is included in many biopolymer network models (12) (13) (14) (15) 21) , future work that includes such a term will further refine our theoretical results and the following comparison to experiments (see below). For shear deformations with 0 sufficiently close to * 0 and close to the onset of rigidity γ γ * , we predict a linear scaling of the differential shear modulus G with the shear stressσ, where (G − ∆G * )/σ ∼ 1/γ * , which has been reported before for biopolymer networks (12, 13, 21) . However, here we additionally predict from first principles that the value of the prefactor is exactly 3, a factor consistent with previous experimental results (12, 21) . Moreover, our work strongly suggests that the relation (G − ∆G * )/σ = 3/γ is a general hallmark of prestress-induced rigidity in under-constrained materials. We thus propose it as a general experimental criterion to test whether an observed strain-stiffening behavior can be understood in terms of geometrically induced rigidity. If applicable to biopolymer gels, this could help to discern whether strain-stiffening of a gel is due to the nonlinear mechanics of single filaments or is dominated by prestresses, a long-standing question in the field (8, 57) .
We can also apply these predictions to typical rheometer geometries (Supplemental Information, section IG). We predict that an atypical tensile normal stress σzz develops under simple shear, which corresponds to a negative Poynting effect, that σzz scales linearly with shear stress and shear modulus: σzz ∼σ ∼ (G−∆G * ) (Eq. (13) and Supplemental Information, section IG). This is precisely what has been found for many biopolymer gels like collagen, fibrin, or matrigel (12, 21, 25, 26) . However, in contrast to Ref. (21) , our work suggests that the scaling factor between σzz and (G − ∆G * ) should be largely independent of γ * . While these effects can also be explained by nonlinearities (25, (57) (58) (59) , and have already been discussed in the context of prestress-induced rigidity (13, 19, 21) , we show here that they represent a very generic feature of prestressinduced rigidity in under-constrained materials.
Our work also highlights the importance of isotropic deformations when studying prestress-induced rigidity, as demonstrated experimentally in Ref. (17) . While previous work (8, 9, 12, 14, 15, 18, 20, 21) focused almost (10) entirely on shear deformations, we additionally study the effect of isotropic deformations represented by the control parameter 0. First, due to the bulk modulus discontinuity, our work predicts zero normal stress under compression and linearly increasing normal stress under expansion, consistent with experimental findings on biopolymer networks (17) (assuming the uniaxial response is dominated by the isotropic part of the stress tensor, see Supplemental Information, section IG). Second, we also correctly predict that the critical shear strain γ * increases upon compression, which corresponds to an increase in 0 (17) (cf. Figure 4a ). While we also predict an increase of the shear modulus G under extension, which was observed as well (17) , additional effects arising from the superposition of pure shear and simple shear very likely play an important role in this case. While we consider this outside the scope of this article, it will be straight-forward to extend our work by this aspect.
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In summary, we have developed a new approach to understand how many under-constrained disordered materials rigidify in a manner similar to a guitar string. While it is clear that the one-dimensional string becomes rigid precisely when it is stretched past its rest length, we show that in two-and three-dimensional models, rigidity is governed by a geometrical minimal length function¯ min with generic features (e.g. linear scaling with intrinsic fluctuations, quadratic scaling with shear strain). This insight allows us to make accurate predictions for many of the scaling functions and prefactors that describe the linear response of these materials. In addition, by performing numerical measurements of the geometry in the rigid phase to extract the coefficients of the¯ min function, we can even predict the precise magnitudes of several macroscopic mechanical properties.
In addition, these predictions help unify or clarify several scaling collapses that have been identified previously in the literature. For 2D spring networks derived from jammed packings, we studied the dependence of our geometric coefficients on the coordination number z, and find that approximately, a ∼ ∆z −1/2 and b ∼ ∆z −1 . Combined with our finding that the value of 0 right after initialization depends linearly on z, such that ( 0 − * 0 ) ∼ ∆z ( Figure S5a inset in the Supplemental Information), we obtain that the critical shear strain γ * scales as γ * ∼ ∆z β with β = 1. Similarly, we find for the associated shear modulus discontinuity ∆G * ∼ ∆z θ with θ = 1. While both exponents are consistent with earlier findings by Wyart et al. (9) , our approach highlights the importance of the initial value of 0 for the elastic properties under shear. In other work, bond-diluted regular networks yielded different exponents β and θ (16), which is not surprising because the scaling exponents of a and b with ∆z are likely dependent on the way the network is generated. More generally, while we observed that the values of * 0 , a , aa, and b depended somewhat on the protocol of system preparation and energy minimization, they were relatively reproducible among different random realizations of a given protocol (55) .
Moreover, we analytically predict and numerically confirm the existence and precise value of a shear modulus discontinuity ∆G * with respect to shear deformation, whose existence for fiber networks without bending rigidity has been controversially discussed more recently (14, 15, 18, 20, 24) . We also predict a generic scaling of the shear modulus beyond this discontinuity:
Smaller values for f that have been reported before for different kinds of spring and fiber networks (14, 15, 18, 20) are likely due to higher order terms in¯ min. Given the very generic nature of our approach, we expect to find a value of f = 1 in these systems as well, if probed sufficiently close to 0 = * 0 . One major obstacle in determining elastic properties of disordered materials is the appearance of non-affinities, which can lead to a break-down of approaches like effective medium theory close to the transition (10). In our case, effects by non-affinities are by construction fully included in the geometric coefficients a , aa, and b. However, while measures for non-affinity have been discussed before (9, 15, 20, 28, 60) , these are usually quite distinct from our coefficients a , aa, and b. For example for spring networks, such earlier definitions typically include spring rotations, while our coefficients represent changes in spring length only. Hence, while earlier definitions reflect much of the actual motion of the microscopic elements, our coefficients only retain the part directly relevant for the system energy and thus the mechanics. In other words, the coefficients a , aa, and b (and * 0 ) can be regarded as a minimal set of parameters required to characterize the elastic system properties close to the transition.
There are a number of possible future extensions of this work. First, we have focused here on transitions created by a minimal length, where the system is floppy for large 0 and rigid for small 0. However, there is in principle also the possibility of a transition created by e.g. a maximal length, which is for example the case in classical sphere jamming. Although we have occasionally seen something like this in our spring networks close to isostaticity, we generally expect this to be less typical in under-constrained systems due to buckling.
Second, while we studied here the vicinity of one local minimum of¯ min depending e.g. on γ, it would be interesting to study the behavior of the system beyond that, by including higher order terms in¯ min, and by also explicitly taking plastic events into account (61) . In the case of biological tissues, plastic events typically correspond to so-called T1 transitions (62) , which in our approach would correspond to changing to a different¯ min "branch".
Third, it will be important to study what determines the exact values of the geometric coefficients a , aa, and b, how they depend on the network statistics, and why they are relatively reproducible. For the cellular models with area term, preliminary results suggest that the ratio of both "a" coefficients can be estimated by aa/a ≈ d * 0 /D, because the self-stress that appears at the onset of rigidity seems to be dominated by a force balance between cell perimeter tension and pressure within each cell.
Fourth, because we separated geometry from energetics, it is in principle possible to generalize our work to other interaction potentials, e.g. the correct expression for semiflexible filaments (57, 59) , and to include the effect of active stresses (54, (63) (64) (65) . Note that our work directly generalizes to any analytic interaction potential with a local minimum at a finite length. Although in this more general case Eq. (5) would include higher order cumulants of i, these higher order terms will be irrelevant in the floppy regime and we expect them to be negligible in the rigid vicinity of the transition, where we make most of our predictions.
Fifth, this work may also provide foundations to systematically connect macroscopic mechanical material properties to the underlying local geometric structure. For example for biopolymer networks, properties of the local geometric structure can be extracted using light scattering, scanning electron microscopy, or confocal reflectance microscopy (21, 66, 67) . In particular, our simulations indicate that in models without area term the¯ min function does not change much when increasing system size by nearly an order of magnitude (Supplemental Information, section IID), which suggests that local geometry may indeed be sufficient to characterize the largescale mechanical properties of such systems. Remaining future challenges here include the development of an easy way to compute our geometric coefficients from simple properties characterizing local geometric structure without the need to simulate, and to find ways to detect possible residual stresses that may have been built into the gel during polymerization.
Finally, our approach can likely be extended to also include
isostatic and over-constrained materials. For example, it is generally assumed that the mechanics of biopolymer networks is dominated by a stretching rigidity of fibers that form a subisostatic network, but that an additional fiber bending rigidity turns the network into an over-constrained system (12-15, 21, 22) . The predictions we make here focus on the stretchingdominated limit where fiber bending rigidity can be neglected, which is attained by a weak fiber bending modulus and/or in the more rigid parts of the phase space. A generalization of our formalism towards over-constrained systems will allow us to extend our predictions beyond this regime and thus refine our comparison to experimental data.
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