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Predicting pollutant dispersion in urban environments requires accurate treatment of obstacle geometry,
inﬂow turbulence and temperature differences. This paper considers both the inﬂuence of thermal
stratiﬁcation and the presence of a single obstacle on pollutant dispersion in turbulent boundary layers
(TBLs). Turbulent ﬂow over a fence with line sources of pollutant in its vicinity is simulated by means of
Large-Eddy Simulations. Separate ‘driver’ simulations are done to generate the inﬂow TBL for several
levels of stratiﬁcation. Using these inﬂow TBLs the ﬂow development and pollutant dispersion behind
the fence, up to 100 fence heights, h, is investigated. It is shown that the decay of velocity and tem-
perature deﬁcit is independent of stability, while the decay of Reynolds stress and concentration excess
decreases with increasing stability. For neutral cases the inﬂuence of the obstacle is gone after
approximately 75h, while for stable cases near the ground the ﬂow is still accelerated compared to the
undisturbed case. The fence does cause a local reduction of stratiﬁcation and thereby increased pollutant
dispersion. However, neglecting the effect of buoyancy results in an underestimation of pollutant con-
centration by a factor 2.5 at 75h downstream of the emission source for the most stable case.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/)..
r Ltd. This is an open access article1. Introduction
Because of the global trend of urbanization the number of
people living in urban areas compared to the number of people
living in rural areas is increasing. This growth of urbanunder the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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near populated areas. In order to quantify the health risks due to
planned and existing emission sources there is an increasing
demand for accurate predictions of urban air quality levels.
Therefore, predicting the dispersion behaviour of pollutants in
urban environments is of great interest. However, modelling the
local ﬂow ﬁeld in urban areas is a challenging task because there
are several factors that control it, e.g. the obstacle geometry, the
character of the approaching turbulent boundary layer (TBL), as
well as temperature differences. The review article by Barlow
(2014) gives a clear overview of our current understanding of
the urban boundary layer (UBL) showing that buoyancy effects in
the roughness sub-layer are still poorly understood. Tominaga
and Stathopoulos (2013) review the current modelling tech-
niques for pollutant dispersion in the UBL; most pollutant
dispersion studies do take into account obstacle geometry, but
the correct treatment of inﬂow turbulence and thermal stratiﬁ-
cation is just as important for reliable results. Still, in order to
simplify such ﬂow and pollutant dispersion problems two prac-
tical approaches seem natural:
1. Neglect the presence of obstacles.
2. Neglect the effect of thermal stratiﬁcation.
The ﬁrst approach is plausible when the location of interest is at
a large distance from obstacles. The latter approach can be justiﬁed
by assuming that the ﬂow becomes neutrally buoyant due to
enhanced mixing by turbulence induced by the obstacle geometry.
The objective of the current study is to investigate if and when
these simpliﬁcations can be made. Use is made of Large-Eddy
Simulations (LES) to simulate the ﬂow and dispersion around a
single prismatic obstacle. Realistic turbulent equilibrium inﬂow
TBLs at friction Reynolds number, Ret¼ utd/n, of 1950 are generated
to investigate how these TBLs respond to the perturbation by the
obstacle.
1.1. Case of interest
The obstacle studied here is a two-dimensional fence charac-
terized by a small w/h ratio and an inﬁnite l/h ratio, where w is the
obstacle width, h the obstacle height and l the obstacle length.
Spanwise line sources of passive tracers are located in its vicinity.
This set-up resembles in idealized form the case of an undisturbed
(low roughness) TBL approaching a noise barrier located next to a
highway. The simple geometry of a noise barrier is of interest
because it is the ﬁrst obstacle that will inﬂuence the dispersion of
pollutant emitted by trafﬁc along a highway. Besides that, it is one
of the most elementary ways to perturb a boundary layer, which
could give insight in how perturbations of the TBL develop. Due to
its two-dimensional geometry the ﬂow is statistically homoge-
neous in the spanwise direction, which allows for periodic
boundary conditions to be used.
Several wind tunnel studies have been reported on neutral
turbulent ﬂow over two-dimensional obstacles. Counihan et al.
(1974) measured the ﬂow behind a riblet in a TBL that was six
times higher than the obstacle. They considered the difference
with the undisturbed ﬂow: Du ¼ uobstacle  uflat , which can be
negative (deﬁcit) or positive (excess). In addition, they proposed
a model for the velocity and turbulence deﬁcit based on self-
similarity of the wake. Castro (1979) compared this model to
his experimental results, which showed reasonable agreement
for the velocity and turbulence deﬁcit up to 30 obstacle heights
downstream. However, the model is incapable of predicting the
ﬂow further downstream. Schoﬁeld and Logan (1990) collected
data from multiple experiments on high Reynolds number shearﬂows distorted by an obstacle smaller than the TBL height. They
conﬁrm the conclusion of Castro (1979) that the inner region
adjusts quicker to the distortion by the obstacle than the outer
region.
Experimental data on ﬂow over surface-mounted obstacles in
stably stratiﬁed ﬂows are sparse. Kothari et al. (1986) performed
wind tunnel measurements on three-dimensional surface obstacles
in a TBL with weak thermal stratiﬁcation. Their results show a
temperature excess up to 60h downstream of the obstacle, while
the velocity deﬁcit disappears after 7.5h  10h. In addition, they
developed a model for the temperature wake behind three-
dimensional obstacles in weakly stratiﬁed TBLs. Ogawa and
Diosey (1980) did wind tunnel experiments on a two-
dimensional fence in stable and convective TBLs. The measure-
ments were only done up to 13.5h downstream of the fence,
because the interest was in the recirculation length.
Several numerical simulations of ﬂow past a two-dimensional
obstacle under neutral conditions have been reported. Orellano
and Wengle (2000) performed LES and DNS of a fence in
perpendicular approaching ﬂow. Kaltenbach and Janke (2000)
and di Mare and Jones (2003) investigated the fence geometry
for several wind angles with LES. Abdalla et al. (2009) compared
the ﬂow over a riblet (w/h ¼ 1) and the ﬂow over a forward-
facing step by means of LES. All of these numerical in-
vestigations considered approaching boundary layers with a
height smaller than the obstacle, which does not resemble at-
mospheric conditions. Furthermore, the effects of thermal strat-
iﬁcation are not accounted for. Only Trifonopoulos and Bergeles
(1992) reported results for a two-dimensional obstacle under
stable conditions using a model based on the Reynolds-averaged
NaviereStokes (RANS) equations. They showed reasonable
agreement with experimental results from Ogawa and Diosey
(1980). However, results were only given up to 10h downstream
of the obstacle.
Taking into account this paucity in available data the scope of
the current study is:
1. A single two-dimensional fence subject to an approaching
equilibrium TBL much larger than the fence.
2. A domain that extends up to 100h downstream of the fence to
investigate both the near wake and the wake development in-
side the TBL.
3. Three levels of stable stratiﬁcation together with the neutral
case.
4. Spanwise line sources of passive tracers in the vicinity of the
fence.
The paper is set up as follows: In Section 2 the numerical
methods are explained, after which in Section 3 the details on
the ﬂow conﬁguration, computational mesh and boundary con-
ditions are given. The results for the inﬂow TBLs are discussed in
Section 4. Subsequently, the results for the obstacle and ﬂat cases
are discussed in Section 5. Finally, conclusions are given in
Section 6.2. Numerical method
The cases were simulated by means of Large-Eddy Simulation
(LES). Firstly, TBLs were generated in separate ’driver’ simulations
using a recycling method. The inlet plane was saved for each time
step and subsequently used as inlet condition in the corresponding
pollutant line source simulations with and without the obstacle
present. We will refer to those simulations by ’obstacle’ and ‘ﬂat’,
respectively. Fig. 1 visualizes the procedure.
Fig. 1. Domains of driver simulations and obstacle simulations. Free stream and ground values are ﬁxed as well as velocity- and thermal boundary layer height. Inlet data from
driver simulations are used in all simulations.
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The ﬁltered NaviereStokes equations in the Boussinesq
approximation are:
v~ui
vxi
¼ 0; (1)
v~ui
vt
¼  v
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where fð::Þ denotes ﬁltered quantities, ~p=r0 þ tkk=3 is the modiﬁed
pressure, tkk is the trace of subgrid-scale stress tensor, g is the
gravitational acceleration, n is the ﬂuid's kinematic viscosity, nsgs is
the subgrid-scale viscosity, Pr is the Prandtl number, Prsgs is the
subgrid-scale Prandtl number, Sij ¼ 12

v~ui
vxj
þ v~ujvxi

is the rate of strain
tensor and S is a source term. Equation (3) describes the transport
equation for all scalar quantities 4, which are the temperature q and
pollutant concentration C. From here on the fð::Þ symbol will be
omitted for clarity. Furthermore, the ð::Þ symbol resembles time-
and spanwise averaging.
The code developed for this study is based on DALES (Heus et al.
(2010)). DALES has been validated and used extensively for atmo-
spheric research in the Netherlands. It has been part of several
intercomparison studies (Heus et al. (2010) and references therein).
The main modiﬁcations are the addition of an immersed boundary
method (Pourquie et al. (2009)), the implementation of inﬂow/
outﬂow boundary conditions and the application of the eddy-
viscosity subgrid model of Vreman (2004). This model has the
advantage over the standard Smagorinsky-Lilly model
(Smagorinsky (1963), Lilly (1962)) that nowall-damping is required
to reduce the subgrid-scale energy near walls. The equations of
motion are solved using second-order central differencing for the
spatial derivatives and an explicit third-order Runge-Kutta method
for time integration. For the scalar concentration ﬁeld the second-
order central k-scheme is used to ensure positivity. The simulations
are wall-resolved, so no use is made of wall-functions. Prsgs was set
to 0.9, equal to the turbulent Prandtl number found in the major
part of the TBL in DNS studies by Jonker et al. (2013). The subgrid-scale Schmidt number was set to 0.9 as well. The code has been
applied before to simulate turbulent ﬂow over a surface-mounted
fence, showing excellent agreement with experimental data
(Tomas et al. (2015)).2.2. Generation of turbulent inﬂow
The instantaneous velocity at the inlet plane of the driver
simulations is generated using a recycling method similar to the
method proposed by Lund et al. (1998). Both the mean velocity
proﬁle and the velocity ﬂuctuations at a recycle plane (8.24d
distant from the inlet) are rescaled according to the law of the wall
for the inner region and the velocity defect law for the outer re-
gion. The input parameters of the method are the free stream
velocity, U∞, and the inlet TBL height, d. There are two differences
compared to the original method by Lund et al. (1998). Firstly, to
avoid instabilities, above 1.2d the ﬂuctuations are dampened using
the smooth Heaviside function as described by Bohr (2005), which
results in zero rescaling of the ﬂuctuations above 1.3d. Secondly, a
mass ﬂux correction is applied because the rescaling procedure
and the associated interpolation can cause the mass ﬂux at the
inlet to slightly change between time steps. This results in pres-
sure pulses through the domain (Sillero et al. (2013)). Although the
mass ﬂux variations in our simulations were very small
(maximum of order 0.01%), we did see effects in the pressure
statistics. Therefore, when the mean variables were fully
converged this very small mass ﬂux correction was applied each
time step.
The inlet temperature ﬁeld is generated in a similar vein as the
velocity ﬁeld by using the method developed by Kong et al.
(2000). However, in contrast to their simulations the buoyancy
force was taken into account in the driver simulations in order to
generate stably stratiﬁed TBLs. The level of thermal stratiﬁcation
is set by ﬁxing the ground temperature, q0, the free stream
temperature, q∞ and the thermal boundary layer height, dT. For
stable TBLs this is a delicate procedure because re-laminarization
can occur while the mean variables have not yet converged,
which causes instabilities. Our results were generated by ﬁrst
assuming the temperature to be passive until the mean variables
were converged. Next, the buoyancy force was taken into account
while the level of stratiﬁcation was increased slowly. Finally, to
prevent the development of a strong inversion the local gradient
Richardson number,
Rigrad ¼
g
q0
vq
vz

2SijSij; (4)
is kept below the critical value (Ricritgradz0:25) inside the boundary
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inlet: dT was ﬁxed at 0.95d at the inlet.
3. Flow conﬁguration, mesh and boundary conditions
3.1. Characteristics of the ﬂow
To approximate the ﬂow over an obstacle in the atmosphere the
following criteria were used to specify the properties of the ﬂow:
 The Reynolds number: Experimental studies have shown that
the ﬂow over a fence becomes independent of the Reynolds
number if Re ¼ U∞h/n is above 4000 to 5000 (Huppertz and
Fernholz (2002), Castro (1979)). The results presented here are
based on a minimum Reynolds number of 5000.
 Obstacle height in inner scaling: Because the Reynolds num-
ber is ﬁnite a viscous sublayer forms near walls for which the
characteristic velocity scale is ut ¼ ðnvu=vzÞ1=2wall and the charac-
teristic length scale is n/ut (for smooth walls). The thickness of
the viscous sublayer was approximately kept constant for all
levels of stability. In addition, the top of the obstacle was in the
logarithmic region of the velocity proﬁle in case of neutral
stratiﬁcation.
 Obstacle height in outer scaling: The atmospheric boundary
layer height is in the order of one kilometer in neutral condi-
tions. For stably stratiﬁed cases it can be in the order of 100 m.
However, in the current study we are only interested in the
development in the region close to the ground. Therefore, the
TBL height at the inlet of the simulations was kept constant at
10h, which, as will be shown in Section 5, proved to be high
enough for the wake not to reach the top of the boundary layer
at 100h downstream.
After exploration of boundary layer data we found that these
criteria are met when Ret ¼ utd=na1900 at the location of the
fence. Therefore, at the inlet of all simulations Ret was kept con-
stant at approximately 1950. In addition to the neutral case three
stably stratiﬁed TBLs were considered, for which the bulk
Richardson number,
Ri ¼ ðg=q0Þðq∞  q0Þd
U2∞
; (5)
was 0.049, 0.098 and 0.147, respectively.
3.2. Domain and grid
The domains for all simulations are 1.57d ¼ 15.7h wide and 3d
high in order to capture also the largest eddies in the TBL. The
length of the domain is 10d, 11.25d, or 11.3d for the driver, ﬂat andTable 1
Domain dimensions and grid for simulated cases; Dxþ, Dyþ and Dzþ are based on ut
at the inlet.
Simulation Dim. Li Ni Max Min Max expans. ratio
Dxþi Dx
þ
i
Driver x 10d 256 77 77 e
y 1.57d 160 19 19 e
z 3d 80 196 3.9 1.07
Flat x 112.5h (11.25d) 288 77 77 e
y 15.7h (1.57d) 160 19 19 e
z 30h (3d) 80 196 3.9 1.07
Obstacle x 113h (11.3d) 656 90 6.2 1.05
y 15.7h (1.57d) 160 19 19 e
z 30h (3d) 128 196 3.2 1.07obstacle simulations, respectively. The ﬂow is well resolved, since
the average subgrid stress, 2nsgsS13, did not exceed 6% of the total
Reynolds stress. Table 1 summarizes the domains and the number
of grid points that were used for each case, including the local mesh
size and maximum expansion ratio of the grid.
3.3. Pollutant line sources
Five independent constant-ﬂux line sources of passive scalar,
indicated by concentrations C1, C2, C3, C4 and C5, are located at lo-
cations xs ¼ 5h, 1h, 1h, 10h, and 20h. All sources are located at
z ¼ 0.2h. The source terms are distributed over the surrounding
cells using a Gaussian distribution with a standard deviation of
0.25h.
3.4. Boundary conditions
In spanwise direction periodicity was assumed for all variables.
Velocity and temperature data were imposed at the inlet as
described in paragraph 2.2. At the outlet a convective outﬂow
boundary condition was applied for all variables. Furthermore, on
the ground and fence walls no slip conditions were applied, while
at the top boundary a free slip condition was used with a constant
outﬂow velocity of w ¼ U∞ dd1=dx, where dd1=dx is the mean
streamwise growth of the displacement thickness. This was done to
establish a zero-pressure gradient in the driver simulations. In the
ﬂat and obstacle simulations the same outﬂow velocity was applied
as in the driver simulations. For the scalars q and C zero-ﬂux
boundaries were assumed, except for q at the ground, for which
isothermal conditions were applied. Applying isoﬂux thermal
conditions would be another possibility. For TBLs nearly identical
results are reported for zþ > 20 (Kong et al. 2000). If this also holds
for the ﬂow behind an obstacle is a question requiring future
investigation.
3.5. Statistics
After the driver simulations reached a steady state the results
were averaged over 1000T, where T ¼ d/U∞. For the driver and ﬂat
simulations samplingwas done at intervals of 0.2T, while a constant
time step of 0.02T was used. The obstacle simulations used a time
step of 0.0032T and a sampling interval of 0.032T. The duration of
these simulations was 150T of which the ﬁrst 50T was not used for
averaging to make sure that start-up effects were gone.
4. Discussion of the inﬂow boundary layers
Four TBLs were generated; one neutral case and three stably
stratiﬁed cases. In Table 2 the properties of each TBL are given for
the inﬂow of the domain, because this is the plane that was saved in
time and used as inlet for the ﬂat and obstacle simulations. d1 is the
displacement thickness, d2 is the momentum thickness and H is the
shape factor.
In Appendix A it is shown that the horizontal domain size isTable 2
Properties of the inlet TBLs created in driver simulations; thermal BL height dT,
displacement thickness d1, momentum thickness d2, shape factor H and Obukhov
length L.
Simulation Case Ret Ri dT/d d1/d d2/d H L/d
Driver BL0 1916 0 e 0.163 0.120 1.36 e
BL1 1952 0.049 0.95 0.208 0.140 1.49 1.11
BL2 1952 0.098 0.95 0.254 0.155 1.64 0.47
BL3 1908 0.147 0.95 0.290 0.160 1.82 0.20
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ﬁt the domain width and the streamwise two-point velocity cor-
relations have decreased to zero before half of the domain length is
reached. The spanwise energy spectra decrease ﬁve orders of
magnitude, which indicates that a large part of the turbulence is
resolved.
The mean proﬁles of BL0 are in good agreement with the results
from DNS of a zero pressure-gradient TBL at Ret¼1990 by Sillero
et al. (2013), as can be seen in Fig. 2, where the mean velocity
proﬁles at the inlet are shown in both outer and inner scaling. Fig. 3
shows the r.m.s. of the velocity ﬂuctuations for BL0 also in outer and
inner scaling. urms shows a slight underprediction in the outer re-
gion. In addition, near the ground urms is slightly overpredicted,
while vrms and wrms are slightly underpredicted; a symptom of
coarseness of the mesh. The mean velocity proﬁles for the stable
TBLs show good agreement with the log-linear velocity proﬁles
following from Monin-Obukhov similarity theory (Monin and
Obukhov (1954)):
u
ut
¼ 1
k
ln zþ þ a z
L
h i
þ 5:0; (6)
where k is the Von Karman constant, L ¼ u3tq0=kgw0q0 is the
Obukhov length and a is a constant approximately equal to 5. In
Fig. 2b it can be seen that the temperature gradient has the largest
effect in the outer region of the boundary layer, because in non-
neutral cases the large eddies scale with L instead of d. The inner
region appears to be unaffected by the stratiﬁcation; for zþ < 20 no
effect is visible in the mean velocity proﬁle. The most stable case
(Ri ¼ 0.147) shows the largest deviation from the Monin-Obukhov
similarity proﬁle; the ﬂow starts to accelerate above zþ ¼ 10.
Fig. 4 shows the mean temperature proﬁles at the inlet of the driver
simulations for the stable cases (BL1, BL2 and BL3) in both outer and
inner scaling, while Fig. 5 shows the corresponding proﬁles for the
r.m.s. of the temperature ﬂuctuations. The mean temperature
proﬁles show the same behaviour as the mean velocity proﬁles; the
logarithmic proﬁle transforms into a near-linear proﬁle with
increasing Richardson number. Furthermore, the temperature
ﬂuctuations in the logarithmic region increase compared to the
peak value in the buffer layer (at zþz 25). In inner scaling the peak
itself also increases slightly. Finally, Fig. 6 shows the gradient
Richardson number, Rigrad (Equation (4)), for the stable TBLs. Near
the ground Rigrad increases with height until it reaches an approx-
imately constant value in the outer region. Near the top of the
boundary layer Rigrad increases again until the top of the boundary
layer is reached, where it is not deﬁned. In all driver simulationsFig. 2. Mean streamwise velocity for BL0, BL1, BL2 and BL3. For reference results from DNS
DNS data). (a) Outer scaling. (b) Inner scaling; coloured lines correspond to Monin-ObukhoRigrad stays below the critical gradient Richardson number,
Ricritgradz0:25, inside the boundary layer, except for BL3, which
reached Rigrad ¼ 0.25 at z/d ¼ 0.95. BL3 remained turbulent, but
further increasing Dq did result in intermittent turbulent ﬂow.
5. Discussion of the ﬂat and obstacle simulations
Next, we considered the ﬂow over a fence together with
pollutant emissions from line sources by using the previously
generated TBLs as inﬂow condition. The ﬂat cases were simulated as
well. Table 3 lists the characteristics of the ﬂat and obstacle simu-
lations and the corresponding inﬂow boundary layer that was used.
Firstly, we will discuss the ﬂow up to the recirculation zone, after
which wewill consider the ﬂow development further downstream.
Then, we try to answer the main research question by investigating
the dispersion of pollutants. Finally, we will study the decay of
maximum deﬁcit/excess of velocity, temperature, Reynolds stress
and concentration to quantify up to what distance the obstacle is of
inﬂuence.
5.1. Near wake
Fig. 7 shows the mean ﬂow patterns in the vicinity of the fence
for Ri ¼ 0.000 and Ri ¼ 0.147. There is an upstream recirculation
zone with length of h that reaches up to 2/3 of the fence height. The
reattachment length of the downstream recirculation zone, LR,
depends only slightly on Ri. For Ri ¼ 0.000, Ri ¼ 0.047, Ri ¼ 0.098
and Ri ¼ 0.147 LR is 10.6h, 10.6h, 10.4h and 10.1h, respectively. It is
mainly the height of the recirculation zone that is affected by
stratiﬁcation. The maximum height of separating streamline is
1.70h, 1.65h, 1.60h and 1.45h, respectively.
5.2. Wake development
Fig. 8 shows the development of u, q and Rigrad for the cases with
andwithout the fence present. The results are given at downstream
locations of 10h, 30h, 50h and 100h downstream of the fence. The
variables are presented in outer scaling using the TBL height at the
inlet to scale the vertical dimension.
At x/h ¼ 10 the proﬁles of u for the obstacle cases show a region
of reduced velocity (a deﬁcit) near the ground and a region of
increased velocity (an excess) above z¼ 0.2 d0¼ 2h compared to the
ﬂat cases. Going downstream both the deﬁcit region and the excess
region move upwards, while their maximum value decreases.
Furthermore, for the stable cases the ﬂow downstream of the fence
starts to develop a velocity excess near the ground. This velocityat Ret ¼ 1990 (neutral) from Sillero et al. (2013) are shown (BL0 almost collapses with
v theory.
Fig. 3. Mean r.m.s. of velocity components for BL0 (continuous lines). For reference results from DNS at Ret ¼ 1990 (neutral) from Sillero et al. (2013) are shown (dashed lines). (a)
Outer scaling. (b) Inner scaling.
Fig. 4. Mean temperature for BL1, BL2 and BL3. (a) Outer scaling. (b) Inner scaling.
Fig. 5. Mean r.m.s. of temperature for BL1, BL2 and BL3. (a) Outer scaling. (b) Inner scaling.
J.M. Tomas et al. / Atmospheric Environment 113 (2015) 236e246 241excess is larger for higher levels of stratiﬁcation. We attribute the
near-ground excess in u to enhanced mixing due to turbulence
added by the presence of the fence, which results in a momentum
ﬂux from the outer ﬂow to the ﬂow near the ground. For the stable
cases the effect becomes more apparent because in those cases
there is still an excess in Reynolds stress (see Fig. 9) at the point
where the mean velocity has recovered to its undisturbed value.
Just downstream of the fence the proﬁles for q are almost uni-
form up to z ¼ 0.2d0, because the near wake has fully mixed the
ﬂow. Further downstream the proﬁles become similar to the u
proﬁles with a temperature deﬁcit in the outer region and atemperature excess developing near the ground, which is larger for
higher levels of stratiﬁcation. This temperature excess is caused by
the same effect that causes the near-ground acceleration.
Although the proﬁles of Rigrad for the obstacle simulations are
rather distorted (due to limited averaging time) the effects of both
the presence of the obstacle and stratiﬁcation are visible. Because at
x ¼ 10h up to z ¼ 0.2d0 the ﬂow is fully mixed Rigrad ¼ 0. However,
above that region Rigrad has increased almost by a factor two with
respect to the ﬂat case due to the increased vertical gradient in q
between z ¼ 0.2d0 and z ¼ 0.4d0. Going downstream the deﬁcit in
Rigrad moves upwards during which it spreads and decreases in
Fig. 6. Gradient Richardson number, Rigrad.
Table 3
A summary of the main simulations.
Simulation Case Inﬂow Ret Ri
Flat LESN00 BL0 1916 0
LESS00 BL1 1952 0.049
LESS10 BL2 1952 0.098
LESS20 BL3 1908 0.147
Obstacle LESN01 BL0 1916 0
LESS01 BL1 1952 0.049
LESS11 BL2 1952 0.098
LESS21 BL3 1908 0.147
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to move upwards slower and spread slower.
Fig. 9 shows the proﬁles of
u0w01=2 and qrms. For the fence cases
at x ¼ 10h the r.m.s. of the three velocity components (not shown)
as well as
u0w01=2 have their maximum around z ¼ 0.15d0, while
the ﬂat cases are nearly constant. Going downstream the excess
moves upwards into the outer ﬂow. Higher levels of stratiﬁcation
show slower spreading in vertical direction in accordance with a
slower decay of the maximum. The development of qrms shows a
different behaviour. Very close to the ground there is an increase in
qrms, while there is a decrease from there up to z¼ 0.2d0 because theFig. 7. Mean streamlines for (a) LESN01 (Ri ¼ 0) and (bnear wake is fully mixed. Above z ¼ 0.2d0 qrms has increased again.
Further downstream the excess in the outer ﬂow moves upwards,
while the excess region near the ground remains equal in magni-
tude and location. Going downstream the deﬁcit region around
z ¼ 0.1d0 changes into an excess for the most stable case.
5.3. Pollutant dispersion
Next, we consider the effect of both the presence of the obstacle
and thermal stratiﬁcation on the dispersion of pollutants. This will
answer the question if andwhen these two factors can be neglected
in order to use simpliﬁed models to predict air quality. The ﬁve
independent spanwise line sources of passive scalar, indicated by
concentrations C1, C2, C3, C4 and C5, are located at locations
xs ¼5h, 1h, 1h, 10h, and 20h, respectively. All sources are located
at z ¼ 0.2h to mimic the exhaust gases from trafﬁc. We will di-
agnose the concentration at ground level because that is approxi-
mately what the population is exposed to. Moreover, for the cases
studied here the ground concentrations are the maximum con-
centrations for the region downstream of reattachment.
Fig. 10 shows the inﬂuence of Ri on the measured concentration
at ground level at locations 10h, 30h, 50h and 75h downstream of
each source location, xs. Results are given for obstacle cases as well
as the ﬂat cases. The concentration has been scaled with the con-
centration measured in the neutral case. As expected, the concen-
tration proﬁles for the ﬂat cases collapse. For the fence simulations
the proﬁles are also in good agreement with each other even
though the source location relative to the position of the fence
differs per source. Overall, ground concentrations increase with
higher levels of stratiﬁcation. The effect is less for the obstacle
simulations because of enhanced mixing due to increased turbu-
lence. Still, for the case at Ri ¼ 0.147 concentrations are 2.5 times
higher than the neutral case at 75h downstream of the emission
source, which indicates that stratiﬁcation effects cannot be
neglected.
The effect of the obstacle on the ground concentration is shown
in Fig. 11, where the ratio of ground level concentration for the
obstacle case over the ﬂat case, ðCobs:=CflatÞground, is given along the
downstream direction for source 1 (located at x/h ¼5) and source
4 (located at x/h ¼ 10). The result for source 2 is similar to Fig. 11a
while sources 3 and 5 give results similar to Fig. 11b. In all cases the) LESS21 (Ri ¼ 0.147). The fence is located at x¼0.
Fig. 8. Average downstream development of u (top), q (middle) and Rigrad (bottom). Continuous lines: Obstacle cases. Dashed lines: Flat cases.
J.M. Tomas et al. / Atmospheric Environment 113 (2015) 236e246 243presence of the fence causes ground concentrations initially to
decrease compared to the ﬂat situation. The inﬂuence of the fence is
largest for the most stratiﬁed case, for which C
obs:
1 has decreased to
28% of the ﬂat case in the region downstream of reattachment. For
the neutral case this is 50%. At x/h ¼ 100 this ratio has increased to
35% (stable) and 65% (neutral). The largest reduction in ground
concentration is measured for source 4. This can be explained by
the fact that source 4 is located just before the point of reattach-
ment. At this location the shear layer emanating from the top of the
fence impinges on the surface which has a strongmixing effect. The
least reduction is measured for sources 1 and 5, which are located
at the largest distance from the recirculation zone of the fence.5.4. Decay of maximum deﬁcits
According to Schoﬁeld and Logan (1990) in the outer ﬂow the
decay of maximum deﬁcit in mean velocity relative to its value at
the reattachment location should scale with the length scales x xR
and d, where x  xR is the distance from the reattachment location,
xR. Using data from several experiments they showed that the
decay has a logarithmic dependence on the recovery distance,x  xR, of the form:
Du
DuR
¼ 0:50 log10
x xR
d
þ 0:49; (7)
where Du is the maximum velocity deﬁcit and subscript R indicates
the value at the reattachment location. If we determine Du at each
downstream location and scale our results accordingly the data
does not match the proﬁle of Equation (7). However, as mentioned
in paragraph 5.2, there is a velocity excess just above the obstacle,
which is not present in the experimental results on which the
empirical ﬁt of Equation (7) is based. If we consider the mean ve-
locity deﬁcit relative to the velocity excess at the fence location, the
data does collapse, as can be seen in Fig. 12a. The experimental
results from four experiments by Counihan et al. (1974) and Castro
(1979) are plotted as well. All the experimental results are based on
a two-dimensional square obstacle in a rough-wall TBL where h/d
ranged from 5.9 to 14.5. Remarkably, the decay appears to be in-
dependent of the stratiﬁcation.
In Fig. 12b it is shown that the decay of the maximum deﬁcit in
mean temperature, Dq, shows reasonable agreement with the
proﬁle of Equation (7) (for Du); Dq decays similarly as Du even
though the proﬁles at the reattachment location are different as
Fig. 9. Average development of
u0w01=2 (top) and qrms (bottom). Continuous lines: Obstacle cases. Dashed lines: Flat cases.
Fig. 10. Effect of stratiﬁcation on ground concentrations. (a) (x  xs)/h ¼ 10. (b) (x  xs)/h ¼ 30. (c) (x  xs)/h ¼ 50. (d) (x  xs)/h ¼ 75. Continuous lines: Obstacle cases. Dashed lines:
Flat cases.
J.M. Tomas et al. / Atmospheric Environment 113 (2015) 236e246244explained in paragraph 5.2. Just as for Du, stratiﬁcation does not
have an effect on the decay of Dq. This cannot be said for the decay
of maximum excess inmean Reynolds stress,Du0w0, which is shownin Fig. 13a. From about 1d (zLR) downstream of the reattachment
point the decay shows ((x  xR)/d)1 dependence for the neutral
case. For the most stable case this has changed to an exponent
Fig. 11. Effect of obstacle on ground concentrations downstream. (a) Source 1. (b) Source 4.
Fig. 12. Decay of maximum deﬁcit in (a) mean velocity and (b) mean temperature downstream of reattachment. Du is corrected with maximum Du at fence location. Experimental
data from Counihan et al. (1974) and Castro (1979) are shown.
Fig. 13. Decay of (a) maximum deﬁcit in mean Reynolds stress and (b) maximum excess in mean concentration (Source 3).
J.M. Tomas et al. / Atmospheric Environment 113 (2015) 236e246 245of1/2. Similar effects are visible for the decay of maximum excess
in mean concentration, DC, shown in Fig. 13b, where results are
given for source 3. The same conclusion can be drawn for the other
line sources. This Ri dependence is in accordance with the obser-
vation that in the stratiﬁed cases the reduction in ground concen-
trations lasts further downstream than in the neutral case (Fig. 11).6. Conclusions
We have shown that by using a recycling method accurate tur-
bulent inﬂow TBLs for stable stratiﬁcation up to Rigrad ¼ 0.2 can begenerated. This enabled a detailed investigation of the response of
neutral and stably stratiﬁed ﬂows to the presence of an obstacle.
The validity of two simpliﬁcations has been studied; either neglect
the presence of the obstacle, or neglect thermal stratiﬁcation ef-
fects. We conclude that for neutral cases the effect of a two-
dimensional obstacle can be neglected after approximately 75h if
u is considered. However, for stable cases the u and q proﬁles have
not recovered to their undisturbed shape, even after 100h; u and q
are increased near the ground proportional to the level of stratiﬁ-
cation. Moreover, for all Richardson numbers turbulence levels are
signiﬁcantly increased for longer distances, which results in lower
J.M. Tomas et al. / Atmospheric Environment 113 (2015) 236e246246ground concentration due to increased pollutant dispersion.
Regarding the second simpliﬁcation, i.e. to neglect thermal
stratiﬁcation, we can conclude that stratiﬁcation is indeed reduced
locally due to enhanced mixing by the obstacle. However, making
the assumption that the ﬂow in thewake of the obstacle is neutrally
buoyant results in an underestimation of concentrations by a factor
2.5 at 75h downstream of the emission source for the case at
Ri ¼ 0.147. We therefore conclude that both suggested simpliﬁca-
tions are unjustiﬁed when considering a single obstacle in an un-
disturbed ﬂow. Whether the same conclusion holds for multiple
obstacles requires further investigation.
Furthermore, we have shown that the maximum deﬁcit in mean
velocity relative to the maximum deﬁcit at the point of reattach-
ment shows the same decay for all levels of stratiﬁcation. If scaled
with the development length (x  xR)/d the results collapse with
data from several experiments under neutral conditions, showing a
logarithmic dependence. The decay of maximum deﬁcit in mean
temperature shows similar behaviour. However, the decay of the
maximum deﬁcit in mean Reynolds stress does show a dependence
on the stratiﬁcation. For neutral conditions, after one TBL height
behind the reattachment location the decay starts to show a 1
power-law dependence on (x  xR)/d, while for the most stratiﬁed
case the exponent reduces to 1/2. This means that in stratiﬁed
cases the presence of an obstacle can be visible up to much larger
distances than in the neutral case. If we extrapolate the measured
decay of Reynolds stress excess the neutral case will reach 1% of the
value at the reattachment location at (x  xR)/d z 47. This is
(x  xR)/dz 1850 for the case at Ri ¼ 0.147. Moreover, the decay of
maximum excess in mean concentration shows a similar de-
pendency on Ri as the turbulent stresses. For three-dimensional
obstacles qualitatively similar behaviour can be expected, but the
obstacle effect will dissappear more rapidly with decreasing l/h
ratio. The effect of multiple obstacles will be subject of future
investigations.
Modelling pollutant dispersion near obstacles with a Gaussian
plume-like model most likely fails. Computational ﬂuid dynamics
(CFD) models based on RANS equations predict complex ﬂow ﬁelds
reasonably for neutral conditions. However, around complex ge-
ometries buoyancy can have a large inﬂuence on both the ﬂow ﬁeld
and the surface energy balance (Schrijvers et al. (2014)). Unfortu-
nately, RANS models handle buoyancy effects poorly. Therefore,
results from such simpliﬁed models should be compared with
experimental data and/or LES/DNS results in order to assess their
validity.
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