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SHARP HARDY-LITTLEWOOD-SOBOLEV INEQUALITY ON
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JINGBO DOU AND MEIJUN ZHU
Abstract There are at least two directions concerning the extension of classical
sharp Hardy-Littlewood-Sobolev inequality: (1) Extending the sharp inequality on
general manifolds; (2) Extending it for the negative exponent λ = n−α (that is for
the case of α > n). In this paper we confirm the possibility for the extension along
the first direction by establishing the sharp Hardy-Littlewood-Sobolev inequality on
the upper half space (which is conformally equivalent to a ball). The existences of
extremal functions are obtained; And for certain range of the exponent, we classify
all extremal functions via the method of moving sphere.
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1. Introduction
The classical sharp Hardy-Littlewood-Sobolev (HLS) inequality ([29, 30, 44, 39])
states that
|
∫ ∫
f(x)|x − y|−(n−α)g(y)dxdy| ≤ N(p, α, n)||f ||p||g||t (1.1)
for all f ∈ Lp(Rn), g ∈ Lt(Rn), 1 < p, t <∞, 0 < α < n and 1/p+1/t+(n−α)/n =
2. Lieb [39] proved the existence of the extremal function to the inequality with
sharp constant, and computed the best constant in the case of t = p. The sharp HLS
inequality implies Moser-Trudinger-Onofri and Beckner inequalities [2], as well as
Gross’s logarithmic Sobolev inequality [24]. All these inequalities play significant
roles in solving global geometric problems, such as Yamabe problem, Ricci flow
problem, etc. Besides the recent extension of the sharp HLS on the Heisenberg
group by Frank and Lieb [21], there are at least two directions concerning the
extension of the above sharp HLS inequality: (1) Extending the sharp inequality
on general manifolds; (2) Extending it for the negative exponent λ = n−α (that is
for the case of α > n). In this paper, we study the extension of sharp HLS to the
upper half space Rn.
We start with manifolds with boundary. One of the simplest manifolds with
boundary is the upper half space, or under the conformal equivalence, a ball in
R
n. By introducing an extension operator, we establish the sharp HLS inequality
on the upper half space, and prove the existences of extremal functions; For cer-
tain exponent, we classify all extremal functions via the method of moving sphere,
which was introduced in early work of Li and Zhu [36]. The current work builds
a solid foundation for extending the classical sharp HLS on general manifolds. We
shall outline (without proof) the general approach for such extensions later in this
introduction.
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1.1. Singular integral operator on the upper half space. Let f(x) ∈ C20 (R
n)
for n ≥ 3. The pointwise defined potential equation
−∆u = f
is equivalent to, up to a harmonic function, the following (globally defined) integral
equation:
u(x) =
1
n(n− 2)ωn
∫
Rn
f(y)
|x− y|n−2
dy,
where, and throughout the paper, ωn denotes the volume of the n−dimensional
unit ball. Generally, for all α > 0, a positive solution u(x) ∈ Hα/2(Rn) to
(−∆)
α
2 u = f, u ∈ Hα/2(Rn) (1.2)
in the distribution sense is given by∫
Rn
(−∆)
α
4 u(x)(−∆)
α
4 φ(x)dx =
∫
Rn
φ(x)f(x)dx,
for all φ(x) ∈ C∞0 (R
n), where∫
Rn
(−∆)
α
4 u(x)(−∆)
α
4 φ(x)dx =
∫
Rn
|ξ|αû(ξ)φ̂(ξ)dξ.
If α is not an even number, equation (1.2) is globally defined. It is also known that
it is equivalent to the integral equation (see, e.g., Stein [45] on P117)
u(x) =
1
c(n, α)
∫
Rn
f(y)
|x− y|n−α
dy, (1.3)
where c(n, α) = π
n
2 2αΓ(α2 )/Γ(
n−α
2 ). See other related work in Chen and Li [11].
For f = u
n+α
n−α , equation (1.3) is also satisfied by the extremal functions to certain
sharp HLS inequality for the singular integral operator
Iαf(x) =
1
c(n, α)
∫
Rn
f(y)
|x− y|n−α
dy.
see, e.g., [39, 12, 34].
Parallel to the potential equation in the whole space, we consider the Laplacian
equation on the upper half space with Neumann boundary condition. Let f(y) ∈
C20 (R
n−1) for n ≥ 3. The pointwise defined partial differential equation{
−∆u(x′, xn) = 0, for xn > 0 and x
′ ∈ Rn−1,
uxn(x
′, 0) = −f(x′), for x′ ∈ Rn−1
is equivalent to, up to a harmonic function and a constant multiplier, the following
integral equation:
u(x) =
∫
∂Rn+
f(y)
|x− y|n−2
dy, ∀x = (x′, xn) ∈ R
n
+, (1.4)
where and throughout the paper, |x − y| =
√
|x′ − y|2 + x2n for x = (x
′, xn) ∈
R
n
+ and y ∈ ∂R
n
+ = R
n−1. Equation (1.4) can also be viewed as another type of
harmonic extensions of f(y).
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Generally, for α ∈ (1, n), we can introduce an extension operator for f(y) ∈
C∞0 (R
n−1) as
Eαf(x) =
∫
∂Rn+
f(y)
|x− y|n−α
dy, ∀x = (x′, xn) ∈ R
n
+. (1.5)
It will be clear that the above extension is in fact a Laplacian type extension oper-
ator for even number α (see Proposition 5.5 in Section 5). Other properties about
this extension and its relation to fractional Laplacian operator will be discussed in
Section 5.
In the meantime, we consider the dual operator Rα for g(x) ∈ C
∞(Rn+) with
compact set in BR(0) for large R:
Rαg(y) =
∫
R
n
+
g(x)
|x− y|n−α
dx, ∀x = (x′, xn) ∈ R
n
+, y ∈ ∂R
n
+. (1.6)
Rα can be viewed as a restriction operator.
The main goal of this paper is to establish the sharp HLS type inequalities for
operators Eα and Rα.
Theorem 1.1. For any 1 < α < n, 1 < p < n−1α−1 , and
1
q
=
n− 1
n
(
1
p
−
α− 1
n− 1
), (1.7)
there is a best constant Ce(n, α, p) > 0 depending on n, α and p, such that
‖Eαf‖Lq(Rn+) ≤ Ce(n, α, p)‖f‖Lp(∂Rn+), (1.8)
and the equality holds for certain extremal functions. Moreover, all extremal func-
tions are radially symmetric (with respect to some points).
Note that inequality (1.8) is equivalent to the following HLS inequality.
Theorem 1.2. (HLS inequality on the upper half space). For any 1 < α < n,
and 1 < t, p <∞ satisfying
n− 1
n
·
1
p
+
1
t
+
n− α+ 1
n
= 2, (1.9)
the following sharp inequality holds for all f ∈ Lp(∂Rn+), g ∈ L
t(Rn+) :∫
R
n
+
∫
∂Rn+
g(x)f(y)
|x− y|n−α
dydx ≤ Ce(n, α, p)‖f‖Lp(∂Rn+)‖g‖Lt(Rn+). (1.10)
This yields the sharp inequality for Rα.
Corollary 1.3. For 1 < α < n, 1 < t < nα , and
1
q
=
n
n− 1
(1
t
−
α
n
)
, (1.11)
there is a best constant Cr(n, α, t) > 0 depending on n, α and t, such that
‖Rαg‖Lq(∂Rn+) ≤ Cr(n, α, t)‖g‖Lt(Rn+), (1.12)
and the equality holds for certain extremal functions. Moreover, Cr(n, α, t) =
Ce(n, α, p), where p is given via (1.9).
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The best constants in (1.8) can be classified as
Ce(n, α, p) = sup{‖Eαf‖Lq(Rn+) : ‖f‖Lp(∂Rn+) = 1}.
The extremal functions to inequality (1.8), up to a positive constant multiplier,
satisfy the following integral equation:
fp−1(y) =
∫
R
n
+
(Eαf(x))
q−1
|x− y|n−α
dx, ∀ y ∈ ∂Rn+. (1.13)
Using the method of moving sphere, we are able to classify all positive solutions to
the above equation for certain power p, and obtain the precise value for the best
constant.
Theorem 1.4. For 1 < α < n, p = 2(n−1)n+α−2 , and q =
2n
n−α , if f ∈ L
2(n−1)
n+α−2
loc (∂R
n
+) is
a positive solution to equation (1.13), then f ∈ C∞(∂Rn+), and must be the form of
f(y) = c(n, α)
( 1
|y − y0|2 + d2
)n+α−2
2 , ∀ y ∈ ∂Rn+
for some constants c(n, α), d > 0, and y0 ∈ ∂R
n
+. Thus, Ce(n, α, p) can be computed
explicitly, in particular, for α = 2,
Ce(n, 2,
2(n− 1)
n
) = n
n−2
2(n−1)ω
1− 1n−
1
2(n−1)
n .
We do not know whether similar inequalities hold for α = 1 or not. On the other
hand, a limiting inequality for α = n can be obtained. See more remark late in this
introduction and Section 5.2.
It will be clear in classifying all positive solutions to (1.13) via the method of
moving sphere, that for p = 2(n−1)n+α−2 and q =
2n
n−α , inequality (1.8) is equivalent to
an integral inequality on a ball Br(0):
‖E˜αf‖Lq(Br(0)) ≤ Ce(n, α, p)‖f‖Lp(∂Br(0)), (1.14)
where
E˜αf(x) =
∫
∂Br(0)
f(y)
|x− y|n−α
dSy, ∀x ∈ Br(0),
and one extremal function is always constant on the boundary. Moreover, for
α = 2, we can show that E˜αf(x) is a constant function if extremal function f(x) is
a constant on the boundary. These enable us to obtain the best constant Ce(n, α, p)
from inequality (1.14).
As a byproduct to our study, we also establish the following nonexistence result
to (1.13) with subcritical exponents.
Theorem 1.5. Let 1 < α < n, 2(n−1)n+α−2 ≤ p < 2, and 2 < q ≤
2n
n−α satisfying
1
p
−
n
q(n− 1)
<
α− 1
n− 1
.
If f ∈ L
(n−1)(2−p)
α−1
loc (∂R
n
+) is a nonnegative solution to equation (1.13), then f(x) = 0.
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1.2. Sharp HLS on general manifolds. Our current work has a strong impli-
cation in the extension of sharp HLS on general manifolds.
For a smooth and bounded domain Ω ⊂ Rn, we certainly can introduce
E˜αf(x) =
∫
∂Ω
f(y)
|x− y|n−α
dSy, ∀x ∈ Ω
for smooth functions f(y) defined on the boundary of Ω. Using the tools built in
this paper, one shall be able to show that
‖E˜αf‖Lq(Ω) ≤ CΩ(n, α, p)‖f‖Lp(∂Ω), (1.15)
with the sharp constant CΩ(n, α, p) that is related to the geometric property of the
domain. Using certain standard bubbling sequence of functions, we can show that
Ce(n, α, p) ≤ CΩ(n, α, p).
One may ask: for which type of domains will the strict inequality hold? Note that
similar extension operators were studied by Hang, Wang and Yan [27], where they
used the classical Riesz potential (corresponding to partial differential equations
with Dirichlet boundary condition); And similar question was discussed by them
(Conjecture 1.1 in [28]).
However, the danger for linking CΩ(n, α, p) to the the geometric property of the
domain is that the geometric property of a general domain does not play essential
role in the definition of the extension operator E˜α. Similar question can be asked for
other kernels on manifolds (for example, Stein and Weiss type kernel [46]). Broadly,
we may ask, how to extend the sharp HLS on general manifolds.
For α = 2, we observe: the common property for the kernel to our inequality
(1.10) and that to the classical HLS (1.1) is that both of them, up to a constant
multiplier, are the Green’s function of corresponding conformal Laplacian operators.
We thus propose (for simplicity we only consider α = 2 here) to extend the
classical Sharp HLS inequality as follows. Let (Mn, g) (for n ≥ 3) be a compact
smooth Riemmanian manifold, and Rg be its scalar curvature. Let Gy(x) be the
Green’s function to the conformal Lapacian operator Lg := −∆g +
n−2
4(n−1)R with
pole at y ∈Mn, then
Extension of the sharp HLS on compact Riemannian manifold. There is a best
constant N(Mn, g, p, 2) > 0, such that
|
∫
Mn
∫
Mn
f(x)Gy(x)h(y)dVxdVy | ≤ N(M
n, g, p, 2)||f ||p||h||p (1.16)
holds for all f ∈ Lp(Mn), h ∈ Lp(Mn), where p = 2n/(n + 2). Moreover,
N(Mn, g, p, 2) ≥ N(Sn, g0, p, 2) where (S
n, g0) is the standard sphere with induced
metric g0; And for n = 3, 4, 5, the strict inequality holds if Gy(x) has positive mass
(or if (Mn, g) is not conformally equivalent to (Sn, g0) by the positive mass theo-
rem of Schoen and Yau [43]). It turns out that (1.16) is equivalent to the sharp
Sobolev inequality on general compact manifold (we thank X. Wang for verifying
this fact with the second named author in [47]). The general extension of sharp
HLS inequality on compact manifolds, in particular for α 6= 2, is not clear.
Let (Mn, ∂M, g) (n ≥ 3) be a Riemannian manifold with smooth boundary ∂M .
For simplicity, we consider a bounded domain Ω ⊂ Rn with smooth boundary ∂Ω,
whose mean curvature function is h. Let Fy(x) be the Green’s function to the
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conformal Lapacian operator:{
−∆Fy(x) = 0, x ∈ Ω,
∂Fy
∂ν +
n−2
2 hFy = δy, x ∈ ∂Ω
with pole y on the boundary, then
Extension of the sharp HLS on manifold with boundary. There is a best constant
Nb(Ω, p, 2) > 0, such that
|
∫
Ω
∫
∂Ω
f(y)Fy(x)g(x)dSydVx| ≤ Nb(Ω, p, 2)||f ||Lp(∂Ω)||g||Lt(Ω) (1.17)
holds for all f ∈ Lp(∂Ω), g ∈ Lt(Ω), where p = 2(n − 1)/n, and t = 2n/(n + 2).
Moreover, Nb(Ω, p, 2) ≥ Nb(B1(0), p, 2) where B1(0) is the unit ball center at the
origin; And for n = 3, 4, 5, the strict inequality holds if Ω is not conformal to B1(0).
Now, for a bounded domain Ω ⊂ Rn with smooth boundary ∂Ω, let Ky(x) =
n(n− 2)ωnFy(x), and define the extension operator
E2,Ωf(x) =
∫
∂Ω
f(y)Ky(x)dSy , ∀x ∈ Ω. (1.18)
We shall be able to show that, there is a best constant CˆΩ(n, 2, p), such that
‖E2,Ωf‖Lq(Ω) ≤ CˆΩ(n, 2, p)‖f‖Lp(∂Ω), (1.19)
and Ce(n, 2, p) ≤ CˆΩ(n, 2, p). Moreover, for n = 3, 4, 5, the equality holds if and
only if Ω is a ball. We believe that for α = 2, sharp inequality (1.17) and (1.19)
are equivalent to the sharp trace inequality proved in Escobar [18]. The general
extension of sharp HLS on compact manifolds with boundary for α 6= 2 is not clear.
The classification results in Theorem 1.4 are obtained for continuous functions,
based on some basic calculus lemmas initially used in Li and Zhu [36] for C1 func-
tions. Even though the extremal functions are weak solutions to the integral equa-
tions, similar argument to the proof of Brezis and Kato’s lemma implies that all
weak solutions are indeed smooth. Details on the regularity of solutions are given
in Section 4. Interestingly, the same calculus lemmas in Li and Zhu [36] for C1
functions were later proved to be true for all continuous functions by Li and Niren-
berg (see Appendix B in [34]), and eventually it is proved to be true for all finite,
non-negative measures in Rn by Frank and Lieb [20]. In [20], the invariant property
is used to derive the absolute continuity for the measure with respect to Lebesgue
measure, which is different to our regularity argument.
For α = n, the modern folklore inequality is obtained via taking the limit of
the power, see Corollary 5.4 below. The other case α > n will be addressed in our
future paper [16], after we explain how to extend the classical HLS inequality (1.1)
for negative λ = n− α in [15]. As we pointed out at the beginning, this is another
direction for extending the classical sharp HLS inequality. We need to point out
that sharp Sobolev type inequalities with negative exponent on the standard sphere
S
n did appear in, for example, Ai, Chou and Wei [1], Yang and Zhu [48], Hang and
Yang [26], and Ni and Zhu [41]. See also our recent work [14] for equations with
negative exponent.
Our results are closely related to the study of fractional Lapalacian operator in
the whole space [8], fractional Yamabe problem [9, 22, 23, 25, 33, 34], fractional
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prescribing curvature problem on Sn [31, 32], and to the study of Yamabe and
prescribing curvature problems with boundary, see, e. g. [17, 18, 19, 36, 37, 25].
Our proof of sharp integral inequalities is essentially along the line of the classical
paper by Lieb [39]. Our approach to the classification of extremal function is similar
to that in [36, 12, 27] and [34] in spirit, but quite different in details. For instance, we
use the method of moving sphere for a system of equations to classify the extremal
functions.
We shall first prove Theorem 1.1 in Section 2. The inequalities are proved along
the line of the proof for the classical HLS inequality (see, e.g. Stein [45]). The
sharp inequalities and the existences of extremal functions are obtained via the
arguments based on symmetrization. The classification of extremal functions via
the method of moving sphere is given in Section 3. In Section 4, we establish the
regularity properties for solutions to the integral equations use the argument similar
to the proof of Brezis and Kato’s lemma [6]. In the final section, we discuss the
similar inequalities in a ball, limit case, and the relation between our operators
and fractional Lapalacian operators in the whole space. As a byproduct of our
classification argument, we also obtain the nonexistence result (Theorem 1.5) for a
subcritical integral equation system, though it is still an open problem to find the
extremal function for inequality (1.8) if p 6= 2(n− 1)/(n+α− 2) (corresponding to
the case p 6= 2n/(n+ α) for HLS in whole space).
2. The sharp Hardy-Littlewood-Sobolev inequality on the upper half
space
In this section, we shall establish the sharp HLS inequalities on the upper half
space. We first establish the following Young inequality on the upper half space
R
n
+.
Lemma 2.1. Suppose that p, q, r ∈ [1,∞] are three parameters satisfying 1p +
1
q =
1 + 1r . For any h ∈ L
p(∂Rn+), g ∈ L
q(Rn+), define
g ∗ h(x) =
∫
∂Rn+
g(x− y)h(y)dy, ∀x ∈ Rn+.
Let g˜(x′) = g(x′, 0) be the restriction of g(x) on the boundary of the upper half space
R
n
+. If |g(x
′, xn)| ≤ |g˜(x
′)| for all x′ ∈ ∂Rn+ and xn > 0, then
‖g ∗ h‖Lr(Rn+) ≤ ‖h‖Lp(∂Rn+)‖g‖
q/r
Lq(Rn+)
‖g˜‖
1−q/r
Lq(∂Rn+)
. (2.1)
Proof. If r = ∞, then 1p +
1
q = 1. By Ho¨lder inequality and the translation
invariance of Lebesgue measure, we have
|
∫
∂Rn+
g(x′ − y, xn)h(y)dy| ≤
∫
∂Rn+
|g˜(x′ − y)||h(y)|dy
≤ ‖g˜‖Lq(∂Rn+)‖h‖Lp(∂Rn+).
Hence,
‖g ∗ h‖L∞(Rn+) ≤ ‖g˜‖Lq(∂Rn+)‖h‖Lp(∂Rn+).
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Next, we consider the case 1 ≤ r < ∞. For any a, b ∈ [0, 1], p1, p2 ∈ [0,∞]
satisfying 1p1 +
1
p2
+ 1r = 1, and x ∈ R
n
+, we have
|g ∗ h(x)| ≤
∫
∂Rn+
|g(x− y)|1−a|h(y)|1−b|g(x′ − y, xn)|
a|h(y)|bdy
≤
∫
∂Rn+
|g(x− y)|1−a|h(y)|1−b|g˜(x′ − y)|a|h(y)|bdy
≤
( ∫
∂Rn+
|g(x− y)|(1−a)r|h(y)|(1−b)rdy
) 1
r ‖g˜‖aLap1(∂Rn+)‖h‖
b
Lbp2(∂Rn+)
.
Taking the rth power of the above inequality and integrating on Rn+, we have∫
R
n
+
|g ∗ h(x)|rdx ≤ ‖g˜‖arLap1(∂Rn+)
‖h‖brLbp2(∂Rn+)
·
∫
R
n
+
∫
∂Rn+
|g(x− y)|(1−a)r|h(y)|(1−b)rdydx
= ‖g˜‖arLap1(∂Rn+)‖h‖
br
Lbp2(∂Rn+)
·
∫
∂Rn+
|h(y)|(1−b)r
( ∫
R
n
+
|g(x− y)|(1−a)rdx
)
dy
= ‖h‖
(1−b)r
L(1−b)r(∂Rn+)
‖g‖
(1−a)r
L(1−a)r(Rn+)
‖g˜‖arLap1(∂Rn+)
‖h‖brLbp2(∂Rn+)
.
Now, choosing p = (1 − b)r = bp2, q = (1 − a)r = ap1, we have inequality (2.1).
To complete the proof, we still need to show that p, q and r are arbitrary indices
in [1,∞) satisfying 1p +
1
q = 1+
1
r . Since p = (1− b)r = bp2, q = (1− a)r = ap1, we
have a = 1− qr , b = 1−
p
r , and p1 =
q
a , p2 =
p
b . We can directly verify that
1 =
1
p1
+
1
p2
+
1
r
=
1
q
+
1
p
−
1
r
.
Conversely, if p, q, r ∈ [1,∞) are given and satisfy 1p+
1
q = 1+
1
r , then a = 1−
q
r ≥
0 and b = 1− pr ≥ 0. It is obvious that both a, b ≤ 1. Also, for p1 =
q
a , p2 =
p
b , it is
easy to check that
1
p1
+
1
p2
+
1
r
= 1.

We are now ready to prove the inequality in Theorem 1.1 with a constant (which
may not be sharp).
Proof of Theorem 1.1.
For α ∈ (1, n), p ∈ [1, n−1α−1 ) and q given by
1
q = (
1
p −
α−1
n−1 ) ·
n−1
n , we first prove
‖Eαf‖LqW (Rn+) ≤ C(n, α, p)‖f‖Lp(∂R
n
+)
(2.2)
for some constant C(n, α, p). That is, we need to show that there is a constant
C(n, α, p) > 0, such that
meas{x : |Eαf(x)| > λ} ≤
(
C(n, α, p)
‖f‖Lp(∂Rn+)
λ
)q
, ∀f ∈ Lp(∂Rn+), ∀ λ > 0.
(2.3)
Note that inequality (2.2) implies, via the Marcinkiewicz interpolation [45, 42], that
‖Eαf‖Lq(Rn+) ≤ C1(n, α, p)‖f‖Lp(∂Rn+),
or even slight stronger inequality
‖Eαf‖Lq(Rn+) ≤ C2(n, α, p)‖f‖Lp,q(∂Rn+) (2.4)
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for p ∈ (1, n−1α−1 ) and q given by
1
q = (
1
p −
α−1
n−1 ) ·
n−1
n .
Let X be either Rn+ or ∂R
n
+. Recall: for a given measurable function f(x) on X
and 1 ≤ p <∞, the weak Lp norm of f(x) is defined by
‖f‖LpW (X) = inf{A > 0 |meas{x ∈ X | f(x) > t} · t
p ≤ Ap},
and LpW (X) = {f | f is a measurable function, and ‖f‖LpW (X) < ∞}. More gener-
ally, for 1 < p <∞, 1 ≤ q <∞, the Lorentz Lp.q(X) norm is given by
‖f‖Lp,q(X) =
[ ∫ ∞
0
(x
1
p f∗∗(x))q
dx
x
] 1
q .
where f∗∗ = 1x
∫ x
0
f∗(t)dt, f∗ is the nonnegative nonincreasing rearrangement of |f |
(see, O’Neail [42] P136). For 1 ≤ p ≤ ∞, q =∞,
‖f‖Lp,∞(X) = sup
x>0
x
1
p f∗∗(x),
and the Lorentz space Lp,q(X) = {f | f is a measurable function, and ‖f‖Lp,q(X) <
∞}. It is known that LpW (X) = L
p,∞(X) is a special case of such space. See also,
Stein [45].
For any r > 0, define
E1α,rf(x) =
∫
∂Rn+,|y−x|≤r
f(y)
|x− y|n−α
dy,
and
E2α,rf(x) =
∫
∂Rn+,|y−x|≥r
f(y)
|x− y|n−α
dy.
Then for any λ > 0,
meas{x : |Eαf(x)| > 2λ} ≤ meas{x : |E
1
α,rf(x)| > λ}+meas{x : |E
2
α,rf(x)| > λ}.
(2.5)
It is enough to prove inequality (2.3) with 2λ in place of λ in the left side of the
inequality. We can further assume ‖f‖Lp(∂Rn+) = 1.
Since |x − y| ≥ |x′ − y| for any x = (x′, xn) ∈ R
n
+ and y ∈ ∂R
n
+, using Young
inequality (2.1) (with q = 1), we have
‖E1α,rf‖Lp(Rn+) ≤
( ∫
R
n
+
χr(|x− y|)
|x− y|n−α
dx
) 1
p
( ∫
∂Rn+
χr(|x
′ − y|)
|x′ − y|n−α
dy
) p−1
p ‖f‖Lp(∂Rn+)
=: D1D2,
where χr(x) = 1 for |x| ≤ r and χr(x) = 0 for |x| > r, and
D1 =
( ∫
B+r (y)
1
|x− y|n−α
dx
) 1
p = C1(n, α, p)r
α
p ,
D2 =
( ∫
Bn−1r (x′)
1
|x′ − y|n−α
dy
) p−1
p = C2(n, α, p)r
(α−1)(p−1)
p .
We use the fact that α > 1 in the computation for D2. It follows that
meas{x : |E1α,rf | > λ} ≤
‖E1α,rf‖
p
Lp(Rn+)
λp
≤
C3(n, α, p)r
αp−(p−1)
λp
. (2.6)
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On the other hand,
‖E2α,rf‖L∞(Rn+) ≤
∫
∂Rn+
1− χr(|x
′ − y|)
|x′ − y|n−α
|f(y)|dy
≤
( ∫
∂Rn+
(1− χr(|x′ − y|)
|x′ − y|n−α
)p′
dy
) 1
p′ ‖f‖Lp(∂Rn+)
=: D3,
where 1p +
1
p′ = 1. It is easy to see (note: p < (n− 1)/(α− 1)) that
D3 =
( ∫
∂Rn+\B
n−1
r (x′)
( 1
|x′ − y|n−α
)p′
dy
) 1
p′ = C4(n, α, p)r
(n−1)−(n−α)p′
p′ .
If we choose r = (C−14 (n, α, p)λ)
p′
(n−1)−(n−α)p′ , thus λ = C4(n, α, p)r
(n−1)−(n−α)p′
p′ . It
follows that ‖E2α,rf‖L∞(Rn+) ≤ λ, thus
meas{x : |E2α,rf | > λ} = 0.
Bringing the above and (2.6) into (2.5), we have
meas{x : |Eαf | > 2λ} ≤ meas{x : |E
1
α,rf | > λ} ≤
C3(n, α)r
αp−(p−1)
λp
= C5(n, α)λ
p′[αp−(p−1)]
(n−1)−(n−α)p′
−p
,
where
p′[αp− (p− 1)]
(n− 1)− (n− α)p′
− p = −
np
(n− 1)− (α− 1)p
.
Let
q =
np
(n− 1)− (α− 1)p
,
that is,
1
q
=
n− 1
n
(1
p
−
α− 1
n− 1
)
,
we then obtain (2.3).
The sharp constant to inequality (1.8) is classified by
Ce(n, α, p) = sup{‖Eαf‖Lq(Rn+) : f ∈ L
p(∂Rn+), ‖f‖Lp(∂Rn+) = 1}.
Using symmetrization argument, we will show that the above supreme is attained
by a radially symmetric (with respect to some point) function. Moreover, we will
show that all extremal functions for inequality (1.8) are radially symmetric with
respect to some point.
For any measurable function u(x) on Rn vanishing at infinity, we can define its
radially symmetric, non-increasing rearrangement function u∗. u∗(x) is a nonnega-
tive lower-semicontinuous function and has the same distribution as |u|. Moreover,
for 1 ≤ p ≤ ∞, the following inequality holds
‖u ∗ v‖Lp(Rn) ≤ ‖u
∗ ∗ v∗‖Lp(Rn), (2.7)
where u ∗ v(x) =
∫
Rn
u(y)v(x− y)dy is the convolution product. See, for example,
Brascamp, Lieb and Luttinger [3].
Let {fj}
∞
j=1 ∈ C
∞
0 (∂R
n
+) be a nonnegative maximizing sequence with ‖fj‖Lp(∂Rn+) =
1, f∗j be the rearrangement of fj.
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Since
‖f∗j ‖Lp(∂Rn+) = ‖fj‖Lp(∂Rn+) = 1,
and by (2.7),
‖Eα(fj)‖
q
Lq(Rn+)
=
∫ ∞
0
∫
∂Rn+
( ∫
∂Rn+
fj(y)
(|x′ − y|2 + x2n)
n−α
2
dy
)q
dx′dxn
≤
∫ ∞
0
∫
∂Rn+
( ∫
∂Rn+
f∗j (y)
(|x′ − y|2 + x2n)
n−α
2
dy
)q
dx′dxn
= ‖Eα(f
∗
j )‖
q
Lq(Rn+)
,
we know that {f∗j }
∞
j=1 is also a maximizing sequence. Without loss of generality,
we can assume that this is a sequence of nonnegative radially symmetric and non-
increasing functions. To avoid that fj may converge to a trivial function, we need
to modify the sequence further.
For convenience, denote e1 = (e
′
1, 0) = (1, 0, · · · , 0, 0) ∈ R
n, and
aj := supλ>0λ
−n−1p fj(
e′1
λ
).
Note that for y ∈ ∂Rn+ \ {0},
0 ≤ fj(y) = fj(|y|e
′
1) = |y|
−n−1p |y|
n−1
p fj(|y|e
′
1) ≤ aj |y|
−n−1p ,
and
‖fj‖Lp,∞(∂Rn+) ≤ Caj .
Thus, for 1q = (
1
p −
α−1
n−1 ) ·
n−1
n , by (2.4) we have
‖Eα(fj)‖Lq(Rn+) ≤ C(n, α, p)‖fj‖Lp,q(∂Rn+)
≤ C(n, α, p)‖fj‖
n−1−(α−1)p
n
Lp,p(∂Rn+)
‖fj‖
1+(α−1)p
n
Lp,∞(∂Rn+)
≤ C(n, α, p)a
1+(α−1)p
n
j .
This implies aj ≥ C(n, α, p) > 0. Define f
λ
j (x) = λ
−n−1p f(xλ ). Thus, we may choose
λj such that
f
λj
j (e
′
1) = λj
−n−1p f(
e′1
λj
) ≥ C(n, α, p) > 0.
Also, it is easy to verify that
‖f
λj
j ‖Lp(∂Rn+) = ‖fj‖Lp(∂Rn+), and ‖Eα(f
λj
j )‖Lq(Rn+) = ‖Eα(fj)‖Lq(Rn+).
Thus, {f
λj
j }
∞
j=1 is also a maximizing sequence. Therefore, we can further assume
that the nonnegative and radially non-increasing maximizing sequence {fj}
∞
j=1 with
‖fj‖Lp(∂Rn+) = 1 also satisfies fj(e
′
1) ≥ C(n, α, p) > 0 for all j ≥ 1. It follows that
|fj(y)| ≤ ω
− 1p
n−1|y|
−n−1p , ∀y ∈ ∂Rn+. (2.8)
Up to a subsequence, we can find a nonnegative, radially nonincreasing function
f such that fj → f a.e.. Hence we conclude that f(y) ≥ C(n, α, p) > 0 for
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|y| ≤ 1, fj ⇀ f in L
p(∂Rn+), and ‖f‖Lp(∂Rn+) ≤ 1. From Brezis and Lieb’s Lemma
[5], we see ∫
∂Rn+
∣∣|fj |p − |f |p − |fj − f |p∣∣dy → 0.
So
‖fj − f‖
p
Lp(∂Rn+)
= ‖fj‖
p
Lp(∂Rn+)
− ‖f‖pLp(∂Rn+)
+ o(1)
= 1− ‖f‖pLp(∂Rn+)
+ o(1). (2.9)
Note α ∈ (1, n). Also from (2.8) we have: for any fixed x 6= 0, and |y| > 2|x|,
|
fj(y)
|x− y|n−α
−
f(y)
|x− y|n−α
| ≤
C
|y|n−α+(n−1)/p
.
Thus (Eαfj)(x) → (Eαf)(x) for almost all x ∈ R
n
+ by dominated convergence
theory. It follows that
Ce(n, α, p) + o(1) = ‖Eαfj‖
q
Lq(Rn+)
= ‖Eαf‖
q
Lq(Rn+)
+ ‖Eα(fj − f)‖
q
Lq(Rn+)
+ o(1)
≤ Cqe (n, α, p)‖f‖
q
Lp(∂Rn+)
+ Cqe (n, α, p)‖fj − f‖
q
Lp(∂Rn+)
+ o(1).
So
1 ≤ ‖f‖qLp(∂Rn+)
+ ‖fj − f‖
q
Lp(∂Rn+)
+ o(1). (2.10)
Combining (2.9) and (2.10) and letting j →∞, we obtain
1 ≤ ‖f‖qLp(∂Rn+)
+
(
1− ‖f‖pLp(∂Rn+)
) q
p .
From the fact that q > p and f 6≡ 0, we have ‖f‖Lp(∂Rn+) = 1. Hence fj → f in
Lp(∂Rn+) and f is a maximizer. This shows the existence of an extremal function
to the sharp inequality (1.8).
Next we show the radial symmetry and monotonicity hold for all extremal func-
tions. Assume that f ∈ Lp(∂Rn+) is a maximizer, so is |f |. Thus ‖Eαf‖Lq(Rn+) =
‖Eα|f |‖Lq(Rn+), which implies f ≥ 0 or f ≤ 0. Without loss of generality, we only
consider the case of f ≥ 0. Then the Euler-Lagrange equation for f(x) is, up to a
constant multiplier, given by equation (1.13)
fp−1(y) =
∫
R
n
+
(Eαf(x))
q−1
|x− y|n−α
dx, ∀ y ∈ ∂Rn+.
On the other hand, (see, e.g. [38] P103), if u is nonnegative, radially symmetric,
and strictly decreasing in the radial direction, v is nonnegative, 1 < p <∞ and
‖u ∗ v‖Lp(Rn) = ‖u ∗ v
∗‖Lp(Rn) <∞,
then v(x) = v∗(x − x0) for some x0 ∈ R
n. It follows from this fact and the Euler-
Lagrange equation satisfied by f(y), that f(y) = f∗(y− y0) = f
∗(|y− y0|) for some
y0 ∈ ∂R
n
+, where f
∗(r) is decreasing in r.
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3. Classification of positive solutions for integral equations
In this section, we classify all nonnegative solutions to integral equation (1.13)
for p = 2(n− 1)/(n+ α− 2) and q = 2n/(n− α).
Let f be a nonnegative function satisfying (1.13). Define u(y) = fp−1(y), v(x) =
Eαf(x), θ =
1
p−1 , and κ = q − 1. Then the single equation (1.13) can be rewritten
as an integral systemu(y) =
∫
R
n
+
vκ(x)
|x−y|n−αdx, y ∈ ∂R
n
+,
v(x) =
∫
∂Rn+
uθ(y)
|x−y|n−αdy, x ∈ R
n
+
(3.1)
with 1κ+1 =
n−1
n
(
n−α
n−1 −
1
θ+1
)
. Note: if f ∈ Lploc(∂R
n
+), then u ∈ L
θ+1
loc (∂R
n
+). In
next section, we will show that if (u, v) is a pair of nonnegative solutions to system
(3.1) with u ∈ Lθ+1loc (∂R
n
+), then u ∈ C
∞(∂Rn+) and v ∈ C
∞(Rn+). From now on in
this section, we assume both u, v are smooth functions. Theorem 1.4 follows from
the following theorem.
Theorem 3.1. Let (u, v) be a pair of positive smooth solutions to system (3.1).
For 1 < α < n, if
θ =
n+ α− 2
n− α
, κ =
n+ α
n− α
,
then u, v must be the following forms on ∂Rn+:
u(ξ) = c1
( 1
|ξ − ξ0|2 + d2
)n−α
2 ,
v(ξ, 0) = c2
( 1
|ξ − ξ0|2 + d2
)n−α
2 ,
where c1, c2, d > 0, ξ0 ∈ ∂R
n
+.
We prove the above theorem via the method of moving sphere, which is intro-
duced by Li and Zhu in [36].
For R > 0, denote
BR(x) = {y ∈ R
n : |y−x| < R, x ∈ Rn}, Bn−1R (x) = {y ∈ ∂R
n
+ : |y−x| < R, x ∈ ∂R
n
+},
B+R(x) = {y = (y1, y2, · · · , yn) ∈ BR(x) : yn > 0, x ∈ ∂R
n
+},
Σnx,R = R
n
+\B
+
R(x), Σ
n−1
x,R = ∂R
n
+\B
n−1
R (x).
For x ∈ ∂Rn+ and λ > 0, we define the following transform:
ωx,λ(ξ) =
( λ
|ξ − x|
)n−α
ω(ξx,λ), ξ ∈ Rn+ \{x},
where
ξx,λ = x+
λ2(ξ − x)
|ξ − x|2
is the Kelvin transformation of ξ with respect to B+λ (x). Also we write ω
k
x,λ(ξ) :=
(ωx,λ(ξ))
k.
First we have the following lemma.
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Lemma 3.2. Let 1 < α < n, 0 < θ, κ <∞ and (u, v) be a pair of positive solutions
to system (3.1). Then, for any x ∈ ∂Rn+,
ux,λ(ξ) =
∫
R
n
+
vκx,λ(η)
|ξ − η|n−α
( λ
|η − x|
)τ1
dη, ∀ ξ ∈ ∂Rn+, (3.2)
vx,λ(η) =
∫
∂Rn+
uθx,λ(ξ)
|ξ − η|n−α
( λ
|ξ − x|
)τ2
dξ, ∀ η ∈ Rn+, (3.3)
where τ1 = n+ α− κ(n− α), τ2 = n+ α− 2− θ(n− α). Moreover,
ux,λ(ξ)− u(ξ) =
∫
Σnx,λ
P (x, λ; ξ, η)
[( λ
|η − x|
)τ1
vκx,λ(η)− v
κ(η)
]
dη, (3.4)
vx,λ(η) − v(η) =
∫
Σn−1x,λ
P (x, λ; η, ξ)
[( λ
|ξ − x|
)τ2
uθx,λ(ξ) − u
θ(ξ)
]
dξ, (3.5)
where
P (x, λ; ξ, η) =
1
|ξ − η|n−α
−
( λ
|ξ − x|
)n−α 1
|ξx,λ − η|n−α
,
and
P (x, λ; ξ, η) > 0, for ∀ ξ ∈ Σn−1x,λ , η ∈ Σ
n
x,λ, λ > 0.
The proof of Lemma 3.2 is similar to that in [34]. Similar computation will also
be used to derive an analog inequality (1.14) on a ball from inequality (1.8) in
Section 5.1.
Proof. For any x ∈ ∂Rn+, η ∈ R
n
+ and λ > 0, let
y = ηx,λ = x+
λ2(η − x)
|η − x|2
.
The n dimensional volume forms in y variable and η variable are related by
dy =
( λ
|η − x|
)2n
dη.
To simplify the calculations, we write
A+(ξx,λ) =
∫
Σnx,λ
vκ(y)
|ξx,λ − y|n−α
dy, A−(ξx,λ) =
∫
B+λ (x)
vκ(y)
|ξx,λ − y|n−α
dy.
Thus, from (3.1) we can rewrite u as follows:
u(ξx,λ) = A+(ξx,λ) +A−(ξx,λ)
for x, ξ ∈ ∂Rn+. Direct calculation yields
A+(ξx,λ) =
∫
Σnx,λ
vκ(y)
|ξx,λ − y|n−α
dy =
∫
B+λ (x)
vκ(ηx,λ)
|ξx,λ − ηx,λ|n−α
( λ
|η − x|
)2n
dη
=
∫
B+λ (x)
vκx,λ(η)
|ξx,λ − ηx,λ|n−α
( λ
|η − x|
)2n−κ(n−α)
dη.
Note that:
|η − x|
λ
|ξ − x|
λ
|ξx,λ − ηx,λ| = |ξ − η|.
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Thus,
A+x,λ(ξ) :=
( λ
|ξ − x|
)n−α
A+(ξx,λ)
=
( λ
|ξ − x|
)n−α ∫
B+λ (x)
vκx,λ(η)
|ξx,λ − ηx,λ|n−α
( λ
|η − x|
)2n−κ(n−α)
dη
=
∫
B+λ (x)
vκx,λ(η)
|ξ − η|n−α
( λ
|η − x|
)τ1
dη.
Similarly, we have
A−x,λ(ξ) :=
( λ
|ξ − x|
)n−α
A−(ξx,λ) =
∫
Σnx,λ
vκx,λ(η)
|ξ − η|n−α
( λ
|η − x|
)τ1
dη.
Hence,
ux,λ(ξ) = A
+
x,λ(ξ) +A
−
x,λ(ξ) =
∫
R
n
+
vκx,λ(η)
|ξ − η|n−α
( λ
|η − x|
)τ1
dη.
Identity (3.2) is established.
It also follows that
ux,λ(ξ)− u(ξ) = A
+
x,λ(ξ) +A
−
x,λ(ξ)−
(
A+(ξ) +A−(ξ)
)
= (A−x,λ(ξ)−A
+(ξ)) + (A+x,λ(ξ)−A
−(ξ))
=
∫
Σnx,λ
1
|ξ − η|n−α
[( λ
|η − x|
)τ1
vκx,λ(η) − v
κ(η)
]
dη
+(A+x,λ(ξ)−A
−(ξ)).
On the other hand,
A+x,λ(ξ) =
( λ
|ξ − x|
)n−α
A+(ξx,λ)
=
( λ
|ξ − x|
)n−α ∫
Σnx,λ
vκ(y)
|ξx,λ − y|n−α
dy,
and
A−(ξ) = A−((ξx,λ)x,λ) =
( λ
|ξx,λ − x|
)α−n
A−x,λ(ξ
x,λ)
=
( λ
|ξx,λ − x|
)α−n ∫
Σnx,λ
vκx,λ(η)
|ξx,λ − η|n−α
( λ
|η − x|
)τ1
dη
=
( λ
|ξ − x|
)n−α ∫
Σnx,λ
vκx,λ(η)
|ξx,λ − η|n−α
( λ
|η − x|
)τ1
dη.
Combining the above computations, we have identity (3.4). (3.3) and (3.5) can be
obtained in the same way.
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Now, for ξ ∈ Σn−1x,λ , η ∈ Σ
n
x,λ and λ > 0, we have
P (x, λ; ξ, η) = |ξ − η|α−n −
( |ξ − x|
λ
)α−n
|ξx,λ − η|α−n
= |ξ − η|α−n −
1
λα−n
(∣∣λ2(ξ − x)
|ξ − x|
+ |ξ − x|(x − η)
∣∣2)α−n2
= |ξ − η|α−n −
1
λα−n
[
λ4 + 2λ2(ξ − x)(x − η) + (ξ − x)2(x − η)2
]α−n
2
> |ξ − η|α−n −
1
λα−n
[
(x − η)4 + 2(x− η)2(ξ − x)(x − η) + (ξ − x)2(x− η)2
]α−n
2
= |ξ − η|α−n −
( |x− η|
λ
)α−n[
(x− η + ξ − x)2
]α−n
2
= |ξ − η|α−n
(
1−
( |x− η|
λ
)α−n)
> 0.
Lemma 3.2 is proved. 
Let
γ :=
n+ α− 2
n− α
, β :=
n+ α
n− α
.
It is clear in Lemma 3.2 that τ1 = τ2 = 0 if and only if θ = γ and κ = β. From now
on in this section, we assume that θ = γ and κ = β.
Define
Σux,λ = {ξ ∈ Σ
n−1
x,λ |u(ξ) < ux,λ(ξ)}, and Σ
v
x,λ = {η ∈ Σ
n
x,λ | v(η) < vx,λ(η)}.
Lemma 3.3. Assume the same conditions on n, α, θ, and κ as those in Theorem
3.1. Then for any x ∈ ∂Rn+, there exists λ0(x) > 0 such that: ∀ 0 < λ < λ0(x),
ux,λ(ξ) ≤ u(ξ), a.e. in Σ
n−1
x,λ ,
vx,λ(η) ≤ v(η), a.e. in Σ
n
x,λ.
Proof. For ξ ∈ Σux,λ, we have, via (3.4) and mean value theorem, that
0 ≤ ux,λ(ξ)− u(ξ) =
∫
Σnx,λ
P (x, λ; ξ, η)
[
vβx,λ(η)− v
β(η)
]
dη,
≤
∫
Σvx,λ
P (x, λ; ξ, η)
[
vβx,λ(η)− v
β(η)
]
dη,
≤
∫
Σvx,λ
vβx,λ(η)− v
β(η)
|ξ − η|n−α
dη,
= β
∫
Σvx,λ
φλ(v)
β−1(vx,λ(η)− v(η))
|ξ − η|n−α
dη,
≤ β
∫
Σvx,λ
vβ−1x,λ (η)(vx,λ(η) − v(η))
|ξ − η|n−α
dη,
where v(η) ≤ φλ(v) ≤ vx,λ(η) on Σ
v
x,λ.
For t ∈ (1, nα ), take k =
(n−1)t
n−αt , s =
nt
n−αt . Using inequality (1.12), the above
inequality yields
‖(ux,λ − u)+‖Lk(∂Rn+) ≤ c‖v
β−1
x,λ (vx,λ − v)+‖Lt(Rn+),
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where f+(x) = max(f(x), 0). Note β − 1 = 2α/(n − α). By Ho¨lder inequality, we
have
‖vβ−1x,λ (vx,λ − v)‖Lt(Σvx,λ) ≤ ‖vx,λ‖
β−1
L
2n
n−α (Σvx,λ)
‖vx,λ − v‖Ls(Σvx,λ).
Thus
‖ux,λ − u‖Lk(Σux,λ) ≤ c‖vx,λ‖
β−1
L
2n
n−α (Σvx,λ)
‖vx,λ − v‖Ls(Σvx,λ). (3.6)
On the other hand, for any η ∈ Σvx,λ, we know from (3.5) that
vx,λ(η) − v(η) ≤ γ
∫
Σu
x,λ
uγ−1x,λ (ξ)(ux,λ(ξ)− u(ξ))
|η − ξ|n−α
dξ,
Note for 1 < t < nα , s =
nt
n−αt >
n
n−α and
(n−1)s
n+(α−1)s =
(n−1)t
n−t . Similarly, using HLS
inequality (1.8) and Ho¨lder inequality, we have
‖vx,λ − v‖Ls(Σvx,λ) ≤ c‖u
γ−1
x,λ (ux,λ − u)‖
L
(n−1)s
n+(α−1)s (Σux,λ)
≤ c‖ux,λ‖
γ−1
L
2(n−1)
n−α (Σux,λ)
‖ux,λ − u‖Lk(Σux,λ). (3.7)
Combining (3.6) with (3.7), we obtain
‖ux,λ − u‖Lk(Σux,λ)
≤ c‖vx,λ‖
β−1
L
2n
n−α (Σvx,λ)
‖ux,λ‖
γ−1
L
2(n−1)
n−α (Σux,λ)
‖ux,λ − u‖Lk(Σux,λ)
≤ c‖vx,λ‖
β−1
L
2n
n−α (Σnx,λ)
‖ux,λ‖
γ−1
L
2(n−1)
n−α (Σn−1x,λ )
‖ux,λ − u‖Lk(Σux,λ)
= c‖v‖β−1
L
2n
n−α (B+λ (x))
‖u‖γ−1
L
2(n−1)
n−α (Bn−1λ (x))
‖ux,λ − u‖Lk(Σux,λ). (3.8)
Similarly, we have
‖vx,λ − v‖Ls(Σvx,λ) ≤ c‖v‖
β−1
L
2n
n−α (B+λ (x))
‖u‖γ−1
L
2(n−1)
n−α (Bn−1λ (x))
‖vx,λ − v‖Ls(Σvx,λ).
(3.9)
Since u ∈ L
2(n−1)
n−α
loc (∂R
n
+) and v ∈ L
2n
n−α
loc (R
n
+), we can choose λ0 small enough such
that for 0 < λ < λ0, we have
c‖v‖β−1
L
2n
n−α (B+λ (x))
‖u‖γ−1
L
2(n−1)
n−α (Bn−1λ (x))
≤
1
2
.
Combining the above with (3.8) and (3.9), we get
‖ux,λ − u‖Lk(Σux,λ) ≤
1
2
‖ux,λ − u‖Lk(Σux,λ),
‖vx,λ − v‖Ls(Σvx,λ) ≤
1
2
‖vx,λ − v‖Ls(Σvx,λ),
which imply that ‖ux,λ−u‖Lk(Σux,λ) = ‖vx,λ−v‖Ls(Σ
v
x,λ)
= 0. That is, the measures
for both Σux,λ and Σ
v
x,λ are zero. We complete the proof of the lemma. 
Define, module sets with zero measure,
λ¯(x) = sup{µ > 0 |ux,λ(ξ) ≤ u(ξ), and vx,λ(η) ≤ v(η), ∀λ ∈ (0, µ), ∀ξ ∈ Σ
n−1
x,λ , ∀η ∈ Σ
n
x,λ}.
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We will show: if the sphere stops, then we have symmetric properties for solutions.
Lemma 3.4. For some x0 ∈ ∂R
n
+, if λ¯(x0) <∞, then
ux0,λ¯(x0) = u on ∂R
n
+,
vx0,λ¯(x0) = v on R
n
+.
Proof. Denote λ¯ = λ¯(x0). We only need to show
ux0,λ¯(ξ) = u(ξ) for all ξ ∈ Σ
n−1
x0,λ¯
,
vx0,λ¯(η) = v(η) for all η ∈ Σ
n
x0,λ¯
.
By the definition of λ¯, we have
ux0,λ¯(ξ) ≤ u(ξ) for all ξ ∈ Σ
n−1
x0,λ¯
,
vx0,λ¯(η) ≤ v(η) for all η ∈ Σ
n
x0,λ¯
.
If ux0,λ¯(ξ) 6≡ u(ξ) or vx0,λ¯(η) 6≡ v(η), we know from (3.4) and (3.5) (using x0, λ¯ to
replace x, λ), that
ux0,λ¯(ξ) < u(ξ) for all ξ ∈ Σ
n−1
x0,λ¯
,
vx0,λ¯(η) < v(η) for all η ∈ Σ
n
x0,λ¯
.
Thus, for a given large R, ε0 and any δ > 0 there exist c1, c2 such that
u(ξ)− ux0,λ¯(ξ) > c1 for ξ ∈ Σ
n−1
x0,λ¯+δ
∩Bn−1R (x0),
v(η)− vx0,λ¯(η) > c2 for η ∈ Σ
n
x0,λ¯+δ
∩B+R(x0).
By (3.4) and (3.5), we know that we can choose ε < δ sufficiently small so that for
λ ∈ [λ¯, λ¯+ ε),
u(ξ) ≥ ux0,λ(ξ) for ξ ∈ Σ
n−1
x0,λ¯+δ
∩Bn−1R (x0),
v(η) ≥ vx0,λ(η) for η ∈ Σ
n
x0,λ¯+δ
∩B+R(x0).
These imply that Σux0,λ and Σ
v
x0,λ
have no intersection with
Σn−1
x0,λ¯+δ
∩Bn−1R (x0) and Σ
n
x0,λ¯+δ
∩B+R(x0),
respectively. Thus, Σux0,λ is contained in the union of
∂Rn+ \B
n−1
R (x0) and Σ
n−1
x0,λ
\Σn−1
x0,λ¯+δ
;
And Σvx0,λ is contained in the union of
R
n
+ \B
+
R(x0) and Σ
n
x0,λ\Σ
n
x0,λ¯+δ
.
For simplicity, we write Ωn−1λ,R = (∂R
n
+ \ B
n−1
R (x0)) ∪ (Σ
n−1
x0,λ
\Σn−1
x0,λ¯+δ
),Ωnλ,R =
(Rn+ \ B
+
R (x0)) ∪ (Σ
n
x0,λ
\Σn
x0,λ¯+δ
). Moreover, denote (Ωnλ,R)
∗ and (Ωn−1λ,R )
∗ as the
reflection of Ωnλ,R and Ω
n−1
λ,R under the Kelvin transformation with respect to the
sphere {x : |x−x0| = λ}, respectively. That is, (Ω
n
λ,R)
∗ = B+ε1(x0)∪(B
+
λ (x0)\B
+
λ2/(λ¯+δ)
(x0)),
and (Ωn−1λ,R )
∗ = Bn−1ε1 (x0) ∪ (B
n−1
λ (x0)\B
n−1
λ2/(λ¯+δ)
(x0)), where ε1 = λ/R is small as
R→∞.
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Similar to (3.8) and (3.9), for λ ∈ [λ¯, λ¯+ ε), we have
‖ux,λ − u‖Lk(Σux0,λ)
≤ c‖vx,λ‖
β−1
L
2n
n−α (Σvx0,λ
)
‖ux,λ‖
γ−1
L
2(n−1)
n−α (Σux0,λ
)
×‖ux,λ − u‖Lk(Σux0,λ)
,
≤ c‖v‖β−1
L
2n
n−α ((Ωnλ,R)
∗)
‖u‖γ−1
L
2(n−1)
n−α ((Ωn−1λ,R )
∗)
×‖ux,λ − u‖Lk(Σux0,λ)
, (3.10)
‖vx,λ − v‖Ls(Σvx0,λ)
≤ c‖v‖β−1
L
2n
n−α ((Ωnλ,R)
∗)
‖u‖γ−1
L
2(n−1)
n−α ((Ωn−1λ,R )
∗)
×‖vx,λ − v‖Ls(Σvx0,λ)
, (3.11)
Since u ∈ L
2(n−1)
n−α
loc (∂R
n
+) and v ∈ L
2n
n−α
loc (R
n
+), we have∫
(Ωn−1
λ,R
)∗
u
2(n−1)
n−α (ξ)dξ < ε0(ε, δ)
∫
(Ωn
λ,R
)∗
v
2n
n−α (η)dη < ε0(ε, δ).
Choose ε0 small enough (via choosing ε, δ small enough) such that for λ ∈ [λ¯, λ¯+ε),
c‖v‖β−1
L
2n
n−α ((Ωn−1λ,R )
∗)
‖u‖γ−1
L
2(n−1)
n−α ((Ωn−1λ,R )
∗)
<
1
2
.
Substituting the above into (3.10) and (3.11), we obtain
‖ux,λ − u‖Lk(Σux0,λ)
= ‖vx,λ − v‖Ls(Σvx0,λ)
= 0.
Thus we conclude that
ux0,λ(ξ) ≤ u(ξ) for all ξ ∈ Σ
n−1
x0,λ
,
vx0,λ(η) ≤ v(η) for all η ∈ Σ
n
x0,λ
for λ ∈ [λ¯, λ¯+ ε), which contradicts the definition of λ¯. 
The following three calculus key lemmas are needed for carrying out moving
sphere procedure. Under stronger assumptions (f ∈ C1(Rn+)), these lemmas were
early proved by Li and Zhu [36], and Li and Zhang [35]. The first two lemmas, due
to Li and Nirenberg, are adopted from Li [34].
Lemma 3.5. (Lemma 5.7 in [34]) For n ≥ 1 and µ ∈ R, if f is a function defined
on Rn and valued in (−∞,+∞) satisfying( λ
|y − x|
)µ
f
(
x+
λ2(y − x)
|y − x|2
)
≤ f(y), ∀λ > 0, |y − x| ≥ λ, x, y ∈ Rn,
then f(x) = constant.
Lemma 3.6. (Lemma 5.8 in [34]) Let n ≥ 1 and µ ∈ R, and f ∈ C0(Rn). Suppose
that for every x ∈ Rn, there exists λ > 0 such that( λ
|y − x|
)µ
f
(
x+
λ2(y − x)
|y − x|2
)
= f(y), ∀y ∈ Rn \ {x}.
Then there are a ≥ 0, d > 0 and x¯ ∈ Rn, such that
f(x) ≡ ±a
( 1
d+ |x− x¯|2
)µ
2 .
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Lemma 3.7. For n ≥ 1 and µ ∈ R, if f is a function defined on Rn+ and valued in
(−∞,+∞) satisfying( λ
|y − x|
)µ
f
(
x+
λ2(y − x)
|y − x|2
)
≤ f(y), ∀λ > 0, |y − x| ≥ λ, y ∈ Rn+, x ∈ ∂R
n
+,
then
f(z) = f(z′, t) = f(0, t), ∀ z = (z′, t) ∈ Rn+.
Proof. The proof of this lemma is similar to that of Lemma 7.1 in [34]. For any
z = (z′, zn) ∈ R
n
+, choose y
i = (y′, yin) with y
′ 6= z′, yin > zn and y
i
n → zn as
i→∞. Choose bi > 1, so that
xi := (x′i, 0) = xi(bi) = yi + bi(z − yi) ∈ ∂Rn+.
Also define
λi := λi(b
i) =
√
|z − xi||yi − xi|.
Then,
z = xi +
λ2i (y
i − xi)
|yi − xi|2
,
and by the assumption of Lemma 3.7,( λi
|yi − xi|
)µ
f(z) ≤ f(yi).
Since
lim
i→∞
λi
|yi − xi|
= lim
i→∞
√
|z − xi|
|yi − xi|
= 1, and lim
i→∞
yi = (y′, zn),
we obtain f(z′, zn) ≤ f(y
′, zn). Since y
′ and z′ are arbitrary, we have the lemma.

Proof of Theorem 3.1.
Case 1. If there exists some x0 ∈ ∂R
n
+ such that λ¯(x0) < ∞, then λ¯(x) < ∞
for all x ∈ ∂Rn+.
For any x ∈ ∂Rn+, from the definition of λ¯(x), we know ∀λ ∈ (0, λ¯(x)),
ux,λ(ξ) ≤ u(ξ), ∀ξ ∈ Σ
n−1
x,λ .
It implies
a := lim inf
|ξ|→∞
(
|ξ|n−αu(ξ)
)
≥ lim inf
|ξ|→∞
(
|ξ|n−αux,λ(ξ)
)
= λn−αu(x), ∀λ ∈ (0, λ¯(x)).
(3.12)
On the other hand, since λ¯(x0) <∞, using Lemma 3.4 we have
a = lim inf
|ξ|→∞
(
|ξ|n−αu(ξ)
)
= lim inf
|ξ|→∞
(
|ξ|n−αux0,λ¯(ξ)
)
= λ¯n−αu(x0) <∞. (3.13)
Combining (3.12) with (3.13) we obtain λ¯(x) < ∞ for all x ∈ ∂Rn+. Applying
Lemma 3.4 again, we know
ux,λ¯(ξ) = u(ξ), ∀x, ξ ∈ ∂R
n
+.
By Lemma 3.6, we have: for all x ∈ ∂Rn+,
u(ξ) = c1
( 1
|ξ − ξ0|2 + d2
) n−α
2
for some c1, d > 0 and ξ0 ∈ ∂R
n
+.
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Bringing the above into the second equation in system (3.1), we can show, for
ξ ∈ ∂Rn+, that
v(ξ, 0) = c2
( 1
|ξ − ξ0|2 + d2
)n−α
2
for some c2, d > 0 and ξ0 ∈ ∂R
n
+. More computational details can be found in the
proof of Lemma 6.1 in Li [34].
Case 2. λ¯(x) =∞ for all x ∈ ∂Rn+.
Then for any given x ∈ ∂Rn+,
ux,λ(ξ) ≤ u(ξ), ∀ ξ ∈ Σ
n−1
x,λ .
Using Lemma 3.5, we conclude that u = C0 is a constant.
On the other hand, for any x ∈ ∂Rn+,
vx,λ(η) ≤ v(η), ∀ η ∈ Σ
n
x,λ.
From Lemma 3.7, we conclude that v only depends on t. Thus, we have
v(η′, t) = v(0, t) =
∫
∂Rn+
Cγ0
(|y|2 + t2)
n−α
2
dy,
However,
v(0, t) =
∫
∂Rn+
Cγ0
(|y|2 + t2)
n−α
2
dy
= Ctα−1
∫ ∞
0
ρn−2
(ρ2 + 1)
n−α
2
dρ.
Since α > 1, we conclude that v(0, t) is infinite for t 6= 0. Contradiction. 
Remark 3.8. It is interesting to point out that Theorem 3.1 can also be directly
proved from the fact that λ¯(x) <∞ for all x ∈ ∂Rn+ via Theorem 1.4 in [20] without
using the C0 regularity of solutions.
4. Regularity of solutions to integral equation
In this section, we address the regularity properties of solutions to integral equa-
tion (1.13).
Theorem 4.1. Let 1 < α < n and 1 < p < (n − 1)/(α − 1). Suppose that
f ∈ Lploc(∂R
n
+) is nonnegative solution to (1.13) with
1
q =
n−1
n
(
1
p −
α−1
n−1 ). Then
f ∈ C∞(∂Rn+).
Theorem 4.1 is equivalent to the following.
Theorem 4.2. Assume 1 < α < n, α−1n−α < θ <∞ and 0 < κ <∞ given by
1
κ+ 1
=
n− 1
n
(n− α
n− 1
−
1
θ + 1
)
. (4.1)
If (u,v) is a pair of positive solutions of (3.1) with u ∈ Lθ+1loc (∂R
n
+), then u ∈
C∞(∂Rn+) and v ∈ C
∞(Rn+).
To prove this theorem, we first establish two local regularity results, which are
similar to Lemma A.1 in [6], Theorem 1.3 in [34] and Proposition 5.2 and 5.3 in
[27], and quite similar in spirit to Brezis and Kato’s Lemma [6] and the regularity
result in [4].
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We use the notations from previous section. And later in this section, for x = 0,
we write BR = BR(0), B
n−1
R = B
n−1
R (0), B
+
R = B
+
R(0),Σ
n
R = Σ
n
0,R and Σ
n−1
R =
Σn−10,R .
Proposition 4.3. Assume 1 < α < n, 1 < a, b ≤ ∞, 1 ≤ r < ∞ and nn−α < p <
q <∞ satisfy
α
n
<
r
q
+
1
a
<
r
p
+
1
a
< 1 and
n
ar
+
n− 1
b
=
α
r
+ (α− 1). (4.2)
Suppose that v, h ∈ Lp(B+R ), V ∈ L
a(B+R ), and U ∈ L
b(Bn−1R ) are all nonnegative
functions with h|B+
R/2
∈ Lq(B+R/2), and
v(x) ≤
∫
Bn−1R
U(y)
|x− y|n−α
[ ∫
B+R
V (z)vr(z)
|z − y|n−α
dz
] 1
r dy + h(x), ∀x ∈ B+R .
There is a ε = ε(n, α, p, q, r, a, b) > 0, and C(n, α, p, q, a, b, r, ε) > 0 such that if
‖U‖Lb(Bn−1R )
‖V ‖
1
r
La(B+R)
≤ ε(n, α, p, q, r, a, b),
then
‖v‖Lq(B+
R/4
) ≤ C(n, α, p, q, a, b, r, ε)
(
R
n
q −
n
p ‖v‖Lp(B+R)
+ ‖h‖Lq(B+
R/2
)).
Proof. After rescaling, we may assume R = 1.
We first consider the case that v, h ∈ Lq(B+1 ). Denote
u(y) =
∫
B+1
V (x)vr(x)
|x− y|n−α
dx for y ∈ Bn−11 ,
and define
ψ(y) =
{
u(y) y ∈ Bn−11 ,
0 y 6∈ Bn−11 ,
and
φ(x) =
{
v(x) x ∈ B+1 ,
0 x 6∈ B+1 .
For any s1, s2 ∈ (1, n/α), we know from inequality (1.12), that
‖ψ‖Lp1(∂Rn+) ≤ c(n, α, s1, r)‖V φ
r‖Ls1(Rn+),
‖ψ‖Lq1(∂Rn+) ≤ c(n, α, s2, r)‖V φ
r‖Ls2(Rn+),
where
1
p1
=
n
n− 1
( 1
s1
−
α
n
)
,
1
q1
=
n
n− 1
( 1
s2
−
α
n
)
.
In particular, if we choose s1, s2 so that
1
s1
= rp +
1
a ,
1
s2
= rq +
1
a , we have, via
Ho¨lder inequality, that
‖u‖Lp1(Bn−11 )
≤ c(n, α, p, a, r)‖V ‖La(B+1 )
‖v‖r
Lp(B+1 )
, (4.3)
‖u‖Lq1(Bn−11 )
≤ c(n, α, q, a, r)‖V ‖La(B+1 )
‖v‖r
Lq(B+1 )
, (4.4)
where p1 and q1 satisfy
1
p1
=
n
n− 1
(r
p
+
1
a
−
α
n
)
,
1
q1
=
n
n− 1
(r
q
+
1
a
−
α
n
)
.
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The existence of p1, q1 is guaranteed by (4.2). Let 0 < ̺ < δ ≤
1
2 . For x ∈ B
+
δ , we
have
v(x) ≤
∫
Bn−1δ+̺
2
U(y)u
1
r (y)
|x− y|n−α
dy +
∫
Bn−11 \B
n−1
δ+̺
2
U(y)u
1
r (y)
|x− y|n−α
dy + h(x)
=: J1(x) + J2(x) + h(x).
From (4.2), we know 1q =
n−1
n
(
1
b +
1
q1r
− α−1n−1
)
. Using inequality (1.8) and Ho¨lder
inequality, we have
‖J1‖Lq(B+̺ ) ≤ c(n, α, q, r, b)‖U‖Lb(Bn−11 )
‖u‖
1
r
Lq1(Bn−1δ+̺
2
)
.
Let 1m1 = 1−
1
b−
1
p1r
. Since p > n/(n−α), we knowm1 > 1. From Ho¨lder inequality
and (4.3), we know
J2(x) ≤
c(n, α)
(δ − ̺)n−α
∫
Bn−11 \B
n−1
δ+̺
2
U(y)u
1
r (y)dy
≤
c(n, α, p, r, b)
(δ − ̺)n−α
|Bn−11 |
1
m1 ‖U‖Lb(Bn−11 )
‖u‖
1
r
Lp1(Bn−11 )
≤
c(n, α, p, r, a, b)
(δ − ̺)n−α
|Bn−11 |
1
m1 ‖U‖Lb(Bn−11 )
‖V ‖
1
r
La(B+1 )
‖v‖Lp(B+1 )
.
Combining the above and using Minkowski inequality we have
‖v‖Lq(B+̺ ) ≤ c(n, α, q, r, b)‖U‖Lb(Bn−11 )
‖u‖
1
r
Lq1(Bn−1δ+̺
2
)
+
c(n, α, p, q, r, a, b)
(δ − ̺)n−α
|Bn−11 |
1
m1 |B+̺ |
1
q
×‖U‖Lb(Bn−11 )
‖V ‖
1
r
La(B+1 )
‖v‖Lp(B+1 )
+ ‖h‖Lq(B+1
2
).
(4.5)
On the other hand, for y ∈ Bn−1δ+̺
2
, we have
u(y) =
∫
B+δ
V (x)vr(x)
|x− y|n−α
dx+
∫
B+1 \B
n−1
δ
V (x)vr(x)
|x− y|n−α
dx
=: K1(y) +K2(y).
Using (4.4) on Bn−1δ+̺
2
, we have
‖K1‖Lq1(Bn−1δ+̺
2
) ≤ c(n, α, q, r, a)‖V ‖La(B+1 )
‖v‖r
Lq(B+δ )
.
For 1m2 = 1−
1
a −
r
p ,
K2(y) ≤
c(n, α)
(δ − ̺)n−α
∫
B+1 \B
+
δ
V (x)vr(x)dx
≤
c(n, α, p, a, r)
(δ − ̺)n−α
|B+1 |
1
m2 ‖V ‖La(B+1 )
‖v‖r
Lp(B+1 )
.
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Combining the above and using Minkowski inequality we have
‖u‖Lq1(Bn−1δ+̺
2
) ≤ c(n, α, q, r, a)‖V ‖La(B+1 )
‖v‖r
Lq(B+δ )
+
c(n, α, p, q, r, a, b)
(δ − ̺)n−α
×|B+1 |
1
m2 |Bn−1δ |
1
q1 ‖V ‖La(B+1 )
‖v‖r
Lp(B+1 )
. (4.6)
Bringing (4.6) into (4.5) and choosing ε small enough in condition
‖U‖Lb(Bn−11 )
‖V ‖
1
r
La(B+1 )
≤ ε(n, α, p, q, r, a, b),
we have
‖v‖Lq(B+̺ ) ≤
1
2
‖v‖Lq(B+δ )
+ c(n, α, p, q, r, a, b, ε)
×
( |Bn−11 | 1m1 |B+1 | 1q
(δ − ̺)n−α
+
|B+1 |
1
rm2 |Bn−11 |
1
rq1
(δ − ̺)
n−α
r
)
‖v‖Lp(B+1 )
+ ‖h‖Lq(B+1
2
).
Then the usual iteration procedure (see, e.g. Lemma 4.1 in Chen and Wu [13], P27)
yields
‖v‖Lq(B+1
4
) ≤ c(n, α, p, q, r, a, b, ε)(‖v‖Lp(B+1 )
+ ‖h‖Lq(B+1
2
)).
For general v, h ∈ Lp(B+1 ), we follow the argument given in [10]. See, also, [27].
Let 0 ≤ ζ(x) ≤ 1 be the measurable function such that
v(x) = ζ(x)
∫
Bn−11
U(y)
|x− y|n−α
[ ∫
B+1
V (z)vr(z)
|z − y|n−α
dz
] 1
r dy + ζ(x)h(x) for any x ∈ Rn+.
Define the map T by
T (ϕ)(x) = ζ(x)
∫
Bn−11
U(y)
|x− y|n−α
[ ∫
B+1
V (z)|ϕ(z)|r
|z − y|n−α
dz
] 1
r dy.
Similar to the above estimates, using inequality (1.8) and Ho¨lder inequality, we
have
‖T (ϕ)‖Lp(B+1 )
≤ c(n, α, p, r, a, b)‖U‖Lb(Bn−11 )
‖V ‖
1
r
La(B+1 )
‖ϕ‖Lp(B+1 )
≤
1
2
‖ϕ‖Lp(B+1 )
,
‖T (ϕ)‖Lq(B+1 )
≤ c(n, α, q, r, a, b)‖U‖Lb(Bn−11 )
‖V ‖
1
r
La(B+1 )
‖ϕ‖Lq(B+1 )
≤
1
2
‖ϕ‖Lq(B+1 )
,
for ε small enough. Furthermore, for ϕ, ψ ∈ Lp(B+1 ), it follows from Minkowski
inequality that
|T (ϕ)(x) − T (ψ)(x)| ≤ T (|ϕ− ψ|)(x), for x ∈ B+1 .
Hence,
‖T (ϕ)− T (ψ)‖Lp(B+1 )
≤ ‖T (|ϕ− ψ|)‖Lp(B+1 )
≤
1
2
‖ϕ− ψ‖Lp(B+1 )
.
Similarly, for ϕ, ψ ∈ Lq(B+1 ), we have
‖T (ϕ)− T (ψ)‖Lq(B+1 )
≤
1
2
‖ϕ− ψ‖Lq(B+1 )
.
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Define hj(x) = min{h(x), j}. Then we conclude from the contraction mapping
theorem that we may find a unique vj ∈ L
q(B+1 ) such that
vj(x) = T (vj)(x) + ζ(x)hj(x)
= ζ(x)
∫
Bn−11
U(y)
|x− y|n−α
[ ∫
B+1
V (z)vrj (z)
|z − y|n−α
dz
] 1
r dy + ζ(x)hj(x).
Using the a priori estimate for vj (noting that hj ∈ L
q(B+1 )), we have
‖vj‖Lq(B+1
4
) ≤ c(n, α, p, q, r, a, b, ε)
(
‖vj‖Lp(B+1 )
+ ‖hj‖Lq(B+1
2
)
)
. (4.7)
Observe that
v(x) = T (v)(x) + ζ(x)h(x).
We have
‖vj − v‖Lp(B+1 )
≤ ‖T (vj)− T (v)‖Lp(B+1 )
+ ‖hj − h‖Lp(B+1 )
≤
1
2
‖vj − v‖Lp(B+1 )
+ ‖hj − h‖Lp(B+1 )
.
This implies
‖vj − v‖Lp(B+1 )
≤ 2‖hj − h‖Lp(B+1 )
→ 0,
as j →∞. Note hj → h in L
q(B+1/2). Sending j to∞ in (4.7), we obtain Proposition
4.3. 
The dual local regularity result is the following.
Proposition 4.4. Assume 1 < α < n, 1 < a, b ≤ ∞, 1 ≤ r < ∞ and n−1n−α < p <
q <∞ satisfy
α− 1
n− 1
<
r
q
+
1
a
<
r
p
+
1
a
< 1 and
n− 1
ar
+
n
b
=
α− 1
r
+ α. (4.8)
Suppose u, g ∈ Lp(Bn−1R ), U ∈ L
a(Bn−1R ), V ∈ L
b(B+R) are all nonnegative functions
with g|Bn−1
R/2
∈ Lq(Bn−1R/2 ), and
u(y) ≤
∫
B+R
V (x)
|x− y|n−α
[ ∫
Bn−1R
U(z)ur(z)
|z − y|n−α
dz
] 1
r dx+ g(y), ∀y ∈ Bn−1R .
There is a ε = ε(n, α, p, q, r, a, b) > 0 and C(n, α, p, q, a, b, r, ε) > 0, such that if
‖U‖
1
r
La(Bn−1R )
‖V ‖Lb(B+R)
≤ ε(n, α, p, q, r, a, b),
then
‖u‖Lq(Bn−1
R/4
) ≤ C(n, α, p, q, a, b, r, ε)
(
R
n−1
q −
n−1
p ‖u‖Lp(Bn−1R )
+ ‖g‖Lq(Bn−1
R/2
)).
Proof. After rescaling, we may assume R = 1. We may further assume u, g ∈
Lq(Bn−11 ), since similar argument to that in the proof of Proposition 4.3 yields the
same estimate under the assumption of u, g ∈ Lp(Bn−11 ).
Denote
v(x) =
∫
Bn−11
U(y)ur(y)
|x− y|n−α
dy for x ∈ B+1 .
Let p1 and q1 be the numbers given by
1
p1
=
n− 1
n
(r
p
+
1
a
−
α− 1
n− 1
)
,
1
q1
=
n− 1
n
(r
q
+
1
a
−
α− 1
n− 1
)
.
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Condition (4.8) indicates that p1, q1 > 1. Similar to Proposition 4.3, using (1.8),
we have
‖v‖Lp1(B+1 )
≤ c(n, α, p, a, r)‖U‖La(Bn−11 )
‖u‖r
Lp(Bn−11 )
, (4.9)
‖v‖Lq1(B+1 )
≤ c(n, α, q, a, r)‖U‖La(Bn−11 )
‖u‖r
Lq(Bn−11 )
. (4.10)
Let 0 < ̺ < δ ≤ 12 . For y ∈ B
n−1
δ ,
u(x) ≤
∫
B+δ+̺
2
V (x)v
1
r (x)
|x− y|n−α
dx+
∫
B+1 \B
+
δ+̺
2
V (x)v
1
r (x)
|x− y|n−α
dx+ g(y)
=: J3(y) + J4(y) + g(y).
From (4.8), we know 1q =
n
n−1
(
1
b +
1
q1r
− αn
)
. Using inequality (1.12), we have
‖J3‖Lq(Bn−1̺ ) ≤ c(n, α, q, r, b)‖V ‖Lb(B+1 )
‖v‖
1
r
Lq1(B+δ+̺
2
)
.
Let 1m3 = 1 −
1
b −
1
p1r
(note: p > (n − 1)/(n − α) implies m3 > 1). From Ho¨lder
inequality and (4.9), it follows
J4(y) ≤
c(n, α)
(δ − ̺)n−α
∫
B+1 \B
+
δ+̺
2
V (x)v
1
r (x)dx
≤
c(n, α, p, b, r)
(δ − ̺)n−α
|B+1 |
1
m3 ‖V ‖Lb(B+1 )
‖v‖
1
r
Lp1(B+1 )
≤
c(n, α, p, q, r, a, b)
(δ − ̺)n−α
|B+1 |
1
m3 ‖V ‖Lb(B+1 )
‖U‖
1
r
La(Bn−11 )
‖u‖Lq(Bn−11 )
.
Combining the above and using Minkowski inequality, we have
‖u‖Lq(Bn−1̺ ) ≤ c(n, α, q, r, b)‖V ‖Lb(B+1 )
‖v‖
1
r
Lq1(B+δ+̺
2
)
+
c(n, α, p, q, r, a, b)
(δ − ̺)n−α
|B+1 |
1
m3 |Bn−1̺ |
1
q
×‖V ‖Lb(B+1 )
‖U‖
1
r
La(Bn−11 )
‖u‖Lq(Bn−11 )
+ ‖g‖Lq(Bn−11
2
). (4.11)
On the other hand, for x ∈ B+δ+̺
2
, we have
v(x) =
∫
Bn−1
δ
U(y)ur(y)
|x− y|n−α
dy +
∫
Bn−11 \B
n−1
δ
U(y)ur(y)
|x− y|n−α
dy
=: K3(x) +K4(x).
Using (4.10) on B+δ+̺
2
, we have
‖K3‖Lq1(B+δ+̺
2
) ≤ c(n, α, q, r, a)‖U‖La(Bn−11 )
‖u‖r
Lq(Bn−1δ )
.
For 1m4 = 1−
1
a −
r
p , from Ho¨lder inequality, it yields
K4(x) ≤
c(n, α)
(δ − ̺)n−α
∫
Bn−11 \B
n−1
δ
U(y)ur(y)dy
≤
c(n, α, p, a, r)
(δ − ̺)n−α
|Bn−11 |
1
m4 ‖U‖La(Bn−11 )
‖u‖r
Lp(Bn−11 )
.
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Combining the above and using Minkowski inequality, we have
‖v‖Lq1(B+
δ+̺
2
) ≤ c(n, α, q, r, a)‖U‖La(Bn−11 )
‖u‖r
Lq(Bn−1δ )
+
c(n, α, p, q, r, a, b)
(δ − ̺)n−α
×|Bn−11 |
1
m4 |B+δ |
1
q1 ‖U‖La(Bn−11 )
‖u‖r
Lp(Bn−11 )
. (4.12)
Bringing (4.12) into (4.11), for ε small enough in
‖V ‖Lb(B+1 )
‖U‖
1
r
La(Bn−11 )
≤ ε(n, α, p, q, r, a, b)
we have
‖u‖Lq(Bn−1̺ ) ≤
1
2
‖u‖Lq(Bn−1δ )
+ c(n, α, p, q, r, a, b, ε)
×
( |B+1 | 1m3 |Bn−11 | 1q
(δ − ̺)n−α
+
|Bn−11 |
1
rm4 |B+1 |
1
rq1
(δ − ̺)
n−α
r
)
‖u‖Lp(Bn−11 )
+ ‖g‖Lq(Bn−11
2
).
Using the standard iteration, we arrive
‖u‖Lq(Bn−11
4
) ≤ c(n, α, p, q, r, a, b)(‖u‖Lp(Bn−11 )
+ ‖g‖Lq(Bn−11
2
)).

Proof of Theorem 4.2. For R > 0, define
uR(y) =
∫
ΣnR
vκ(x)
|x− y|n−α
dx, vR(x) =
∫
Σn−1R
uθ(y)
|x− y|n−α
dy.
Thus, from system (3.1), we have
u(y) =
∫
B+R
vκ(x)
|x− y|n−α
dx+ uR(y),
v(x) =
∫
Bn−1R
uθ(y)
|x− y|n−α
dy + vR(x).
We prove this theorem in two steps.
Step 1. We show: if u ∈ Lθ+1loc (∂R
n
+), then v ∈ L
κ+1
loc (R
n
+), vR ∈ L
∞
loc(B
+
R∪B
n−1
R ),
and uR ∈ L
∞
loc(B
n−1
R ).
We firstly show that if u ∈ Lθ+1loc (∂R
n
+), then
v ∈ Lκ+1loc (R
n
+) and vR ∈ L
∞
loc(B
+
R ∪B
n−1
R ).
In fact, since u ∈ Lθ+1loc (∂R
n
+), we have u <∞ a.e. in ∂R
n
+. This implies v <∞ a.e.
in Rn+. Hence, there exists an x0 ∈ B
+
R
2
, such that v(x0) <∞, that is,∫
Σn−1R
uθ(y)
|y|n−α
dy ≤ c
∫
Σn−1R
uθ(y)
|x0 − y|n−α
dy ≤ cv(x0) <∞.
For 0 < δ < 1, x ∈ B+δR, it holds
vR(x) ≤
c(n, α)
(1− δ)n−α
∫
Σn−1R
uθ(y)
|y|n−α
dy.
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This shows vR ∈ L
∞
loc(B
+
R ∪B
n−1
R ). On the other hand, using inequality (1.8) with
1
κ+1 =
n−1
n
(
n−α
n−1 −
1
θ+1
)
, we have[ ∫
Rn+
( ∫
Bn−1R
uθ(y)
|x− y|n−α
dy
)κ+1
dx
] 1
κ+1 ≤ c‖u‖Lθ+1(Bn−1R )
<∞.
This implies v ∈ Lκ+1loc (B
+
R ∪B
n−1
R ). Since R is arbitrary, we have v ∈ L
κ+1
loc (R
n
+).
Next, we show uR ∈ L
∞
loc(B
n−1
R ). Indeed, since u(y) < ∞ a.e., there is a y0 ∈
Bn−1R
2
, such that u(y0) <∞. Thus∫
ΣnR
vκ(x)
|x|n−α
dx ≤ c
∫
ΣnR
vκ(x)
|x− y0|n−α
dx ≤ cu(y0) <∞.
For 0 < δ < 1, y ∈ Bn−1δR , we have
uR(y) ≤
c(n, α)
(1− δ)n−α
∫
ΣnR
vκ(v)
|x|n−α
dx <∞.
That is, uR ∈ L
∞
loc(B
n−1
R ).
Step 2. We show u ∈ C∞(∂Rn+) and v ∈ C
∞(Rn+). To do this, we discuss two
cases.
Case 1. α−1n−α < θ <
n+α−2
n−α .
Since θ < n+α−2n−α , we can see from (4.1), that κ >
n+α
n−α and
(θ + 1) +
(n− 1)(κ+ 1)
n
=
(
1−
α
n
)
(κ+ 1)(θ + 1).
That is,
κθ −
α
n
(κ+ 1)θ − 1 =
α− 1
n
(κ+ 1) > 0.
Thus, we have (
κ−
α
n
(κ+ 1)
)
θ > 1.
This implies κ − αn (κ + 1) >
1
θ . On the other hand, since κ >
n+α
n−α , we have
κ− αn (κ+ 1) > 1. Hence, we can choose a fixed number r such that
1 < κ−
α
n
(κ+ 1) ≤ r ≤ κ, and r >
1
θ
.
We have
u
1
r (y) ≤
( ∫
B+R
vκ(x)
|x− y|n−α
dx
) 1
r + u
1
r
R(y),
which yields
v(x) =
∫
Bn−1R
uθ−
1
r (y)u
1
r (y)
|x− y|n−α
dy + vR(x)
≤
∫
Bn−1R
uθ−
1
r (y)
|x− y|n−α
( ∫
B+R
vκ−r(x)vr(x)
|x− y|n−α
dx
) 1
r dy + hR(x),
where
hR(x) =
∫
Bn−1R
uθ−
1
r (y)u
1
r
R(y)
|x− y|n−α
dy + vR(x).
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Since uR ∈ L
∞
loc(∂R
n
+), for any x ∈ B
+
R , we have∫
Bn−1R
uθ−
1
r (y)u
1
r
R(y)
|x− y|n−α
dy ≤ ‖uR‖
1
r
L∞(Bn−1R )
∫
Bn−1R
uθ−
1
r (y)
|x− y|n−α
dy.
Note u ∈ Lθ+1loc (∂R
n
+). We know, via inequality (1.8), that hR ∈ L
q0(B+R ∪ B
n−1
R )
with q0 given by
1
q0
=
n− 1
n
(
θ − 1/r
θ + 1
−
α− 1
n− 1
)
=
n− 1
n
(
n− α
n− 1
−
1 + 1/r
θ + 1
)
=
n− 1
n
(
n− α
n− 1
−
1
θ + 1
)−
n− 1
rn(θ + 1)
=
1
κ+ 1
−
n− 1
rn(θ + 1)
.
For ε > 0 small enough, we can choose r = κ− αn (κ+ 1) + ε > 1 + ε so that
q0 =
( 1
κ+ 1
−
n− 1
rn(θ + 1)
)−1
=
rn(κ+ 1)
n(r + 1)− (n− α)(κ + 1)
=
rn(κ+ 1)
(n− α)(κ+ 1) + nε− (n− α)(κ+ 1)
=
rn(κ+ 1)
nε
>
κ+ 1
ε
can be any large number when we choose ε small enough. In the above derivation
(in the second equality), we used the equation: 1θ+1 =
n−α
n−1 −
n
n−1
1
κ+1 , which can
be deduced from (4.1) easily. Hence, it follows that hR ∈ L
q(B+R ∪ B
n−1
R ) for any
q <∞.
Now, in Proposition 4.3, take
U(y) = uθ−
1
r (y), V (x) = vκ−r(x),
a =
κ+ 1
κ− r
, b =
θ + 1
θ − 1r
, p = κ+ 1 >
n
n− α
.
Since u ∈ Lθ+1loc (∂R
n
+) and v ∈ L
κ+1
loc (R
n
+), we have U ∈ L
b(Bn−1R ) and V ∈ L
a(B+R).
Moreover, it is easy to verify via (4.1), that
n
ra
+
n− 1
b
=
α
r
+ (α− 1), and
r
p
+
1
a
=
κ
κ+ 1
< 1.
For
κ+ 1 < q <∞,
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it is obvious that rq +
1
a >
α
n . We know from Proposition 4.3 that v|B+R
4
∈ Lq(B+R
4
)
for small enough R. Hence, we can choose a q satisfying nκ/α < q <∞ such that
u(y) =
∫
B+R
4
vκ(x)
|x− y|n−α
dx + uR
4
(y),
≤
( ∫
B+R
4
|x− y|
(α−n)q
q−κ dx
) q−κ
q ‖v‖κ
Lq(B+R
4
)
+ uR
4
(y)
≤ c(n, α, q)R
n(q−κ)
q −(n−α)‖v‖κ
Lq(B+R
4
)
+ uR
4
(y) <∞.
This also implies u|R
8
∈ L∞(Bn−1R
8
). Since every point can be viewed as a center,
we have u ∈ L∞loc(∂R
n
+), and hence v ∈ L
∞
loc(R
n
+).
For any R > 0, since∫
Σn−1R
uθ(y)
|y|n−α
dy <∞,
∫
ΣnR
vκ(x)
|x|n−α
dx <∞,
we know vR ∈ C
∞(B+R ∪ B
n−1
R ) and uR ∈ C
∞(Bn−1R ). The first derivative of∫
B+R
vκ(x)
|x−y|n−αdx is at least Ho¨lder continuous in B
n−1
R (since α > 1). Since R is
arbitrary, we know u is C1,τ continuous on ∂Rn+, and hence v is C
1,τ continuous
on ∂Rn+. Direct computation also shows v is C
1,τ continuous in Rn+. By bootstrap,
we conclude that u ∈ C∞(∂Rn+) and v ∈ C
∞(Rn+).
Case 2. For n+α−2n−α ≤ θ < ∞. In this case, from (4.1), it is easy to check
α
n−α < κ ≤
n+α
n−α , and
(κ+ 1) +
n(θ + 1)
n− 1
=
(
1−
α− 1
n− 1
)
(κ+ 1)(θ + 1).
That is,
κθ −
α− 1
n− 1
(θ + 1)κ− 1 =
α
n− 1
(θ + 1) > 0.
Thus, we have (
θ −
α− 1
n− 1
(θ + 1)
)
κ > 1.
This implies θ − α−1n−1 (θ + 1) >
1
κ . On the other hand, since θ ≥
n+α−2
n−α , we have
θ − α−1n−1 (θ + 1) ≥ 1. Hence, we can choose a fixed number r such atht
1 ≤ θ −
α− 1
n− 1
(θ + 1) ≤ r ≤ θ, and r >
1
κ
,
and then
v
1
r (x) ≤
( ∫
Bn−1R
uθ(y)
|x− y|n−α
dy
) 1
r + v
1
r
R(x).
Thus,
u(y) =
∫
B+R
vκ−
1
r (x)
|x− y|n−α
( ∫
Bn−1R
uθ(y)
|x− y|n−α
dy
) 1
r dx+ gR(y),
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where
gR(y) =
∫
B+R
vκ−
1
r (x)v
1
r
R(x)
|x− y|n−α
dx+ uR(y).
For any y ∈ Bn−1R ,∫
B+R
vκ−
1
r (x)v
1
r
R(x)
|x− y|n−α
dx ≤ ‖vR‖
1
r
L∞(B+R)
∫
B+R
vκ−
1
r (x)
|x− y|n−α
dx
By inequality (1.12), we have gR ∈ L
q1(Bn−1R ) with θ + 1 < q1 ≤ ∞, where
q1 =
(n−1)r(θ+1)
(n−1)(r+1)−(n−α)(θ+1) . As in case 1: q1 can be chosen as any larger number.
Now in Proposition 4.4, take
U(y) = uθ−r(y), V (x) = vκ−
1
r (x),
a =
θ + 1
θ − r
b =
κ+ 1
κ− 1r
, p = θ + 1.
Since u ∈ Lθ+1loc (∂R
n
+) and v ∈ L
κ+1
loc (R
n
+), we have U ∈ L
a(Bn−1R ) and V ∈ L
b(B+R),
and it is easy to verify that
n− 1
ar
+
n
b
=
α− 1
r
+ α,
r
p
+
1
a
=
θ
θ + 1
< 1,
For any θ + 1 < q < ∞, it follows from Proposition 4.4 that u ∈ Lq(Bn−1R ). Since
every point can be viewed as a center, we have u ∈ Lqloc(∂R
n
+).
Now, similar to the argument in previous case, we have v ∈ L∞loc(R
n
+), and then
u ∈ L∞loc(∂R
n
+). It follows that u ∈ C
∞(∂Rn+) and v ∈ C
∞(Rn+).

5. Miscellaneous
In this section, we shall include some related results concerning the computation
of the sharp constants, operators on a bounded domain, inequality for limit case
(α = n), fractional Laplacian operators and some non-existence to a system of
integral equations.
5.1. Integral inequalities in a bounded domain. For a smooth and bounded
domain Ω ⊂ Rn, we introduce the following operators
E˜αf(x) =
∫
∂Ω
f(y)
|x− y|n−α
dSy, ∀x ∈ Ω (5.1)
and
R˜αg(y) =
∫
Ω
g(x)
|x− y|n−α
dVx, ∀ y ∈ ∂Ω. (5.2)
From Theorem 1.1, we first show
Corollary 5.1. Assume 1 < α < n. For any f ∈ L
2n
n+α−2 (∂BR), g ∈ L
2n
n+α (BR)
with R > 0,
‖E˜αf‖
L
2n
n−α (BR)
≤ Ce(n, α,
2(n− 1)
n+ α− 2
)‖f‖
L
2(n−1)
n+α−2 (∂BR)
, (5.3)
‖R˜αg‖
L
2(n−1)
n−α (∂BR)
≤ Cr(n, α,
2n
n+ α
)‖g‖
L
2n
n+α (BR)
. (5.4)
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Moreover the best constants Ce(n, α,
2(n−1)
n+α−2 ) is given by
Ce(n, α,
2(n− 1)
n+ α− 2
) = (nωn)
− n+α−22(n−1)
( ∫
B1(x1)
( ∫
∂B1(x1)
1
|ξ − z|n−α
dSz
) 2n
n−α dξ
) n−α
2n .
where x1 = (0,−1), and Cr(n, α,
2n
n+α ) = Ce(n, α,
2(n−1)
n+α−2 ). In particular, for α = 2,
Ce(n, 2,
2(n− 1)
n
) = Cr(n, 2,
2n
n+ 2
) = n
n−2
2(n−1)ω
1− 1n−
1
2(n−1)
n . (5.5)
Proof. For given µ 6= 0, define
ωµ,x0,λ(y) =
( λ
|y − x0|
)µ
ω(yx0,λ), yx0,λ =
λ2(y − x0)
|y − x0|2
+ x0,
where y ∈ Rn+, x0 = (x
′
0,−λ), λ > 0. Directly computation shows∫
∂Rn+
|f(y)|
2(n−1)
n+α−2 dy =
∫
∂Bλ
2
(x1)
|f(zx0,λ)|
2(n−1)
n+α−2
( λ
|y − x0|
)2(n−1)
dSz (let y = z
x0,λ)
=
∫
∂Bλ
2
(x1)
|fµ,x0,λ(z)|
2(n−1)
n+α−2
( λ
|y − x0|
)2(n−1)−µ 2(n−1)n+α−2 dSz,
and ∫
R
n
+
|Eαf(x)|
2n
n−α dx
=
∫
Bλ
2
(x1)
∣∣ ∫
∂Bλ
2
(x1)
f(zx0,λ)
|ξx0,λ − zx0,λ|n−α
( λ
|y − x0|
)2(n−1)
dSz
∣∣ 2nn−α ( λ
|ξ − x0|
)2n
dξ
=
∫
Bλ
2
(x1)
∣∣ ∫
∂Bλ
2
(x1)
fµ,x0,λ(z)
|ξ − z|n−α
( λ
|y − x0|
)γ1
dSz
∣∣ 2nn−α ( λ
|ξ − x0|
)γ2
dξ,
where x1 = (x0,−λ/2), γ1 = 2(n− 1)−µ− (n−α), and γ2 = 2n− (n−α)
2n
n−α = 0.
In the case of µ = n + α − 2, we will denote fµ,x,λ as fx,λ. Thus our notation
is consistent with those in Section 3. In fact, it is clear from the above that for
µ = n+ α− 2,
‖f‖
L
2(n−1)
n+α−2 (∂Rn+)
= ‖fx0,λ‖
L
2(n−1)
n+α−2 (∂Bλ
2
(x1))
and
‖Eαf‖
L
2n
n−α (Rn+)
= ‖E˜α(fx0,λ)‖
L
2n
n−α (Bλ
2
(x1))
.
Note: (fx0,λ)x0,λ = f , inequality (5.3) follows from inequality (1.8).
In the case of µ = n+ α, we have
‖g‖
L
2n
n+α (Rn+)
= ‖gµ,x0,λ‖
L
2n
n+α (Bλ
2
(x1))
and
‖Rαg‖
L
2(n−1)
n−α (∂Rn+)
= ‖R˜α(gµ,x0,λ)‖
L
2(n−1)
n−α (∂Bλ
2
(x1))
.
Inequality (5.4) follows from inequality (1.12).
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Now we compute the best constant Ce(n, α, p). From Theorem 1.4, we know
that
f(y) =
( λ
|y − x0|
)n+α−2
, ∀ y ∈ ∂Rn+
is an extremal function to inequality (1.8) for any λ > 0 and x0 = (0,−λ). Let
x1 = (0,−λ/2) and µ = n+ α− 2. Then for y ∈ ∂Bλ
2
(x1),
fµ,x0,λ(y) =
( λ
|y − x0|
)n+α−2( λ
|yx0,λ − x0|
)n+α−2
=
( λ
|y − x0|
)n+α−2( |y − x0|
λ
)n+α−2
= 1;
And,
‖E˜α(fµ,x0,λ)‖
2n
n−α
L
2n
n−α (Bλ
2
(x1))
=
∫
Bλ
2
(x1)
( ∫
∂Bλ
2
(x1)
fµ,x0,λ(z)
|ξ − z|n−α
dSz
) 2n
n−α dξ
=
∫
Bλ
2
(x1)
( ∫
∂Bλ
2
(x1)
1
|ξ − z|n−α
dSz
) 2n
n−α dξ
= (
λ
2
)
n+α−2
2 ·
2n
n−α
∫
B1(x2)
( ∫
∂B1(x2)
1
|ξ − z|n−α
dSz
) 2n
n−α dξ,
where x2 =
(
λ
2
)−1
x1 = (0,−1). On the other hand,
‖f‖
L
2(n−1)
n+α−2 (∂Rn+)
= ‖fµ,x0,λ‖
L
2(n−1)
n+α−2 (∂Bλ
2
(x1))
=
( ∫
∂Bλ
2
(x1)
dSz
)n+α−2
2(n−1)
=
(
nωn
(λ
2
)n−1)n+α−22(n−1) .
Thus, we have
Ce(n, α,
2(n− 1)
n+ α− 2
) =
( ∫
B λ
2
(x1)
|Eαfµ,x0,λ(ξ)|
2n
n−α dξ
)n−α
2n · ‖fµ,x0,λ‖
−1
L
2(n−1)
n+α−2 (∂B λ
2
(x1))
= (nωn)
− n+α−22(n−1)
( ∫
B1(x2)
( ∫
∂B1(x2)
1
|ξ − z|n−α
dSz
) 2n
n−α dξ
) n−α
2n .
For general α > 1, it is not easy to obtain the precise value for the sharp constant.
However, for α = 2, we can identify it.
Observe: for α = 2, if λ = 2, x0 = (0,−λ), x1 = (x0,−λ/2), then fx0,λ = 1 on
∂Bλ
2
(x1) and E˜2(fx0,λ)(ξ) is a harmonic function in Bλ
2
(x1). Thus E˜2(fx0,λ)(ξ) is
a constant, in particular
E˜2(fx0,λ)(ξ) = E˜2(fx0,λ)(ξ)|ξ=x1 = nωn.
It follows that
Ce(n, 2,
2(n− 2)
n
) = ω
1− 1n−
1
2(n−1)
n n
n−2
2(n−1) .

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We remark here that for α 6= 2, E˜α(1) may not be constant in the ball Bλ
2
(x1),
thus solution Eα(f)(x) to (1.13) may not be, up to a constant multiplier, in the
form of
(
1
|x′ − x0|2 + (xn + λ)2
)
n+α−2
2 . (5.6)
For example, for α = 4 and n ≥ 5, let U4(x) = E˜α(1). Use the same notations as
those in the proof of Corollary 5.1, then for x ∈ Bλ
2
(x1),
V (x) := ∆xU4(x) = 2(4− n)
∫
∂Bλ
2
(x1)
1
|x− z|n−2
dz.
Clearly V satisfies {
∆xV (x) = 0, in Bλ
2
(x1),
V = c1, on ∂Bλ
2
(x1).
(5.7)
If follows that V ≡ c1 in Bλ
2
(x1). It implies
U4(x) = c1 + c2|x− x1|
2.
for some constant c1 and c2 6= 0. Thus for an extremal function f(y) (so that
U4(x) = fx1,λ),
E4(f)(x) = c
∫
∂Rn+
(
1
|y − y0|2 + λ2
)
n+2
2 ·
1
|x− y|n−4
dy,
is not in the form of (5.6).
As a simple consequence, we show inequality (1.12) implies standard trace in-
equality with p-biharmonic operator.
Corollary 5.2. For n > 2 and p ∈ (1, n/2), and q = p(n− 1)/(n− 2p), there is a
constant C(p, n) > 0, such that, for all f ∈W 2,p(Rn+),
‖f‖Lq(∂Rn+) ≤ C(p, n)‖∆f‖Lp(Rn+).
To this end, we need the following representation formula.
Lemma 5.3. For any f ∈ C∞0 (R
n
+) and x ∈ ∂R
n
+,
f(x) =
1
C(n)
∫
R
n
+
〈∇f(y), x− y〉
|x− y|n
dy =
1
(2 − n)C(n)
∫
R
n
+
∆f(y)
|x− y|n−2
dy,
where C(n) = nωn/2 is the half of the surface area of the unit sphere S
n.
Proof. Let z ∈ ∂B+1 (x) and write
f(x) = −
∫ ∞
0
d
dt
f(x+ tz)dt = −
∫ ∞
0
〈∇f(x+ tz), z〉dt.
Integrating both sides on ∂B+1 (x) with respect to z variable, we have
C(n)f(x) = −
∫
∂B+1 (x)
∫ ∞
0
〈∇f(x+ tz), z〉dtdSz
=
∫
R
n
+
〈∇yf(y), x− y〉
|x− y|n
dy.
34
Further, using integrating by part, we have∫
R
n
+
〈∇yf(y), x− y〉
|x− y|n
dy =
1
n− 2
∫
R
n
+
〈∇yf(y),∇y(|x− y|
2−n)〉dy
= −
1
n− 2
∫
R
n
+
∆f(y)
|x− y|n−2
dy.

Proof of corollary 5.2. From Lemma 5.3, we have for any f ∈ C∞0 (R
n
+),
|f(x)| ≤
1
(n− 2)C(n)
∫
R
n
+
|∆f(y)|
|x− y|n−2
dy.
Let 1q =
n
n−1
(
1
p −
2
n
)
. It follows from the above and (1.12) that
‖f‖Lq(∂Rn+) ≤ C(p, n)‖∆f‖Lp(Rn+).
5.2. Inequality in limit case α = n. Inequality (5.3) is equivalent to the following
inequality ∫
B1
∫
∂B1
G(ξ)F (η)
|ξ − η|n−α
dSηdξ ≤ Ce(n, α, p)‖F‖Lp(∂B1)‖G‖Lt(B1), (5.8)
with p = 2(n−1)n+α−2 and t =
2n
n+α .
Standard limiting argument for α → n− (see, for example, Beckner [2]) and
tedious computations yield
Corollary 5.4. Assume that F and G are nonnegative L lnL functions on ∂B1
and B1, respectively, with
∫
∂B1
F (η)dSη =
∫
B1
G(ξ)dξ = 1. Then
−2nωn
∫
B1
∫
∂B1
G(ξ) ln |ξ − η|F (η)dSηdξ
≤
1
n
∫
B1
G(ξ) ln(G(ξ))dξ +
1
n− 1
∫
∂B1
F (η) ln(F (η))dSη + Cn,
where Cn =
ln(nωn)
n−1 +
1
n ln
∫
B1
eIn(ξ)dξ and In(ξ) = −2ω
−1
n
∫
∂B1
ln |ξ − η|dSη.
Equivalently, assume that f(y) and g(x) are nonnegative L lnL functions on ∂Rn+
and Rn+, respectively, with
∫
∂Rn+
f(y)dy =
∫
R
n
+
g(x)dx = 1. Then
−2nωn
∫
R
n
+
∫
∂Rn+
g(x) ln |x− y|f(y)dydx
≤
1
n
∫
R
n
+
g(x) ln(g(x))dx +
1
n− 1
∫
∂Rn+
f(y) ln(f(y))dy + Cn. (5.9)
5.3. Fractional Lapalacian operators. Let
u(x) =
1
c(n, α)
∫
∂Rn+
f(y)
|x− y|n−α
dy. (5.10)
Direct computation shows that u(x) satisfies the following equation for α = 2m.
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Proposition 5.5. Assume that f(y) ∈ C∞(Rn−1). If u(x) satisfies (5.10) for
α = 2m (m ∈ Z), then{
(−∆)
α
2 u = 0 for xn > 0 and x
′ ∈ Rn−1,
∂
∂xn
[(−∆)ku] = 0, ∂∂xn [(−∆)
m−1u] = (−1)mf(x′), x′ ∈ Rn−1,
(5.11)
where k = 0, 1, 2, 3, · · · ,m− 2.
Note that
c(n− 1, α− 1)−1Eαf(x
′, 0) = Iαf(x
′). (5.12)
As a simple consequence, we know that the global defined equation
(−∆)
β
2 u(x) = f(x), x ∈ Rn−1
is equivalent to a pointwise defined equation (5.11), where β = α− 1. In particular,
for β = 1 (i.e. α = 2), the above equivalent relation is a well known fact, and was
pointed out in, e.g. Caffarelli and Silverster [8], and Cabre and Tan [7], and others.
5.4. Nonexistence of positive solutions to the integral system with sub-
critical powers. As a byproduct of using method of moving sphere, we will show
system (3.1) with subcritical powers:
1 < θ ≤
n+ α− 2
n− α
, 1 < κ ≤
n+ α
n− α
, and θ + κ <
2n+ 2α− 2
n− α
(5.13)
has only a pair of trivial non-negative solutions. Note that θ + κ = 2n+2α−2n−α is
equivalent to the critical case
1
θ + 1
+
n
(κ+ 1)(n− 1)
=
n− α
n− 1
,
which is a necessary condition for inequality (1.8).
Theorem 5.6. Let 1 < α < n. Suppose (u, v) ∈ L
(n−1)(θ−1)
α−1
loc (∂R
n
+)×L
n(κ−1)
α
loc (R
n
+) is
a pair of non-negative solutions to system (3.1) with θ, κ satisfying (5.13). Then
u = v = 0.
Note (5.13) is equivalent to
2(n− 1)
n+ α− 2
≤ p < 2, 2 < q ≤
2n
n− α
, and
1
p
−
n
q(n− 1)
<
α− 1
n
.
Theorem 5.6 yields the proof for Theorem 1.5.
To prove the theorem, we first show
Lemma 5.7. Under the same assumptions in Theorem 5.6, if (u, v) is a pair of
nonnegative solutions to system (3.1), then for any x ∈ ∂Rn+, there exists λ0(x) > 0
such that : 0 < λ < λ0(x),
ux,λ(ξ) ≤ u(ξ), ∀ ξ ∈ Σ
n−1
x,λ ,
vx,λ(η) ≤ v(η), ∀ η ∈ Σ
n
x,λ.
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Proof. The proof is similar to that of Lemma 3.3. Since κ ≤ n+αn−α , it is obvious
that τ1 ≥ 0, and
(
λ
|η−x|
)τ1
≤ 1 for η ∈ Σnx,λ. Thus, for any ξ ∈ Σ
u
x,λ, using (3.4)
and mean value theorem it has
0 ≤ ux,λ(ξ)− u(ξ) =
∫
Σnx,λ
P (x, λ; ξ, η)
[( λ
|ξ − x|
)τ1
vκx,λ(η)− v
κ(η)
]
dη,
≤
∫
Σnx,λ
vκx,λ(η)− v
κ(η)
|ξ − η|n−α
dη,
≤ κ
∫
Σvx,λ
vκ−1x,λ (η)(vx,λ(η)− v(η))
|ξ − η|n−α
dη.
For any t ∈ (1, nα ), take k =
(n−1)t
n−αt , s =
nt
n−αt . Similar to Lemma 3.3, integrating on
∂Rn+ and using inequality (1.12) and Ho¨lder inequality, from the above inequality,
we have
‖ux,λ − u‖Lk(Σux,λ) ≤ c‖v
κ−1
x,λ (vx,λ − v)‖Lt(Σvx,λ)
≤ c‖vx,λ‖
κ−1
L
n(κ−1)
α (Σvx,λ)
‖vx,λ − v‖Ls(Σvx,λ). (5.14)
On the other hand, since θ ≤ n+α−2n−α , it holds τ2 ≥ 0, and
(
λ
|ξ−x|
)τ2
≤ 1 for
ξ ∈ Σn−1x,λ . Thus, for any η ∈ Σ
v
x,λ, it follows from (3.5) that
vx,λ(η)− v(η) ≤ θ
∫
Σux,λ
uθ−1x,λ (ξ)(ux,λ(ξ)− u(ξ))
|η − ξ|n−α
dξ,
Since s > nn−α for any t ∈ (1,
n
α ), we can use HLS inequality (1.8) and Ho¨lder
inequality to arrive at
‖vx,λ − v‖Ls(Σvx,λ) ≤ c‖u
θ−1
x,λ (ux,λ − u)‖
L
(n−1)s
n+(α−1)s (Σux,λ)
≤ c‖ux,λ‖
θ−1
L
(n−1)(θ−1)
α−1 (Σux,λ)
‖ux,λ − u‖Lk(Σux,λ). (5.15)
Combining (5.14) with (5.15), we obtain
‖ux,λ − u‖Lk(Σux,λ) ≤ c‖vx,λ‖
κ−1
L
n(κ−1)
α (Σvx,λ)
‖ux,λ‖
θ−1
L
(n−1)(θ−1)
α−1 (Σux,λ)
‖ux,λ − u‖Lk(Σux,λ)
≤ c‖v‖κ−1
L
n(κ−1)
α (B+λ (x))
‖u‖θ−1
L
(n−1)(θ−1)
α−1 (Bn−1λ (x))
‖ux,λ − u‖Lk(Σux,λ).
(5.16)
Similarly, we have
‖vx,λ − v‖Ls(Σv
x,λ
) ≤ c‖v‖
κ−1
L
n(κ−1)
α (B+
λ
(x))
‖u‖θ−1
L
(n−1)(θ−1)
α−1 (Bn−1λ (x))
‖vx,λ − v‖Ls(Σv
x,λ
).
(5.17)
Since u ∈ L
(n−1)(θ−1)
α−1
loc (∂R
n
+) and v ∈ L
n(κ−1)
α
loc (R
n
+), we can choose λ0 small enough
such that 0 < λ < λ0, and
c‖v‖κ−1
L
n(κ−1)
α (B+λ (x))
‖u‖θ−1
L
(n−1)(θ−1)
α−1 (Bn−1λ (x))
≤
1
2
.
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Combining the above with (5.16) and (5.17), we get
‖ux,λ − u‖Lk(Σux,λ) ≤
1
2
‖ux,λ − u‖Lk(Σux,λ),
‖vx,λ − v‖Ls(Σvx,λ) ≤
1
2
‖vx,λ − v‖Ls(Σvx,λ),
which imply ‖ux,λ−u‖Lk(Σux,λ) = ‖vx,λ− v‖Ls(Σ
v
x,λ)
= 0. Thus, both Σux,λ and Σ
v
x,λ
have measure zero. We complete the proof of the lemma. 
Define
λ¯(x) = sup{µ > 0 |ux,λ(ξ) ≤ u(ξ), and vx,λ(η) ≤ v(η), ∀λ ∈ (0, µ), ∀ξ ∈ Σ
n−1
x,λ , ∀η ∈ Σ
n
x,λ}.
We will show the sphere will never stop.
Lemma 5.8. λ¯(x) =∞ for all x ∈ ∂Rn+.
Proof. We prove it by contradiction argument. Suppose the contrary, there exists
some x0 ∈ ∂R
n
+ such that λ¯(x0) <∞. By the definition of λ¯,
ux0,λ¯(ξ) ≤ u(ξ) for ξ ∈ Σ
n−1
x0,λ¯
,
vx0,λ¯(η) ≤ v(η) for η ∈ Σ
n
x0,λ¯
.
From (3.4) and (3.5) with x = x0, λ = λ¯ and the fact that at least one of τ1 and τ2
is positive, we have
ux0,λ¯(ξ) < u(ξ) for ξ ∈ Σ
n−1
x0,λ¯
,
vx0,λ¯(η) < v(η) for η ∈ Σ
n
x0,λ¯
.
Similar to proof process of Lemma 3.3, for λ ∈ [λ¯, λ¯ + ε), we can conclude that
Σux0,λ and Σ
v
x0,λ
must have measure zero. Thus we obtain that
ux0,λ(ξ) ≤ u(ξ) for ξ ∈ Σ
n−1
x0,λ
,
vx0,λ(η) ≤ v(η) for η ∈ Σ
n
x0,λ
for λ ∈ [λ¯, λ¯+ ε), which contradicts the definition of λ¯. 
Proof of Theorem 5.6. According to Lemma 5.8, λ¯(x) =∞ for all x ∈ ∂Rn+,
that is, for all λ > 0 and x ∈ ∂Rn+,
ux,λ(ξ) ≤ u(ξ) for ξ ∈ Σ
n−1
x,λ ,
vx,λ(η) ≤ v(η) for η ∈ Σ
n
x,λ.
As being shown in the proof of Theorem 3.1, this is impossible. This completes the
proof. 
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