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a b s t r a c t
In this paper we prove a Korovkin type approximation theorem and obtain the rate of con-
vergence of the generalized Szász–Mirakjan–Beta operators bymeans of modulus of conti-
nuity and elements of Lipschitz class. Furthermore we give the A-statistical approximation
theorem for these operators and investigate the case which provides the best estimation.
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1. Introduction
Motivation for the present work are the following mixed summation–integral type operators which have been proposed
by Gupta and Noor [1];
Un(f ; x) = e−nx
∞−
k=1
(nx)k
k!B(n+ 1, k)
∫ ∞
0
f (t)
tk−1
(1+ t)n+k+1 dt + e
−nxf (0), (1)
where f is a continuous function on [0,∞), satisfying the condition |f (t)| ≤ M(1 + t)γ for some M > 0, γ > 0. Recently
Duman et al. [2], introduced a generalization of the operators given in (1) by replacing xwith rn(x) and they proved that this
generalization gives a better estimation on the interval [0, 2] for rn(x) = 1n

−1+1+ n (n− 1) x2 , x ≥ 0.
In this paper we consider the following class of positive linear operators which includes the operators given by (1);
Vn(f ; x) = Un(f ; un(x)) = e−nun(x)
∞−
k=1
(nun(x))k
k!B(n+ 1, k)
∫ ∞
0
f (t)
tk−1
(1+ t)n+k+1 dt + e
−nun(x)f (0), (2)
where {un(x)} is a sequence of real-valued continuous functions defined on [0,∞)with
0 ≤ un(x) ≤ x <∞, (3)
x ∈ [0,∞), f ∈ E :=

g ∈ C[0,+∞) : limx→+∞ g(x)1+x2 is finite

and n ∈ N.
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Recall that the Banach lattice E endowed with the norm
‖f ‖∗ := sup
x∈[0,+∞)
|f (x)|
1+ x2
is isomorphic to C[0, 1] (see, for details, [3]) and, {1, t, t2} is a K+-subset of E.
By direct computation one can state the following lemma;
Lemma 1. Let ei(x) = xi, i = 0, 1, 2 and ψ2x (t) = (t − x)2. Then, for each x ≥ 0 and n > 1, we have
(a) Vn(e0; x) = 1,
(b) Vn(e1; x) = un(x),
(c) Vn(e2; x) = 1n−1

nu2n(x)+ 2un(x)

.
(d) Vn

ψ2x ; x
 =  nn−1u2n(x)− 2xun(x)+ x2+ 2n−1un(x).
In the present paperwe prove a Korovkin type approximation theorem and obtain the rates of convergence for the operators
given in (2), by means of modulus of continuity and elements of Lipschitz class functions. We also give an A-statistical
approximation theorem for these operators and investigate the case which provides the best estimation by these operators.
2. Korovkin type approximation theorem
This section is allocated to the proof of Korovkin type approximation theorem for the operators Vn. We start with the
following lemma, which proves that Vn maps E into itself.
Lemma 2. There exists a constant M such that, for w(x) = 1+ x2−1 , we have
w(x)Vn

1
w
; x

≤ M
holds for all x ∈ [0,∞) and n ∈ N. Furthermore, for all f ∈ E we have
‖Vn(f )‖∗ ≤ M ‖f ‖∗ .
Proof. Using Lemma 1 and Eq. (3), we can write that
w(x)Vn

1
w
; x

= 1
1+ x2 Vn(1+ t
2; x) = 1
1+ x2

Vn(1; x)+ Vn(t2; x)

= 1
1+ x2
[
1+ 1
n− 1

nu2n(x)+ 2un(x)
] ≤ M.
On the other hand
w(x) |Vn(f ; x)| = w(x)
Vn w fw ; x
 ≤ ‖f ‖∗w(x)Vn  1w ; x

≤ M ‖f ‖∗ .
Taking the supremum over x ∈ [0,∞) in the above inequality, gives the result. 
Theorem 3. For all f ∈ E, {Vn(f ; x)} converges uniformly to f on [0, b] if and only if limn→∞ un(x) = x uniformly on [0, b].
Proof. Assume that limn→∞ un(x) = x. For every f ∈ C[0,+∞), consider the lattice homomorphism Tb : C[0,+∞) →
C[0, b] defined by Tb(f ) := f |[0,b]. It is clear that, for each i = 0, 1, 2,
lim
n→∞ Tb

Vn(t i)
 = Tb(t i) uniformly on [0, b]. (4)
On the other hand, with the universal Korovkin-type property with respect to monotone operators (see Theorem 4.1.4(vi)
of [3, p. 199]) which says: ‘‘Let X be a compact set andH be a cofinal subspace of C(X). If E is a Banach lattice, S : C(X)→ E is
a lattice homomorphismand if {Ln} is a sequence of positive linear operators from C(X) into E such that limn→∞ Ln(h) = S(h)
for all h ∈ H , then limn→∞ Ln(f ) = f provided that f belongs to the Korovkin closure of H ’’. Hence, by (4), we have
Vn(f ; x)→ f (x) uniformly on [0, b] as n →∞.
Conversely let x ∈ [0, b] be fixed and assume that {un(x)} does not converge to x. Then it must contain a subsequence
unk(x)

such that unk(x)→ α(x) ≠ x as k →∞. Thus
Vnk(t
2; x)− x2 =
[
nk
nk − 1u
2
nk(x)− x2
]
+ 2unk(x)
nk − 1 → α
2(x)− x2 ≠ 0
as k →∞, which is a contradiction. Hence limn→∞ un(x) = x uniformly on [0, b]. 
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3. Rate of convergence
In this section we obtain the rates of convergence of the operators Vn(f ; x) to f (x) bymeans of the modulus of continuity
and elements of Lipschitz class functions respectively. Recall that if f ∈ CB[0,+∞) and x ≥ 0, then, the modulus of
continuity of f denoted by ω(f , δ), and defined as:
ω(f , δ) = sup
|y−x|≤δ; x,y∈[0,+∞)
|f (y)− f (x)| .
Theorem 4. For every f ∈ CB[0,+∞), x ≥ 0 and n > 1, we have
|Vn(f ; x)− f (x)| ≤ 2ω(f , δn,x),
where δn,x :=
 n
n−1u2n(x)− 2xun(x)+ x2
+ 2n−1un(x).
Proof. Let f ∈ CB[0,+∞) and x ≥ 0. Using linearity and monotonicity of Vn we easily get, for every δ > 0 and n ∈ N, that
|Vn(f ; x)− f (x)| ≤ ω(f , δ)

1+ 1
δ

Vn

ψ2x ; x

.
Now applying Lemma 1(d) and choosing δ = δn,x the proof is completed. 
Theorem 5. Let 0 < α ≤ 1 and D be any subset of the interval [0,∞). Then, if f ∈ CB[0,∞) for which is locally Lip(α), i.e. the
condition
|f (y)− f (x)| ≤ M |y− x|α , y ∈ D and x ∈ [0,∞), (5)
holds, then for each x ∈ [0,∞), we have
|Vn(f ; x)− f (x)| ≤ M

δαn,x + 2 (d(x,D))α

,
where M is a constant depending on α and f , d(x, K) = inf{|y− x| : y ∈ D} and δn,x is the same as in Theorem 4.
Proof. Let D denote the closure of D in [0,∞). Then, there exists a point x0 ∈ D such that |x− x0| = d(x,D). Using the
triangle inequality
|f (y)− f (x)| ≤ |f (y)− f (x0)| + |f (x)− f (x0)|
and (5) we get
|Vn(f ; x)− f (x)| ≤ Vn (|f (y)− f (x)| ; x) ≤ Vn (|f (y)− f (x0)| ; x)+ |f (x)− f (x0)|
≤ M {Vn (|y− x0|α ; x)+ |x− x0|α} ≤ M {Vn (|y− x|α ; x)+ 2 |x− x0|α} .
Using the Cauchy–Bunyakowsky–Schwarz inequality with p = 2
α
, q = 22−α we have
|Vn(f ; x)− f (x)| ≤ M

Vn

(y− x)2 ; xα/2 + 2 (d(x,D))α .
Using Lemma 1, we get the result. 
4. A-statistical convergence
Let A = (ajk) be a non-negative regular summability matrix then following Freedman and Sember [4], the A-density of a
subset K of N is given by
δA(K) = lim
j
−
k∈K
aj,k, (6)
provided that a limit exists. A sequence x = (xn) is said to be A-statistically convergent to L and denoted by stA− lim x = L if
for every ε > 0, δA {n ∈ N : |xn − L| ≥ ε} = 0 (see [5,6]). ReplacingA by C1, the Cesaromatrix of order one in (6),A-statistical
convergence is reduced to statistical convergence [7,8]. Similarly if we take A = I , the identity matrix then A-statistical
convergence coincides with the ordinary convergence. Kolk [9] proved that in the case of limj maxn
aj,n = 0, A-statistical
convergence is stronger than ordinary convergence.
Now let A = (ajn) be a non-negative regular summability matrix. Assume that for each x ∈ [0,∞), (un(x))n∈N is a
sequence in [0, x] satisfying
stA − lim
n
un(x) = x. (7)
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then we have
stA − lim
n
[x− un(x)] = 0, (8)
stA − lim
n
 nn− 1un(x)− x
 = 0, (9)
and
stA − lim
n
2
n− 1un(x) = 0. (10)
Indeed, a sequence (un(x))n∈N satisfying (3) and (7), can be constructed as follows: take A = C1, and define
un(x) :=

x
2
, if n = m2 (m ∈ N)
x− 1
n

, otherwise.
(11)
Then obviously stC1 − lim un(x) = st − lim un(x) = x.
Theorem 6. Let A = (ajk) be a non-negative regular summability matrix. For every f ∈ CB[0,+∞), n > 1 and for each fixed
x ≥ 0, we have
stA − lim
n
|Vn(f ; x)− f (x)| = 0.
Proof. Given r > 0 choose ε > 0 such that ε < r and define the following sets:
U := n : δ2n,x ≥ r ,
U1 :=

n : [x− un(x)] ≥ r − ε3B(x)

,
U2 :=

n :
 nn− 1un(x)− x
 ≥ r − ε3B(x)

,
U3 :=

n : 2
n− 1un(x) ≥
r − ε
3B(x)

,
where B(x) = max {2, x} and δn,x :=
 n
n−1u2n(x)− 2xun(x)+ x2
+ 2n−1un(x). Then it follows that U ⊆ U1∪U2∪U3, which
gives −
k∈U
ajk ≤
−
k∈U1
ajk +
−
k∈U2
ajk +
−
k∈U3
ajk. (12)
Letting j → ∞ in (12) and using (8)–(10), we have limj∑k∈U ajk = 0. This guarantees that stA − limn δ2n,x = 0 which
implies stA − limn ω(f , δn,x) = 0. Using Theorem 4 completes the proof. 
We should remark that if we take the sequence (un(x))n∈N defined by (11), then our statistical approximation results
Theorem 6 works; however its classical case does not work since (un(x))n∈N is not convergent in the usual sense.
5. Best error estimation
King was the first who obtained a better error estimation for linear positive operators preserving e0 and e2. In [10],
King introduced a modification of the classical Bernstein polynomials which have a better error estimation on the interval
0, 13

. After King, the same idea is considered for Szász–Mirakjan operators [11], Szász–Mirakjan–Beta operators [2],Meyer-
König and Zeller operators [12], q-Bernstein operators [13], q-Meyer-König and Zeller operators [14], Baskakov operators
and Stancu operators [15] and King-type operators [16]. Finally, Özarslan and Duman introduced a new approach to
obtain a better error estimation in the approximation by means of positive linear operators without preserving some test
functions [17].
Let ψx be the first central moment function defined by ψx(y) = y − x and let n > 1. In order to have a better error
estimation on a subinterval I of [0,∞), in the approximation by means of the operators Vn (cf. Theorem 3) we should find
a functional sequence (un), un : I → A, satisfying
δ∗n,x :=

Vn(ψ2x ; un(x)) ≤

Un(ψ2x ; x) =: δn,x for x ∈ I. (13)
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By Lemma 1(d), (13) is equivalent to
n
n− 1u
2
n(x)+ 2

1
n− 1 − x

un(x)−

n
n− 1 − 2

x2 − 2
n− 1x ≤ 0. (14)
Now let
∆n(x) := 4

1
n− 1 − x
2
+ 4 n
n− 1

n
n− 1 − 2

x2 + 2
n− 1x

.
Then we see that
∆n(x) ≥ 0 (15)
and
(n− 1)x− 1
n
∈ R+ (16)
hold for every x ∈ I = [1,∞) and for every n ≥ 2. In this case, from (14)–(16), we get
2x− 2n−1 −
√
∆n(x)
2 nn−1
≤ un(x) ≤
2x− 2n−1 +
√
∆n(x)
2 nn−1
.
Then un(x) attains its minimum when
un(x) := (n− 1)x− 1n .
In this case, for all x ∈ [1,∞), we can define a new positive linear operator as follows:
V ∗n (f ; x) := Vn

f ; (n− 1)x− 1
n

= e1−(n−1)x
∞−
k=1
((n− 1)x− 1)k
k!B(n+ 1, k)
∫ ∞
0
f (t)
tk−1
(1+ t)n+k+1 dt + e
1−(n−1)xf (0).
Then we see that, for all x ∈ [1,∞) and n > 1,
V ∗n (ψ
2
x ; x) =
x2
n− 1 +
2x
n− 1 −
(x+ 1)2
n(n− 1) <
x2
n− 1 +
2x
n− 1 = Un(ψ
2
x ; x)
which shows that the operators V ∗n (f ; x) provide a better estimation than the operators Un(f ; x).
6. Concluding remarks
The q-analog of Szász–Mirakjan–Beta operators were introduced, by Vijay Gupta and Ali Aral, in [18]. It has pointed out
in [18] that, the rate of convergence of the q-Szász–Mirakjan–Beta operators to f can be made better by choosing a suitable
q := qn.
We shouldmention that the q-analog of the operators defined by (2) and their approximation properties remain an open
problem. On the other hand, modifying the q-Szász–Mirakjan–Beta operators as discussed in the previous section and choosing
suitable q := qn will give the best estimation among the Szász–Mirakjan–Beta operators.
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