ABSTRACT: Nearest-neighbour resampling was used to generate multi-site sequences of daily precipitation and temperature in the Rhine basin. The simulation is conditional on the values of 3 continuous indices of the atmospheric circulation. An advantage of nearest-neighbour resampling is that the spatial correlations of the daily precipitation and temperature data are automatically preserved in the simulated data. Comparison of different resampling models showed that the simulation of the precipitation and temperature for a new day should not only be conditioned on the circulation characteristics of that day but also on the simulated precipitation and temperature for the previous day, in order to achieve the appropriate level of persistence and variability in the generated data. With a hydrological application in mind, 980 yr multi-site simulations of daily precipitation and temperature were performed conditional on a simulated time series of circulation indices that was obtained with a second resampling model. The distribution of the extreme 10 d area-average precipitation amounts in these long-duration simulations was compared with the distribution of the historical 10 d area averages. Again, the models in which the precipitation and temperature of the previously simulated day were taken into account performed best, but even these models somewhat underestimate the quantiles of the distribution of the 10 d area-average precipitation. The long-duration simulations demonstrate that nearest-neighbour resampling is capable of producing much larger 10 d areaaverage precipitation amounts than the historical maximum.
INTRODUCTION
A wide range of stochastic models is in use to simulate synthetic daily time series of precipitation. Some models are also able to simulate daily precipitation simultaneously with other weather variables. A limited number of techniques is available to generate weather variables simultaneously at multiple locations, which is of particular interest for hydrological applications. For assessments of the effects of anthropogenic climate change, there has been considerable interest in conditioning stochastic daily precipitation models on the large-scale atmospheric circulation. Quite often a classification of observed pressure fields into weather classes has been used for this purpose. The parameters of the precipitation model are then determined for each weather class separately (e.g. Bárdossy & Plate 1992 , Wilson et al. 1992 , Schubert 1994 , Corte-Real et al. 1999 , Fowler et al. 2000 , Qian et al. 2002 , Stehlik & Bárdossy 2002 ). An alternative is to resample from the observed precipitation in the appropriate weather class (e.g. Hughes et al. 1993 , Conway et al. 1996 , Palutikof et al. 2002 . A somewhat different approach is to describe daily precipitation by non-homogeneous hidden Markov models (e.g. Charles et al. 1999 , Bellone et al. 2000 . The parameters of such a stochastic precipitation model also depend on a discrete set of weather states, but these states are unobserved (hidden). The sequence of weather states is modelled as a first-order Markov chain of which the transition proba-bilities are determined by atmospheric predictor variables. Wilby et al. (1998) used regression techniques to link wet-dry transition probabilities and the means of a suite of weather variables to atmospheric circulation characteristics. Zorita et al. (1995) and Zorita & von Storch (1999) used the analog method for the conditional simulation of multi-site daily precipitation. The word analog refers to the historical day that is closest to the target day in terms of atmospheric circulation characteristics. In this method the analog is sampled rather than days in a specific weather class. An advantage of resampling methods is that no conceptual extensions are required to generate multivariate and/or multisite daily sequences. Neither do they require assumptions about the underlying distributions and the spatial correlations. The analog method can be seen as a special case of nearest-neighbour resampling. The earliest applications of nearest-neighbour resampling to weather data were on multivariate single-site simulation, without conditioning on the atmospheric circulation (Young 1994 , Rajagopalan & Lall 1999 . Using nearest-neighbour resampling, Brandsma & Buishand (1998) compared unconditional simulations of daily temperature and precipitation with several simulations conditional on the atmospheric circulation. For the conditional simulations, it was found that the autocorrelation coefficients and extreme-value distributions of precipitation were better reproduced if, apart from circulation characteristics of the target day, the simulated precipitation and temperature of the previous day were also taken into account. A multi-site extension of unconditional nearest-neighbour simulation of daily precipitation and temperature was presented in Buishand & Brandsma (2001) .
The present paper compares a stochastic version of the analog method with more general nearest-neighbour resampling techniques for conditional multi-site simulation of daily precipitation and temperature in the German part of the Rhine basin. This area was chosen with a specific application to rainfall-runoff modelling in mind. Since in the downstream area of the river Rhine the largest discharges occur in winter, the reproduction of precipitation statistics is studied for the winter half-year (October-March). Temperature is generated because rainfall-runoff models often use temperature to determine evapotranspiration, snow accumulation and snow melt.
The methodology and the data are presented in Section 2. Section 3 gives a description of the resampling models used and compares statistical properties of simulated data with those of observed data. In Section 4, finally, the results are summarized and conclusions are drawn.
METHODOLOGY

Nearest-neighbour resampling
Nearest-neighbour resampling was originally proposed by Young (1994) to simulate daily minimum and maximum temperatures and precipitation. Independently, Lall & Sharma (1996) discussed a nearestneighbour bootstrap to generate hydrological time series. Buishand & Brandsma (2001) presented an application to daily precipitation and 5 other weather variables. Basically the same method was used by Buishand & Brandsma (2001) for multi-site generation of daily precipitation and temperature.
In the nearest-neighbour method weather variables such as precipitation and temperature are sampled simultaneously with replacement from the historical data. To incorporate autocorrelation, resampling is conditioned on the days in the historical record that have similar characteristics as those of the previously simulated day. One of these nearest neighbours is randomly selected and the observed values for the day subsequent to that nearest neighbour are adopted as the simulated values for the next Day t. A feature vector (or state vector) D t is used to find the nearest neighbours in the historical record. D t was based on the standardized weather variables generated for Day t -1 in Rajagopalan & Lall (1999) and on summary statistics of precipitation and temperature in Buishand & Brandsma (2001) . Summary statistics are particularly necessary for multi-site simulations in order to avoid problems with the high-dimensional data space. As in earlier papers the k nearest neighbours of D t were selected in terms of a weighted Euclidean distance. For 2 q-dimensional vectors, D t and D u , the latter is defined as:
( 1) where v tj and v uj are the jth components of D t and D u respectively and w j scaling weights.
A discrete probability distribution or kernel is required to select 1 of the k nearest neighbours. Lall & Sharma (1996) recommended a kernel that gives higher weight to the closer neighbours. For this decreasing kernel the probability, p j , that the jth closest neighbour is resampled is given by:
(2) This probability kernel was also adopted in earlier applications of nearest-neighbour resampling for the Rhine basin (Buishand & Brandsma 2001) .
For the simulation of weather variables conditional on the atmospheric circulation (or CNNR: conditional nearest-neighbour resampling) the procedure is slightly different. In that type of simulation, one searches for days in the historical record that have atmospheric circulation characteristics similar to those of the conditioning day. Again 1 of these nearest neighbours is randomly selected and the observed values of that nearest neighbour are adopted as the simulated values for the conditioning Day t. The feature vector D t should therefore at least consist of circulation characteristics of the conditioning Day t. In addition, simulated weather variables and/or circulation characteristics of Day t-1 and earlier days could be included in the feature vector.
Apart from creating a feature vector, the number k of nearest neighbours and the weights w j have to be specified. The choice of k depends on the type of probability kernel {p j }, the number, n, of daily values from which the nearest neighbours are selected, and the dimension, q, of the feature vector. Lall & Sharma (1996) recommended for the decreasing kernel (Eq. 2) k = n 1/2 provided that 1 ≤ q ≤ 6 and n ≥ 100. Young (1994) recommended k = 3 using a uniform kernel, while q was 3 and n ≈ 1200. A sensitivity analysis in Buishand & Brandsma (2001) , with the decreasing kernel and similar values for n and q as in our application, gave best results for k = 2 and k = 5. In this study the decreasing kernel with k = 5 was adopted. To obtain an equal contribution of all feature vector elements to the Euclidean distance, the weights w j should be inversely proportional to the variance of the feature vector elements. This is usually a good starting point, and Brandsma & Buishand (2001) showed that variation of the weights generally has little effect on the statistical properties of the simulated data. In Wójcik & Buishand (2003) an alternative approach was introduced that avoids specification of the weights by using the Mahalanobis distance instead of the Euclidean distance.
The analog method
The analog method (e.g. Zorita et al. 1995 , Zorita & von Storch 1999 is basically a special case of CNNR. In nearest-neighbour resampling, 1 of the k nearest neighbours is randomly selected from the historical record, whereas in the analog method, the closest one is always selected. The analog method is therefore identical to CNNR with k = 1. Zorita et al. (1995) and Zorita & von Storch (1999) based the search for analog days on characteristics of a single conditioning day or a sequence of conditioning days. In those papers the conditioning characteristics referred to the atmospheric circulation only. Since in the analog method no randomness is involved, this method is in essence deterministic. There is thus only 1 realisation of the simulated time series for each conditioning time series. Consequently, for simulation conditional on the historical time series of circulation indices, the conditioning day itself must be excluded, because otherwise the historical time series of weather data would be generated.
In this paper the 5 best analog days were extracted from the historical record, and 1 of these analogs was randomly selected using the decreasing kernel (Eq. 2) with k = 5. This stochastic version is better comparable with the CNNR models than the originally deterministic analog method.
Data
As in Buishand & Brandsma (2001) daily precipitation and temperature data from 25 German stations in the Rhine basin for 1961-1995 were used (see Fig. 1 ). For the 22 stations that lie below 500 m, the mean annual precipitation ranges from 542 mm (Geisenheim) to Jones et al. (1993) these circulation indices were derived from daily mean sea level pressure data from the UK Meteorological Office on a 5°latitude by 10°longitude grid, except that the grid was centered at the Rhine basin instead of the British Isles. In a number of studies the same circulation indices were used to obtain an objective version of the Lamb classification (e.g. Jenkinson & Collinson 1977 , Jones et al. 1993 , Goodess & Palutikof 1998 , Linderson 2001 .
Standardization procedure
To reduce the seasonal variation in the feature vector elements, precipitation, temperature and circulation indices were standardized. The daily temperatures and circulation indices were standardized by subtracting an estimate, m d , of the mean and dividing by an estimate, s d , of the standard deviation for the calendar day d of interest: (3) where x t andx t are the original and standardized variables for Day t, respectively, and J is the total number of years in the record. The estimates m d and s d were obtained by smoothing the sample mean and standard deviation of the successive calendar days in a similar way as in Brandsma & Buishand (1998) and Wójcik & Buishand (2003) .
Daily precipitation was standardized by dividing by a smooth estimate, m d,wet , of the mean wet-day precipitation amount: (4) with wet days defined as days with 0.1 mm precipitation or more.
To facilitate the reproduction of seasonally varying weather characteristics the search for nearest neighbours was restricted to days within a moving window, centered on the calendar day of interest. The width of this window was 61 d, as in Brandsma & Buishand (1998) and Buishand & Brandsma (2001) . Thus for the 35 yr historical record the nearest neighbours are selected from n = 2135 d. At the end of the resampling procedure the simulated standardized variables are re-transformed to their original scale using the inverse of Eqs. (3) & (4).
Summary statistics
For the 25 stations in Fig. 1 precipitation, P, and temperature, T, observations were available for each day. Parsimony of feature vector elements requires that the P and T fields are described by a small number of summary statistics, like the 3 circulation indices were used to characterize the mean sea level-pressure field (i.e. the atmospheric circulation). Otherwise, considerable differences between the k nearest neighbours may occur because of the large dimension of D t . Computer time also increases with the dimension of D t .
Two important summary statistics are the arithmetic means of the standardized values of the P and T fields:
(5) (6) whereP i andT i are the standardized P and T values, respectively, for the ith station. Because of the relatively large spatial variation of the P field, there is some need for a more complete summary of this field than justP. An additional statistic to summarize the P field is the fraction, F, of stations with precipitation above some threshold, as suggested in Buishand & Brandsma (2001) . Here F was used with a threshold of 0.1 mm. The statistic F helps to distinguish between large-scale and convective precipitation. Buishand & Brandsma (2001) also considered 2 alternatives to the P and F combination: a vector consisting of the daily averages of the standardized values over 5 different sub-regions, and a vector consisting of the 5 leading principal components obtained from the sample covariance matrix of the P i . With respect to the reproduction of the standard deviation and the autocorrelation coefficients of both precipitation and temperature, these 2 alternatives did not give better results than the simulations with the combination ofP and F (Buishand & Brandsma 2001) .
MODEL IDENTIFICATION AND SIMULATION RESULTS
Models used
Six resampling models were considered. Three analog-type models were distinguished: a first-order, a third-order and a fifth-order model. In the first-order analog model (analog 1) the circulation indices of the conditioning day (Day t) were used to find the analog days. In the third-and fifth-order analog models (analog 3 and analog 5) the search for analog days was based on the circulation indices of respectively 3 and 5 consecutive conditioning days (Days t -2, t -1, t and t -4, ..., t respectively). In the higher-order analog models thus also a part of the evolution of the atmospheric circulation is taken into account. Zorita et al. (1995) refer to the fifth-order model as a '5-Day-segment' model. The remaining 3 resampling models are CNNR models. The first of these models (CNNR 1) contains the circulation indices of Day t and simulated precipitation and temperature characteristics of Day t -1 as feature vector elements. The second model (CNNR 2C) additionally contains the circulation indices of Day t -1, yielding a second-order model in terms of the atmospheric circulation. Model CNNR 2F, finally, uses in addition to CNNR 1 the fraction F of stations with precipitation of Day t -2 to determine the nearest neighbours, resulting in a second-order model in terms of precipitation. Fig. 2 schematically presents the feature vectors of these 6 models.
For a fair comparison of both types of models, a stochastic version of the analog method was used (see Section 2.2). Further, the selection of the conditioning day was excluded in the CNNR models as in the analog models. Allowing the selection of the conditioning day is considered to generate 'artificial skill' (Zorita et al. 1995) . Consequently, the only difference between the analog models and the CNNR models examined here is the composition of the feature vector (see Fig. 2 ).
The weights w j in Eq. (1) are in the CNNR models approximately equal to the reciprocal of the variance of the feature vector elements. The weights for P , F and T˜ were rounded to 2, 5 and 1 respectively, and for Z˜, W and S the weights are 1 as a result of the standardization. For the analog models all weights equal 1 since the feature vector elements involve only standardized circulation indices.
In Section 3.2, 2 types of conditional simulations are investigated: simulations conditional on the 1961-1995 time series of circulation indices and simulations conditional on simulated time series of circulation indices. The simulated time series of circulation indices were obtained with an unconditional nearest-neighbour resampling model. A description of that model is given in Appendix 1. Time series of simulated circulation indices are needed to generate longer time series of P and T than the historical time series of circulation indices (see Section 3.3). In the simulations conditional on simulated time series of circulation indices the conditioning day itself was not excluded, since no artificial skill can be inherited from a simulated time series of circulation indices.
Model results
With all 6 models, two 980 yr simulations were performed, a simulation consisting of 28 runs of 35 yr conditional on the same 35 yr record of circulation indices, and a single 980 yr simulation run conditional on 980 yr of simulated circulation indices. For comparisons with the historical data, the latter was split into 28 independent 35 yr records. Given the application of rainfallrunoff modelling for the river Rhine, the presented statistics refer to the winter half-year (October-March). Second-order moments (such as standard deviations and autocorrelation coefficients) were first calculated for each calendar month separately as in Buishand & Brandsma (2001) and then averaged over the 6 calendar months, the 25 stations and the 28 periods of 35 yr in order to reduce the influence of the seasonal cycle in the mean on these statistics.
3.2.1. Mean and second-order moments Table 1 gives an overview of the reproduction of the means, the standard deviations of the monthly and daily values, s M and s D respectively, and the lag-1 and lag-2 autocorrelation coefficients of the daily values, r (1) and r (2) respectively.
The first part of the table refers to simulations conditional on historical circulation indices, and the second part to simulations conditional on simulated circulation indices. The table also gives the historical estimates and their standard errors. The standard errors of the autocorrelation coefficients were obtained with the jackknife method of Buishand & Beersma (1993) . The standard errors of the standard deviations of the daily and the monthly values were calculated in a similar way, following Buishand & Beersma (1996) and Beersma & Buishand (1999) respectively. Differences larger than twice the standard error of the historical data are referred to as statistically significant (this corresponds approximately to a 2-sided test at the 5% level). For the 3 analog models the average winter precipitation is underestimated due to the selection effects discussed in Section 3.2.2. The underestimation increases with the order of the model and becomes significant for the simulation with the analog-3 model based on historical circulation indices and for both simulations with the analog-5 model. The largest underestimation is 12.1%, whereas for the CNNR models the differences in monthly mean precipitation are not more than 6.1%. The standard deviations s M and s D are generally underestimated. The underestimation of the monthly standard deviations for precipitation and temperature in the analog models is about twice as large as in the CNNR models. In the analog models the underestimation of the daily standard deviation for precipitation is also somewhat larger. But for temperature, the underestimation of the daily standard deviations is at least 2 times smaller in the analog models. The biases in the lag-1 and lag-2 autocorrelation coefficients for precipitation and temperature are in the analog models about 3 times as large as in the CNNR models. But even for the simulations with the latter models the autocorrelation coefficients are significantly underestimated. The bias in the autocorrelation coefficients is the main cause for the underestimation of the standard deviations of the monthly values.
For the CNNR models the biases are generally somewhat larger for the simulations based on simulated circulation indices than for those based on historical indices. For the statistics in Table 1 , the best performing analog model on the whole is analog 3. Its performance is, however, still below that of the weakest CNNR model (CNNR 2C).
Time series of the area-average winter precipitation totals and the area-average winter temperatures for the simulations conditional on the historical circulation indices are compared with the observed 1961-1995 winter area-average precipitation and temperature in Figs. 3 & 4 respectively. For each simulation the coloured symbols represent the averages of the 28 runs in each winter. For the simulations with the CNNR-1 and analog-1 models, the whiskers represent the range of the 28 runs. The skill score S in the figures is defined as: (7) where the y j are the historical winter precipitation totals or temperature averages, -y is the overall histori- cal average and the ŷ j are the simulated values for each winter, averaged over the 28 runs. Note that S = 1 for a perfect predictor, and S = 0 ify is taken as predictor. The temporal variation of the area-average winter precipitation is well described by the CNNR and analog-1 models, with S ranging between 0.60 and 0.66. The higher-order analog models exhibit less skill due to the significant underestimation of the mean precipitation amounts (see Table 1 ). This underestimation is also visible in Fig. 3 . For most winters the whiskers of the simulated precipitation amounts are considerably wider for the CNNR models than for the analog models, as shown for the CNNR-1 and analog-1 models. The difference in whisker width between the CNNR and analog models is even larger for the area-average winter temperature (Fig. 4) . The larger width of the whiskers in the CNNR models is likely due to a larger variation in the potential analogs (see Section 3.2.2).
The simulations overestimate the average temperature of the coldest winters (1963 and during the mid1980s) and underestimate the temperature of the warm winters (around 1990) . This conditional bias is weakest for the analog-5 model. As a result, this model has the highest skill score (S = 0.71). So for the analog models, the highest order is favourable for the predictive skill of the winter temperature, while the lowest order is favourable for the predictive skill of the winter precipitation due to the large underestimation of the mean precipitation in the higher-order models.
Selection effects
As a result of random sampling with replacement, some historical days will appear more frequently in a simulation run than other days. In the standard bootstrap such differences are purely random. Nearestneighbour resampling may, however, also lead to a systematic underselection of certain days and an overselection of other days (Young 1994) . This explains for instance why the mean and the daily standard deviation s D of the historical data are not necessarily reproduced in the simulations.
The selection effects of the simulations in this paper are studied in the same way as in Buishand & Brandsma (2001) . Let K t be the number of times that Day t (t = 1, ..., 365J ) appears in a simulation run of J* yr. In the case of random sampling, K t has a binomial distribution which can be can be approximated by a Poisson distribution with parameter ν = J*/J:
Note that the distribution of K t does not depend on the use of a moving window. For nearest-neighbour resampling the number of historical days that is drawn In Table 2 the frequency distributions of r for the 980 yr simulations are compared with the frequencies for the Poisson distribution with ν = 28. The frequency distributions are wider than the theoretical frequency distribution for random sampling as a result of selection effects. In the CNNR models the selection effect is slightly larger for the simulations based on historical circulation indices than for those based on simulated indices. Of the CNNR models, CNNR 2C (second order in the atmospheric circulation) has the largest selection effect. In the analog models the selection effect increases considerably with the order of the model. Thus, the more information of the evolution of the atmospheric circulation is used, the larger the selection effects tend to grow. Further, the differences in the selection effects between the simulations based on the historical circulation indices and those based on simulated indices are much larger than in the CNNR models. This is mainly due to the relatively large selection effect in the analog simulations conditional on historical circulation indices. Recall that in that case each simulation consists of 28 runs based on the same 35 yr. In the analog models the nearest neighbours (or analogs) are determined by the circulation characteristics of the historical record only. A particular conditioning day therefore has in each of the 28 runs the same nearest neighbourhood, i.e. the same potential analogs. In the CNNR models the nearest neighbourhood of a particular conditioning day varies among the 28 runs, since the precipitation and temperature characteristics of the previously simulated day determine the potential analogs as well. This larger variation in potential analogs is probably responsible for the smaller selection effect.
Surprisingly, large differences in the selection effects do not necessarily lead to large differences in the standard deviations and autocorrelation coefficients. In particular for the analog-1 model the selection effect for the simulation based on historical indices is much larger than for the simulation based on simulated indices, but the differences between the second-order moments (Table 1) are relatively small. In the simulations with the largest selection effects, however, the average monthly precipitation amount is significantly underestimated, indicating an underselection of days with large rainfall and an overselection of relatively dry days.
Temporal dependence of spatial patterns
A resampling technique automatically preserves the spatial patterns of the daily precipitation and temperature fields, but it does not necessarily reproduce the dependence between the patterns of successive days. Two measures of the temporal dependence between the spatial patterns were considered: the pattern correlation of 2 days that are l days apart (for precipitation, days with no rainfall were excluded), and the length of the difference vector of 2 days that are l days apart. The pattern correlation correlates the spatial fields relative to their respective spatial means (centered statistic). The reproduction of the pattern correlation and the difference vector of the precipitation and the temperature fields is presented in Table 3.   128   Table 2 . Number of historical days drawn r times in 980 yr simulations compared with the number expected for the standard bootstrap. The largest number of times that a historical day is drawn is given in the last column There is always an underestimation of the pattern correlation. The biases in the lag-1 precipitation pattern correlation are similar in both types of models. For temperature the biases are somewhat larger, in particular for the analog models. The biases in the lag-2 pattern correlation coefficients are about half of those in the lag-1 coefficients. The simulations based on simulated circulation indices have similar biases (not shown).
Most lagged difference vectors are overestimated. Overall, the overestimation is worse for temperature than for precipitation, and worse for the analog models than for the CNNR models. This overestimation is mainly due to the underestimation of the autocorrelation coefficients (Table 1 ). The underestimation of the latter also contributes to the underestimation of the pattern correlation. However, unlike the difference vector, the pattern correlation also depends on lagged crosscorrelations between the daily temperatures (or daily precipitation) at different locations. From a first-order approximation of the expected value of the pattern correlation, it can be shown that the effect of the underestimation of the autocorrelation is partly compensated by biases in the lagged cross-correlations. As a result the pattern correlation looks less sensitive to biases in the temporal dependence than the difference vector. Table 4 presents the relative biases of the average number of dry days (P = 0 mm); the average number of dry spells (i.e. series of consecutive dry days); the average dry spell length, DSL; the longest dry spell in a 35 yr period, DSL max 35 ; and the bias of the lag-1 wet-dry autocorrelation coefficient, r wd (1). These statistics were again calculated for the winter half-year (October-March). The number of dry days is nearly correct in the CNNR and first-order analog models, but the third-and fifth-order analog models overestimate this by 4 to 6%. This overestimation partly explains the underestimation of the mean precipitation (see Table 1 ) and is due to the previously discussed selection effects. In both types of models the number of dry spells is overestimated: in the CNNR models somewhat more than 10%, and in the analog models more than 30%. As a result the average spell length is underestimated: in the CNNR models slightly more than 10%, and in the ana-129 Table 3 . Differences in the lag-1 and lag-2 pattern correlations, r p (1) and r p (2) respectively, and the lengths of the lag-1 and lag-2 difference vectors, d(1) and d(2), between the 980 yr simulations and the historical data for the winter (October-March), averaged over the 28 (35 yr) runs. Absolute differences are given for r p (1) and r p (2), and percentage differences for d(1) and d(2). Bottom line: average historical estimates. r p (1) and r p (2) are dimensionless, and d(1) and d(2) are given in mm for precipitation and in °C for temperature Table 4 . Differences in the number of dry days, the number of dry spells, the average dry spell length, DSL, the maximum dry spell length in 35 yr, DSL max 35 , and the lag-1 wet -dry autocorrelation coefficient, r wd (1), between the 980 yr simulations and the historical data in winter (October-March). Absolute differences are given for r wd (1), and relative differences (%) for the other statistics. Absolute and relative differences are averaged over the 25 stations and the 28 runs of 35 yr. Bottom line: historical estimates; counts are per winter, lengths are in days and r wd (1) log models slightly more than 20%. Apart from the analog-1 model, the relative underestimation of DSL max 35 is considerably smaller than that of the average dry spell length. Like the lag-1 autocorrelation coefficient of the daily precipitation amounts in Table 1 , the lag-1 wet-dry autocorrelation coefficient is significantly underestimated in all simulations (the jackknife SE of the lag-1 wet-dry autocorrelation for the historical data is 0.010). The underestimation of both r wd (1) and DSL can be understood from the relation (Buishand 1978) : (9) where WSL is the average wet spell length. If, as in Table 4 , the number of dry spells is overestimated, then the number of wet spells is also overestimated (since by definition a wet spell follows a dry spell and vice versa). As a result both DSL and WSL are underestimated and consequently r wd (1) is underestimated.
Dry spell counts and dry spell lengths
In terms of spell counts and spell lengths there is very little difference between the simulations based on historical circulation indices and those on simulated circulation indices (not shown).
Long-duration simulations
Monte Carlo techniques enable us to produce synthetic time series of precipitation and temperature that are much longer than the observed records. Using such long-duration simulations as input into a rainfallrunoff model offers the opportunity to get more reliable estimates of the probabilities of extreme river discharges.
The 980 yr simulations conditional on simulated circulation indices that were split into 28 independent 35 yr records earlier are now used as single long-duration simulations. The distribution of the extreme 10 d area-average precipitation amounts in these simulations is examined in this section. An interval of 10 d was chosen because flooding of the river Rhine is often caused by large rainfall in winter over periods of about 10 d. An analysis of the January 1995 Rhine flood in Germany (Fink et al. 1996) demonstrated that in parts of the basin the monthly totals were more than 3 times as large as the climatological averages and that about 70 to 80% of these high monthly totals fell within a period of only 10 d.
The largest 10 d area-average precipitation amounts (average of all 25 stations) in each winter (OctoberMarch) were extracted from the 980 yr simulations and the 35 yr historical data. Fig. 5 presents Gumbel plots of these winter maxima (the horizontal scale in these plots is such that the ordered maxima follow a straight line in the case of a Gumbel distribution).
The Gumbel plots show that much larger 10 d areaaverage amounts (up to 35%) are simulated than the historical maximum. Such unprecedented rainfall events can be very useful for hydrological design. Fig. 5 further shows that all models underestimate the 10 d area-average precipitation amounts for return periods between 5 and 20 yr. The underestimation is largest for the analog models and the CNNR-2C model. The analog models systematically underestimate the 10 d area-average precipitation amounts for all return periods, indicating that these models are not very suitable for applications where the extreme multiday precipitation amounts are of interest.
SUMMARY AND CONCLUSIONS
Multi-site simulation of daily precipitation and temperature conditional on the atmospheric circulation has been studied for 25 stations in the German part of the Rhine basin using CNNR and a stochastic version of the analog method. To fully explore the differences between the CNNR and the analog models, the simulations were divided into simulations conditional on historical time series of circulation indices and simulations conditional on simulated time series of circulation indices. A second resampling model was used to generate long-duration time series of circulation indices.
All conditional simulation models have a tendency to underestimate the standard deviations and autocorrelation coefficients of daily precipitation and temperature and the standard deviations of the monthly precipitation totals and the monthly mean temperatures. In general, the underestimation is larger for the analog models than for the CNNR models, with the exception of the underestimation of the standard deviation of the daily temperatures, which is much smaller in the analog models. The number of days that is never or almost never selected is relatively large for the analog models conditional on historical circulation indices. The mean precipitation amounts are significantly underestimated in the simulations with the largest selection effects. All simulations conditional on the historical circulation indices underestimate the average temperature in the warmest winters and overestimate the average temperature in cold winters. The reproduction of the temporal dependence of the spatial patterns of precipitation and temperature by both types of models turned out favourably for the CNNR models, although the differences were not as large as for the univariate autocorrelations. The biases in the dry spell counts and the dry spell lengths are for the analog models often more than twice as large as for the CNNR models. The CNNR models also reproduced the extreme-value distribution of the 10 d area-average winter precipitation amounts better than the analog models. Despite an underestimation of the quantiles of this distribution, the highest 10 d area-averages were in most 980 yr simulations much larger than the highest observed 10 d area-average. Since, the observed weather of historical days is resampled, the dependence between daily precipitation at different sites and the dependence between daily precipitation and temperature is automatically preserved. These dependencies often have a complicated structure, which may not be adequately described by parametric models. For many hydrological applications the spatial dependency is of crucial importance. This makes multivariate resampling models particularly suitable for hydrological purposes. The comparison between the analog models and the CNNR models, however, demonstrates that besides the circulation characteristics of the target day, also the precipitation and temperature characteristics of the previously simulated day should be taken into account.
A few potential limitations of the methodology can also be identified. The method is rather data intensive and, resampling of multivariate data may become problematic if data are missing (which is quite common in observational records). The method does not produce new daily precipitation and temperature fields but merely reshuffles the historical days to form realistic new sequences of those fields. As a result daily rainfall amounts cannot be larger than those observed. Similarly, daily temperatures for a particular location cannot be lower or higher than the observed minimum or maximum value for that location. The latter limitation may seriously bias the results of CNNR in climate change applications. To overcome this limitation, Lall & Sharma (1996) suggested evaluating the means of the required variables first from the selected nearest neighbours and then to perturb these values by a residual using nearestneighbour resampling. For conditional simulation on atmospheric predictors this strategy may need extension to allow for predictor values outside their range in the historical data.
It should further be noted that several studies of climate change simulations with General Circulation Models (GCMs) have revealed that changes in precipitation usually cannot be explained by changes in the atmospheric circulation alone. Consequently it becomes recognized that the simulation of precipitation should also be conditioned on (large-scale) predictors directly related to the atmospheric moisture and the temperature (for an overview, see Giorgi et al. 2001) . For similar reasons the simulation of temperature should include predictors like the large-scale (2 m) temperature, geopotential height or the thickness of an atmospheric layer (e.g. Huth et al. 2001 , Benestad 2002 .
Appendix 1. Simulation of daily circulation indices
A typical feature of air pressure is that the day-to-day variability is relatively small during periods of high pressure and generally large during periods of low pressure. Such state-dependent behaviour cannot be reproduced by classical autoregressive (AR) processes. Al-Awadhi & Jollife (1998) therefore studied the use of threshold autoregressive (TAR) models to describe time series of surface pressure in the UK. Zwiers & von Storch (1990) applied this class of models to time series of the Southern Oscillation index. It seems reasonable to suspect that the statistical properties of the circulation indices (which are based on air pressure maps) are also state dependent. In contrast to the univariate applications of the TAR models mentioned above usually more than one index is needed to characterize the atmospheric circulation. Lall & Sharma (1996) showed that nearest-neighbour resampling is able to reproduce the nonlinear behaviour of a TAR model. Because the extension of nearest-neighbour resampling to the multivariate situation is straightforward, this method was used to simulate time series of the daily circulation indices Z, W and S.
Three unconditional nearest-neighbour simulation models for generating Z, W and S were examined. The different feature vectors D t are schematically shown in Fig. A1 . In the first-order model (CIRC 1) the feature vector contains the 3 standardized circulation indices on Day t -1 Appendix 1 (continued) with equal weights w i . The feature vector of the secondorder model (CIRC 2) contains standardized circulation indices for Days t -1 and t -2. The weights forZ t -1 ,W t -1 , S t -1 , Z t -2 , W t -2 andS t -2 are 1, 2, 1, 1, 0 and 1 respectively. The weight for W t -2 was set to zero because the autocorrelation structure of the W index closely resembles that of a first-order AR process. Finally, there is a third-order model (CIRC 3) for which Z t -3 and S t -3 are included in the feature vector both with unit weight (and the weight forW t -1 was set to 3). All models made again use of the decreasing kernel in Eq. (2) with k = 5, and the search for nearest neighbours was restricted to days within a 91 d moving window, centered on the calendar day of interest.
With the 3 models, 980 yr simulations were performed by resampling from the historical circulation indices of the 35 yr period 1961-1995. Table A1 presents the differences between the lag-1 and lag-3 autocorrelation coefficients of the simulated circulation indices and those of the historical record. The historical estimates and their jacknife standard errors (Buishand & Beersma 1993) are also given.
In the first-order model, the lag-3 autocorrelation coefficients of the Z and S indices are significantly underestimated. The other autocorrelation coefficients differ only slightly from the historical ones. For the second-order model there are no significant differences. The third-order model is no improvement compared to the second-order model because the lag-1 autocorrelation coefficients of Z and S are significantly underestimated.
Additionally, the reproduction of the average run length of 6 typical circulation types was examined. Days were classified as cyclonic, strong westerly and southerly if the standardized values of respectively Z, W and S were larger than 1.0, and as anticyclonic, easterly and northerly if Z , W and S were smaller than 1.0. Table A2 presents the percentage differences between the average run lengths of the simulated indices and those of the historical indices.
The first-order model somewhat underestimates the average run lengths. The underestimation of the run lengths in the second-order model is worse but significant only for northerly flows. The third-order model significantly underestimates the average run lengths for the cyclonic and anticyclonic flows as well as for the southerly and northerly flows. In the historical record the average run length for easterly flows is about 25% larger than for strong westerly flows. All models are able to reproduce this asymmetry between the average duration of strong westerly and easterly flows.
In conclusion, the third-order model (CIRC 3) performs worse both in terms of lag-1 autocorrelation coefficients and average run lengths of circulation types. The secondorder model performs better with respect to reproduction of the autocorrelation coefficients and the first-order model reproduces the run length statistics somewhat better. For the simulations conditional on simulated circulation indices in Sections 3.2 and 3.3, the second-order model (CIRC 2) was used to generate 980 yr of daily circulation indices. Table A1 . Differences between the lag-1 and lag-3 autocorrelation coefficients of daily circulation indices in 980 yr simulations and the historical data. Bottom lines: historical estimates of r(1) and r(3) with their standard errors, SE. Z, W and S denote the relative vorticity, the west component and the south component of the flow respectively. Values in bold refer to statistically significant differences 
