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Introducción
Dado un espacio topológico X, se denota por C(X) la subálgebra de las
funciones continuas sobre X con valores reales, y por C∗(X) la subálgebra
de C(X) formada por las funciones acotadas.
El conjunto de los números complejos, reales, enteros y naturales será
denotados por C, R, Z y N, respectivamente.
Un problema general que se estudia en esta memoria es el siguiente :
Dada una familia = de funciones con valores reales sobre un conjunto X,
sastifaciendo ciertas condiciones algebraicas, hallar condiciones necesarias y
suficientes para que una función f ∈ C(X) se encuentre en la clausura
uniforme de =.
Los anillos de funciones continuas con valores reales están dotados de una
notable riqueza estructural. En efecto, en ellos se solapan aspectos algebraicos
(derivados de las operaciones con funciones), aspectos topológicos (derivados
de la topología del espacio base), los relativos a la estructura de orden, así
como los relacionados con el análisis funcional (derivados de la topología del
anillo).
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M. H. Stone (1937), e independientemente Gelfand y Kolmogoroff (1939)
inician el estudio de los anillos de funciones continuas. Haciendo uso del
supremo, Stone estudia el conjunto C∗(X) de las funciones continuas y aco-
tadas sobre un espacio topológico X. Posteriormente, Gelfand y Kolmogoroff
mostraron que algunos de los resultados obtenidos por Stone se podían probar
sin hacer uso de la métrica, lo que permitió su generalización a C(X).
Fue Hewitt quien en su trabajo de 1948, Ring of real-valued continuous
functions, profundiza en el estudio de los anillos de funciones continuas (no
acotadas), abriendo el camino para posteriores estudios en el tema.
En la obra Ring of continuous functions de L. Gillman y M. Jerison,
aparecida en 1960, se hace una excelente recopilación de los resultados obteni-
dos hasta ese momento en relación con los anillos de funciones continuas con
valores reales.
Durante los últimos 20 años en el estudio de los anillos de funciones
continuas se ha hecho especialmente énfasis en los aspectos topológicos. En
general, para el caso en que el espacio topológicoX sea no compacto, no existe
un método general conocido de generar directamente C(X) a partir de una
familia de funciones que contenga a las constantes y separe puntos, puesto que
no se conoce una caracterización de la estructura algebraica interna de C(X).
Sin embargo, distintos autores han contribuido e intentado caracterizar esta
aproximación uniforme.
El objetivo fundamental de la memoria es abordar el problema planteado
anteriormente mediante el método de las series infinitas. Para ello, primera-
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mente hacemos un estudio exhaustivo de la aproximación uniforme en es-
pacios de funciones continuas con valores reales para funciones no necesa-
riamente acotadas. Fundamentalmente nos hemos basado en los resultados
obtenidos por J. Blasco - A. Moltó (véase [5, 6, 7, 8]) y F. Montalvo - M.
I. Garrido (véase [34]) cuyos aportes han sido muy significativos. A conti-
nuación pasamos a tratar el tema central de esta memoria, introduciendo un
nuevo método topológico para aproximar funciones con valores reales y vec-
toriales, mediante la técnica de las series infinitas de funciones. En particular
presentamos algunas condiciones suficientes para representar cada función
continua en un espacio topológico X como la suma de una serie infinita
de funciones perteneciente a una determinada subfamilia de C(X). Abor-
daremos el caso cuando el espacio topológico X es localmente compacto,
paracompacto o un espacio de Lindelöf. Posteriormente, extendemos estos
resultados a funciones con valores vectoriales.
Pasemos a describir el contenido de la memoria, que está dividido en tres
Capítulos.
1. El primer Capítulo
Este Capítulo contiene una recopilación de resultados, que hasta 1990
fueron estudiados y sistematizados por F. Montalvo y M. I. Garrido
(véase [34]), junto con artículos de investigación más recientes. Se in-
cluirán algunas demostraciones sencillas de los casos más relevantes
para el resto de la memoria.
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El Capítulo está dividido en tres secciones.
La Sección 1.1 trata el famoso Teorema de Stone - Weierstrass para
subálgebras. En 1885 K.Weierstrass prueba que cualquier función con-
tinua con valores reales definida sobre un intervalo cerrado y acotado de
la recta puede ser aproximado uniformemente por un polinomio. Esto
significa que para cada función continua f : [a, b] −→ R, y para todo
 > 0, existe un polinomio p(x) tal que
|f(x)− p(x)| <  ∀ x ∈ [a, b].
En 1937 M. H. Stone generaliza el Teorema de Weierstrass de la sigui-
ente manera:
Sea X un espacio topológico compacto de Hausdorff y sea G la familia
de funciones continuas con valores reales sobre X que separa puntos de
X (es decir, para cada par de puntos distintos s 6= t de X, entonces
existe una función g ∈ G tal que g(s) 6= g(t)). Si A denota el álgebra
lineal generada por G (es decir, el conjunto de todas las combinaciones
lineales de funciones con valores reales del tipo
h(x) = g1(x)
n1 . . . . .gm(x)
nm , ∀x ∈ X
donde gi ∈ G y ni > 0 son enteros) y las constantes, entonces M. H.
Stone prueba que cada función continua de valores reales f sobre X
puede ser aproximada por A. Es decir, dado cualquier  > 0, existe un
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elemento p ∈ A tal que
|f(x)− p(x)| < , ∀ x ∈ X.
Aquí presentamos una versión de este resultado para subálgebras y
retículos.
La Sección 1.2 se dedica al estudio de la aproximación uniforme para
C∗(X) de funciones continuas y acotadas en donde X no es necesa-
riamente un espacio topológico compacto. Se aprovecha el isomorfismo
existente entre C(X) y C(βX) (βX es la compactación de Stone-Cěch
de X). Las distintas condiciones que ahora se obtienen para que una
función esté en la clausura uniforme de un retículo, subálgebra o espa-
cio vectorial, se expresan en términos de ciertas formas de separación
de conjuntos de Lebesgue o de conjuntos cero del espacio, y no como
sucedía en el caso compacto, con separación de puntos. Así damos, en
términos de separación de conjuntos de Lebesgue y mediante el paso
a βX, una caracterización de la clausura uniforme de un álgebra de
funciones continuas y acotadas.
En las generalizaciones del Teorema de Stone - Weierstrass dadas hasta
ahora se observa que la clave de las mismas radica en la sustitución de la
separación de puntos del caso compacto por la separación de conjuntos
cero. Hewitt (véase [24]) prueba además, que si X no es compacto
entonces tal sustitución no puede evitarse.
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Teorema (Hewitt) Si X es un espacio topológico no compacto, existe
una subálgebra de C∗(X) que separa puntos y contiene a las funciones
constantes, pero que no es uniformemente densa en C∗(X).
Finalmente, para el caso de espacios vectoriales, nos hemos orientado
de los resultados obtenidos por J. Blasco - M. Moltó en [5].
En la sección 1.3 estudiamos la aproximación uniforme de C(X), el
anillo de las funciones continuas no necesariamente acotadas, que es
el caso más general y en el que existen aún problemas abiertos que
abordar. Siguiendo un estudio paralelo al de J. Blasco - M. Moltó (véase
[5]), F. Montalvo - M. I. Garrido han generalizado estas técnicas de
aproximación (véase [29, 30, 34]), obteniendo una condición necesaria
y suficiente de densidad uniforme para espacios vectoriales de funciones
reales continuas.
2. El segundo Capítulo
Este Capítulo está dedicado al estudio de la representación y aproxi-
mación de funciones por series de funciones continuas, donde hemos
generando un nuevo método topológico de aproximación de funciones,
el cual es el mayor aporte de esta memoria. En particular, lo estudiamos
en los espacios paracompactos, localmente compactos y de Lindelöff.
La sección 2.1 se fundamenta en el concepto de series localmente con-
vergentes.
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Dada una serie
∑
i∈I
fi de funciones continuas sobre un espacio topológico
X, se dice que es localmente convergente cuando, para cada x ∈ X,
existe una vecindad U de x tal que la serie converge uniformemente
sobre U. Este es el concepto más importante del Capítulo.
Denotamos por
∑〈E〉 al conjunto de todas las funciones f ∈ C(X) tal
que f =
∑
i∈I
fi es localmente convergente con fi ∈ E para cada i ∈ I,
siendo E un subconjunto de C(X).
Proporcionaremos condiciones suficientes para que una función f ∈
C(X) esté en
∑〈E〉 y para que A ⊆ C(X) esté contenido en ∑〈E〉.
Finalmente, como aplicación obtenemos una demostración del Teore-
ma de Stone - Weierstrass utilizando las técnicas introducidas en este
Capítulo.
En la sección 2.2 se demuestra una extensión del Teorema de Stone -
Weierstrass para espacios de Lindelöff localmente compactos y posterior-
mente para espacios paracompactos localmente compactos. También se
aplica este resultado para un espacio X =
n∏
i=1
Xi paracompacto local-
mente compacto, siendo {Xi}ni=1 una familia finita de espacios topológi-
cos.
En la sección 2.3 se introduce el concepto de S- separación local de
conjuntos cero, que nos permitirá entre otros resultados demostrar
que si X es un espacio de Lindelöff y A una subálgebra de C(X) que
contiene las constantes y separa localmente conjuntos cero, entonces
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C(X) =
∑〈A〉.
3. El tercer Capítulo
Este Capítulo está dedicado al estudio de la aproximación por series de
funciones continuas cuyo rango es un espacio vectorial normado E.
En el Capítulo II resultó fundamental el concepto de series
∑
i∈I
fi lo-
calmente convergentes, donde fi ∈ C(X), para obtener resultados de
aproximación. En este Capítulo este concepto será extendido a un con-
junto de funciones continuas vectoriales.
En la sección 3.1 introducimos los siguientes conceptos básicos.
a) Sean A ⊆ C(X) y G ⊆ C(X,E). Definimos∑〈A,G〉 como el con-
junto de series localmente convergentes
∑
i∈I
hiGi, donde {Gi}i∈I ⊆
G y {hi}i∈I ⊆ A, siendo {sop hi}i∈I una familia localmente fini-
ta de conjuntos sobre X.
b) Sean A ⊆ C(X) y G ⊆ C(X,E). Diremos que A refina G cuan-
do para cada recubrimiento abierto de la forma U = {U(S)}S∈A(X)
de X, donde U(S) = G−1S (B(GS(S))) para algún GS ∈ G, existe
una partición de la unidad localmente finita {hi}i∈I ⊆ A que está
subordinada a U.
En la sección 3.2, para C∗(X,E) el conjunto de funciones continuas de
X en E con rango precompacto, se obtienen resultados semejantes a
los obtenidos previamente para funciones con valores reales.
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SeanA una subálgebra de C(X) y F ∈ C∗(X,E). Se dice queA separa
débilmente a F cuando para toda B(a, r) ⊆ E y δ > 0, existe una
función f ∈ A tal que:
a) 0 ≤ f ≤ 1,
b) f(F−1(B(a, r))) = 1 y f(X \ F−1(B(a, r + δ))) = 0.
Con ello se demuestra el siguiente resultado.
Teorema Si A separa débilmente a F ∈ C∗(X,E) y G ⊆ C(X,E) es
una subálgebra que contiene a las constante, entonces
∑〈A,G〉 aproxi-
ma uniformemente a F.
En la sección 3.3 buscamos aproximar funciones de rango paracompacto
y de rango separable. Para ello se definen los siguientes conceptos.
a) Sea A una subálgebra de C(X). Diremos que A Z- separa a
F ∈ C(X,E) cuando ∀ U abierto de E, existe h ∈ A tal que
h ≥ 0 y Z(h) = {x ∈ X : h(x) = 0} = X \ F−1(U).
b) Se dice que A ⊆ C(X) separa totalmente a F ∈ C(X,E)
cuando para toda B(a, r) ⊆ E, y para cada  > 0, existe f ∈ A
tal que
1) f(F−1(B(a, r))) ⊆ (0, 1] y
2) f(X \ F−1(B(a, r + ))) = 0.
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El conjunto de todas las funciones continuas de rango paracompacto se
denota por ˜C(X,E) y el conjunto de todas las funciones continuas de
rango separable se denota por ̂C(X,E).
Se demuestran los siguientes resultados.
Teorema Sea A una subálgebra de C(X) tal que A Z- separa a
F ∈ ˜C(X,E). Si G ⊆ C(X,E) es una subálgebra que contiene a las
constantes, entonces
∑〈A,G〉 aproxima uniformemente a F.
Teorema Sea A una subálgebra de C(X) uniformemente cerrada por
inversos. Si G ⊆ ̂C(X,E) , F ∈ ̂C(X,E) y A separa totalmente a F,
entonces
d(F,
∑
〈F ,G〉) ≤ sup{dS(F,G) : S ∈ A(X)}.
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Capítulo 1
Aproximación en Espacios de
Funciones Continuas
En el presente Capítulo se trata fundamentalmente algunos resultados
básicos en dos líneas de investigación esenciales en esta memoria: la primera
se relaciona con el clásico Teorema de Stone - Weierstrass y varias de sus
generalizaciones más cercanas a nuestro trabajo; en la segunda, se recoge
básicamente los resultados obtenidos por J. Blasco - A. Motó (véase [5, 6,
7, 8]) y F. Montalvo - M. I. Garrido (véase [34]) que son algunas de las
aportaciones recientes más destacadas a la teoría de la aproximación uniforme
en espacios de funciones continuas.
Además de establecer las definiciones y conceptos básicos, incluiremos
algunos resultados que son necesarios para el desarrollo del trabajo.
A lo largo de la memoria se considera que X es un espacio topológico
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completamente regular.
En todo el Capítulo sólo se darán las pruebas más inmediatas, por ser
resultados conocidos.
1.1. Teorema de Stone-Weierstrass
Denotaremos por C(X) el conjunto de funciones continuas de X en R y
por C∗(X) al subconjunto de C(X) formado por las funciones continuas y
acotadas.
La suma y el producto de funciones de C(X) definidas por:
(f + g)(x) = f(x) + g(x)
y
(f.g)(x) = f(x).g(x),
dotan a C(X) de estructura de anillo conmutativo y unitario.
Se identificará cada número real r con la función idénticamente igual a r,
dotando de este modo al anillo C(X) de estructura de R- álgebra.
Definición 1.1. Se dice que A ⊆ C(X) es una subálgebra de C(X) si
cumple.
f + g ∈ A, ∀ f, g ∈ A,
f.g ∈ A, ∀ f, g ∈ A,
λ.f ∈ A, ∀ f ∈ A y λ ∈ R.
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La relación de orden parcial
f ≥ g, si y sólo si, f(x) ≥ g(x) para todo x ∈ X,
determina sobre C(X) una estructura de anillo ordenado.
Definición 1.2. Se dice que A ⊆ C(X) es un retículo si dadas f, g ∈ A
entonces ma´x{f, g} ∈ A y mı´n{f, g} ∈ A.
Es importante estudiar la relación existente entre las propiedades topo-
lógicas de X, y las propiedades algebraicas de C(X) y C∗(X). Es obvio que
el anillo C(X) está completamente determinado por el espacio topológico X.
Uno de los problemas más interesantes es el problema inverso, es decir, cuán-
do X es determinado como espacio topológico por la estructura algebraica
de C(X) o C∗(X).
Uno de los resultados más significativos sobre la densidad de funciones
continuas fue dado por K. Weierstrass en 1885, en donde afirma que toda
función continua definida en un compacto puede ser siempre aproximada
por una función polinómica. El Teorema de Weierstrass ha dado lugar a nu-
merosas generalizaciones, una de las más importantes fue dada por M. H.
Stone (véase [44]), quien caracteriza en términos muy sencillos las subálge-
bras de funciones continuas que son uniformemente densas en C(X) para un
espacio topológico compacto X.
Existen diferentes demostraciones del Teorema de Stone - Weierstrass
(véase [45, 9, 25, 3]). En particular, la monografía [38] proporciona una
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metodología que puede aplicarse a módulos, retículos, y subconjuntos en
general.
Sea X un espacio topológico compacto de Hausdorff. El espacio C(X)
denota el espacio vectorial sobre R de todas las funciones continuas de X en
R. Dicho espacio puede dotarse de la topología de la convergencia uniforme
sobre X, que está determinada por la norma del supremo
‖f‖ = sup{|f(x)|; x ∈ X}
para cada f ∈ C(X).
Daremos algunas definiciones y resultados previos antes de demostrar el
Teorema de Stone - Weierstrass.
Definición 1.3. Diremos que una subálgebra B ⊆ C(X) separa pun-
tos si, dados x 6= y en X, existe f ∈ B tal que f(x) 6= f(y).
La familia Fse dice que separa puntos fuertemente si para cada
par de puntos distintos x 6= y de X, y para cada par de números reales
α y β, existe alguna función f ∈ F tal que f(x) = α y f(y) = β.
Lema 1.1. Todo subespacio vectorial Fde C(X) que separa puntos de X y
contiene las funciones constantes, también separa puntos fuertemente.
Demostración:
Dados x, y dos puntos diferentes de X y α, β dos números reales diferentes,
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existe f ∈ F tal que separa x de y . Es suficiente observar que el sistema:
λf(x) + µ = α
λf(y) + µ = β
tiene solución única puesto que f(x) 6= f(y). 
Demostraremos a continuación una versión del Teorema de Kakutani-
Stone que nos permitirá probar con sencillez el Teorema de Stone - Weiers-
trass. En lo sigue, dado F ⊆ C(X), el símbolo F denotará a la clausura con
respecto a topología de la convergencia uniforme.
El siguiente resultado es esencial en la prueba del Teorema de Kakutani-
Stone (para la demostración ver [40]).
Teorema 1.2. Sean X un espacio compacto, F ⊆ C(X) un retículo y una
función f ∈ C(X). Entonces f ∈ F , si y sólo si, para cualquier x1 6= x2 en
X y  > 0, existe g ∈ F tal que f(x1) < g(x1) +  y f(x2) > g(x2)− .
Como Corolario, se obtiene la versión más conocida del Teorema de
Kakutani-Stone.
Teorema 1.3 (Kakutani-Stone). Sea X un espacio topológico compacto y
sea F ⊆ C(X) un retículo vectorial que separa puntos de X y contiene a las
funciones constantes. Entonces F es uniformemente denso en C(X).
Demostración:
Dados f ∈ C(X) y x1 6= x2 en X, tomando α = f(x1) y β = f(x2), por el
17
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Lema 1.1, existe g ∈ F tal que g(x1) = f(x1) y g(x2) = f(x2). Luego ∀  > 0
se tiene que
f(x1) < g(x1)−  y f(x2) > g(x2) + .
En virtud del Teorema 1.2, se obtiene que f ∈ F . 
Teorema 1.4. (Teorema de Stone - Weierstrass). Toda subálgebra F de
C(X) que separa puntos y contiene a las funciones constantes. Entonces F
es uniformemente densa en C(X).
Demostración:
Es suficiente demostrar que la clausura uniforme de una subálgebra de C(X)
es un retículo vectorial. Puesto que de ser así, aplicando el Teorema de
Kakutani-Stone 1.3, F sería un conjunto denso de C(X) y, como conse-
cuencia, F = C(X).
En efecto, sabemos que
sup(f, g) =
1
2
(f + g + |f − g|), ı´nf(f, g) = 1
2
(f + g − |f − g|).
Teniendo en cuenta que en todo espacio normado la adherencia de un
subespacio vectorial es un espacio vectorial, sólo falta probar que
f ∈ F ⇒ |f | ∈ F .
Sea f ∈ F , entonces ∀  > 0 existe g ∈ F tal que ‖g − f‖ < , luego
‖|g| − |f |‖ ≤ ‖g − f‖ < .
Por lo tanto, sólo necesitamos demostrar que g ∈ F ⇒ |g| ∈ F .
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Como g es una función continua definida en un compacto, existe M tal
que |g(x)| ≤M para todo x ∈ X. Por el Teorema de Weierstrass la función
t −→ |t| puede aproximarse uniformemente por polinomios, es decir, para
 > 0 existe un polinomio P (t) = a0 + a1t+ . . .+ aktk tal que
||t| − P (t)| ≤  ∀ t ∈ [−M,M ].
Luego tenemos que:
||g(x)| − (a0 + a1g(x) + . . .+ akgk(x))| ≤  ∀x ∈ X.
Como F es un subálgebra que contiene a las funciones constantes, la
función a0 + a1g + . . .+ akgk ∈ F , lo que significa que |g| ∈ F . 
Existe una versión del Teorema de Stone - Weierstrass para funciones
de valores complejos. El requerimiento adicional que hay que exigir a una
subálgebra B, para que sea densa en C(X,C), es que sea autoadjunta. Es
decir, si f ∈ B, también f ∈ B. Para la demostración de este resultado ver
[40].
Teorema 1.5. (Teorema de Stone - Weierstrass, versión compleja). Sea X
un espacio topológico compacto de Hausdorff y sea B ⊆ C(X,C) una sub-
álgebra (compleja) cerrada, con unidad, que separa puntos, y autoadjunta.
Entonces B = C(X,C).
Definición 1.4. Si A está contenido en C(X) o C(X,C), un subconjunto no
vacío S de X se llamará un A-conjunto antisimétrico si para cualquier
elemento f de A tal que la restricción de f a S es un valor real, entonces la
restricción de f a S es constante.
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Así, para álgebras reales A ⊆ C(X) un conjunto antisimétrico es igual a
un conjunto donde todas las funciones del álgebra son constantes.
Para A ⊆ C(X), definiremos la siguiente relación de equivalencia sobre
X. Dados p , q ∈ X, decimos que p ∼ q cuando existe un conjunto A-
antisimétrico que contiene a p y q.
Definición 1.5. Cada clase de equivalencia definida anteriormente sobre X
será llamada A- conjunto antisimétrico maximal de X.
Denotamos por A(X) la familia de todos los A- conjuntos antisimétricos
maximales de X. Notemos que A(X) define una única descomposición de
X en A- conjuntos antisimétricos maximales disjuntos dos a dos, no vacíos
(véase [10]).
Otra forma de demostrar el Teorema anterior es mediante el Teorema de
Bishop siguiente.
Teorema 1.6. Sea A una subálgebra cerrada de C(X) que contenga a las
funciones constantes. Si g ∈ C(X) cumple que g|E ∈ AE para todo conjunto
A- antisimétrico maximal E, entonces g ∈ A.
Enunciada de otra manera, la hipótesis sobre g significa que, para cada
conjunto A- antisimétrico maximal E, exista una función f ∈ A que coincide
con g sobre E. La conclusión es que existe una función f que verifique esta
condición simultámeamente para todo E: la función f = g.
La demostración usa los Teoremas de Krein-Milman, Hahn-Banach y
Banach-Alaoglu del análisis funcional (véase [41]).
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Un caso particular del Teorema de Bishop es el Teorema de Stone-Weiers-
trass (caso complejo). En efecto, en este caso las funciones reales deA separan
puntos de X, ningún conjunto antisimétrico contiene más de un punto, y toda
g ∈ C(X) cumple la hipótesis del Teorema de Bishop.
1.2. Aproximación Uniforme para C ∗(X)
Para cada función f ∈ C∗(X), tomando la imagen por f de X, se tiene
que el conjunto f(X) es un compacto de R que contiene a f(X), y por lo
tanto el producto
∏
f∈C∗(X)
f(X) es un espacio compacto.
Consideraremos la evaluación
φ : X −→
∏
f∈C∗(X)
f(X)
x 7−→ φ(x) = (f(x))f∈C∗(X)
Esta aplicación es una inmersión con lo cual, la clausura de φ(X) en el
producto
∏
f∈C∗(X)
f(X) es una compactificación de X, que se denota por βX,
y se denomina la Compactificación de Stone-Cech de X.
Un resultado clásico al respecto es el siguiente:
Teorema 1.7 (Stone-Čech). Un espacio X es de Tychonoff, si y sólo si,
existe un espacio βX tal que:
1. βX es compacto.
2. X es un subespacio denso de βX.
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3. Si f : X −→ [0, 1] es continua, entonces existe una extensión continua
fβ : βX −→ [0, 1] de f, es decir, fβ|X = f.
Nota 1.1. Se puede comprobar que cada función f de C∗(X) admite una
única extensión continua fβ : βX −→ R. Por tanto, la aplicación
C∗(X) −→ C(βX)
f 7−→ fβ
es un isomorfismo de álgebras.
1.2.1. Aproximación Uniforme para Subálgebras de C ∗(X)
Recordaremos algunas definiciones previas que permitirán generalizar el
concepto de separación de puntos en un espacio X, las cuales han sido ex-
traídas de [29] y [34].
Definición 1.6. Definimos los siguientes conjuntos:
El conjunto Z(f) = {x ∈ X : f(x) = 0} es llamado conjunto cero de
f .
Los conjuntos
Lα(f) = {x ∈ X : f(x) ≤ α}
y
Lβ(f) = {x ∈ X : f(x) ≥ β}
son llamados conjuntos de Lebesgue de f .
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Definición 1.7. Sean E ⊆ C(X,C) y A , B dos subconjuntos de X.
Diremos que
E separa A y B, si existe g ∈ E tal que g(A) ∩ g(B) = φ.
E es completamente separante de A y B, si existe g ∈ E tal que
0 ≤ g ≤ 1, g(x) = 0 si x ∈ A, y g(x) = 1 si x ∈ B.
E separa completamente los conjuntos de Lebesgue de la fun-
ción f si para cada par de números reales a < b, E es completamente
separante de La(f) y Lb(f).
En lo que sigue desarrollaremos algunas ideas de [30].
Si F es una subálgebra o un retículo de C∗(X), caracterizaremos su
clausura uniforme dando condiciones necesarias y suficientes para la densidad
uniforme de C∗(X). Sabemos además que βX es la única compactación que
tiene la siguiente propiedad:
Cada función en C∗(X) puede ser continuamente extendida a βX.
Así, si f ∈ C∗(X) y fβ es su extensión a βX, la función f 7−→ fβ es
un isomorfismo del anillo C∗(X) en C(βX). En consecuencia, F y Fβ tienen
las mismas propiedades algebraicas, siendo Fβ el conjunto de extensiones
continuas a βX de funciones de F .
1.2.2. Aproximación Uniforme para retículos de C ∗(X)
F. Montalvo en [30] generaliza los Teoremas de Kakutani- Stone siguien-
tes.
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Teorema 1.8. Sea F un retículo de C∗(X) y sea f ∈ C∗(X). Suponiendo
que para cada par de números reales a < b, y  > 0, existe g ∈ F tal que
|g(x)− a| <  si x ∈ La(f), y |g(x)− b| <  si x ∈ Lb(f), entonces
f ∈ F .
Teorema 1.9. Sea F un retículo de C ∗(X). Las siguientes propiedades son
equivalentes:
1. F es uniformemente denso en C ∗(X).
2. Para cada par de conjuntos cero disjuntos en X, Z1 y Z2, para cualquier
par de numeros reales a < b y para cualquier  > 0 existe g ∈ F tal
que
|g(x)− a| <  si x ∈ Z1
|g(x)− b| <  si x ∈ Z2.
Demostración:
Por el Teorema 1.8 anterior, 2) implica 1).
Para probar 1) implica 2) obsérvese que Z1 = Z(f1) y Z2 = Z(f2) son
conjuntos cero disjuntos de X. Entonces la función
g = a+
(b− a)f 21
f 21 + f
2
2
pertenece a F y toma los valores de a y b sobre Z1 y Z2, respectivamente. 
Si F contiene todas las constantes, la condición del Teorema 1.8 anterior
es suficiente.
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Teorema 1.10. Sea F un retículo de C ∗(X) conteniendo todas las funciones
constantes reales y sea f ∈ C ∗(X). Entonces f ∈ F , si y sólo si, para cada
par de números reales a < b y  > 0, existe g ∈ F tal que:
|g(x)− a| <  si x ∈ La(f),
|g(x)− b| <  si x ∈ Lb(f).
Demostración:
Es suficiente probar la condición necesaria.
Sea f ∈ F y  > 0. Tomando 0 < δ < b− a
3
, existe h ∈ F tal que
|h− f | < δ, luego
a ≤ (h(x) ∨ a) ∧ b ≤ a+ δ, si x ∈ La(f) y,
b− δ ≤ (h(x) ∨ a) ∧ b ≤ b, si x ∈ Lb(f).
Si δ <  y g = (h ∨ a) ∧ b, entonces g ∈ F es la función requerida. 
1.2.3. Aproximación Uniforme para Subalgebras de C ∗(X)
En esta subsección generalizamos el Teorema de Stone - Weierstrass, y
obtenemos como consecuencia el Teorema de Hewitt.
F. Montalvo y M. I. Garrido (véase [29]) obtienen los siguientes resultados
de densidad para subálgebras de C∗(X).
Teorema 1.11. Sea F una subálgebra de C∗(X) y f una función en C∗(X).
Entonces f ∈ F , si y sólo si, las siguientes condiciones se satisfacen:
1. F separa los conjuntos de Lebesgue de f .
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2. Para cada  > 0, existe δ > 0 y una función g ∈ F tal que
L(|f |) ⊆ Lδ(g).
Para la prueba véase [34].
Teorema 1.12. Sea F una subálgebra de C∗(X). Entonces F es uniforme-
mente denso en C∗(X), si y sólo si, las siguientes condiciones se satisfacen:
1. F separa cada par de conjuntos cero disjuntos en X.
2. F contiene una unidad de C∗(X).
Demostración:
La condición suficiente es obvia por el Teorema 1.11.
Por otro lado, si F = C∗(X), entonces la condición 2) es inmediata. Para
probar la condición 1) notemos que si Z1 = Z(f1) y Z2 = Z(f2) son conjuntos
cero disjuntos, entonces g =
f 21
f 21 + f
2
2
∈ F y es igual a 0 sobre Z1, y a 1
sobre Z2. 
Los Teoremas anteriores generalizan el Teorema de Stone - Weierstrass.
Se observa que la clave de los mismos radica en la sustitución de la separación
de puntos del caso compacto por la separación de conjuntos cero.
Hewitt (véase [24]) prueba además, que si X no es compacto, tal sustitución
no puede evitarse.
Teorema 1.13 (Hewitt, [24]). Si X es un espacio topológico no compacto,
entonces existe una subálgebra de C∗(X) que separa puntos y contiene a las
funciones constantes, pero no es uniformemente densa en C∗(X).
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Demostración:
Puesto que X no es compacto, entonces βX \ X 6= φ . Consideramos dos
elementos fijos x ∈ X, p ∈ βX \ X y definimos el conjunto
F = {f ∈ C∗(X) : fβ(p) = f(x)}.
Claramente F es una subálgebra de C∗(X) que separa puntos de X y
contiene a las funciones constantes. Sin embargo, F no puede ser uniforme-
mente densa en C∗(X), puesto que en caso contrario Fβ sería uniformemente
densa en C(βX). Pero esto es imposible puesto que no separa los puntos x y
p. 
Hewitt demuestra el resultado anterior sin utilizar la extensión βX.
En [34] se dan otros resultados de densidad, para el caso en que F sea un
retículo o un retículo semiafin de C∗(X).
1.2.4. Aproximación Uniforme para espacios vectoriales
de C ∗(X)
La generalización obtenida para retículos y subálgebras en el caso no
compacto no es posible transladarla para espacios vectoriales, como se verá
a continuación.
Los autores que más han contribuido al estudio de la aproximación uni-
forme para espacios vectoriales son S. Mrowka (véase [28]) J. Blasco y A.
Moltó (véase [5]).
En efecto, las condiciones de separación que se dieron para subálgebras y
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retículos son sólo necesarias; para espacios vectoriales (incluso para X com-
pacto), el siguiente ejemplo debido a J. Blasco y A. Moltó, [5] lo confirma.
Ejemplo 1.1. Sea X = [0, 2] y F = Kerψ, donde ψ : C∗([0, 2]) → R es el
funcional lineal y continuo definido por ψ(f) =
∫ 1
0
(f)− ∫ 2
1
(f).
El conjunto F es un espacio vectorial que contiene a todas las constantes
y satisface que cada par de cerrados no vacíos, disjuntos F1 y F2 de X existe
f ∈ F tal que f(F1) = 0 y f(F2) = 1. Sin embargo, puesto que F es un
hiperplano cerrado, el conjunto F no es uniformemente denso en C∗(X).
Para la estructura algebraica que vamos a considerar ahora no se disponen
de resultados como en el caso compacto. Es por eso que trabajaremos desde
el principio con funciones acotadas sobre un conjunto X, es decir en F ∗(X).
Daremos las siguientes definiciones debida a Blasco- Moltó (veáse [5]).
Definición 1.8. Se dice que una familia F ∈ F ∗(X) S- separa los
conjuntos A y B si para cada 0 < δ < 1
2
existe g ∈ F , 0 ≤ g ≤ 1, tal
que g(A) ⊆ [0, δ] y g(B) ⊆ [1− δ, 1].
Si la función g satisface la condición menos restrictiva, −δ ≤ g ≤ 1+δ,
es decir, g(A) ⊆ [−δ, δ], g(B) ⊆ [1−δ, 1+δ], diremos que F S’- separa
los conjuntos A y B.
Diremos que E S- separa a la función f si para todo par de números
reales a < b, S- separa los conjuntos de Lebesgue La(f) y Lb(f).
Los espacios vectoriales que S- separan los conjuntos de Lebesgue de to-
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das sus funciones se denominan espacios vectoriales con la propiedad
S.
Para F subespacio vectorial de C∗(X), la S- separación y la S’- separación
son equivalentes, resultado demostrado en [34].
Proposición 1.14. Sea F un subespacio vectorial de F ∗(X) y f ∈ F ∗(X).
Las siguientes condiciones son equivalentes:
1. F S- separa los conjuntos de Lebesgue de f.
2. F S’- separa los conjuntos de Lebesgue de f.
Los siguientes resultados enunciados, son debidos a J. Blasco y A. Moltó.
Teorema 1.15. Sea F un subespacio vectorial de F ∗(X) y f ∈ F ∗(X). Si
F S-separa los conjuntos de Lebesgue de f entonces f ∈ F .
Para la demostración véase [34].
El siguiente resultado nos permite caracterizar los espacios vectoriales
uniformemente densos en C∗(X).
Teorema 1.16. Sea F un subespacio vectorial de C∗(X). Una condición
necesaria y suficiente para que F sea uniformemente denso en C∗(X) es que
F S- separe cada par de conjuntos cero disjuntos.
Demostración:
La condición suficiente se sigue del Teorema 1.15 anterior. La condición nece-
saria es inmediata, puesto que si Z1 = Z(f1) y Z2 = Z(f2) son dos conjuntos
cero disjuntos, entonces la función g =
f 21
f 21 + f
2
2
∈ F . 
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J. Blasco y A. Moltó en [5] dan un ejemplo de un espacio vectorial de
funciones sobre un compacto, al que no se le puede aplicar los Teoremas
clásicos de Stone-Weierstarss ni de Kakutani-Stone, por no tratarse de una
subálgebra ni de un retículo.
Ejemplo 1.2. Sea X = [0, 1] y F el espacio vectorial de C∗([0, 1]) generado
por las funciones
{e(x+µ)n : µ ∈ R, x ∈ [0, 1], n = 0, 1, 2, 3, ..., 2k + 1, ...}
Entonces F S- separa conjuntos cero disjuntos de X y por lo tanto, F es
uniformemente denso en C∗([0, 1]).
La condición del Teorema 1.15 es también necesaria, debida al siguiente
resultado:
Teorema 1.17. Sean F un espacio vectorial de F ∗(X) con la propiedad S y
f ∈ F ∗(X). Las siguientes condiciones son equivalentes.
1. f ∈ F .
2. F S- separa conjuntos de Lebesgue de f.
3. F S’- separa conjuntos de Lebesgue de f.
Para la demostración véase [34].
Teorema 1.18. Para un espacio vectorial F de F ∗(X) las siguientes condi-
ciones son equivalentes:
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1. F tiene la Propiedad S.
2. F es un anillo que contiene a las funciones reales constantes.
3. F es un retículo vectorial que contiene a las funciones reales continuas.
Para su demostración véase [34]
Como consecuencia veremos que la propiedad S caracteriza la densidad
de los espacios vectoriales F ⊆ C∗(X).
Corolario 1.19. Si F es un espacio vectorial de C∗(X) que tiene la propiedad
S, entonces F es uniformemente denso en C∗(X), si y sólo si, F separa
conjuntos cero disjuntos de X. Además, si X es compacto la separación de
conjuntos cero puede ser sustituida por la separación de puntos.
Demostración:
Como F tiene la propiedad S por el Teorema 1.18 se tiene que F es un anillo
que contiene a las funciones constantes. Si además F separa conjuntos ceros,
entonces F es denso por el Teorema de Hewitt (Stone- Weierstrass). 
1.3. Aproximación Uniforme para C(X)
Si X es un espacio topológico completamente regular, los Teoremas de
aproximación uniforme para subconjuntos de C∗(X) no son directamente
traducibles a C(X). En este caso sólo se disponen de ciertas técnicas de
aproximación, como el uso de particiones de la unidad, y de algunas condi-
ciones suficientes de densidad.
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1.3.1. Aproximación Uniforme para espacios vectoriales
de C(X)
Siguiendo la estructura análoga de [5], F. Montalvo y M. I. Garrido dan
una caracterización de aquellos espacios vectoriales que poseen lo que lla-
maremos propiedad C y que son los que se corresponden de manera natural
con los espacios vectoriales con la propiedad S del caso acotado. Además de
la citada propiedad C, consideraremos generalizaciones de la misma, así como
algunas implicaciones algebraicas que de ellas se derivan.
En lo que sigue, sigueremos las ideas de [34].
Definición 1.9. Sea f ∈ F (X), llamaremos cadena de Lebesgue para f
a todo recubrimiento numerable de X, {Cn}n∈Z, donde
Cn = {x ∈ X : αn−1 < f(x) < αn+1}
y {αn}n∈Z es una sucesión monótona creciente en R (R = R ∪ {−∞,∞})
para la cual, existe un número real r > 0 con la condición
αn − αn−1 ≥ r, si αn ∈ R.
Teorema 1.20. Sea F un subespacio vectorial de F (X) y f una función de
F (X). Si existe k > 0 tal que para cada cadena de Lebesgue de f , {Cn}n∈Z,
existe una función g ∈ F verificando
|g(x)− n| < k, x ∈ Cn,
entonces f ∈ F .
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Demostración:
Sea  > 0. Tomando αn = n, para la cadena de Lebesgue {Cn}n∈Z de f
asociada a la sucesión {αn}n∈Z , existe g ∈ F tal que
|g(x)− n| < k, si x ∈ Cn.
Para x ∈ Cn, tenemos |g(x)− n| < k y
|g(x)− f(x)| ≤ |g(x)− n|+ |f(x)− n| < (k + 1).
Como {Cn}n∈Z es un recubrimiento de X, se tiene que
|g(x)− f(x)| < (k + 1) para todo x ∈ X
y por lo tanto, f ∈ F . 
Definición 1.10. Una familia F de F (X) se dice que verifica la condición
de cadena para una función f ∈ F (X), cuando existe k > 0 tal que para
toda cadena de Lebesgue de f , {Cn}n∈Z, existe g ∈ F con |g(x) − n| < k si
x ∈ Cn.
De esta definición se deduce que:
Una condición suficiente para que una función f de C(X) esté en la
clausura uniforme de un espacio vectorial F , es que F verifique la condición
de cadena para f .
Como en el caso acotado, una condición necesaria y suficiente para que un
espacio vectorial sea uniformemente denso en C(X) se obtiene en el siguiente
resultado debido a J. Blasco y A. Moltó (véase [5]).
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El siguiente resultado prueba que la condición de cadena es, en el caso
acotado, la condición de S- separación.
Proposición 1.21. Sea F un espacio vectorial de F ∗(X) y sea f ∈ F ∗(X).
Las siguientes condiciones son equivalentes:
1. F verifica la condición de cadena para f.
2. F S’- separa los conjuntos de Lebesgue de f.
3. F S- separa los conjuntos de Lebesgue de f.
Para la demostración véase [34].
Una consecuencia inmediata del Teorema 1.20 y de la Proposición 1.21 es el
siguiente resultado:
Corolario 1.22. Sea F un espacio vectorial de F ∗(X) y sea f ∈ F ∗(X). Si
F S- separa los conjuntos de Lebesgue de f entonces f ∈ F
Para la demostración véase [34].
Teorema 1.23. Para un espacio vectorial F de C(X), las siguientes condi-
ciones son equivalentes:
1. F es uniformemente denso en C(X).
2. Para cada recubrimiento numerable de X por coceros, {Cn}n∈Z , tal
que Cn ∩ Cm = φ si |n − m| > 1 (recubrimiento 2-finito), existe una
función g ∈ F con
|g(x)− n| < 2, ∀ x ∈ Cn.
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Para la demostración véase [34].
Como en el caso acotado, hemos obtenido una condición necesaria y su-
ficiente para que un espacio vectorial sea uniformemente denso en C(X) y
una condición suficiente para que una función esté en su clausura uniforme.
Proposición 1.24. Sea F un espacio vectorial de C(X). Si se verifica la
condición de cadena para alguna función f de C(X), entonces F contiene a
las funciones constantes.
Demostración:
Dado cualquier λ ∈ R, es sencillo comprobar que se cumple la condición de
cadena para f+λ. Por el Teorema 1.20 se deduce que tanto f como f+λ ∈ F .
Luego λ = (f + λ)− f ∈ F . 
Ejemplo 1.3. El espacio vectorial de las funciones lineales en R es uni-
formemente cerrado y no contiene a las funciones constantes, por lo tanto,
no puede verificar la condición de cadena para ninguna función de C(R).
Definición 1.11. Diremos que una familia de funciones de F (X) tiene la
propiedad C cuando verifica la condición de cadena para todas sus fun-
ciones.
El siguiente resultado de equivalencia será utilizado para obtener densi-
dades para subespacios vectoriales de C(X).
Teorema 1.25. Sean F un espacio vectorial de F (X) y f ∈ F (X). Las
siguientes condiciones son equivalentes:
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1. F verifica la condición de cadena para f.
2. ϕ ◦ f ∈ F para cualquier ϕ ∈ C(R) uniformemente continua y monó-
tona.
3. ϕ ◦ f ∈ F cualquiera que sea ϕ ∈ C(X) uniformemente continua.
Para la demostración véase [34].
Lema 1.26. Sea T el espacio de todas las funciones uniformemente conti-
nuas sobre R y sea F el espacio vectorial de C(R) generado por las funciones
de T que son monótonas. Se verifica entonces que F = T .
Para la prueba véase [34].
El siguiente Teorema demuestra que la condición de cadena caracteriza
la clausura uniforme de aquellos espacios vectoriales que tienen la propiedad
C.
Teorema 1.27. Sea F un espacio vectorial de F (X) con la propiedad C y
f ∈ F (X). Entonces f ∈ F , si y sólo si, F verifica la condición de cadena
para f.
Demostración:
La condición suficiente es consecuencia del Teorema 1.20.
Recíprocamente, sea f ∈ F , entonces existe una sucesión (fn)n∈N que
converge uniformemente a f. Sea ϕ una función uniformemente continua
sobre R, por el Teorema 1.25, ϕ ◦ fn ∈ F para n ∈ N , luego {ϕ ◦ f}n∈N
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converge uniformemente a la función ϕ ◦ f. Aplicando de nuevo el Teorema
1.25 se deduce que F satisface la condición de cadena para f. 
Teorema 1.28. Para un espacio vectorial F de F (X) las siguientes condi-
ciones son equivalentes:
1. F tiene la propiedad C.
2. F es cerrada por composición con funciones uniformemente continuas
y monótonas sobre R.
3. F es cerrada por composición con funciones uniformemente continuas
sobre R.
4. F tiene la propiedad C.
5. Existe k > 0 tal que F verifica la condición de cadena para todas sus
funciones y para el mismo k.
Para la prueba véase [34]
Corolario 1.29. Sea F un espacio vectorial uniformemente denso en C(X)
entonces F tiene la propiedad C.
Demostración:
Como C(X) es obviamente cerrado con respecto a la composición de fun-
ciones continuas, si F = C(X) entonces, por el Teorema 1.28, F tiene la
propiedad C. 
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Ejemplo 1.4. (Un espacio vectorial con la propiedad C que no es uniforme-
mente denso). Sea F el conjunto de funciones uniformemente continuas sobre
R.
F es un espacio vectorial uniformemente cerrado y cerrado por composición
con funciones uniformemente continuas sobre R. Por consiguiente posee la
propiedad C.
Una alternativa ha sido estudiada por A. Hager ( véase [19] y [20]) para
caracterizar algebraicamente a C(X), a través de álgebras uniformemente
cerradas, y cerradas por inversión de funciones continuas sobre X.
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Capítulo 2
Representación y Aproximación
por Series en Espacios de
Funciones Continuas Reales
2.1. Resultados básicos
Los resultados obtenidos hasta 1990 sobre Aproximación en Espacios de
Funciones Continuas y descritos en el Capítulo I han sido estudiados en la
tesis doctoral de M. I. Garrido (véase [34]). Últimamente, usando las técni-
cas de generación de álgebras de funciones y la caracterización algebraica de
subretículos F de C(X), se han obtenido algunos avances (véase [31]). Otra
posibilidad es a través de series de funciones continuas (véase [20, 28]), que es
la dirección que abordaremos en este Capítulo. La representación y aproxi-
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mación de funciones continuas por series infinitas de funciones pertenecientes
a un subconjunto de C(X) proporcionan un método de representación, que es-
tá basado en operaciones relativamente simples y extiende la conocida teoría
de aproximación de funciones continuas definidas sobre subespacios de Rn
por series de polinomios.
A lo largo de este Capítulo, usando principalmente métodos topológicos,
presentamos algunas condiciones suficientes para representar cada función
continua como la suma de una serie infinita de funciones perteneciente a
una determinada subfamilia E de C(X) cuando el espacio topológico X sea
localmente compacto, paracompacto o un subespacio de un espacio polaco.
Asimismo, se obtienen algunas aplicaciones al clásico Teorema de Stone -
Weierstrass y a varias de sus extensiones topológicas (véase [5, 33, 31, 28]).
Al igual que en el Capítulo anterior F (X) denotará el conjunto de todas
las funciones sobre X con valores reales.
Sea f ∈ F (X), denotamos por
f+ = sup{f,O}
f− = sup{−f,O}
La siguiente definición juega un rol esencial en todo el trabajo.
Definición 2.1. Dada una serie
∑
i∈I
fi de funciones continuas sobre un espa-
cio topológico X se dice que es localmente convergente cuando, para cada
x ∈ X, existe una vecindad U de x tal que la serie converge uniformemente
sobre U.
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Para E ⊆ C(X), denotamos por∑〈E〉 al conjunto de todas las funciones
f ∈ C(X) tal que f =
∑
i∈I
fi es localmente convergente, con fi ∈ E para
cada i ∈ I.
Es importante establecer la estructura vectorial de
∑〈E〉.
Lema 2.1. Para E ⊆ C(X) se tiene que ∑〈E〉 es un subespacio vectorial
de C(X).
Demostración:
Dado f =
∑
i∈I
fi ∈
∑〈E〉 y g = ∑
j∈J
gj ∈
∑〈E〉, entonces para todo x ∈ E
existen vecindades U y V de x tal que la serie
∑
i∈I
fi es convergente en U
y la serie
∑
j∈J
gj es convergente en V. Así, para todo x ∈ U ∩ V, tomando
T = I ∪ J (considerada como unión disjunta) y
hl =
 fl si l ∈ Igl si l ∈ J
se obtiene que f + g =
∑
l∈T
hl es convergente en U ∩ V, luego f + g ∈
∑〈E〉.
Además es obvio que λ.f =
∑
i∈I
λ.fi es convergente en U, luego λ.f ∈
∑〈E〉.

El siguiente resultado establece que sólo una cantidad numerable de índices
es relevante en la definición de series localmente convergentes.
Lema 2.2. Si E ⊆ C(X) y f =
∑
I∈I
fi ∈
∑〈E〉 entonces, fi = 0 salvo una
cantidad numerable de índices.
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Demostración:
Procedamos por reducción al absurdo. Supongamos que existe L ⊆ I no
numerable donde fi 6= 0 ∀ i ∈ L. Por lo tanto, para cada i ∈ L existe
xi ∈ X tal que fi(xi) 6= 0. Como {|fi(xi)|}i∈L ⊆ ]0,+∞[=
⋃
n∈N
[ 1
n
,+∞[,
existirá n0 ∈ N tal que |fi(xi)| ∈ [ 1n0 ,+∞[ para un conjunto no numerable
de índices. Supondremos sin pérdida de generalidad que este conjunto de
índices es L. Tomando 0 = 1n0 se tiene que |fi(xi)| ≥ 0, ∀ i ∈ L.
Notemos por otra parte que, identificando los elementos iguales, el con-
junto A = {xi}i∈I puede ser numerable o no numerable. Si A es numerable,
como L es no numerable, entonces habrá una cantidad no numerable de xi que
serán iguales, es decir, existe L′ ⊆ L no numerable tal que xi = a, ∀ i ∈ L′.
Luego en este punto xi = a la serie
∑
i∈I
|fi(a)| ≥
∑
i∈L′
|fi(a)| y no será con-
vergente puesto que |fi(a)| = |fi(xi)| ≥ 0, ∀ i ∈ L′, lo que nos lleva a una
contradicción. Por lo tanto, A debe de ser no numerable.
Como X es un espacio compacto, el conjunto A tiene un punto de acu-
mulación x0 ∈ X. Por hipótesis, existe un entorno Ux0 de x0 y un conjunto
I0 ⊆ I finito de índices tales que
∑
i∈I \ I0
|fi(x)| < 0
2
, ∀ x ∈ Ux0. Como
consecuencia, Ux0 contiene una cantidad infinita de elementos distintos de
A, ∀ xj ∈ Ux0 ∩ A, |fj(xj)| ≤
∑
i∈L \ I0
|fi(xj)| ≤
∑
i∈I \ I0
|fi(xj)| < 0
2
, lo que
también nos lleva a una contradicción puesto que |fj(xj)| ≥ 0. 
Definición 2.2. Dada una serie
∑
i∈I
fi de funciones continuas sobre X, deci-
mos que la serie es localmente absolutamente convergente cuando, para
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cada x ∈ X, existe una vecindad U de x tal que la serie
∑
i∈I
|fi| converge
uniformemente sobre U.
Para E ⊆ C(X), denotamos por∑〈E〉a el conjunto de todas las funciones
f ∈ C(X) tal que f =
∑
i∈I
fi es localmente absolutamente convergente, con
fi ∈ E para cada i ∈ I.
En este Capítulo también usaremos las definiciones 1.6 , 1.7 y 1.8 del
Capítulo anterior.
Proposición 2.3. Sea X un espacio topológico y E un subespacio vectorial
de F (X). Si f ∈ F (X) es semicontinua superiormente y E S- separa f,
entonces f y |f | pertenecen a ∑〈E〉a
Demostración:
Tomemos 0 < δ < 1 arbitrariamente y supongamos que f ≥ 0. Se con-
sideran los conjuntos de Lebesgue Fn = L(n−1)δ(f) y Hn = Lnδ(f) para cada
n ∈ N. Por hipótesis, existe αn ∈ E tal que 0 ≤ αn ≤ 1, αn(Fn) ⊆ [0, δ/2n] y
α(Hn) ⊆ [1−δ/2n, 1], n ∈ N. Probaremos que la serie
∑
n∈N
δαn es localmente
convergente.
En efecto, para cada x ∈ X, existe n1 ∈ N tal que (n1−1)δ ≤ f(x) < n1δ.
En consecuencia f(x) ∈ ]−∞, n1δ[ y, como f es semicontinua superiormente,
se tiene que
f−1(]−∞, n1δ[) = X \ Ln1δ(f) = Ux
es un entorno abierto de x.
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Por otro lado, para cada y ∈ Ux se tiene que y ∈ Fj para todo j ≥ n1 + 1.
Por lo que tenemos∑
n∈N
δαn(y) =
n1∑
j=1
δαj(y) +
∞∑
j=n1+1
δαj(y).
Puesto que ‖δαj‖Ux ≤
δ2
2j
para todo j ≥ n1 +1 podemos aplicar el test de
Weierstrass y obtener que la serie converge uniformemente sobre Ux, lo que
significa que
∑
n∈N
δαn ∈
∑
〈E〉a.
Ahora probaremos que f ∈∑〈E〉a. Para ello es suficiente demostrar que
para todo  > 0, existe δ > 0 tal que
|f(x)−
∑
n∈N
δαn(x)| <  ∀ x ∈ X.
En efecto, procediendo como antes para x ∈ X existe n1 ∈ N tal que
(n1 − 1)δ ≤ f(x) < n1δ. Luego tenemos que
|f(x)−
∑
n∈N
δαn(x)| ≤| f(x)−
n1−1∑
j=1
δαn(x) | + | δαn1(x) | + |
∞∑
j=n1+1
δαn(x) |
En vista que
∞∑
j=n1+1
δαj(x) =
δ2
2n1
≤ δ
2
2
< δ2
y como x ∈ L(n1−1)δ(f) = Hn1−1, se cumple que αj(x) ≥ 1−
δ
2j
, 1 ≤ j < n1,
luego
n1−1∑
j=1
δαj(x) ≥ δ
n1−1∑
j=1
(1− δ/2j) ≥ n1δ − δ − δ2.
Además, 0 ≤ αn1 ≤ 1.
Se deduce entonces que
|f(x)−
∑
n∈N
δαn(x)| < n1δ − (n1δ − δ − δ2) + δ + δ2 = 2(δ + δ2)
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Tomando δ = mı´n(/2, 1/2), se obtiene que
‖f −
∑
n∈N
δαn‖ <  ∀  > 0.
Por lo tanto, la Proposición es cierta para f ≥ 0.
Para el caso en que f no fuera necesariamente positiva tenemos que f =
f+ − f− (respectivamente |f | = f+ + f−). Es sencillo comprobar que, si E
S- separa a f, entonces también S- separa a f+ y f−, puesto que f+ y f−
son positivas. Se deduce que f+ y f− pertenecen a
∑〈E〉, luego |f | ∈∑〈E〉
y f ∈∑〈E〉a 
Nota 2.1. En la Proposición 2.3 podemos usar la descomposición f = f+−
f− para aproximar f por funciones g ∈∑〈E〉a tales que g =∑
n∈Z
gn, gn ∈ E
para todo n ∈ Z.
Corolario 2.4. Sea A un subconjunto de C(X) y sea E un subespacio vec-
torial de C(X) que S-separa conjuntos Lebesgue de A. Entonces, el retículo
generado por A esta contenido en
∑〈E〉.
En particular si A = C(X) se tiene que C(X) =
∑〈E〉
Para la demostración del Teorema de Stone - Weierstrass necesitaremos
los siguientes Lemas.
Lema 2.5. Sea X un espacio topológico y sea E un subretículo vectorial
de C(X) que contiene las constantes. Sean A y B subconjuntos de X S-
separados por E, entonces también ellos están completamente separados por
E.
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Demostración:
Como E S- separa A y B, dado 0 < δ < 1/2, existe g ∈ E, 0 ≤ g ≤ 1, tal
que
g(A) ⊆ [0, δ] y g(B) ⊆ [1− δ, 1]
Definimos la función
f = mı´n{ma´x{ g − δ
1− 2δ , 0}, 1}
Luego si x ∈ A tenemos que f(x) = 0 y, si x ∈ B tenemos que f(x) = 1.
En consecuencia A y B están completamente separados por E. 
Lema 2.6. Sea X un espacio topológico y sea E un subretículo vectorial
de C(X) que contiene las constantes y separa completamente puntos y con-
juntos cerrados disjuntos de X, entonces E separa completamente conjuntos
compactos y cerrados disjuntos de X.
Demostración:
Sea K un subconjunto compacto de X y F un subconjunto cerrado de X
disjunto con K.
Como E separa completamente puntos y conjuntos cerrados se tiene que,
para cada x ∈ K existe hx ∈ E, tal que 0 ≤ hx ≤ 1, hx(x) = 1 y hx|F = 0.
Luego la familia de conjuntos {h−1x ((12 , 1]) : x ∈ K} es un recubrimiento
abierto de K, y como K es compacto podemos extraer un subrecubrimiento
abierto finito {h−1i ((12 , 1]) : 1 ≤ i ≤ n}.
Se define
g = mı´n{
n∑
i=1
2hi, 1}
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donde 0 ≤ g ≤ 1.
Por tanto si x ∈ F tenemos que g(x) = 0 y, si x ∈ K tenemos que
g(x) = 1.
En consecuencia, E separa completamente conjuntos compactos y cerra-
dos disjuntos de X. 
Nota 2.2. Como {x} es un cerrado en X, con las mismas hipótesis del Lema
2.6 se deduce que E separa completamente compactos y puntos de X.
Lema 2.7. Sea X un espacio topológico y sea E un retículo vectorial de
C(X) que contiene las constantes y separa completamente puntos y conjun-
tos cerrados de X, entonces E separa completamente conjuntos compactos
disjuntos de X.
Demostración:
Sean K1 y K2 compactos disjuntos de X.
En virtud del Lema 2.6 y Nota 2.2, si x ∈ K2 existe gx ∈ E tal que
0 ≤ gx ≤ 1, gx(x) = 1 y gx |K1= 0
Luego la familia de conjuntos {g−1x ((12 , 1]) : x ∈ K2} es un recubrimiento
abierto de K2 y como K2 es compacto podemos extraer un subrecubrimiento
abierto finito {g−1i ((12 , 1]) : 1 ≤ i ≤ n}.
Se define
α = mı´n{
n∑
i=1
2gi, 1}
donde 0 ≤ α ≤ 1.
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Además, si x ∈ K1 tenemos que α(x) = 0 y, si x ∈ K2 tenemos que
α(x) = 1.
En consecuencia E separa completamente conjuntos compactos disjuntos
de X.

Una interesante consecuencia de los Lemas anteriores es la obtención de
una nueva demostración del Teorema de Stone - Weierstrass sin usar el
Teorema de Kakutani- Stone (véase Teorema 1.3).
Corolario 2.8. [Stone-Weierstrass]. Sea X un espacio topológico compacto
y sea E una subálgebra de C(X) que contiene las constantes y separa puntos
de X. Entonces E = C(X).
Demostración:
Notemos que si E es una subálgebra de C(X) que contiene las constantes
y separa puntos de X, entonces E es un subretículo vectorial de C(X) que
también contiene a las constantes y separa puntos y cerrados de X.
Como X es compacto, por el Lema 2.7, se deduce que E separa com-
pletamente conjuntos cerrados, luego S- separa conjuntos de Lebesgue de
C(X). Usando el Corolario 2.4 tenemos que C(X) ⊆ ∑E, por lo tanto,∑
E = C(X).
Para concluir es suficiente demostrar que
∑
E = E.
En efecto, si f ∈∑〈E〉, entonces f =∑
i∈I
fi, con fi ∈ E para todo i ∈ I.
Puesto que la serie es localmente convergente, por el Lema 2.2, existe un
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subconjunto numerable J ⊆ I, tal que fi = 0 si i /∈ J. Luego tenemos que
f =
∑
n∈N
fn, con fn ∈ E para todo n ∈ N, es uniformemente convergente en
una vecindad de cada punto de X. Razonando por compacidad también se
deduce que la serie es uniformemente convergente en X. Por tanto f ∈ E.
En consecuencia tenemos
∑〈E〉 ⊆ E, y como E ⊆ ∑〈E〉, concluimos
que
∑〈E〉 = E. 
Nota 2.3. Se prueba como en el Corolario 2.8, que cuando X es un espacio
topológico de Lindelöf, solamente son relevantes las series
∑〈E〉 definidas
sobre un conjunto numerable de índices.
2.2. Espacios Paracompactos Localmente Com-
pactos
En esta sección presentamos algunos resultados que relacionan propiedades
locales y globales de aproximación para espacios paracompactos localmente
compactos.
Primero daremos algunas definiciones básicas que usaremos en el resto
del trabajo.
Definición 2.3. Una familia {As}s∈S de subconjuntos de un espacio topológi-
co X se llama localmente finita si para cada punto x ∈ X existe una
vecindad U de x, tal que el conjunto {s ∈ S : U ∩ As 6= φ} es finito.
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Definición 2.4. Sean {Aα}α∈I y {Bβ}β∈J dos recubrimientos de un espacio
topológico X. Se dice que {Aα} refina a (o es un refinamiento de) {Bβ}
si para cada Aα existe algún Bβ con Aα ⊆ Bβ. Lo escribimos {Aα} ≺ {Bβ}.
Definición 2.5. Un espacio topológico X se llama paracompacto si X es un
espacio de Hausdorff y cada recubrimiento abierto de X tiene un refinamiento
abierto localmente finito.
Definición 2.6. Una familia de funciones continuas {fs}s∈S del espacio
topológico X en I = [0, 1] se llama partición de la unidad sobre el es-
pacio X si
∑
s∈S
fs(x) = 1 ∀x ∈ X.
La igualdad anterior significa que para cada x0 ∈ X sólo una catidad
numerable de funciones fs no se anula en x0. Además la serie
∞∑
i=1
fsi(x0), donde {si}ni=1 = {s ∈ S : fs(x0) 6= 0}, converge a 1.
Definición 2.7. Diremos que una partición de la unidad {fs}s∈S sobre un
espacio topológico X es localmente finita si el recubrimiento {f−1s ((0, 1])}s∈S
del espacio X es localmente finito.
Lo anterior significa que, para cada x0 ∈ X existe una vecindad Ux0 y un
conjunto finito S0 = {s1, s2, ..., sk} ⊆ S tal que para cada x ∈ Ux0 se tiene
fs(x) = 0, donde s ∈ S \ S0 y fs1(x) + fs2(x) + ...+ fsk(x) = 1
Definición 2.8. Una partición de la unidad {fs}s∈S sobre el espacio
topológico X se dice que está subordinada al recubrimiento U de X si el
recubrimiento {f−1s ((0, 1])}s∈S del espacio X es un refinamiento de U .
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Los siguientes resultados, que se usarán en el resto del trabajo, se encuen-
tran demostrados en [15, pag 301].
Teorema 2.9. Para cualquier familia localmente finita {As}s∈S de un espa-
cio topológico X se tiene la igualdad
⋃
s∈S
As =
⋃
s∈S
As.
Teorema 2.10. Para cualquier espacio topológico X las siguientes afirma-
ciones son equivalentes:
1. El espacio X es paracompacto.
2. Cada recubrimiento abierto del espacio X tiene una partición local-
mente finita de la unidad subordinada a él.
3. Cada recubrimiento del espacio X tiene una partición de la unidad
subordinada a él.
Presentamos una variante de la Proposición 2.3.
Lema 2.11. Sea X un espacio topológico y sea E una subálgebra de C(X).
Si f ∈ C(X) es tal que existe una partición localmente finita de la unidad
{αi}i∈I ⊆ E de manera que E|coz(αi) S-separa f |coz(αi) para todo i ∈ I, en-
tonces f ∈∑〈E〉.
Demostración:
Para simplificar la notación, denotaremos por
Ai = coz(αi) = {x ∈ X : αi(x) 6= 0}.
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Por hipótesis, dado a < b, y 0 < δ < 1
2
, existe gi ∈ E tal que,
0 ≤ gi|Ai ≤ 1, gi(La(f) ∩ Ai) ⊆ [0, δ] y gi(Lb(f) ∩ Ai) ⊆ [1− δ, 1].
Con todo, la función
g =
∑
i∈I
αigi
satisface las siguientes tres condiciones:
1. 0 ≤ g ≤ 1.
2. Si x ∈ Lb(f) entonces
g(x) =
∑
i∈I
αi(x)gi(x) ≥
∑
i∈I
αi(x)(1− δ) = 1− δ
3. Si x ∈ La(f) entonces
g(x) =
∑
i∈I
αi(x)gi(x) ≤
∑
i∈I
αi(x)δ = δ.
Esto significa que
∑〈E〉 S- separa a La(f) y Lb(f) para todo a < b. Por
la Proposición 2.3, para cada  > 0 existe una serie localmente convergente∑
n∈Z
hn ∈
∑
(
∑〈E〉) tal que
hn =
∑
i∈I
αigin ∈
∑
〈E〉 y ‖f −
∑
n∈Z
hn‖ < 
Para finalizar la prueba será suficiente probar que
∑
n∈Z
hn =
∑
n∈Z
(
∑
i∈I
αigin) =
∑
n∈Z,i∈I
αigin
es localmente convergente.
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Sea x es un elemento arbitrario de X. Puesto que
∑
n∈Z
hn es localmente
convergente, existe una vecindad U de x tal que
∑
n∈Z
hn|U es uniformemente
convergente. Por otro lado, la familia {Ai : i ∈ I} es localmente finita, por
tanto existe otra vecindad V de x y un subconjunto finito J de I tal que
V ∩ Ai = φ para todo i ∈ I \ J. Luego tenemos
∑
n∈Z
hn|U∩V =
∑
n∈Z,i∈I
(αigin)|U∩V =
∑
n∈Z,i∈I
(αigin)|U∩V .
Puesto que J es finito y
∑
n∈Z
hn|U es uniformemente convergente, se
sigue que
∑
n∈Z,i∈I
αigin converge uniformemente sobre U ∩ V, lo cual completa
la prueba. 
Definición 2.9. Se dice que un espacio topológico X es un espacio de
Lindelöf, o tiene la propiedad de Lindelöf, si X es regular y cada re-
cubrimiento abierto de X tiene un subrecubrimiento numerable.
Definición 2.10. Un espacio topológico X se llama espacio localmente
compacto si para cada x ∈ X existe una vecindad Ux tal que Ux es un
subespacio compacto de X.
El siguiente resultado es una extensión del Teorema de Stone - Weierstrass
para espacios Lindelöf localmente compactos.
Lema 2.12. Sea X es un espacio topológico Lindelöf localmente compacto y
E una subálgebra de C(X) que contiene las constantes y separa puntos de X.
Entonces
∑〈E〉 = C(X)
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Demostración:
Como X es localmente compacto ∀ x ∈ X existe un abierto Vx tal que Vx es
compacto. Claramente {Vx : x ∈ X} es un recubrimiento de abiertos de X.
Como X es de Lindelöf existe un subrecubrimiento numerable {Vn}n∈N ⊆
{Vx}x∈X .
Tomando Ak = V1
⋃
V2
⋃ · · ·⋃Vk (∀ k ∈ N) se obtiene una sucesión
de conjuntos compactos {An}n∈N de X tal que An ⊆ int(An+1) para cada
n ∈ N y además
⋃
n∈N
An = X.
Dado  > 0, puesto que E contiene las constantes y separa puntos de
X, por el Teorema de Stone - Weierstrass, para toda f ∈ C(X) existe una
función f1 ∈ E tal que ‖f −f1‖A1 <

2
, luego si g1 = f −f1, usando de nuevo
el Teorema de Stone - Weierstrass, existe f2 ∈ E tal que ‖g1 − f2‖A2 <

22
o, equivalentemente, ‖f − (f1 + f2)‖A2 <

22
.
En general, si gn = f−(f1+f2+· · ·+fn) con ‖gn‖An <

2n
, por el Teorema
de Stone - Weierstrass, existe una función fn+1 ∈ E tal que ‖gn−fn+1‖An+1 <

2n+1
, equivalentemente ‖f − (f1 + f2 + · · ·+ fn+1)‖An+1 <

2n+1
.
Razonando por inducción obtenemos una sucesión {fn}n∈N en E tal que
la serie
∑
n∈N
fn es localmente convergente y además f(x) =
∑
n∈N
fn(x) para
todo x ∈ X. Por lo tanto f ∈∑〈E〉, lo que completa la prueba. 
Una consecuencia directa del Lema 2.12 es el siguiente Corolario.
Corolario 2.13. Cada función con valores reales definida sobre R puede ser
expresada como la suma de una serie localmente convergente de polinomios.
54
2.2. Espacios Paracompactos Localmente Compactos
Otra consecuencia del Lema 2.12 es el siguiente resultado.
Corolario 2.14. Sea X un espacio topológico completamente regular y E
una subálgebra de C(X) tal que E contiene las constantes y E∗ separa dé-
bilmente conjuntos cero en X. Entonces
∑〈E〉 = C(X).
Demostración:
Sea f ∈ C(X). Por la propiedad universal de compactificación de Stone-
Čech βX, la función f puede ser extendida por una función continua f˜ :
βX −→ R ∪ {∞}.
Sea Y = βX \ f−1(∞) y f̂ = f˜ |Y . Tenemos pues que Y es un espacio
de Lindelöf localmente compacto y f̂ ∈ C(Y ).
Por otro lado, se define Ê = {ĝ : g ∈ E y g˜|Y tiene valores en R }
y, puesto que E∗ ⊆ Ê separa débilmente conjuntos cero de X, entonces Ê
separa débilmente puntos de Y.
Luego por el Lema 2.12 existe una serie
∑
n∈N
ĝn localmente convergente,
con gn ∈ E para todo n ∈ N, tal que f̂ =
∑
n∈N
ĝn. Por lo tanto, f =
∑
n∈N
gn ∈∑〈E〉 
Ahora probamos el resultado principal de aproximación de esta sección
para espacios paracompactos localmente compactos. Para ello recordaremos
el siguiente resultado de topología general.
Teorema 2.15. Cada espacio topológico paracompacto localmente compacto
X puede ser representado como la unión de una familia disjunta de subespa-
cios clopen de X, donde cada uno de ellos tiene la propiedad de Lindelöf.
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Para la prueba ver Teorema 5.1.27 de [15].
Teorema 2.16. Sea X un espacio topológico paracompacto localmente com-
pacto y sea E una subálgebra de C(X) que contiene a las constantes, que es
un retículo y separa puntos y cerrados de X. Entonces
∑〈E〉 = C(X).
Demostración:
Si X es un espacio paracompacto localmente compacto por el Teorema 2.15
existe una familia {Xi}i∈N de subespacios Lindelöf clopen disjuntos dos a
dos de X tal que X =
⋃
i∈N
Xi.
Para cada i ∈ I, Xi es un espacio de Lindelöf y localmente compacto,
luego existe una sucesión de subconjuntos compactos {An,i}n∈N de Xi tal
que
⋃
n∈N
An,i = Xi, y además An,i ⊆ intX(A(n+1),i) para cada n ∈ N, i ∈ I.
Definiremos inductivamente la partición de la unidad siguiente {αn,i : n ∈
N, i ∈ I} ⊆ E tal que
‖1−
n∑
k=1
αk,i‖An,i ≤
1
2n
; y coz(αn,i) ⊆ Xi. (2.1)
En efecto, por el Teorema de Stone - Weierstrass, existe g1,i ∈ E tal que
‖1− g1,i‖A1,i ≤
1
2
, y aplicando el argumento del Lema 2.5, existe r1,i ∈ E tal
que r1,i(A1,i) = {1} y coz(r1,i) ⊆ Xi. Luego se toma α1,i = r1,i.g1,i.
Por otro lado, supongamos que para cada i ∈ I, tenemos definidas fun-
ciones {α1,i, . . . , αn,i} que cumplen (2.1) y de nuevo usando el Teorema de
Stone - Weierstrass y el Lema 2.5 existen funciones gn+1,i y rn+1,i en E|An+1
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tales que
‖(1−
n∑
k=1
αk,i)−gn+1,i‖An+1,i ≤
1
2n+1
, rn+1,i(An+1,i) = {1} y coz(rn+1,i) ⊆ Xi.
Por tanto, si definimos αn+1,i = rn+1,i.gn+1,i hemos obtenido la partición
de la unidad {αn,i} tal que coz(αn,i) es un espacio de Lindelöf localmente
compacto para todo par (n, i). Luego, aplicando el Lema 2.12, tenemos que
∑
〈E〉|coz(αn,i) = C(X)|coz(αn,i).
Así razonando como en la demostración del Lema 2.11 se prueba que
f ∈∑〈E〉, lo que completa la prueba. 
Corolario 2.17. Sean X e Y espacios topológicos tales que X ×Y sea para-
compacto localmente compacto. Entonces, para cada f ∈ C(X × Y ), existen
{fi}i∈I ⊆ C(X) y {gj}j∈J ⊆ C(Y ) tales que f =
∑
(i,j)∈I×J
fi.gj es una serie
localmente convergente.
Demostración:
Si C(X) ⊗ C(Y ) = {
n∑
i=1
figi : fi ∈ C(X), gi ∈ C(Y ), n ∈ N}, entonces
C(X)⊗C(Y ) es una subálgebra de C(X × Y ) que contiene a las constantes
y separa puntos de X × Y.
Por otro lado, como X (respectivamente Y ) es un espacio paracompacto
localmente compacto, usando el Teorema 2.15, existe una familia {Xi}i∈I
(respectivamente {Yj}j∈J) de espacios Lindelöf clopen disjuntos dos a dos de
X ( Y respectivamente) tal que X =
⋃
i∈I
Xi (respectivamente Y =
⋃
j∈J
Yj).
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Entonces para cada i ∈ I (respectivamente j ∈ J), existe una suce-
sión {An,i}n∈N (respectivamente {Bn,j}n∈N) de subconjuntos compactos de
X (respectivamente Y ) tales que
⋃
n∈N
An,i = Xi y An,i ⊆ intX(A(n+1),i) para
cada n ∈ N, i ∈ I (respectivamente
⋃
n∈N
Bn,j = Yj y Bn,j ⊆ intY (B(n+1),j)
para cada n ∈ N, j ∈ J).
Se define inductivamente la partición de la unidad siguiente
{αn,i,j : n ∈ N, i ∈ N, j ∈ J} ⊆ C(X)⊗ C(Y )
tal que
‖1−
n∑
k=1
αk,i,j‖An,i×Bn,j ≤
1
2n
y coz(αn,i,j) ⊆ Xi × Yj. (2.2)
En efecto, usando el Teorema de Stone - Weierstrass, existe la función
g1,i,j ∈ C(X) ⊗ C(Y ) tal que ‖1 − g1,i,j‖A1,i×B1,j ≤
1
2
, y luego usando el
argumento del Lema 2.5, existe r1,i ∈ C(X) (respectivamente s1,j ∈ C(Y ))
tal que r1,i(A1,i) = {1} y coz(r1,i) ⊆ Xi (respectivamente s1,j(B1,j) = {1} y
coz(s1,j) ⊆ Yj). Notemos que la función α1,i,j = r1,is1,jg1,i,j ∈ C(X)⊗ C(Y ).
Ahora supongamos que, para cualquier (i, j) ∈ I × J, tenemos funciones
definidas {α1,i,j, . . . , αn,i,j} cumpliendo la propiedad 2.2, luego por el Teorema
de Stone - Weierstrass existen funciones
gn+1,i,j ∈ C(X)⊗ C(Y ), rn+1,i ∈ C(X), sn+1,j ∈ C(Y )
tales que
‖(1−
n∑
k=1
αk,i,j)− gn+1,i,j‖An+1,i×Bn+1,j ≤
1
2n+1
,
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rn+1,i(An+1,i) = {1}, sn+1,j(Bn+1,j) = {1}
y
coz(rn+1,i) ⊆ Xi, coz(sn+1,j) ⊆ Yj.
Por lo tanto, si definimos αn+1,i,j = rn+1,isn+1,jgn+1,i,j ∈ C(X) ⊗ C(Y ),
la familia {αn,i,j} forma una partición de la unidad tal que coz(αn,i,j) es un
espacio Lindelöf localmente compacto, para cada tripleta (n, i, j). Aplicando
el Lema 2.11 tenemos que∑
〈C(X)⊗ C(Y )〉|coz(αn,i,j) = C(X × Y )|coz(αn,i,j).
Finalmente, razonando como en la demostración del Lema 2.8 se obtiene
que f ∈∑〈C(X)⊗ C(Y )〉, con lo que se completa la prueba. 
Obviamente este resultado se extiende para productos finitos.
Corolario 2.18. Sea {Xn}mn=1 una familia finita de espacios topológicos tal
que
m∏
n=1
Xn es un espacio paracompacto localmente compacto. Entonces, para
cada f ∈ C(
m∏
n=1
Xn) existe {fn,in : in ∈ In} ⊆ C(Xn), 1 ≤ n ≤ m, tal que
f =
∑
(i1,...,im)∈
∏m
n=1 In
fi1 . . . fim es una serie localmente convergente.
2.3. Aproximación en Espacios Lindelöf
En esta sección consideramos el caso en el que los espacios no son nece-
sariamente localmente compactos. Presentamos aquí algunos resultados sobre
aproximación de funciones para espacios de Lindelöf.
59
Capítulo 2. Representación y Aproximación por Series en Espacios de
Funciones Continuas Reales
Las siguientes definiciones son esenciales para la obtención del resultado
principal de la sección.
Definición 2.11. Una familia {As}s∈S de subconjuntos de un conjunto X se
llama estrella-finita si para todo s0 ∈ S el conjunto {s ∈ S : As
⋂
As0 6= φ}
es finito.
Definición 2.12. Sea E un subespacio vectorial de C(X). Diremos que E S
separa localmente conjuntos cero si cumple las siguientes condiciones.
Para cada par Z1, Z2 ∈ Z(X) con Z1 ∩ Z2 = φ y cada x ∈ X existe
una vecindad U de x tal que E S- separa a Z1 ∩ U y Z2 ∩ U.
Para cada par de subconjuntos C y V tal que C ⊆ V ⊆ U, donde C es
cerrado y V es abierto en X, y para todo 0 < δ < 1/2 existe una función
h ∈ E tal que 0 ≤ h ≤ 1, h(C) ⊆ (1− δ, 1], y h(X \V ) ⊆ [0, δ).
El siguiente resultado de topología general se utilizará en lo que sigue.
Teorema 2.19. Cada recubrimiento abierto de un espacio de Lindelöf tiene
un refinamiento estrella finito de abiertos.
Para la prueba ver Teorema 3.8.11 de [15].
Teorema 2.20. Sea X un espacio topológico de Lindelöf. Si E es una subál-
gebra de C(X) la cual es un retículo que contiene las constantes y S separa
localmente conjuntos cero, entonces C(X) =
∑〈E〉.
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Demostración:
Sea f ∈ C(X). Tomemos 0 <  < 1/2 y un par de números reales a < b
fijos. Por hipótesis E S- separa localmente conjuntos cero, luego como La(f)
y Lb(f) son dos conjuntos Lebesgue disjuntos de f, para cada x ∈ X existe
una vecindad Ux de x tal que E separa La(f) ∩ Ux y Lb(f) ∩ Ux. Como
la familia {Ux}x∈X es un recubrimiento abierto de X, por el Teorema 2.19,
existe un refinamiento {Ai}i∈I localmente finito de abiertos.
Puesto queX es un espacio Lindelöf podemos asumir que la familia {Ai}∈I
es estrella-finita, esto es, para cada Aj el conjunto {i ∈ I : Ai
⋂
Aj 6= φ} es
finito, digamos de cardinal nj ∈ N.
Por otro lado, como E|Ai S-separa La(f)∩Ai y Lb(f)∩Ai, existe h ∈ EAi
tal que 0 ≤ hi ≤ 1, hi(La(f) ∩ Ai) ⊆ [0, ) y hi(Lb(f) ∩ Ai) ⊆ (1− , 1].
Además, como todo espacio de Lindelöf es paracompacto, existe {αi}i∈I
una partición de la unidad subordinada al recubrimiento {Ai}i∈I . Luego,
tomando j ∈ I arbitrariamente y como E S- separa Z(X)∩Ai, aplicando la
Proposición 2.3 se sigue que αj puede ser aproximado por funciones de E|Aj .
Por tanto, existe βj ∈ E|Aj tal que 0 ≤ βj ≤ 1 y ‖αj − βj‖Aj <

nj
.
Además, como E S separa localmente conjuntos cero, existe rj ∈ E|Aj tal
que 0 ≤ rj ≤ 1, rj(sop αj) ⊆ (1− 
nj
, 1] y rj(X \ Aj) ⊆ [0, 
nj
).
Definimos la función
φ =
1
1 + 
∑
i∈I
βirihi.
Es claro que φ ≥ 0. Por otro lado, supongamos que x es un elemento
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arbitrario de Aj, entonces Aj intercepta a una subfamilia finita, es decir,
{Ai1 . . . Ainj }. Entonces
φ(x) ≤ 1
1 + 
∑
1≤k≤nj
βik(x) ≤
1
1 + 
∑
1≤k≤nj
(αik(x) +

nj
) = 1
Por lo tanto, 0 ≤ φ ≤ 1.
Finalmente, suponiendo que x es un punto en Aj ∩ Lb(f),
φ(x) =
1
1 + 
∑
1≤k≤nj
(βikrikhik)(x) ≥
1
1 + 
∑
1≤k≤nj
{(αikrikhik)(x)−

nj
(rikhik)(x)} ≥
1
1 + 
∑
1≤k≤nj
{αik(x)(1− )2 −

nj
} ≥
(1− )2 − 
1 + 
= l1().
De igual manera, si x pertenece a Aj ∩ La(f),
φ(x) ≤ 1
1 + 
∑
1≤k≤nj
{(αikrikhik)(x) +

nj
(rikhik)(x)} ≤
1
1 + 
∑
1≤k≤nj
{(αikrik)(x)+

nj
rik(x)} ≤
+ 2
1 + 
= l2().
donde l´ım→0 l1() = 1 y l´ım→0 l2() = 0
Por todo lo anterior, concluimos que, para cada par de números reales a < b
y ρ > 0 existe una función
φ(a,b,ρ) =
∑
i∈I
gi =
1
1 + 
∑
i∈I
βirihi
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definida por una suma localmente finita, tal que gi ∈ E para cada i ∈ I y
además, 0 ≤ φ(a,b,ρ) ≤ 1, φ(a,b,ρ)(La(f)) ⊆ [0, ρ), y φ(a,b,ρ)(Lb(f)) ⊆ (1−ρ, 1].
Ahora, para cada  > 0, 0 <  < 1 y ∀ n ∈ N, tomemos una sucesión
de intervalos [an, bn] y números {ρn}, donde
an =
(n− 1)
2
, bn =
n
2
y ρn =

2n+1
y construimos la sucesión de funciones,
φn = φ(an,bn,hn) =
∑
i∈I
gni ∈ E.
Finalmente, la serie
φ =
∑
n∈N
φn =
∑
n∈N
(
∑
i∈I
gni) ∈
∑
〈E〉.
Por la Proposición 2.3 tenemos que ‖f − φ‖ < . Así, f ∈∑〈E〉 con lo
que se completa la prueba. 
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Capítulo 3
Aproximación por Series en
Espacios de Funciones Continuas
Vectoriales
3.1. Notaciones y resultados previos
SeaX un espacio topológico completamente regular de Hausdorff no vacío
y sea E un espacio vectorial normado. Denotaremos por C(X,E) el conjunto
de todas las funciones continuas de X en E.
En esta sección escribiremos C(X) = C(X,R) = {f : X −→ R continua }
Definición 3.1. Un espacio métrico X se llama totalmente acotado o
precompacto si, para cada  > 0, los recubrimientos por abiertos {B(x, ) :
x ∈ X} de X tienen un subrecubrimiento finito.
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Definición 3.2. Diremos que F ∈ C(X,E) tiene rango precompacto si
F (X) es precompacto.
Denotaremos por C∗(X,E) el conjunto de todas las funciones continuas
con rango precompacto de X en E.
Si x ∈ E y A ⊆ E, la distancia de x al conjunto A será denotada por
d(x,A) = ı´nf{‖x− a‖ : a ∈ A}
donde ‖.‖ denota la norma en E, y además, consideramos el conjunto
B(A) = B(A, ) = {x ∈ E : d(x,A) < }
Dotamos a C(X,E) con la topología de convergencia uniforme. Así, para
cada F ∈ C(X,E) y  > 0, un entorno básico para F está definido por el
conjunto de la forma
N(F ) = {G ∈ C(X,E) : ‖F (x)−G(x)‖ <  para todo x ∈ X}.
Si F ∈ C(X,E), G ⊆ C(X,E) y S ⊆ X definimos
dS(F,G) = ı´nf{sup{‖F (x)−G(x)‖ : x ∈ S} : G ∈ G}
(nótese que dS(F,G) puede ser +∞).
Si S ⊆ X y F es una función sobre X, escribimos F |S para la restricción
de F sobre S.
Sea G ⊆ C(X,E), denotamos por G|S = {G|S : G ∈ G}.
La siguiente definición es esencial para el resto de la sección y permite
generalizar el concepto de
∑〈E〉, dado en la sección anterior.
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Definición 3.3. Sean A ⊆ C(X) y G ⊆ C(X,E). Definimos ∑〈A,G〉 (res-
pectivamente
∑〈A,G〉f) como el conjunto de series ∑
i∈I
hiGi, (respectiva-
mente
∑
i∈I
hiGi, |I| finito) localmente convergentes, tales que {hi}i∈I ⊆
A, {Gi}i∈I ⊆ G y además {sop hi}i∈I es una familia localmente finita de
subconjuntos de X.
Nota 3.1. Es claro que si G es un módulo sobre A con respecto a la multipli-
cación puntual de funciones entonces
∑〈A,G〉f ⊆ G, y si A es una subálgebra
de C(X) que contiene la unidad, entonces la inclusión se convierte en una
igualdad.
Como en la Definición 1.5, denotamos por A(X) la familia de todos los
A- conjuntos antisimétricos maximales de X.
Definición 3.4. Sean A ⊆ C(X) y G ⊆ C(X,E). Diremos que A refina G
cuando para cada recubrimiento abierto de la forma U = {U(S)}S∈A(X) de
X, donde U(S) = G−1S (B(GS(S))) para algún GS ∈ G, existe una partición
de la unidad localmente finita {hi}i∈I ⊆ A que está subordinada a U.
3.2. Aproximación de funciones de rango pre-
compacto C∗(X,E)
Los siguientes Lemas serán usados en resultados importantes de la sección.
Lema 3.1. Sea A ⊆ C(X),G ⊆ C(X,E) y F ∈ C(X,E).
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1. Si A refina la familia {F − G : G ∈ G}, entonces dX(F,
∑〈A,G〉) ≤
sup{dS(F,G) : S ∈ A(X)}.
2. Supongamos que A(X) está formada solamente de conjuntos con un
único elemento y G contiene todas las funciones constantes. Si A refina
{F} entonces dX(F,
∑〈A,G〉f ) = 0.
Demostración:
1.- Sea r = sup{dS(F,G) : S ∈ A(X)}.
Si r = +∞, la prueba de 1) es trivial, por lo tanto podemos asumir para el
resto de la prueba que r <∞.
Sea  > 0, entonces para cada S ∈ A(X) existe GS ∈ G tal que
dS(F,GS) < r + . (3.1)
Por otro lado, consideremos el recubrimiento U = {U(S) : S ∈ A(X)}
donde U(S) = (F − GS)−1(B((F − GS)(S))). Como A refina la familia
{F−G : G ∈ G}, existe una partición localmente finita de la unidad {hi}i∈I ⊆
A que está subordinada a U . Luego para cada i ∈ I, tenemos un Si ∈ A(X)
tal que sop hi ⊆ U(Si), lo que permite definir
H =
∑
i∈I
hiGSi ∈
∑
〈A,G〉.
Se tiene que
‖F (x)−H(x)‖ ≤
∑
i∈I
hi(x).‖F (x)−GSi(x)‖ ∀ x ∈ X. (3.2)
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Para cada x ∈ X, como
∑
i∈I
hi(x) = 1, existe un hi tal que x ∈ sop hi ⊆
U(Si). Entonces (F − GSi)(x) ∈ B((F − GSi)(Si)). Luego existe un y ∈ Si
tal que ||(F − GSi)(x) − (F − GSi)(y)|| < . Usando (3.1) tenemos que
‖F (x)−GSi(x)‖ < + ‖F (y)−GSi(y)‖ < r + 2.
Como {hi}i∈I es una partición de la unidad, aplicando el supremo en
(3.2), tenemos que dX(F,H) ≤ r + 2 para todo  > 0. Por lo tanto se
deduce que dX(F,
∑〈A,G〉) ≤ r.
2.- Sea  > 0. Para cada x ∈ X tomamos U(x) = F−1(B(F (x))), y
consideramos el recubrimiento U = {U(x)}x∈X . Por hipótesis, existe una
partición localmente finita de la unidad {hi}∈I que está subordinada a U ,
luego para cada i ∈ I tomamos xi ∈ X tal que sop hi ⊆ U(xi), lo que
permite definir
H =
∑
i∈I
hiF (xi).
Procedemos como en 1) para obtener que dX(F,
∑〈A,G〉) ≤  y así
completamos la prueba.

Lema 3.2. Si A ⊆ C∗(X), G ⊆ C∗(X,E) y F ∈ C∗(X,E), entonces
dX(F,
∑〈A,G〉f ) = dX(F,∑〈A,G〉f ).
Demostración:
Sea r = dX(F,
∑〈G,A〉f ) y  > 0. Probaremos que dX(F,∑〈A,G〉f ) ≤ r.
En efecto, existe H =
n∑
i=1
hi.Gi, ∈
∑〈A,G〉f , con hi ∈ A y Gi ∈ G, tal
que dX(F,H) < r+. Por otro lado, como Gi tiene rango precompacto, existe
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k > 0 tal que ‖Gi(x)‖ ≤ k para todo x ∈ X e i ∈ {1, . . . , n}.
Además, como hi ∈ A entonces existe gi ∈ A tal que dX(hi, gi) < 
nk
.
Tomemos L =
n∑
i=1
gi.Gi ∈
∑〈A,G〉f . Se cumple que
‖F (x)− L(x)‖ ≤ ‖F (x)−H(x)‖+ ‖H(x)− L(x)‖ < r + + k. .n
n.k
= r + 2
para todo x ∈ X y  > 0. Luego dX(F,
∑〈A,G〉f ) ≤ r.
Puesto que es obvio que dX(F,
∑〈A,G〉f ) ≥ r, la prueba se completa. 
Definición 3.5. Si F ∈ C(X,E) y A ⊆ C(X), diremos que A separa
F cuando para todo par de números reales r y t con 0 < r < t, y cada
S ∈ A(X), existe una función h ∈ A, h ≥ 0, y una constante real p tal que
h(F−1(Br(F (S)) ≥ p > 0 y h(X \ F−1(Bt(F (S))) = 0.
Lema 3.3. Sea A una subálgebra uniformemente cerrada de C∗(X) que con-
tiene a la unidad y sea F ∈ C∗(X,E). Si A separa F entonces A refina
{F} finitamente.
Demostración:
Para S ∈ A(X) y r > 0, definimos Ur(S) = F−1(Br(F (S))) y U r(S) =
F−1(Br(F (S)).
Sea  > 0 y el siguiente recubrimiento de X, V = {U∈/2(S) : S ∈ A(X)}.
Puesto que F es de rango precompacto, V tiene un subrecubrimiento finito
{U/2(S1), . . . , U/2(Sn)}.
Por hipótesis, A separa F, luego para cada i ∈ {1, . . . , n} existen gi ∈ A y
ri ∈ R tales que gi(U /2(Si)) ≥ ri > 0 y gi(X \ U2/3(Si)) = 0, siendo gi ≥ 0.
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Notemos que g = g1 + . . . + gn pertenece a A y g ≥ p > 0 para algún
p ∈ R. Puesto que A es cerrada bajo convergencia uniforme y contiene a
la unidad, tenemos que 1/g ∈ A, lo que permite definir hi = gi
g
∈ A donde
sop hi ⊆ U(Si), con lo que es fácil ver que {hi}ni=1 ⊆ A es una partición de
la unidad subordinada a V . Luego como se cumple ∀  > 0 por definición
concluimos que A refina F.

Una aplicación directa de los Lemas anteriores son los siguientes resulta-
dos.
Teorema 3.4. Sea A ⊆ C∗(X), conteniendo a la unidad y tal que cada
elemento de A(X) está formado por un sólo elemento. Sea G ⊆ C∗(X,E) tal
que contiene las funciones constantes. Si A separa F ∈ C∗(X,E) entonces
dX(F,
∑〈A,G〉f ) = 0
Demostración:
Por el Lema 3.2 podemos suponer que A es una subálgebra uniformemente
cerrada de C∗(X) que contiene la unidad y separa F. Por Lema 3.3 se deduce
queA refina {F} y, por el Lema 3.1 parte 2), se tiene que dX(F,
∑〈G,A〉f ) =
0 
Teorema 3.5. Sean X un espacio topológico compacto, A una subálgebra de
C(X) que contiene la unidad y G un subespacio vectorial de C(X,E). Si F ∈
C(X,E), entonces existe S ∈ A(X) tal que dX(F,
∑〈A,G〉f ) = dS(F,G).
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Demostración:
Por el Lema 3.2 podemos suponer que A es una subálgebra uniformemente
cerrada de C(X), puesto A y A tienen los mismos conjuntos antisimétricos.
A fin de utilizar el Lema 3.1, primero probaremos que
A refina finitamente a {F −G : G ∈ G}.
Para  > 0 consideremos el recubrimiento abierto U de X definido por
los subconjuntos U(S) = (F −GS)−1(B((F −GS)(S))), donde GS ∈ G, con
S ∈ A(X). Como S ⊆ U(S) ⊆ X, para cada y ∈ X \ U(S), existe gy ∈ A
tal que gy(S) 6= gy(y). Puesto que A es una subálgebra de C(X) que contiene
a la unidad, podemos suponer que gy(S) = 1, gy(y) = 0 y gy ≥ 0 sobre X.
Por otro lado, como A es cerrado bajo la convergencia uniforme, podemos
deducir que A es un retículo de funciones. Así, aplicando argumentos de
compacidad concluimos que, para cada S ∈ A(X) existe gS ∈ A que cumple
gS(S) = 1, gS(X \ U(S)) = 0 y 0 ≤ gS ≤ 1 donde sop gS ⊆ S.
Ahora consideremos el recubrimiento deX definido por {g−1S ((1/2, 1])}S∈A(X).
Puesto queX es compacto existe un subrecubrimiento finito {g−1Sj ((1/2, 1])}nj=1
de X que permite definir hj =
gSj
n∑
k=1
gSk
∈ A, 1 ≤ j ≤ n. Es fácil ver que
{hj}nj=1 es una partición de la unidad de X subordinada a U, por lo tanto
tenemos que A refina {F − G : G ∈ G}. Por el Lema 3.1 y ser X compacto
tenemos que
dX(F,
∑
〈A,G〉) = sup{dS(F,G) : S ∈ A(X)}. (3.3)
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Queda por demostrar que el supremo en la igualdad anterior es un máximo.
Primeramente, identificamos los elementos de S ∈ A(X) con puntos,
mediante la relación
x ∼ y, si y sólo si ∃ S ∈ A(X) tal que {x, y} ⊆ S
para obtener un espacio X̂ compacto.
En efecto, puesto que cada función perteneciente a A es constante sobre
cada elemento S en A(X), para cada h ∈ A, podemos definir la función
ĥ : X̂ → R tal que ĥ(S) = h(xS), donde xS es un punto arbitrario de S, para
cada S ∈ A(X).
Definimos Â = {ĥ : X̂ −→ R tal que h ∈ A}, luego dotamos a X̂ con la
topología débil inducida por las funciones en Â. Es claro que X̂ es un espacio
de Tychonoff que es la imagen continua de X por la función identificación.
Por lo tanto, X̂ es compacto.
Ahora, para cada G ∈ G, definimos la función
LG : X̂ → R+ tal que LG(S) = dS(F,G) = sup{‖F (x)−G(x)‖ : x ∈ S}.
Probaremos que LG es semicontinua superiormente sobre X̂.
Sea {Sδ}δ∈D es una red sobre X̂ que converge a un punto arbitrario S0
de X̂. Sea U = (F −G)−1(B((F −G)(S0))) un subconjunto abierto de X.
En la primera parte de la prueba, hemos demostrado que existe una fun-
ción h ∈ A tal que h(S0) = 1, h(X \ U) = 0 y 0 ≤ h ≤ 1. Es decir, h define
una función continua ĥ sobre X̂ con ĥ(S0) = 1. Luego existe δ0 ∈ D tal que
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ĥ(Sδ) > 1/2 para cada δ > δ0. Se deduce que para δ > δ0 y x ∈ Sδ, tenemos
h(x) > 1/2, esto implica que x ∈ U. Por lo tanto, Sδ ⊆ U para todo δ > δ0
o, equivalentemente, (F −G)(Sδ) ⊆ B((F −G)(S0)) para cada δ > δ0.
Por tanto,
‖F (x)−G(x)‖ ≤ sup{‖F (y)−G(y)‖ : y ∈ S0}+ 
para todo x ∈ Sδ y δ > δ0.
Por la desigualdad anterior deducimos que
LG(Sδ) = dSδ(F,G) ≤ dS0(F,G) +  = LG(S0) + 
para todo δ > δ0.
Esto prueba que LG es semicontinua superiormente.
Por último, consideramos L : X̂ → R+ definida por
L(S) = dS(F,G) = ı´nf{LG(S) : G ∈ G}.
Nótese que L es el ínfimo de una familia de funciones semicontinua supe-
riormente. Por lo tanto, L es semicontinua superiormente sobre el compacto
X̂. Como consecuencia existe S1 ∈ X̂ tal que L(S1) = sup{L(S) : S ∈ X̂}.
Así concluimos que el supremo de la expresión (3.3) es en efecto un máxi-
mo y se completa la prueba. 
Nota 3.2. Si G es un A- módulo y A es una subálgebra de C(X) que contiene
la unidad entonces
∑〈A,G〉f = G. En este caso el Teorema anterior dice que
existe S0 ∈ A(X) tal que dX(F,G) = dS0(F,G).
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Teorema 3.6 (Machado). Para cada espacio topológico compacto X, sea A
una subálgebra de C(X,C) que contiene a la unidad y sea G es un subespacio
vectorial de C(X,E) que es un A- módulo sobre A. Si F ∈ C(X,E), entonces
existe S ∈ A(X) tal que dX(F,G) = dS(F,G).
Demostración:
En la demostración AR denotará la subálgebra de A formado por las fun-
ciones con valores reales en A.
Sea L la colección de todos los conjuntos cerrados de X tal que S ⊆ X
pertenece a L, si existe T ⊆ X verificando las siguientes propiedades:
1. S ⊆ T,
2. S es un conjunto antisimétrico para (A|T )R y
3. dS(F,G) = dX(F,G).
Es claro que L es no vacío puesto que AR, tiene por el Teorema 3.5, un
conjunto antisimétrico verificando 3). Llamemos r = dX(F,G).
Procedemos a ordenar L de la siguiente forma:
Sean S y T pertenecientes a L. Diremos que T ≤ S cuando S ⊆ T y S es un
conjunto antisimétrico para (A|T )R.
Probaremos que cada cadena en (L,≤) tiene una cota superior perteneciente
a L.
Supongamos que {Si : i ∈ I} es una cadena en L, y sea S =
⋂{Si : i ∈
I}. Tenemos que S pertenece a L, de lo contrario existiría G ∈ G tal que
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dS(F,G) < r. Si 0 < r1 < r es tal que dS(F,G) < r1 y si U = {x ∈ X :
‖ F (x)−G(x)‖ < r1}, entonces S ⊆ U y, por compacidad, existiría i ∈ I tal
que Si ⊆ U , lo cual es una contradicción. Así S pertenece a L y es una cota
superior para la cadena.
Por el Lema de Zorn, existe un elemento maximal B ∈ L. Además B es un
conjunto antisimétrico para A. De lo contrario (A|T )R sería un subconjunto
antisimétrico propiamente incluido en B, y llegaríamos a una contradicción.
Por lo tanto, B es un conjunto A- antisimétrico y así se completa la prueba.

Definición 3.6. Sea A una subálgebra de C(X). Dado F ∈ C∗(X,E), se
dice que A separa débilmente a F , cuando para toda B(a, r) ⊆ E y δ > 0
existe f ∈ A tal que cumple:
1. 0 ≤ f ≤ 1,
2. f(F−1(B(a, r))) = 1 y f(X \ F−1(B(a, r + δ))) = 0.
Además diremos que A separa débilmente a una familia F ⊆ C∗(X,E)
cuando A separa débilmente a F, ∀ F ∈ F .
Nota 3.3. Es importante notar que si A = C(X), entonces A separa débil-
mente toda función F ∈ C∗(X,E).
Teorema 3.7. Si A ⊆ C(X) separa débilmente a F ∈ C∗(X,E) y G ⊆
C(X,E) contiene a las constantes, entonces
∑〈A,G〉f aproxima uniforme-
mente a F.
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Demostración:
Sea  > 0. Puesto que F tiene rango precompacto, existe {x1, x2, . . . , xn} ⊆ X
tal que
F (X) ⊆ B(F (x1), ) ∪ · · · ∪B(F (xn), ).
Denotando por Bj = B(F (xj)) y Bj = B2(F (xj)), como A separa dé-
bilmente a F ∈ C∗(X,E), se tiene que existe hj ∈ A , 1 ≤ j ≤ n, tal que
1. 0 ≤ hj ≤ 1,
2. hj(F−1(Bj)) = 1 y hj(X \ F−1(Bj)) = 0.
Puesto que para todo x ∈ X, existe j ∈ {1, . . . , n} tal que F (x) ∈ Bj o,
equivalentemente, x ∈ F−1(Bj), entonces, se cumple que
n∑
j=0
hj(x) > 0.
Definamos por recurrencia las funciones
g1 = h1
g2 = (1− h1)h2
g3 = (1− h1)(1− h2)h3
...
gn = (1− h1)(1− h2) . . . (1− hn−1)hn.
(3.4)
Es fácil ver que {gi}ni=1 es una partición de la unidad en X subordinada
a {F−1(Bj) : 1 ≤ j ≤ n}.
Ahora, si F (x) ∈ Bj, tomamos G(x) =
n∑
j=1
gj(x)F (xj) ∈
∑〈A,G〉f ya
que F (xj) es la función constante. Se tiene por (3.4) que
‖F (x)−G(x)‖ = ‖
n∑
j=1
gj(x)F (x)−
n∑
j=1
gj(x)F (xj)‖ ≤
n∑
j=1
gj(x)‖F (x)−F (xj)‖
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Puesto que sop gj(x) ⊆ Bj, se deduce que ‖F (x)− F (xj)‖ < 2.
Por lo tanto, ‖F (x)−G(x)‖ < 2, lo que demuestra que∑〈A,G〉f aproxi-
ma uniformemente a F. 
Nota 3.4. Si A(X) = {{x} : x ∈ X} decimos que A es puntualmente
constante.
Teorema 3.8. Sean F ∈ C∗(X,E) y G ⊆ C∗(X,E). Si A ⊆ C(X) separa
débilmente a la familia {F −G : G ∈ G} entonces
d(F,
∑
〈A,G〉) ≤ sup{dS(F,G) : S ∈ A(X)}
Demostración:
Sea r = sup{dS(F,G) : S ∈ A(X)}. Si r = +∞ no hay nada que probar.
Si r < +∞ entonces, tomando  > 0 y S ∈ A(X), existe GS ∈ G tal que
‖F (x)−GS(x)‖S < r +  ∀ x ∈ S.
Elegimos un elemento xS en cada S ∈ A(X). En particular tenemos que
‖F (xS)−GS(xS)‖S < r +  (3.5)
Por otro lado, ∀S ∈ A(X) el rango de la familia LS = F − GS es pre-
compacto puesto que tanto los rangos de F como de GS son precompactos.
Por lo tanto, L(X) =
⋃{L(S) : S ∈ A(X)} es unión finita de precompactos,
luego L(X) será precompacto.
ComoX es igual a la unión disjunta de S ∈ A(X), existe {xS1 , xS2 . . . xSn} ⊆
X tal que L(X) ⊆
⋃
1≤i≤n
B((F − GSi)(xSi), ) donde xSi ∈ Si. Por tanto
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∀ x ∈ X, existe Si ∈ A(X) tal que L(x) ∈ B(LSi(xSi), ) Así tenemos
(F −GSi)(x) ∈ B((F −GSi)(xSi), )⇔ ‖(F −GSi)(x)− (F −GSi)(xSi)‖ < 
(3.6)
Por otro lado, como A separa débilmente a la familia {F − G : G ∈ G}
en particular A separa débilmente a {F −GSi : 1 ≤ i ≤ n}
Entonces para cada 1 ≤ i ≤ n existe hi ∈ A tal que
1. 0 ≤ hi ≤ 1,
2. hi((F −GSi)−1(B(F −GSi)(xSi), r + )) = 1 y
hi(X \ (F −GSi)−1(B(F −GSi)(xSi), r + 2)) = 0.
Notemos que la serie h(x) =
n∑
i=1
hi(x) > 0, lo que permite definir la fun-
ción gi(x) =
hi(x)
h(x)
∈ A, 1 ≤ i ≤ n. Se tiene entonces que {gi}ni=1 es una
partición de la unidad subordinada a {(F −GSi)−1(Br+(F −GSi)(xSi))}ni=1
Luego tomando
H =
n∑
i=1
giGSi ∈
∑
〈A,G〉
se tiene que
‖F (x)−H(x)‖ = ‖
n∑
i=1
gi(x)(F (x)−GSi(x))‖ ≤ ‖F (x)−GSi(x)‖.
para cierto i, 1 ≤ i ≤ n.
De (3.6) tenemos ‖F (x)−GSi(x)‖Si ≤ ‖(F−GSi)(xSi)‖Si +, 1 ≤ i ≤ n.
Finalmente, aplicando (3.5), se obtiene que ‖F −H‖ ≤ r+ 2. Por tanto
concluimos que d(F,
∑〈A,G〉) ≤ r. 
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Corolario 3.9. Sea F ∈ C∗(X,E) y sea A ⊆ C(X) tal que separa débil-
mente a {F − G : G ∈ G}. Si A es puntualmente constante y G aproxima
puntualmente a F, entonces
∑〈A,G〉 aproxima uniformemente a F.
Demostración:
Por el Teorema 3.8 tenemos
d(F,
∑
〈A,G〉) ≤ sup{dS(F,G) : S ∈ A(X)}
Puesto que A es puntualmente constante se tiene que S = {x} y como
G aproxima puntualmente a F, se tiene que ∀  > 0, d{x}(F,G) < . Luego
d(F,
∑〈A,G〉) ≤ , por lo tanto, ∑〈A,G〉 aproxima uniformemente a F. 
3.3. Aproximación de funciones de rango para-
compacto y separable
Denotaremos por ˜C(X,E) al conjunto de todas las funciones continuas
F : X −→ E tal que F (X) es paracompacto.
Además la familia de todos los conjuntos cero de X será denotado por Z(X).
Definición 3.7. Sea A una subálgebra de C(X), diremos que A Z- separa
a F ∈ C(X,E), cuando ∀ U abierto de E, existe h ∈ A tal que
h ≥ 0 y Z(h) = X \ F−1(U)
La definición anterior es equivalente a decir que ∀ C cerrado de E, se
tiene que Z(h) = F−1(C).
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Teorema 3.10. Sea A una subálgebra de C(X) tal que A Z- separa a
F ∈ ˜C(X,E) y además G ⊆ C(X,E) es un subálgebra que contiene a las
constantes, entonces
∑〈A,G〉 aproxima uniformemente a F.
Demostración:
Sea  > 0. Por hipótesis F (X) es paracompacto, entonces dado el recubri-
miento {B(F (x), )}x∈X de F (X), existe un refinamiento {Ui}i∈I localmente
finito. Por lo tanto para cada Ui existe un xi ∈ X tal que Ui ⊆ B(F (xi), ).
Por otra parte, como A Z- separa a F, entonces para cada i ∈ I existe
hi ∈ A tal que Z(hi) = X \ F−1(Ui), lo que permite afirmar que
h(x) =
∑
i∈I
hi(x) > 0 ∀ x ∈ X,
está bien definida porque {Ui}i∈I es localmente finita. Luego usando el mis-
mo razonamiento del Teorema 3.7 se tiene que existe {gi}i∈I ∈ A tal que∑
i∈I
gi(x) = 1.
Tomando la función constante F (xi) y, definiendo
G(x) =
∑
i∈I
gi(x)F (xi) ∈
∑
〈A,G〉,
se obtiene que ‖F (x) − G(x)‖ ≤  con lo que ∑〈A,G〉 aproxima uniforme-
mente a F. 
Definición 3.8. Un espacio topológico de Hausdorff es separable si contiene
un subconjunto denso numerable.
Denotaremos por ̂C(X,E) al conjunto de todas las funciones continuas
F : X −→ E tal que F (X) es separable.
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Definición 3.9. Diremos que A ⊆ C(X) es uniformemente cerrada por
inversos si ∀ f ∈ A se cumple que
A = A,
Z(f) = φ y
1
f
∈ A.
Definición 3.10. Se dice que A ⊆ C(X) separa totalmente a F ∈ C(X,E)
cuando para todo B(a, r) ⊂ E, y  > 0 existe f ∈ A tal que
f(F−1(B(a, r)) ⊂ (0, 1],
f(X \F−1(B(a, r + ))) = 0.
Se dice que A ⊆ C(X) separa totalmente a F ⊆ C(X,E) cuando separa
totalmente a cada F ∈ F .
Teorema 3.11. Sea A uniformemente cerrada por inversos. Si G ⊆ ̂C(X,E), F ∈
̂C(X,E) y además A separa totalmente a {F −G : G ∈ G} entonces
d(F,
∑
〈G,A〉) ≤ sup{dS(F,G) : S ∈ A(X)}.
Demostración:
Sea
r = sup{dS(F,G) : S ∈ A(X)}
Si r = +∞ es trivial, podemos suponer pues que r < +∞. Dado  >
0,∀ S ∈ A(X) existe GS ∈ G tal que
‖F −GS‖S < r + .
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Para cada x ∈ X existe Sx ∈ A(X) tal que x ∈ Sx En particular tenemos
que
‖F (xi)−GSx(xi)‖Sx < r +  (3.7)
Por otro lado, para cada S ∈ A(X) el conjunto LS = {F (x) − GSx(x) :
x ∈ S} es separado por A. Puesto que G ⊆ ̂C(X,E) y F ∈ ̂C(X,E), existe
{xn}n∈N tal que LS(X) ⊆
⋃
j∈N
B((F −GS)(xSj), ) donde xSj ∈ S ∈ A(X).
Sea x ∈ X entonces existe i ∈ N tal que LS(x) ∈ B(LS(xi), ).
(F −GS)(x) ∈ B((F −GS)(xSj), )⇔ ‖(F −GS)(x)− (F −GS)(xSj)‖ < .
(3.8)
para todo S ∈ A(X).
Por hipótesis tenemos que para cada j ∈ N existe hj ∈ A tal que
1. hj ≥ 0,
2. hj(F−1(B(xSj , r + ))) ⊆ (0, 1] y
3. hj(X \ F−1(B(xSj , r + 2))) = 0.
Esto nos permite definir la función gj =
1
2j
hj ∈ A. Por lo tanto,
∑
j∈N
gj es
uniformemente convergente, puesto que
1
2j
converge a cero y hj es acotada.
Luego ϕj =
gj∑
j∈N
gj
∈ A, puesto que A es uniformemente cerrada por inversos.
Se tiene que
∑
j∈N
ϕj = 1.
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Ahora tomando
H(x) =
∑
j∈N
ϕjGSj ∈
∑
〈A,G〉
se tiene que
‖F (x)−H(x)‖ = ‖
∑
j∈N
ϕj(F (x)−GSj(x))‖ ≤ ‖F (x)−GSi(x)‖
para cierto i.
De (3.8) tenemos que ‖F (x)−GSi(x)‖ < ‖(F −GSi)(xSi)‖+  y de (3.7)
se tiene que ‖F −H‖ ≤ r + 2, con lo que d(F,∑〈A,G〉) ≤ r.

Corolario 3.12. Sean G ⊆ ̂C(X,E), F ∈ ̂C(X,E) y A ⊆ C(X) tal que es
uniformemente cerrada por inversos y separa totalmente a {F −G : G ∈ G}.
Si A es puntualmente constante y G aproxima puntualmente a F, entonces∑〈A,G〉 aproxima uniformemente a F.
Demostración:
Del Teorema 3.11 tenemos que
d(F,
∑
〈A,G〉) ≤ sup{dS(F,G) : S ∈ A(X)}. (3.9)
Puesto que A(X) es puntualmente constante tenemos que
d{x}(F,G) ≤ sup{d(F (x), G(x)) : G ∈ G}
Por otro lado, como G aproxima puntualmente a F, tomando un x ∈ X
arbitrario pero fijo tenemos que para todo  > 0 existe G ∈ G tal que
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d(F (x), G(x)) < . Por lo tanto,
sup{d{x}(F,G) : S ∈ A(X)} ≤ .
Luego de (3.2) se tiene que d(F,
∑〈A,G〉) ≤ , por lo tanto,∑〈A,G〉 aproxi-
ma uniformemente a F. 
Teorema 3.13. Sea A una subálgebra de C(X) uniformemente cerrada por
inversos. Si G ⊆ ̂C(X,E), F ∈ ̂C(X,E) y A separa totalmente a F entonces
d(F,
∑
〈F ,G〉) ≤ sup{dS(F,G) : S ∈ A(X)}.
Demostración:
Sea
r = sup{dS(F,G) : S ∈ A(X)}.
Si r = +∞ es trivial, luego podemos suponer que r < +∞. Sea  > 0,
entonces para S ∈ A(X), existe GS tal que
‖F −GS‖ ≤ r + .
Para cada x ∈ X existe Sx tal que x ∈ Sx. En particular tenemos que
‖F (x)−GSx(x)‖Sx < r +  (3.10)
Notemos que
Y =
⋃
{B((F −GSx)(x), ) : Sx ∈ A(X), x ∈ X}.
es un recubrimiento de F (X) = Y
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Lo que significa que
(F −GS)(x) ∈ B((F −GS)(xS), )⇔ ‖(F −GS)(x)− (F −GS)(xS)‖ < .
(3.11)
Además como Y es un espacio paracompacto (puesto que todo métrico
es paracompacto), entonces existe un refinamiento {Ui}i∈I que es localmente
finito, por lo tanto, para cada i ∈ I existe xi ∈ X tal que Ui ⊆ B((F −
GSxi )(xi), r + ), y además para cada y ∈ Y existe una vecindad U de y tal
que el conjunto {i ∈ I : Ui ∩ U 6= φ} es finito.
Por otro lado, como A Z- separa a F entonces para el recubrimiento
{Ui}i∈I existe gi ∈ A tal que Z(gi) = X \ F−1(Ui), lo que significa que
g(X \ F−1(Ui)) = 0. Como {F−1(Ui)}i∈I también es un refinamiento lo-
calmente finito se tiene que ∀ x ∈ X existe una vecindad Ux de x tal que
{i ∈ I : F−1(Ui) ∩ F−1(Ux) 6= φ} es finito, luego existe un número finito de
i ∈ I tales que x ∈ F−1(Ui) y gi(x) 6= 0, así
∑
i∈I
gi converge en Ux. Puesto
que A es uniformemente cerrado por inversión, podemos definir para cada
i ∈ I la función hi = gi∑
i∈I
gi
∈ A, que cumple
∑
i∈I
hi = 1.
Tomemos
H =
∑
i∈I
hiGSxi ∈
∑
〈A,G〉
Se tiene que
‖F (x)−H(x)‖ = ‖
∑
j∈I
hi(F (x)−GSixj(x))‖ ≤ ‖F (x)−GSxi (x)‖
De (3.11) tenemos que ‖F (x) − GSxi (x)‖ < ‖(F − GSxi )(xi)‖ +  y de
(3.10) se tiene que ‖F −H‖ ≤ r + 2, por lo tanto, d(F,∑〈F ,G〉) < r. 
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