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Zusammenfassung
Das Studium der Geschwindigkeitsverteilungen von Sonnenwind Ionen er-
laubt es auf die Entstehung und Entwicklung des Sonnenwindes zurÄuck zu
schlie¼en. Es ist somit mÄoglich durch in situ Beobachtungen die physikali-
schen Prozesse in der solaren Korona und der inneren HeliosphÄare zu
studieren. Die schweren Ionen im Sonnenwind die aufgrund ihrer gerin-
gen HÄau¯gkeiten schwer zu Messen sind wurden hierbei lange Zeit ver-
nachlÄassigt. Bislang gibt es nur eindimensionale Beobachtungen von ihren
Geschwindigkeitsverteilungen.
Im Rahmen dieser Arbeit wurden die dreidimensionalen Geschwindigkeits-
verteilungen von schweren Ionen im Sonnenwind untersucht. Die Unter-
suchungen wurden mit Daten vom Solar Wind Ion Composition Spectrom-
eter auf dem Advanced Composition Explorer durchgefÄuhrt. Ein neues
verbessertes Verfahren zur Datenanalyse wurde entwickelt. Das Verfahren
ist besonders geeignet fÄur die Analyse kleiner ZÄahlraten und erlaubt es
somit hohe Zeitau°Äosungen zu verwenden. Anhand der bekannten dreidi-
mensionalen Geschwindikeitsverteilungen von Protonen und Alphateilchen
wurde ein Modell fÄur die dreidimensionalen Verteilungen von schweren Io-
nen entwickelt. Zudem wurde ein virtueller Detektor implementiert der es
erlaubt die 1D Beobachtungen mit dem 3D Modell zu vergleichen. Unsere
Untersuchungen haben gezeigt, da¼ mit Hilfe des Modells Eigenschaften
der Verteilungen die mit der Annahme einer thermischen Verteilung im
Widerspruch stehen reproduziert werden kÄonnen. DarÄuber hinaus wurde
der Ein°uss von Welle-Teilchen Wechselwirkung auf die beobachteten Tem-
peraturen der Ionen untersucht.
Abstract
From the study of the velocity distributions of solar wind ions we can draw
conclusions about the formation and the development of the solar wind.
Thus, it is possible to study the physical processes in the solar corona and
the inner heliosphere by in situ measurements. Because their low abun-
dance complicates their measurements heavy solar wind ions have been
long neglected. Up to now observations of their velocity distributions have
been solely 1D.
In this thesis the 3D velocity distributions of heavy solar wind ions have
been investigated. For our studies we have used data from the Solar Wind
Ion Composition Spectrometer on-board the Advanced Composition Ex-
plorer. A new improved analysis technique has been developed. The new
technique is adapted to analyse small count rates and thus, allows the
use of high time resolutions. Based on the known 3D velocity distribu-
tions of protons and alpha particles a model for the 3D distributions of
heavy ions has been developed. Furthermore, a virtual detector was im-
plemented, that allows a comparison of the 1D observations and the 3D
model. From our investigations we found that the model is capable to
explain non-thermal features of the observations. In addition the in°uence
of wave-particle interaction on the observed ion temperatures have been
analysed.
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1 Introduction
Though the Sun is far from being a peculiar star according to the theory of stellar evo-
lution, it naturally holds an outstanding rank among all other stars. No other star is as
accessible for detailed studies as the Sun. For instance, high-resolution remote-sensing
images of the solar corona have revolutionized our understanding of the solar and stellar
°ares, long-term measurements of solar oscillations have allowed us to understand the
interior structure of the Sun to high accuracy. The Sun is also the only star of which we
can obtain nearly pristine samples of its atmosphere. The extension of the corona into
the heliosphere - the solar wind - is the only stellar wind that can be studied in situ.
Obviously, the same holds true for the entire structure of the heliosphere, it is the only
accessible astrosphere.
Almost all information we can obtain about other stars is carried by the electromagnetic
radiation that reaches us here at Earth. But there is another kind of radiation that is
emitted by stars that can be observed only by in situ measurements. It is a particle radi-
ation that is constantly streaming away from the Sun, due to its solar origin it is called
the solar wind. Beside the solar wind there are di®erent particle populations that for the
greater part have their origin in the heliosphere. Figure 1 illustrates the large scales of
intensity, and energy respectively that are covered by the di®erent populations. From the
large range of energies the question for the acceleration processes they have undergone
arises. Since the beginning of space °ight rapid proceedings in theory have been made
by the increasing quality and quantity of observation. The properties of the solar wind
have been investigated to a high degree and surprising results like the formation of shocks
at discontinuities in the plasma that can accelerate particles very e±ciently, have been
found. In spite of all progress, there is up to now no closed theory that can explain the
development of the solar wind in the solar corona. Recent theories indicate that this
topic is closely bound to the question of coronal heating and thus to the theory of stellar
atmospheres altogether. The most promising candidate among the discussed acceleration
processes is wave-particle interaction. An extensive overview of this topic is given in Holl-
weg [2006].
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Though we said that the solar wind has been intensively investigated, this mainly holds
true for protons and alpha particles that make up the major part. All other ions that
altogether make up only a few percent of the solar wind were long neglected, also because
their low abundance complicates their measurement.
In this thesis, we investigate the kinetic properties of heavy solar wind ions at 1 Astro-
nomical Unit (AU) under quiet time conditions. The properties of the emerging solar
wind can help us ¯gure out the importance of wave particle interaction in respect to
Coulomb collisions. Because the solar wind may well be a source population for observed
suprathermal particles (s. Quiet Time Background in ¯gure 1) the knowledge of its ki-
netic properties is also a prerequisite for the investigation of suprathermal particles and
the corresponding acceleration processes.
In the following the structure of this thesis is brie°y outlined. For our studies we use
mainly data from the Solar Wind Ion Composition Spectrometer that is on-board the
Advanced Composition Explorer. The scienti¯c aims of the mission and the on-board in-
strumentation of the Advanced Composition Explorer are brie°y described in chapter 2.
Because the understanding of the instrumental properties is critical for the understanding
of how the data from the Solar Wind Ion Composition Spectrometer has to be analysed
the principle of operation and state of the art data analysis are described in chapter 3.
Due to some disadvantages of the existing analysis technique when dealing with low count
rates, we have developed a new analysis technique that is adapted to low count-rate situa-
tions. In chapter 4 our new technique is described, both methods are compared and some
data products from the new technique are presented. The observed velocity distributions
are 1D projections of the underlying 3D distributions. Because we are interested in the
kinetic state of the heavy ions, we have designed a model for the 3D distributions and
a virtual detector that simulates the behaviour of the real instrument. Taking both to-
gether virtual spectra can be calculated and compared with observation. The model and
the detector are presented in chapter 5. From the virtual spectra predictions for several
features of the observations can be made. We used the observed di®erential streaming of
heavy ions with respect to protons together with the observed temperatures to demon-
strate the signi¯cance of the model. Additionally the e®ect of wave-particle interaction is
investigated. These studies are presented in chapter 6. Finally our results are discussed
and an outlook for further studies is given in chapter 7.
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Figure 1.1: A schematic view of the spectra of energetic oxygen nuclei is shown. The energy ranges and
the capabilities of the di®erent instruments on-board ACE can be seen at the bottom of the
plot. From www.srl.caltech.edu/ACE/ASC/DATA/ACEbrochure/ACEbrochure-2nd-ed8.pdf
3
2 ACE
2.1 The ACE mission
The Advanced Composition Explorer (ACE) is a NASA mission that was launched August
1997. The spacecraft is orbiting L1 where measurements are undisturbed by Earths
magnetosphere. The scienti¯c goals addressed by ACE are
1. The elemental and isotopic composition of matter
2. Origin of the elements and subsequent evolutionary processing
3. Formation of the solar corona and acceleration of the solar wind
4. Particle acceleration and transport in nature
Originally designed for at least two years, the duration of the mission has been extended
several times. At this time, the end of the mission will be determined by the amount of
propulsion which will last until about 2022. Thus, we have the unique opportunity to
cover more than two solar cycles with the same set of instruments. A detailed overview
of the mission is given in Stone et al. [1998a].
2.2 Instrumentation
The instruments on-board are
1. The Cosmic Ray Isotope Spectrometer (CRIS, Klarmann et al. [1995])
2. The Solar Isotope Spectrometer (SIS, Stone et al. [1998b])
3. The Ultra Low Energy Isotope Spectrometer (ULEIS, Mason et al. [1998])
4. The Solar Energetic Particle Ionic Charge Analyser (SEPICA, MÄobius et al. [1998])
5. The Solar Wind Mass Spectrometer (SWIMS, Gloeckler et al. [1998])
6. The Solar Wind Ion Composition Spectrometer (SWICS, Gloeckler et al. [1998])
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7. The Electron, Proton and Alpha Monitor (EPAM, Gold et al. [1998])
8. The Solar Wind Electron Proton Alpha Monitor (SWEPAM, McComas et al. [1998])
9. The Magnetometer (MAG, Smith et al. [1998])
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The Solar Wind Ion Composition Spectrometer (SWICS) is a linear time-of-°ight mass
spectrometer with electrostatic de°ection. The model that is mounted on ACE is the
slightly modi¯ed °ight spare of the Ulysses SWICS instrument that was launched in
1990. As the name implies SWICS was designed to measure the composition of the solar
wind. It can measure mass, charge, and energy of ions. In principle all ion species from
H through Fe with typical charge states are covered. The energies range from < 1keV up
to about 1MeV depending on the individual ions. In section 3.1, a brief overview of the
principle of operation is given. A detailed description of the instrument can be found in
Gloeckler et al. [1998]. State-of-the-art data analysis is described in section 3.3. Finally
the path from instrumental count rates to physical values is outlined in section 3.4.
3.1 Principle of operation
SWICS measures the mass, mion, charge, qion, and energy, ²ion, of entering ions using
a combination of electrostatic de°ection, a linear Time of Flight (ToF), and an energy
measurement. The schematic trajectories of particles through the instrument and the
measurements are shown in ¯gure 3.1. After the particle has passed the collimator it
enters the electrostatic analyser. It can only pass if its initial kinetic energy per charge
equals the selected E=q value. The analyser is stepped through 60 logarithmical steps
from ¼ 100kV down to ¼ 0:5kV every 12 minutes. Afterwards the ion is accelerated by
a potential drop of ¼ ¡24kV. Then it penetrates through a thin ¼ 11nm carbon foil,
where secondary electrons are emitted. The electrons trigger the start signal of the ToF
measurement. Behind the foil, the particle drifts more or less force free, and ¯nally hits
a Solid State Detector (SSD). Again secondary electrons are emitted, this time triggering
the stop signal of the ToF measurement. The SSD measures the total energy. Thus, for
each particle we have three measurements,
1. Energy per Charge
6
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Figure 3.1: Schematic view of SWICS.
E
q
2 [100:; ::; 0:5] kV (3.1)
2. Time of Flight given by
¿ =
dp
2 (Va + E=q) qion=mion
(3.2)
3. Total Energy given by
² = qion (Va + E=q) (3.3)
With the post acceleration voltage, Va, and the length of the time of °ight section, d, in
which the particle drifts force free, we can identify the ion species and derive its initial
kinetic energy ²ion.
1.
qion =
²
Va +
E
q
(3.4)
2.
mion =
2²¿ 2
d2
(3.5)
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3.
²ion =
E
q
qion (3.6)
Equation 3.6 can be understood as a ¯lter for the particles initial velocity, given by
v0ion =
s
2
E
q
qion
mion
: (3.7)
So, as the de°ection voltage is stepped through we would obtain the velocity distribution
of the measured ions. From these distributions, physical values like absolute density and
°ux, temperature, solar wind speed and suprathermal °ux can be derived.
3.2 Instrumental Response Functions / E±ciency Model
For any kind of data analysis it is essential to know how the instrument responds to
entering particles. Let us ¯rst consider the \ideal" instrument. The most detailed data
delivered by SWICS are the Pulse Height Analysis (PHA) data. For each de°ection step
we get a set of PHA words each consisting of an energy- and a ToF-channel (ECH ; tCH)
which are translated back to ² and ¿ via
² = ECH
610:78
255
; [keV] (3.8)
¿ = Tch
200
1023
; [ns] (3.9)
with some information loss due to discretisation. If we take equations 3.8,3.9 together
with 3.4 and 3.5 we get
ECH =
hqion
®
i
; with ® =
610:78
255
1
(Va + E=q)
(3.10)
and
TCH =
·r
mion
qion
¯
¸
; with ¯ =
1023
200
dp
2(Va + E=q)
; (3.11)
where [] denotes Gaussian brackets. This tells us that, for a given E=q-step, counts of
di®erent ion species (mion; qion) would sum up at di®erent places in the plane spanned by
energy and ToF (ECH ; TCH). To get the count rate for any one ion, one only has to sum
up the counts at the positions following from equations 3.10 and 3.11.
Unfortunately, life is not so simple. In the \real" instrument there are several e®ects that
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Figure 3.2: Example of long-term data of E=q-step 40. The magenta crosses mark the positions for
several ion species one would get from equations 3.10 and 3.11. The positions marked by
the light blue crosses shows what we get from our analysis. Count rates are colour-coded the
ISO-contour lines are logarithmically spaced (102; 3:3 ¢ 102; 6:6 ¢ 102; 103 : : : 106).
tend to move and blur the positions, an example is given in ¯gure 3.2. The most important
e®ects for this work are the uncertainty of the electrostatic analyser, the energy loss and
the scatter in the carbon foil and the pulse height defect of the Solid State Detector (SSD),
their in°uence is listed in table 3.1.
To determine the Instrumental Response Functions (IRFs) of ACE/SWICS we have anal-
ysed into long-term °ight data. We found that the Analogue Digital Converters (ADCs)
for ToF and energy have a non linearity, an example is given in ¯gure 3.3. To get rid of
this e®ect we decided to do a two to one binning in both energy and ToF. Channel zero,
containing the double coincidences1, was left unchanged. The calibration for the binned
data is
ECHb = ²
127:5
610:78
+ 0:25 (3.12)
1double coincidence means start and stop signal for ToF but no energy measurement has been triggered
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e®ect shift ToF pos shift E pos blur ToF pos blur E pos
¢E=q
E=q = §3% - - + +
Carbon foil + + + +
Pulse height defect - + - +
Table 3.1: As an example three quantities that in°uence the IRFs, together with the kind of their in°u-
ence, are listed
TCHb = ¿
511:5
200
+ 0:25 (3.13)
for the energy and ToF calibration. Figure 3.4 shows an example of the binned data.
Using a combination of a Levenberg Marquardt ¯t and an advanced E±ciency Model
(EM) that is used as a Forward Model (FM) and that has been developed by KÄoten
[2008], the IRFs have been determined, for the binned data. For the shape of the peaks
a two-dimensional asymmetric Gaussian has been used
G(¿; ²) = Ae
¡
(¿ ¡ ¿0)2
2(¾¿§)2
¡
(²¡ ²0)2
2(¾²§)2 : (3.14)
With the peak-position, (¿0; ²0), the four widths, ¾
¿
+; ¾
¿
¡; ¾
²
+; ¾
²
¡, and the peak height,
A, we have seven free parameters per ion. The indices +;¡ of the sigmas denote that
either is used depending on the sign of ¿ ¡ ¿0, and ²¡ ²0 respectively. Since most of the
distributions overlap with neighbouring ones, as many ions as possible have to be ¯tted
simultaneously. Fitting with such a big number of free parameters is extremely sensitive
to the goodness of the starting values. Iterative starting values for the peak positions
have been calculated using the EM, then the ¯tting was done. The results were used to
correct the parameters of the EM. In a ¯nal step the adjusted EM was used to calculate
the positions and a last ¯t to determine the widths was carried out. For several ions with
small total overlap the results were satisfying and showed slight asymmetries. On the one
hand, the asymmetries displayed no signi¯cant trend, on the other hand the mean widths
in ToF and energy were proportional to ¿0 and ²0 respectively, given by
¾¿ = max(¿0 ¢ :02; 1:5) (3.15)
¾² = max(²0 ¢ :10; 1:5): (3.16)
In order to treat every ion the same way, the asymmetric Gaussians were discarded and
symmetric Gaussians with ¾¿+ = ¾
¿
¡, and ¾
²
+ = ¾
²
¡ were used from now on. The widths for
10
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Figure 3.3: A cut through an unbinned long-term data E-T matrix along the ToF axis is shown. The
peaks belonging to di®erent ion species can easily be seen. But obviously there is a pattern
coming from a nonlinearity of the ADC. The pattern caused by the lowest bit is marked by
the small black arrows. It seems that there are patterns caused by higher bits. The dashed
light blue arrows indicate a possible pattern caused by the 5th bit (16 channels).
all ions were calculated using equations 3.15 and 3.16. Together with the positions from
the EM, we now have a tool to calculate the IRF for any one ion (including isotopes as
well) as shown in ¯gure 3.5. Because the positions for di®erent elements lie on hyperbolas
in the E-T plane (s. ¯gure 3.6), even the high E=q steps, which are of special interest
in the search for suprathermal particles, are covered. To check for instrumental drifts we
used this procedure for summed data of the years 2001, 2002, 2003, and 2004 and found
no signi¯cant di®erences. In addition, the in°uence of the aspect angle, which is the angle
between the spacecraft's spin axis and the line earth-sun has been analysed. Other than
with Ulysses/SWICS, where the aspect angle oscillates much stronger than is the case
with ACE/SWICS, no signi¯cant aspect angle dependency of the IRFs has been found.
If we compare our results with the predictions of a FM by Simon Hefti (s. Figure 3.7)
we ¯nd our model to be much more realistic. Especially the heavy elements seem to be
11
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Figure 3.4: The same cut as in the previous ¯gure is shown, but this time the data has been binned,
according to the black arrows. The pattern caused by the nonlinearity is gone.
strongly improved. The ToF position depends on the velocity, while for a certain velocity
the energy is proportional to the nuclear mass. The pulse height defect, ´SSD(E(m);m; q),
of the SSD depends on energy, nuclear mass and charge. Therefore, all ions of an element
must lie on a smooth curve, as is the case in both models. But in our model the sequences
do not intersect and their spacing depends on m and q. In the Hefti model, the sequences
show some strange and irregular behaviour. Between carbon and nitrogen there is a
large gap, while nitrogen and oxygen are hardly separated from each other. Silicon and
sulfur are separated by a large gap while the spacing between sulfur and iron is extremely
small compared to their di®erence in mass and charge. There is hardly any space for all
elements in between, compare the calcium sequence from our model. Finally, the strangest
behaviour is shown by magnesium, starting at high energies close to oxygen, intersecting
neon and silicon to lower energies.
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Figure 3.5: An example of long-term data for E=q-step 40 together with the peak position (light blue
crosses) and the ¾s (light blue arrows) of some IRFs is shown. Count rates are colour-coded
the ISO-contour lines are logarithmically spaced (102; 3:3 ¢ 102; 6:6 ¢ 102; 103 : : : 106).
3.3 Data Analysis
von Steiger et al. [2000] developed an analysis technique for Ulysses/SWICS. Because of
the strong similarities between the two instruments it is also used for ACE/SWICS by
the group of T. Zurbuchen in Michigan. In this section the main ideas of this technique
are described in some detail to point out the di®erences between it and our new improved
maximum-likelihood technique which is described in chapter 4.
3.3.1 Box-rates
Assuming that the IRFs are well known, we can put boxes around the peak positions in
the E-T matrices and sum up all counts that lie inside. If the IRFs were disjoint, data
analysis would be already done. Figure 3.8 shows long-term data of E=q step 7. Both
helium peaks are isolated so that a box-rate would be fully su±cient for data analysis. But
as demonstrated as an example for O6+ and N5+, for the majority of ions, the box-rates
cannot be taken as count rates without further processing.
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Figure 3.6: The ion positions from the FM by KÄoten [2008] are shown. For every ion, the positions of
all E=q steps are plotted. The elements lie on hyperbolas that are well separated from each
other.
3.3.2 Spill-rates
As shown in chapter 3.2 the IRFs in most cases have strong overlap with neighbouring
ions and the IRFs for the ith ion in the sth E=q step has the form of a two dimensional
Gaussian, given by
Gsi(¿; ²) =
1
2¼
p
¾¿si¾
²
si
e
¡
(¿ ¡ ¿ 0si)2
2(¾¿si)
2
¡
(²¡ ²0si)2
2(¾²si)
2
(3.17)
In this case, the box-rates ( ~B) are polluted by counts of surrounding ions. If the box
around ion i has the widths ¾¿si; ¾
²
si (see dotted magenta boxes in ¯g. 3.8), the spillover
of ion j to box i is
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Figure 3.7: The ion positions from the FM by Hefti are shown. As in Figure 3.6 all E=q steps are plotted.
The separation of the elemental sequences is not as clear as from the KÄoten model. E.g. the
Nitrogen sequence nearly falls on top of the Oxygen sequence, separated by a large gap from
the Carbon sequence.
Ssij =
¿si0 +¾
si
¿R
¿si0 ¡¾si¿
²si0 +¾
si
²R
²si0 ¡¾si²
Gsjd²d¿
=
1
4
erf
Ã
¿ si0 + ¾
si
¿ ¡ ¿ sj0p
2¾sj¿
;
¿ si0 ¡ ¾si¿ ¡ ¿ sj0p
2¾sj¿
!
erf
Ã
²si0 + ¾
si
² ¡ ²sj0p
2¾sj²
;
¿ si0 ¡ ¾si¿ ¡ ¿ sj0p
2¾sj¿
!
;
(3.18)
with
erf(x; y) = erf(x)¡ erf(y): (3.19)
The spillover can be written as a matrix S^, which is essentially
~B = S^ £ ~N (3.20)
where ~N is the vector of the true ion rates which we obtain by inverting S^
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Figure 3.8: Long-term data of E/q step 7 is plotted. Count rates are colour-coded. ISO-contour lines are
spaced as in Fig. 3.2, starting with 101.The positions of several ions are marked (light blue
crosses). 1 sigma boxes (dotted magenta lines) and 4 sigma boxes (dash dotted light blue
lines) of He2+,He1+,O6+ and N5+ are shown
~N = S^¡1 £ ~B: (3.21)
The inversion of S^ is done by Singular Value Decomposition (Press et al. [1992]). Unfor-
tunately ~N is not positive de¯nite. Negative counts are not a physical solution, so these
ions have to be removed from ~B and S^, and equation 3.21 has to be applied again until
~N is positive de¯nite.
3.3.3 Probabilistic Rates
To include the counts outside the boxes, the so called probabilistic rates are introduced.
With the spill-rates, N sispill, as a good guess, the IRFs according to equation 3.17 can be
used to calculate the actual ion distributions, Dsi(¿; ²),
Dsi(¿; ²) = N
si
spillGsi(¿; ²): (3.22)
With these distributions we can derive the probabilities
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Psi(¿; ²) =
Dsi(¿; ²)
nionP
j=1
Dsj(¿; ²)
(3.23)
that a given event belongs to ion species i. Finally a dice roll for each event decides to
which species it belongs resulting in the probabilistic rates ~N sprob. The advantage over the
spill-rates is that all counts are taken into account and in addition they incorporate the
shape of the IRFs properly.
3.4 Solar wind properties
From data analysis we know the count rates of each ion species i that have been measured
in E=q step s. But several assumptions and considerations are needed to transform these
rates into the physical values that describe the kinetic state of the solar wind plasma,
namely the distribution in phase space ½i(x; y; z; vx; vy; vz). In the following, the path
from count rates to physical quantities is outlined.
First we have to consider what SWICS actually measures. The basic assumption that
the distribution is constant and independent of position, for the time and spatial scale
of the measurement has to be made. Figure 3.9 demonstrates that the velocity phase
space is scanned along the vx-axis, while the de°ection voltage is stepped through. In the
planes of constant vsix the instrument integrates over vy and vz as illustrated in Figure
3.10. Thus, we ¯nd
Nsi / ½si(vsix ) (3.24)
with the 1D velocity phase space density given by
½si(v
si
x ) =
v+(vsix )ZZ
v¡(vsix )
½si(v
si
x ; vy; vz)dvydvz: (3.25)
The limits of the integration result from the solid angle of the collimator, it de¯nes a cone
in velocity space (s. Fig. 3.9). From ¯gure 3.10 we see that only a fraction of the above
integral is measured. This fraction is called duty cycle. At this point we have to make
an assumption about ½i(x; y; z; vx; vy; vz). By default a thermal distribution is assumed
and the duty cycle, D(®; ¯), can be calculated (s. ¯gures 3.9,3.10, and 3.11) . It depends
on the instrumental Aspect Angle ® and the Mach Angle ¯ of the distribution. Equation
3.24 becomes
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Figure 3.9: A 2D cut through a 3D thermal velocity distribution in velocity phase space is shown. Phase
space density is colour-coded, solar wind speed vsw = 600km1s¡1, and thermal velocity vth =
50km1s¡1. The Sun-Earth line de¯nes the X-axis. The Y-axis is chosen so that the spin
axis of the spacecraft lies in the X-Y plane (dashed black arrows). The Z-axis (not shown)
would complete the left handed triad. Spacecraft coordinates are rotated by the Aspect Angle
® = 10± (dashed grey arrows). The Mach Angle ¯ = arctan vthvsw = 4:8
±. The acceptance of
the electrostatic analyser for all Eq -steps in the plotted range is shown by vertical dashed grey
lines. Due to the geometry of the collimator, these lines would be segments of a circle (3D
: spherical segments), but in the range of the distribution they are approximated as vertical
lines (3D : planes). In Fig. 3.10 the Y-Z plane marked by the red vertical line is plotted to
demonstrate how the dutycyle is calculated.
Nsi / D(®; ¯)½si(vsix ): (3.26)
Furthermore, ions are only measured with the instrumental e±ciency ´si. And the uncer-
tainty of the electrostatic analyser ¢E=q = §3% corresponds to an integration over vx
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Figure 3.10: The Y-Z plane marked by the solid red line in Fig. 3.9 is shown. Phase space density is
colour-coded, vx = 596km1s¡1, and thermal velocity vth = 50km1s¡1. The intersection of
the X-axis is marked by the black cross in the centre of the distribution. The grey cross
marks the intersection of the spacecraft's rotation axis and thus the tracing point of the
collimator. The dashed black line shows the intersection of the Mach cone. To calculate the
duty cycle, the mean percentage of the distribution that is covered by the collimator has to
be calculated. Acceptance of the entrance system is indicated by the dashed area de¯ned
by the solid black lines. The rotation (dashed gray circle) of the collimator is indicated by
the dashed gray lines. Obviously the duty cycle depends on the opening angle of the Mach
Cone ¯ and the instrumental Aspect Angle ® (s. Fig. 3.11)
that can be approximated by a factor ¢vsi. So we get
Nsi / ´si¢vsiD(®; ¯)½si(vsix ): (3.27)
The last thing that has to be considered is the spatial volume of the measurement. It is
given by
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Figure 3.11: The duty cycle depending on the Aspect Angle is shown. Di®erent colours and line-styles
mark the corresponding Mach Angles.
Vsi = vsi¿g (3.28)
where ¿ is the time of the measurement, typically 12s for a single spacecraft revolution
and g = 0:0225cm2 the active area of SWICS also called geometry factor. Finally, we get
Nsi = vsi¿g´si¢vsiD(®; ¯)½si(v
si
x ); (3.29)
and
½si(v
si
x ) =
Nsi
vsi¿g´si¢vsiD(®; ¯)
(3.30)
respectively. At this point, it should be emphasised that D(®; ¯) is the only parameter
in equation 3.30 that is not de¯ned by instrumental properties and hence introduces the
greatest uncertainty to ½si(v
si
x ). This topic is further discussed in section 5.2.
Once the velocity distribution is known, its moments can be calculated. They have a
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physical meaning and are commonly used to describe the solar wind state. The absolute
density is given by the zero order moment
n =
1Z
¡1
½(vx)(vx)
0dvx: (3.31)
Solar wind speed, which is the velocity of the centre of mass, is the ratio of ¯rst and zero
order moment
vsw =
1R
¡1
½(vx)(vx)
1dvx
n
: (3.32)
Mean kinetic energy in the solar wind frame of reference is given by the second order
moment divided by the zero order moment and the mass m
¹E =
m
2
1R
¡1
½(vx)(vx ¡ vsw)2dvx
n
: (3.33)
In the case of a thermal distribution, as is assumed for the standard duty cycle calculation,
the velocity distribution is a one dimensional Maxwell-Boltzmann distribution, which has
the form
F (v) = n
sµ
m
2¼kBT
¶
e
¡
0@m(v ¡ vsw)2
2kBT
1A
: (3.34)
From this, we can derive the temperature, T ,
kBT
m
=
1R
¡1
f(v)(v ¡ vsw)2dv
n
: (3.35)
Taking equations 3.33 and 3.37 together, we get the relation between mean energy and
temperature
¹E =
kB
2
T: (3.36)
Equation 3.33 can be written as
T =
m
kb
1R
¡1
½(vx)(vx ¡ vsw)2dvx
n
: (3.37)
In general n,vsw, and T are used to describe the kinetic state of solar wind ions.
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In the previous chapter, the established analysis technique for SWICS data was described.
Since it has major disadvantages dealing with low statistics (s. section 4.1), we have
developed a new improved technique (s. section 4.2) that is statistically unbiased for
small count rates (s. section 4.3). Furthermore, the concept of probabilistic rates has
been improved (s. section 4.4). Our results are classi¯ed in the range of precursors (s.
section 4.5) and some data products are presented (s. section 4.6).
4.1 Disadvantages of the standard analysis technique
If we search for rare ions, the analysis technique described in section 3.3 produces unsat-
isfactory results. Equations 3.20, and 3.21 respectively, become meaningful only if the
rates are high enough that Gaussian-statistics can be assumed. This can be illustrated by
a simple example. Let us assume two neighbouring ions whose spillover matrix is given
by
S^ =
Ã
0:47 0:1
0:1 0:47
!
; (4.1)
and the box-rate vector is
~B =
Ã
2
0
!
: (4.2)
From equation 3.20 we get
2 = 0:47n1 + 0:1n2;
0 = 0:1n1 + 0:47n2:
(4.3)
Solving this set of equations gives
n1 = 4:46;
n2 = ¡0:95:
: (4.4)
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This result is unphysical. If we exclude the second ion and assume it to be not present,
we get
n1 = 4:26;
n2 = 0:00:
(4.5)
In other words the result will be unphysical or rare ions have to be excluded. Generally it
is essential that though S^ is positive de¯nite, S^¡1 doesn't have to be. Ions with negative
results have to be excluded and the method has to be applied until S^¡1 is also positive
de¯nite. This procedure introduces a statistical bias for small count rates.
Additionally, only counts that fall into the boxes are taken into account. It is obvious that
the widths of the boxes have to be chosen very carefully. If the widths are chosen too big,
too many ions contribute, if they are too small, only a small fraction of the total counts are
used. Normally the widths are set to ¾¿ ; ¾². This means that a fraction of ¼ 0:47 of the
distribution is expected to be in the corresponding box. The other way around, in more
than 50% of all cases a single count of an isolated ion won't be included in the correspond-
ing box-rate. Returning to our simple example above, one can say that it is not unlikely
that b2 = 0 if n2 = 1. Even if the probabilistic rates ¯nally include all counts, they are
of no use for ions that have been already found to be not present by the inversion method.
4.2 Improved Analysis technique
In the previous section, the need for an analysis technique that is statistically unbiased
when dealing with small count rates has been pointed out. The idea of our technique is to
determine the ion distributions in the E-T matrices directly using a maximum likelihood
¯t.
For the ¯tting, a standard Levenberg-Marquard algorithm Press et al. [1992] has been
modi¯ed to allow 2D ¯tting. As a ¯rst step, the ¯t has been used to determine the
Instrumental Response Functions as described in section 3.2. Due to the good statistics
in the long-term data, a standard Â2 Maximum Likelihood Estimator (MLE) was taken.
For typical time resolutions (12 minutes, 1 hour, 1 day), the situation is completely
di®erent. Figure 4.1 shows a typical E-T matrix of one hour data. Obviously, the count
rates at the majority of points (TCH ; ECH) are governed by Poissonian, not by Gaussian
statistics. Therefore, a MLE based on Poissonian statistics instead of a standard Â2
estimator has to be used (s. section 4.3). Since the IRFs are now known (s. section
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Figure 4.1: An example 1h data E-T matrix of E=q step 40, together with the position (light blue crosses)
of some ions is shown. ISO-contour lines are spaced as in Fig. 3.5, but starting at 100. The
count rates at most of the points are very low and thus governed by Poissonian and not by
Gaussian statistics.
3.2) and normalised to unity, the number of free parameters per ion is reduced to one.
This free parameter is the volume of the distribution function, or, in other words, the
count rate of the ion. However, one has to keep in mind that, due to the strong overlap
of the IRFs, the ions can't be ¯tted separately. Additionally, counts from ions that are
not included in the analysis will falsify the results. Thus, we have to ¯t as many ions as
possible, and if possible simultaneously.
Although the computing time scales at least with the square of the number of the free
parameters, we have chosen a list of about 80 ions for our standard analysis. Starting
values are calculated based on the 1¾ box-rates (s. section 3.3.1). In the case of empty
boxes, starting values are set to 0:15. This assures that rare ions can be properly adjusted
by the ¯t. The instrumental response functions are calculated out to 3¾, so that basically
all counts are taken into account.
It is in the nature of the ¯t that the sum of the results does not equal the total number of
counts. In order to make ¯tting not even more complicated, the total number of counts
is not taken as an additional constraint. Instead, the results are taken to calculate the
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Figure 4.2: One thousand sets of arti¯cial data with randomly chosen but ¯xed numbers of counts for
each ion species, that is by default in our analysis, have been generated and our analysis has
been applied. The four plots show the histograms of the results for several ion species. The
number of results (Y-axis) is plotted against the resulting probabilistic rates (X-axis). For
each ion species the number of generated counts, the mean result (Pm) and the mean error is
given. It can be seen that the histograms of two ions with almost similar number of counts
may strongly di®er from each other. The surrounding peaks have a considerable in°uence
on the results. The mean result in all cases is in very good agreement with the number of
generated counts. The mean error from our analysis represents the error of the mean result
from the histograms in varying quality.
probabilistic rates according to section 4.4. This serves, in addition to the standardisation
to the actual number of counts, as a stabilisation of the results in the cases where the
¯t got stuck or produces runaways. In spite of the great number of parameters, the
probabilistic rates are stable and reliable as demonstrated in Figure 4.2. Even the errors
we get from the ¯tting seem to be in overall good shape.
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4.3 Maximum Likelihood Fitting
The core of a maximum likelihood ¯t is the MLE. Generally spoken, it has to be a
computable quantity that depends on the model parameters, and provides a measure how
likely the measurements correspond to our model. The most common MLE is the Â2. If we
have N data points (xi; yi) with normally distributed errors around the \true" model with
the standard deviation, ¾i, and a model with M adjustable parameters, y(x; a1 ¢ ¢ ¢ aM),
the probability that a single measurement belongs to the model is given by
Pi(~a) =
1p
2¼¾i
e
¡
(yi ¡ y(xi;~a))2
2¾2i ¢y: (4.6)
Some ¯xed ¢y is needed if yi are continuous values. Taking all points into account we
get the probability
P (~a) =
NY
i=1
Pi~a (4.7)
that the measurements come from our model. Thus maximising P (~a) will give us the
most likely set of parameters. For computational reasons it is easier to minimise
¡ln(P (~a)) =
NX
i=1
(yi ¡ y(xi;~a))2
2¾2i
¡
NX
i=1
1p
2¼¾i
¡N ln(¢y); (4.8)
which is equivalent to maximising equation 4.7. Since ¾i; N;¢y are all constant, we have
to minimise
Â2 =
NX
i=1
(yi ¡ y(xi;~a))2
2¾2i
: (4.9)
As said above, the Â2 is commonly used for ¯tting purposes. But as showed above it is
based on the assumption of Gaussian statistics. In our case, Poissonian statistics have to
be used , thus, equation 4.6 becomes
P Pi (~a) =
y(xi;~a)
yi
yi!
e¡y(xi;~a)¢y (4.10)
and consequently, equation 4.8 will become
¡ln(PP (~a)) =
NX
i=1
[(y(xi;~a)¡ yiln(y(xi;~a))] +
NX
i=1
ln(yi!)¡N ln(¢y): (4.11)
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Again the last two terms are constant, so that we ¯nally get our MLE
EP (~a) =
NX
i=1
[(y(xi;~a)¡ yiln(y(xi;~a))] : (4.12)
In order to use a Levenberg-Marquardt algorithm to minimise EP (~a) we have checked if
it has a quadratic form around its minimum, which can be written as
EP (~a) ¼ ° ¡ ~d ¢ ~a+ 1
2
~a ¢ D^ ¢ ~a (4.13)
with, up to a constant factor, ~d equal to the gradient and D^ equal to the Hessian matrix
of EP (~a). The terms with the second derivatives in
dÂ2
daidaj
are dismissed as they are
small enough. The algorithm then switches between the inverse Hessian and the steepest
descend method applying a factor ¸, that is adjusted during the ¯t, to the diagonal
elements of D^ .
4.4 Advanced Probabilistic Rates
We have taken up the concept of the probabilistic rates (s. section 3.3.3) to determine our
¯nal count rates. Analogously, the distributions are calculated using the results of our
¯t. Equation 3.23 gives the probabilities Psi(¿; ²) for E=q step s at each position in the
E-T matrix Cs that a count belongs to ion species i. At this point we need to emphasise
that we have already all informations we can get. We simply have to distribute each bin
according to these probabilities
NPsi =
X
Tch
X
Ech
Psi(¿; ²) ¢ Cs(¿; ²) (4.14)
No additional dice roll is needed. On the contrary, any kind of dice roll introduces a
new moment of uncertainty. If the dice is rolled in¯nitely often and, which is always
important to remember if random numbers are used, the dice is ideal, the mean result
will equal the one we already had by knowing the probabilities. Therefore, a single dice
roll will falsify our results that are already the most likely ones under all assumptions
we have made. One has to keep in mind that we have to discard the idea that we can
clearly decide that a single count belongs to a certain ion species. Imagine a single count
that lies in the range of two neighbouring IRFs. Certainly the particle that was counted
either belonged to species one or to species two. But it is essential that under the given
conditions we can not decide the real nature of the particle. The best thing we can do, is
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Figure 4.3: Left panel : One thousand sets of arti¯cial data with a single count N7+ in E=q step 30
have been generated and analysed. A histogram of the probabilistic rates of all surrounding
ions and their mean result is shown. The results of N6+,O7+,Mg10+,Mg11+ and Mg12+ are
summarised (Res.).
Right panel : The positions of the surrounding ions together with their 1¾-boxes are shown.
to make a statistical estimate about the probability for the one or the other alternative.
To illustrate this fact, we have generated 1000 sets of arti¯cial data. Based on the IRF
of N7+, for each set a single count is generated and our analysis is applied to the virtual
data. The left panel of ¯gure 4.3 illustrates how this single count, which we know to be
N7+, is assigned by our method. It can be seen that the assignment in most cases, is not
unique. The right panel shows the position of the ions in the vicinity of N7+. C6+, N7+,
and O8+ are very poorly separated, thus it seems reasonable that their mean results lie
close together. It has to be mentioned that the poor separation of these three ions, due to
their equal ratio of m
q
and their similar masses, is an extreme case. Therefore, the above
can be taken as a worst case scenario for our analysis.
4.5 Comparison with others
Here, we compare our analysis method with the standard analysis method described in
section 3.3. To test the goodness of our maximum likelihood analysis technique and of
the re-determined instrumental response functions we have checked against results from
the \o±cial" axlv2 data processor from the University of Michigan (personal communica-
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Figure 4.4: The velocity distribution of He2+ probabilistic rates from an example of one hour data is
shown. The results from our maximum likelihood analysis technique are compared to the
analysis after v. Steiger. Both are in overall good agreement. While the discrepancy in the
core of the distribution is mainly due to our re-determined and improved IRFs, in the tail
additionally our improved technique is more capable of analysing low count statistics. Three
velocity ranges vlow < 450km1s¡1, 450km1s¡1 < vmed < 900km1s¡1, and 900km1s¡1 < vhigh
are separated by the vertical dotted black lines. The two upper plots show examples of
undisturbed slow (left, DoY 26.44), and fast (right, DoY 4.06) solar wind. The two lower
plots show examples of CIRs (left, DoY 15.52; right, DoY 29.77). All examples are from year
2007. The light blue arrows mark points where only our method has a non zero result.
tion). The axlv2 data processor uses the standard analysis technique describe in section
3.3. Departing from it, the probabilistic rates are calculated using a single dice-roll not
for each single count but for each position in the E-T matrices as a whole. From now
on we will refer to MLF for our maximum likelihood analysis method and to SVD for
the standard analysis. January in 2007 has been analysed in 1 hour resolution. Level
zero data in both cases have been translated into the E-T matrices by the axlv2 data
processor. For our analysis the matrices have additionally been binned as described in
section 3.2.
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Figure 4.5: The He2+ ratio of the probabilistic rates from the v. Steiger method NPSV D to the ones from
our maximum likelihood ¯t NPMLF is plotted against our rates. The red lines from left to right
show expected curves for the cases that 1,2,3, and 4 bins have not been properly assigned in
the NPSV D.
Due to its high abundance in the solar wind and its well isolated position, the results
of He2+ should look very similar. Thus, it is an good example to point out the di®er-
ences of the two methods. Figure 4.4 shows 4 sample one-hour spectra. The cores of the
distributions are in good agreement, while MLF count rates are slightly but systemati-
cally increased. Additionally, there are several cases in the °anks where MLF has counts
while SVD has none. They are marked by arrows. Mainly low count rates are a®ected,
but there are also examples up to some hundred counts. Figure 4.5 illustrates that the
above features are ubiquitous. The ratio of SVD to MLF results is plotted against MLF
results. Up to about one thousand counts there are two sequences with ratio ¼ 1, and
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Velocity N NMLF NSV D NALL S SMLF SSV D SALL SRES
all 15537 0.112 0.001 0.887 1449 0.568 0.000 0.413 0.019
low 5916 0.114 0.000 0.886 190 0.532 0.000 0.437 0.032
med 8400 0.078 0.002 0.920 776 0.545 0.000 0.436 0.019
high 1221 0.328 0.000 0.672 483 0.619 0.000 0.366 0.014
Table 4.1: He2+ detection e±ciency of the SVD- and the MLF-method are compared. First column is the
velocity range (all=whole range,low=vlow < 450kms¡1,med=450kms¡1 < vmed < 900kms¡1
and high=900kms¡1 < vhigh). N is the total number of points where any method has non
zero result. The Ni are the fractions of N where either only one (MLF,SVD) or both (ALL)
methods have non zero results. S is the number of points where any method has found exactly
one count. The Si are the corresponding fractions. Additionally SRES summarises the cases
where either method found a single count and the other found more.
ratio 0. In between the ratio is arranged along curves. These curves emerge from two
mechanisms. At ¯rst the dice-roll that is used to get the probabilistic rates can create
them. It produces discrete values, while our method produces continuous results. The
red lines show curves for the cases that 1,2,3, and 4 bins have been assigned to other ions.
The two sequences at 1 and 0 give the cases where all, and no bins have been assigned
to He2+ respectively. Secondly the same e®ect might be explained by di®erences in the
used instrumental response functions. Counts that lie in the range of the MLF function
don't have to be in the range of the SVD and vice versa. Thus, similar to the e®ect that
single bins are assigned to another ion by the dice-roll, they might contribute to only
one method. With this in mind we can interpret ¯gure 4.5. In principle both methods
are in good agreement. The shape of the distribution can be explained by the above
considerations. Now we try to interpret the fact that the ratio does not exceed 1 and
tends towards 0:95. To understand this, one has to consider the following facts. He2+ lies
mostly isolated and there is nearly no background in the data. Thus, all assigned counts
should actually be He2+. Additionally He2+ is shifted towards adjacent heavy ions in the
SVD IRFs, according to the MLF IRFs. Taking the above together it is very unlikely
that MLF results are increased due to pollution from neighbouring ions and that what we
see is really He2+. On the other hand it is very likely that SVD misses counts due to the
shifted IRFs or by wrong assignment via dice-roll. That is why it is reasonable to expect
ratios between 0 and 1. The higher the count rates get the more likely it is that the ratio
tends to a certain fraction. This comes from the fact that the two di®erent IRFs each
cover a certain fraction of the real instrumental response. For high count rates i.e., good
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Figure 4.6: The ratio of the probabilistic rates from the v. Steiger method NPSV D to the ones from our
maximum likelihood ¯t NPMLF is plotted against our rates. Fe
9+, Fe10+,Fe11+, and Fe12+
(from upper left to lower right) are shown. The red lines from left to right show expected
curves for the cases that 1,2,3, and 4 bins have not been properly assigned in the NPSV D.
statistics, the ratio of the results should converge towards the ratio of the coverages.
Lastly we have compared the detection e±ciencies. The total number of table 4.1 sum-
marises the results. The number of cases in which any method has a non zero result
is compared to the cases where either only one method or both produced non zero re-
sults. To put the focus on low count rates the same is done for the cases where a single
count has been found by either method. The quantities are given for the whole ensemble
vall and for three velocity ranges vlow < 450kms
¡1,450kms¡1 < vmed < 900kms¡1, and
900kms¡1 < vhigh respectively. It can be seen that our method under all conditions is
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Velocity N NMLF NSV D NALL S SMLF SSV D SALL SRES
Fe9+ all 6327 0.177 0.099 0.723 1999 0.378 0.042 0.237 0.343
Fe9+ low 3027 0.206 0.198 0.595 995 0.413 0.064 0.214 0.309
Fe9+ med 3297 0.150 0.009 0.841 1001 0.344 0.019 0.259 0.379
Fe9+ high 3 0.333 0.000 0.666 3 0.333 0.000 0.666 0.000
Fe10+ all 5802 0.242 0.050 0.707 2037 0.439 0.047 0.171 0.344
Fe10+ low 2612 0.281 0.087 0.632 965 0.494 0.046 0.147 0.313
Fe10+ med 3189 0.210 0.021 0.769 1071 0.388 0.048 0.192 0.372
Fe10+ high 1 1.000 0.000 0.000 1 1.000 0.000 0.000 0.000
Fe11+ all 4993 0.263 0.112 0.625 2273 0.420 0.098 0.161 0.321
Fe11+ low 2254 0.265 0.146 0.589 937 0.464 0.106 0.156 0.274
Fe11+ med 2738 0.261 0.083 0.656 1335 0.389 0.093 0.164 0.354
Fe11+ high 1 1.000 0.000 0.000 1 1.000 0.000 0.000 0.000
Fe12+ all 3687 0.456 0.042 0.502 1873 0.574 0.039 0.134 0.253
Fe12+ low 1477 0.432 0.020 0.548 679 0.605 0.009 0.144 0.242
Fe12+ med 2210 0.472 0.056 0.472 1194 0.557 0.056 0.128 0.259
Fe12+ high 0 0.000 0.000 0.000 0 0.000 0.000 0.000 0.000
Table 4.2: Fe detection e±ciency of the SVD- and the MLF-method are compared. Arrangement of the
columns is the same as in Table 4.1. In the ¯rst column additionally the ion name is given. In
contrast to Helium the single count values include all cases 0 < NP · 1 not only NP = 1.
more e±cient in detecting He2+. In the range of solar wind velocities where the count
rates tend to be high (vlow,vmed) the overall e±ciency of the SVD-method in respect to
the MLF-method is 0:887. That means that in about 10% of all cases the SVD-method
is not able to ¯nd He2+ while we do. At higher solar wind velocities (vhigh), where the
count rates tend to be very low, this e±ciency goes down to 0:672. For the special yet
important case of single count detection it even drops down to 0:413. It has to be men-
tioned that a loss of about 10% of the points doesn't translate into a 10% loss of counts.
If the IRFs are shifted towards each other then the points that get lost are in the slope
of the distribution, thus, the loss of counts must be lower than the loss of points, as can
be seen in ¯gure 4.5.
While He2+ has the lowest energies, Fe has the highest energies. Therefore, we have made
the same comparisons, as for He2+, for Fe. Figure 4.6 shows the ratios of the results for
Fe9+,Fe10+,Fe11+, and Fe12+. There are some di®erences to ¯gure 4.5. To understand
the distribution, some things have to be considered. Indeed Fe has the highest energies
of all observed ions, but in contrast to He2+ there is overlap with lighter ions and with
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Figure 4.7: The ratio of the probabilistic rates from the v. Steiger method NPSV D to the ones from our
maximum likelihood ¯t NPMLF is plotted against our rates. The red lines from left to right
show expected curves for the cases that 1,2,3, and 4 bins have not been properly assigned in
the NPSV D.
neighbouring Fe states of charge. Consequently our continuous probabilistic rates can get
smaller than one, while the SVD-rates are discrete. The sequences marked by the red lines
in contrast to ¯gure 4.5 are given by cases where 1,2,3, and 4 counts have been found by
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Figure 4.8: A comparison between the absolute He2+ densities from our analysis and from SWEPAM
is shown. The agreement between both varies and seems to be systematically worse in the
second half. The time frames in which SWEPAM has more or less large gaps in the data, are
fully covered by our SWICS data.
the SVD-method. Due to the logarithmic scaling of the X-axis the points for NPMLF = 0
are plotted at NPMLF = 0:1. Again the SVD positions are shifted but in the opposite
direction. They lie closer to lighter ions, namely calcium that is not even included in
the SVD-analysis. We don't expect to see ions beyond Fe, and expect Ca to have lesser
abundance than Fe. Thus, as for He2+, the ratio should tend to a given fraction, that is
determined by the coverages of the IRFs. This trend is observed for all shown Fe charge-
states and, as before, this fraction is smaller than one. Hence, we conclude that our IRFs
for Fe are again in better agreement with the real instrumental response. The sequence
along the Y-axis and the points with ratios greater than one are very likely polluted by
calcium that has been miss-assigned by the SVD-method. If we compare the detection
e±ciencies (s. table 4.2), the picture is also not clear as for He2+. Under all conditions,
signi¯cant fractions are detected by either method. We can state that NMLF is always
greater than NSV D and that NALL decreases with higher charge-states. The fact that
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NALL is signi¯cantly decreased compared to He
2+ while NMLF and NSV D are increased,
together with the conclusion that our IRFs are in better agreement with the instrument,
supports the thesis that the SVD-rates are polluted by other ions, most likely calcium.
The values for single counts also con¯rm this theory.
In section 3.2 we have pointed out that all ions have been treated consistently for the cal-
culation of the IRFs. If we argue that our IRFs are better for He2+ and the Fe sequence,
it is very likely that they are also better for ions in between. It has also been stated that
some ions in the SVD-model show strange behaviour. Because contamination by other
ion species will be strong for intermediate ions the distributions can't be interpreted as
easily as for He2+ and Fe.
Finally we have compared the results of C6+, N7+ and O8+. This triad is to some extent
separated from other ions, while the di±culty in separating them from each other has
already been discussed in section 4.4. Figure 4.7 shows the ratio of the two methods. The
SVD-method ¯nds more C6+ while N7+ is depleted. For O8+ it seem that the results are
hardly correlated. If we again compare the positions, we ¯nd that C6+SV D is slightly shifted
towards N7+MLF , while N
7+
SV D and O
8+
SV D both lie closely together due to a shift of O
8+
SV D
towards N7+MLF . Thus it seems reasonable that C
6+
SV D is increased due to contamination
by N7+ while N7+SV D is depleted. It seems that O
8
SV D strongly confuses O
8+ and N7+.
Summarising all comparisons between the SVD- and the MLF-method we state that our
instrumental response functions seem to be in much better agreement with the actual
instrumental response. Overall, our MLF-method seems to be signi¯cantly better in low
count rate situations.
As a last check we compare the He2+ densities that are derived from our probabilistic rates
(s. 3.4) with results from SWEPAM. Figure 4.8 shows the results from both instruments
for the ¯rst 60 days of year 2007. In the ¯rst 30 days they agree very well. Two large
gaps in the SWEPAM data are covered by our results. From day 30 up to day 60 our
densities are systematically decreased. Nevertheless, larger gaps in the SWEPAM data
are covered. Both time frames cover all kind of solar wind as well as CIRs, thus, we can
hardly think of any mechanism that could falsify our results to the observed deviations
in the second and not in the ¯rst timeframe.
4.6 Data Products
In section 3.4 the path from count rate spectra to physical values is described. We have
used our maximum likelihood analysis technique described in this chapter to calculate
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Figure 4.9: An example of one hour data products for the ¯rst 60 days of year 2007 are shown. The
three panels from bottom show solar wind speed, absolute density, and temperature of He2+,
O6+, Ca9+ and Fe10+. The upper two panels show the ratio O7+/O6+, and the mean iron
charge-state respectively
solar wind parameters for a great variety of ions. So far, results in one hour resolution
from year 2001 up to 2007 are available. In ¯gure 4.9 some sample data products are
shown.
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It is common to characterise solar wind ions by their features bulk speed, density and
temperature. They can be derived from the VDFs (s. section 3.4). With the usage of
these quantities the assumption of a thermalised VDF is implicit. It is shaped by coulomb
collisions and it can be described by a Maxwell-Boltzmann distribution. Observations
have shown that the 3D VDFs of protons and alpha particles are to some extent highly
non-thermal Marsch et al. [1982b], which is especially distinct in the fast solar wind.
Figure 5.1 shows two examples of 1D VDFs of He2+ measured by SWICS. For comparison
¯tted one dimensional thermal distributions are shown. Both distributions clearly deviate
from the ¯ts. Because the ¯t is largely determined by the core the core is well represented
by the ¯ts. However, the °anks are not well reproduced. Close to the centre on either side
a tail arises. Up to higher velocities these tails suddenly °atten at a certain point. The
actual shape varies strongly in time, but these features are ubiquitous in the observations.
The °at tails that extend the solar wind to higher energies are called suprathermal tails.
Their study is of great interest because of the underlying acceleration processes. This
topic is brie°y addressed in section 7.1. However, the focus of this work is on the velocity
distributions of heavy ions in the solar wind. To explain the features of the observed
velocity distributions we have set up a model for the VDFs (s. section 5.1) and a virtual
detector (s. section 5.2) to address two main questions:
1. What is our best knowledge of solar wind VDFs?
2. Which part of the velocity distributions does SWICS measure?
5.1 3D Velocity Distribution Functions
The velocity phase space has three dimensions. In section 3.4 we have outlined that
SWICS measures one dimensional cuts through this space, integrating over the other two
dimensions. In the case of a symmetric distribution, a lot of simpli¯cations can be made
and we are able to calculate the 3D distribution from the 1D measurements. But are the
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Figure 5.1: Two examples of VDFs of He2+ in 12 minutes resolution are plotted. Fast solar wind data
(red) is from Day of Year (DoY) 5.6, slow solar wind (blue) from DoY 8.48. The solid red
and the dashed blue lines are corresponding ¯tted thermal distributions. On the X-axis is
the velocity in respect to the centre of mass. The Y-axis gives the ratio of the phase space
density ½PS and maximum of the ¯t ½PS;FIT (V0)
distributions really fully symmetric? The answer is no.
From Helios observations, we know what the 3D VDFs of protons and to some extent of
helium look like. In Figures 5.2 and 5.3 examples from Marsch et al. [1982a, b] of these
observations are shown. Some general features are :
1. Double peak structure - Core and Beam that are aligned with the magnetic ¯eld
2. Temperature anisotropy in respect to the magnetic ¯eld T?
Tk
6= 1, where Tk and T?
equals the temperature parallel and perpendicular to the magnetic ¯eld.
3. Di®erential streaming - vHe2+ > vH1+
The formation of these features is still a topic of discussion. The most promising candidate
to explain this features is wave particle interaction. Heuer and Marsch [2007] found that
cyclotron resonant absorption of Alfv¶en waves leading to di®usion plateaus in velocity
phase space could explain the heating of proton cores. In Figure 5.4, which is taken
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Figure 5.2: Proton velocity distributions measured by Helios 2 for di®erent radial distances and velocities
are shown. The cuts through the three-dimensional distributions are provided in a plane
de¯ned by the bulk velocity vector (VX-axis) and the magnetic ¯eld vector (dashed line).
Contour lines correspond to fractions 0.8,0.6,0.4,0.2 of the maximum phase space density
(continuous lines) and logarithmically spaced to fractions 0.1,0.032,0.01,0.0032,0.001 (dashed
lines),respectively. The origin of velocity space is de¯ned by the velocity of the maximum
phase space density and scales are given in km1s¡1. From Marsch et al. [1982b]
from Heuer and Marsch [2007], observed distributions are compared to derived di®usion
plateaus. Although their calculations reproduce the observations well, they state that
a drifting bi-Maxwellians can also reproduce the observations including the beam up to
the same degree. Araneda et al. [2008] simulated the e®ect of parametrically unstable
Alfv¶en-cyclotron waves on the VDFs. Figure 5.5, which is taken from Araneda et al.
[2008], displays the temporal evolution of a VDF under the in°uence of these waves. The
formation of a beam and reshaping of the core, retaining an initial temperature anisotropy
can be seen. The drift velocity between beam and core is about the Alfv¶en-speed, in close
agreement with observations.
Concluding the above-mentioned, we have modelled VDFs as drifting 3D bi-Maxwellians.
Core and beam have the same temperature anisotropy T?
Tk
6= 1. Drift velocity between
both is vdrift. The position of the core is taken as ~vcore. In magnetic ¯eld coordinates
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Figure 5.3: Helium velocity distributions at roughly the same radial distance and velocity are shown.
Arrangement of the plots as in ¯g. 5.2. From Marsch et al. [1982a].
(X-axis is de¯ned by the magnetic ¯eld vector) the phase space density is given by
½(vx; vy; vz) =
X
j2fcore;beamg
Aj
Y
i2fx;y;zg
g(vi)j (5.1)
with
g(vi)j = e
(vi¡vicore )
2
2vth2
i (5.2)
for all but the X-component of the beam, which is given by
g(vx)beam = e
(vx¡(vxcore+vdrift))2
2vth2
i : (5.3)
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Figure 5.4: Contours of the gyrotropic part of two proton VDF are shown: (left) VDF of 14 April 1976 and
(right) VDF of 16 March 1976. Theoretically predicted di®usion plateaus are superimposed
which have the same v? intercepts at the center of the core. The contours correspond to
fractions 0.9, 0.7, 0.5, 0.3, 0.1, 0.03, 0.01, and 0.003 of the maximum of each distribution
function. From Heuer and Marsch [2007].
Aj scales the intensity of core and beam, respectively. The thermal velocity vthi is given
by the Temperature Ti and the mass of the ion mion by
vthi =
r
kbTi
mion
: (5.4)
From equation 5.1 follows that the velocity vectors (¯rst moment of the distribution) of
two di®erent ions may show di®erential streaming that is aligned with the magnetic ¯eld,
e.g. if they have the same vcore but di®erent ratios
Abeam
Acore
.
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Figure 5.5: Contour plots of the proton VDF in the (vx; vz) plane for the dispersive-wave case at four
instants of time. The color coding of the contour lines corresponds, respectively, to 75 (dark
red), 50 (red), 10 (yellow) percent of the maximum, with a ¯nal beam density of about 7%.
From Araneda et al. [2008].
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5.2 Virtual Detector
The shape of observed VDFs depends on the design of SWICS and on the shape of the
real 3D velocity distributions. In 3.4 the standard assumption of a thermal distribution
and its consequences for data analysis has been outlined. This assumption does not
hold true, as has been pointed out in the previous section. Originally some information
about the entrance direction of incoming ions was to be included in the PHA data. One
revolution was divided into eight sectors so that together with the identi¯cation of the
SSD, that was triggered for the energy measurement, the direction of arrival would have
been known, at least in a coarse grid. Unfortunately, for reasons unknown to us, both
pieces of information are incorrect in the Level zero data. Therefore, we are given no
information about the distribution from the data itself.
Hence, we have taken distributions as given by equation 5.1 and analysed them with a
virtual detector. In section 3.4 we described how the instrumental count rates translate
into phase space density. Thus, we built the virtual detector based on equation 3.29,
and replaced the standard duty-cycle by a new one that takes the shape of the model
VDF into account. Figure 5.6 demonstrates how the virtual detector scans velocity phase
space. In contrast to the situation that is shown in ¯gure 3.9, we have to deal with
three coordinate systems. The main frame of reference for the phase space is marked
by the grey arrows. It is given by Geocentric Solar Ecliptic (GSE) coordinates, with
inverted X-axis pointing from Sun to Earth. We will refer to it as Solar centric Earth
Ecliptic (SEE) coordinates. The second system are Space Craft (SC) coordinates marked
by the black arrows. The magenta arrows mark the third system, given by Magnetic
Field (MF) coordinates. According to SEE coordinates, SC and MF coordinates can
be rotated independent of each other in the Ecliptic plane and additionally out of the
Ecliptic. For reasons of presentability only the rotation in the ecliptic is shown in ¯gure
5.6. Because of the alignment of the beam with the magnetic ¯eld the distribution reaches
further away from the X-axis. Therefore, the approximation that planes of constant vx
are scanned has been discarded and the actual distribution along spherical segments is
used for calculations. These segments are indicated in ¯gure 5.6 by the grey segments of
a circle with r = v (E=q). The projection of the red segment onto the Y-Z plane is shown
in ¯gure 5.7. As in ¯gure 3.10 the scan performed by the rotating collimator is indicated.
It is obvious that the duty-cycle in contrast to the standard duty-cycle (s. 3.4) is no
longer uniquely de¯ned by the Aspect- and the Mach-Angle. Additionally we have taken
into account the new detector e±ciencies from KÄoten [2008]. The e±ciencies used in this
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Figure 5.6: A 2D cut through the 3D velocity phase space of a velocity distribution with vcore =
600km1s¡1, vdrift = 80km1s¡1, vthk = 25km
1s¡1, vth? = 50km1s¡1, and ABeam=ACore =
0:5 is shown. Relative intensities are colour coded. The centre of mass of the distribution is
identi¯ed by the light blue cross. The arrows mark the orientation of X- and Y-axis of di®er-
ent coordinate systems (black=SEE,grey=SC,magenta=MF). ® = 5± is the angle between SC
and SEE coordinates. ¯ = 45± is the angle between MF and SEE coordinates. The dashed
grey segments of a circle show the acceptance of the collimator of SWICS. A cut along the
spherical segment indicated by the solid red line is shown in ¯gure 5.7.
work do not only depend on ion species and energy but also on the angle of incidence.
We get for the duty-cycle
Dadv(m; q;E=q; ®EP ; ®?EP ; ¯EP ; ¯?EP ; vsw; valf ; vth?; vthk; ACore; ABeam): (5.5)
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Figure 5.7: A 2D Y-Z projection of the spherical segment that is indicated by the red line in ¯gure 5.6
is shown. The parameters of the velocity distribution as the colour code are the same as in
¯gure 5.6. The ¯lled black box marks the acceptance of the collimator. The rotation of the
spacecraft is indicated by the grey circle and boxes. The black and grey crosses mark the
intersection of the X-axis of SEE and SC coordinates.
The parameters are :
1. m; q : De¯nes the ion species
2. E=q : The de°ection voltage. Together with m=q the velocity that de¯nes the
spherical segment and the e±ciencies are de¯ned.
3. ®EP ,®?EP : Two angles that give the orientation of the spacecraft spin-axis in, and
out of the Ecliptic respectively. Together with v(E=q;m=q) they de¯ne the tracing
point of the collimator and are needed for coordinate transformation.
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4. ¯EP ,¯?EP : Two angles that give the orientation of the magnetic ¯eld vector in, and
out of the Ecliptic respectively. They de¯ne the axis of symmetry of the velocity
distribution and are needed for coordinate transformation.
5. vCore : The velocity that de¯nes the position of the origin of MF coordinates in SEE
coordinates. It also de¯nes the position of the centre of the core of the VDF
6. vBeam : The drift velocity of the Beam in respect to the Bulk in MF coordinates.
7. vth?,vthk : The two velocities that de¯ne the thermal widths of the distribution
parallel, and perpendicular to the magnetic ¯eld in MF coordinates.
8. ACore,ABeam : The values that scale the intensity of the Core, and the Beam respec-
tively.
For purposes of clarity, we will denote the VDF speci¯c parameters vCore,vBeam,vth?,vthk,
ACore, and ABeam as ~p. ®EP ,®?EP and , ¯EP ,¯?EP , are summarised as ~®, and as ~¯
respectively. As before, the ion speci¯c parameters and the de°ection step are denoted
by the indices i and s, respectively. Thus we get from equation 3.29,
Nsi
³
~®; ~¯; ~p
´
= vsi¿g¢vsiDadv;si
³
~®; ½si(~¯; ~p)
´ Z
j~vj=vsi
½si(~v; ~¯; ~p)d~v: (5.6)
Using the above equation, we are able to calculate virtual spectra. Figures 5.8 and 5.9
illustrate the in°uence of ~¯ on the virtual spectra, while ~® and ~p are held constant. The
thermal anisotropy is T?=Tk = 2, the ratio ACore=ABeam = 2, and ®EP = 5±. The VDF
in the Ecliptic Plane is shown together with the virtual spectrum. The spectra are 1D
projections of the 3D VDFs. One can see that the shape of the spectra strongly depends
on ¯EP . A comparison of the cases ¯EP = 30
± and ¯EP = ¡30± makes clear the in°uence
of ®EP . In the ¯rst case the beam is even more pronounced than the core. In the second
case the beam is mostly hidden by the slope of the core. This can be understood by the
fact that in the ¯rst case, the rotation axis lies close to the centre of the beam and thus
the collimator covers a great fraction of the distribution all the time. In contrast, in the
second case, the centre of the beam lies far away from the rotation axis, so that the mean
coverage of the distribution is much smaller. From a comparison of the cases ¯EP = 0
±
and ¯EP = 180
± it can be clearly seen that the count rates are biased towards higher
velocities. One reason for this is the instrumental e±ciency that generally increases to-
wards higher velocities. Another reason is the acceptance of the collimator. It is given by
a ¯xed solid angle, thus, the covered area increases with v2. This bias causes the general
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trend that the centre of mass of the 1D VDFs is shifted towards higher vx related to the
3D VDFs.
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Figure 5.8: The in°uence of the orientation of the magnetic ¯eld on the shape of the virtual spectrum
is shown. The 2D cuts through velocity phase space are arranged as in ¯gure 5.6. The
same parameters for the VDF have been used. In the panels beneath the 2D plots, the
corresponding 1D virtual spectra are shown. The vertical light blue lines illustrate the shift
between the centres of mass of the 2D distribution and its 1D projection. From upper left to
lower right the angle between SEE and MF coordinates are 0±, 30±, 60±, and 90±.
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Figure 5.9: The arrangement of the plot is as in ¯gure 5.8. From upper left to lower right the angle
between SEE and MF coordinates are ¡30±, ¡60±, ¡90±, and 180±.
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In the previous chapter a model for the VDFs of solar wind ions and a virtual detector
has been presented. By applying the virtual detector to model VDFs, virtual spectra
can be derived. Here, we will investigate the signi¯cance of our model VDFs. From the
model some general consequences for the interpretation of observations arise, they are
outlined in section 6.1. A survey of the data that has been used for our studies is given
in 6.2. In section 6.3 it is shown that the virtual spectra can reproduce the observations.
Unfortunately the facts that the virtual spectra depend on many parameters and deserve
great computing time, complicate a general application in data analysis. However, even if
we are not able to determine the parameters of the model VDFs for longer time series of
individual sets of data, we can make some assumptions that allow a statistical approach
to interpret averaged features of observations. These features are a strong dependence of
the observed di®erential streaming, ¢v, on the magnetic ¯eld direction, ~¯, and if any a
weak dependence of the observed temperatures on ~¯. The strong dependence of ¢v on
~¯ that is also predicted by the model (s. section 6.1) is illustrated in section 6.4. The
assumptions we have made and the statistical studies are presented in section 6.5. Finally,
the question for the in°uence of wave-particle interaction is addressed in section 6.6.
Due to the strong dependency on the magnetic ¯eld direction it is obvious that the
application of the model is bound to time frames of constant ~¯. If ever this condition is
normally ful¯lled only for highest time resolutions.
6.1 Interpretation of Observations
We have seen in the previous chapter that if all other parameters of the model are held
¯xed the virtual spectra depend critically on ~¯, as is shown in Figures 5.8 and 5.9. Figure
6.1 shows an example for ¯EP = 0
± (left) and ¯EP = 90± (right) how the moments of
the virtual spectra depend on ~¯ and the ratio of the intensities ABeam=ACore. The upper
two panels show Ecliptic Plane cuts through the 3D distributions. In the upper panel
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Figure 6.1: The dependency of the di®erential streaming on the direction of the magnetic ¯eld is illustrated
(left ¯EP = 0±, right ¯EP = 90±). The plot is arranged as in ¯gure 5.8. The additional panel
in the middle shows a second velocity distribution with the same set of parameters except for
a dilute beam ABeam=ACore = 0:1, that is hardly visible (ABeam=ACore = 0:5 in the upper
panel). In the bottom panel the virtual spectra for the upper (red) and the middle (dashed
blue) distributions are shown. The centre of mass of the VDF with the pronounced beam is
marked by the light blue crosses. The green crosses mark the case of the dilute beam. The
arrows in the bottom panel indicate the thermal velocities of the virtual spectra.
ABeam=ACore = 0:5, in the central panel ABeam=ACore = 0:1. The thermal widths as well
as the positions of core and beam are held ¯xed. In the bottom panel, the corresponding
virtual spectra are plotted (red=upper, blue=central). The light blue (upper) and green
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Figure 6.2: The distribution of the di®erential streaming (left) and the temperature (right) depending on
the direction of the magnetic ¯eld is shown. For the calculation the same distributions as in
¯gure
(central) crosses mark the positions of the centre of masses of the 3D distributions, and
the virtual spectra respectively. The vertical lines mark the length of the corresponding
position vectors j~vcomj = vsw, they give us the absolute velocities in the frame of the vir-
tual spectra. The widths of the virtual spectra that are proportional to
p
T are indicated
by the coloured arrows in the bottom panel.
In the case ¯EP = 90
±, the widths of the 1D spectra are vthred = 48:9km1s¡1 and
vthblue = 49:0km
1s¡1, they nearly match vth? = 50:0km1s¡1 of the 3D model VDFs. The
speeds of the centre of masses are vred = 612:5km
1s¡1, and vblue = 609:9km1s¡1 nearly
equal each other while they are shifted towards the corresponding
¯¯
~vredcom
¯¯
= 600:6km1s¡1,
and
¯¯
~vbluecom
¯¯
= 600:0km1s¡1 respectively. This shift is due to instrumental properties as has
been discussed in section 5.2.
The results are di®erent in the case ¯EP = 0
±. The widths of the 1D spectra are
vthred = 46:0km
1s¡1 and vthblue = 35:3km1s¡1, they are in between vthk = 25:0km1s¡1
and vth? = 50:0km1s¡1 of the 3D model VDFs. The speeds of the centre of masses are
vred = 636:0km
1s¡1, and vblue = 614:0km1s¡1 again they are shifted towards the corre-
sponding
¯¯
~vredcom
¯¯
= 626:6km1s¡1, and
¯¯
~vbluecom
¯¯
= 607:3km1s¡1 respectively.
Though the actual parameters of the VDFs may vary strongly and thus also the moments
of the observations, the following conclusions drawn from the example above hold true in
general. For magnetic ¯eld directions that are approximately perpendicular to the Sun-
Earth line, SWICS measures T ¼ T? and vsw ¼ vcore with a certain shift caused by the
instrument. The in°uence of ABeam=ACore on T and vsw is very small. From the example
we get ¢vth = jvthred ¡ vthbluej = 0:1km1s¡1, and ¢vsw = jvred ¡ vbluej = 2:6km1s¡1
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Figure 6.3: A time series of the plasma parameters that have been used for our selection of quiet time
solar wind is shown. From bottom to top the speed, density, and temperature of H1+ and
He2+ and the magnetic ¯eld strength are shown. Selected time frames are highlighted blue.
respectively. If the magnetic ¯eld direction is approximately parallel to Sun-Earth line
we would get in the case that no beams are present, T ¼ Tk and vsw ¼ vcore. With
the presence of beams we would get a velocity together with a temperature that pro-
vide information about the intensity and the position of the beams. From the ex-
ample we get ¢vth = jvthred ¡ vthbluej = 10:7km1s¡1, and a di®erential streaming
¢vsw = jvred ¡ vbluej = 22:0km1s¡1 respectively. For the fainter beam the width is closer
to the initial vthk = 25:0km1s¡1. The di®erence in the beam intensities manifest itself as
a drift velocity which would be interpreted as di®erential streaming.
If the magnetic ¯eld direction lies between the two extreme values that have been dis-
cussed the di®erential streaming will get smaller with larger angles, while the width will
tend towards vth? = 2vthk. Figure 6.2 illustrates this behaviour.
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from - to from - to from - to
4.00 - 9.00 60.00 - 63.00 103.00 - 107.00
17.40 - 25.25 65.50 - 70.00 119.00 - 126.50
30.50 - 35.00 73.25 - 80.50 129.00 - 135.00
45.50 - 55.00 93.00 - 97.50 145.25 - 151.10
Table 6.1: Selected time frames of quiet time solar wind are listed (DoY).
6.2 Data
Solar activity minimum in 2007 makes it an ideal year to study the solar wind under quiet
time conditions. Due to the high computational e®ort DoY 1 to 152 of SWICS data have
been analysed in 12 minutes and 1 hour resolution using our maximum likelihood analy-
sis technique (s. chapter 4). Proton data is crucial to our studies, to calculate required
plasma parameters and to derive di®erential streaming and heating rates. Unfortunately
H1+ is not fully covered in SWICS PHA data and consequently not included in our SWICS
analysis. Hence, it has been taken from a combined SWEPAM/SWICS database from
the ACE Science Center1. The sometimes large gaps in the SWEPAM data have been
¯lled by SWICS auxiliary channel data. Additionally MAG data from the ACE Science
Center is used.
The only deviation from quiet time condition should come from Corotating Interaction
Regions (CIRs). The term Quiet Time Solar Wind (QTSW) refers to solar wind origi-
nating from the inactive sun, but there is no general de¯nition based on actual plasma
parameters. Thus it is not possible to select periods of QTSW automatically. Conse-
quently we have made a selection by eye, considering the speed, density and temperature
of H1+, and He2+, and the magnetic ¯eld strength. Periods showing abnormal signatures
like increased or strongly °uctuating magnetic ¯eld strength, or discontinuities indicated
by rapid changes in the parameters of H1+, and He2+ were rejected. Figure 6.3 shows
the considered parameters and the selected time frames from the ¯rst thirty days of year
2007. All selected periods are given in table 6.1.
1www.srl.caltech.edu/ACE/ASC/
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DoY ion vcore vdrift vth? vthk n ABeam=ACore ¯EP ¯EP? vAlf vcom
H1+ 670 300 43 27 1.1¢100 0.18 679
30.77 He2+ 670 300 40 20 6.4¢10¡2 0.70 0.68 1.42 71 684
O6+ 670 300 40 16 3.7¢10¡4 0.45 680
H1+ 595 75 40 25 1.5¢100 0.23 615
120.53 He2+ 610 60 45 26 9.3¢10¡2 0.72 0.09 0.1 58 642
O6+ 615 50 40 20 6.3¢10¡4 1.10 646
Table 6.2: The parameters used for the calculated spectra that are displayed in ¯gure 6.4 are shown.
Velocities are in km1s¡1, angles in rad. The density, n, is in cm¡3. vcom in the last column is
the resulting velocity of the centres of mass.
6.3 Comparison of Virtual and Measured Spectra
The virtual spectra we calculate from our model can be compared with observations. Fig-
ure 6.4 shows two examples for 12 minutes observations of H1+, He2+ and O6+ (red sym-
bols). Additionally virtual spectra for the cases of a VDF consisting of a bi-Maxwellian
core and beam (blue symbols), as described in the previous chapter, and a symmetric
thermalised VDF (magenta lines), as is used in standard data analysis are shown. The
parameters that have been used for the calculations are listed in table 6.2. We found them
in agreement with the range of observed parameters by Marsch et al. [1982b] and Marsch
et al. [1982a] . The H1+ observations are analysed via a box-rate method from double
coincidence PHA data. Because we don't have the needed H1+ e±ciencies for the virtual
detector, the e±ciencies of He2+ have been used for the calculations. Thus, the H1+ den-
sities are not realistic, but the shape of the distributions should be represented properly.
He2+ and O6+ have been analysed using the maximum likelihood analysis described in
chapter 4. It can be clearly seen that the new model VDFs reproduce the observations
to a higher degree than the standard VDFs. Especially the features in the centre of the
distributions are reproduced better. In the outer slopes both models tend to deviate from
the observations towards smaller values. This behaviour is very likely caused by the use
of Gaussians, we will shortly refer to this topic in section 7.1.
From the velocities of the centres of mass, vcom, we can see that di®erential streaming in
respect to H1+ occurs. For DoY 30.77 the magnetic ¯eld is nearly perpendicular to the
Sun-Earth line, and we see very small di®erential streaming. This is in agreement with the
predictions we have shown in section 6.1. Also in agreement with the predictions for the
case of magnetic ¯eld directions that are aligned with the Sun-Earth line the di®erential
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Figure 6.4: Velocity distributions of H1+, He2+, and O6+ from DoY 30.77 (upper panel) and 120.77
(lower panel) are shown. Big red symbols mark SWICS measurements. Big blue symbols
mark virtual spectra for the case of a core-beam bi-Maxwellian VDF. Magenta small symbols
and lines mark virtual spectra for the case of a standard Maxwellian VDF.
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streaming at DoY 120.77 is strong. From ¯gure 6.4 and table 6.2 we can see that the
di®erential streaming is composed of two contributions. One contribution is a small drift
velocity of the cores of He2+ and O6+ with respect to H1+. Another contribution is caused
by the projection of the beams as discussed in section 6.1. It has also to be mentioned
that the thermal velocities and the beam intensities in both cases are similar.
6.4 Observed Di®erential Streaming
Here, the dependency of the observed di®erential streaming, ¢v, with respect to H1+ on
the direction of the magnetic ¯eld is investigated. For the virtual spectra the two angles
¯EP and ¯EP? are needed, in real data we get them from the magnetic ¯eld data. They
are needed because of the in°uence of the spacecraft orientation that is given by ®EP and
®EP?. But if we make the assumption that we expect both directions to be stochastically
independent, we have only one angle ¯ left that is needed to describe orientation of the
magnetic ¯eld. It is the angle between the magnetic ¯eld vector and the X-axis of SEE
coordinates in the plane that is spanned by the vector and the axis. It is essential
¯ = arccos (cos ¯EP cos ¯EP?) : (6.1)
Figure 6.5 illustrates how the angles translate into ¯. Dealing with magnetic ¯eld data,
often only ¯EP is used to describe the direction according to the usage of the Parker
Angle that describes the expected angle in the Ecliptic Plane that dependents on solar
wind speed. The stepped curves in the upper panel of ¯gure 6.6 show the di®erential
streaming depending on ¯, and ¯EP respectively. At a ¯rst look the shape is similar and
it is hard to decide on which angle the streaming depends. To emphasise that ¯ is the
right angle to use we have compared the two cases where either angle is held ¯xed while
the other may vary. The lower panel illustrates what is meant by this. The lines in the
upper panel show the distributions for both cases. On the left ¯EP has been held constant
and it can be clearly seen that the shape depending on ¯ is preserved. In contrast on the
right side the lines do not follow the trend of the stepped curves. Thus we conclude that
using ¯EP the trend of ¢v is °attened due to mixing of di®erent values of ¯.
The dependence on ¯ sets stringent limits for the analysis. Within the time resolution
of the data ¯ must not vary too strong, as demonstrated in ¯gure 6.7. The results from
12 minutes and 1 hour data are compared. ¢¯ is the variation of ¯ within the time
resolution, it is set to ¢¯ = 0:2 rad for our analysis. It can be seen that in 1 hour time
resolution without ¯ltering the trend with ¯ is nearly gone while with ¯ltering the sample
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Figure 6.5: The measured magnetic ¯eld directions for the time frames given in table 6.1 are displayed.
The X- and Y-axis are the in- and out-Ecliptic angles ¯EP and ¯EP?. Lines of constant ¯,
the angle between Sun-Earth line and magnetic ¯eld direction, are indicated by dashed blue
lines.
gets very small so that there are not even results for all values of ¯. In 12 minute data
the trend also °attens if ¯ltering is abandoned. Therefore we have taken 12 minute data,
with the requirement that ¢¯ < 0:2 rad,. for our studies.
Finally ¯gure 6.8 shows the observed di®erential streaming of He2+ for di®erent solar wind
types. It can be seen that it is most pronounced in the fast solar wind. Therefore, we
have restricted our studies to the fast solar wind.
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Figure 6.6: In the upper panel the di®erential streaming ¢v between He2+ and H1+ dependent on ¯ and
¯EP is shown (stepped curves). In the lower panel the magnetic ¯eld directions of the data
sample are shown, the arrangement is the same as in ¯gure 6.5. The coloured lines in the
upper panel show the dependency of ¢v on ¯ (left) and ¯EP (right) if the other angle is held
¯xed. The corresponding data samples are indicated by the colour of the points in the lower
panel.
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Figure 6.7: The mean ratio di®erential streaming of He2+ to Alfv¶en speed is plotted versus the direction
of the magnetic ¯eld ¯. 12 minute and 1 hour data with and without a ¯lter for ¢¯ is shown.
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Figure 6.8: The dependency of observed di®erential streaming of He2+ for di®erent solar wind speeds is
shown. Red : 300km1s¡1 < vsw < 400km1s¡1. Green : 400km1s¡1 < vsw < 500km1s¡1.
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6.5 Statistical Analysis of Di®erential Streaming and Temperature
As pointed out in the previous sections, the observability of the features of the VDFs
depend strongly on ¯. If we want to compare the results from our virtual detector with
averaged results from observations some assumptions have to be made. Beside ¯, the
virtual spectra depend on several parameters that might also vary strongly in time. But
if we assume that they are stochastically independent of ¯, long-term averaged results from
observations should be comparable with simulations using mean values as parameters.
The data sample has been ordered by ¯ in 0:2 deg intervals. For each interval the mean
values of ¯, ~®, vH1+ , and vAlf have been determined. The mean values have been taken
as parameters for the calculation of the theoretical di®erential streaming and thermal
velocity. Where vcore has been set to the mean value of vH1+ . For vdrift a ¯xed fraction,
fdrift of the mean value of vAlf has been taken. Making the assumption that vth? and
vthk of the core and the beam and the ratio ABeam=ACore are stochastically independent
of ¯ they have been held ¯xed for all intervals.
Concluding we have four free parameters vthk, vth?, fdrift, and ABeam=ACore left to adjust
the calculated distributions to the observations. From our analysis we found the observed
distributions can be represented by the model calculations. Two examples for He2+ and
O6+ are shown in ¯gures 6.9 and 6.10. The used parameters for He2+ are vthk = 34km
1s¡1,
vth? = 45km
1s¡1, fdrift = 1:3, and ABeam=ACore = 1:0. For O6+ the used parameters are
vthk = 29km
1s¡1, vth? = 40km
1s¡1, fdrift = 1:2, and ABeam=ACore = 0:65. But we also
found that the choice of vthk, vth?, fdrift, and ABeam=ACore is not unique.
However, all results that have been presented in the sections 6.1-6.5 show that our model
is capable to explain the non-thermal features that are ubiquitous in the observations of
heavy ions in the solar wind.
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Figure 6.9: Upper panel : The observed di®erential streaming of He2+ together with model calculations
are shown.
Lower panel : The observed thermal velocities of He2+ together with model calculations are
shown.
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Figure 6.10: Upper panel : The observed di®erential streaming of O6+ together with model calculations
are shown.
Lower panel : The observed thermal velocities of O6+ together with model calculations are
shown.
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6.6 Wave particle interaction / Turbulent heating
In chapter 5 we mentioned that recent theories claim wave-particle interaction is the most
likely candidate to explain the kinetic properties of solar wind H1+ and He2+. The studies
described in the previous section strongly indicate that the VDFs of heavy ions show the
same features and, thus, are very likely shaped by the same mechanism(s). Therefore we
have looked for signatures of resonant wave-particle interaction in the observations. In
general wave-particle interaction is a wide ¯eld of studies and simulations are complicated,
see e.g. Heuer and Marsch [2007] and Araneda et al. [2008]. For this work we have set up
a simple model which simulates the in°uence of ion cyclotron resonance. In the following
we will brie°y describe the concept of resonant wave-particle interaction. Particles can
interact with waves if the resonance condition
!kk ¡ kkvk = n­c (6.2)
is ful¯lled Tsurutani and Lakhina [1997]. kk, and !kk are the wave vector, and the fre-
quency of the wave respectively. ­c is the gyro frequency of the particle. With the
particles charge q and mass m and the magnetic ¯eld strength B, it is given by
­c =
qB
m
: (6.3)
The natural number n on the right side of equation 6.2 tells us that resonance can occur
for multiples of the gyro frequency. The cases n = 0 and n = 1 are brie°y explained in
the following, for they are principally capable of generating di®erential streaming, and
heating perpendicular to the magnetic ¯eld.
The ¯rst case of n = 0 is called Landau resonance. Particles that are slightly below
the resonance frequency on average gain energy while particles that are slightly above the
resonance frequency on average loose energy. If there are more particles below than above
resonance, on average power is drained from the wave, thus, accelerating the centre of
mass. In the opposite case power is transferred from the particles to the wave, decelerating
the centre of mass. Equation 6.2 in this case is independent of ­c and thus is a possible
candidate for the formation of beams.
The case n = 1 is called ion cyclotron resonance. In the rest frame co-moving with gyro
centre of the particle it gyrates with the same frequency as the electric ¯eld vector of the
wave. In the ideal case the particle is accelerated until its gyro radius exceeds the spatial
scale of the wave. The gyro radius is given by
½c =
mv?
qB
: (6.4)
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Figure 6.11: The relative heating rates T=TH1+ of several ions are shown for fast (upper panel) and slow
(lower panel) solar wind. Red symbols mark measured rates. Theoretical rates are indicated
by blue symbols.
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The energy of a particle that drops out of resonance because its gyro radius has reached
the scale of the wave is given by
E =
m
2
v2?: (6.5)
Taking equations 6.4 and 6.5 together, we get
E =
B½!
2
q2
m
: (6.6)
Using the relation between frequency and wave vector
k =
!
vwave
(6.7)
with vwave = vAlf for Alf¶en waves and the velocity of the particle equal to the solar wind
speed vsw, equations 6.2 and 6.3 give us the resonance frequency for a given ion by
! =
qB
m
µ
1¡ vsw
vAlf
¶¡1
: (6.8)
Now we assume that wave power cascades down from low to high frequencies, and from
large to small spatial scales in the form
P (!) = P0!
¡° (6.9)
with the spectral index °. Furthermore we assume a spatial scale, ½(!),
½(!) = cscaleP (!); (6.10)
whit a scaling factor cscale. The energy of an ion that drops out of resonance with this
assumptions becomes
E = cP (!)
q2
m
(6.11)
where c is a scaling factor that is except for a factor B
2
cscale from equation 6.10. With
the number density n(q;m) the total amount of energy that is drained from the wave by
an ion species is
¢P = cP (!)
q2
m
n(q;m): (6.12)
If we consider equation 6.8 the total drain at a given ! can be written as
¢P (!) = cP (!)
X
ions q
m
(!)
q2
m
n(q;m): (6.13)
With the assumption that the wave power spectrum arises from a turbulent cascade,
which means that wave power is transferred from low to high frequencies via turbulence,
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we can ¯nally write equation 6.9 as
P (!) = P0!
¡° ¡
X
!0<!
¢P (!0): (6.14)
This means that wave power that has been drained from the cascade at a given frequency
is not available for higher frequencies. Taking equations 6.11 and 6.14 we can calculate
the energy that any ion has in the solar wind frame of reference. If we reconsider equa-
tion 3.37 on page 21 we can compare this energy as a mean energy with the observed
temperatures. We have used the results of our standard analysis (s. section 4.6) and
SWEPAM results for protons to calculate the heating rates T=TH1+ and compared them
with the observations. In ¯gure 6.11 the rates of the model and the observations for fast
and slow solar wind are plotted versus the ratio q=m. ° and c of the model have been
adjusted by eye. The main criteria for this adjustment have been the positions of He2+
and O6+, because their temperatures should be most reliable due to their high abundance.
In both cases a spectral index ° = 1:05 has been found. The parameter c that gives the
scale of the wave is cfast = 3:18,and cslow = 2:52 respectively. vsw, vAlf and B needed
for equation 6.8 have been chosen to the mean values of the observations, while P0 for
equation 6.14 has been chosen arbitrarily because we are only interested in ratios. Be-
cause of the energy drain by di®erent ion species it is of some importance that the most
abundant charge states are taken into account. We have made our selection based on
the mean charge states from Wang et al. [2008]. Though the model is based on many
simpli¯cations, the trend of the observed temperatures is well represented (s. ¯gure 6.11).
The relative positions of several ions in respect to each other are reproduced very well,
while some others deviate in parts strongly. We do not claim that the model represents
the actual situation to a high degree. But the fact that the trend and the relative posi-
tions are reproduced, strongly indicates that wave-particle interaction is responsible for
the observed temperatures in the fast but also in the slow solar wind. The smaller scaling
factor c for the slow wind indicates together with much lower absolute temperatures that
in the slow wind altogether less wave power is present, in agreement with results from
Belcher and Davis Jr. [1971]. The ubiquitous lower temperature ratios in the slow wind
might also be an indicator that the slower wind that has a longer travel time out to 1 AU
has already started to thermalise via Coulomb collisions while the fast wind has not yet.
However from our studies we can not decide whether the above stated is true or not but
the ¯ngerprints of wave-particle interaction heating the solar wind are clearly visible. We
have also looked for a dependency on the direction of the magnetic ¯eld ¯ (s. previous
section) but no signi¯cant trends have been found.
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By calculating the heating rates also the wave power spectrum including the energy drain
of the ions is derived. Figure 6.12 shows power spectra observed by Helios (upper panel)
and a power spectrum we get from our model (lower panel). The observations show that
at some point a spectral break occurs. Markovskii et al. [2008] found that the frequency
of the spectral break is correlated with the proton gyro frequency. From our model we
achieve a similar behaviour. From the point where He2+ is in resonance wave power
signi¯cantly decreases to become zero at the resonance of H1+. As mentioned before
the model is not realistic at all and we do not claim that the observed spectral break
is solely caused by an energy drain of the ions. But there is strong indication that the
e®ect of wave-particle interaction can't be neglected if dealing with solar wind turbulence.
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Figure 6.12: upper panel : Power density spectra of magnetic ¯eld °uctuations observed by He-
lios 2 between 0.3 and 1 AU within the trailing edge of the same corotating stream,
during the ¯rst mission to the Sun in 1976, are shown. The spectral break (blue
dot) shown by each spectrum, moves to lower and lower frequency as the heliocen-
tric distance increases. From http://solarphysics.livingreviews.org/Articles/lrsp-2005-4/
lower panel : Wave power spectrum calculated from our model. The general trend of the
observations is reproduced by the model. However, no direct comparison can be made.
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7 Summary and Conclusions
In this thesis the kinetic properties of heavy solar wind ions have been investigated us-
ing PHA data from SWICS/ACE. Because heavy ions in general are rare and existing
analysis techniques have disadvantages dealing with low count rates, a new maximum-
likelihood analysis technique has been developed. The instrumental response functions
that are essential for any kind of data analysis have been re-determined analysing long-
term data together with an advanced e±ciency model. The usage of long-term data also
assures that there are no instrumental drifts in time. The results of our technique have
been compared with the state-of-the-art analysis technique applied at the University of
Michigan and the maximum likelihood technique has been found to be better adapted to
low count situations. Additionally, there is strong evidence that the new re-determined
instrumental response functions are in better agreement with the true instrumental re-
sponse.
Up to now observations of heavy ions have been solely 1D. The interpretation of these 1D
spectra that are projections of the 3D distributions is a challenging task. To explain the
non-thermal features that are ubiquitous in the observations, a model for the 3D VDFs
of heavy ions has been developed which is based on 3D observations of protons and alpha
particles. The model consists of a core and a beam component that are separated by
a drift velocity aligned with the direction of the magnetic ¯eld. Both components are
represented by bi-Maxwellians that allow the simulation of expected anisotropies of the
temperatures perpendicular, and parallel to the magnetic ¯eld. Also di®erent intensities
of core and beam can be simulated. Additionally a virtual detector simulating SWICS
has been developed. The virtual detector has been built simulating many instrumental
speci¯c properties up to a very high degree, e.g. entrance angle dependent e±ciencies.
A lot of simpli¯cations that are normally done for the standard data analysis have been
abandoned and replaced by the best we know about the instrument. The instrumental
orientation in respect to the magnetic ¯eld and to Sun-Earth line is also taken into ac-
count. The 3D model VDFs were analysed with the virtual detector and the results were
compared with the observations.
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7.1 Outlook
For our studies we have selected periods of quiet time solar wind in the ¯rst half of 2007.
The data has been analysed in 12 minutes and 1 hour resolution using our maximum
likelihood analysis. Though all kinds of solar wind were present in our sample we re-
stricted our analysis to the fast solar wind, because the non thermal features are most
pronounced there. We found that the model is capable to reproduce the observed non
thermal features. The di®erential streaming of heavy ions in respect to protons depends
on the magnetic ¯eld direction, as is predicted by our model as a consequence of di®erent
beam intensities. We have shown that the observed trend °attens if the direction of the
magnetic ¯eld varies too strongly within the time resolution of the data. Thus it is a re-
quirement for a reasonable analysis of the kinetic properties to use data from time frames
of more or less constant magnetic ¯eld direction. For SWICS this is normally only the
case for 12 minute data.
Finally, we used a simple model for turbulent heating via ion cyclotron resonant wave-
particle interaction to derive ion temperatures. The trend of the calculated temperatures
is in good agreement with the observation of slow and fast solar wind. The obtained
spectral index of the wave power spectrum is in good agreement with observations. Also
the observed spectral break that is correlated with the gyro frequency of protons is repro-
duced by the model. Despite the simple character of the model the obtained results are
in good agreement with observations of wave power spectra and ion heating rates. Thus,
the results strongly indicate that wave-particle interaction is responsible for the heating
of the ions in both solar wind regimes.
7.1 Outlook
Due to the high computing times of our maximum-likelihood analysis the data sample
used for our studies has been small. The restriction to times of small variations in the
magnetic ¯eld direction additionally reduced the sample. Therefore further studies based
on a larger empirical basis have to be done. Though, the cores of the observed 1D spectra
can be reproduced to a high degree the outer °anks are still poorly reproduced. Because
wave-particle interaction tends to produce kappa distributions Collier [1993], we will try
to replace the bi-Maxwellians of our model by corresponding kappa distributions. Due to
their smooth slopes they might be able to reproduce the slopes of the distributions to a
higher degree.
The maximum-likelihood analysis presented in this thesis in principal can be applied to
other instruments. It is planned to apply the method to data from STEREO/PLASTIC.
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7 Summary and Conclusions
PLASTIC provides the opportunity to obtain 3D spectra of heavy ions.
As we have stated the model we have used for our studies of wave-particle interaction
is very simple. Crucial mechanisms like pitch angle scattering have been neglected. We
will continue our studies and set up a more sophisticated model, that might bring further
insights.
Finally, we will investigate suprathermal particles. The advantage of the presented
maximum-likelihood analysis dealing with low count rates has been pointed out. Ad-
ditionally the virtual spectra can be used to determine the onset of the suprathermal
tails.
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List of Acronyms
ACE Advanced Composition Explorer
ADC Analog Digital Converter
CRIS Cosmic Ray Isotope Spectrometer
DoY Day of Year
EM E±ciency Model
EPAM Electron, Proton and Alpha Monitor
FM Forward Model
IRF Instrumental Response Function
MAG Magnetometer
MF Magnetic Field coordinates
MLE Maximum Likelihood Estimator
MLF Maximum Likelihood Fitting
PHA Pulse Height Analysis
SC Space Craft coordinates
SEE Solar Centric Earth Ecliptic coordinates
SEPICA Solar Energetic Particle Ionic Charge Analyser
SIS Solar Isotope Spectrometer
SSD Solid State Detector
STEREO Solar TErrestial RElations Observatory
SVD Singular Value Decomposition
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SWEPAM Solar Wind Electron Proton Alpha Monitor
SWICS Solar Wind Ion Composition Spectrometer
SWIMS Solar Wind Ion Mass Spectrometer
ToF Time of Flight
ULEIS Ultra Low Energy Isotope Spectrometer
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