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Abstract. Intrinsic alignments (IA), correlations between the intrinsic shapes and orienta-
tions of galaxies on the sky, are both a significant systematic in weak lensing and a probe of
the effect of large-scale structure on galactic structure and angular momentum. In the era of
precision cosmology, it is thus especially important to model IA with high accuracy. Efforts
to use cosmological perturbation theory to model the dependence of IA on the large-scale
structure have thus far been relatively successful; however, extant models do not consistently
account for time evolution. In particular, advection of galaxies due to peculiar velocities
alters the impact of IA, because galaxy positions when observed are generally different from
their positions at the epoch when IA is believed to be set. In this work, we evolve the galaxy
IA from the time of galaxy formation to the time at which they are observed, including the
effects of this advection, and show how this process naturally leads to a dependence of IA on
the velocity shear. We calculate the galaxy-galaxy-IA bispectrum to tree level (in the linear
matter density) in terms of the evolved IA coefficients. We then discuss the implications for
weak lensing systematics as well as for studies of galaxy formation and evolution. We find
that considering advection introduces nonlocality into the bispectrum, and that the degree
of nonlocality represents the memory of a galaxy’s path from the time of its formation to
the time of observation. We discuss how this result can be used to constrain the redshift at
which IA is determined and provide Fisher estimation for the relevant measurements using
the example of SDSS-BOSS.
Keywords: cosmological perturbation theory, weak gravitational lensing, cosmic web, galaxy
formation
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1 Introduction
Weak lensing (WL) is a powerful probe of large-scale structure (LSS) and dark energy [1–5],
especially in combination with other cosmological measurements [6]. Surveys designed to
measure WL, such as COSMOS, CFHTLenS, DES, and KiDS, have already achieved success
in constraining cosmological parameters [7–18] and testing general relativity and modified
gravity models [19–23], while future WL surveys will improve upon these constraints [24–
26] and perhaps even provide independent constraints on CMB B-mode polarization due to
primordial gravitational waves [27, 28].
WL requires large samples of galaxies in order to reduce the relative contribution from
random “shape noise” – the intrinsic (i.e., unlensed) ellipticities of galaxies are much larger
than the lensing shear. If the shape noise is independent for each galaxy, then it does not
bias the correlation function at nonzero lag. However, the intrinsic galaxy shape field is
not purely random, but includes a correlated component known as the intrinsic alignments
(IA) [29–32] described by the intrinsic alignment tensor γIij(x). It is therefore extremely
important [33, 34] to model IA accurately in order to mitigate the associated systematic
errors in WL [35] and redshift-space distortion [36, 37] studies. Because IA are impacted
by the large-scale tidal field and other fields, they are also potentially of interest as a probe
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of the LSS and its effects on galaxies. This effect has already been studied in simulations
[38–40] and observationally, on small scales in highly clustered environments [41, 42], for red
galaxies in SDSS-BOSS [43–45] and Mega-Z [46], and for blue galaxies in CFHTLenS [47] and
WiggleZ [48]. Observations suggest as well that different galaxy populations exhibit different
magnitudes of the IA signal, with more massive galaxies aligning more strongly with the LSS
[49] and different color/morphological types displaying different IA amplitudes, underscoring
the need for robust models of the physical processes which influence IA.
Previous work has examined two primary models for the effect of the tidal field on IA.
The linear alignment or tidal alignment model [50] posits that the axes of a triaxial galaxy
are preferentially aligned with the axes of the tidal field, and in particular, that the long axis
of the ellipsoid is preferentially aligned parallel to the stretching axis of the tidal quadrupole.
The quadratic alignment or tidal torque model [51–53] represents a second-order contribution
due to tidal torquing. In this model, the formation of an angular momentum axis accounts for
one linear power of the tidal field, and the resulting torque on this axis accounts for the second.
The linear model is the dominant effect on IA in large elliptical galaxies, and correctly predicts
the scale dependence in the linear regime [54], whereas the quadratic model is believed to be
more relevant to disk galaxies [50]. Note, however, that due to loop corrections in non-linear
perturbation theory, a quadratic model valid on small scales results in the appearance of a
linear term on large scales [52, 55]. More generally, these contributions can be considered
part of an effective expansion in all potentially relevant cosmological fields at a given order
[55].
In this work, we generalize this expansion to consider all linearly independent quantities
that contribute at second order in the linear matter overdensity δlin, including both the linear
and quadratic model contributions. Following the approach to galaxy clustering taken in [56],
we decompose the intrinsic alignment field into components depending on these quantities in a
manner analogous to the use of bias coefficients to quantify clustering. To second order, there
are four such terms, which we shall describe in Section 2. The full second-order standard
perturbation theory (SPT) model can then be used to predict the galaxy density-galaxy
density-intrinsic alignment (ggI) bispectrum to tree level (fourth order in the linear matter
density). Although bispectra are not as widely used as power spectra, they are of great
interest since they can improve LSS constraints in combination with 2-point statistics (e.g.,
[57]). The variety of configuration dependences of the bispectrum can be used to break
degeneracies present in the power spectrum alone. Moreover, the tree-level bispectrum is
a straightforward early step in the theory of non-linear biasing: it can be computed using
biasing terms through order (δlin)2, and such terms contribute at leading order. The non-
linear corrections to the power spectrum would require terms through order (δlin)3; we shall
investigate these in a future paper.
It is frequently assumed that the bulk of the effect of the tidal field on IA occurs at
high redshift (and is associated with the galaxy formation process) [58], around the time of
structure formation and initial baryonic collapse. This assumption has thus far been difficult
to probe observationally due to degeneracies with IA amplitude (e.g., discussion in [59]).
Lensed galaxies in a WL measurement are typically observed at an intermediate redshift
(z . 1.5), and measurements of IA relate galaxy alignments to the cosmological fields at the
observed redshift. This fact complicates IA modeling because it means that observers today
measure different bias coefficients from those that would be measured by a hypothetical
observer at the formation redshift; in fact, the time evolution of IA has been detected in
hydrodynamic simulations [60]. There are two reasons for the discrepancy, even if the IA
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evolution is passive (i.e., a galaxy simply maintains its shape after the formation redshift).
First, the cosmological fields evolve over time, so the bias coefficients must be normalized to
a different value at each time point to take this evolution into account. Second, the peculiar
velocity of each galaxy results in advection, i.e., the position of a galaxy at a low redshift
zf is different from the position of the same galaxy at a higher redshift zi. In this work, we
include these time-evolution effects in order to better characterize the IA contamination to
WL observables, as well as to outline how IA observations may be used to constrain galaxy
formation itself.
This work is organized as follows. In Section 2, we develop a formalism for decomposing
IA in terms of bias coefficients and analytically determine how these bias coefficients evolve
in time. In Section 3, we present the ggI bispectrum for a set of fiducial values of the bias
coefficients, and describe how the time evolution of the coefficients can be used to probe
galaxy formation physics. In Section 4, we perform Fisher information matrix analysis to
determine how well the coefficients can be measured in SDSS-BOSS data and how well the
redshift of galaxy IA determination can be constrained based on the time evolution of the
bias coefficients. In Section 5, we discuss these results and future research directions.
Throughout this work, we work in comoving Mpc/h units and adopt the cosmology of
Planck (2015) [61].
2 Calculations
The objective of IA modeling on linear and quasi-linear scales is to express the IA field γI(x)
as a function of cosmological fields and IA “bias” coefficients. In this work, we compute γI
to second order in δlin so that the ggI bispectrum can be obtained to fourth order (tree
level). Galaxy formation models concern the galaxy properties at the position and redshift
of formation, whereas observations measure these properties at the position and redshift of
observation. This fact motivates the development in this work of an expression for the time
evolution of γI from initial coordinates (xi, zi) to final coordinates (xf , zf).
In this section, we shall consider the effects of the advection xi → xf as well as the time
evolution of the cosmological fields, incorporate the time evolution into a calculation of γI in
Eulerian SPT, and thus derive a system of equations for the passive evolution of an IA field.
Finally, we shall calculate the ggI bispectrum taking these effects into account.
In what follows, δm(x, t) denotes the matter density perturbation at Eulerian position
x and time t. The matter density δm is expanded to second order in δlin in the usual way:
δm(x, t) ≈ δlin(x)D(t) + δ(2)(x)D(t)2 + . . . , (2.1)
where D(t) is the linear growth factor, and δ(2) is the second-order density perturbation
defined by a convolution with the F2 kernel (e.g., [62–64]):
F2(q1,q2) =
5
7
+
1
2
q1 · q2
q1q2
(
q1
q2
+
q2
q1
)
+
2
7
(q1 · q2)2
q21q
2
2
. (2.2)
We neglect the time dependence of F2 because the kernel has no time dependence to second or-
der in the Einstein-de Sitter (EdS) cosmology, and the deviation from perfect time-invariance
in our adopted cosmology is sufficiently small that it can be neglected without consequence.
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2.1 Formalism and bias coefficients for IA
The intrinsic shear tensor describing the unlensed ellipticity of a galaxy in the x− y plane is
given by
γI =
1
2R
(
1− (b/a)2
1 + (b/a)2
)(
cos 2θ sin 2θ
sin 2θ − cos 2θ
)
(2.3)
where R is the shear responsivity (see [65]), b/a is the galaxy axis ratio, and θ is the posi-
tion angle of the major axis measured with respect to the x-axis. As discussed below, this
expression is a projection on the sky of the more generic traceless-symmetric tensor that
describes galaxy shapes in 3D (e.g., [66]). The observed intrinsic shear of an individual un-
lensed galaxy includes both a stochastic component (shape noise) and a correlated component
(intrinsic alignments). The shape noise contribution has no impact on correlation functions
containing a single IA field (e.g., gI or ggI) since it averages to zero, and because it is uncor-
related it has no effect on any correlation functions at non-zero lag. In the work that follows,
we therefore neglect shape noise and use the notation γI to refer exclusively to the correlated
(i.e., determined by LSS) component of the intrinsic shear.
In general, we would like to express the IA field in terms of a series expansion in the
linear matter density δlin, in a manner analogous to the expression for galaxy biasing given
by e.g., [56]:
δg(x, t) ≈ b1(t)δm(x, t) + 1
2
b2(t)δ
2
m(x, t) +
1
2
bs2(t)sijsij(x, t) + . . . . (2.4)
That is, we shall write the expansion in terms of some number of “bias” coefficients multiplying
combinations of the cosmological fields. To compute the ggI bispectrum to tree level, we
require γI to second order in δlin. The relevant question is then in what ways δlin can
enter the expression for γI up to second order; for example, it is known that galaxy biasing
depends on the tidal field in addition to the density field alone [67]. We approach this question
following the example of [56]. The approach taken in that work can be roughly summarized
as follows. If galaxy formation were independent of the history of the density and velocity
fields, then δg(x, z) should only depend on the matter overdensity δm(x, z), which sources
the gravitational potential Φ via the Poisson equation, and the peculiar velocity divergence
θ = ∇ivi(x, z).1 However, allowance for time evolution necessarily implies that additional
terms appear in Eq. 2.4 [70–72]; these additional terms can be non-local in the sense that
they do not depend on the instantaneous density, velocity gradient, and tidal field at x. All
such terms are restricted by the gauge invariance and the equivalence principle: δg cannot
depend on the zero-point of Φ, nor on the overall addition of a constant gravitational field
∇iΦ. Also, rotational invariance for the galaxy over-density implies that only scalar quantities
can appear on the right-hand side of Eq. 2.4.
Similar considerations apply when writing a biasing expansion of the intrinsic shear γI .
In this case, only terms that have the symmetry of a traceless-symmetric tensor (i.e., the
same as γI itself) will contribute. This is analagous to imposing the condition that the bias
coefficients for galaxy density are rotationally invariant, (i.e., are scalars). By inspection, we
can find four independent terms with quadrupole symmetry that contribute at second order,
1In this work, we assume all matter species behave as a single fluid, neglecting terms such as relative
velocity between dark matter and baryons (e.g., [68, 69]).
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as follows:
sij(x, z) = −(1 + z)
(
∇i∇j∇−2 − 1
3
δKij
)
δ(x, z), (2.5)
(s⊗ s)ij(x, z) = sik(x, z)sjk(x, z) − 1
3
δKij skl(x, z)skl(x, z), (2.6)
δsij(x, z) = δ(x, z)sij(x, z), and (2.7)
tij(x, z) = −(1 + z)
(
∇i∇j∇−2 − 1
3
δKij
)
(∇kvk(x, z) − δ(x, z)) . (2.8)
(We argue in Appendix B that these are the only four fields with the correct symmetry and
order constructed from the density and tidal fields, and with no higher derivatives.) Note
that our normalization convention differs from that of [56] by the comoving factor (1+z), and
that we have defined v as the peculiar velocity in comoving units. We have also normalized
t and s in the preceding equations to eliminate the overall factor of 4piGρ¯m,0. That is, the
physically relevant tidal field is defined as the traceless part of ∇i∇jΦ where the (comoving)
gravitational potential Φ is given by
Φ(x, t) = 4piGρ¯m,0(1 + z(t))∇−2δ(x, t), (2.9)
but it is more convenient to absorb these constants into the “bias” coefficients and explicitly
include only the z-dependence. Note that this choice of z-dependence corresponds to the
“instantaneous alignment” scenario [59] in that the IA bias coefficients reflect dependences
on the cosmological fields at the observed redshift. As discussed below, we are not assuming
that this scenario is correct – the amplitude and evolution of these coefficients will capture
the true underlying IA history. The sign convention for s has been chosen such that positive
sijnˆinˆj corresponds to stretching along the nˆ direction (i.e., along the stretching axis), and
the sign convention for t has been chosen for consistency with s.
We have defined t such that, given the above normalizations, t vanishes at linear order
and is not degenerate with δ at second order. This choice of definition is physically relevant
in addition to being convenient. The t term defined in this manner encodes the degree of
non-locality in γI , in the sense that it is not determined by the instantaneous gravity gradient
(∇i∇jΦ; or alternatively δ and sij) at point x. What we describe as “non-locality” here could
also be thought of as “path-dependence,” in the sense that the full history of the density and
tidal field experienced by the galaxy are important; in perturbation theory, this information
is still encoded in the full density field, just not all at point x. The dependence on ∇ivj
means that tij encodes the memory of a galaxy’s tidal history. We shall make this notion
more precise in Section 2.3.
The intrinsic alignment field γI can then be expressed to second order in δlin as
γIij(x, z) ≈ cs(z)sij(x, z) + cs⊗s(z)(s ⊗ s)ij(x, z) + cδs(z)δsij(x, z) + ct(z)tij(x, z). (2.10)
This form suggests that we think of γI as a “vector” in a space spanned by the basis vectors
sij, s ⊗ sij, δsij , and tij (see [55, 66], where similar expansions were introduced without in
including contributions from tij). The c coefficients represent the components of γI in this
space. The question addressed in this work – how the observable IA at low redshift are related
to galaxy formation physics at high redshift – is therefore equivalent to the question of how
vectors in this vector space transform under the time evolution operator.
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2.2 Passive evolution and the time evolution matrix
We define passive evolution to be the scenario where the IA of an individual galaxy is deter-
mined at some point during galaxy formation and subsequently remains fixed. That is, the
intrinsic shear of a galaxy at a later time (z = zf) is equal to that of the same galaxy at an
earlier time (z = zi): γIL(q, zf) = γ
I
L(q, zi), where q denotes a Lagrangian position and the
subscript “L” denotes a Lagrangian function. Of course, in the Eulerian description the γI
field will evolve due to advection.
In the case of passive evolution, the bias coefficients at zf can be expressed in terms of
their values at zi. We may thus write a time evolution operator T (zi → zf) in matrix form.
Considering terms through second order in δlin, we shall have


cs(zf)
cs⊗s(zf)
cδs(zf)
ct(zf)

 =


Ts,s 0 0 0
Ts⊗s,s Ts⊗s,s⊗s 0 0
Tδs,s 0 Tδs,δs 0
Tt,s 0 0 Tt,t




cs(zi)
cs⊗s(zi)
cδs(zi)
ct(zi)

 , (2.11)
where we have written only the components of the T matrix that will turn out to be non-zero.
Note that this expression is fully general in zi and zf : in particular, zi can be any redshift
higher than zf and need not have any special significance to galaxy formation.
The diagonal elements of the matrix T (zi → zf) are simple time-evolution factors ac-
counting for the fact that the density and tidal fields change over time, so the observed
dependence of γI on the fields will change if γI remains fixed. The elements in the leftmost
column are the result of nonlinear effects such as advection. The s term is the only term
that appears in the expression for γI to first order; the other bias terms are intrinsically
second-order. Because the advection involves a power of δlin, the s term is the only term for
which advection will contribute to γI at second order. Therefore, off-diagonal terms appear
only in the cs column at this order. We shall find that the advection mixes up the terms,
introducing new contributions from cs into the other terms.
A variant on the idea of passive evolution is that the internal dynamics of galaxies might
slowly randomize their orientations as a function of time, thereby reducing correlations with
large scale structure. If this process is internal to the galaxy and independent of large-scale
structure, this would be described by
γIL(q, zf) = A(zi, zf)γ
I
L(q, zi) + [uncorrelated noise]; (2.12)
the factor A(zi, zf) ≤ 1 describes how much memory of the original orientation remains at
z = zf . This idea would result in the multiplication of the T matrix in Eq. 2.11 by a trivial
factor of A(zi, zf).
2.3 Advection and time evolution
We are now ready to apply cosmological perturbation theory to determine the time evolution
matrix. The matrix elements in the leftmost column of the transformation matrix can be
worked out by considering the two processes that occur in passive evolution: (i) advection,
and (ii) the cosmological evolution of the density fields. We may write the Eulerian passive
evolution equation as
γI(xf , zf) = γ
I(xi, zi) = γ
I(xf , zi) + γ
I |adv(xf , zf), (2.13)
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where xi is the Eulerian position of a particle at redshift zi that will advect to xf at redshift
zf , and we have denoted the advection correction by γI |adv. This can be written as a Taylor
expansion in the displacement:
γIij |adv(xf , zf) = ∇kγIij(xf , zi) · (xi − xf)k + . . . . (2.14)
Since we want an expression for γI to second order in δlin, the only contribution to Eq. 2.14
will be via first-order advection in the first-order s term. The first-order advection can be
computed from the Zel’dovich approximation [73, 74]:
(xi − xf)k =
∫ t(zi)
t(zf )
vk(xf , t) dt = (D(zf)−D(zi))∇k∇−2δm(xf), (2.15)
where D(z) is the linear growth function, t(z) is the age of the Universe at redshift z, and all
equalities are valid to linear order. We then conclude that to second order,
γIij |adv(x, zf) = cs(zi)∇ksij(x, zi)(D(zf)−D(zi))∇k∇−2δm(x). (2.16)
After transforming to Fourier space, and defining q′ ≡ k − q, we find that the advection
contribution is equal to
γIij |adv(k, zf) =− (1 + zi)cs(zi)D(zi)(D(zf)−D(zi))
×
∫ (
qiqj
q2
− 1
3
δKij
)
q · q′
q′2
δlin(q)δlin(q′)
d3q
(2pi)3
. (2.17)
This term can then be decomposed into the four terms previously discussed above: sij(zf),
(s⊗ s)ij(zf), δsij(zf), and tij(zf), which together with Eq. 2.13 give a complete description of
γIij to second order in δ
lin. The details of this calculation are provided in Appendix A. This
decomposition, along with the generic time dependence of the cosmological fields, determines
the matrix elements of T (zi → zf). The nonzero matrix elements are as follows:
Ts,s =
(1 + zi)D(zi)
(1 + zf)D(zf)
, (2.18)
Ts⊗s,s⊗s =
(1 + zi)
2D(zi)
2
(1 + zf)2D(zf)2
, (2.19)
Tδs,δs =
(1 + zi)D(zi)
2
(1 + zf)D(zf)2
, (2.20)
Tt,t =
(1 + zi)D(zi)
2
(1 + zf)D(zf)2
, (2.21)
Ts⊗s,s =
(D(zf)−D(zi))(1 + zi)D(zi)
(1 + zf)2D(zf)2
, (2.22)
Tδs,s = −2
3
(D(zf)−D(zi))(1 + zi)D(zi)
(1 + zf)D(zf)2
, and (2.23)
Tt,s =
5
2
(D(zf)−D(zi)) (1 + zi)D(zi)
(1 + zf)D(zf)2
. (2.24)
Of particular interest is Tt,s, which denotes the contribution to the IA from tij. Even if galaxy
formation is assumed to be local, setting ct(zi) = 0, advection introduces nonlocality into IA
measurements such that ct(zf) 6= 0. This is discussed in detail in Section 3.2.
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An interesting feature of the time evolution matrix is that the Ts,s component is first-
order; the numerator and denominator both contain one growth factor D. The coefficient cs
transforms generically in this way even though it applies to both the first-order and second-
order components of the tidal field.
2.4 ggI bispectra
We now compute the ggI bispectrum in terms of the IA bias coefficients evaluated at the final
(observed) redshift. The bispectrum calculated here is defined by the Fourier transform of
the galaxy density-galaxy density-galaxy weighted IA three-point correlation function:
(2pi)3δ3D(k1 + k2 + k3)B
ggI(k1,k2,k3) =
∫
〈δg(x1)δg(x2)γ˜I(x3)〉e−ik1·x1e−ik2·x2
×e−ik3·x3 d3x1 d3x2 d3x3, (2.25)
where the galaxy density weighted IA is the observed quantity defined by
γ˜I(x) = (1 + δg(x)) γ
I(x). (2.26)
In this work, we restrict our analysis to triangles in the plane of the sky (i.e., ki perpendicular
to the line of sight), since this is the case relevant to contamination of WL measurements.
In this case, of the five components of the traceless-symmetric tensor γIij(k), the observed
ellipticities correspond to two of them. If we choose the coordinate system so that the z-
direction is along the line of sight and the x-direction is along k, we may write
γ˜IE(k) =
γ˜Ixx(k)− γ˜Iyy(k)
2
and γ˜IB(k) = γ˜
I
xy(k). (2.27)
We shall only consider these two components in what follows.2
These bispectrum modes can be determined in terms of the c coefficients at redshift zf ,
which are related to the values at the initial (formation) redshift via T (zi → zf). To simplify
notation, let us define D4 ≡ D(zf)4, µnm ≡ kn · km/knkm, and kˆmi = km · eˆi/km. We further
follow [30] and define the E-mode and B-mode kernels by
fE(k) =
1
2
(
kˆ2x − kˆ2y
)
, (2.28)
fB(k) = kˆxkˆy, (2.29)
hsymE (km,kn) =
µmn
2
(
kˆmxkˆnx − kˆmy kˆny
)
− 1
3
(fE(km) + fE(kn)) , and (2.30)
hsymB (km,kn) =
µmn
2
(
kˆmxkˆny + kˆmy kˆnx
)
− 1
3
(fB(km) + fB(kn)) . (2.31)
In the case where analysis is restricted to triangles in the plane of the sky – that is, k1 and
k2 are in the plane of the sky, and not just k – we have:
hsymE (k1,k2) =
1
6
(fE(k1) + fE(k2)) and (2.32)
hsymB (k1,k2) =
1
6
(fB(k1) + fB(k2)). (2.33)
2The γ˜Izz component would be relevant to radial intrinsic alignments [37].
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(This simplification is not available for general k1 and k2.) The two-argument kernels hE and
hB appear in the expressions for the s⊗ s term of the E-mode and B-mode ggI bispectra.
We now write out the E-mode and B-mode bispectra. For simplicity, we suppress
the time dependence of the IA and galaxy bias coefficients. All time-dependent quantities,
including the growth function D, should be understood to be evaluated at zf , except the
linear power spectrum P (k), which should be understood to be evaluated at z = 0. That
is, the time dependence of the linear power spectrum has been made explicit in the form of
prefactors of D.
BggIE =− csb1D4(1 + z)
(
b1F
sym
2 (k2,k3) + b2 + bs2(1 + z)
2
(
µ223 −
1
3
))
P (k2)P (k3)
− csb1D4(1 + z)
(
b1F
sym
2 (k1,k3) + b2 + bs2(1 + z)
2
(
µ213 −
1
3
))
P (k1)P (k3)
− csb21D4(1 + z) (b1 + 2F sym2 (k1,k2))P (k1)P (k2)
−
(
cδs − 1
3
(1 + z)cs⊗s
)
b21D
4(1 + z)(fE(k1) + fE(k2))P (k1)P (k2)
− 4
7
ctb
2
1D
4(1 + z)
(
µ212 − 1
)
P (k1)P (k2) and (2.34)
BggIB = −
(
cδs − 1
3
(1 + z)cs⊗s
)
b21D
4(1 + z)(fB(k1) + fB(k2))P (k1)P (k2). (2.35)
Note that parity invariance does not require, in general, that the B-mode bispectrum vanishes;
it requires only that BggIB (k1,k2,k3) = −BggIB (Ryk1, Ryk2, Ryk3), where Ry is a reflection
operator.3 That is, it requires that the bispectrum for the reflected triangle have a minus sign.
This implies that the B-mode bispectrum vanishes for isosceles triangles with k1 = k2, because
for such triangles the parity transformation is equivalent to a rotation, but this bispectrum
can be nonvanishing for general triangles.
It is apparent from these equations that in an analysis restricted to triangles in the plane
of the sky, the coefficients cs⊗s and cδs cannot be individually constrained; only the quantity
cδs − (1 + z)cs⊗s/3 can be constrained. This can be viewed as a consequence of Eqs. 2.32 –
2.33, which relate the angular kernels for the s ⊗ s terms to those for the δs terms. The
existence of a degeneracy can also be deduced from group theory and symmetry arguments,
which we outline in Appendix C.
3 Numerical evaluation
In this section, we adopt the Planck (2015) cosmology of [61] as implemented in Astropy [75]
and use a linear matter power spectrum P lin(z = 0) computed with CAMB [76]. We also
adopt survey parameters from SDSS-BOSS DR12 [77]. The survey consists of two subsamples,
CMASS (zeff = 0.57), and LOWZ (zeff = 0.32). We combine the samples into a single BOSS
sample with effective redshift taken to be a galaxy number-weighted average over the redshift
distributions of both samples. This procedure gives zeff = 0.49.
We also require a measurement of cs in an LRG sample (any LRG sample should be
suitable, because it represents a similar population of galaxies to those which we consider in
this work) in order to choose fiducial values of the IA coefficients. We set cs(z = 0.32) =
3This operator is defined by Ry(kx, ky) = (kx,−ky).
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Figure 1. The E-mode and B-mode ggI bispectra in units of (Mpc/h)6 in configuration space for
k1 = 0.1Mpc/h and k1 = 0.01Mpc/h. These bispectra have been computed assuming the BOSS
combined effective redshift zf = 0.49 and a fiducial value of zi = 6, with cs normalized according to
[78] and the other c coefficients set to vanish at zf .
0.1585Ωm/((1 + 0.32)D(0.32)) = 0.1421Ωm in accordance4 with observations of IA in the
SDSS DR7 LRG sample [78]. We have chosen this measurement because it was performed
using isophotal shapes in order to maximize the observed IA signal. We normalize the time-
varying galaxy bias value at b1(z = 0.49) = 1.8 in accordance with SDSS-BOSS [77], with
b2 = 0.9(b1 − 1)2 − 0.5 and bs2 = (4/7)(b1 − 1).
3.1 Bispectra
Here the ggI bispectrum is numerically evaluated for our fiducial assumptions. In Figures 1 –
3, we adopt the values zf = 0.49 and zi = 6. The fiducial model for these figures is obtained
by assuming that only cs is non-zero at zi, so that the values of these other terms at zf are
completely determined by propagating cs(zi) forward in time via the time evolution matrix
introduced in Section 2.1. The values of the coefficients at redshift z = 0.49 determined in
this way are cs = 0.0422, cs⊗s = 0.0217, cδs = −0.0216, and ct = 0.0809.
Figure 1 shows the E-mode and B-mode ggI bispectra in configuration space for k1 =
0.1Mpc/h and k1 = 0.01Mpc/h. Figure 2 shows the contributions to the E-mode bispectrum
at k1 = 0.1Mpc/h from the four terms individually: s, s ⊗ s, δs, and t. The positive5
correlation coefficient between the coefficients cs and ct, which will be presented in Section 4,
as well as the degeneracy between cs⊗s and cδs, are visually evident in this figure. Figure 3
4In this work, we normalize the growth function D such that it is equal to 1 at z = 0. The authors of
[78] use the convention that D = a during matter domination. We have converted their measurement to our
conventions using z = 10 as the normalization point for matter domination.
5Since cs gives a negative contribution to the bispectrum, but ct gives a positive contribution, observations
(which constrain the sum) will lead to a positive correlation coefficient.
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Figure 2. The contributions to the E-mode configuration-space ggI bispectrum in units of (Mpc/h)6
at k1 = 0.1Mpc/h (top left panel of Figure 1) from the four terms (s, s⊗s, δs, and t). The degeneracy
of the terms cs⊗s and cδs for plane-of-sky triangles is visually apparent.
shows the scale dependence of the E-mode and B-mode bispectra for the triangle shape
defined by k2 = 0.5k1 and k3 = k1.
3.2 Time evolution and nonlocality
The tij term in the expression for γIij is of particular interest because it is nonlocal. That is,
t(x, z) cannot be determined by a local measurement of the gravity gradient ∇i∇jΦ by an
observer at (x, z). This is in contrast to the other terms in the second-order decomposition (s,
δs, and s⊗ s), which are all local. This fact is significant because under the assumption that
the physical processes involved in galaxy formation are local and respond instantaneously to
the tidal field, it follows that ct = 0 at the time at which IA is determined by the LSS. Thus
any finite value of ct at lower redshifts must be entirely due to the effects of time evolution,
or to the galaxy’s “memory” of the past history of the tidal field.
This fact suggests that observations of ct may be used as a probe of galaxy formation
processes. First, let zIA denote the formation redshift, i.e., the redshift at which we assume (in
the passive evolution model) that IA is determined. Note that zIA is distinct from zi because
we have used zi to denote simply the initial step in a generic time evolution transformation
T (zi → zf), whereas zIA denotes a specific redshift which can be measured in the manner
outlined here. If γI correlations can be observed with enough precision to constrain the
individual c coefficients, the value of ct can be used as an indicator of zIA because it evolves
in a deterministic fashion with redshift. A measured value of ct(zf) can be traced backwards
to estimate zIA. Although it is likely overly simplistic to assume that zIA is a well-defined
redshift after which IA passively evolves, this method can be used to estimate an “effective”
or “average” value of zIA.
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Figure 3. Absolute values of the E-mode and B-mode ggI bispectra, and their constituent compo-
nents depending on the c coefficients, as a function of scale k1 for the triangle shape k2 = 0.5k1 and
k3 = k1. All quantities except the tE component are negative for this configuration and therefore have
an overall negative sign. Note that s and t do not have B-mode components. As in Figures 1 and 2,
these bispectra were computed assuming the fiducial combined BOSS model with zf = 0.49, zi = 6,
and cs normalized according to [78] and the other c coefficients set to vanish at zi.
It is instructive to consider how to interpret such an effective value. Consider an obser-
vational survey of a sample characterized by the probability density function Psur(zf) over a
range in observed redshift zf . Suppose the survey samples a galaxy population (e.g., LRGs)
with a number density ng(z) at redshift z, and let dng/dz denote the associated volumetric
formation rate density (in units (Mpc/h)−3) as a function of redshift. The observed value of
ct in this survey at effective redshift zeff corresponds to the theoretical quantity given by
c¯t(zeff) =
∫∫
ct(zf ; zi)
1
ng(zf)
dng
dz
∣∣∣
zi
Psur(zf) dzf dzi (3.1)
where ct(zf ; zi) is the value of ct at final redshift zf given an initial redshift zi (i.e., assuming
ct(zi) = 0). Then zIA is obtained by inverting the expression for ct(zf ; zi) with respect to zi
and plugging in c¯t(zf). In other words, zIA is the inverse of a weighted average of ct over
redshift, where the weighting function is the galaxy formation rate.
Figure 4 shows ct as a function of z for various assumed values of zIA from 2.0 to 8.0. The
differences in these functions at zf are small, but still potentially distinguishable. Forecasts
for constraining ct and the consequent constraints on zIA are discussed in Section 4. Note
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Figure 4. The evolution of ct with z for varying values of zIA from 2 to 8, assuming that ct(zIA) = 0
and that IA passively evolves. The black dashed lines are located at z = 0.49 and z = 0.771, the
effective redshifts of the combined BOSS sample and the DESI LRG sample, respectively.
that the differences in the time evolution curves become larger for larger values of zf , as the
observation time moves closer to the formation time. Evidently, ct is a more powerful probe
of galaxy formation physics when it is observed at higher redshifts.
4 Measurement forecasts
In this section, we use Fisher information matrix analysis to evaluate the feasibility of mea-
suring the non-locality coefficient ct from the bispectrum in SDSS-BOSS and DESI LRG. We
assume that analysis is restricted to triangles with normal vectors nˆ satisfying θnˆ,eˆz < pi/6,
i.e., triangles near the plane of the sky6, so that the plane-of-sky approximation k ⊥ eˆz is
valid. We assume a known cosmology and forecast the measurement precision on the IA
parameters alone. The derivation of the analytic expression for the Fisher information is
6We have chosen the value θ = pi/6 such that a given galaxy is subject to an inclination correction of no
greater than 1− cos2 θ = 0.25.
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Parameters cn cn ± σ(cn) Correlation coefs. ρmn
cs 0.0422 ± 0.0007 1.00 −0.17 0.73
cδs − 13 (1 + z)cs⊗s −0.0324 ± 0.0040 −0.17 1.00 −0.17
ct 0.0809 ± 0.0080 0.73 −0.17 1.00
Table 1. Fiducial parameter values, uncertainties estimated from the Fisher matrix (i.e., marginalized
over the remaining parameters), and correlation coefficients for the combined BOSS CMASS + LOWZ
sample (z = 0.49). This matrix includes constraints from both E and B modes.
presented in Appendix D. We find that the matrix element Imn is given by
Imn = V f△
8pi4
∫
k1<k2
k1 k2 k3
∂
∂cm
B(k1,k2,−(k1 + k2)) ∂
∂cn
B(k1,k2,−(k1 + k2))
×
(
b1(z)
2D(z)2P lin(k1) +
1
n¯
)−1(
b1(z)
2D(z)2P lin(k2) +
1
n¯
)−1
×
(
cs(z)
2D(z)2(1 + z)2fEB(k
α
3 )
2P lin(kα3 ) +
σ2γ
n¯
)
dk1 dk2 dk3. (4.1)
4.1 SDSS-BOSS
We can now numerically evaluate the Fisher information matrix using survey parameters
from SDSS-BOSS DR12 [77] as in Section 3. As mentioned in Section 3, the survey consists
of two subsamples, CMASS (Ngal = 777202, Veff = 1.70 (Gpc/h)3, zeff = 0.57), and LOWZ
(Ngal = 361762, Veff = 0.766 (Gpc/h)3, zeff = 0.32). We combine the samples into a single
BOSS sample (Ngal = 1138964, Veff = 2.47 (Gpc/h)3, zeff = 0.49) and compute its Fisher
information in each of the E and B modes, then combine the resulting two matrices. We
impose a cutoff of the integrals at k1, k2, k3 < 0.2hMpc−1 in order to reject the deeply
non-linear scales where tree-level calculations fail. (Choosing a cutoff of 0.1hMpc−1 instead
increases our derived errorbars by a factor of ∼ 4.) We adopt the value σγ = 0.170, the
measured root-mean-square ellipticity per component for this sample [79–85].7 Note that the
measured RMS ellipticity includes the contributions from both the intrinsic shape noise of the
BOSS galaxies and from measurement noise in SDSS. From the Fisher information matrices,
we forecast the error bars and correlation coefficients of the bias parameters, as shown in
Table 1. The fiducial parameters shown in the table are consistent with those in Section 3.1.
All of these quantities are sufficiently different from zero that they are potentially de-
tectable even in existing datasets. It should be noted that time evolution due to advection
ensures that the coefficients can all be nonzero even if one assumes a very simple model for
galaxy formation (e.g., strictly linear alignment at the time of formation, such as we have
assumed in this work). In other words, all coefficients except for cs can vanish at the time of
galaxy formation and still be nonzero – and in fact statistically different from zero – by the
time that observations are made.
4.2 DESI LRG
We shall also produce a forecast for the upcoming DESI survey, which will provide the largest
planned sample of LRGs. We compute the expected total galaxy number, effective volume,
7Specifically, we took the (a − b)/(a + b) ellipticities from the de Vaucouleurs fits used in [37]. With this
ellipticity convention, the response factor converting from mean ellipticity to shear is unity.
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Parameters cn cn ± σ(cn) Correlation coefs. ρmn
cs 0.0408 ± 0.0004 1.00 −0.16 0.73
cδs − 13 (1 + z)cs⊗s −0.0298 ± 0.0025 −0.16 1.00 −0.16
ct 0.0745 ± 0.0051 0.73 −0.16 1.00
Table 2. Fiducial parameter values, uncertainties, and correlation coefficients for the planned DESI
LRG sample (z = 0.771). This matrix includes constraints from both E and B modes.
and effective redshift of the planned DESI luminous red galaxy (LRG) sample from informa-
tion provided in [86]. In particular, we compute the effective volume in the manner of Eq. 50
of [77]. As we did for the BOSS forecast, we compute E- and B-mode information separately
for the DESI LRG sample (Ngal = 3948000, Veff = 6.76 (Gpc/h)3, zeff = 0.771) and then
combine the resulting matrices. The resulting uncertainties on the fiducial parameters are
shown in Table 2. Note that the fiducial parameter values in Table 2 are different from those
in Table 1, because the effective redshift of DESI LRG will be different from that of BOSS.
We adopt the shape noise value per component σγ = 0.186, calculated from Gaussian fitting
of the ellipticity distribution of the DECaLS8 DR3 magnitude-cut sample with an additional
DESI-like (see [86]) color cut of r − z > 1.5 applied.
4.3 Constraints on zIA
Potential constraints on the effective formation redshift are also of interest. Figure 4 demon-
strates how zIA is constrained by a measurement of ct. Because ct should vanish at zIA, its
value at the observed redshift, ct(zf), is entirely determined by evolving cs forward in time via
the off-diagonal matrix element Tt,s. Given a measured value of ct, we can reverse this process
to determine zIA. The resulting constraint on zIA is shown in Figure 5, with errorbars based
on based on the ct errorbars from the Fisher information matrix.9 The constraint is tighter
for relatively low zIA and less tight at higher redshifts. We see also that the constraining
power of DESI is greater than that of BOSS.
5 Discussion
In this work, we have obtained several results on the time evolution of intrinsic alignments.
In Sections 2.1 and 2.2, we have written an IA expansion, complete to second order in δlin,
and determined how the associated IA bias coefficients evolve in time according to passive
evolution and advection. The transformation matrix elements for this evolution are pre-
sented in Section 2.3. We have then used this result to choose reasonable fiducial values at
zf = 0.57 for these coefficients (which have not yet been measured), and present the tree-
level density-density-IA bispectrum assuming these fiducial values in Sections 2.4 and 3.1.
Because advection in particular presents a unique probe of galaxy formation physics, we have
demonstrated in Section 3.2 the utility of the ct coefficient for studying IA in this context.
Finally, in Sections 4.1 and 4.2, we have presented Fisher information analysis demonstrating
the constraining power of SDSS-BOSS and DESI for both the IA coefficients themselves and
(in Section 4.3) the galaxy physics information encoded in them.
8http://legacysurvey.org/decamls/
9Note that the ct errorbars are marginalized over the other two parameters. Actually, if cs is already
well known from observations such as [78], marginalizing over it is not strictly necessary, but the forecasted
errorbars on cs in this work are small enough that this likely does not have a large effect on the constraints
in Figure 5.
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Figure 5. The estimated effective formation redshift zIA as a function of the measured value of ct
in BOSS (orange dashed line) and DESI LRG (purple dashed line). Solid lines are 1σ error contours.
The black dashed line marks the fiducial value zIA = 6.0 adopted for the calculations of the quantities
shown in Figures 1–3 and Tables 1 and 2. The offset between the two central curves is due to the fact
that the BOSS and DESI LRG surveys have different effective (observation) redshifts, so we would
expect different observed values of ct for the same value of zIA.
To second order in δlin, the bias coefficients describing IA evolve in time even under the
assumption of passive evolution, due to nonlinear growth of structure and the mixing of bias
coefficients due to galaxy advection. This passive evolution assumption is often adopted in
theoretical work on IA, although the extent to which it is correct remains an open question.
Future observations could either verify this assumption or call it into question, depending on
whether or not the IA coefficients are observed to transform under time evolution in a manner
consistent with the calculations in this work.
The advection effect arises because galaxies have peculiar velocities which cause their
comoving positions to change over time. Notably, because the local gravitational field at a
point in spacetime determines the acceleration of a galaxy at that point, a galaxy’s peculiar
velocity will retain the memory of the gravitational effects that the galaxy has felt through-
out its history. Advection therefore results in a component of γI with nonlocal dependence
on the cosmological fields. The nonlocal component is of particular interest as a probe of
galaxy formation physics, because it can potentially be used to trace IA evolution back to
the time of galaxy formation and determine the approximate redshift at which the IA were
set. We therefore suggest that in addition to cosmology, galaxy formation physics is a com-
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pelling motivation to attempt a measurement of ct in future IA surveys. In addition, better
constraints on the effective redshift of IA determination can be obtained from measurements
of ct at higher redshifts, a fact which should motivate efforts to push IA observations beyond
z ∼ 0.5. The relative amplitudes of the c coefficients and their time evolution could also
provide a probe of cosmology and modified gravity, since they are determined by the growth
of structure.
We noted in Section 4 that one consequence of the effect of advection on IA statistics is
that a galaxy population can exhibit non-vanishing values of all three second-order IA bias
coefficients even if only the linear (tidal alignment) coefficient was non-zero at the time at
which IA was first determined. This is a salient point because it implies that higher-order
terms should not be neglected even for galaxy populations that are assumed to have a very
simple functional dependence of IA on the LSS. For example, one should not assume that the
so-called “tidal torquing term” (s⊗s) is only relevant for rotationally-supported blue galaxies.
Time evolution allows for such a term to arise in any galaxy sample through mechanisms quite
distinct from actual tidal torquing.
In this work, we have presented the first calculation of the ggI bispectrum including all
of the terms that arise at second order in SPT. In forthcoming work, we shall extend this
method to a complete description of IA at third order in SPT, which will be used to model
the density-IA power spectrum to one-loop order. In addition to allowing this analysis to be
applied to two-point statistics, a higher-order calculation of the time evolution of IA will allow
for more robust constraints on galaxy formation using multiple bias coefficients. That work
will also address the question of whether the transformation of IA coefficients we found at
second-order can be generally extended to higher order, analogous to how we demonstrated
that the linear order transformation of the cs coefficient was the same when extended to
second order. In another future work, we shall address the application of IA time evolution
as a probe of modified gravity.
A Decomposition of the convolution integrals
In this appendix we present in more detail the decomposition of the advection term into
the four components of the IA field. For convenience, we define the variables q′ and µ by
q′ ≡ k− q and µ ≡ q · q′/qq′. We also define a convolution operator as follows:
conv f(q,q′) ≡
∫
f(q,q′)δlin(q)δlin(q′)
d3q
(2pi)3
. (A.1)
The advection term, up to a function of z, is given by
(∇s)ij · (xi − xf) = − conv q · q
′
q′2
(
qiqj
q2
− 1
3
δKij
)
. (A.2)
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Similarly, the second-order components can be written as
s
(2)
ij = − conv
(
kikj
k2
− 1
3
δKij
)(
5
7
+
2
7
µ2 +
q · q′
q′2
)
, (A.3)
(s⊗ s)ij = conv
((
qiqk
q2
− 1
3
δKik
)(
q′jq
′
k
q′2
− 1
3
δKjk
)
− 1
3
δKij
(
µ2 − 1
3
))
, (A.4)
(δs)ij = − conv
(
qiqj
q2
− 1
3
δKij
)
, and (A.5)
tij = − conv 2
7
(
kikj
k2
− 1
3
δKij
)(
µ2 − 1) . (A.6)
We begin by symmetrizing Eqs. A.2–A.6 in q and q′, as follows:
((∇s)ij · (xi − xf))sym = − conv
1
2
(q · q′)
(
qiqj + q
′
iq
′
j
q2q′2
− 1
3
(
1
q2
+
1
q′2
)
δKij
)
, (A.7)
s
(2)
ij,sym = − conv
(
kikj
k2
− 1
3
δKij
)(
5
7
+
2
7
µ2 +
1
2
(q · q′)
(
1
q2
+
1
q′2
))
, (A.8)
(s⊗ s)ij,sym = conv
(
1
2
(
qiqk
q2
− 1
3
δKik
)(
q′jq
′
k
q′2
− 1
3
δKjk
)
+
1
2
(
qjqk
q2
− 1
3
δKjk
)(
q′iq
′
k
q′2
− 1
3
δKik
)
− 1
3
δKij
(
µ2 − 1
3
))
, (A.9)
(δs)ij,sym = − conv
(
1
2
(
qiqj
q2
+
q′iq
′
j
q′2
)
− 1
3
δKij
)
, and (A.10)
tij,sym = − conv 2
7
(
kikj
k2
− 1
3
δKij
)(
µ2 − 1) . (A.11)
We shall now verify that the advection expression may be decomposed in terms of these
components. Omitting some subscripts for convenience, we first note that
s⊗ s− 2
3
δs = conv
(
1
2
(q · q′)qiq
′
j + q
′
iqj
q2q′2
− 1
3
µ2δKij
)
. (A.12)
Furthermore,
−∇s · δx+ s⊗ s− 2
3
δs = conv
(
1
2
q · q′
q2q′2
kikj − 1
3
δKij (q · q′)
(
1
q2
+
1
q′2
)
− 1
3
µ2δKij
)
. (A.13)
With the application of some algebra, the reader may verify that
−∇s · δx+ s(2) + s⊗ s− 2
3
δs = conv
5
7
(
kikj
k2
− 1
3
δKij
)(
µ2 − 1) (A.14)
and therefore
∇s · δx = s(2) + s⊗ s− 2
3
δs +
5
2
t. (A.15)
This calculation provides the signs and multiplicative constants that appear in the time
evolution matrix elements (Eqs. 2.18–2.24). The functional dependence of the matrix elements
on redshift is determined by the derivation in Section 2.3 and by the time evolution of the
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cosmological fields in SPT. In particular, the functional forms of Eqs. 2.18 – 2.21 are simply
given by
Tf,f =
f(zi)
f(zf)
(A.16)
while the functional forms of Eqs. 2.22 – 2.24 come from the redshift-dependent part of
Eq. 2.17.
B Lagrangian derivation and basis completeness
This section is motivated by the question of whether sij, (s ⊗ s)ij , δsij , and tij form a
complete basis at second order, or whether there are additional terms that arise at the same
order. (Note that in this discussion, we neglect higher-derivative terms at a given order
which reflect physics at the scale of the halo or galaxy including smoothing of the relevant
cosmological fields (see, e.g., [55, 87]). These terms are suppressed on large scales but become
important when modeling scales that are of the same order as the halos/galaxies.) After all,
some highly non-obvious combinations of fields may obey the relevant symmetry properties,
e.g., the ψ field in Eq. 8 of [56]. As it happens, the completeness of the basis is manifest when
treated in the Lagrangian formalism. (For an exposition of Lagrangian perturbation theory,
see for example [88].)
We recall that – so long as we use the Fn and Gn perturbation theory kernels from the
EdS cosmology, which turns out to be a good approximation even in ΛCDM – the density
and tidal field experienced by an individual particle can be written as a Taylor series in D(t)
up through nth order (where n is the order of perturbation theory considered). Furthermore,
the velocity gradient can be written entirely in terms of the history of the tidal field and
the density.10 Therefore, all information on the history of the density and tidal field through
order n accessible to a galaxy is captured in δ, Dδ/Dt, . . . , Dn−1δ/Dtn−1 and sij , Dsij/Dt,
. . . , Dn−1sij/Dtn−1, where
D
Dt
=
∂
∂t
+ (1 + z)uk∇k (B.1)
(where uk ≡ avk) is a Lagrangian derivative. Thus in our case (n = 2), we have available two
scalars and two traceless-symmetric tensors δ, Dδ/Dt, sij and Dsij/Dt. As has been done
for the galaxy case, it is convenient to make a change of basis so that some of the quantities
appear at first-order in perturbation theory, and some appear at second-order:
1st + order : δ, sij,
2nd + order : H−1
Dδ
Dt
− δ, H−1Dsij
Dt
. (B.2)
where we took D lnD/D ln a = 1 for consistency with the EdS kernels. Now we search for
quantities that are overall first or second order – i.e., are (i) 1st order quantities; (ii) products
of two 1st order quantities, or (iii) 2nd order quantities in Eq. B.2 – and are traceless-symmetric
10This is in fact true in full general relativity, and follows from Eq. 4.25 of [89]: for geodesics (dark matter
particle trajectories), the acceleration V˙α = 0. Moreover, for scalar initial conditions, ωαβ = 0 and will remain
zero for all time. Then the 6 components of the symmetric velocity gradient θαβ obey a first-order system
of coupled ordinary differential equations, with initial conditions in the early Universe that θαβ = Hδαβ and
with a source that is a 3 × 3 symmetric part of the Riemann tensor component Rα4β4. The trace of this is
proportional to the matter density, and the traceless-symmetric part is the tidal field. Thus the full history
of the matter density and the tidal field must determine the full history of the velocity gradient.
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tensors. From the finite list of quantities in Eq. B.2 we may enumerate all possibilities: there
is (i) sij; (ii) δsij and (s⊗ s)ij; and (iii) H−1Dsij/Dt.
We shall now see how a Lagrangian treatment of the time evolution of γI makes the
(s, s⊗ s, δs, t) basis manifestly complete. The passive evolution model (cf. Eq. 2.13) implies
that DγI/Dt = 0 and therefore
0 =
∑
n=s,s⊗s,δs,t
(
nij(ti)
dcn
dt
+ cn
Dnij
Dt
)
=
∑
n
(
∂
∂t
(cnnij) + cnvk∇knij
)
. (B.3)
Note that the advective portion of the Lagrangian derivative will vanish at second order in
PT for n 6= s. We shall now Taylor expand the expression for γI to first order in t:
γIij(xf , tf) = γ
I
ij(xi, ti) = γ
I
ij(xf , ti) + csvk∇ksij
∣∣∣
xf ,ti
(ti − tf) + . . .
= γIij(xf , zi) + cs(zi)∇ksij(xf , zi) · (xi − xf)k + . . . . (B.4)
We have recovered Eqs. (2.13) and (2.14).
The point of this exercise has been to show that the basis given in Eq. B.2 is equivalent
to the enumeration of terms in Eqs. (2.5–2.8). We thus conclude that the latter is a com-
plete basis. Indeed, the equivalence of the Lagrangian and Eulerian formalisms implies that,
following the calculation in Appendix A,
H−1
Dsij
Dt
= −(s⊗ s)ij
(1 + z)
+
2
3
δsij − 5
2
tij. (B.5)
C Group theory of the s⊗ s and δs terms
In this section, we present a group-theoretic argument for the degeneracy of the s⊗ s and δs
terms for plane-of-sky triangles.
Recall that the group O(2) of (proper and improper) rotations has a 2-dimensional
spin-m representation for each m = 1, 2, 3, . . ., and for m = 0 there are two 1-dimensional
representations 0+ and 0− that are even and odd respectively under reflections through a
plane containing the line of sight. For wave vectors in the plane of the sky, s has components
that transform under the 0+ ⊕ 2 representation of the O(2) group representing rotations
around the line of sight. (Although a general traceless-symmetric tensor has 5 components
and transforms under 0+⊕1⊕2, the twom = 1 components (s13, s23) are zero for wave vectors
in the plane of the sky.) By contrast, the density δ transforms under the 0+ representation,
and is simply proportional to the 0+ component of s (the component s33 that is invariant
under rotations around the line-of-sight is proportional to δ: s33 = 13(1 + z)δ). Now we see
that δs transforms under 0+ ⊗ (0+ ⊕ 2) = 0+ ⊕ 2, and thus has one part that transforms
under the spin 2 representation of O(2). By contrast, s ⊗ s has parts that transform under
the symmetric tensor product of 0+⊕ 2 with itself, which is 0+⊕ 0+⊕ 2⊕ 4.11 The only spin
2 part in the decomposition of s ⊗ s arises from multiplying the spin 0+ and spin 2 parts of
s, and is thus proportional to the spin 2 part of δs. It is therefore intuitive that – using only
modes with wave vectors in the plane of the sky – the bias coefficients for δs and s⊗ s would
be degenerate.
11Generally, (0+ ⊕ 2) ⊗ (0+ ⊕ 2) = 0+ ⊕ 0+ ⊕ 0− ⊕ 2 ⊕ 2 ⊕ 4, which has dimension 32 = 9; however only
3(3 + 1)/2 = 6 of these are part of the symmetric tensor product.
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D Analytic form of the Fisher information matrix
In this appendix we present the calculation of the Fisher information matrix, which is numeri-
cally evaluated in Section 4. (For an exposition of the use of Fisher information in cosmology,
see for example [90].)
The Fisher information matrix elements are given by
Imn =
∑
µν
∂
∂cm
B(△µ) ∂
∂cn
B(△ν) (Cov(B,B)−1)
µν
, (D.1)
where the symbol △ denotes the ordered triple (k1,k2,k3) with k1 + k2 + k3 = 0, and the
Greek indices µ and ν denote which triangle is being considered. The partial derivatives
∂B/∂cs, ∂B/∂cs⊗s, ∂B/∂cδs, and ∂B/∂cs are readily obtained from Eqs. 2.34 and 2.35. The
covariance matrix calculation can be simplified by assuming Gaussianity and by noting that
for all k & 0.05 (Mpc/h)−1 the shape noise dominates over the intrinsic alignments:12
σ2γ
n¯
≫ cs(zf)2(1 + zf)2D(zf)2P lin(k) (D.2)
Then we can evaluate the covariance matrix using Wick’s theorem:
〈B(△α)B(△β)〉c ≈ 〈δ(kα1 )δ(kβ1 )〉〈δ(kα2 )δ(kβ2 )〉〈γ(kα3 )γ(kβ3 )〉
+ 〈δ(kα1 )δ(kβ2 )〉〈δ(kα2 )δ(kβ1 )〉〈γ(kα3 )γ(kβ3 )〉, (D.3)
which simplifies at leading order (see, e.g., [91, 92]) to
Cov(B,B)αβ = V
(
δK
kα
1
,k
β
1
δK
kα
2
,k
β
2
+ δK
kα
1
,k
β
2
δK
kα
2
,k
β
1
)
δK
kα
3
,k
β
3
×
(
b1(z)
2D(z)2P lin(kα1 ) +
1
n¯
)(
b1(z)
2D(z)2P lin(kα2 ) +
1
n¯
)
×
(
cs(z)
2D(z)2(1 + z)2fEB(k
α
3 )
2P lin(kα3 ) +
σ2γ
n¯
)
. (D.4)
Here we have used Kronecker deltas for the Fourier modes. Note that the density of modes
in k-space is V/(2pi)3, where V is the comoving volume of the survey. Note also that the
δs, s ⊗ s, and t terms do not contribute to the covariance at this order. (For the 2nd order
terms to contribute, we would need to calculate the covariance at one-loop order and would
therefore require γI to third order.)
We can now invert the covariance matrix Cov(B,B)αβ and evaluate Eq. D.1. First, to
avoid double-counting of triangles containing the same information, we impose the condition
kµ1 < k
µ
2 . Then we make the replacements
∑
µ
→ V 2
∫
d3kµ1
(2pi)3
d3kµ2
(2pi)3
and δK
kα
1
,k
β
1
→ (2pi)
3
V
δ(3)(kα1 − kβ1 ). (D.5)
12The range of k in which this inequality is invalid contributes very little to the total Fisher information.
Computing the Fisher matrix with all k < 0.05 (Mpc/h)−1 excised gives identical results (to within the quoted
precision) for the forecasted errorbars in Tables 1 and 2.
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(The latter replacement is only needed for k1 and k2, since the Kronecker deltas for k3 in
Eq. D.4 are trivially equal to one if those for k1 and k2 are non-zero.) The δ-functions collapse
the resulting integrals in Eq. D.1 to a 6D integral over one triangle (
∫
d3kµ1 d
3k
µ
2 ):
Imn = V
∫
k1<k2
∂
∂cm
B(k1,k2,−(k1 + k2)) ∂
∂cn
B(k1,k2,−(k1 + k2))
×
(
b1(z)
2D(z)2P lin(k1) +
1
n¯
)−1(
b1(z)
2D(z)2P lin(k2) +
1
n¯
)−1
×
(
cs(z)
2D(z)2(1 + z)2fEB(k
α
3 )
2P lin(kα3 ) +
σ2γ
n¯
)
d3k1
(2pi)3
d3k2
(2pi)3
. (D.6)
Finally, we make use of the fact that the 6-D integral for the triangle can be converted
to an integral over the 3 side lengths (k1, k2, and k3) and the 3 Euler angles describing the
orientation of the triangle (the direction of the normal to the triangle, described by longitude
φn and co-latitude θn; and the position angle ψn). The conversion is:
d3k1
(2pi)3
d3k2
(2pi)3
=
1
8pi4
k1k2k3 dk1 dk2 dk3
sin θn dθn dφn dψn
8pi2
, (D.7)
where we have normalized the denominator of the angular variables using the fact that the in-
tegral of the angular element over all orientations is
∫
sin θn dθn dφn dψn = 8pi
2 (alternatively,
the volume of the group SO(3) is 8pi2). If we integrate over a fraction f△ of the orientations
of the triangle, then we have:
Imn = V f△
8pi4
∫∫∫
k1<k2
k1 k2 k3
∂
∂cm
B(k1,k2,−(k1 + k2)) ∂
∂cn
B(k1,k2,−(k1 + k2))
×
(
b1(z)
2D(z)2P lin(k1) +
1
n¯
)−1(
b1(z)
2D(z)2P lin(k2) +
1
n¯
)−1
×
(
cs(z)
2D(z)2(1 + z)2fEB(k
α
3 )
2P lin(kα3 ) +
σ2γ
n¯
)
dk1 dk2 dk3. (D.8)
Since our calculation is technically valid for “face-on” triangle configurations, we should use
a value of f△ < 1. A simple cut on the configurations would be to require the triangle
normal to be within an angle θmax of the line of sight, i.e., | cos θn| > cos θmax. This leads to
f△ = 1− cos θmax. We have adopted θ = pi/6, which gives f△ = 1−
√
3/2.
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