I. INTRODUCTION
For M IGIII systems in which service-time distributions are mixtures of exponentials, we present a method that enables us to obtain explicit formulas for steady-state queueing distributions. This is done by associating a real-valued, monic polynomid of degree m , with each MIGII1 system having an m -component mixture as a service-time distribution. When m 5 4 , the roots of these polynomials are known explicitly. Denoting these roots as rl , . , r,, we show that explicit formuIas are easiIy had for such systems, in tern of these roots. When m 1 5, explicit formulas for roots are not known In this case, the method can still be applied, but one will first need to apply a roo t-finding algorithm to determine the roots.
Though algorithmic methods are available for M/GI/l systems (see [I] ,[2]), the method we develop has some interesting features. First, the explicit formulas are more accurate than the standard MIGII1 recurrence equation [I. ] simply due to catastrophic cancellation effects [Ill in the use of the latter. Example 1 in section IV demonstrates this effect nurnericalIy. Second, the behaviour of the polynomial associated with each queueing system says something about the behaviour of the steady-state queueing distribution of the system. With the aid of graphical examples (see Example 2, section TV), we illustrate the fact that given two polynomials corresponding to two different queueing systems, the one whose largest root is greater yields a system whose queue length distribution possesses a longer tail. Additionally we give an example which shows that a larger mffic-intensity does not necessariIy impIy a longer tail in queue length distribution.
Finally, the expIicit formulas we derive can be useful in qualitative analysis (where a formula may tell more about system behaviour than a computational procedure), and in systems where exponentiality can meaningfully be replaced by hypetexponentiality.
The earliest work we are aware of that proceeded along these lines is that of Greenberg [33.
In an elegant result, Greenberg demonstrated that if the service-time distribution of a Poisson arrival, single-server queue was HE2 (i.e., two-component hyperexponential), then the sreadystate customer queue-length and waiting time distributions must also each be two-component generalised mixtures of geometric and exponential distributions, respectively. By genedised mixture, we mean that the coefficients in the Iinear combination may be arbitrary constants that sum to one. The In this section we introduce some notation through definitions and outline the general approach to our results, which are presented in detail in the next section. First we review the fact that the Poisson process maps distinct continuous probability distributions uniquely onto distinct discrete probability distributions on (0,~). This result is applied to determine that the Poisson process maps distinct hyperexponentials onto distinct mixtures of geometries. Next, the standard MIGIII recurrence equation is used, dong with the mixture of geomebics just indicated, to prove that steady-state probabilities of customer queue-Iengths must be distributed as generalised mixtures of geomemics. In doing this, we restrict our attention to the case 21m S4, and obtain the result via two theorems. We remark on the effects of generalisation to m 2 5. The case nt = 1 is one of pureIy exponential service, otherwise known the MIMII queue whose explicit steady-state forms are well known.
The two theorems mentioned above serve the folIowing purpose. The first demonstrates that b each M / H E , l l queue is uniquely associated with a monic, real-valued polynomial of degree m .
It is shown that for each m , the unique polynomial (that we call the churacteriscic polynomial of the corresponding queue) has m real and positive roots. The second theorem obtains the steadystate queue length distribution as a function of the roots of the characteristic polynomial, and in so doing shows that under certain conditions, the roots must a11 be distinct and lie in the interval (0,l). The queue-length distribution is found to be a generalised mixture of geomebics. A third theorem uses a result of Haji and Newel1 [IO] to show that steady-state waiting-time distributions must also be generalised rn -component hyperexponentials.
In the sequel, we use the sets B { a , . . . , a } x ={al , . . . , a,,, X and a set of probabilities that is to be used as the finite, discrete, mixing distribution, x contains the set of fist terms of different geometric distributions, and y contains parameters of different exponential disuibutions.
Definitions
A discrete dismbution {ri},?.=o on the nonnegative integers satisfying ri = a (1-ali for 0 < a < 1, and 1 I i 5 w, is a geometric distriburion with first term a, denoted by G (a).
A continuous distribution dS (.) given by dS (t ) =g e-p; 0 S r < =, is an qonenrz'al distribution with parameter p, p> 0, denoted by E (p).
A iinite mixture of rn geometric distributions is defined to be a distribution of the form m t] aj G (aj). We denote this mixture of geomeb5cs by G,,, (B , x ).
is a mixture of exponential distributions. We denote this mixture as H&(B ,y), i.e., an mcomponent hyperexponential distribution. In an IdGI11 queue operating at steady-state, let X, be a random variable representing the number of customers remaining in the queue as the n m customer dep-from the system. Then fin} is a well-known Markov chain [9] . The arrival rate of customers to the system is taken to be A, h > 0, and the service-time distribution is a(-). The probability that j customers arrive during an arbitrary customer's service is given by where for the sake of generality the StieItjes integral is used. As a conveqtion, we henceforth take {kj} to mean {kj}i",,-,. Clearly, {kj} is a discrete distribution defined on the nonnegative integers. For a(-) an exponential distribution, it can be shown [ and each rn, 1 I m I 4, these are obtained from the WGYI recurrence equation [I] as
where kjm) has already been defined, and p, is the mfBc intensity of the MIHE,,, (B , y )I1 (9) and reversing the procedure that was used to obtain (9) will give the original recurrence in (6).
Using the recurrence in (6) with a se~ce-time random variable distributed as HE2@, y ), one obtains, for n 2 1,
where, po= 1 -p2. On comparing (1 I) with a version of itself with n repIaced by (n -1) we obtain another recurrence, valid for n 2 2. Multiplying this 1 ast recurrence by b and subtracting fmm (1 l), we obtain for n 1 1. On repeating this procedure with /12), we obtain the simplified four-term recurrence for n 1 2. The termspo, pl, andp2 can be obtained from (4).
The unique polynomial P(z ) associated with this recurrence is given by the cubic P ( r ) = ( a l a l -t-%adz3 -(1 + a l a l b 2 + %a2bl)r2+ (61 4 b2)z -b1b2 (14) for which z = 1 is a root Upon dividing out the factor (z -I), we obtain the characteristic polynomial p2(z ) of the M /HE2(B , y )/I queue as Since P ( 2 ) characterises a probabiliv distribution, it will always be the case that z = I is a zero of P ( z ) . We are left with showing that both roots of p2(z) are positive. Using the fact that z =-1 must be a mot of the polynomial P(-z), we apply Descartes rule of signs [8] to (14). The number of sign changes in P ( -z ) is zero, thus implying that P (z) cannot have any negative real roots.
Consequently, p2(z) cannot have any negative real roots. Finally, the discriminant of (15) is easily see to be always positive, for a stable queue, thus yielding its two real, and by our earlier work, positive roots r l and r2 as the zeros
The cases rn = 3,4
The recurrence in ( and E = n (1 -ai).
i = I
Since P (z) characterises a probability distribution, z = 1 is a root of P(z (1 + C (1 -a j ) ( C cti a;) -uj ail which is positive, meaning that (A -B) is negative.
Similarly, C -3 -t A = 2 + a 1 a2a3 -(a 1 + a2 + a 3 ) which is always positive, and C -3 + A -D = a~a~a~-a l a~-~~a 3 -a 2 a~+ a l f a z i -a g which is always negative.
At this stage, a tedious term by term comparison of terms shows that as long as the stability condition pg < 1 is satisfied, the discriminant ofp3(z) will always be positive. Thus we conclude that (20) has three real roots, and by our previolls work, dl must be positive. The three roots r l , r2, and r3 can be written explicitly (for example see 181). We omit these expressions for brevity.
An alternate method to show that all the roots are positive is to compute the leading coefficients of Sturm's remainders directly using (20) . These turn out to be
R ] =~B~+ Z A B
-~A~-~A c andR2=-C fi / C hi wherethe functions f i and hi When m =4, a little labour yields the iinite-history recurrence as
A p , + l = B P, -C P~-I + D~~-~-E P , -~+ F P , -~ (21)
for n 2 4. Again, the terms pj can be obtained from (4) 
' 4
Since this is an M/GI/l queue, the queue-length dismbution must be of the form obtained by using boundary conditions (i.e., probabilities that we aIready know from (4)). Using ~o = l -P 2 , and pl=(l-pz) ( I -a l a l -g a 2 ) 1 3 we obtain c I=- The boundary conditions are given by po = 1 -pz, and p 1 = (1 -~2 ) (1 -ko) , for k 0 ko = dl a 1 -I-%a 2. Here p 0 and p 1 are probabilities corresponding to zero length and one customer M/HE2(B, y)/l systems, respectively, explicitly given in (4). Upon simplifying these equations, we obtain the system which can be solved to yield the coefficients in terms of the roots rl, rz, and the parameters of the distribution G , ( B ,x) . Thus we obtain pk = Plrf + L T ; , k =o, 1, 2, ..- r 1 and 1-2 must boB lie in (0,l) . Otherwise the distribution in (32) will
give terms h a t grow rapidIy with increasing n. Since (32) defines a probability distribution, we , for i = 1,2,3. The roots T I , r3, and r3 are already known (i.e., using the known formula for the zeros of a cubic). Using po, p and p2 for boundary conditions, we obtain the system Solving this system yields the coefficients rs, '4) -[k0I2h2(r2, rg, '4) + h3('2, rg, r4) H ( w , x~Y , z ) = [ko~3h(rll rs, r3, r4) we obtain the coefficients explicitly as Pi = (1 -p4l H(r2,r3,r4, Though the difference in uaffic intensities is of the order of lo-', one wouId expect the system with j =2 to possess a longer tail simply because it does have a larger traffic intensity. For this example, this indeed works out to be the case. In Figure la In order to demonstrate that a larger traffic intensity does not imply a longer tail, consider the following example. Just as before, we have two queueing systems with h= 10, but now Bl={1/3,1/3, 1/31, B2={0.6,0.047311 ,0.352689}, yl={8,10, 13.851, and y2={15,1,30).
From (S), we compute the traffic intensities to be plm3=0.990673880 and p2,3=0.990673013 for j = I , 2, respectively. In Figure 2a we see the polynomids (see Eq.(18)) corresponding to these queueing systems. Since both polynomials have roots clustered near unity (including unity), we display the behaviour of the polynomials in this region in Figure 2b . In Figure 2b , we see that the system corresponding to HE3(B2, y2) is the one with the greuter largest root but with sntaller
