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ABSTRACT 
Utilizing the Moore/Penrose pseudoinverse to generalize invertibility in the set 
of matrices, the standard difference quotient in the univariate calculus is generalized 
to [f(X+H)-f(X)IH+, where f is a matrix valued function and H + denotes the 
Moore-Penrose pseudoinverse of the matrix H. Moreover, the derivative of 2 (Xc) is 
defined in terms of the limit of this generalized difference quotient, and various 
properties are established that are natural extensions of the results in the univariate 
calculus. 
1. INTRODUCTION 
Penrose [5] has shown that for a given nonzero real matrix A, there exists 
a unique solution for X of the equations (1) AXA = A, (2) XAX= X, (3) 
(AX)z=AX, and (4) (XA)T=XA. This solution is referred to as the 
Moore-Penrose pseudoinverse and is denoted by X = A + . For an extensive 
discussion on properties of the pseudoinverse, see References [l], [3], and [6]. 
The concept of multiplying by a general reciprocal in a set of matrices 
parallels the idea of division by a nonzero real number. With this generaliza- 
tion of invertibility, the standard difference quotient in the univariate 
calculus is generalized to [ f(X + H) -f(X)]H +, where f is a matrix valued 
function, and this result is utilized to make the following definition of the 
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af derivative =(X0). The remainder of this paper is concerned with the 
af establishment of properties of - (X,) that are natural extensions of the 
ai 
standard results in univariate calculus. 
2. af DEFINITION OF m (X,,) 
In what follows, all matrices will be over the real numbers, M will denote 
the set of m X n matrices, and N will denote the set of p X n matrices. R will 
denote the set of real numbers. Throughout this paper, 0 will be used to 
denote the zero matrix. 
DEFINITION 2.1. Let f be a function from M into N, and Q be a subset 
of M such that each open sphere B (0,r) = {Y] Y EM, ]I Y /I <r} about the 
zero matrix contains a nonzero element of Q (any D satisfying this condition 
af will be said to be admissible). Then a (X,) is defined by 
%(X0)= ~m,[f(Xo+H!-f(XO)IH+ 
H& 
if this limit exists. (We shall consider limits taken in the topology determined 
by the standard Frobenius norm [2] defined by ]]X ((‘= Tr(X’X).) 
af 3. PROPERTIES OF ,,(X,) 
af In this section, properties of m(X,) will be established that are natural 
extensions of the standard results in the univariate calculus. Theorems 3.1 
and 3.2 are directly obtainable from Definition 2.1. 
THEOREM 3.1. If f is a constant function from M into N, then 
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THEOREM 3.2. 
af 
Zf f and g are functions from M into N, and x (X,) and 
ag =(X0) both exist, then 
THEOREM 3.3. 
af 
Zf f is a function from M into N, A is a fixed q X p 
matrix, and x(X,) exists, then 
where (Af)(X) = A.f (X). 
Proof. Assume A# 8 (otherwise, the result is true trivially). Then for 
anye>Othereexistsa6>Osuchthat ~(N~~<6andH~~implies 
Consequently, 
I/ [Afix~+~)-Af(x,il~+-A.~(x~)~l 
~IIAII. /I 
af 
[f(X~+H)-f(X,)]H+-,(X~) <IlAll.&=~ 
/I 
which establishes the theorem. n 
Note that Theorem 3.3 establishes a relationship between the derivatives 
of two functions with possibly different ranges in that if f: M+N, then 
Afi M+ Q, where Q is the set of q X n matrices. 
THEOREM 3.4. Suppose 52 is admissible, let det PZO, and let r= 
{P -‘HPIH En}. Then r is admissible. 
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Proof. Let { Hk} be a sequence in fi which converges to the zero matrix, 
and Hk # 0 for every k. Then the sequence { P-lH,P} is contained in I and 
converges to the zero matrix. It is also clear that P-‘HkP#8 for every k. 
Thus I is admissible. n 
THEOREM 3.5. 
g (X0) 
Suppose m= n, f is a function from M into M such that 
exists, P is orthogonal, X, and Y, are in M and are such that 
x, = P - ‘Y,P, and f (PXP - ‘) = Pf (X)P - ’ for a11 X in sorne neighborhood of 
X,. Then 
$x”)=P-l&Y~)P, where r= {PHP-ljH EQ}. 
Proof. By definition 
g(h)= ~ms[f(Xo+H)-f(X,)lH+. 
HA 
Now HES2 implies that K=PHP-‘or. Thus H=P-‘KP and Hf= 
P _ ‘K +P. Let U be a neighborhood of X, such that X E U implies f (PXP - ‘) 
=Pf(X)P-‘.Thenthereexists6<Osuchthat \lHll<6impliesX,+HEU. 
Moreover, since f(X,+H)=f[P-‘(Y,+K)P], Pf(X,+H)P-‘=f[P(X,+ 
H)P-‘]=F(Y,+K), which implies f(X,+H)=P-‘f(Y,+K)P whenever 
llH\l< 6. For H= 0 it follows that f (X0) = P-y(Y,)P. Therefore 
g(X,)= $mB [Pwlf(YO+K)P-P-‘f (Yo)p]p-‘K+K+p 
K& 
= tmOP-l[f(YO+K)-f(Y,,)]KCP 
GI- 
This result is not surprising when we consider the hypothesis. The 
function preserves similarity in a neighborhood of X,. A slightly less general 
theorem is obtained by requiring f (PXP - ‘) = Pf (X)P - ’ for every X E M 
and every orthogonal matrix P EM. A class of functions satisfying this 
condition is obtained by letting {Ak} b e a sequence of n X n matrices and 
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defining f(X) by 
f(X)= 5 A,Xk. 
k=O 
If this series converges uniformly for X EM, then f(PXP-‘)= Pf(X)P-’ [4]. 
n 
THEOREM 3.6. Suppose H is an n x n matrix. Then lim,,,HkH + = 13 for 
k 22. 
Proof Since k > 2, lim,,, // H ‘-‘JI = 0. Moreover, 
J(HkH+I/=JIHk-‘.HH+// < ((Hk-‘JI.jHH+I( 
THEOREM 3.7. 
admissible with r 
and 
THEOREM 3.8. 
< [(HkP1((drankHH+ 
< IjHk-‘jjd\ln . n 
Suppose f is a function from M into N, 52 and IY are 
af a_f 
a subset of 3, and a (X,) exists. 7%en p (X,,) exists 
Suppose f is a function from M into N and g (X0) 
exists. Then there exists a unique function 17 from {X0} X 52 into N such that 
and 
lim q(X,-,,H)=fl. 
H-4 
Proof. The proof is straightforward. 
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THEOREM 3.9. Suppose CJ is admissible, and f is a function from M into 
N which is injective and continuous with respect to a. Then I?= {f(X) - 
f(X,)jX-X,Ea} is admissible. 
Proof. Let {X, - X0} be a sequence in Q for which X, - X,,# B for every 
k, and which converges to the zero matrix. Then the continuity of f with 
respect to Q implies { f (X,)} converges to f (X,), or equivalently { f (X,) - 
f (X,)} converges to the zero matrix. The fact that f is injective insures that 
f (X,) - f (X,) # 0 for every k. Hence I’ is admissible. n 
A natural question that arises when discussing properties of functions is 
whether or not the composite of two functions with a given property 
af maintains that property. An answer pertaining to the property that m (X,) 
exists, where f is the composite of two functions, is given in the next 
theorem. There are certain restrictions which preclude us from having a 
general chain rule, although they are not so strict as to prevent the use of the 
theorem to obtain later results. 
THEOREM 3.10. Let Q denote the set of n X n matrices. Suppose g is a 
ag function from M into Q, f is a function from Q into N, h =fog, m (X0) 
exists, g is injective and con@uou.s with respect to a, det [g(X) - g(X,)] #O 
for every X-X,Ei2, 
52). Then 
Proof. It follows 
and T&(X) exists, where I?={ g(X)-g(X,)jX-X,E 
%(X0)= +X&X,). 
directly from Definition 2.1 that 
%(X0)= Jiy [h(X)-h&)1(X-Xd+. 
X-;&l 
Thus 
&(x0)= ,‘i% 
x-;&2 
[f(g(X))-f(g(X0))l 
x [g(x)-dxo)]-l[ gw-g(x,)](x-x,)+ 
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= .pn$ [r‘idX)HidX,))][ g(wg(x,)]-l 
x-& 
x 25 [ g(wg(xo!](x-xo)+ 
X-g&l 
= lim [fig(X))-figj’i,))][giX)-giX,!]-l~(X,! 
g(XPg(Xo) 
g(x)-g(xo)Er 
DEFINITION 3.1. Suppose f(t) is a matrix of real valued functions, &, of 
(If the real variable t. Then -&to) is defined by 
Many results pertaining to a calculus of matrices using this definition 
have already been established [4]. 
For the class of all functions h from M into N which satisfy the 
hypothesis of Theorem 3.10, the calculation of g (X,,) is simplified to the 
ag extent of determining -(X0) when Q= R. This follows from the previous 
as 
theorem and the fact that 
As a special case, if g is linear, then 
%(X0)= j+irnO g(H)H+. 
H&l 
The next theorem provides some machinery by which we shall prove an 
af existence theorem for - (X,,) on the class of functions which can be 
ac2 
represented by a power series, many admissible sets 3, and some elements X,, 
288 JOHN S. McMATH, S. E. SIMS, AND C. R. HALLUM 
af in the domain off. If X, commutes with 52, then - (X,), for some f, can be 
ai- 
readily obtained. 
THEOREM 3.11. Suppose f is a function from M into M defined by 
f (Xl= Xk, m = n, 52 is admissible, and X, commutes with each element of 52. 
Then 
Proof. By Definition 2.1 and Theorem 3.6 
%(X0)= $rnO [(X,,+N)“-X#+] 
H& 
= Jim0 kXgk_ ‘HH + 
HZ;;n 
= kXk-’ lim HH+ 0 . n 
,“sl 
COROLLARY 3.1. If f(X)=CFz&,Xk, and limn+ao CtEIAkXk exists 
uniformly in a neighborhood of X,, then with the rest of the hypothesis of 
Theorem 3.11, 
$(X0)= 2 kA,X,k-’ /jmOHHi. 
k=i HA 
It is clear that the condition in Theorem 3.11 that X0 commutes with 
each element of !C? may not be satisfied. However, in many cases Theorem 
3.11 can be used to determine %(X0). Moreover, if X0 is a scalar matrix, 
then D could be any admissible subset of M. Furthermore, if Q is chosen as 
52 = {H IX,H = HX, and HH + = A, a fixed matrix}, then the conclusion is 
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An admissible Q of this form is the set of all scalar matrices. Theorem 3.11 
V with G as above then gives the existence of - (X,) for polynomials. Now it 
ati 
will be shown by example that an D of this form encompasses more than 
scalar multiples of a fixed matrix. 
EXAMPLE . Suppose X, is diagonal. Then X0 commutes with every 
diagonal matrix. Choose any r < n real numbers h,,A,, . . . ,A, such that hi #O 
for i=l 2 , r where n is the dimension of X,. Furthermore let >*.*1 > 
H= 
4 I 
A, 0 IO 
0 I *. 
A, / 
--------A-_ 
0 1 0 
Then 
HH + = _?_” 
[ 1 01 0. 
Hence 
The following theorem is given to illustrate an association of 
with usual differentiation. 
THEOREM 3.12. Suppose a= {tX,ltER, X,,EM}, SF= {tY,jt~R, Y,,E 
N}, g is a differentiable function from R into R, and f is a function from G 
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into I? defined by f (tX,) = g(t) Y,. Then 
&J)= &YOX,i. 
Proof. By Definition 2.1, 
= Jiy [ wo-&o)Y,l( $&I+ 
0 
= pil 
s(t)-g(to) .y X+ 
t-t, 
0 0 
0 
= ~(t,).r,x,t. n 
THEOREM 3.13. Suppose f, g, and h are functions from M into M with 
m= n, %(X0) and %(X0) exist, f is continuous with respect to a, g(X,) 
commutes with H+ for every HE&!, and h(X)=f(X)g(X). Then 
Proof. Again by Definition 2.1 
$x0)= >T 
.-;(&l 
[f(xig(X)-fiXo)giXo)](X-xo!+ 
= $2, ~f~~~g~~~-f~~~g~~o~+f~~~g~~o~-f~~o~g~~o~]~~-~o~+ 
X-X,EQ 
= j$ f(x)[ g(X)-g(Xo)](X-Xo)’ .y’;,“x, [f(x)-f(xo)]g(Xo)H+ 
x-X,EO x-X,EQ 
n 
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4. CONCLUSIONS 
The appearance of the Moore-Penrose pseudoinverse in the literature has 
created widespread interest in various areas of mathematics requiring the 
general reciprocal of a matrix. In this paper, the pseudoinverse was utilized 
to generalize the concept of differentiation in a manner which has intuitive 
appeal when compared with the standard definition of differentiation in the 
univariate case. Moreover, several properties were established to illustrate 
the close analogy with results in the univariate calculus. 
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