This research is part of a wider project to build predictive models of bone age using hand radiograph images. We examine ways of finding the outline of a hand from an X-ray as the first stage in segmenting the image into constituent bones. We assess a variety of algorithms including contouring, which has not previously been used in this context. We introduce a novel ensemble algorithm for combining outlines using two voting schemes, a likelihood ratio test and dynamic time warping (DTW). Our goal is to minimize the human intervention required, hence we investigate alternative ways of training a classifier to determine whether an outline is in fact correct or not. We evaluate outlining and classification on a set of 1370 images. We conclude that ensembling with DTW improves performance of all outlining algorithms, that the contouring algorithm used with the DTW ensemble performs the best of those assessed, and that the most effective classifier of hand outlines assessed is a random forest applied to outlines transformed into principal components.
Introduction
This research is part of a wider project to build predictive models of bone age using hand radiograph images. Bone age assessment typically involves estimating the expected age of a patient from a radiograph by quantifying the development of the bones of the non-dominant hand. It is used to evaluate whether a child's bones are developing at an acceptable rate, and to monitor whether certain treatments are affecting a patient's skeletal development. Currently, this task is performed manually by scoring each bone using a system such as Tanner and Whitehouse (TW). 1 This procedure is time consuming and often inaccurate. We are attempting to develop a fully automated system that will quickly produce an accurate estimate of bone age based on predictive models constructed from a wide range of images. Broadly speaking, bone age is estimated by the shape and position of the bones in the hand. Hence, our approach involves segmenting the image to find the location of individual bones, then extracting features to build a regression model. This approach is also adopted in a recently published algorithm that forms the basis of a commercial piece of bone ageing software called boneXpert. 2 This software constructs Active Appearance Models (AAM) of the bones directly from the radiographs. Our experience indicates that by first extracting the outline of the hand we will get a better segmentation of the bones as the hand outline gives clearly defined landmarks upon which to begin the extraction. This paper addresses two problems associated with the task of extracting the outline of a hand from an image: Firstly, we assess how to extract the outline, and secondly, we evaluate how to determine whether a given outline is in fact a correct outline of a hand. We assess four candidates for extracting the hand outline: Otsu thresholding, 3 Canny edge detection, 4 AAM, 5 and contouring. 6 These are briefly described in Sec. 3 . Despite the fact that the first three candidates have previously been used to extract hand outlines, [7] [8] [9] our experience is that the variability in intensity across images, low contrast between the background, flesh, and bone, and variability in hand size and shape mean that the extraction of the outline is non-trivial, and that none of the algorithms assessed are consistent enough for our requirements. Therefore, we define an ensemble method that combines the outlines formed from a range of transformed images (see Sec. 4), which we find creates much better outlines (as assessed in Sec. 6). However, none of the algorithms we evaluate work perfectly. Figure 1 shows two examples of incorrect outlines.
In these examples the algorithm has found the internal outline of the metacarpals or phalanges. We have observed several other types of error, such as over extended regions or cropping of individual fingers. Clearly, an incorrectly segmented outline will compromise any subsequent steps of bone segmentation and age modeling. Since our aim is to minimize the human intervention needed to progress from image to age estimate, we require an automated means of classifying whether an outline is correct. Section 2 covers the history of bone age assessment and how it is performed currently in hospitals worldwide. We constructed a training set of 1000 images and a test set of 370 images from data collected from the Children's Hospital Los Angeles. 10 The images are from males and females in the age range 0-18 years. Each image was automatically segmented (Secs. 3 and 4) and manually labeled as correct or incorrect depending on the quality of the segmentation. Features were then extracted from the training images and a range of classification algorithms (Sec. 5) were evaluated using the testing set. The results are presented and analyzed in Sec. 6. In Sec. 7 we conclude from our findings and describe how this prototype system could be improved.
This work is an extension of that performed by Davis et al. 11 The contributions of this paper can be summarized as follows:
(1) We propose using contouring to find hand outlines in radiographs, and compare contouring with other methods used in this problem domain. To our knowledge, contouring has not been used in this context before and our experiments indicate that it has great potential. (2) We propose a new way of combining image outlines through an ensemble technique, with diversity achieved through rescaling and two novel voting scheme that use a likelihood ratio test and dynamic time warping. (3) We describe a classification problem based on a one-dimensional transformation of the hand outline and evaluate a range of alternative classifiers on different transformations of the outline. (4) We demonstrate that ensembling with dynamic time warping using contouring produces the most reliable outlines.
Bone Age Assessment
Bone age measures the current state of skeletal maturity against the normal development for a given population. Difference in bone age and chronological age can indicate medical problems. 12, 13 In clinical radiology, bone age assessment is a task regularly performed by pediatricians to monitor skeletal development and the effects of certain drugs. 14
Manual bone age assessment
Bone age assessment is currently performed in hospitals worldwide on a daily basis. This procedure is undertaken by obtaining a radiograph of the patient's nondominant hand. It is widely accepted that the hand is a good indicator of skeletal maturity. 1, [15] [16] [17] This is for three main reasons. Firstly, it has many ossification centers in a small area. Secondly, due to the small area, the patient is exposed to minimal radiation. Finally, it is an easy area to radiograph. An examination of the skeletal development of the hand is undertaken using one of two methods: The Atlas method of Greulich and Pyle 18, 19 or the scoring method proposed by Tanner and Whitehouse. 1,20,21
The Greulich and Pyle method
The Greulich and Pyle atlas 19 consists of a set of reference images over a range of ages. There are 31 reference images for males and 26 for females. The clinician checks a patient's radiograph against each of the example radiographs in the atlas to find the most similar. When comparing against each radiograph, certain features of the skeletal development, such as the development of the epiphysis and the presence of certain carpal bones, should be checked. The bone age prediction is that of the image in the atlas deemed closest to that of the patient in question. The main disadvantages of using this method are that it is subjective and therefore harder to reproduce diagnoses. 22, 23 The use of an atlas method assumes that the ossification process happens in an orderly fashion among all people; however, this may not be the case. 22 Another criticism is the long intervals between standards. A study in 1960s Denmark found that the standards of the atlas were not a good representation of their population, 24 although a more recent study was performed in the Netherlands and found the atlas to still be of use. 25 
The Tanner and Whitehouse method
In contrast to the atlas based method of Greulich and Pyle, 18, 19 the Tanner and Whitehouse method 1,20,21 grades a selection of bones. Each bone has various stages of development, and each stage has various criteria for a bone to be scored at that stage. Bone scores are summed to give the skeletal maturity score. This is converted into a bone age using a chart.
The advantages of using the Tanner and Whitehouse method, as opposed to the Greulich and Pyle method, are that it overcomes the subjectivity problem and results are more reproducible. 23 However, rating individual bones is time-consuming, and so the Greulich and Pyle method is used more often.
Automated bone age assessment
Automated bone age prediction requires image segmentation, feature extraction and classification/regression. Pietka et al. 26 describe a method that uses c-means clustering and Gibbs Random Fields to extract the bones from a radiograph. Six regions of interest (ROI) are located: The joints between distal phalanges -middle phalanges and middle phalanges -proximal phalanges of fingers two, three and four. These ROIs are segmented and features are extracted from them. Firstly, background subtraction is performed using histogram analysis, and thresholding is performed to extract the hand. The axes of fingers two, three and four are then located. These axes are used to locate the six ROIs. The bone is extracted from the soft tissue in the ROIs.
Thodberg et al. 2 use AAMs to assess skeletal maturity in their software BoneXpert. This algorithm consists of three layers: A, B and C. AAMs are used in layer A to reconstruct bones and determine how "normal" they are. The authors annotated 3000 hand radiographs by hand to model the 15 RUS bones (Radius Ulna and Short Bones). The bone age is constructed in layer B, but does not use the GP or TW method, instead it uses the shape and intensities learnt from the AAMs. The BoneXpert bone age is then converted into GP or TW bone age in layer C, the only time in the process that human ratings are used.
Our objective is to develop an approach that is fully automated and can be adapted to local populations. Clearly, the image segmentation stage presents a major challenge. We assess variants of the approaches taken by Pietka and Thodberg in the context of hand outlining.
Outlining a Hand
There has been extensive research on the segmentation of hand radiographs. [7] [8] [9] 27 The majority of this work concentrates on the direct segmentation of the bones and uses the problem of finding the outline merely as a motivational example. However, we consider the seemingly easier problem of finding the hand outline as the most sensible first step; once we have obtained an outline that we are confident is correct, the position of the bones is highly constrained and thus much easier to detect. We have applied four commonly used algorithms for outlining, described below.
Active appearance models
Active shape models (ASM) [28] [29] [30] and Active Appearance Models (AAM) 2, 9, 31 have been used previously for the segmentation of bones from radiographs. However, the use of ASMs for this task has decreased since the introduction of AAMs, as the AAM uses a more complete model of an image. To use AAMs to extract the hand outline, the model must first be trained over a set of manually annotated images. This is performed by placing k landmarks along the outline of the hand. The landmarks are then normalized for translation, rotation and scale and principal components analysis (PCA) is applied, to give a compact model of shape of the form:
where s refers to a set of landmarks in an image,s is the mean shape, P is the set of eigenvectors that define the allowed variation of the shape, and b s are the shape parameters.
AAMs also encompass a model of the intensity variation within the shape. The labeled training images used to construct the shape model are warped to the mean shape,s, and PCA is applied to these shape normalized images. This provides a compact model of appearance variation of the form:
where a refers to a shape normalized image,ā is the mean appearance, P is the set of eigenvectors that define the allowed variation of appearance, and b a are the appearance parameters.
Once the model has been built, a further iterative algorithm is used to fit the outline to new instances. We have used the Inverse Compositional AAM. 32 AAMs are a powerful method for tasks where the user wants to classify objects by shape. However, the object being modeled needs to be well defined. A large set of example images of the object are required for a large amount of variation to be modeled.
Some of the advantages of this method are as follows. The model can incorporate the knowledge of an expert from the annotation of the training examples e.g. knowing the difference between a bone in Stage E and a bone in Stage F of the TW method.
AAMs are able to model the variation of shape and texture in a compact representation and only needs the knowledge of the object gained from the training set.
Otsu thresholding
The Otsu method 3 for thresholding hand radiographs 7,26 uses the probability distribution, p, of the pixel intensities of the input hand radiograph. The mean pixel intensity, µ T , is calculated using:
A pixel intensity, i, is classified as background with a given probability, ω(i), using the cumulative probability distribution:
The mean intensity of pixels up to level i, µ(i), and the between class variance of intensities σ 2 B (i), are calculated using Eqs. (5) and (6), respectively.
The optimal threshold, σ 2 B (i * ), is calculated using:
which provides the division of the radiograph into background and foreground (hand) regions. Unlike the AAM method, the Otsu method presents a fully automated solution. The advantage of such a system is that it avoids the need for a person to label potentially hundreds of images.
However, the disadvantages of such a method are that it does not contain any shape and/or appearance information. This could mean that the foreground selected using this method may not be the desired object, due to an unknown artifact affecting the probability distribution of the image. There may be more than one outline in the binary mask after thresholding. We assume the largest object in the radiograph to be the hand and extract the outline from it.
Canny edge detector
The Canny edge detector 4 is a multistage algorithm that combines differential filtering, nonmaximal filtering, and thresholding with hysteresis. It has been used previously in the context of hand radiograph segmentation. 8, 33 To summarize, the Canny algorithm:
• Smoothes the image with a Gaussian filter.
• Estimates the gradient magnitude and direction at each pixel and quantizes the gradient directions to be one of {0, 45, 90, 135} degrees.
• Performs nonmaximal suppression by switching off candidate pixels that are not locally maximum in the direction of the gradient. • Identifies definite edge pixels as those with a gradient magnitude above a global high value threshold, and switches off pixels that have a gradient magnitude below a global low threshold. • Checks the pixels with gradient magnitude between the high and low thresholds to determine if there is a path that connects them to a definite edge pixel. Those that are connected to a definite edge form the edge, otherwise they do not.
As with the Otsu method, the Canny edge detector is a fully automated solution to image segmentation, requiring no hand annotation of images.
A major disadvantage of using this method is that it detects edges, not necessarily outlines. This could cause a problem if there are no strong edges around the object to be segmented. The Canny edge detector identifies all edges in an image, and we assume that the longest edge represents the hand outline.
Contour algorithms
To the best of our knowledge, contour algorithms have not been used in this context, but have been used previously for tasks such as weather analysis, 6 gesture recognition, 34 and road sign recognition. 35 The contour algorithm used takes an input radiograph I with intensity range 0-255. It calculates n contour levels c 1 , c 2 , . . . , c n where c 1 < c 2 · · · < c n . The contour levels are at n equally spaced points between the minimum and maximum pixel intensities. A simple example input can be seen in Fig. 2 , which would have contour levels at 50, 100 and 150. For each contour level c i , pixels that have an edge intersecting c i are found. In Fig. 3 we show the edges in our example at c i = 50. The first edge is found and highlighted (Fig. 4 ). The t intercept and contour point (p x , p y ) are calculated using Eqs. (8), (9) and (10) respectively. c i is the contour level, z 0 and z 1 are the pixel intensities either side of the edge, (x 0 , y 0 ) and (x 1 , y 1 ) are the co-ordinates respectively of the pixels. The t intercept refers to the point between the two pixels where the contour level intercepts. A visualization of this is shown in Fig. 5 . Based on our example the calculations would be:
The contour point (p x , p y ) is recorded as the first point of the contour C. The edges connecting to the current edge are checked to see if they intersect level c i , shown in Fig. 6 .
If there is a connecting edge that intersects level c i as shown in Fig. 7 , the process is repeated with the t intercept, contour point p being calculated (see Eqs. (14) to (16)), and p being concatenated onto the contour C ( Fig. 8) .
The contour C is terminated when any of the following happen:
• All connecting edges are not intercepted by c i .
• The contour returns to an edge it has already visited. • The contour leaves image I (as in the example shown). • All connecting edges have been marked by other contours.
After each contour C at each contour level c i has been found, the set of contours S is returned.
The output from the contouring algorithm is a set of contours, and we take the largest contour to represent the outline of the hand.
Ensemble Techniques
There are two main factors that make finding a hand outline difficult. Firstly, the background/hand division we are attempting to find can be obscured by the hand/bone division, which is often more pronounced. Secondly, the distributions of pixel intensities vary greatly from image to image. This is caused by differences in the machine used, deterioration of the bulb over time, and the fact that the energy emitted from the bulb is nonuniform across the bulb (this is commonly referred to as the Heel Effect; an example is shown in Fig. 9 ). One way of overcoming the first problem is to rescale an image I to extenuate the background/hand division using a power transform, I γ + c (where c is a constant that rescales the intensities back in the range 0-255). However, the second problem of variation in the distribution of intensities means the optimal γ value is image dependent. Hence we propose an ensemble approach. This involves creating twenty rescaled images with scaling factor γ 1 = 0.1, γ 2 = 0.2, . . . , γ 20 = 2.0 . Each rescaled image is independently outlined by one of the algorithms described in Sec. 3. Each outline O i is a list of (x, y) co-ordinates derived from the image transformed with power γ i .
Once the 20 outlines have been created, the problem is to choose one. Unlike traditional classification ensembles, 36, 37 we cannot simply vote on an outline. Instead, we propose two separate selection methods. The first method is based on comparing the shape of the outline to a set of idealized outlines (Sec. 4.1). The second involves using a test statistic on the difference in intensity distributions of the image inside and outside the outline (Sec. 4.2).
Dynamic time warping outline selection
Dynamic time warping (DTW) is an elastic measure of the similarity of 1-D series that has become popular in time series data mining. 38 Suppose M (Q, C) is the n × m point-wise Euclidean distance matrix between two ordered series Q = q 1 , . . . , q n and
is a set of index pairs that define a traversal of matrix M . A valid warping path must satisfy the conditions (a 1 , b 1 ) = (1, 1) and (a k , b k ) = (n, m) and that 0 ≤ a k+1 −a k ≤ 1 for all k < n and 0 ≤ b k+1 −b k ≤ 1 for all k < m. The distance for any path W is:
The DTW distance between series is the path through M with the minimum total distance. Let W be the space of all feasible paths. The DTW path W * is the path that has the minimum distance, i.e.
To apply DTW to hand outlines we first map each outline onto a 1-D series by computing the Euclidean distance of each pixel along the contour 1250020-7 to the midpoint of the wrist. Hence for any outline O = (x i , y i ), . . . , (x n , y n ) , the associated 1-D series is defined as:
Where
Illustrative examples of converting good and bad outlines into a 1-D series are shown in Figs. 10 and 11, respectively. These show the difference between 1-D series and hence why we believe DTW would be applicable for this task. For any given image, we create 20 candidate series from our outlines. We wish to select the series that most resembles a correct hand outline using DTW to measure similarity. Of course, there is a wide variation in possible correct outlines. In order to get a range of ground truth candidates we took the 59 idealized radiographs that are presented in Ref. 39 . These range in age from 8 months to 18 years. We manually outlined these images to form a set of correct outlines, C 1 , . . . , C 59 . Our selected outline is the outline O k that has the minimum median DTW distance to our set of correct outlines, i.e. min DT W (O k , C j ). An example of DTW between two 1-D series of hand outlines is shown in Fig. 12. 
Likelihood ratio outline selection
An alternative approach to DTW is to select an outline based on the intensity distribution of the original image both inside and outside of the outline. Given an outline O, let the set of points in the original image inside the outline be A and the set of points outside the outline be B and let |A| = n a and |B| = n b . An image has intensity values in the range 0 to 255. Let the number of points in set A with intensity k be a k and the number of points in set B with intensity k be b k . The counts a k and b k form the histograms of intensity occurrences inside and outside of the outline. We can form the intensity distributions from the relative frequencies,
We wish to choose the outline where the distribution within the outline is most different from that outside of the outline. To do this we use the likelihood ratio statistic for the test of the null hypothesis that the distributions are equal. Under this null, our probability estimates are:
and the test statistic is given by the log of the likelihood ratio,
where K = 255. Our likelihood ratio selection criteria is to choose the outline O that minimizes d L (O, I).
Classification of an Outline
One of our priorities is to minimize the requirement for human intervention in bone age assessment. The ability to automatically detect whether an outline is 1250020-9 a valid hand is crucial because the later stages of bone extraction and age estimation will fail if the input at the outline stage is incorrect. Error in outlining may be caused by the inaccuracy of the outlining algorithm (none of the approaches described in Sec. 3 are 100% robust against the sources of variation described previously) or by problems with the original image (such as fingers overlapping). In either case, our priority is to avoid incorrect outlines being passed on to the next stage in the process. The classification task is to predict whether an outline is a valid hand given the outline and the image. We first produced 1000 hand outlines using a mixture of the methods described in Sec. 3. Three volunteers manually labeled the training data as correct or incorrect. Since our priority at this stage is to make sure we do not progress with an incorrectly labeled image, an outline is labeled as correct only if all three human subjects classify it as correct. The training set has 638 positive cases and 362 negative cases.
Transformation
Generally, image classification requires some form of feature extraction. 40, 41 We extract features in two stages. Firstly, we adopt two fundamentally different representations and, secondly, we derive features from these representations through transformation. As with the ensemble of outlines, the first representation is based on intensity distributions, the second on shape. For intensity features, each segmented image was transformed into two separate intensity distributions, one for outside the outline and one for inside the outline. These two distributions were concatenated to form an instance for each image. Image intensities range from 0-255, but using all of these values may obscure the true differences between the distributions. Hence we created five separate datasets with distributions derived from merging intensity values: Intensity(256) (frequencies for all possible values inside and out, hence 512 features), Intensity(128) (merge every two intensity values), Intensity(64), Intensity (32) and Intensity(16) (merge intensities 0-15,16-32 etc. to give 32 features). The second representation is derived by mapping the outline onto a 1-D series based on the Euclidean distance of each pixel along the contour to the midpoint of the wrist. Each series is smoothed using a median filter of length 51, z-normalized to remove the scaling effect of age variation and resampled to ensure that each is the same length as the shortest series (2709 attributes). We performed several standard transformations of the 1-D series.
• Principal Component Transforms (PCA). PCA forms a linear transform to an alternative set of orthogonal vectors. We tried two forms of PCA. The first, PCA1, found the components on the whole training set. The second, PCA2, performed the transform on the positive cases only, then used the components to define features for both the positive and negative cases. For both PCA methods we created two data sets. The first contains all the components and the second retained the components that explain 95% of the variation (10 and 14 components, respectively).
• Fast Fourier transforms (FFT). The FFT can be
used to capture phase independent information in a series. We used three versions of FFT: FFT (Full) retains all the transformed Fourier terms; FFT (14) kept only the first 14 Fourier terms; and PS further transforms the FFT into the Power Spectrum (by squaring and adding the real and complex Fourier terms). • Autocorrelation function (ACF). The ACF describes how a series is correlated with itself over a range of different intervals. Thus the kth term of the ACF measures the correlation between each point and the point preceding it by k places.
An alternative approach to classifying raw hand outlines is to derive a number of descriptive features from the data and then use these summary features for classification. Filtering the data to extract bespoke features for classification is a common approach in the literature and is frequently applied to time series and one-dimensional ordered series. 42 We observe that an outline is often incorrect because it misses a finger, or incorrectly finds a partial bone outline instead of the hand outline. Hence we derive features that relate to the peaks in the series.
There were two main stages in the implementation of the filter. Firstly a simple algorithm was created to detect peaks and troughs in the onedimensional series that correspond to the tips of the fingers and the webs of the hand. The second stage of the filter uses these landmarks to compute a number of summary measures to represent each hand outline
Algorithm 1: Find Fingers And Webs

Input: One-dimensional Hand Outline Q
Window Size r Output: Set of finger locations F Set of web locations W 1. Assume that the initial slope is positive, posSlope = true; 2. lastSum = 0; 3. FOR i = 1 to |Q|-r 4. thisSum = sum(Q i · · · Q i+r ) 5. difference = thisSum -lastSum 6. IF posSlope = true and difference < 0 7.
F.add(max(Q i · · · Q i+r )) 8. posSlope = false 9. ELSEIF posSlope = false and difference > 0 10.
W.add(min(Q i · · · Q i+r )) 11. posSlope = true 12. ENDIF 13. lastSum = thisSum 14. ENDFOR 15. RETURN F, W in the data set. Algorithm 1 describes the process used to detect the finger tips and webs.
The procedure in Algorithm 1 starts by assuming that the initial slope of the series Q is positive. A window of size r iteratively moves across Q from the first position to |Q| − r by using the loop specified on line 3. For each possible starting location of the window, the total sum of all points within the window is computed and compared to the sum of the previous window (lines [4] [5] . If the gradient of the slope was previously observed to be positive, the difference between this sum and the last sum must be positive for this property to remain true; if the difference is negative then the gradient of the line must have changed at some point within the window. This point is identified by finding the local maximum of the window (line 7) and is extracted as a reference to a finger. Once the finger has been extracted, the line direction is updated and the algorithm continues. Conversely, if the line was previously heading in a negative direction, the difference between this window and the previous window must be negative for this to remain true. If line 9 of Algorithm 1 detects that the difference is now positive, the local minimum of the window must correspond to the location of a web of the hand and this location is extracted and added to the set of webs, and the direction of the line is also updated (line 11). The algorithm continues processing the hand outline Q until it reaches the end of the series, where the sets of fingers and web positions are returned. A graphical illustration of Algorithm 1 is shown in Fig. 13 . Once Algorithm 1 has been performed on all onedimensional hand outlines, the second phase of the filter can be carried out to transform the finger and web landmarks into a set of descriptive features. We derived 14 features from these positions that fall into four distinct categories: The number of landmarks found (number of fingers, number of webs), relative finger positions to the index finger (thumb to index, middle to index, ring to index, little to index), relative web positions to the thumb/index finger web (index/middle, middle/ring, ring/little), and the ratio of finger height to wrist width (thumb/wrist, index/wrist, middle/wrist, ring/wrist, little/wrist).
The extraction of these features also allowed for a simple classification rule to be enforced: When given a hand outline to extract features from, if the number of fingers observed by Algorithm 1 is not equal to five and the number of webs extracted is not equal to four, then we can safely classify this hand outline as an incorrect case because all hands in the data must have five fingers and four webs to be a valid hand.
Classifiers
We conducted our classification experiments on the 15 datasets with 10 different classifiers. We used the WEKA 43 implementation of kNN 44 (with k set through cross validation), C4.5 decision tree, Naive Bayes, Support Vector Machines 45 with a linear, quadratic and radial basis kernel, Random Forest 46 with 30 and 100 base classifiers, Rotation Forest 47 with 30 base classifiers, and a multilayer perceptron. Random Forest and Rotation Forest are tree based ensemble techniques that diversify through random attribute selection (Random Forest) or subspace transformation (Rotation Forest).
Results
There are four stages to our experimentation. Firstly, we evaluate classifiers on our training set of outlines and choose a subset of classifiers to use in testing. Secondly, we apply our outlining algorithms to 370 test images. Thirdly, we assess the outline outputs with the classifiers. Finally, we manually assess the outlines and comment on the suitability of the classifiers.
Classifying outlines
The training set has 638 positive cases and 362 negative cases. The raw (normalized) data has 2709 attributes. All classifiers are assessed through a tenfold cross validation. The mean classification accuracy and standard deviation between folds are shown in Table 1 . Generally, building classifiers on transformed data did not improve on the accuracy of those built on the raw data. However, Random Forest with 100 base classifiers achieves the highest overall accuracy of 93.5% using all components of PCA2. A classification accuracy of over 90% is sufficient at this point in the development cycle, hence we continue to use a Random Forest classifier trained on PCA2 (100%).
Generating test outlines
The second stage of the experimentation involves forming hand outlines on 370 separate testing images. We used the four methods described in Sec. 3, then run ensembles of the Canny, Otsu and contour algorithms on rescaled images. The AAM is trained on a manually labeled set of 30 images.
Testing the outlines
We trained a Random Forest classifier with 100 base classifiers using all 1000 of the PCA2 training data, then used this classifier to label the outlines generated by our seven outlining techniques as correct or incorrect. Table 2 shows the percentage of correct outlines for each outlining algorithm, as determined by the Random Forest classifier. Firstly, these results suggest that the AAM technique is the best performing outlining scheme (85% correct) and that Canny is the worst, failing to form a single correct outline. We investigate these results further in Sec. 6.4. Secondly, ensembling with the likelihood ratio method actually makes Otsu and contour worse. When coupled with the fact that the intensity based classifiers performed poorly (see Table 1 ), this implies that the intensity information is too noisy to use to distinguish outlines. Finally, Table 2 demonstrates that ensembling with DTW improves the performance of both the Otsu and the contour outlining algorithm. Table 2 suggests that AAM is the best outliner. In order to explore these results further, we manually labeled the test outlines of AAM and contour ensemble (DTW) as correct or incorrect. This demonstrated that whilst the AAM algorithm usually finds a valid hand shape, this outline is often not in the correct location. Figure 14 gives two examples of this phenomenon. The fitting procedure used by AAM actually constrains the fit to a hand like shape, so the problem for AAM is finding the location for the constrained outline. Errors occur with AAM when the search algorithm becomes stuck in a local optimum. In fact, manual inspection revealed that only 187 test images (50.54%) were correctly outlined by AAM. Table 3 shows the confusion matrix of the Random Forest classifier against our manual labeling for AAM outlines. The classifier made 140 false positive classifications.
Manual assessment of outlining algorithms
Since we are primarily concerned with minimizing false positives, this presents a serious problem. We could increase the training set size for AAM and potentially improve performance, but there is a strong likelihood that errors of this nature will still occur. Alternatively we could alter our classification scheme to use a measure derived from the image intensity rather than the outline. However, the intensity based classifiers achieved a maximum 82% accuracy. This indicates that discrimination by intensity distributions is harder than discrimination by shape. The Canny outliner was classified as getting no outlines correct. A visual inspection revealed this was an overly pessimistic scoring, but nevertheless that Canny performed poorly. We believe that this is caused by two factors. Firstly, Canny is an edge detector rather than an outline detector. Whilst a human may classify the Canny output as good, since it broadly looks correct, it does not generally form a continuous outline. Secondly, although the intensity difference between the hand and the background is obvious to the human eye, the actual intensity differentials at the boundaries are not great.
In contrast, a visual inspection of the contour ensemble (DTW) outlines reveals that it correctly found 320 outlines (86.46%). Table 4 shows that the Random Forest made only 21 false positive classifications and was cautious about labeling, with over twice the number of false negative as false positives. This is actually desirable, as our primary concern is to stop incorrect outlines proceeding to the bone extraction stage. Our primary conclusion from these experiments is that the contour ensemble (DTW) is the most appropriate outlining algorithm for hand images, and that Random Forest classifiers using a PCA transformation are the most appropriate way of automatically classifying outlines as correct or not.
Conclusions and Future Work
This paper describes a novel ensemble algorithm for outlining radiographs and a classification scheme to automatically detect whether an outline is correct. We found that of the two voting schemes used in the ensemble, DTW outperforms the likelihood ratio test. We have successfully applied this ensemble algorithm to a contouring outliner that can extract correct outlines from over 80% of images. We conclude that AAM is the only other contender in terms of accuracy, but is not suitable for this project because the types of mistake it makes are hard to detect automatically.
While the Random Forest classifier performs adequately, we believe we could construct a better classifier. We will experiment with alternative transformations and classification schemes to try to improve performance. The contour ensemble algorithm performs well, but we aim to improve performance by setting contour levels dynamically.
Pre-processing of hand radiographs is a nontrivial task and is the starting point for automatic diagnoses in many tasks in the field of medical imaging. [48] [49] [50] A possible area of further work is to investigate other segmentation techniques such as semanticbased techniques. Semantic-based techniques for image segmentation aim to group the pixels of an image into semantically meaningful sets, where the information conveyed by the pixels within a group is similar in some sense. Typically this will involve some form of cluster analysis on the greyscale/color pixel information, the image gradients, and/or the local texture information, 51 more sophisticated form of clustering and classification using decision trees. 52 The advantage of these approaches is that they require no a priori knowledge and operate on the image data directly. But, there is no guarantee that the image segments align properly with real-world objects. Conversely, modelbased methods, e.g. ASMs and AAMs, require training but have the advantage the segments correspond to the actual object of interest.
In the wider context of this project, the next task is to extract individual bones from an outlined hand image. We will concentrate on extracting the phalanges and then attempt to recreate the TW classification scheme by investigating what features are important for bone age assessment.
