Abstract: Water distribution systems (WDSs) are costly infrastructure in terms of materials, construction, maintenance, and energy requirements. Much attention has been given to the application of optimisation methods to minimise the costs associated with such infrastructure. Historically, traditional optimisation techniques have been used, such as linear and non-linear programming, but within the past decade the focus has shifted to the use of Evolutionary Algorithms (EAs), for example Genetic Algorithms, Simulated Annealing and more recently Ant Colony Optimisation (ACO).
INTRODUCTION
Due to the high costs associated with the construction of water distribution systems (WDSs) much research over the last 25 years has been dedicated to the development of techniques to minimise the capital costs associated with such infrastructure. This process has been given the title of "optimisation" or "optimal design" of WDSs.
Within the last decade, many researchers have shifted the focus of WDS optimisation from traditional optimisation techniques based on linear and non-linear programming (e.g.
[1]- [3] ) to the implementation of Evolutionary Algorithms (EAs) namely; Genetic Algorithms (GAs) [4] - [8] , Simulated Annealing [9] , the Shuffled Frog-Leaping Algorithm (SFLA) [10] , and Ant Colony Optimisation (ACO) [11] , [12] . Noted advantages that exist with the use of EAs for application to WDSs are; (i) only discrete, commercial sized pipe diameters are considered, (ii) they deal only with objective function information and avoid complications associated with determining derivatives or other auxiliary information, (iii) they are global optimisation procedures (i.e. they consider points throughout the entire solution space as opposed to descent algorithms that search only locally), and (iv) as they deal with a population of solutions, numerous optimal or near-optimal solutions can be determined.
Due to the iterative nature of the solution generation of EAs, they can be intuitively seen as algorithms that incrementally search through the solution-space using knowledge gained from solutions that have already been found to further guide the search. The searching behaviour of EAs can be characterised by two main features [13] , (i) exploration, which is the ability of the algorithm to search broadly through the solution-space and (ii) exploitation, which is the ability of the algorithm to search more thoroughly in the local neighbourhood where good solutions have previously been found. By definition, these attributes are in conflict with one another.
ACO is an EA based on the foraging behaviour of ants [14] . It has seen a wide and successful application to many different optimisation problems (see [15] for an overview) and recently it has been seen to perform very competitively for WDS optimisation [11] . Many different ACO algorithms have been developed, providing advancements on the initial and most simple formulation of ACO, Ant System (AS) [14] . These advancements improve the operation of ACO's decision policy (i.e. solution component selection process) and the manner in which the policy incorporates new information, to help in exploring the search space. These developments have primarily been aimed at managing the trade-off between the two conflicting search attributes of exploration and exploitation. Many notable advances on the simple AS have been developed [15] , however, only one of these is considered in this paper; the Max-Min Ant System (MMAS) [16] (note, comparison is also made with the results of the ACO algorithm used in [11] ).
The objective of this paper is to assess the efficacy of the additional mechanisms incorporated in the Max-Min Ant System, compared to the more basic Ant System, for WDS optimisation. To undertake this assessment, a comparison 3 between the performance of AS and MMAS for two case studies is presented. These algorithms are also compared to the best performing algorithms previously presented in the literature for the two case studies considered.
THE WATER DISTRIBUTION SYSTEM OPTIMISATION PROBLEM
A water distribution system (WDS) is a network of components (e.g. pipes, pumps, valves, tanks, etc.) that transport water from a source (e.g. reservoir, treatment plant, tank etc.) to the consumers (e.g. domestic, commercial, and industrial users). The optimisation of WDSs is loosely defined as the selection of the lowest cost combination of appropriate component sizes and component settings such that the criteria of demands and other design constraints are satisfied. In practise, the design of WDSs can take many forms, as WDSs are comprised of many different components and have many different design criteria. For example, treating the design process as an optimisation problem, the decision variables within the problem could involve the selection of diameter sizes for all pipes, the sizing of tanks, selection of valve pressure settings and valve locations, pump types and pump locations. In addition to these potential decision variables, the demands on the system could involve a range of cases including peak hour, fire and extended period simulation loadings. The constraints on the system may be specified to include minimum and maximum allowable pressures at each demand point, a maximum velocity constraint for each of the pipes and water quality requirements. In addition to this, for the system to be properly assessed, a more rigorous set of design criteria could be required that quantifies the inherent uncertainty that exists within the system (examples of uncertainty include variations in nodal demands, projected growth of nodal demands and variations in the performance of components).
However, the literature on optimisation of WDSs has traditionally dealt with a much more simplistic and idealised problem. The decision variables have primarily been associated with the pipes within the system, where more specifically, the decision options have been the selection of (i) a diameter for a new pipe, (ii) a diameter for a duplicate pipe, and (iii) the cleaning of an existing pipe to reduce the hydraulic resistance. The only constraints on the system have been that minimum allowable pressures at each of the nodes are satisfied. This form of the optimisation of WDSs is used within this paper. A semi-formal expression of the optimisation problem is given in this paper, which expands on previous formulations [6] , [9] , as multiple demand patterns and pipe rehabilitation options are included (similar to [8] ), such that the formulation encompasses problems such as the Gessler Network [4] .
Within the framework outlined above, a design , is defined as a set of n decisions where n is the number of pipes to be sized and or rehabilitated, that is    n  where  i is the selected option for pipe i, and  i  (option i, j : j = 1,… , NO i ) where option i, j is the j th option for pipe i and NO i is the number of options available for pipe i. For each option there is an associated cost c i, j of implementing that option and an action on the pipe (i.e. the placement of a duplicate pipe of a certain diameter or the cleaning of the existing pipe). The optimisation problem (i.e. the 4 minimisation of the WDS design cost) can be expressed in the following way
where (1 is the objective and C() is the cost of design , L i is the length of pipe i, c( i ) is the unit length cost of  i ; (2 is the design constraint where
is the actual head at node i for demand pattern j and design  j i H is the minimum allowable head at node i for demand pattern j, N node is the total number of nodes and N pattern is the number of demand patterns.
In addition to the design constraints, the fundamental equations for fluid flow within a closed conduit must be satisfied for the set of    j i H to be a real solution to the hydraulic equations. These are the nodal continuity and head loss equations given in Equations 3 and 4, respectively (note, as the head loss equation is expressed in terms of the nodal head difference, the conservation of energy constraint is inherently included). ), which automatically satisfies the continuity and headloss 5 constraints (i.e. Equations 3 and 4). For ease of reference, the optimisation problem outlined above will be referred to as the Water Distribution System Problem (WDSP).
ANT COLONY OPTIMISATION

General Overview
Analogical origin of ACO
ACO [14] , is a discrete combinatorial optimisation algorithm based upon the foraging behaviour of ants. Over a period of time a colony of ants is able to determine the shortest path from its nest to a food source. The exhibited 'swarm intelligence' of the ant colony is achieved via an indirect form of communication that involves the individual ants following and depositing a chemical substance, called pheromone, on the paths they travel. Over time, shorter (or more desirable) paths are reinforced with greater amounts of pheromone, as they require less time to be traversed, thus becoming the dominant paths for the colony (i.e. ants tend to follow paths that have greater amounts of pheromone on them). This operation is best explained using an example.
Consider the situation in Figure 1 (a) where an ant colony has presently determined the shortest path from its nest (N) to a food source (F). Consider then interrupting this system via obstacle A-B, as shown in Figure 1 (b). The ants cannot continue to follow the old pheromone trails and are required to turn left or right around the obstacle. As route-B is the shortest path, the ants that select this path will reconstitute the interrupted pheromone trail the quickest and arrive at F or N, depending on their direction of travel, before the ants that selected route-A (Figure 1(c) ). Figure 1 Once the ants on route-B reach F or N and re-enter the circuit they will have a higher probability of reselecting route-B, as it contains more pheromone than route-A. This is because route-B has had more ants deposit pheromone on it, as the ants on route-A have not yet completed an entire tour. Similarly, once the ants on route-A reach F or N and re-enter the circuit, they also will have a higher probability of selecting route-B due to the higher amount of pheromone it possesses (as indicated by the thicker lines in (Figure 1(d) ) as a result of the larger number of ants that have already traversed this route.
Desired location for:
Due to the decaying nature of pheromone, the longer path will eventually lose all of its pheromone as, in terms of 6 probability, a reducing number of ants will choose to traverse it resulting in it receiving fewer and fewer deposits of pheromone. The result of this combined impact of pheromone addition and pheromone decay is that the shorter path eventually becomes the dominant path that the majority of the ants select (Figure 1(d) ). Despite the simplicity of this two-decision example, the gradual convergence of the colony to the optimal solution, via the positive reinforcement of good solutions with pheromone deposits, is sufficiently illustrated.
ACO as an optimisation process
As with most EAs, the ACO algorithm iteratively generates populations of solutions that are a stochastic function of information that has been learned from previous iterations. To apply ACO to a combinatorial optimisation problem, it is important to outline the problem structure that ACO deals with and the nature of its solution generation. As given in [17] , ACO represents a combinatorial optimisation problem by a graph G and a constraint set  . The graph is defined
where N is the set of nodes and L is the set of edges linking the nodes. A solution to the problem is a
, that is, a solution can be viewed as a set of edges S  S where S is the set of solutions that satisfies the constraints . A tour is constructed by an ant (i.e. decision agent) starting at some node (typically randomly selected) and incrementally selecting edges to follow based on the set of edges that are available to the ant given its semi-constructed tour. The set of permissible edges is specified by the constraint set  = (i, S´) where
is the set of edges available for selection to an ant that is at decision point i, given that the ant has the semiconstructed tour S´ (i.e. the ant has followed the path S´ from its initial decision point to get to decision point i). This process is continued until the ant completes its tour, that is, until the tour is an element of S (e.g. clearly (i, S´) = Ø for any i where S´  S).
For example, if the small problem depicted in Figure 1 is considered to be the problem of finding the shortest path from the nest to the food source and back to the nest again, this problem can be represented by the graph given in Figure 2 (note that this is one of many possible formulations of the graph). An ant's selection process from the edges in (i, S´) is based on a probabilistic decision policy. This policy considers a trade-off between the pheromone intensity on a particular edge and the desirability of that edge with respect to its individual influence on the objective function. The desirability has different definitions for different problems. For example, if the objective is to minimise cost, the desirability of an edge may be set equal to the inverse of the cost associated with that edge (e.g. cheaper edges are more desirable) or in the example given above, as shorter edges are more desirable, the desirability would be set equal to the inverse of the edge's length. Taking these two properties of an edge into account, ACO algorithms effectively utilise heuristic information that has been learnt (represented by pheromone intensity) in addition to incorporating a bias towards edges that are of a greater desirability. The decision policy is given by the probability function [14] 
where p i, j (t) is the probability that edge (i, j) is chosen from node i in iteration t,  i, j (t) is the concentration of pheromone associated with edge (i, j) in iteration t,  i, j is the desirability of edge (i, j) and  and  are the parameters controlling the relative importance of pheromone intensity and desirability, respectively, for each ants' decision. If  >>  then the algorithm will make decisions based mainly on the learned information, as represented by the pheromone, and if >>  the algorithm will act as a greedy heuristic selecting mainly the shortest or cheapest edges, disregarding the impact of these decisions on the final solution quality.
As with the example given in Figure 1 , the evolution of the pheromone values  i, j (t) with time is at the heart of the ACO process. At the end of an iteration (i.e. after each ant has generated a solution) the pheromone value on each edge is updated. The pheromone updating rule consists of two operations; (i) a decaying operation that reduces the current level of pheromone and (ii) an additive operation, where, based on the solutions generated within an iteration, pheromone is added to an edge. The updating rule can be expressed as [14]  
where  is the pheromone persistence factor representing the pheromone decay (note: 0 ≤  ≤ 1) and  i, j (t) is the 8 pheromone addition for edge (i, j). The decay of the pheromone levels enables the colony to 'forget' poor edges and increases the probability of good edges being selected (i.e. the assumption behind this is that as the process continues in time, the algorithm learns to add pheromone only to good edges, implying that more recent information is better than older information). For  → 1, only small amounts of pheromone are decayed between iterations and the convergence rate is slower, whereas for  → 0 more pheromone is decayed resulting in faster convergence.
The pheromone addition operation is different for each ACO algorithm and is the main feature that dictates how an ACO algorithm utilises its learned information. Typically, pheromone is only added to edges that have been selected, and the amount of pheromone added is proportional to the quality of the solution 2 . In this way, solutions of higher quality receive greater amounts of pheromone. The form of  i, j (t) for the algorithms used within this paper is discussed in more detail for each algorithm in the following sub-sections.
An example of an ACO procedure is given in Figure 3 . The subroutine initialisation_routines() involves the initialisation of all ACO parameters, including all pheromone trails, to a specified initial value  0 . For each iteration the process generates a solution for each ant (symbolised by the construct_solution() routine). During an iteration, after each ant has generated a solution, the pheromone paths are updated as given by update_pheromone(). Once all iterations have been looped through, the process outputs the required information and terminates.
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ACO Algorithms Used Within This Study
Ant System
Ant System [14] is the original and most simplistic ACO algorithm. As such, it has been extremely influential in the development of more advanced ACO algorithms [15] . The decision policy and the pheromone update rule used within AS are given by Equations 5 and 6, respectively. For AS, each ant adds pheromone to all edges it has selected and consequently the pheromone addition received by each edge (i, j)  L is given by [14] nodes and not the WDS nodes of the WDSP. 2 For minimisation problems, lower cost solutions are of a higher "quality".
where m is the number of ants and
is the additional pheromone laid on edge (i, j) by the k th ant at the end of iteration t. The individual pheromone addition contributed by each ant is given by [14] 
where Q is the pheromone addition factor (a constant), S k (t) is the set of edges selected by ant k in iteration t and f(•) is the objective function. From (8 it is clear that ants only add pheromone to the edges that they select and that solutions of better quality (e.g. solutions with lower f(•) values, as the problem is assumed to be a minimisation problem) are rewarded with greater pheromone additions.
Max-Min Ant System
Premature convergence to sub-optimal solutions is an issue that can be experienced by all EAs, especially those that have a greater emphasis on exploitation. To overcome this problem, the Max-Min Ant System (MMAS) was developed by [16] . The basis of MMAS is to provide dynamically evolving bounds on the pheromone trail intensities such that the pheromone intensity on all paths is always within a specified limit of the path with the greatest pheromone intensity. As a result all paths will always have a non-trivial probability of being selected and thus wider exploration of the search space is encouraged.
MMAS uses upper and lower bounds to ensure pheromone intensities lie within a given range, that is  min (t) ≤  i, j (t) ≤  max (t). The upper bound  max (t) is given by 3 [16] 
where S gb is the global best path found up to iteration t, and the lower bound  min (t) is given by [16] 
where p best is the probability that S gb (t) will be selected by any ant in iteration t given that all non-global best edges have a pheromone level of  min (t) and all global-best edges have a pheromone level of  max (t), n is the number of decision points and NO avg is the average number of edges at each decision point. Within MMAS, the pheromone paths are initialised to an arbitrarily high value such that in the second iteration the paths are set to  max (t).
Theoretical justifications of the bounds are given in [16] but here it is sufficient to say that  max (t) is the theoretical asymptotic maximum pheromone level that an edge repeatedly receiving pheromone additions of Q/f(S gb (t)) can achieve and  min (t) is an approximation to the pheromone level such that in the limit as t → ∞, the probability that an ant selects S gb (t) is p best . An analysis of (10 shows that lower values of p best indicate tighter pheromone bounds, that is  min (t) →  max (t) as p best → 0.
As the bounds serve to encourage exploration, to provide an emphasis on exploitation, MMAS updates the iteration best ant's path, and periodically the global best path at the end of an iteration, to ensure that good information is being retained and reinforced. The updating scheme is as in Equation 6 , where  i, j (t) is given by [16] 
where the addition from the iteration best ant
where S ib (t) is the iteration best path found in iteration t. The pheromone addition from the global best ant where f global is the frequency of the global best pheromone updating and N is the set of natural numbers. MMAS also utilises another mechanism known as pheromone trail smoothing (PTS). This reduces the relative difference between the pheromone intensities, and further encourages exploration. The PTS mechanism is given by [16] 
where 0 ≤  ≤ 1 is the PTS coefficient, and  * i, j (t) is the pheromone intensity after the smoothing. If  = 0 the PTS mechanism has no effect, whereas if  = 1 all pheromone paths are scaled up to  max (t).
APPLICATION OF ANT COLONY OPTIMISATION TO WATER DISTRIBUTION SYSTEM OPTIMISATION
Transformation of constrained problem 11
The WDSP is a constrained optimisation problem. ACO, like all EAs, is unable to deal directly with constrained optimisation problems as, within its solution generation, it cannot adhere to constraints that separate feasible regions of a search space from infeasible regions. The standard technique to convert constrained problems to unconstrained problems is to use a penalty function. EAs direct their search solely based on information provided by the objective function. To guide the search away from the infeasible region and towards the feasible region, a penalty function increases the cost of infeasible solutions such that they are considered to be undesirable solutions. The unconstrained optimisation problem for the WDSP takes the form of minimising the sum of the real cost plus the penalty cost, that is
where NC() is the network cost for design  C() is the material and installation cost of  (i.e. the objective of the constrained problem) and PC() is the penalty cost incurred by . Within this study, PC() was taken to be proportional to the maximum nodal pressure deficit induced by  as in [11] . That is semi-deterministic expression for PEN derived in [12] is used, that is
where  max and  min are the maximum and minimum material cost network designs, respectively, and d is a user selected pressure deficit. The value of PEN ensures that all networks with a pressure violation greater than or equal to d (an extremely small value) are made more expensive than the maximum feasible network cost.
Modification of ACO elements
As in [11] , the graph G(N, L) of the WDSP can be represented as a set of nodes 4 N = {1, 2, …, n + 1}. Each node i ≤ n is connected to the next via a set of directed edges  i = {l i, j : j = 1, 2, …, NO i }, where l i, j is the j th edge (diameter option) connecting node i to node i + 1, NO i is the number of edges connecting node i to node i + 1 and the set of all edges is
(To be consistent with the notation established thus far, the symbols should be  i,k to indicate the 12 set of edges connecting node i to node k and l i,k,j to indicate the j th edge connecting node i to node k, however, as node i only has edges connecting it to node i+1, the additional k subscript is unnecessary. An important point to note arising from this notational change is that for the WDSP, edge (i, j) is the j th edge connecting node i to node i+1 and not the edge connecting node i to node j). A feasible tour through this graph is then an element of the solution space S = {S : S = {s 1, s 2 , …, s n }, s i   i , i = 1, …, n} or in reference to the terminology of section 3.1.2,  is independent of the semi-constructed tour and (i, S´) = (i) =  i . There are clearly many ways to formulate the graph and accompanying constraint set to describe the WDSP, however due to simplicity, and to avoid the introduction of a superficial dependence between the decision process at different decision points, this graph structure was adopted.
As the objective is to minimise cost, lower cost options are more desirable. Therefore the desirability of an option is taken as the inverse of the cost of implementing that option [11] . In other words
where c i, j is the unit cost of implementing diameter j at pipe i. As lower cost diameter options are more desirable, a bias in the probability towards the selection of lower cost diameters results. For options with zero cost (i.e. the null option), a virtual-zero-cost was selected.
A summary of the conversion of the general ACO problem formulation to the WDS optimisation is given in Table 1 . Table 1 5 CASE STUDIES
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Preliminaries
Experiments were performed on two different case studies, the New York Tunnels Problem (NYTP) and the Hanoi Problem (HP). The AS and MMAS programs were coded in FORTRAN 90 with EPANET2 as the hydraulic solver.
Simulations were typically performed on a dual processor 1 GHz Pentium LINUX system.
Based on a preliminary sensitivity analysis, the parameters were set to the following values. For both AS and MMAS within both of the case studies, = 1.0,  = 0.5 and  = 0.98 (See [12] for a more detailed discussion of the ACO parameters). For MMAS, f global was set to 10, as was the case for some of the simulations in [16] . The optimal setting for the other parameters, namely  0 (for AS only), p best (for MMAS only) and m and Q (for both) were found to be case 13 study dependent and were consequently calibrated independently (the guidelines determined in [12] were used for the parameters  0 , m and Q). All results presented are based on 20 runs with different random number generator seeds.
Case Study 1: The New York Tunnels Problem
Background
The WDS for the NYTP is a gravity fed system from a single reservoir and consists of 20 nodes connected via 21 tunnels (Figure 4) . The network details are given in Table 2 . For each of the tunnels there is the option to leave the tunnel (e.g. a null option) or the option to provide a duplicate tunnel with one of fifteen different diameter sizes (Table   3 ). Figure 4 Desired location for: Table 2 Desired location for: Table 3 As there is a null option, a virtual-zero-cost of $110 per metre was used in this study. This is approximately 1/3 of the cost of the cheapest duplicate option. This case study has a search space of approximately 1.934 x 10 25 possible designs.
Desired location for:
The parameters were set as follows:  0 = 140 (for AS), p best = 0.05,  = 5x10 The known-optimum solution is $38.638 million found first by ACOA (a version of ACO with a similar updating scheme to that used by MMAS, but without the pheromone bounds) in [11] with a minimum search-time of 7,014 evaluations. It is important to note that other authors [6] - [8] , [10] have proposed cheaper solutions to the NYTP, however these solutions were assessed as being infeasible by EPANET2 [11] , which was the benchmark hydraulic analysis tool used in this research. In the situation where authors have presented numerous solutions, the results for the lowest cost feasible solution have been presented in this paper. Table 4 shows a comparison of the two ACO algorithms with current best performing algorithms from the literature; an improved GA (GA imp ) [5] that uses gray coding combined with creep mutation and a variable power scaling of the fitness function, ACOA [11] , and SFLA [10] .
Results and Discussion
Desired location for: Table 4 From Table 4 , it is seen that AS performs the worst of all the algorithms as it does not find the known-optimum, and its lowest solution deviates 1.45% from the known-optimum. MMAS was able to find the known-optimum and achieved a mean best-cost deviating only 0.51% from the known-optimum. ACOA is the only other algorithm to find the knownoptimum. Even though ACOA searches more efficiently, as derived from is shorter search-times, it is known that it was not able to find the known-optimum as frequently as MMAS. MMAS is more efficient than AS and GA, but despite its better solution quality, it is less efficient than SFLA.
The improvements that the use of the pheromone bounds provide are made clear when comparing the performance of MMAS with that of ACOA. Both of these algorithms have similar updating schemes -both algorithms update the iteration-best ant's path -however, due to the pheromone bounds, MMAS is able to generally find solutions of better quality. The trade off for this is seen in MMAS' longer average search-times.
To illustrate the different behaviours of AS and MMAS, the network costs found for each evaluation number for a sample run are given in Figure 5 . A total of 100 000 evaluations are shown and the function values found by AS are given in black and the values found by MMAS are given in grey. From this plot it is seen that within the first 20 000 evaluations, both algorithms were able to greatly improve the quality of solutions they found as the cost of the bulk of the solutions found tended towards the known-optimum value. It is seen that after this period of initial improvement, AS reached a point where it was unable to find solutions of increasing quality and with an increasing number of iterations the spread of the solution costs converged to a much tighter interval, implying that AS was converging. Figure 5 Contrasting this performance to MMAS, it is seen that after a slightly slower rate at which the bulk of the solution qualities tended to the known-optimum value, MMAS was able to find optimal and near optimal solutions as seen by the lower values being extremely close to the known-lowest cost of $38.638 million. In time however, MMAS did not converge to the same extent as AS, but continued to generate solutions of a broad quality, indicating that, despite the fact that it located solutions of extremely high quality, the algorithm was still actively exploring the search space.
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Case Study 2: The Hanoi Problem
Background
The Hanoi Problem (HP) has been considered by numerous authors in its discrete problem formulation [6] , [8] , [9] .
Unlike the NYTP, it is a new design as there are no existing pipes in the system. The network consists of 34 pipes and 32 nodes organised in three loops ( Figure 6 ). The system is gravity fed by a single reservoir and has only a single demand case. Network details are given in Table 5 . For each link there are six different new pipe options where a minimum diameter constraint is enforced (i.e. no null option is available for any pipe). Table 6 gives the design options for the HP. This case study has a problem size of approximately 2.78 x 10 26 possible designs. The parameters were set as follows:  0 = 26 (for AS), p best = 0.5,  = 0.0 (for MMAS), m = 80, and Q = 1.1 x 10 7 (for both algorithms). Figure 6 Desired location for: Table 5 Desired location for: Table 6 The best solution given in the literature is $6.182 million found by the fast messy genetic algorithm (fmGA1) in 113 626 evaluations [8] . Again, it is important to note that other authors found solutions cheaper than this [6] , [8] - [10] , but these were determined as infeasible by EPANET2 (See [12] for hydraulic analysis results for these solutions). As with the NYTP, in the situation where authors have presented numerous solutions, the results for the lowest cost feasible solution have been presented in this paper. Table 7 shows a comparison of the results obtained using the two ACO algorithms with those obtained using three other algorithms; GA-No.2 [6] , a version of the standard GA, and fmGA1 [8] . No feasible solutions were found by AS in any run for the HP. As the lowest cost solution for the HP contains many of the larger size diameters, it can be deduced that the problem has a small feasible region, thus explaining AS' poor performance. Other authors have also reported on the difficulty associated with this problem [10] .
Desired location for:
Results and Discussion
16
Desired location for: Table 7 MMAS was found to be the best performing algorithm for this case study as it was able to find a new lowest cost solution, 0.78% less than the previous lowest cost solution found by fmGA1 [8] . MMAS also achieved the lowest mean best-cost (deviating 4.24% from the new best solution) but also had the longest search-times. The relative performance of MMAS compared to that of AS is a result of its ability to explore the search space more widely for a longer period of time, resulting from its non-convergence mechanisms, but still having its search guided by only the best information, resulting from its elitist updating scheme.
A comparison of the lowest cost solution found by MMAS along with the solutions found by fmGA1 and GA-No. 2 is given in Table 8 . It can be seen that the fmGA1 and GA-No.2 solutions differ from the MMAS solution by five links, which corresponds to an 85% similarity between the solutions. Of these five different links, four pipes of both the fmGA1 and GA-No.2 solutions have larger diameters than the solution found by MMAS, and only the diameter of link [13] is larger for the solution found by the MMAS algorithm compared with those found by the GAs. An interesting point to note is that the first 18 links of the MMAS solution are identical to those of the fmGA1 solution (except link [13] ) and the last 15 links are identical to those of the GA-No.2 solution. These similarities correspond to the right-most loop of the MMAS solution being the same as the right-most loop of the fmGA1 solution (except for link [19] ) and the left-most and centre loop being the same for the MMAS and GA-No.2 solutions (see Figure 6 ). Table 8 Pressure heads for selected nodes and flows for selected links are given in Tables 9 and 10 , respectively. Considering the three main links from the source feeding the network (links [3] , [19] , and [20]), it is seen that the MMAS solution increases the flow to the right-most arc through [3] and reduces the flow up the right-centre main through [19] . The increased flow through the right-most arc explains the need for the increase in the diameter size at link [13] in the MMAS solution. The extra flow in the right-most arc is used to provide greater flow to nodes along the top main (as illustrated by the larger flow rate in links [13] and [14] of the MMAS solution in Table 10 ) and so to reduce frictional losses, the diameter of link [13] was increased (see a comparison of the nodal heads at node 14, the node on the downstream end of link [13] , in Table 9 ). Table 9 Desired location for: Table 10 6 CONCLUSIONS Within this paper, the advanced ACO algorithm, MMAS, is compared to the simplistic ACO algorithm, AS, and other best performing algorithms from the literature for two WDS case studies. For both case studies MMAS is shown to outperform AS. The ease at which the water distribution system problem can be translated into the ACO problem paradigm combined with the excellent performance of MMAS illustrate that ACO is a well suited algorithm for this problem.
Desired location for:
Within the first case study, the New York Tunnels Problem (NYTP), MMAS found the known-optimum and provided the best performance found within the literature for this case study 5 (MMAS achieved a mean objective function deviation of 0.51% from the known-optimum value). AS was unable to find the known-optimum for any runs. For the second case study, the Hanoi Problem (HP), AS performed worse than the genetic algorithm, the other ACO algorithms, and the shuffled frog leaping algorithm as it was unable to find any feasible solutions. MMAS, again provided the best performance seen in the literature 5 , as it found a new lowest cost solution that was 0.78% lower than the previous lowest cost solution.
MMAS' consistently high performance for both case studies illustrates that the additional mechanisms incorporated in MMAS to manage the exploit-explore relationship are effective in improving the performance of ACO algorithms (c.f.
the other ACO algorithm, AS, which performed reasonably for the NYTP but extremely poorly for the harder HP). This extremely desirable characteristic of robustness to case study type can be mostly attributed to MMAS' anti-convergence mechanisms. These were seen to enable the algorithm to search the solution space more thoroughly, whilst still being guided by the iteration-best solution. As MMAS is only one of many advanced ACO algorithms, future work should focus on the testing of the other algorithms to determine the algorithmic characteristics that are most suited to WDS optimisation.
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