Localization transitions as a function of temperature require a many-body mobility edge in energy, separating localized from ergodic states. We argue that this scenario is inconsistent because local fluctuations into the ergodic phase within the supposedly localized phase can serve as mobile bubbles that induce global delocalization. Such fluctuations inevitably appear with a low but finite density anywhere in any typical state. We conclude that the only possibility for many-body localization to occur are lattice models that are localized at all energies. Building on a close analogy with a model of assisted two-particle hopping, where interactions induce delocalization, we argue why hot bubbles are mobile and do not localize upon diluting their energy. Numerical tests of our scenario show that previously reported mobility edges cannot be distinguished from finite-size effects.
I. INTRODUCTION
It is now almost mathematically proven that manybody localization, i.e., the absence of long-range transport in a thermodynamic many-body system, occurs in certain one-dimensional quantum lattice models at any energy density if sufficiently strong quenched disorder is present [1] . In this case, many-body localization (MBL) comes along with a complete set of conserved quasilocal quantities [2] [3] [4] . However, it remains less clear whether the originally predicted localization transition at finite temperature [5, 6] exists as a genuine dynamical phase transition defining a sharp many-body mobility edge in energy density. Even though several numerical investigations in small one-dimensional (1D) systems have reported such mobility edges [7] [8] [9] , studies in larger systems did not find similar evidence [10, 11] and, moreover, linked-cluster analysis [12] of the numerical data hint that the extent of the localized phase has been vastly overestimated. Furthermore, recent theoretical considerations [4, [13] [14] [15] [16] have raised doubts about non-perturbative effects which might reduce the putative transition to a crossover. A related open issue concerns the many-body analog of Mott's argument, which forbids the coexistence of localized and delocalized states at the same energy in single-particle problems.
In this paper, we address these issues, which are fundamental for a complete understanding of localization, equilibration, and transport in closed many-body quantum systems. We argue that for systems with shortrange interactions, many-body mobility edges cannot exist, thus ruling out sharp transitions from a conducting to a completely insulating phase as a function of temperature. These considerations also imply a strong manybody version of Mott's argument, which rules out the coexistence of localized and delocalized states, even at extensively different energies. A simple generalization of our considerations rules out mobility edges as a function of any extensive thermodynamic parameter, such as particle number or magnetization.
Our paper is organized as follows. We introduce all our arguments at a non-technical level in Sec. II, and argue that local hot thermal spots, dubbed bubbles, constitute a mechanism for global delocalization. Section III contains a more detailed presentation of the argument, while Sec. IV is devoted to the analysis and discussion of potential caveats. Our numerical results are presented in Sec. V: By a careful analysis of the model considered by Kjäll et al. [7] , we show that currently available system sizes are too small to host a truly thermal bubble, and, hence, that existing numerical data do not contradict our theory. To conclude, in Sec. VI, we discuss the physical consequences of our analysis, and point out, in which physical systems it allows a genuine MBL phase to exist. More detailed information and discussions are relegated to three appendixes: Appendix A presents numerical results demonstrating delocalization via rare events in a two-particle model. In Appendixes B and C, we discuss why the idea of bubbles as rare fluctuations of energy or density neither apply to many-body systems with disorder which localizes the full spectrum, nor to single-particle problems.
II. SUMMARY OF THE ARGUMENTS
In this section, we first discuss a simple model of assisted two-particle hopping, which illustrates several important features that this problem has in common with the rare events that induce delocalization in many-body systems (see Appendix A for numerical results). For this model, we show how rare local fluctuations induce hybridization among putatively localized states. Then, we turn to our main topic, general many-body systems. We explain in non-technical terms how those rare events wash out mobility edges whenever there is an ergodic state at some finite energy or particle density (or, more generally, if there are ergodic states in any region of the parameter space for the extensive thermodynamic quantities). Finally, we discuss some potential caveats, and argue why they are benign.
A. Assisted hopping model
Consider particles in a hypercubic lattice of linear size L, hopping with amplitude t 1 between nearest-neighbor sites, and subject to a disorder potential ǫ x , i.i.d. uniformly in [−W, W ]. A particle on site x interacts with others by inducing an assisted hopping of strength t 2 along the diagonals of plaquettes that x belongs to Let us first focus on the particular case where there are only two particles in the system. We consider parameters t 1 ≪ W , for which the single-particle problem is localized in the whole spectrum. For t 2 ≫ W , the two-particle problem has several interesting features: In dimensions d > 2, the assisted hopping term induces a delocalization of close pairs which will move together diffusively as a composite light particle and overcome Anderson localization. This effect is related to the interaction-induced increase of the localization length in sufficiently weakly localized systems [17, 18] . A single-particle analog of the phenomenon is the solvable case of two coupled Bethe lattices [19] . The delocalization in (1) seems natural, since all configurations of two particles at distance one are strongly resonant with each other. They thus form a percolating, delocalized resonant subgraph in configuration space, which supports delocalized wave functions with inverse participation ratios that vanish as the inverse volume. We have numerically confirmed this delocalization effect [see Appendix A (see also Refs. [20, 21] for similar observations)]. In a system of only two particles, the eigenstates come in two kinds: the overwhelming number of states is strongly concentrated on a configuration with two distant, immobile particles. Only a vanishing fraction of order [log(L)]
d /L of all two-particle eigenstates are delocalized as dynamically bound, mobile pairs. As we will discuss in more detail in Sec. III, it would be misleading to think that two particles that start off together will always lose sight of each other after some time and localize far from each other. Instead, we will argue that the delocalization channel via pair configurations, and thus delocalized eigenfunctions, are robust.
In this two-particle model, localized and delocalized states coexist at the same energy. In contrast to generic single particle problems, this is possible here because the matrix elements that couple the two kinds of states through a random perturbation of the Hamiltonian are typically exponentially small in the system size. They are thus negligible as compared to the relevant level spacings and hence do not hybridize the two types of states.
Let us now discuss how a finite density of particles modifies the situation. In the thermodynamic limit, there is a finite density of close pairs in typical configurations. These pairs diffuse through the sample. Initially wellisolated and localized particles scatter inelastically off these pairs and thus move as well, leading to complete delocalization. Even in exponentially rare configurations where initially all particles are far from each other, particles eventually tunnel together and decay into the continuum of diffusive pair states. We thus do not expect any localized eigenstates to survive at finite density.
B. Many-body systems: Delocalization from rare bubbles
The argument of Basko et al. [5] for a localization transition as a function of temperature, i.e., a many-body mobility edge, builds on the idea that conduction can set in only if the energy density exceeds a critical level essentially everywhere in the sample. However, this neglects the fact that local fluctuations away from the average energy density generally cause a breakdown of perturbation theory and may induce delocalization. Indeed, the perturbative analysis of Ref. [5] focuses on scattering processes where at every vertex an additional particlehole pair is created, which was justified by the parametrically larger number (K) of such diagrams as compared to diagrams that preserve or even reduce the number of particle-hole excitations. However, going beyond this approximation and starting from a generic initial low energy state, after a finite number of steps in the perturbative expansion one couples to configurations which contain hot, internally ergodic bubbles, for which perturbation theory is not controllable anymore. Our arguments following suggest that the further perturbation theory on this diagrammatic branch diverges and cannot be resummed. We conjecture that a parametrically small (in K) but finite conductivity results in that case.
In physical terms, we argue that delocalization occurs as soon as finite, but mobile excitations exist, even if they occur with very low density. These highly excited fluctuations constitute the analogs of the diffusive pairs in the assisted hopping model discussed above. Examples of such excitations are large, albeit finite regions which are hotter than their environment and thus are internally ergodic. Hereby we assume that interactions are local, so that the internal ergodicity is only a function of the energy contained in that region.
Let us stress already now that the bubble excitations considered in this paper are thermal, and are not tied to anomalous realizations of the disorder in specific locations. Therefore, those bubbles can potentially show up in any location in the system. We notice that, as far as thermal bubbles are concerned, the strategy of Imbrie [1] to show the existence of an MBL phase would fail. Indeed, it requires that the location of all possible resonant spots can be determined independently of the state of the system. As this is a crucial point, we review in Appendix B the treatment of Ref. [1] of ergodic spots that are tied to rare disorder realizations in specific locations. In particular we spell out why those do not lead to delocalization of fully MBL systems in d = 1, while thermal bubbles do.
Let us now assume that at some temperature there is conduction and ergodicity. [22] In typical states and in any given place finite bubbles of sufficiently high temperature (that ensure internal ergodicity) occur with finite probability as spontaneous fluctuations of the energy density. Those are not tied to a particular local disorder realization. Thus, at any instant of time there exists a possibly very low, but finite density of such ergodic fluctuations. Following, we argue that such excitations are mobile and delocalize the whole system, akin to the diffusing pairs above. From this reasoning it follows that finite conduction at some temperature implies finite conduction at any temperature in thermodynamic systems with local interactions. [23] As a consequence, systems in the continuum should exhibit finite transport at any T > 0, as they always possess ergodic states at high enough energy (see also the discussion in Ref. [24] ).
To argue for the mobility of bubbles, we show that there exists a resonant, delocalized subset of bubble configurations. We consider a quantum lattice system with local interactions and a bounded energy density, possessing a putative many-body mobility edge at energy density ǫ c , such that states below (above) ǫ c are localized (ergodic). For simplicity, we assume the model to be one-dimensional. Now, consider a rare hot bubble of a super-critical energy density at some ǫ 2 > ǫ c , surrounded by "cold" regions of energy density ǫ 1 < ǫ c . If this energy fluctuation is large enough [much larger than a correlation length ξ(ǫ 2 )] and decoupled from its surrounding, it is internally ergodic by assumption.
We argue that this state can hybridize with a translate of the bubble by some length ℓ 0 > max[ξ(ǫ 1 ), ξ(ǫ 2 )] when the coupling between the hot region and its surrounding is switched on. It suffices to show that extending (or shortening) the hot region by a length ℓ 0 (by heating up or cooling down the neighboring regions of size ℓ 0 ) can occur as a resonant transition. The hybridization with the translated bubble then follows from two successive hybridization processes, as illustrated in Fig. 2 . For the latter, it is enough to show that changing the energy in the boundary region by a finite amount is a resonant process. Let H 1 = gO h ⊗ O c be the interaction term coupling a hot (h) and a cold (c) region of size ℓ 0 across their common boundary. Let Ψ, Ψ ′ be eigenstates in the hot region and η, η ′ eigenstates in the cold region. For any hot eigenstate Ψ in a sufficiently large bubble we can find (many) Ψ ′ such that
because on the one hand, by the eigenstate thermalization hypothesis (ETH) [25] ,
where d h is the dimension of an appropriate micro-canonical ensemble for the hot bubble at the energy density set by Ψ, while the matrix element | η|O c |η ′ | = O(1) is finite and independent of d h . On the other hand, we can pick Ψ and grows exponentially with the length of the bubble. It may thus become much larger than unity, indicating a resonant process. This is not surprising: it merely expresses that a sufficiently large ergodic bubble acts as a bath for small systems coupled to it. It follows that configurations with hot bubbles in different positions hybridize with each other. We expect that the eigenfunctions of the system hybridize essentially all configurations which are resonantly connected, implying delocalized eigenfunctions. Since it is easy to check that any configuration consistent with global conservation laws can be reached via resonant processes, we expect that eigenstates also satisfy ETH in the thermodynamic limit. While for generic many-body systems our arguments rule out the coexistence of localized and delocalized states, mobility edges are instead well established for one-particle systems. In Appendix C, we explain that this does not imply any inconsistency, since our reasonings about bubbles do not apply to one-particle systems.
In Sec. III, we will present a more thorough discussion of the properties of the resonant subgraph of configurations. We now ask whether processes that have not been taken into account in the previous analysis could impede the hybridization of bubbles. Indeed, what was argued up to now can be summarized by saying that there exists a connected subgraph of base states, along which all transitions are resonant. This subgraph is delocalized in the sense that most member base states differ from each other in degrees of freedom at arbitrary far distances in real space. These are the base states that contain welldelimited and ergodic bubbles. What happens when we consider the coupling to base states lying off this resonant subgraph? However, before we go into this technical analysis [see (b) below], let us first look at it in an intuitive fashion.
(a) Complete disappearance of bubbles. If one thinks about the issue in a dynamical setting, rather than as an exercise in spectral perturbation theory for eigenstates, then the following consideration comes up: Intuitively, hot bubbles should not survive dynamically, but should rather spread, dilute their energy, and eventually localize, so that they could not evolve back to their original hot configuration. If this were true, then surely it would rule out delocalized eigenstates.
However, although such a spreading is indeed entropically favored in real-time dynamics, the above conclusion that hot configurations could therefore not form again is fallacious. We consider an ensemble of mutually orthogonal initial states of a given energy density. When summing the projectors onto these initial states, we recover a thermal (microcanonical) density matrix, even if the initial states themselves are not thermal, and hence the mean number of bubbles remains constant in time by the time invariance of the thermal density matrix. In simple terms: thermal fluctuations do occur, and keep occurring, irrespective of whether the system is localized or not. The only thing that localization could do is to pin the fluctuations at fixed positions. However, our argument is ruling out precisely this option.
(b) Technical analysis of off-resonant couplings. We should convince ourselves that coupling to configurations off the resonant subgraph does not spoil the resonance of transitions on the graph of bubble configurations. Suppose that the spreading mixes the original hot bubble states with states in which the bubble has spread partially, and which thus form a larger local Hilbert space of [26] . To argue as much as reasonably possible against delocalization, we suppose that the resonant coupling between hot regions centered in different positions is restricted to the original d h configurations (because the spread-out bubbles may have lost their ability to translate directly). Assuming ergodicity within the larger space of dimension
IV for calculations). However, the minimal denominators decrease by essentially the same factor to W /D h , albeit with a slightly larger energy range W . The ratio W /W is bounded, hence it cannot destroy the hybridization if the original bubble was large enough. This contrasts with single-particle problems where sufficiently strong coupling to a bath may induce localization due to a significant increase of the effective bandwidth, as discussed in [27] .
In summary, the admixture of configurations that are not part of the resonant network cannot prevent the resonant hybridization along the network, but it does increase the timescale for transitions between different positions of the bubble by a factor D h /d h . This is ultimately very similar as in the assisted hopping model where the possibility of separation of two spatially close particles cannot prevent their finding back together and diffusing further, while it can diminish the pair diffusion constant.
(c) Other obstructions to delocalization. There are examples of nonergodic behavior that are not straightforwardly captured by the above analysis: (1) single-particle localization in weak disorder in low dimension, where the proliferating amplitude of return to the origin in d ≤ 2 destroys hybridization at large distances; (2) the "quantum percolation" problem, where we see generation of random self-energies from the structural disorder along barely percolating paths [28, 29] ; (3) many-body orthogonality catastrophes, as in spin-boson systems at T = 0 and related spin problems at finite T [30] . All these examples rely on specific mechanisms that seem not to be present in our problem. For the case (1), this is addressed explicitly in Sec. IV. Another issue are rare regions with anomalously strong disorder. Those may render transport in d = 1 subdiffusive [31, 32] , but we argue in Sec. IV that they do not prevent delocalization by bubbles.
D. Analogy with bubbles in kinetically constrained, classical glasses
It is interesting to draw an analogy between the bubbles discussed here, and bubbles that mediate transport in classical, kinetically constrained models [33] . In both cases, mobility is ensured due to rare fluctuations in local configurations that allow the system to move and explore the phase space ergodically. In generic kinetically constrained models, the diffusion constant remains finite and only vanishes as the system becomes entirely jammed at maximal density. Those models are dynamically very similar to disorder-free quantum models or disordered quantum models with a high-temperature ergodic phase, for which our arguments imply the impossibility of genuine and robust many-body localization.
In special classical glass models, such as the Knight model, [33] , certain moves are strictly disallowed. Moreover, the possibility of moves generally depends on a set of configurational constraints, whose number may diverge upon tuning a parameter. In that case, a genuine dynamic glass transition can take place. That transition is vaguely analogous to the many-body localization transition, tuned as a function of disorder or interaction strength. Indeed, in both cases any finite bubble with whatever optimized properties remains ultimately immobile. However, in contrast to the Knight model, which has no quenched disorder, a genuine MBL transition does require quenched disorder.
Of course, an appropriate quantum version of the Knight model would also be many-body localized, but the corresponding phase would probably not be robust with respect to local perturbations of the Hamiltonian since those re-introduce finite amplitudes for moves that were previously exactly suppressed. The latter constitutes an essential ingredient for the sharp glass transition in the kinetically constrained models. Insofar one may consider the kinetically constrained glass phases as fine tuned (relying on certain exactly vanishing transition amplitudes). On the other hand, the robustness of MBL with respect to random local perturbations of the Hamiltonian has no classical analogy to our knowledge.
III. DETAILED ARGUMENT FOR HYBRIDIZATION BY BUBBLES
We describe here our argument for hybridization bubble configurations in eigenstates at a more formal and detailed level. We consider a quantum lattice model with local interactions, having a putative many-body mobility edge. For concreteness, we assume that the model is one dimensional and that states below energy density ǫ c are (putatively) localized, whereas those above ǫ c are ergodic. We choose the energy density of the bottom of the spectrum as a reference and set it to zero. We also impose a maximal energy density ǫ m > ǫ c , reflecting the fact that the Hilbert space is locally finite.
For our argument it is important to have states at disposal that are clearly ergodic or localized in a given finite volume. Therefore, we introduce, somewhat arbitrarily, a window of energy densities ǫ c1 < ǫ c < ǫ c2 that are too close to critical to be identified clearly as localized or delocalized in nature. Let ℓ(ǫ) be the localization length, which diverges as ǫ ր ǫ c . We express lengths in units of lattice spacings, and energy densities ǫ as energy per site. We will now coarse grain the model and group ℓ 0 adjacent sites into "grains". The length ℓ 0 is chosen such that it is (a) larger than the localization length ℓ(ǫ c1 ), and (b) large enough so that the interaction energy between two neighboring grains is small compared to ℓ 0 ǫ c1 , the maximal energy in a localized grain. The second constraint ensures that the interaction of a low-energy grain (ǫ < ǫ c1 ) with its surroundings does not trivially suffice to render the grain ergodic, and, similarly, that the interaction of a high-energy grain with its surroundings does not trivially suffice to localize that grain. This will be satisfied by the choice of a large enough ℓ 0 , since the interactions are local.
The coarse graining provides a useful starting point, from which to proceed with perturbation theory in the inter-grain coupling. Within each grain, we compute the eigenstates which come in three kinds: cold (below ǫ c1 ), hot (above ǫ c2 ), or intermediate (between ǫ c1 and ǫ c2 ). If we consider the Hamiltonian without the interaction between grains, then obviously the eigenstates are products of grain eigenstates. Let us focus on eigenstates at very low energy density ǫ ≪ ǫ c1 . Our aim will be to show that even those low-energy states are delocalized. In such states, typically, non-cold grains appear only with a density ν that tends to 0 as ǫ/ǫ c1 → 0. Chains of labeled grains such as ccciccchhhiiccc serve as "mesostates", with c/i/h standing for cold/intermediate/hot. We can now write our model as
where x labels the grains, H 0 (x) acts on the Hilbert space H(x) at grain x only, and H 1 describes the coupling between neighboring grains. Mesostates are collections of eigenstates of the term H 0 . We now consider switching on the coupling terms and evaluate their effect on the unperturbed eigenstates of H 0 . This procedure is similar to the one followed in Ref. [1] . First we add the interaction terms between cold grains (see following for what is meant precisely). Since we assumed that ℓ(ǫ c1 ) < ℓ 0 , this will not have much effect on the localized eigenstates, which thus remain close to products. Note that by doing this, from the point of view of a typical state at energy density ǫ, we have already added most of the interaction terms. What remains is a small fraction ∼ 2ν (which is controlled by the overall energy density) of all interaction terms. We now add the interaction terms between hot grains. By assumption, sufficiently long stretches of such grains . . . hhhh . . . (which we call 'bubbles') are ergodic and we will assume that the resulting hot eigenstates in those bubbles satisfy the eigenstate thermalization hypothesis (ETH). The situation at this moment is hence that we have partitioned the Hilbert space into a big direct sum, and the Hamiltonian H 0 is block diagonal, with the blocks labeled by mesostates. Let P r x be the projector that restricts the value of H 0 (x) so that grain x is of type r = h, i, c. With this notation the interaction terms that have already been added are
for (r x , r x+1 ) = (r ′ x , r ′ x+1 ) = (c, c), and for (r x , r x+1 ) = (r ′ x , r ′ x+1 ) = (h, h). Some terms are obviously very small (because the interaction is local in energy) and seem irrelevant, namely those corresponding to, (r x , r x+1 ) = (c, c), (r ′ x , r ′ x+1 ) = (h, h) and with primes and no primes reversed. The main terms that we will be focusing on are those that allow bubbles to spread and move. Those are terms with
and arbitrary r x+1 , r
and with x and x + 1 reversed. They are at the focus of the next section.
A. Resonant delocalization of bubbles
Let us now consider states of the following form (hot bubble in a cold environment) cccccccc hh . . . hh n grains cccccccc,
where n is sufficiently large so that the eigenstates in the bubble satisfy ETH. We now argue that this state hybridizes with translates of the bubble when we add some of the missing coupling terms: In particular, we want to admix the mesostates (with x, y labeling specific grains)
. . . ccch
in which the bubble has been translated by one grain. More precisely, we mean that most microstates (i.e., eigenstates of the Hamiltonian considered up to now) corresponding to the left mesostate can hybridize with a lot of microstates corresponding to the right mesostate. This in turn strongly suggests that we should expect all eigenstates to delocalize completely over these two mesostates. To obtain this, we have included the relevant coupling terms (4) corresponding to two bonds (x, x + 1) and (y − 1, y). This hybridization process can be broken down into elementary steps, that is, transitions at first order of perturbation theory. First, by energy exchange with the hot region, the cold (c) grain at y is heated until it becomes intermediate (i) and finally hot (h). Second, the h grain at x is cooled down until it becomes c, via intermediate stages of i. Microscopically, let us consider a state Φ corresponding to the mesostate ccchhhhccc and such that H 0 (y) is not far below ǫ c1 . We will argue that Φ hybridizes with a lot of states Φ ′ corresponding to the mesostate ccchhhhicc where r ′ (y) = i. If instead H 0 (y) is far below ǫ c1 , then it hybridizes with a lot of states Ψ ′ which still corresponds to r ′ (y) = c (ccchhhhccc), but now with H 0 (y) a bit closer to ǫ c1 . (A direct step to an intermediate state might instead require adding too much energy in one transition. Therefore, we split the process into several small heating steps to make sure our argument remains valid also if the interactions are assumed to be strictly local in energy.) Finally, we need to increase the energy stepwise from i to h at grain y. The argument for all these transitions is essentially the same and for the sake of simplicity, we stick to r(y) = r ′ (y) = c. The next subsection shows the flexibility of the argument.
Obviously, it suffices to take eigenstates in Φ, Φ ′ in the region [x, y] because of the essential product structure (exact at the left edge, approximate at the right edge around y, because we have already included the coupling between cold regions). They are of the form
where η, η ′ are the unperturbed eigenstates at grain y, while Ψ, Ψ ′ are hot bubble states in the region [x, y − 1] consisting of n = y − x grains. Consider Ψ ′ such that its energy (evaluated with H 0 ) is within a range W ∼ ǫ m of the energy of Ψ. The space spanned by such states has dimension d h ≈ exp[sℓ 0 n] which grows exponentially in n, s being the corresponding entropy density. Write H 1 (y − 1, y) = gO h ⊗ O c , the first factor acting on y − 1, the second on y. Assuming ETH, the off-diagonal matrix elements of local operators are given by
In other words, the (non-eigenstate) vector O h Ψ is essentially a random amplitude superposition of eigenstates Ψ ′ . Take now ∆E := E(η) − E(η ′ ) sufficiently small, i.e. not exceeding W , then | η|O c |η ′ | ∼ 1. In fact, assuring the non-vanishing of | η|O c |η ′ | is the main reason to choose ∆E sufficiently small. We can then find many Ψ
because the energy spacings are of order W/d h and
Hence the ratio in (10) is huge since d h grows exponentially in n.
The outcome of the above calculation should not come as a surprise: it merely expresses that an ergodic bubble can act as a bath for a small system (here grain y) that is coupled to it. Upon repeating the same calculation a few times, one easily convinces oneself that states with the bubble in different positions hybridize with each other. This in turn implies that they should appear with comparable amplitudes in typical eigenstates.
B. Spatial range of direct hybridizations
In the above derivation, we focused on hybridizations that result in the translation of a bubble by one grain. One might worry that this is too negligible a translation if the bubble is very large, n ≫ 1. However, here we show that direct hybridizations can take place at distances which are a finite fraction of the bubble length.
As already pointed out, in the above derivation, we were careful to pick states η, η ′ whose energy difference was small enough so that | η, O c η ′ | ∼ 1. This is, however, not crucial, and if r ′ (y) = i, h, then it cannot be assured anyhow. The matrix element | η| O c |η ′ | will typically decay exponentially in the energy difference E(η) − E(η ′ ). Hence, it can be as small as e −l0ǫm , but obviously this number decreases with ℓ 0 but not with n, so it cannot compete with the latter, if the bubble is sufficiently large. To determine at what distance direct hybridizations are possible, we proceed as follows. Instead of making the transition η → η ′ at grain y, we now make a transition η → η ′ in a stretch of ℓ grains starting at y. By the structure of localized states, we know that
The transition is possible as long as this small number is larger than 1/d h , so that we find
This shows that the bubble hybridizes directly with a bubble configuration translated by a finite fraction of its size. However, this fraction becomes parametrically small as the coupling becomes weak g/ǫ m → 0.
IV. DISCUSSION OF POTENTIAL CAVEATS
We now discuss in more detail the caveats introduced in Section II C.
A. Can bubbles spread and permanently localize?
We have not yet added all coupling terms from H 1 . Indeed, not only can the bubble move through the cold background, it can also spread its energy. Entropically, this is of course much more likely in real-time dynamics. In particular, one sees that starting from a bubble configuration, the most likely thing to happen dynamically is that the bubble spreads until its energy density is intermediate or just below the putative mobility edge. At that point we cannot expect it to spread further as the involved states are now localized. The question arises as to whether these further couplings may induce a localization of bubbles, despite the above construction of an apparently resonant, delocalized network of bubble configurations. We address this issue in two steps. First, in Sec. IV A 1, we argue that a scenario in which bubbles disappear dynamically is inconsistent. This is a conceptual point. Then, in Sec. IV A 2, we examine the hybridization argument on a formal level and we exclude that bubbles get localized by quantum dynamical effects. In Sec. IV B, we discuss how the fact that bubbles tend to spread slows down their motion.
Persistence of bubbles
Let us write · ǫ for the expectation value in a microcanonical ensemble at energy density ǫ (containing a large but subextensive number of eigenstates). Let n be the minimal length (in units of grains) of a well-ergodic bubble, as considered above. The thermodynamic probability of having such a bubble around position x is given by
i.e. B x is the indicator of a local fluctuation at sufficiently high energy density. Of course, p x becomes very small as ǫ c2 − ǫ, or n, or both are taken large, but it remains finite and independent of the total volume. By definition of the microcanonical ensemble,
and this means that it is not possible that no eigenstate has any weight on bubble configurations. One possibility consistent with (14) is that typical eigenstates have an appreciable weight, p x , on bubble configurations at x. Another (extreme) possibility is that a fraction p x of eigenstates have weight nearly 1 on bubble configurations, while the others have none. Either way, this rules out the scenario that bubbles could be completely absent in the eigenstates. One can also formulate the persistence of bubble configurations in a dynamical way. This is more appealing if one thinks of our arguments as pertaining also to the evolution of well-chosen initial states, that contain a definite bubble. Let us show this in a special and simple case. Consider a model where particle density is a conserved quantity and there is a putative mobility edge as a function of density, even at infinite temperature. Two obvious examples are the models studied in Refs. [4, 15] . In such a case, a relevant ensemble is one which constrains the particle density N L ∈ [ρ − δ, ρ + δ] to be close to ρ, without any constraint on energy. The advantage of this case is that the projector onto the equilibrium ensemble corresponding to this constraint, can be decomposed into a basis of initial states |s which are products over grains with a definite particle number on each grain, such that the total density is indeed in [ρ − δ, ρ + δ]. Now, this ensemble s |s s| is exactly invariant under the dynamics and hence we obtain that the expectation value for seeing a bubble at position x,
is invariant under time evolution, and remains finite at all times. Here B x and p x are again the indicator of a bubble around x and the thermodynamic probability of a bubble (defined analogously to (13)), and U t is the Hamiltonian time-evolution.
Robustness of hybridization
In the notation of section III, the relevant type of transitions are the following:
where the states on the lower line represent a multitude of mesostates in which the bubble has partially spread its high energy density. Let us assume that those states do not communicate with each other. This simplifying assumption favors maximally the possibility that the coupling to such states could localize the bubble and thus could invalidate our preliminary conclusion regarding delocalization. We now consider the two subspaces, each of dimension d h , that correspond to the mesostates on the upper line, the eigenstates of which are hybridized by the perturbation H 1 . Let us refer to them as left and right subspaces. We then couple each of them to a space of spread bubbles, having a dimension d ′ h ≫ d h , and ask whether the perturbation H 1 is still able to induce hybridization between left and right subspaces. Concretely, the subspace C d h is now embedded in the space
, and the inter-grain coupling operator O h becomes O h ⊕0. We focus on the transitions between the ergodic states Ψ, Ψ ′ (notation as above), and just consider the operator O h which acts on the hot bubble. Let us assume that after diagonalizing within the larger spaces of dimension D h , the eigenstates Ψ, Ψ ′ are completely ergodic within those spaces and well captured by random matrix theory. (In practice, this defines the relevant space to which the bubble subspace should be extended, and its dimension D h .) We now have to discuss how the ratio
differs from the original ratio
with given |∆E| ≤ W . We find a suppression of the numerator because now
Indeed, the simplest way to derive this is by remarking that
as O h acts only in the original subspace (with dimension d h ) and it is zero on the attached space with dimension d ′ h . On the other hand, the energy spacing |∆E+E(Ψ)−E(Ψ ′ )| can now be made as small as W /D h , where W is the width in energy of all states that significantly couple to the original bubble states. It follows that the ratio (17) , and hence (10), is reduced by a factor W/ W . If this effect rendered the ratio (17) smaller than 1, the eigenstates would likely not hybridize across the subspaces, i.e., we would find localization induced by coupling to further degrees of freedom. However, the maximal conceivable value of W is of order ǫ m ℓ h , with ℓ h the length of the region to which the energy spreads. Energy conservation and localization below ǫ c lead to the upper bound ℓ h (ǫ c − ǫ) ≤ n(ǫ m − ǫ) (recall that ǫ < ǫ c is the typical energy density in our system). This yields W /W C with C independent of n. This is insufficient for localization, since the ratio (10) is exponentially large in n. Thus, the hybridization of states with large enough bubbles survives, despite their spreading to entropically more favorable states. This contrasts with single particle problems where the coupling to extra degrees of freedom was found to induce localization under certain circumstances [19, 27] . In those cases, there is no exponentially large factor that offsets the effect of an increased bandwidth W , which renders coupling-induced localization possible.
B. Dynamic retardation
Even though the inclusion of the states on the lower line of (16) cannot prevent hybridization, it does of course increase the timescale necessary for transitions between the two bubble positions. The transition rates can be estimated from a simple Fermi Golden Rule calculation as
before and after including the extra states, respectively. The first rate is of order g 2 /W , while the second is of order (d h /D h )g 2 / W . Hence, by adding the new states, we have increased the timescale by order D h /d h (keeping only terms exponential in n). This is very intuitive: Transitions are now only possible from a fraction d h /D h of all states, and accordingly it takes longer until a transition will be attempted. Alternatively, one can view this as follows: For a large bubble close to criticality (with structure cciiiiiiiiicc) the 'active' configurations of the type cccchhhhcccc manifest themselves as large deviations, which occur with exponential rarity (in the bubble size). Yet, as shown above, they do lead to percolating hybridization of eigenstates, and hence to delocalization.
C. Harmlessness of rare, strongly disordered regions in 1 dimension
So far we have tacitly assumed that the existence of a global thermal phase at some energy density implies that any large enough finite region has ergodic states at that energy density. However, due to rare fluctuations of the disorder, it can happen that rare, large regions still have all their states localized as long as they are disconnected from the rest of the system. One may think that especially in d = 1 such regions could block global transport and thus localize the system at low temperature. Even though this effect further increases the time scale necessary for thermalization, we now argue that it does not prevent it.
As a preliminary, we consider a fully localized system of length L 0 in contact with an ergodic system of length L 1 . By an analogous argument as used above for resonant delocalization, we see that for L 0 /L 1 smaller than some number [depending on the localization length and the entropy density of the ergodic system, see e.g. Eq. (12)] the coupled system will be ergodic: all formerly localized states can hybridize with each other. Now to the main argument. Let us consider ergodic bubbles of some large size ℓ. Now consider rare regions of exceptional disorder that could block such bubbles, since an adjacent bubble of size ℓ would not be able to heat up this region to ergodic states (of type h). Let δ = δ(ℓ) be the typical distance between such rare regions. By the above preliminary remark, such blocking regions have a length ∼ ℓ. However, being rare regions (large deviations), the typical distance between them is much larger, δ(ℓ) ∼ e cℓ for some c > 0. Now consider a bubble between two blocking regions. It renders the whole region between them ergodic. Hence, the blocking regions are in fact next to an ergodic bath of length δ(ℓ), which is exponentially large in ℓ. Accordingly, its level spacing is double-exponentially small in ℓ. Thus, tunneling under the barrier of thickness ∼ ℓ, which is only exponentially small in ℓ, will easily hybridize the ergodic regions on either side and ensure transport.
D. Bubbles and weak localization in low dimensions
As is well known, in dimension d ≤ 2, non interacting particles are weakly localized by any non-vanishing disorder strength. Since bubbles resemble a particle-like excitation, we should discuss whether they undergo a similar weak localization in low dimensions.
Indeed, at zero temperature, the answer is expected to be positive. However, since we consider a finite energy density, it would be incorrect to picture the bubble as moving in a low-dimensional fixed disorder potential. As the bubble moves, it can excite or relax degrees of freedom. Thus, the Hilbert space locally resembles a tree, rather than a low-dimensional lattice (the number of relevant configurations that can be reached as the bubble moves grows exponentially, rather than polynomially with the traveled distance), and thus weak-localization effects should become irrelevant.
More concretely, let ℓ be the localization length of the bubble motion at zero temperature, i.e., in the ground state (fixed environment). Obviously, ℓ increases with the bubble size since larger bubbles have more internal states (this is analogous to the increase of the single particle localization length with the number of channels in d = 1); for large bubbles ℓ will be due to weak-localization effects. Now, consider finite energy density, and d = 1 for simplicity. Let s > 0 be the entropy density in the cold background. Then, the condition sℓ ≫ 1 is sufficient to ensure that inelastic scatterings of the bubble occur before the weak localization manifests itself, rendering them irrelevant for large enough bubbles. Note, however, that this condition places an additional lower bound on the size of mobile bubbles in low dimensions.
E. Restrictions on the type of rare events that may lead to delocalization
The reader may wonder whether certain rare events similar to the bubbles discussed here would not rule out the possibility of genuine many-body localization altogether, or (erroneously) imply the absence of mobility edges in single-particle cases as well. However, in two appendixes we explain that this is not so.
In Appendix B, we contrast the bubbles discussed here (namely disorder-independent high-energy fluctuations) with rare spots of low disorder in an otherwise fully localized system. We show why the latter are benign and do not hamper Imbrie's approach [1] to demonstrate localization, whereas high energy fluctuations do destroy localization, if the system is ergodic at high temperature. In Appendix C, we explain why our considerations apply only to genuine many-body systems, and how the bubble construction fails when applied to a single-particle system.
V. NUMERICAL RESULTS

FIG. 3:
Left: Disorder averaged energy per link εi at t = 0 (red) and averaged over time (green) for L = 12. Initially a cold region of length Lc = L/2 is prepared. The disorder strength is δJ = 3J. Right: Same protocol, but for δJ = J and very short cold intervals (Lc = 2), at various L. The memory effects diminish with increasing L, but the hot region fails to thermalize the system well, even at the largest sizes. Results were averaged over 5000 disorder realizations.
Our theoretical arguments contradict recent numerical data in favor of mobility edges [7] [8] [9] . The inconsistency is, however, only apparent. Indeed, we find that numerically accessible system sizes are not sufficiently large to host bubbles that are ergodic enough to be mobile. Therefore, delocalization by bubbles could not have been seen in numerics up to now. In other words, the numerical results do not contradict delocalization by rare bubbles, but rather confirm that available sizes are not large enough.
We study the disordered Ising chain with next-tonearest neighbor interaction considered in Ref. [7] ,
where
are independent random variables, and periodic boundary conditions are taken. We choose parameters J = 1, J 2 = 0.3 and h x = 0.6 as in Ref. [7] , but add a finite h z = 0.1 to remove the Ising symmetry and the associated degeneracies. The phase diagram in Ref. [7] predicts a mobility edge in the thermodynamic limit at disorder strength δJ = 3. To test our ideas, we prepare the system at δJ = 3 in a product state of the form |ψ(0) L = |φ c Lc ⊗ |χ h L−Lc , where |φ c is the ground state of an interval of L c sites, while |χ h is an eigenstate of the complement close to the middle of the spectrum (a hot bubble). We choose L−L c as large as possible but such that the resulting global energy density is below the putative mobility edge. We then compute the time-evolving energy density on link (i, i + 1):
Our theory of mobile bubbles would predict that the ε i (t) profile becomes approximately flat as t → ∞. Via exact diagonalization, we evaluated its time average in finite system sizes, but almost no energy spreading from the initial state was observed [cf. Fig. 3 (left) ]. For tiny cold regions (L c = 2) and hot "bubbles" of almost the system size the global energy density is supercritical. Yet, still only a very small fraction of the bubble energy spreads to the cold region at L = 12 (not shown), while in the thermodynamic limit, the energy profile would obviously thermalize and become flat, as the system would be in its ergodic regime. Therefore, these data show unambiguously that at our system size the hot region is still unable to act as a bath.
To document this further, we considered normalized states σ z 1 |α , with α an eigenstate, and calculated the inverse participation ratio (IPR) of its decomposition into eigenstates |β of the full system:
The results are shown in Fig. 4 . At strong disorder, eigenstates are nearly eigenstates of σ In the ergodic phase, the typical IPR is exponentially small in the size L. In the localized phase, the distribution is size independent. At δJ = J and the considered L, the typical IPR is exponentially small as in a truly ergodic phase, but the distribution is broad, and shows a tail towards localized values. δJ = 3J is nearly critical: the 'localized' peak at IPR = O(1) slowly decreases with increasing L.
IPR α ∼ exp[−sL], with a narrow distribution. For very weak disorder, δJ = 0.1J, we found the exponent to be s 0.1 ≈ 0.55 which equals essentially the thermal entropy. The standard deviation of the distribution scales with system size in the same fashion, but is approximately 10 times smaller than the mean value. This is seen in the data of the left-top panel of Fig. 4 , where the relatively sharp peak in the distribution of log(IPR) has an essentially L-independent width.
Let us now discuss close to critical disorder, δJ = 3J: the results shown in Fig. 4 confirm the absence of a truly ergodic phase up to L = 12. In fact, the distribution of IPR's at these parameters looks more characteristic of localization. Nevertheless, a slight, but clear tendency towards enhanced delocalization with increasing size is seen. This hints that in the thermodynamic limit the system will become ergodic, in agreement with the finite size extrapolation in Ref. [7] . To chart the lack of ergodicity at small sizes, we also look at δJ = 1, where Ref. [7] suggests that most eigenstates are delocalized, even at L = 12. Nevertheless, here, too, we find strong deviations from fully ergodic behavior, using the same two protocols as above. Even in the extreme case of L c = 2 in Fig. 3 (right), despite some energy transfer, the hot and cold regions are still clearly distinguishable after a long time evolution. To quantify this effect, we consider the time average of the energy imbalance between hot and cold regions, ∆ε ≡ (L−3)
where c denotes the single link fully in the cold region. The imbalance decays exponentially with system size, ∆ε ∼ exp (−L/ξ) where ξ increases with disorder strength. For δJ/J in the range [1, 1.5] we estimate ξ ≈ O(10) (see below), which sets a characteristic scale required to observe genuine ergodic behavior. This suggests strongly that at reachable sizes the hot bubble is far from being ergodic.
Also Fig. 4 illustrates that systems with δJ = J, L = 12 are far from the thermodynamic limit: the distribution of ln (IPR α ) is much wider (as compared to the mean) than in a clearly ergodic sample. To be more precise, the mean value still scales exponentially as
with s 1 ≈ 0.5, but the standard deviation is much larger than in the ergodic phase: indeed, the ratio between the standard deviation and the typical value is of order O(1). This means that there is a finite probability for a bubble to find itself in a position where the coupling to neighboring regions does not allow it to act as a bath. A considerable fraction of eigenstates will thus be localized. This illustrates that ETH, and hence our bubble arguments, cannot be applied for δJ = J, L = 12.
Finally, we studied the time average of the energy imbalance ∆ε as a function of system size and disorder strength δJ. We considered an initial state with a region of length L c = 2 in its ground state and the remaining system in an eigenstate near the middle of the spectrum. The results are shown in Fig. 5 , where each plot corresponds to a different disorder value. The results were averaged over 5000 disorder realizations. The data show that the imbalance ∆ε decreases only slowly with system size. The dependence is consistent with an exponential decay. We have fitted the associated characteristic length ξ δJ , which grows with increasing δJ. These lengths ξ δJ are of the same order as system sizes achievable in current numerical studies. Therefore, we conjecture that in order to be able to observe bubbles acting as good baths, one would need to study systems, which are larger by several ξ δJ 's. Perhaps the density matrix renormalization group (DMRG) techniques used recently in Refs. [34, 35] , can shed new light on this.
In summary, the numerical analysis provided in this section clearly shows that the available system sizes are too small for ETH to be safely applied. Therefore, they are outside the range of applicability of our bubble argument. The numerical data present in the literature at the moment thus do not disprove our considerations.
VI. CONCLUSION
We have argued that in the thermodynamic limit many-body-localized and ergodic states cannot coexist, not even at very different energies. This has important consequences on the nature of the MBL transition. On a lattice, it implies that a transition is possible at best upon tuning the interaction strength, but not the temperature. In the continuum, genuine MBL is replaced by a strong crossover in the conductivity instead, which is notoriously hard to distinguish from a genuine transition. Nevertheless, for practical purposes, on very long time scales, such badly conducting phases will behave as if they were genuinely many-body localized. It is instructive to compare the situation of high energy bubbles discussed in the main text with rare spots of low disorder in an otherwise fully localized system. In particular we explain here why the latter do not induce delocalization, even though a naive adaptation of some arguments we used in the main text might suggest so.
For simplicity we discuss systems in d = 1. In the above reasoning we used the fact that, if an ergodic system of length L 1 is put in contact with a small localized system of length L 0 and if L 0 /L 1 is smaller than a certain number, then localization does not persist: all formerly localized states hybridize with each other by mediation of the ergodic system they couple to. Now, one could naively think that this argument could be iterated ad infinitum: if one assumes that all states in the joint region of length L 0 + L 1 are now fully ergodic, so that ETH holds, one could try to iterate the previous argument and conclude that yet a larger region would become ergodic, and so on. This would lead to the wrong conclusion that MBL systems simply cannot exist, because there is always a finite probability of ergodic inclusions of some finite size L 1 . However, a more careful analysis reveals where this reasoning is flawed, as we now show.
Let us discuss a definite microscopic model to avoid ambiguities. Let H = x H x + JV x,x+1 be a Hamiltonian of a spin-1/2 chain, where H x are on-site disorder terms with bandwidth W , V x,x+1 are hopping terms and J is a small coupling satisfying J/W ≪ 1 (large disorder condition).
Let B := [1, . . . , L 1 ] be a local, finite-size "bath", i.e., a part of a chain which is ergodic if isolated from the rest, and E := [L 1 , N ] a localized region (the "environment"). This can arise, e.g., in a disorder realization where all H x for 1 ≤ x ≤ L 1 are equal up to deviations of order J, whereas such resonances are absent for x > L 1 . Now split
where the subscripts indicate the sets of spins on which they act (on B only; both on B and its complement E; on E only). Following Imbrie [1] , in the localized region E we can find a unitary rotation that brings the Hamiltonian H E into a canonical form of a sum of commuting terms, each being a product of "logical bit" operators. We now apply this rotation to the full Hamiltonian. Only the rotation of the terms which involve action on B lead to terms that can flip the logical bits. However, their amplitude decays as (J/W ) R where R is the distance between the border of the ergodic region and the site at which the logical bit is centered. However, those flipping terms can induce significant hybridization between different values of the logical bits only if their amplitude is bigger than the level spacing in the region of diameter L 1 + R, which scales as 2 −L1−R . Assuming sufficiently strong disorder J/W < 1/2, we define a buffer length L 0 by
The above reasoning implies that logical bits centered further than L 0 from the edge of the ergodic region are not hybridized through their coupling with the ergodic region B. where the terms in H B−E , acting on both B, E are either commuting with H E (terms diagonal in the logical bits), or have norm at most (J/W ) L0 (terms originating from applying the rotation to H B−E ). Using (B2), this allows to conclude that the eigenstates of H ′ are close to products of states in B and eigenstates of the logical bit operators in E. In other words, the delocalizing influence of the region B is limited to a finite region of length at most L 0 around B, while many-body localization remains robust outside.
This shows that it is flawed to reason that the ergodic region B can be extended to an ever enlarging neighborhood, as the bath would melt its neighboring degrees of freedom and incorporate them into the ergodic region. In fact, these enlarging regions gradually lose their full ergodicity. In particular, random matrix theory cannot be applied naively when determining whether further degrees of freedom become delocalized as they are coupled to the already enlarged region.
In contrast, our bubble argument in the main text does not require such an iterative construction of a growing ergodic region. The basic difference is that a high-energy bubble can exist anywhere in space and is not tied to a rare quenched disorder configuration, which remains localized in space. We thus only need to argue that a hot bubble is able to displace itself in a finite series of elementary steps, thereby remaining ergodic inside. For those stages, we do not see reasons to doubt the applicability of random matrix-like behavior of matrix elements and level spacings.
It is interesting to note that the above reasoning about the robustness of MBL cannot be generalized straightforwardly to d > 1. The influence of ergodic spots in higher dimensional systems thus remains an interesting open question.
Appendix C: Failure of our arguments for single particle mobility edges
It is natural to ask why our argument for delocalization by bubbles does not apply to single-particle models, where we know that mobility edges do exist. In a nutshell, the argument does not apply because a single particle cannot borrow the energy from other particles to become hot and to delocalize at higher energy. Hybridizations between localized and delocalized states (as induced by some perturbation to the Hamiltonian) would necessarily require to go off-shell, which suppresses the coupling between localized states at large distance from each other. In contrast, the formation of a mobile bubble in a many-body system does not require the violation of energy conservation. Let us show that the natural analog of our argument fails. We have now a single particle Hamiltonian H with localized eigenstates |η (essentially |η ≃ |x ) for some x and extended eigenstates |Ψ , separated by a mobility edge at E c . Upon switching on a local perturbation V (say, a change in the random potential) we evaluate the possible hybridizations. Of course, |η , |η ′ do not hybridize in first order. Also, |η does typically not hybridize with extended eigenstates Ψ. They are separated in energy and the matrix element η|V |Ψ ∼ L −d/2 with L the linear size of the system. Indeed, this is simply Mott's argument. (To be precise, one should check as well that the sum of all contributions extended contributions to the change in the state |η does not cause it to delocalize, but we skip this. The argument is very similar to what follows.) However, the more interesting situation occurs in second order. Let us consider a typical term for the mixing of localized states η, η ′ via extended states Ψ:
A naive estimate gives that this sum is of order L 0 , so potentially dangerous, but a more careful analysis refutes this: let us first change the sum over Ψ by a sum over η. Then, we see that the resulting expression can become of order one only if |η and |η ′ are close in space and their energy difference is comparable to the norm of V . This is obviously a case in which we do expect |η and |η ′ to hybridize. Hence, we exclude this case and we can freely add contributions of localized states to (C1). Using functional calculus, we can recast the resulting expression as
with χ(E) a smooth cut-off function (we choose it to be a 'Schwarz function') that vanishes for E < E η + (E c − E η )/2 and becomes 1 for E ≥ E c . It follows that
for a smooth function f of compact support. Now we see that f (H) is a local operator in the sense that | x|f (H)|y | ≤ C(k)|x − y| −k , for any k > 0 This is easily proven by Fourier transforming f (H) = dte −itHf (t), remarking that the Fourier transform of a Schwarz function is again Schwarz and using a 'CombesThomas' bound to get the locality of e −itH on a spatial scale proportional to t. For details on the functional analysis that was used in this argument, see for example [36] . The upshot is that (C2) is given by 1 Eη−E η ′ times an expression of order V 2 that decays rapidly in the distance
