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In this paper we study "bounded delay codes," which have the 
property that every message can be uniquely decoded by examining 
a segment of bounded length, from any starting point. This class is 
shown to attain the upper bound on codebook size previously en- 
countered (but not always attained) for the familiar subclass of 
"commaJree codes." 
The problem of determining the smallest message length So which 
guarantees unique decipherability for such codes is discussed. The 
bounded elay codes are classified according to the value of s0. 
An extension is made to the case of variable length codes, in which 
the upper bound formula, of the uniform word-length case is replaced 
by a system of inequalities. 
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n 
P 
PCF(n, k) 
Pie(n, k) 
.~o( n, k) 
TD(n, k) 
UF 
,(d) 
'ffk 
alphabet size 
semiordered partition 
permutable comma-free code with parameters n, k 
path-invariant comma-free code with parameters n, k 
synchronization delay 
least integer for which there is a dictionary of B(n, k) 
words with synchronization delay so 
traditional dictionary with parameters n,/~ 
dictionary for which all finite messages are unambiguous 
dictionary for which all infinite messages are unam- 
biguous 
M6bius function 
number of k-letter words in a dictionary 
I. INTRODUCTION 
We consider k-letter words over an n-letter alphabet. From the re- 
sulting set of n k words, we wish to select a subset of maximal cardinality 
such that, starting from any point within any message (consisting of a 
sequence of words from that subset where no "space" is left between 
words) we can determine word synchronization i a satisfactory manner. 
Throughout, we consider the noiseless case (symbols are never in error), 
but examine a hierarchy of specifications on what constitutes obtaining 
word synchronization in a "satisfactory manner." Of the four possible 
.constraints considered, the novel one is "bounded elay" synchroniza- 
tion, which requires that there exist a finite number s = s(n, k) such 
that any s consecutive message symbols are sufficient to establish word 
synchronization. Although this allows s to be very large compared to the 
word length k, we obtain the same upper bound to dictionary size derived 
in (Golomb, Gordon, and Welch, 1958) under the much stronger con- 
st raint of "comma-freedom." However, in contrast o the comma-free 
ease, where it is a major effort to decide for which values of n and k 
this "basic bound" is attained, we find that for bounded-delay codes, the 
basic bound can always be achieved. But the problem does not end 
there, because for practical applications (and for its intrinsic theoretical 
interest) we wish to know the smallest delay s corresponding to a maxi- 
mum-size bounded-delay code. 
In the hierarchy of synchronization constraints considered in this 
paper, the "path-invariant codes" of Kendall and Reed (1962) also 
play an interesting role. 
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Finally, these results are extended to the variable word-length case, 
and an analogue of McMillan's (1956) inequality is obtained. 
II. STAT IST ICAL  SYNCHRONIZAT ION 
The  weakest constraint we shall consider merely requires that as the 
length of the message examined tends to infinity, the probability of 
being able to specify correct word synchronization tends to i. To  satisfy 
so weak  a constraint, very little of the potential dictionary size of n e 
need be sacrificed. For example, if only one word is dropped from the 
dictionary, and the remaining n k -- 1 words occur independently and at 
random in messages, then with probability I, the dropped word  will 
ultimately show up in all the "out-of-phase" positions, leaving only the 
true phase as a contender for word synchronization. 
It is even possible to use all n k words, but with one of them occurring 
with a lower probability than the others. In this case, the "in phase" 
position is the one in which the abnormal word occurs least often; and 
an arbitrarily high confidence level can be established by examining 
longer and longer messages. 
The  foregoing discussion has served to indicate an important limiting 
case. However,  most  practical systems require a specific bound on how 
long it takes to obtain word  synchronization, and for this purpose a de- 
terministic bound is certainly preferable to a statistical one. The  re- 
mainder of this article is concerned with the bounded-delay case. 
A discussion of synchronization delay (including variable word length 
codes), but assuming that the starting point of the message is known, is 
given by Gilbert and Moore  (1959). 
III. BOUNDED-DELAY CODES AND THE "BASIC BOUND" 
We define a bounded-delay code for words of length k over an n-letter 
alphabet to be a collection of such words with the property that starting 
at any point in any message (sequence of words, from that collection, 
with no "spaces" between words) it is always possible to specify the 
location of "word synchronization" after examining only a finite number 
s of letters. (Here s may depend on n and k, but must be independent of
the particular message and starting point.) We will denote the maximum 
size for such a dictionary by D(n, k). Let B(n, 1~) be defined by 
1 (1) B(n, It) = ~ ~lk 
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where the summation is extended over all divisors d of k, and p(d) is 
the MSbius function, defined in (Nagell, 1951) by 
(1 i f  d~ 1 
(d) = ~( - 1) if d is the product of u distinct prime factors (2) 
[0 if d contains any repeated prime factors. 
The principal result of this section is that 
n(n, k) = B(n, k). (3) 
We prove this in the form of two inequalities. 
TgEonE~z 1. D(n, k) <__ B(n, k). 
Proof: A bounded-delay code can contain no "constant" word of the 
type A A A A, because a message of the type 
• .. AAAAAAAAAAAA- . .  
of arbitrary length remains ambiguous throughout as to word syn- 
chronization. Similarly, a "periodic" word, such as A B A B, is excluded 
because the message 
• . .ABABABABABAB . . .  
is ambiguous. (Actually, constant words are a special case of periodic 
words. )
From the remaining nonperiodic words, we can select at most one from 
each class of words differing from one another by cyclic permutation. 
For example, from the class EAT, ATE, TEA we can select at most one 
for our dictionary, for if we took both EAT and ATE, we could not resolve 
the synchronization f the message 
• .. EATEATEATEAT • • • 
Hence D(n, k) is at most equal to the number of equivalence classes of 
nonperiodic words (also referred to in the literature as primitive quiva- 
lence classes). The total number of such classes is B(n, lc), as shown in 
{Golomb, Gordon, and Welch, 1958). Hence the theorem. 
The converse is more difficult. It is proved by exhibiting a particular 
.dictionary of B(n, k) words, and showing that this dictionary has the 
bounded-delay property. 
THEO~ 2. D(n, £) _>- B(n, l~). 
Proof: Take as the "alphabet" the numbers from 1 to n, and form the 
words of length/c. Discard the periodic words, and arrange the others 
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into classes under cyclic permutation. From each of these B(n ,  ]c) classes, 
pick the member which is lexicographically least (i.e., least in the n-ary 
system). This gives a dictionary D of B(n ,  k )  words. It  remains only to 
verify the bounded-delay property. 
List the words of the dictionary in lexicographie (i.e., numerically 
ascending) order: wl, w~, . . .  , wB. We first show that no word of D 
can appear in the overlap of w~ws unless i < j. For if i = j, then the 
overlaps of length k are the cyclic permutations of w~, and none except 
w~ itself belongs to D. If i > j, suppose w~wj  = a la2  . .  • aya~+l  • • • akb lb~ 
• . .  byby+l  . . .  bk ,  where the overlap a~+~ . . .  akb lb2  . . .  b ,  is a word w, 
of D. Since w~ is in D, we know that a~a2 • • • ava~+~ . • • ak  is lexicographi- 
cally ahead of a,,+~ • • • aka la2  • • • av ; and since wj is ahead of w~ (that is, 
j < i) we know that b ib2  . . .  b ,  <-- a la2  . . .  ay .  We observe that a la~ 
• -. a~_y is strictly ahead of a~+~ay+2 . . -  ak, for otherwise ay+~ . . .  aka~ 
. . -  a~ would be less than a~ --. ak (recalling that w~ is nonperiodie). 
Also b~b2 • • • b ,  is strictly ahead of a~a2 • • • a ,  , since if they were equal, 
w~ would differ from w~ by cyclic permutation only, and could not 
also be in D. Letting u = min @, k - v), the two strict inequalities 
a~+~-., ak > a~. . .  ak_ ,anda l - - -a~ > b~.- .byimplya~+~.-.aY+u > 
b~ --- b, ,  so that any word beginning with a~+~ -. .  ay+, is larger than 
any word beginning with b~ • •. b, .  In particular, w~ = a ,+~ • • • a~b~ • • .  by 
is greater than its own cyclic shift b l  • • • bya ,+~ • • • ak ,  so that w~ cannot 
be a word of D. 
Thus, we have shown that if a word w~ of D overlaps w~w~,  then 
i < j. We note that also i < s, since in the above notation, 
w~ = a~ . . .  a~ < ay+~ . . .  aka~ . . .  a~ <= a~+~ . . .  akb~ . . .  by = w~.  
Hence if we have an ambiguous message M . . . .  wqw~ 2 . . .  w~ . . .  , 
with overlap . . -  w]~w]~ . . .  w]~_~ . . .  , then 1 < /1 < 3"1 < is < 3"2 < 
• .. < i~_~ < j~_~ < i~ < B. This implies that 2v + 1 = B, so that the 
length of M is =< vk d- 2(k -- 1) < (B -t- 1)/2k. (This inequality can be 
improved somewhat, as discussed in Section IV.) 
Thus we have established the fundamental identity D(n ,  k )  = B(n ,  k )  
for bounded-synchronization-delay codes, and exhibited a particular 
code achieving this limiting size, and having a maxinmm synchroniza- 
tion delay of at most n k. 
IV. THE MIN IMUM SYNCHRONIZAT ION DELAY 
We now define so(n ,  k )  to be the smallest integer such that there exists 
u dictionary of B(n ,  k )  words (k-letter words from an n-symbol alpha- 
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bet), with the property that So consecutive symbols always suffice to 
determine word synchronization. 
From the proof of Theorem 2, we can readily extract he following: 
THeoreM 3. so(n, k) _~ kn ~/21. 
Proof: In an ambiguous message, the initial segments of length u of 
the successive words must be in strictly monotonic sequence, where 
u = rain (v, k - v) ~ [k/2]. The number of such initial segments, and 
hence the number of words in the message, is bounded by n ~m, limiting 
the message length to at most kn Ik/~. 
Note: In an article entitled "On the Construction of Comma-Free 
Codes," to appear in IEEE Trans. Inform. Theory, W. L. Eastman has 
shown that comma-free codes attaining the basic bound exist for all odd 
k and all n. In view of Theorem 7 below, this establishes so(n, k) <= 
2(k - 1) for all odd k. On the other hand, when k is even, the result in 
Theorem 3 can be improved by observing that if u = ]c/2, then, in the 
proof of Theorem 2, the successive half-words in an ambiguous message 
must be in monotonic order, yielding (k/2)n ~12 as a bound on ambiguous 
message length. (The alternative of taking u = (k - 2)/2 limits the 
ambiguous message length as much or more, since lcn (k-2)12 = (k/n)n ~/~. }
We may summarize as follows: 
f2(/c - 1), k odd 
s0(n, k) -< \(k/2)n~l~, k even. 
The number of u-letter words which can actually arise as initial seg- 
ments is 
n ~-~ + (n -- 1) ~-~ + (n -- 2) ~-~ + .- .  + 1 
(the first term is an upper bound for the number of permissible segments 
beginning with a 1, the second term is an upper bound for those begin- 
ning with a 2, etc.). This is 
(n + 1 ) ~k/~l 
< n ~121-1 -a t- (n  - -  1) tk/2~-I -t- . "  -t- 1 <: 
Thus we get the upper bound 
k (n + 1)k/2 - (n+ 1) ~/2 ~ n ~/2 
2 k/2 
for even k. This can be improved slightly. 
[k/2l 
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In the special case/c = 2, it is possible to characterize completely the 
bounded delay dictionaries which attain the basic bound. 
THEOREM 4. so(n, 2) = n -- 1. 
Proof: First we show that so(n, 2) =< n - 1 using a construction like 
the one in Theorem 2. That  is, we use {1, 2, . . .  , n} as our "alphabet," 
and put the digram i j  into our dictionary D if and only if i < j. (This 
leaves out the unusable constant words ii, and selects exactly one word 
from each cyclic permutation class i j ,  j i  with i # j .) This dictionary 
has size B(n ,  2) = (n 2 - n ) /2 .  Now, within any word of D, the letters 
are in ascending order (since i < j in every word i j  of D) ; so that in a 
message from D, if two consecutive l tters are found to be in descending 
order, this marks a word demarcation, and thus establishes the word 
synchronization. Thus an ambiguous message must consist entirely of 
symbols in ascending sequence. Moreover, the symbol "1"  always 
indicates the beginning of a word, while the symbol "n" always marks 
the end of a word, so that neither of these symbols can occur in an 
ambiguous message. Accordingly, the longest ambiguous message is 
• . .  234. . .  (n  - 2 ) (n  - 1)  . . .  
of length n - 2. Any longer message is surely unambiguous, so that 
so =< n -- 1. Note that for this particular dictionary D, n - 1 is a sharp 
bound, because the example of length n - 2 is truly ambiguous, being 
decodable as either -. • (23) (45) (67) .. • or as • • • 2) (34) (56) (7 .. • . 
Now we show that in fact so(n, 2) = n - 1, by considering an arbi- 
trary dictionary L over the n-symbol alphabet a l ,  a2, . . .  , as which 
has the bounded synchronization property and achieves the bound 
B(n ,  2) = (n 2 --  n ) /2  on dictionary size. To achieve this bound, for 
.every pair of distinct symbols a~ and ay,  exactly one of a~aj and a~a~ 
must be in L. Define a relation "<"  on the n symbols by the rule a~ < a3. 
if a~aj is a word of L, and consider the partial ordering of these symbols 
which results. Every pair of distinct symbols is comparable, because 
.either a~a~ or a]a~ is in L. I f  the partial ordering is in fact a linear order- 
ing, then the n symbols may be rechristened 1, 2, . - .  , n, and the dic- 
t ionary is really the dictionary D considered earlier, for which the syn- 
chronization delay was seen to be bounded exactly by n - 1. However, 
if the ordering is not linear, since every pair of symbols is comparable, 
there must be a "loop" (or "cycle") of symbols a~, a j ,  • • • , at such that 
a~ < aj < • • • < at < a~. But in this case, the arbitrarily long message 
• ' '  a ia ]  • . .  a ta ia  i • . .  a ta~a j  • ' '  a t  ' ' '  
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cannot be uniquely synchronized, since each pair of consecutive symbols 
is a word of L. Hence the only dictionary with the required properties 
(up to isomorphism) is D, and so = n - 1. 
Two other precise results will be noted briefly. 
T~EOREM 5. so(n, 1) = 0. 
Proof:  For the word-length k = 1, there is no synchronization problem, 
each of the n symbols being a word in itse]f. And no information is 
needed to solve a nonexistent problem. 
THEOREM 6. 
= f3 forn  = 2 
so(n, 3) [4 for n > 2. 
Proof: For n ~ 2, the dictionaries on {1, 2, ..- , n} containing all 
words abc of the type a < b -_>_ c attain the bound B(n ,  3) and satisfy 
the condition on So of this theorem. The fact that no smaller so will work 
can be deduced from the structure theory for comma-free codes with 
k = 3 developed in (Golomb, Welch, and Delbriick, 1958). 
Before proceeding further, i~ is convenient to introduce and discuss 
the notion of comma-free codes. 
V. COMMA-FREE CODES 
A subset S of the n ~ words of length k over an n-symbol alphabet 
which satisfies the condition that whenever ala2 . . .  ak and blb~ . . .  b~ 
are in S, then none of the "overlaps" a2 . . .  akbi, a3 . . .  a~blb~, . . .  , 
akbl • • • bk_~ is in S, is called a comma-free dictionary (Golomb, Gordon~ 
and Welch, 1958; Golomb, Welch, and Delbrtick, 1958; Jiggs, 1963). 
Suppose one specifies (e.g. by an incidence matrix) which of the n 
symbols may occur in which of the/¢ positions. If the dictionary formed 
by constructing all combinations of letters in permitted positions is 
comma-free, it is called a path- invariant comma-free dictionary (Kendall 
and Reed, 1962). 
As a trivial limiting case, we may also consider the "traditional dic- 
tionary" in which one of the symbols (say n) is used as the space symbol: 
(or comma) ;  i.e. the kth position of each word is always the symbol n, 
and this symbol n occurs in no other position. It is easily seen that this 
"traditional dictionary" is a path-invariant comma-free code, since 
the incidence matrix is all l's except in the last row and the last column, 
where it is all O's except in the (n, k) position; and since dictionaries 
which use commas are always (paradoxically) comma-free! 
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I l~,xO/l 
3 0 1~--1 
121 
122 
131 
132 
133 
231 
232 
233 
'Comma-free code, 
8 words 
1 2 3 
I I 0 I 
2 0 1 I 
3 0 1 1 
121 
122 
123 
131 
132 
133 
363 
1 2 3 
1 1 1 0 
2 1 I 0 
3 0 0 1 
113 
123 
213 
223 
Path-invariant comma- Traditional dictionary, 
free code, 6 words 4 words 
FIG. 1. Dictionaries with li = k = 3 
To make the discussion more concrete, we give examples in Fig. 1 
of maximum-sized dictionaries for the case n = k = 3, showing both the 
incidence matrix and the code. ( In the comma-free code example, the 
permitted transitions, or paths, are also shown in the incidence matrix. )
Our object here is to explore the relationship between these various 
constraints and the concept of codes with bounded synchronization 
delay. 
We adopt the following abbreviations: 
(1) CFC(n, k) a comma-free code, n symbols, word-length k 
(2) PIC(n, k) a path-invariant comma-free code, n symbols, 
word length k 
(3) TD(n, k) the Traditional Dictionary, n symbols, word- 
length k (where space is one of the symbols and 
constitutes the last letter of each word) 
(4) BSDJn, k) a bounded synchronization delay code, n symbols, 
word length k, and synchronization delay _<_ s. 
There is the following hierarchy: 
rI~EORE~ 7. TD(n, k) implies 
PIC(n, k) implies 
BSDk(n, k) implies 
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CFC(n, k) implies 
BSD~k_2(n, ]c). 
(Later we shall see that none of these implications is reversible. For 
example, a BSD code with k < So _-< 2k - 2 need not be comma-free.) 
Proof: First, we have already observed that the traditional dictionary 
is specified by an incidence matrix, so that TD(n, k) implies PIC(n, k). 
The fact that PIC(n, k) implies BSD~(n, k) was proved by Kendall 
and Reed (1962). Next, if a dictionary is BSDk(n, k), then any k con- 
secutive symbols in a message stablish word synchronization unam- 
biguously, and in particular, if the k symbols examined happen to form 
a word, they cannot also be an overlap. Thus, BSDk(n, k) implies 
CFC(n, k). Finally, in a message from a comma-free dictionary, any 
sequence of symbols of length 2]c -- 1 must contain a complete word of 
length k, and a complete word suffices to establish synchronization in 
the comma-free case. Moreover, if the first 2k - 2 symbols fail to con- 
tain a complete word, then the symbols indexed from/¢ to 2k - 1 must 
be a complete word, so that examination of 2/c - 2 symbols is logically 
sufficient. Hence CFC(n, k) implies BSD2k_~(n, Ic). 
COUNTEREXAMPLES 
1. The second dictionary of Fig. 1 is clearly PIC(n, k)but not 
TD(n, k). 
2. The dictionary labc, bad} is trivially BSD3(4, 3) - - in  fact, it is 
BSD2(4, 3). However, it is not PIC(4, 3) because the incidence matrix 
(Fig. 3) must be constrained as indicated to yield only two words. 
3. The first dictionary of Fig. 1 is CFC(3, 3), but the symbol sequence 
• .. 312 . . .  can be synchronized in more than one way (e.g., 133, 122 
or 131,232), so that this dictionary is not BSD~(n, k). 
1121 1131 1141 2131 2141 3141 
1221 1231 1241 2231 2241 3241 
1222 1232 1242 2232 2242 3242 
1321 1331 1341 2331 2341 3341 
1322 1332 1342 2332 2342 3342 
1323 1333 1343 2333 2343 3343 
1421 1431 1441 2431 2441 3441 
1422 1432 1442 2432 2442 3442 
1423 1433 1443 2433 2443 3443 
1424 1434 1444 2434 2444 3444 
FI~. 2. A BSD6~4,4) dictionary which is not CFC(4,4) 
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b 
C 
d 
1 2 3 
FIa. 3. An artificially nor~path-invariant dictionary 
4. For n = k = 4, there is a BSD6(4, 4) dictionary shown in Fig. 2 
which is not CFC(4, 4). Incidentally, this dictionary attains the upper 
bound of B(4, 4) = 60 words, while no comma-free dictionary for 
n = k = 4 has this size (cf. Jiggs (1963)). The dictionary contains all 
words abcd with a < c, b >_- d, and over an n-symbol alphabet this leads 
to a dictionary which is BSD2~_2(n, 4) and has size (n 4 - n2)/4 (the 
Basic Bound). 
The examples just given show that none of the implications in the 
statement of Theorem 7 are reversible. 
VI. A F INAL INTERRELAT IONSHIP  
The counterexample furnished by Fig. 3 is open to the criticism 
that if the paths are dropped from the diagram, the resulting enlarged 
dictionary is still comma-free. (In fact, it is basically a traditional dic- 
tionary with two space symbols instead of one.) There is a deeper prob- 
lem which will now be explored. 
It  was shown in (Kendall and Reed, 1962) that if the dictionary D is 
PIC(n, k), then it follows that D is also BSDk(n, k), and also that 
every simultaneous cyclic shift of the words of D leads again to a comma- 
free dictionary. Let us denote this last property by PCF(n, k), and call 
any D possessing it a permutable comma-free dictionary of k-letter words 
from an n-symbol alphabet. The final question concerns the precise 
interrelationship between the three conditions PIC(n, k), BSDk(n, k), 
and PCF(n, lc). 
The example of Fig. 3 is both BSDk(n, k) and PCF(n, k) without 
being PIC(n, k). However, as we already observed, it is a subset of a 
PIC(n, k) dictionary, so that the path invariant property does not 
fail essentially. 
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a c b 
d f e 
c e d 
FIG. 4. A BSD~(6,3) dictionary which is not PCF(6,3) 
a b g 
h g c 
d g h 
g e f 
FIG. 5. A PCF(8,3) dictionary which is not BSD3(8,3) 
Counterexamples discovered by R. J. McEliece do show, however, 
that neither BSDk (n, k) nor PCF(n, k) implies the other. These counter- 
examples are shown in Figs. 4 and 5, respectively. I f the paths are 
dropped from the incidence matrices corresponding to Fig. 4 and Fig. 5, 
neither of them yields a comma-free dictionary. 
VII. EXTENSION TO THE CASE OF VARIABLE WORD LENGTH 
As in the preceding sections we start from an n-letter alphabet A, 
and form words w = ala2 • • • a~, where the a~ are in A. Let D be a given 
set of such words, fixed throughout he discussion; in what follows, D 
will be referred to as a dictionary. We do not assume that M1 words of D 
have the same length, and we denote by ~k the number of k-letter words 
inD(k  = 1, 2, 3 , . - -  ). Any sequence a la2 . . .a~,  where a~ C A, is 
called a finite message, an infinite sequence ala2a~ . . .  is called a semi- 
infinite message, and a sequence - . .  a-2a_laoala2 . . .  , infinite in both 
directions, is called an infinite message. A message M is called decodable 
if it is possible to insert commas in M so as to divide it into words of D. 
I f  this can be done in one and only one way, then M is called uniquely 
decodable. We call a message unambiguous if it is either not decodable at 
all, or is uniquely decodable. If  all finite messages are unambiguous, D 
is called a Ur dictionary, if all semi-infinite messages are unambiguous 
it is a Us dictionary, and if all infinite messages are unambiguous it is a 
U~ dictionary. Any Us dictionary is in particular U~, since any ambigu- 
ous finite message can be completed to an ambiguous semi-infinite 
message by adjoining words of D to its right end. By the same reasoning 
a U~ dictionary is also Us.  On the other hand, D = {1 1} is Us but not 
Uz (consider the message . . .  1111 . - .  ), while D = {1, 12, 22} is 
Uy but not Us (consider the message 1 2 2 2 2 • • • ). 
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McMillan (1956) proved that if D is Ur ,  then 
~k/n ~ <__ 1, ( :  ), 
k~l  
while Shannon has shown conversely that given any sequence {rk/ of 
nonnegative integers with ~-~k~l "rk/n k _-< 1, there is a UF dictionary D 
such that ak = rk for all It. Shannon's examples actually have the prop- 
erty that no word of D is an initial segment of another word of D. Hence 
they are U~, for if a semi-infinite message M has two different decodings 
! ! 
wtw2 ""  and wlw2 "." , we consider the least value of i such that 
? t 
w~ ¢ w~. Clearly the shorter of the words w~, w~ is an initial segment 
of the longer, a contradiction. Thus the inequality (1) is the only restric- 
tion which either of the properties UF or Us imposes on {a~}. 
On the other hand the property Ur is more restrictive and, as we shall 
see, imposes an infinite system of inequalities on {a~}. To express these 
inequalities we must introduce the concept of a semiordered partit ion of 
the positive integer k. Consider the set Sk of all ordered partitions of ]c, 
and call two such partitions equivalent if they are cyclic permutations 
of each other. This defines an equivalence r lation in Sk, and the equiva- 
lence classes are by definition the semiordered partitions of k. It  is con- 
venient o select one partition from each equivalence class as the repre- 
sentative of that class. For k < 5 these representatives can be taken as 
the ordinary (unordered) partitions of k, For/~ = 6 we can choose the 
TABLE I 
THE SEMIORDERED PARTITIONS P 0~T~E NUMBER6, WITH CORRESPONDINGr(P} 
P r(P) 
6 1 
51 1 
42 1 
411 1 
33 2 
321 1 
312 1 
222 3 
2211 1 
2121 2 
21111 1 
111111 6 
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representatives shown in the left hand column of Table I (where the 
+ signs between summands are omitted). To explain the numbers in 
the right hand column, we note that each partition P can be written in 
the form (kl + .- .  + k~) + (kl + . . .  + kq) + . . -  + (kl + . . .  + l%), 
where there are r parentheses (r > 1). We denote by r (P)  the greatest 
value of r for which such a representation is possible. 
THEOREM 8. I f  D is a Ux dictionary, then 
B(z l ,  1) < B(n, 1) (2) 
B((~2, 1) -~- B((~I, 2) <: B(n, 2) (3) 
B(za, 1) + B(~2al, 1) + B(z, ,  3) N B(n, 3) (4) 
and in general for each positive integer k, 
B(~ . . .  ~,~, r (P ) )  < g(n,  k), (5) 
P 
where P = (kl + . . .  + kq) + . . .  + (kl + - . .  + kq) runs through a 
complete system of representatives for the semiordered partitions of k. 
For example, using the above table of semiordered partitions of 6, 
.one finds that the inequality (5) for k = 6 is 
B(~ri, 1) + B(~rhe,, 1) + B(~4c~, 1) + B(c~4cr, 2, 1) 
2 2 + B(~r3,2) + 2B(¢a¢2¢~, 1) + B(cr2,3) + B(~r2 ,~, 1) 
+ B(o-2o-1,2) "~- B(o'2o-14, 1) + B(o-1 , 6) ~ B(n, 6). 
Proof: As explained in Section III, the set of all possible k-letter words 
.a,a~ • • • ak, where the a~ are in A, can be divided into equivalence classes 
by calling two words equivalent if they differ by a cyclic permutation of 
their letters. We recall that B(n, k) is the number of equivalence classes 
.of nonperiodie words. The words of a Uz dictionary D must all lie in 
these nonperiodic lasses, since if w = a,a2 . ' .  ak is periodic, then the 
message. . ,  w w w. - .  has more than one decoding. Moreover each 
nonperiodic lass can contain at most one word of D for the same reason. 
The inequalities (2)-(4) are special cases of (5) corresponding to 
k = 1, 2, 3; we discuss them first in order to make the proof of the gen- 
.eral case somewhat clearer. Since B(n, 1) = n, (2) merely says that 
~, =< n, i.e., that the number of one-letter words in D cannot exceed the 
.alphabet size. This is obvious even without the U~ property. 
Since B(n, 2) = (n ~ -- n)/2,  the inequality (3) says that ~2 + 
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(0"12 - -  0 .1 ) /2  --< (n  2 - -  n) /2 .  To prove this, let D be a U~ dictionary whose 
one-letter words are w~ I) w~ <1), .(1) and whose two-letter words are :~ • . . ~Wo.  I 
W~2), ,W~:), (2) • .. , w~.  Then the nonperiodic two-letter equivalence class 
represented by (1) o>~ w, w~ (a < ~) cannot contain any word wx (2) of D. For 
if it did, then the message 
~..(1)~..(1)~..(1). (1)~ (1)~ (1) 
. . . .  cu a ¢u~ cua  cuf~ ~ua tuff " * "  
would have two decodings (one into one-letter words and one into two- 
_ . (1)~ (1) letter words). Thus the (~2 0.1)/2 classes represented by the w~ ~ 
and the ~2 classes represented by the wx (23 arc disjoint, so that (~2 _ ~) /2  
~- 0.2 <~ B(n, 2) = (n ~ - -  n)/2. 
Inequality (4) asserts that 
0.a q- 0.2z~ + (0.13 - -  ~1)/3 < (n 3 - -  n) /3 .  
To see this, we retain the above notation for the one and two-letter 
words of D, and now let the three-letter words of D be w~ 3), w~ 3), . . .  , 
w~(~ ). Consider the nonperiodic three-letter equivalence classes repre- 
(1)o (1)~ (1) (2)W(1) (~) sented by words of the three types w~ .~¢ ~ , wx , , and w, . There 
are (0.3 _ 0.1)/3 = B(0.~, 3) classes of the first type, since the one- 
letter words constitute an alphabet of 0.1 letters. There are 0.20.~ = 
B(z:0.1, 1) words of the second type and they all lie in distinct non- 
periodic equivalence classes. For otherwise there would be a message 
of the form 
. . .  w (x 2) w (ff w (x 2) w( ~) w (x2> w (ff . . . 
with more tha~l one decoding. By the same reasoning, the as = B(z~, 1) 
words of the third type lie in distinct nonperiodie quivalence classes. 
Finally, the classes determined by words of two different ypes are differ- 
ent, for otherwise there would again be a message with two decodings. 
(2) , (1) For example, if wx w~ were a cyclic permutation of w~ ~), then the 
message 
o (8)~ (8)° (3) 
. . . .  (]J I~ ' f J JP  "¢(]Y " " " 
could also be decoded into one and two-letter words. 
Since the total number of three-letter equivalence classes is B(n ,  3), 
we conclude that 
B(0.a, 1) ~- B(0.2~1,1) + B(zl,  3) < B(n, 3). 
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In the general case, consider a semiordered partition of k with repre- 
sentative 
P = (lq -4- . ' .  d- lcq) -4- . . .  d- (kl  d- . . .  -k k~), 
where there are r = r (P )  parentheses. Let w[~')(1 _-< h < ~kl) denote 
(k~)rl < i < c%) the k2-1etter words of D, the/q-letter words of D, w~ k . . . . .  
and w}~q)(1 _~ j =< ~k~) the kq-letter words of D. Consider the k4etter 
words of the form 
W(k ) ~ (kq)~ (kl)  . ( kq)  ~ (k 1) - (kq) ~ "'" ~1 w~2 . . . .  wj~ . . . .  ~h~ "'" ws, • (6 )  
These words can be written vlv2 . . .  v~, where v denotes a word of the 
form w~ <k~) . (k~) . . . .  wj . There are ¢kjck~ "'" ¢7~ such words v; they can 
be thought of as forming a new alphabet B. The words v~vs . . .  v~ can 
furthermore be thought of as r-letter words whose letters are in B. Since 
D is a Ux dictionary, the reasoning explained above for k = 2 and 3 
shows that the words (6) run through different nonperiodic equivalence 
classes of/c-letter words (with letters in A) as Vl .-- v~ runs through the 
B(~¢ks  .--  c,q, r) nonperiodie quivalence classes of r-letter words 
(with letters in B). Moreover the k-letter equivalence classes obtained 
in this manner from different semiordered partitions are different. For 
otherwise there would exist a word 
• " "  W W W  " ' "  , 
where w is of the form (6), with more than one decoding. Since B(n ,  ]~) 
is the total number of nonperiodic lc-Ietter equivalence classes, (5) fol- 
lows immediately. 
Having established the necessity of the system of inequalities (5) 
for U~ dictionaries, one is naturally led to investigate their sufficiency. 
Given a sequence {r1~} (k = 1, 2, . . .  ) of nonnegative integers, we will 
say that {rk} is admissible if for all k, 
B(rklrk2 " "  rk~, r (P ) )  <-_ B (n ,  k)  (7) 
P 
where the summation is extended over semiordered partitions P of k 
as in (5). We call {rk} realizable if there exists a Ux dictionary D with 
¢~ = rk for all k. All realizable sequences are admissible by Theorem 8, 
and the available evidence supports the conjecture that all admissible 
sequences are realizable. This is perhaps the most important unproved 
conjecture in the subject at present. A proof would be of great interest. 
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If T~ = 0 for all values of k but one, say ~ = k0, then the inequalities 
(7) reduce to the single inequality 
rko <= B(n ,  ko). 
Ir~ this ease we see from Theorem 2 that admissibility implies realiza- 
bility. Another case where this occurs is given by the following theorem. 
THEOREM 9. Suppose  { rk} is admissible,  and rk = 0 for  tc >= 4. Then  
{rk} is realizable. 
Proof :  We are given nonnegative integers r l ,  r2, r3 satisfying rl =< 
n, ~'2 q- (712 -- ~'1)/2 _-< (n  2 - -  n) /2 ,  and 73 q- 7271 -ff (718 -- 71)/3 < 
(n  3 --  n ) /3 .  We must construct a U1 dictionary D with ~k = T, for 
k _= 3 and ¢k = 0 for k _-> 4. As the one-letter words of D, choose 1, 
2, . . .  , r l .  Since r2 < (n  2 - n ) /2  - -  (~-12 - rl)/2, there are at least r2 
nonperiodie two-letter equivalence classes other than those represented 
by the (r~ 2 - -  71) /2  words el, where e < f < 71 • Select any r2 of these, 
and take the representative ef with e < f for D (so that f > rl). Since 
r,~ <= (n  8 - n ) /3  - (r l  ~ - ~1)/3 - T~rl, there are at least r3 non- 
periodic three-letter equivalence classes other than those represented by 
efg, where e, f, g =< T1 or ef  ~ D and g < r~. Select any r3 of these classes, 
and from each one take the word efg with e < f => g for D. 
To prove that D is U1 , consider any decodable message 
M:  • • • a_2a_laoala2 • • • .  
I t  must be shown that M is uniquely decodable. The first step is to show 
that the three-letter words of M are uniquely determined. Consider 
any three consecutive l tters of M such that a~_~ < a~, > ah+~. If  ah _--- 
r~, then clearly ah is a word of M. If  a~, > T~, and ah_la~ is not a word of 
D, then aa-~ahah+l must be a word of M. Finally, if ah-la~ C D and 
a~-la~ah+x C D ,  then ah+l > rl by the construction of D. Suppose that 
aj,+l < ah+2 < . . .  < ah+~ = a~,+r+~(r > 1). I t  is evident that if r is 
odd, then a~_laha~+1 must be a word of M, while if r is even, then ah_~a~ 
is a word of M. 
Thus all "local maxima" of M have been uniquely decoded, including 
in particular all three-letter words of M. Let the decoded portion be M~ 
and the remainder M2. Now select any letter a~ of M2 with a~ > r~ (if 
there are no such letters, then M2 consists entirely of one-letter words, 
and so is uniquely decodable). Suppose that a~ < ah+l K . . -  < 
a~+~(r => 0), where either a~+~+~ is in M~, or a~+, => a~+~+~. Then if r is 
odd, a~a~+! must be a word of M, while if r is even, a~_~aa must be in M. 
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Proceeding in this way, all two-letter words of M2 are uniquely decoded, 
and the remainder must consist of one-letter words. This completes the 
proof. 
Note that with variable word-length dictionaries, the notion of syn- 
chronization breaks down and must be redefined as follows :A dictionary 
D is called a bounded-delay code if there is an integer s such that given 
any s consecutive l tters of any decodable message M, one can uniquely 
determine at least one comma separating two words of M. The proof 
of Theorem 9 shows that the dictionary D constructed there is a bounded- 
delay code with s = 2n. 
Finally we remark that one can show the sufficiency of condition (7) 
for realizability of {rk} in some special cases besides those discussed 
above. For example if n = 2 and rk = 0 for k > 5 and satisfies (7), 
then {rk} is realizable. This is seen by considering the U~ dictionaries 
{1, 12, 122, 1222}, {1, 12, 1122, 1222}, {1, 112, 1122, 1222}, {1,112, 122, 
1222}, {1, 112, 1122, 1222}, {12, 112, 122, 1112, 1122, I222}. 
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