INtrODUctION
The advent of complementary DNA (cDNA) microarray technologies enabled the simultaneous and specific assessment of the expression levels of thousands of genes (Southern, Mir, & Shchepinov, 1999) . The conventional approach to analyze such datasets is to explore quantitative co-expression relations across a variety of experimental conditions prior to invoking putative similarities in gene regulation or function (DeRisi, Iyer, & Brown, 1997; Eisen, Spellman, Brown, & Botstein, 1998) . The alternative viewpoint considers gene expression profiles from specific conditions to be informative of distinct molecular signatures that characterize cellular states. Such genome wide, transcriptional signatures have been used to distinguish normal from abnormal samples in benign developmental conditions (Barnes et al., 2005) , solid tumors and hematologic malignancies (Febbo et al., 2005; Valentini, 2002) and differentiate distinct disease states of renal allografts (Sarwal et al., 2003) . It has been suggested that the thousands of expression values in a microarray experiment are too dense and irregular to be directly interpreted in a holistic manner and that alternative transformations of the normalized gene profiles should be sought after (Guo, Eichler, Feng, Ingber, & Huang, 2006) . Nevertheless one could justifiably argue that the irregularity of the gene profiles is due to incomplete modeling and adjustment for the presence of measurement noise. However this alternative hypothesis has not been adequately addressed in the current literature. These considerations underline the impetus for the present work, which aims to:
1. Establish the role of microarray image background in the irregularity and "featureless" appearance of gene expression profiles (GEP) from individual experimental states. 2. Propose a data and model reduction framework for the analysis of GEP consisting of: a. A probabilistic Bayesian algorithm for background adjustment of microarray images based on Maximum Entropy distributions. b. Non-parametric kernel density estimation methods for the mathematical representation and exploration of the resultant gene expression profiles.
bacKGrOUND
The basic microarray procedure involves hybridization of complementary nucleic acid molecules, one of which (target) has been immobilized in a solid substrate (e.g. glass) using a robotically controlled device (arrayer). Such targets form spots at the vertices of a rectangular lattice on the solid substrate surface; each spot then serves as a highly specific and sensitive detector of the corresponding gene. Technical factors operating at different stages of the microarray pipeline impart the final microarray image with uneven and non-negligible background. Background correction has been considered a necessary step in the microarray pipeline (L. Qin, Rueda, Ali, & Ngom, 2005) , which may in fact have a significantly higher bearing on the final results than normalization. This viewpoint is supported by a number of empirical studies showing that conventional approaches to background correction may lead to nonsensical results (e.g. negative gene expression measures) and hinder the ability to detect differential gene expression (L. X. Qin & Kerr, 2004) . In spite of the nodal role of background adjustment methods upon the quantification of single gene expression, the effects of de-noising upon the totality of the gene profile remains unexplored. A notable exception is the study by (Kooperberg, Fazzio, Delrow, & Tsukiyama, 2002) ; the authors argued that incomplete background adjustment is expected to predominantly affect the quantification of weakly expressed genes, leading to a reduction in the dynamic range of the GEP. This in turn will result in a "compression" of the left tail of the GEP, which could very well account for its featureless nature of the latter in that signal range. Consequently, proper noise reduction and dynamic range expansion could uncover hidden structure in GEPs and aid the discovery of hitherto unknown elements of transcriptional regulation. In order to facilitate such a discovery process though, it is imperative to supplement the noise reduction algorithms with mathematical model reduction methodologies so as to generate a discrete number of experimentally testable hypotheses about the biological system under investigation. Before addressing this mathematical modeling problem though it is important to properly define the meaning of the phrase "Gene Expression Profile". The definition we adopt herein is an operational one i.e. we identify the GEP as the output of any step in the microarray pipeline ( Figure  1 ) after the image operations stage. Consequently the GEP is a set of possibly noisy measurements, one for each target printed on the surface of the microarray. Inference about the members of the set, which constitutes the gene expression profile, proceeds in different stages that involve the normalization of the measurements prior to exploratory and formal statistical/machine learning methods. One challenging aspect of the process is how best to represent the GEPs emanating from replicate experiments in a manner that captures the global features of the system under study but also preserve the specific expression pattern within each sample. The issue is further complicated by the fact that a large number of experimental noise sources remain poorly defined or are very difficult to model explicitly. 
Figure 1. Microarray pipeline starting from individual cell population to machine learning and inference
Conventional approaches usually address the effects of residual noise by compressing the GEP from individual samples into a single numerical summary (Guo, Eichler, Feng, Ingber, & Huang, 2006) , often after a normalization procedure such as "lowess" has reduced the variability of the dataset in a more or less ad hoc fashion (L. X. Qin & Kerr, 2004) . It is important to note that both approaches amount to a considerable degree of data falsification since they operate by discarding "possibly relevant information immanent in the complex, higher-order genome-wide expression pattern" (Guo, Eichler, Feng, Ingber, & Huang, 2006) . On the other hand, verbatim use of the GEP is likely to lead to erroneous inferences as sources of noise other than the background of microarray images are not taken into account. Even if it were possible to measure the GEP by a "perfect" noiseless experiment, intrinsic biological variability would carry over to the final results and manifest as "jitter" in a, possibly multidimensional, representation of the latter. It follows that unless one can faithfully control or model all sources of variability (experimental and biological), the best that one can hope for is a probabilistic representation that is based on the gene expression measures obtained in each experiment. However unless one specifies the space that such probabilistic descriptions occupy and the objects that they concern, one has an undefined problem with multiple possible and even conflicting solutions. We postulate that a data driven, bottom-up methodology abstracting the most general features most general features of microarray technology and genome wide transcript abundance quantification is the optimal approach to microarray data and model reduction. The main focus of the present work is the presentation of a bottom-up bi-partite quantitative inference approach to address the issues identified in the previous paragraphs. The two pillars of the proposed methodology are a) a probabilistic methodology that utilizes Bayesian methods with the Maximum Entropy prior (Jaynes, 2003) , and b) function approximation methods in general and non-parametric kernel density estimation algorithms in particular (Silverman, 1986) . The two elements of this framework are used to handle microarray image noise (denoising) and model residual variability in the global expression profiles respectively. The operational characteristics of this approach are illustrated by applying it on publicly available microarray set (DeRisi, Iyer, & Brown, 1997) . We demonstrate that when used in combination, these two different methodologies may facilitate the detection of weak, albeit reproducible, signals, decrease the variability of measures of gene expression and facilitate the detection of global features in the corresponding profiles.
aN OVErVIEW OF baYEsIaN aND MaXIMUM ENtrOPY MEtHODs
From an epistemological viewpoint, noise reduction in microarray experiments is a problem of quantitative inductive inference that involves the update of from a prior probability distribution to posterior probability distribution when new information becomes available. This approach is contingent upon the interpretation of the relevant probabilities in a Bayesian context i.e. as real valued measures of the degree of belief in the truth of a proposition. Two methods to effect the updating of probabilities in a consistent manner have been mathematically established: Bayes' theorem (Cox, 1946) and Edwin T. Jaynes method of Maximum Entropy (Jaynes, 2003) . The choice between the two methods is dictated by the nature of the information at hand (Caticha & Preuss, 2004) . When the available information is given by conditional probability distribution between observable quantities and unobserved parameters we should use the Bayes theorem. If however the information at hand concerns expectations about aspects of the general case, the method of Maximum Entropy (MaxEnt) is applicable. The two methods complement each other as evident from the general process of quantitative (Bayesian) inductive inference. In order to carry out the latter and reach plausible conclusions in the presence of uncertainty, one ought to proceed in three discrete steps:
1. Clearly state what the models are, along with all the background information and data. 2. Assign prior (pre-data) probabilities to the different models-hypotheses investigated. 3. Use probability calculus in order to arrive to numerical values for the posterior probability of the hypotheses in light of the available data (inference process).
The tool for updating one's beliefs about the plausibility of a hypothesis (H) given available data (D) and background information (i.e. context I) is given by Bayes theorem:
The left-hand term, P(H|E,I) is called the posterior probability, and it gives the probability of the hypothesis H after considering the effect of evidence E in context I. The term P(H|E,I) is just the prior probability of H given I alone; that is, the belief in H before the evidence E is considered. The term P(E|H,I) is called the likelihood, and it gives the probability of the evidence assuming the hypothesis H and background information I are true. The denominator is independent of H, and can be regarded as a normalizing or scaling constant. The information I is a conjunction of all of the other statements (background knowledge) relevant to determining P(H|I) and P(H|I). Within such a framework, Jaynes maximum entropy method corresponds to a formal deterministic, variational algorithm that transforms pre-data constraints into prior probability assignments. The resulting distributions are least informative or "objective" ones in the sense that they are most compatible with the "pre-data" constraints, while being maximally noncommittal about the missing information. The maximum entropy algorithm, proceeds by maximization of the entropy H[p] functional of the prior distribution subject to q pre-data constraints about the numerical values of expectations of functions f k (〈 f k 〉) that depend on the hypothesis H; each such constraint contributes a parameter λ k into the final solution thus fixing the functional form of the prior distribution. If the hypothesis H concerns the numerical value of a random variable x taking discrete values {x 1 ,x 2 ,...,x n }, the MaxEnt algorithm generates the following Maximum Entropy prior distribution:
Entropy maximization is a convex optimization problem, and thus the distribution given in Equation 2, is unique. Conceptually the algorithm identifies the distribution that has the maximum uncertainty subject to the constraints in a manner that avoids bias in the process. This can be traced to a mathematical property of MaxEnt distributions i.e. that they assign positive weight to every situation that is not excluded by the given information. Hence by utilizing such distributions to encode the pre-data constraints we are guaranteed not to miss any potential solutions that are compatible with the former.
a PrObabILIstIc DE-NOIsING aLGOrItHM FOr MIcrOarraY IMaGEs
As a stepping stone for the proposed algorithm, we invoke a very simple additive noise model. This models notes that in any given finite area of the microarray surface there a) may exist both specific and non-specific hybridization sources of fluorescence, and b) fluorescent signals combine additively, and c) there are no quenchers in the hybridization (i.e. the noise is positive). Hence, the "true" signal intensity of a pixel in a microarray image (S), is related to the background noise (B) and the observed pixel value (D) through the relation:
The Maximum Entropy algorithm takes into account pre-data constraints about the raw microarray images in a formal manner in order to derive the distribution of the background generation process (B) and the signal (S). Subsequently these distributions are utilized in Bayes theorem to derive the posterior distribution for S; this process is repeated for all pixels in the microarray image, leading to a restored version which is then subjected to further processing (spot identification, normalization etc). From an operational standpoint, the proposed algorithm takes into account what is known about the microarray pipeline ("general case"), as well as the data observed in a given experiment ("particular case") to render a denoised version of the microarray image.
The constraints that are built into the algorithm stem from the discrete nature of the microarray measurement scale as well as the different scales of specific vs non-specific and cross hybridization phenomena on microarrays. Qualitatively these constraints correspond to the following discrete predata pieces of information:
Each microarray image can be segmented into two general classes of pixels i.e. Signal (S) and
background (B) generated by independent separate, distinct processes. This is nothing more than a consequence of the fact that the arrayed spots occupy only a fraction of the microarray surface; the corresponding pixels are classified as signal and all other ones are designated as background. For the case of the S class the process is one of specific hybridization between labeled mRNA species and spotted target molecules; for the background pixels, non-specific hybridization, noncDNA fluorescent molecules, lateral diffusion of labeled particles, dust etc are responsible.
The expected intensity value of the background process is small compared to the dynamic range
of the microarray image.
The intensity values for both signal and background are expressed in a discrete, bounded, positive, arbitrary scale with M+1 elements e.g. M=65535 for a 16-bit image.
In spite of their crudeness these pre-experimental facts are surprisingly powerful enough to generate useful analytic forms for the prior probability density and likelihood functions of a microarray experiment. For example due to the independence property, one can factorize the probability of observing a particular image (I m ) as product density, that is:
In the absence of any specific information regarding S, the maximum entropy assignment for S considers all possible values equally likely leading to the uniform prior, that is:
The analytic form of the maximum entropy background distribution P ME (Bm) can be established on the basis of the general MaxEnt algorithm by setting q = 1, f 1 (x) = x, F 1 = m in the system of equations 2-3. Stated in other terms the conditional distribution of the background is simply the discrete (maximum entropy) density obeying the two constraints of a given expectation and proper normalization (to unity). The resulting distribution is a function of a single Lagrangian λ given by:
( )
The approximate relation between m, λ in the latter equation is a consequence of the second constraint discussed previously. As long as m ≤ M/5, the error between the approximate value log(1+1/m) and the "exact" value for λ obtained by numerically solving Equation 6 is less than 4%. Furthermore, by the change of variables 1+1/m → θ(m), P ME (Bm) is identified as a member of the family of modified power series distributions (MPSD) (Johnson, Kotz, & Kemp, 1992) :
With the prior distributions for signal and background now established (equations 5-7), straightforward application of the Bayes theorem leads to the posterior distribution for S:
Derivation of Equation (8) makes explicit use of the positivity constraint on the values of D, S and the independence of S from B and thus m. Comparison of equations 7 and 8, shows that the posterior distribution for S is also a modified power series one, albeit with a different parameter θ * and support D. In order to restore a microarray image using this distribution, one has to select a numerical summary from the latter. The posterior conditional expectation, is such a summary which can be recovered in a closed and particularly simple form:
One desirable feature of MPSD based models is that they are amenable to numerically tractable, and even analytic procedures for estimation and learning. Specifically in order to estimate m from a sample of "noisy" pixels B = {B 1 ,B 2 ,...,B n } one has to solve the likelihood equation:
The aforementioned equation is a functional relationship among the support of the MPSD (M), its first moment (μ), the value of the maximum likelihood estimator (m) and the sample mean (B).The value of m is in general close to B, which could thus be used (as we do here) as a convenient first order approximation. For example, the relative error in approximating B with m is less than 3.5% when B 20-25% of M and drops to 0.0002% for B = M/10.
Obtaining such a sample from the microarray image, is facilitated by the deployment of standard clustering algorithms (e.g. Expectation Maximization) that classify image pixels into two classes on the basis of their intensity values. The class with the lower average intensity then corresponds to the background, and its mean sample value is used to estimate the unobserved background intensity m. Having classified each pixel into signal and background classes, one then uses Equation 9 to restore the value of the former, while setting the value of the latter to zero. The end result is a de-noised microarray image which enters the microarray pipeline without any further background adjustment in order to generate a gene expression profile Figure 1 . It is precisely at this point that further open issues of representation and processing arise that we now seek to formally address.
tHE ratIONaLE OF GENE EXPrEssION PrOFILE rEPrEsENtatION bY FUNctION aPPrOXIMatION MEtHODs
Gene activity modeling in systems biology ultimately depends on a quantitative description of the amount of transcripts in particular cellular states (Gibson & Jehoshua, 2001 ). Since cellular identity, judged by both form and function, is determined by biophysical processes that involve bio-molecules interacting in specific stoichiometries, it follows that control of the latter within certain limits is paramount if cellular phenotype is to be preserved. Biological and experimental variability may result in failure to detect the expression of individual genes, but global features such as the relative ordering of gene expression measures should be preserved for the majority of the assayed genes. Without detailed physicochemical modeling one is forced to treat the measurement scale of microarray experiments as a relative one; normalization and representation of replicated profiles of individual states should be limited to a sliding scale approach that seeks to align replicated profiles against each other. To do otherwise would be equivalent to introducing particularly strong hypotheses about the behaviour of the system under examination which may neither be supported by biology nor warranted in light of the available data.
In mathematical terms the task is to find a description for the multivariate global expression profile G of an experiment that has quantified the abundance of n genes i.e. G={g 1 ,g 2 ,…,g n } of a particular cellular state. Each individual gene expression measure g j is restricted to lie in the interval [0, M] that is fixed by the microarray apparatus used in the experiment. Since the gene expression measures reported by the image segmentation software are usually moment statistics of a large number of pixels, the discrete nature of the microarray measurement scale is blunted at this stage. Consequently one could treat each g j or better yet log(g j ) as real-valued entities; such treatment is facilitated by the positivity constraints enforced by the Bayesian/MaxEnt background adjustment algorithm which ensures that there are no genes with negative expression value.
The finite bounded measurement scale of microarray experiments then implies that replicate profiling experiments of the same cellular state C={G 1 ,G 2 ,…,G k } cannot be naively characterized by their coordinates in a n-dimensional space spanned by the log expression measures of individual genes. Firstly, note that as a result of gene silencing, random target failures and/or insufficient signal amplification, there will be a finite number of genes whose expression is below the detection limit of the experimental apparatus. Such genes will have g j values equal to zero and thus are censored from subsequent analyses carried out in log-spaces. We remark that a similar effect will also be observed if one uses microarrays with different target complements arrayed on their surface. Even if one profiles the same cellular state, the fact that certain targets are missing from one or more array platforms means that the corresponding genes will have a gene expression measure of zero. Secondly, one cannot a-priori rule out the possibility that the expression of certain genes will saturate the dynamic range of the apparatus. By a simple re-ordering of the discrete increments in the digital intensity scale of microarray images, the expression values of the latter genes can be set to zero in this new scale. Therefore symmetry considerations imply that such "saturated" genes should also be disregarded from further analytic and inferential steps. As a result of all these factors, the set of vectors {G 1 ,G 2 ,…,G k } that correspond to replicated experiments of the same cellular state will be of different dimensionality, and thus are not directly comparable. Even though it is relative easy to handle the issue of unequal dimensionalities i.e. by introducing special symbols for the log-expression of zero and M, this solution is not without its own unique problems since the resultant space will be a disconnected one, in need of considerably complicated analytic machinery for further processing.
A way out of the conundrum of the previous paragraph is to completely forego multi-dimensional descriptions, and treat each non-zero/non-saturated observation interchangeably. Rather than interpreting each experiment as a point in a multi-dimensional space, one interprets the non-censored observations
, ,...,
th gene expression profile as repeated measures of a univariate variable G i . We should point out that this interpretation is strictly epistemological, expressing the modeler's perception rather than ontological in nature. The latter would imply or -even worse-assert the physical existence of a global transcriptional control mechanism that assigns genes to particular expression levels, which constitutes a particularly strong and possibly unfounded statement about the biology of gene regulation. By limiting ourselves to an epistemological interpretation of the gene expression profile though we are free to handle G i in any fashion that we deem admissible. For example, one could view G i as a function to be approximated by almost any statistical learning algorithms, e.g., neural networks, support vector machines, parametric mixture models, Self-Organizing Maps, non-parametric kernel density estimators. To illustrate the potential of function approximation techniques for such a purpose, we opted to use the latter "model-free" technique as an instrument for data and model reduction of gene expression profiles.
Data aND MODEL rEDUctION OF GENE EXPrEssION PrOFILEs bY NON-ParaMEtrIc KErNEL DENsItY EstIMatION MEtHODs
Non-parametric kernel density estimation methods (also known as Parzen windows) are model-free techniques for the estimation of an empiric distribution from experimental data. Formally such estimators smooth out the contribution of each observed data point over a local neighborhood. In order to apply this estimator to gene expression profile analysis, we assume that the data are of the form discussed in the previous section i.e. { } 
Stated in other terms, each gene expression profile is modeled as a independent, identically distributed finite random sample from a random variable G i . The kernel density approximation ( ˆ( ) i c f g ) to the unknown distribution of the latter variable ( f (g)) at each point g is given by the following equation:
In the latter expression, the function K is known as the kernel and is specified by the analyst while the tunable parameter c is the bandwidth of the estimator and is learned from the actual data. The kernel is usually taken to be a Gaussian function with zero mean and finite variance, all though in principle any smooth unimodal function may be utilized. In order for the estimator to be a proper density, an added constraint is imposed on K, i.e. its integral over the space of possible values for G i should be equal to c. The magnitude of the bandwidth and the shape of the kernel control the contribution of each experimental data point g j,i to the final estimate at point g. Conceptually small values of c make the estimate "rough" and demonstrate spurious features, while large values of c lead to over-smoothed, featureless representations. There exist many criteria for the selection of the optimal size of the bandwidth parameter from data; the criterion most commonly employed is that of minimization of the Asymptotic Mean Square Integrated Error (AMISE) i.e. the second order Taylor series approximation to the Mean Square Integrated Error (MISE):
A cross-validation strategy is commonly adopted to estimate the value of c that minimizes AMISE but is computationally expensive for datasets with thousands of data points as is typical of microarray based gene profiles. Approximate plug-in or heuristic estimators come then into play, offering a very favorable trade-off between ease and accuracy of computation. For example the normal reference rule (Wasserman, 2006) is an approximate estimate of the optimal bandwidth of the Gaussian Kernel:
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where s is the sample standard deviation and Q 75-25 is the sample interquartile range, i.e., the difference between the first and third quartiles of the sample data. Since the Gaussian kernel is not optimal when derivatives of the density estimator are sought after (Hardle, Marron, & Wand, 1990) , the tri-weight kernel and bandwidth estimator were used instead:
In any case, the kernel estimator of Equation 11 may then be used as a tool for normalization (data reduction), visual exploration and generation of discrete, possibly parametric hypotheses to further reduce the complexity of representation (meta-modeling, model reduction). These roles are facilitated by the closed form of the estimator which is amenable to hybrid symbolic -numerical operations. The least restrictive way to normalize individual replicate gene expression profiles amounts to an alignment operation as discussed in the previous section. During that operation it is assumed that the individual profiles are translated among each other as a result of residual experimental variation, and that estimation of a single constant suffices to bring them in line. In microarray research it is customary to affect such a translation by setting the mean or the median of the sample of intensity values equal to zero but this is not robust with respect to outliers or departures from symmetry. Hence we propose using the mode of the gene profile derived distribution for such a purpose, whose value is obtained by maximization of the estimator of Equation 11 by repeated evaluation of derivatives of the latter equation by numeric optimization libraries.
UNcOVErING strUctUraL FEatUrEs IN GENE PrOFILEs: a casE stUDY
As a case study of the proposed methodology we reanalyzed the DeRisi et al dataset concerning the diauxic shift of Saccharomyces cerevisiae (DeRisi, Iyer, & Brown, 1997) . The particular dataset was selected for the degree of replication (seven replicates) of its "common reference channel" i.e. a messenger RNA pool prepared from a single cell state. This degree of replication allowed us to explore the effects of the noise correction and profile representation algorithms in adjusting for the technical variability of the data and identifying fine structural features respectively. The impact of the maximum entropy based background correction image upon the seven replicate gene expression profiles is shown in Figure 2 for three alternate background correction methods: a) no correction (NONE), b) the conventional method of subtracting the mean background from the mean intensity for each spot in the image (SBC) and c) the conditional expectation method (COND, Equation 9) In order to generate the data of Figure 2 , the seven images were restored with the COND method before or after (SBC, NONE) segmentation with the software SPOT. After segmentation, the three gene profiles were subjected to global mean normalization and the non-parametric density estimators were PDF: probability density function generated using Equation 14. For the purpose of comparison, we also graph the probability density function of the standard normal distribution. As compared to the SBC and NONE methods, the maximum entropy corrected images generated more "normal" looking datasets at least around the mode of the distribution (central part of the density estimate). Two important conclusions may be drawn from this figure: a) background correction tends to increase the dynamic range of the microarray measurement scale irrespective of the method used b) the inter-array variation in the dynamic range effected by back-ground adjustment varies for the different methods. With respect to the first point, we note that for the data of Figure 2 NONE is associated with the narrowest dynamic range i.e. 5.71 bits. In contrast, method COND increased the dynamic range (maximum -minimum value in the x -axis) by 210.83-5.71≈35 and the SBC by 214.86-5.71≈568 times. However this performance advantage for the latter method is misleading as it leads to dynamic range increases that are considerably higher than the range of the (12-bit) analog-to-digital converter, used to scan the original microarrays. For such an unrealistic increase in the range of a bounded quantity to occur, it is as if SBC "injects" noise in the dataset. Such an effect, which was also noted in different datasets (L. X. Qin & Kerr, 2004) argues against further use of this method.
Subsequently we examined the effects of global mode normalization (GMoN) applied to background un-corrected, and conditionally corrected images (upper row Figure 3) . When compared to global mean normalization, translation by the global mode rule leads to profiles that are effectively centered on zero. Background adjustment by the MaxEnt based algorithm (Equation 9) has the added benefit of normalizing the profiles.
This effect is readily appreciated in the graphs of the average gene expression profile of the experimental cellular state (lower row Figure 3 ). These graphs result from computing the average of the non-parametric estimate of each replicate experiment:
The average graph of the global-mode-normalized, MaxEnt restored profiles closely parallels the standard normal distribution at its central part that reflects the quantitative behaviour of the majority of the expressed genes. On the other hand, the profiles from the unrestored images exhibit a far from normal behaviour for the majority of the genes (except the ones with a normalized expression of 1 log 2 ). At the far edge of the centre both profiles exhibit a minor peak (around +3 log 2 ), which is a consistent feature in all replications of the experiment (upper row Figure 3 ).Mode normalization of the profiles generated from the MaxEnt restored images uncovers two additional peaks at intensities -3.54 and -2.34 log 2 . The latter two peaks are present in all individual profiles (upper right graph of Figure 3) , and are also evident in the averaged profiles (lower right graph of Figure 3 ). It is possible to gather evidence for the presence of these peaks from all experiments by averaging the derivatives of the non-parametric kernel density estimators of the individual experiments, and thus obtain a symbolic data-driven peak detector. For the GEP shown in Figure 3 
In order to estimate the numerical parameters that appear in Equation 16, one regresses a sample from Equation 15 against the finite Gaussian Mixture Model:
with K=4 and μ, i.e., the centers of the Gaussians fixed to values obtained from numerical evaluation of the derivative of Equation 15, while all other parameters are allowed to vary. Once the (epistemological) clusters have been defined, one may invoke ontological models that correspond to experimentally verifiable hypotheses. With respect to the ontological nature of the clusters in Figure 4 the following should be noted:
• The "central" massive peak corresponds to (thousands of) genes with "average" expression and thus it is highly unlikely that there is a single mechanism that accounts for their expression. This central peak likely reflects the modulating effect (positive or negative) of multiple transcriptional regulators upon the basal transcriptional rate.
•
The right-most peak includes genes of a limited functional repertoire (e.g. ribosomal genes, translational elongation factors) and thus it is very likely that a small number of transcriptional mechanisms are responsible for its generation and maintenance (Table 1) . Furthermore probes of genes with similar function (e.g. the retrotransponson gag/pol genes) that are co-regulated are correctly clustered together adding further weight to the hypothesis that such a peak is the product of actual biological mechanisms i.e. it has an ontological substance.
The left most peaks include genes with unknown function and regulation; the nature of the corresponding clusters is purely epistemological at this point. To convert such an epistemic statement into ontology would require targeted experiments that search for common transcriptional mechanisms that explain the common quantitative behaviour.
cONcLUsION
In the present work, we propose a novel theoretical framework for data and model reduction of gene expression profiles generated by microarray experiments. In order to avoid inconsistencies we adopted a bottom-up statistical framework approach to the problem of background adjustment. This framework operates on the raw microarray images and utilizes the maximum entropy priors in order to encode testable pre-data information about the background features and the measurement scale of microarray images. Under certain fairly generic conditions on the expected intensity of the background (m) relative to the signal, one can approximate these priors with modified power series distributions paving the way for efficient estimating algorithms for the single parameter of interest (m). Subsequently we formulate the operation of background adjustment as a traditional additive noise inverse problem whose unique solution is obtained by means of the Bayes theorem but which is properly constrained by the prior distributions. An empiric evaluation of the proposed image de-noising algorithm on a real world dataset demonstrates the "uncompressing" effects that the method has upon the gene expression profile which allows one to detect the existence of fine and reproducible structure in the latter. In the absence of detailed knowledge about the specific biological mechanisms that control the gene expression profile, one has to forego ontological models of such structure and settle for epistemological ones. By considering the discrete, bounded scale of microarray experimental setups and the potential for over and under-saturation we employed function approximation methods in general, and non parametric kernel density estimators in particular, for the representation of gene expression profiles. Such a representation enables the use of quantitative frequency information about the relative abundance of different transcripts within the same experiment in order to a) normalize the measurements and b) suppress residual noise by averaging ("inverse square root" rule) and thus serve the role of data reduction. The latter underlies the detection ("uncovering") of subtle structural features in the gene profile which pivot the simplification of the descriptions of the biological system under examination ("meta modeling", "modeling reduction"). Whereas the non-parametric description uses n+1 parameters (the actual data points and the bandwidth of the kernel, i.e. in excess of 6000 variables in our case), the reduced model utilizes only a handful (i.e. fifteen in the case study of the DeRisi dataset).
Gene Identifier
Gene It is tempting to justify the use of Gaussian Mixtures parametric descriptions in other situations as a result of their "derivation" as accurate reductions in one typical dataset. Whether normality is an emergent property of our ontological bottom -up (and top down as in (Do, Muller, & Tang, 2005) descriptions, or a property of the biological systems grounded in tangible experimentally verifiable mechanisms of transcriptional control remains an open question.
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Maximum Entropy Prior:
The distribution that results from application of the variational maximum entropy algorithm. The latter uniquely determines the least biased epistemic (Bayesian probability distribution that encodes certain testable information is by maximizing the convex functional that information negative entropy defines. The resulting distributions are least informative or "objective" ones in the sense that they are most compatible with the "pre-data" constraints, while being maximally noncommittal about the missing information.
Non-Parametric Kernel Density Estimation: Non-parametric kernel density estimation methods are model free techniques for the estimation of an empiric distribution from experimental data. Formally such estimators smooth out the contribution of each observed data point over a local neighborhood.
Normalization:
The process in which mathematical transformations of the microarray data are undertaken to reduce variability in the expression levels and make data from different experiments directly comparable.
Ontological Modeling:
Modeling that implies the existence of certain objects in the physical natural world. The distinction between ontological and epistemological modeling is a subtle one; whereas the former is an investigation about natural objects and properties, the latter concerns the analysis of (usually) subjective statements about models of the world.
Power Series Distribution: Discrete probability distributions with probability mass function given by: 
