Análise estatística do algoritmo LMS aplicado ao cancelamento de retroalimentação acústica em aparelhos auditivos by Maluenda, Yasmín Romina Montenegro
YASMÍN ROMINA MONTENEGRO MALUENDA
ANÁLISE ESTATÍSTICA DO ALGORITMO LMS
APLICADO AO CANCELAMENTO DE
RETROALIMENTAÇÃO ACÚSTICA EM
APARELHOS AUDITIVOS
FLORIANÓPOLIS
2009
UNIVERSIDADE FEDERAL DE SANTA CATARINA
PROGRAMA DE PÓS-GRADUAÇÃO EM ENGENHARIA
ELÉTRICA
ANÁLISE ESTATÍSTICA DO ALGORITMO
LMS APLICADO AO CANCELAMENTO DE
RETROALIMENTAÇÃO ACÚSTICA EM
APARELHOS AUDITIVOS.
Tese submetida à
Universidade Federal de Santa Catarina
como requisito parcial à obtenção do grau de
Doutor em Engenharia Elétrica
YASMÍN ROMINA MONTENEGRO MALUENDA
Florianópolis, Agosto de 2009
ANÁLISE ESTATÍSTICA DO ALGORITMO LMS APLICADO AO
CANCELAMENTO DE RETROALIMENTAÇÃO ACÚSTICA EM
APARELHOS AUDITIVOS
Yasmín Romina Montenegro Maluenda
‘Esta tese foi julgada adequada para a obtenção do título de Doutor em Engenharia Elétrica, área de
concentração em Comunicações e Processamento de Sinais, sendo aprovada em sua forma final pelo
programa de Pós-Graduação em Engenharia Elétrica da Universidade Federal de Santa Catarina.’
Prof. José Carlos Moreira Bermudez, Ph.D.
Orientador
Prof. Roberto de Souza Salgado, Ph.D.
Coordenador do Programa de Pós-Graduação em Engenharia Elétrica.
Banca Examinadora
Prof. José Carlos Moreira Bermudez, Ph.D.
Presidente
Prof. Joceli Mayer, Ph.D.
Prof. Márcio Holsbach Costa, Dr.
Prof. Leonardo Silva Resende, D.Sc.
Prof. Sérgio José Melo de Almeida, Dr.
Prof. Vítor Heloiz Nascimento, Ph.D.
ii
Esta tese, é dedicada a
minha família.
iii
Agradecimentos
Ao professor José Carlos Moreira Bermudez, pela orientação impecável a qual atribuo a minha
formação de pesquisadora e o sucesso deste trabalho.
A minha mãe pela confianza, a companhia e o constante apoio.
A Diego, Matías e Dieguito, pela paciência, a força e o constate apoio que teve durante este
tempo todo.
Aos colegas do LPDS, pelo excelente relacionamento, em especial a meu amigo Wemerson
pelo carinho e amizade.
À Universidad de Antofagasta - Chile e à Capes, pelo oportunidade, incentivo e financiamento.
iv
Resumo da Tese apresentada à UFSC como parte dos requisitos para obtenção do grau de
Doutor em Engenharia Elétrica.
Análise estatística do algoritmo LMS aplicado ao
cancelamento da retroalimentação acústica em aparelhos
auditivos
Yasmín Romina Montenegro Maluenda
Agosto/2009
Orientador: José Carlos Moreira Bermudez, Ph.D.
Área de concentração: Comunicações e processamento de sinais.
Palavras-chave: Aparelhos auditivos, algoritmos adaptativos, retroalimentação acústica, análise
estatística.
RESUMO:
A tendência atual no projeto de aparelhos auditivos é a de reduzir o efeito de oclusão causado
por moldes herméticos. Se, por um lado, a ventilação do aparelho alivia o desconforto causado
pela oclusão, por outro lado permite o acoplamento acústico entre o alto-falante e o microfone
do aparelho.
Este acoplamento gera um processo de retroalimentação acústica que pode levar à instabili-
dade do sistema, gerando outro tipo de desconforto. A ocorrência de retroalimentação acústica
é atualmente uma das queixas mais comuns entre os usuários de aparelhos auditivos.
Várias soluções já foram propostas na literatura para a redução deste problema. Resultados
de sistemas de cancelamento da retroalimentação acústica baseados no método do erro predição
de identificação de laço fechado indicam que seu desempenho é melhor do que maioria das
soluções alternativas. A maioria das análise propostas, entretanto, são limitadas a resultados em
regime permanente. Esta tese de doutorado tem o propósito de contribuir para a modelagem
do comportamento estatístico de algoritmos adaptativos quando aplicados ao cancelamento da
retroalimentação acústica em aparelhos auditivos. Assim, esta tese apresenta uma análise tran-
siente e em regime permanente de um sistema proposto recentemente. A estrutura é analisada
v
para uma adaptação lenta e sinais de entradas autoregressivas. Modelos analíticos são derivados
para momentos de primeira e segunda ordem. Isto inclui um modelo para o comportamento
transiente da polarização da solução adaptativa. Simulações de Monte Carlo são presentadas
para verificar a acurácia dos modelos derivados.
vi
Abstract of Thesis presented to UFSC as a partial fullfillment of the requeriments for the
degree of Doctor in Electrical Engineering.
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ABSTRACT:
Currently, projects in hearing aids tend to reduce the occlusion effect because of hermetic
mold. Even thought the venting of the hearing aid relieves the discomfort caused by the occlu-
sion, on the other hand, allows the acoustical coupling between the hearing aids loudspeaker and
the microphone.
This coupling generate an acoustical feedback process that can lead to instability of the
system, generating other kind of discomfort. The occurrence of acoustic feedback is nowadays
the most common complaints among the hearing aids users.
Several solutions have been proposed in the literature to reduce this problem. Results on
acoustic feedback cancellation systems based on the prediction error method of closed–loop
identification indicate that their perform is better than the majority of the alternative solutions.
Most available analyses of such systems, however, are limited to steady–state results. This
doctoral thesis has the aim to contribute to the modeling of the statistical behavior of the adaptive
algorithm when applied to the acoustic feedback cancellation in hearing aids. Thus, this thesis
presents a transient and steady–state analysis of a recently proposed system. The structure is
analyzed for slow adaptation and for autoregressive input signals. Analytical models are derived
for first and second order moments. This includes a model for the transient behavior of the bias
vii
of the adaptive solution. Monte Carlo simulations are presented to verify the accuracy of the
derived models.
viii
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Capítulo 1
Introdução
Aproximadamente 10% da população mundial sofre de perda auditiva [9], gerando sérias
limitações na vida dos deficientes auditivos. As perdas auditivas variam de acordo com as pes-
soas e as circunstâncias e muitas vezes impossibilitando-as de compartilhar e participar da so-
ciedade. As principais causas das perdas auditivas são o envelhecimento e a exposição ao ruído
na vida diária. De acordo com estudos, o problema vem aumentando e estima-se que mais
de 900 milhões de pessoas em todo o mundo venham a sofrer de perdas auditivas de mais de
25 dB em 2025 ∗. Para os deficientes auditivos, a escolha mais comum de amplificação são
as próteses auditivas [9]. Para muitos deles, os audífonos ou próteses, abrem um universo de
possibilidades. Aparelhos auditivos análogos têm sido gradualmente substituídos por aparelhos
auditivos digitais, os quais oferecem melhores possibilidades de compensação das perdas audi-
tivas devido a sua programabilidade. Usuários de aparelhos auditivos comerciais esperam obter
grandes benefícios com o uso dessa nova tecnologia, mas benefícios para deficientes auditivos
ainda são limitados, devido à falta de algoritmos eficientes que permitam desenvolver todas as
possibilidades de um processamento digital sob as restrições impostas pelo reduzido tamanho
físico e a limitação de potência de alimentação. A desejável miniaturização de aparelhos audi-
tivos tem trazido problemas como o efeito de oclusão e a retroalimentação acústica, principais
queixas dos usuários. A oclusão refere–se à distorção da própria voz quando o conduto externo
∗ Informação obtida no site www.hear-it.org
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auditivo é tampado pelo aparelho. A solução para esse problema é providenciar uma via de ven-
tilação para desbloquear o ouvido, mas devido à proximidade entre o microfone e o alto-falante,
essa ventilação gera o problema da retroalimentação acústica. A retroalimentação acústica é
percebida como uma distorção do sinal desejado, diminuindo o ganho máximo fornecido pelo
aparelho. Ganhos elevados no caminho direto do aparelho auditivo podem conduzir a instabi-
lidade em presença da retroalimentação acústica devido ao caminho da retroalimentação. Isso
leva a oscilação, produzindo sons incômodos definidos como "whistling"e "howling".
Esses tipos de problemas, muitas vezes, resultam em tamanho incômodo para alguns usuários,
os quais acabam desistindo do uso de próteses. Portanto, existe uma urgência na busca de estru-
turas e algoritmos eficientes no processamento de sinais para reduzir tais problemas. A presente
proposta de Tese concentra-se na análise do desempenho de sistemas adaptativos para o cance-
lamento da retroalimentação acústica em aparelhos auditivos.
1.1 Preliminares
Esta seção define alguns conceitos sobre a anatomia do ouvido humano, as deficiências
auditivas, os limiares utilizados para classificar tais deficiências e os tipos de aparelhos auditivos.
1.1.1 Sistema auditivo e o seu funcionamento [1]
A orelha é o órgão coletor dos estímulos auditivos externos que transforma as vibrações
sonoras em impulsos sonoros para o cérebro. É, sem dúvida, a estrutura mecânica mais sensível
do corpo humano, pois detecta quantidades mínimas de energia. Ela nos permite perceber e
interpretar ondas sonoras numa gama muito ampla de frequências que vão aproximadamente
de 16 a 20.000 Hz. A orelha é dividida em três partes: orelha externa, orelha média e orelha
interna.
• A orelha externa compõe-se do pavilhão auditivo (antigamente denominado de orelha) e
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Figura 1.1: Anatomia da orelha.
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Figura 1.2: Cadeia ossicular.
do canal auditivo. A função da orelha é a de uma corneta acústica, capaz de proporcionar
um acoplamento de impedâncias entre o espaço exterior e o canal auditivo, possibilitando
uma melhor transferência de energia. Essa corneta, possuindo certa característica diretiva,
ajuda na localização da fonte sonora. O canal auditivo estabelece a comunicação entre
a orelha média e o meio externo e está revestido internamente por pelos e glândulas que
fabricam uma substância gordurosa e amarelada, denominada cerume ou cera. O canal au-
ditivo termina numa delicada membrana (tímpano) firmemente fixada ao conduto auditivo
externo por um anel de tecido fibroso, chamado anel timpânico.
• A orelha média é composta por uma cavidade cheia de ar conhecida também como cavi-
dade do tímpano, cujo volume é da ordem de 1,5 cm3 e que contém 3 ossículos (Fig. 1.2):
o martelo, a bigorna e o estribo, os quais se encontram suspensos na orelha média através
de ligamentos (1-3, 5-7), que são: o músculo tensor do tímpano (4) e o músculo estapédio
(8). A função desses ossículos é, através de uma alavanca, acoplar mecanicamente o tím-
pano à cóclea (caracol), triplicando a pressão do tímpano. Na parte interna da cavidade
do tímpano, existem as aberturas do caracol, nominadas como janelas ovais e redondas.
• A orelha interna inicia na janela oval, seguindo por um canal semicircular que conduz ao
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Figura 1.3: Diagrama transversal da cóclea.
caracol (cóclea). Esse canal tem um comprimento de 30 a 35 mm e é dividido longitudi-
nalmente em duas galerias pela membrana basilar. O caracol tem aspecto de um caramujo
de jardim e mede cerca de 5 mm do ápice à base e a largura na base mede aproximada-
mente 9 mm. A janela oval fecha o compartimento superior e transmite suas vibrações
para a membrana basilar através da endolinfa, líquido viscoso que preenche esse conduto.
A janela redonda é uma membrana circular, muito elástica, que fecha a parte superior do
canal e, mediante as suas contrações, compensa as variações de pressão produzidas pelas
oscilações da membrana basilar. Sobre a membrana basilar estão distribuídas as células
acústicas (Órgão de Corti), em número de 18 mil (externas e internas), de onde saem os
nervos que formam o nervo auditivo e levam o sinal elétrico até o cérebro. A membrana
basilar atua como um filtro seletivo ou analisador de frequências, em que a percepção de
cada frequência se realiza num determinado ponto da membrana: as altas frequências ex-
citam a parte próxima da membrana oval e à medida que se avança para dentro do caracol
a frequência diminui. Essa decomposição do som em sua frequência fundamental e suas
harmônicas permite-nos distinguir o timbre dos sons, realizando uma verdadeira análise
espectral. Observe o diagrama da seção transversal da cóclea (Fig. 1.3).
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1.2 Tipos de Deficiência auditiva
A deficiência auditiva refere-se à perda bilateral, parcial ou total de 40 dB ou mais, aferida
por audiogramas nas frequências de 500Hz, 1000Hz, 2000Hz e 3000Hz †. Dependendo da
causa, deficiência e classificação essa pode ser de leve a severa, podendo ser considerada como
reversível, temporária ou permanente.
As deficiências auditivas podem ser classificadas em:
• Deficiência Auditiva Condutiva: Refere-se a qualquer interferência na transmissão do som
desde o conduto auditivo externo até a orelha interna (cóclea). O bloqueio mais comum
é o excesso de cerume. O ouvido interno tem capacidade de funcionamento normal, mas
não é estimulado pela vibração sonora. A grande maioria das deficiências auditivas con-
dutivas é temporária e podem ser corrigidas através de tratamento clínico ou cirúrgico.
Uma deficiência condutiva também pode acontecer devido a uma perfuração no tímpano,
defeitos quando do nascimento ou outras causas. [10].
• Deficiência Auditiva Sensório-Neural: Este é o tipo de deficiência mais comum. Mais
de um 90% das perdas auditivas são sensório-neural e desse grupo as perdas referidas à
idade são as mais comuns [10]. As causas dessa deficiência são problemas que acontecem
na orelha interna. Ocorre quando há uma impossibilidade de recepção do som por lesão
das células ciliadas da cóclea ou do nervo auditivo. Esse tipo de deficiência auditiva é
irreversível, ou seja, as pessoas não podem recuperar a audição, mas a maior parte delas
pode ser auxiliada através do uso de aparelhos auditivos.
• Deficiência Auditiva Mista: Ocorre quando existe uma alteração na condução do som até
o órgão terminal sensorial associada à lesão do órgão sensorial ou do nervo auditivo. O
audiograma, geralmente, mostra limiares de condução óssea abaixo dos níveis normais,
embora com comprometimento menos intenso do que nos limiares de condução aérea.
† Segundo o Ministério de Saúde Brasileiro, art. 70 do capítulo IX, Decreto nro. 5.296 de 2004
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• Deficiência Auditiva Central, Disfunção Auditiva Central ou Surdez Central: Este tipo
de deficiência auditiva não é, necessariamente, acompanhada de diminuição da sensibili-
dade auditiva, mas manifesta-se por diferentes graus de dificuldade na compreensão das
informações sonoras.
Conforme citado anteriormente, o tipo de deficiência sensório-neural é a mais comum e em
adultos geralmente ocorre devido ao ruído e a idade ‡.
1.- As perdas auditivas devido ao ruído podem afetar pessoas de todas as idades e se desen-
volvem gradualmente durante vários anos ou de forma abrupta, dependendo da fonte e
da intensidade do ruído. Em geral, sons acima de 85 dB são considerados prejudiciais
dependendo do tempo de exposição (ver Tabela 1.1§). Se a exposição a estes sons é in-
evitável, recomenda-se usar protetores auditivos. O ruído pode afetar a escuta por meio
de inúmeros caminhos:
– Um trauma acústico: Ocorre quando a pessoa é exposta repentinamente a um ruído
muito forte como uma explosão ou disparo. Qualquer dano na estrutura da orelha
produz perda auditiva imediata, severa e permanente.
– Perda temporária: Esta acontece quando sons como um concerto de rock ou o ruído
do cortador de grama causam um zumbido temporário, por algumas horas ou às
vezes por mais tempo.
– Perda permanente: A exposição repetitiva a sons fortes ou moderados, por um pro-
longado período de tempo, pode levar, gradualmente, a uma perda permanente, por
exemplo: escutar música com volume alto, mas esse tipo de perda, certamente, pode
ser evitada.
‡ Informação obtida no site http://www.webmd.com/a-to-z-guides/hearing-loss-overview § Obtida em
http://www.webmd.com/a-to-z-guides/hearing-loss-prevention
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2.- Mudanças podem acontecer na orelha interna com o envelhecimento, causando uma gra-
dual, mas estável perda auditiva. A causa mais frequente desse tipo de perda é a dete-
rioração natural das células nervosas dentro da orelha interna. A perda auditiva referida
à idade usualmente afeta as duas orelhas e vai desde a faixa média à severa sendo essa
última permanente.
Tabela 1.1: Níveis de ruído
Ruído Potência média (dB)
Música calma 30
Casa 40
Conversação normal 60
Tráfego, restaurante 80 - 89
Escola de dança 101-105
Concert de Rock 120 - 129
1.3 Graus de Deficiência auditiva
O som possui características subjetivas e objetivas. As propriedades subjetivas, como inten-
sidade, timbre e entonação são o resultado das propriedades objetivas, variações de pressão e
frequência. A amplitude de uma vibração acústica está associada à definição de pressão sonora
e se expressa em unidades Pascal (Pa). Uma Pa equivale aproximadamente à pressão sonora
promediada de uma audição musical a um nível confortável. Quando o estímulo acústico está
associado ao funcionamento do ouvido humano, tem-se substituída a estimação de unidades
Pascal pela estimação em decibéis (dB) [11]. Universalmente, tem-se adotado a definição do
nível de pressão sonora, SPL (Sound Pressure Level), como a relação logarítmica
SPL em dB = 20 log P
Po
1. Introdução 12
em que Po = 20µPa é a menor variação de pressão sonora que um ser humano pode detectar
(Zero audiométrico, 0 dB), medida nas frequências em que somos mais sensíveis e P corres-
ponde ao valor eficaz da pressão, medida em unidades Pascal [12].
Um SPL de 0 dB representa a menor intensidade de som que, em geral, pode ser percebida
pelo ouvido humano. Quanto mais aumenta este valor, maior é a perda auditiva. Já um SPL de
120 dB, conhecido como "limiar de desconforto" corresponde a maior intensidade de som que
o ouvido humano pode suportar. Assim, denomina-se de "faixa dinâmica" a diferença (em dB)
entre a mínima intensidade perceptível e o limiar de desconforto. Para uma audição normal, esse
valor é de 120 dB [12].
Os graus de severidade da deficiência auditiva são caracterizados por limiares que podem
sofrer algumas variações entre os diferentes autores. Segundo o critério de [13], tem-se:
• Audição Normal: Limiares entre 0 a 24 dB SPL para o nível de audição.
• Deficiência Auditiva Leve: Limiares entre 25 a 40 dB SPL para o nível de audição.
• Deficiência Auditiva Moderada: Limiares entre 41 e 70 dB SPL para o nível de audição.
• Deficiência Auditiva Severa: Limiares entre 70 e 90 dB SPL para o nível de audição.
• Deficiência Auditiva Profunda: Limiares acima de 90 dB SPL.
1.4 Tratamentos
A deficiência auditiva do tipo sensório-neural é uma das mais comuns e um dos tratamentos
mais utilizados é o aparelho auditivo. A função principal desses é amplificar os sons. Eles não
recuperam a audição normal, mas auxiliam deficientes auditivos a terem uma comunicação mais
fácil. Ainda assim, 10% dos deficiêntes auditivos (muitos dos quais tem limiares acima dos
80 dB SPL) não são beneficiados com os aparelhos auditivos convencionais. Porém, por ser
1. Introdução 13
um amplificador sonoro, a prótese auditiva necessita de uma reserva coclear suficiente para que
possa haver uma boa recepção do som e discriminação da fala. Nos pacientes em que o caracol
tem pouca reserva coclear, pelo que não conseguem boa discriminação mesmo com amplificação
sonora, o implante coclear é uma alternativa para a sua reabilitação.
1.4.1 Implante coclear
Os implantes cocleares são pequenos dispositivos eletrônicos introduzidos cirurgicamente na
orelha interna. Ao contrário do aparelho auditivo convencional, o implante coclear capta a onda
sonora e a transforma em impulso elétrico, estimulando diretamente o nervo coclear. Podem ser
programados de acordo a uma necessidade específica e o grau de perda auditiva. Existem, em
todo o mundo, cerca de 100.000 usuários.
Os implantes cocleares funcionam sob a hipotése de que existe um número suficiente de
fibras nos nervos auditivos para que a estimulação, quando da inserção dos eletrodos, possa
acontecer.¶.
O implante coclear não consegue transmitir os sons tão bem quanto o ouvido normal, no
entanto, sua eficácia varia conforme os surdos. Para alguns ajuda a ler os lábios, outros, podem
distinguir algumas palavras sem precisar da leitura labial e ainda outros podem manter uma
conversa por telefone. Além disso, o implante ajuda os surdos a ouvirem e distinguirem sinais
ambientais e de precaução, como campainhas, telefones, alarmes e sirenes.
Um implante coclear é composto por duas unidades. A externa, usada pelo paciente de
acordo com a sua vontade, contendo microfone, processador de fala e antena transmissora; e
a unidade interna, cirurgicamente implantável, que contém um receptor/estimulador e um fino
cabo de eletrodos‖.
Os componentes essenciais que compõem o sistema de implante coclear são: (ver Fig. 1.4):
¶ Informação obtida no site http://www.webmd.com/a-to-z-guides/hearing-loss-overview ‖ Informação
obtida desde http://www.forl.org.br/
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Figura 1.4: Implante coclear.
- Microfone direcional : situado no compartimento retroauricular, capta a informação acús-
tica e converte-a em sinais elétricos.
- Processador de fala externo : filtra, analisa e digitaliza o som em sinais codificados de
acordo com uma estratégia pré-definida.
- Antena de transmissão: envia os sinais codificados como sinais de rádio FM para o recep-
tor.
- Receptor/estimulador (uma das partes internas do implante, situada debaixo da pele): lib-
era energia elétrica adequada para o feixe de eletrodos inseridos na cóclea.
- Feixe de eletrodos: estimula as fibras nervosas remanescentes na cóclea.
Os implantes cocleares foram inicialmente limitados a pacientes adultos pós-linguais, com
perda auditiva bilateral profunda e que não obtinham benefícios com o uso de próteses con-
vencionais. Esse grupo de pacientes, especialmente aqueles com surdez recente, são os que
apresentam melhores resultados com os implantes cocleares. Pacientes que ficaram surdos após
os 5 anos de vida são usualmente classificados como surdos pós-linguais. Apesar do fato de
esses pacientes desenvolverem vários aspectos da fala, eles frequentemente demonstram rápida
deterioração da fala após a perda auditiva. A colocação de implante coclear precocemente pode
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melhorar e diminuir a deterioração da produção da fala e percepção do som. Os critérios para se-
leção de candidatos adultos estão baseados na avaliação audiométrica dos pacientes. Não existe
idade limite para a colocação do implante coclear podendo qualquer paciente ser implantado
desde que tenha condições clínicas, mas o implante coclear é uma alternativa para pacientes
com surdez profunda, embora alguns irão apresentar melhor resultado que outros. Assim, para a
grande maioria dos deficientes auditivos (aproximadamente 660 milhões) a escolha mais comum
de amplificação são os aparelhos auditivos.
1.4.2 Aparelhos auditivos
Basicamente, os aparelhos auditivos são pequenos aparelhos eletrônicos compostos por um
microfone e um alto-falante. O som é captado pelo microfone, amplificado e depois reproduzido
pelo alto-falante (Fig. 1.5). Desse modo, o usuário ouve os sons que o rodeiam de forma am-
plificada e em intensidade adequada ao seu tipo de perda auditiva. Entretanto, a amplificação
do aparelho não pode superar o limiar de desconforto. Em geral, a faixa dinâmica será menor
para um deficiente auditivo do que para uma pessoa com audição normal. A Fig. 1.6 apresenta
as partes de um aparelho auditivo básico do tipo BTE (detalhado na sequência), e consta de um
amplificador, microfone, bateria, alto-falante, tubo e o molde inserido na orelha.
A/D D/ASP
x(n) y(n)
Figura 1.5: Diagrama em blocos geral de um aparelho auditivo.
Os avanços na tecnologia digital e a redução no consumo de energia pelos circuitos eletrôni-
cos têm permitido que atualmente existam aparelhos auditivos bastante sofisticados, capazes de
serem individualmente otimizados para cada paciente, o que é muito importante, já que as per-
das auditivas têm características diferentes para pessoas distintas. Existem diferentes tipos de
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Figura 1.6: Partes de um aparelho auditivo tipo BTE.
próteses auditivas e cada uma delas oferece diferentes vantagens, dependendo de seu desenho,
níveis de amplificação e tamanho, mas o tamanho do aparelho auditivo não é um bom indicador
de sua qualidade do som. Para pessoas com perdas auditivas sensoriais, existem basicamente
quatro tipos de aparelhos:
Atrás da orelha (Behind The Ear, BTE): Estes apare-
lhos são instalados atrás da orelha, existindo uma ligação
de plástico entre o aparelho e o canal auditivo. São utiliza-
dos por pessoas de todas as idades e podem corrigir desde
perdas leves até profundas. Essa é a melhor escolha para
crianças devido à segurança e o crecimento da mesma.
Dentro do ouvido (In The-Ear, ITE): Este tipo de prótese
se encaixa exatamente dentro do ouvido externo e pode ser uti-
lizada para reparar desde perdas auditivas moderadas até seve-
ras. Os principais inconvenientes desse aparelho são as possibil-
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idades de serem danificados pela cera do ouvido e os problemas
de ajuste que podem advir de suas dimensões reduzidas. Usual-
mente não é recomendada para crianças devido ao fato de que elas estão em constante crecimento
e devem ser constantemente substituídas.
Aparelhos de canal (Canal Aids): Estes ficam colocados dentro
do canal auditivo. Existem de dois tipos: dentro do canal (In the
Canal, ITC), adaptado para a forma do canal auditivo e o mais re-
duzido, Completely-in-Canal (CIC), que fica completamente oculto
dentro do canal auditivo. Ambos podem corrigir desde perdas leves até severas. Devido às
reduzidas dimensões, esses mecanismos são difíceis de ajustar e mover, podendo também ser
danificados pelo acúmulo de cera no canal auditivo. Eles não são recomendados para crianças.
Preso à cintura: Este tipo de aparelho auditivo é utilizado por pessoas com perdas profun-
das e devido ás suas grandes dimensões, normalmente é utilizado preso à cintura ou dentro do
bolso. A ligação ao ouvido se faz com um fio discreto. Dado o fato de que ele é um modelo
relativamente grande, incorpora muitas opções de processamento. Só é utilizado quando não é
possível escolher uma das alternativas anteriores.
Em relação ao mecanismo interno de processamento, existem três tipos de aparelhos audi-
tivos, sendo do mesmo estilo.
1. Analógico ajustável: Uma vez que o audiologista determina o volume de amplificação
e outras especificações, o aparelho é fabricado por um laborátorio de acordo com essas
especificações. Esses circuitos são geralmente os mais baratos.
2. Analógico programável: Usando um computador, o audiologista programa o aparelho
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auditivo de acordo com as necessidades do usuário. Esses aparelhos podem acomodar
várias configurações, podendo o seu portador comutar entre elas, dependendo do ambiente
onde se encontra.
3. Digital programável: Aqui também o audiologista programa o aparelho usando um com-
putador, só que existe maior flexibilidade no ajuste da qualidade do som e do tempo de
resposta, sendo mais fácil adaptar cada aparelho às necessidades do usuário.
1.5 Principais queixas dos usuários
As queixas mais comuns dos usuários de aparelhos auditivos são: a inteligibilidade da fala
em ambientes ruídosos, a retroalimentação acústica e a oclusão.
1.5.1 Inteligibilidade da fala
Pessoas com deficiência auditiva apresentam dificuldade em entender a fala especialmente
quando essa vem acompanhada de ruídos ou da interferência de sons. Por exemplo, ter uma
conversa em um restaurante lotado ou participar de reuniões no trabalho ou em casa ou ainda,
simplesmente conversando com amigos. Pessoas com perda auditiva têm uma dificuldade maior
de entender a fala em ambientes ruidosos do que pessoas com audição normal. Estudos revelam
[9] que em um ambiente ruidoso, a fala precisa ser 30dB maior em pessoas com perda audi-
tiva para alcançar o mesmo nível de entendimento que pessoas com audição normal. Segundo
pesquisadores [14], dentro das causas deste déficit na discriminação da fala estão: a redução da
faixa dinâmica, a redução da habilidade para discriminar diferentes frequências em tons puros
ou complexos e a redução da seletividade de frequência. A habilidade de entendimento da fala
em ruído se expressa como a relação sinal-ruído (S/N). A quantidade exata de perda de S/N
depende do grau e tipo de perda auditiva, bem como das características temporal e espectral do
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ruído [9]. Diferentes técnicas têm sido desenvolvidas para melhorar o entendimento da fala e
oferecer maior conforto aos usuários de aparelhos auditivos. Dentro das estratégias desenvolvi-
das mais recentemente estão: os microfones direcionais e os algoritmos de redução de ruído.
Os microfones direcionais são mais sensíveis aos sons vindos de frente do que aos sons vindos
detrás ou de lado. Assim, essa estratégia trabalha basicamente sob a hipótese de que quando os
usuários de aparelhos auditivos estão participando de uma conversação o locutor esta na frente e
os sons vindos de outras direções são indesejados [9]. Algoritmos adaptativos para a redução do
ruído estão entre as técnicas mais utilizadas devido ao fato de que seu desempenho é melhor que
algoritmos fixos em ambientes variantes no tempo. A meta de algoritmos de redução de ruído é
melhorar a inteligibilidade da fala e não aumentar a relação S/N [2].
1.5.2 Retroalimentação acústica e oclusão
Uma das principais queixas dos usuários de aparelhos auditivos e foco dessa Tese é a retro-
alimentação acústica, a qual ocorre em altas frequências (ver Fig. 1.8), devido ao acoplamento
acústico entre o alto-falante e o microfone do aparelho (Fig. 1.7). Essa é uma situação particu-
larmente preocupante, porque as perdas auditivas são geralmente piores na faixa de 500Hz até
4KHz (perda de informação em alta frequência) [12].
A retroalimentação acústica é percebida como uma distorção desagradável para o usuário
(whistling or howling), agravando a deficiência auditiva, já que limita o ganho máximo do apar-
elho auditivo. A retroalimentação acústica pode ocorrer por diferentes motivos, tais como [7]:
1. As características do usuário: Quantidade de ressonância no canal do ouvido, forma e
tamanho do pavilhão auditivo e movimentos mandibulares.
2. As características físicas do aparelho auditivo: Estilo do aparelho auditivo (BTE, ITE,
etc.), escolha da ventilação (vent) e formato da parte externa da orelha.
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3. As mudanças no ambiente acústico: Conversações, ações de mastigar e bocejar, recebi-
mento de abraço, condução do telefone à orelha.
4. Mal funcionamento e defeitos do aparelho auditivo: Defeito no microfone e fuga no tubo
acústico (BTE), contato interno dos componentes, ventilação interna, fendas e furinhos,
fugas devido ao movimento da mandíbula.
Os dois primeiros motivos são estáticos, enquanto que o terceiro é altamente variante no
tempo, já que depende de situações momentâneas. A Fig. 1.9 apresenta variações típicas da
resposta em frequência do caminho de retroalimentação acústica em função desses parâmetros.
Processamento da planta
Microfone
Altofalante
Retroalimentação acústica
Retroalimentação acústica
Figura 1.7: Esquema da retroalimentação acústica em aparelhos auditivos
Para o segundo parâmetro, a ventilação refere-se à distância existente entre o canal auditivo e
o aparelho. A ventilação é necessária para evitar o efeito da oclusão, definida como a distorção
da própria voz, que ocorre quando o canal auditivo é obstruído. Muito tem sido pesquisado
sobre as origens e os efeitos da oclusão, mas a remoção do efeito de oclusão, segundo [5], pode
acontecer de duas formas:
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Figura 1.8: a) Resposta ao Impulso do caminho de retroalimentação acústica; b) Resposta em
frequência do caminho de retroalimentação (amostragem 20kHz) de um aparelho auditivo típico.
Figuras extraídas de [4].
• Incrementando o tamanho da ventilação e deixando que os sons de baixa frequência es-
capem pelo canal auditivo;
• Criando um molde para a orelha que encha completamente a porção de cartilagem externa,
no caso dos tipos ITE e de canal.
A segunda solução é inviável devido ao desconforto físico que provocaria. Portanto, a única
solução razoável para o problema de oclusão é o tamanho do canal de ventilação. A Fig. 1.10
mostra a redução do efeito de oclusão na medida em que o tamanho da via de ventilação au-
menta.
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Frequência (kHz) 
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Livre 
Figura 1.9: Diferentes tipos de caminhos de retroalimentação segundo: a) O tipo de aparelho au-
ditivo; b) O tamanho da ventilação; c) Obstáculos, por exemplo, mão colocada perto do ouvido.
Figuras extraídas de [4].
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Figura 1.10: Efeito de oclusão e o tamanho da ventilação. Tomado de [5].
Pesquisas como [15, 16] têm recomendado usar o maior tamanho da ventilação possível para
diminuir a oclusão. No entanto, essa restrição automaticamente aumenta os riscos de retroali-
mentação acústica e diminui a amplificação alcançável pelo aparelho.
A retroalimentação acústica gera uma série de consequências[7] como:
1. Limita o máximo de ganho que o aparelho auditivo pode proporcionar e limita o tipo de
aparelho ou prótese auditiva que pode ser projetada para o usuário com determinado grau
de perda auditiva;
2. Limita o tamanho da ventilação, gerando efeitos negativos como o efeito de oclusão e uma
ventilação deficiente do canal auditivo;
3. Quando o nível de ganho do aparelho auditivo é suficientemente elevado para gerar uma
retroalimentação positiva, suboscilações são geradas. As consequências incluem "pi-
cos" e "vales" na resposta em frequência do aparelho. Em altas frequências, assobios
estão presentes no processamento da fala, degradando a inteligibilidade e a qualidade do
som.
4. O efeito de retroalimentação pode também ser muito desagradável e embaraçoso para o
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usuário, já que ele e as pessoas á sua volta podem escutar os tons de alta frequência. Isto
pode ser especialmente embaraçoso para aqueles usuários que querem ocultar sua defi-
ciência auditiva. Se esse problema não é solucionado, os usuários, geralmente, desistem
do uso do aparelho auditivo.
Apesar dessas limitações, deve ser considerado o fato de que muitos deficientes auditivos
se beneficiam com o uso dos aparelhos. Portanto, torna-se importante o aprimoramento das
técnicas de cancelamento da retroalimentação acústica. De uma maneira geral, existem duas
classes de cancelamento: contínuo e descontínuo. Vários trabalhos foram desenvolvidos nesse
sentido [17]-[18]. No próximo capítulo essas técnicas serão apresentadas com maiores detalhes.
1.6 Justificativa
De uma forma geral, as soluções propostas na literatura para resolver o problema de retroali-
mentação acústica em aparelhos auditivos dividem-se em soluções não adaptativas e adaptativas.
Algumas das soluções não adaptativas baseiam-se na modificação da resposta do caminho direto
do aparelho auditivo de forma a estabilizar o sistema que inclui o caminho de retroalimentação.
Modificações propostas incluem o uso de filtros "notch" sintonizados em torno das frequências
de oscilação do sistema, de equalizadores de fase ou de deslocadores de espectro de frequência
[19].
Tais soluções tendem a levar a melhorias modestas no máximo de ganho permissível e po-
dem alterar a qualidade do som por modificarem a resposta em frequência do aparelho auditivo.
Outras soluções não adaptativas baseiam-se em uma identificação da resposta do caminho de re-
troalimentação que é feita pelo fonoaudiólogo quando do ajuste inicial do aparelho ao usuário.
Soluções desse tipo são claramente insatisfatórias porque a resposta do caminho de retroali-
mentação tende a sofrer mudanças quando o aparelho auditivo é utilizado [20, 21]. Assim, as
soluções mais modernas baseiam-se em sistemas adaptativos.
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Diversos algoritmos e estruturas têm sido propostos para a solução adaptativa. As soluções
existentes podem ser classificadas em soluções de adaptação não contínua e soluções de adap-
tação contínua. As soluções de adaptação não contínua, como a apresentada na Fig. 1.11, atuali-
zam os coeficientes do filtro apenas quando o efeito da retroalimentação é detectado. Quando tal
fato ocorre, a operação normal do aparelho é interrompida e o próprio aparelho auditivo aplica
um sinal de prova (geralmente um ruído branco) ao alto-falante de saída. Esse sinal serve como
sinal de teste para o processo de identificação da resposta do caminho de retroalimentação que
se segue. Essa estrutura, quando analisada, resulta em uma solução ótima para a identificação
do caminho de retroalimentação, mas o sinal gerado pelo aparelho auditivo apresenta-se como
um ruido desconfortável para o usuário reduzindo a relação sinal a ruído na saida do aparelho
auditivo e consequentemente afetando a qualidade do som [22, 23, 24]. Pelas exposições ante-
riores, tais soluções não são as preferidas pelos deficientes auditivos. Esse tipo de estrutura tem
sido abandonado em favor de soluções continuamente adaptativas.
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Figura 1.11: Estrutura que considera adaptação não contínua.
Dentre as inúmeras soluções propostas na literatura para a solução adaptativa contínua, al-
gumas das mais relevantes são:
• Aplicação dos algoritmos LMS e NLMS simples [17], [25] e [3]. Embora essa solução
siga os princípios básicos de identificação de sistemas, o fato de que a retroalimentação
do aparelho auditivo fecha uma malha ao redor do caminho direto do sinal leva a proble-
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mas específicos que devem ser considerados. Um dos problemas é a correlação entre o
sinal a ser amplificado pelo aparelho e o sinal de entrada do filtro adaptativo (ver ilus-
tração no capítulo a seguir, Fig. 2.5). Essa correlação faz com que a solução encontrada
pelo algoritmo adaptativo seja polarizada. Propostas para reduzir essa correlação e, por-
tanto, a polarização da solução, geralmente envolvem a inclusão de um atraso no caminho
direto ou no caminho do filtro adaptativo [3]. Tais soluções são controversas porque o
atraso necessário à descorrelação pode ser excessivo e causar instabilidade do sistema ou
desconforto para o usuário. Em [26] o algoritmo LMS é implementado no dominio da
frequência para acelerar o processo de convergência e além disso, emprega-se passos de
adaptação especificamente normalizados para diferentes faixas de frequência, o que tende
a melhorar o desempenho do algoritmo.
• Aplicação de distorções ao sinal no caminho direto do aparelho auditivo com a finalidade
de descorrelacionar o sinal a ser amplificado e o sinal na entrada do filtro adaptativo. Em
[22] aplica-se um compressor de frequência como pré-processador no caminho do apar-
elho auditivo. As frequências do sinal são deslocadas para frequências ligeiramente mais
baixas antes de serem amplificadas no aparelho auditivo. A compressão de frequência
aplicada deve ser suave para evitar distorções perceptíveis. O processamento requer uma
reamostragem do sinal em blocos e a remontagem do sinal através de um recobrimento
controlado dos blocos comprimidos em frequência. Em [27] aplica-se, além do atraso no
caminho direto, uma filtragem "passa-tudo IIR"de segunda ordem e variante no tempo.
A variação no tempo é implementada através de um modulador de baixa frequência, de
forma a gerar uma distorção não audível.
• Aplicação de filtragem limitada em frequência. Essa solução baseia-se na restrição da
operação do filtro adaptativo em regiões do espectro de frequências contendo as possíveis
frequências de oscilação do sistema retroalimentado [28, 29]. Dessa forma, aumenta-se a
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eficiência do filtro adaptativo. O desempenho de tais soluções está fortemente atrelado à
identificação das frequências de oscilação e consequente projeto dos filtros "passa-faixa"a
serem utilizados [30].
• Aplicação de restrições aos coeficientes do filtro adaptativo [23]–[31]. Essas soluções
limitam a divergência dos coeficientes do filtro adaptativo através de uma restrição adi-
cional incorporada à função custo de forma a penalizar afastamentos significativos do
vetor de coeficientes em relação à sua inicialização. Tais soluções são fortemente de-
pendentes de uma boa identificação a priori da resposta do caminho de retroalimentação.
Além disso, a solução evita a divergência dos coeficientes do filtro adaptativo, mas não
possui intrinsecamente qualquer proteção contra a instabilidade da malha de retroalimen-
tação.
• Utilização de técnicas de identificação de laço fechado [24, 28, 32, 18]. Essas técnicas
consideram o problema de estabilidade da malha de realimentação como um todo. Em
geral, requerem dois sistemas adaptativos: um sistema configurado como identificador do
caminho de retroalimentação e outro como preditor, cuja finalidade é a de modelar o sinal
desejado (sinal a ser amplificado). Esse modelo é então utilizado para branquear o sinal
desejado antes de sua utilização pelo sistema adaptativo.
Resultados de simulações mostram que a última solução, acima apresentada, tende a levar
a melhores desempenhos do cancelador de retroalimentação, entretanto, falta na literatura, uma
análise mais detalhada do desempenho de tais estruturas.[19]. Os resultados disponíveis con-
sideram somente o comportamento do algoritmo adaptativo em regime permanente, a partir de
hipóteses de convergência para pontos estacionários específicos. Esses resultados não possibili-
tam o estudo das diferentes possibilidades de convergência a partir de diferentes inicializações
do sistema [32, 6, 19]. Mesmo no caso de uma estrutura simples de cancelamento de retroali-
mentação para aparelhos auditivos, as poucas análises existentes concentram-se no comporta-
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mento em regime permanente [3, 33]. Assim, existe uma importante lacuna na literatura no que
diz respeito ao estudo do comportamento de algoritmos adaptativos empregados em sistemas
de cancelamento de retroalimentação em aparelhos auditivos. Esse trabalho tem como objetivo
contribuir para um melhor entendimento do comportamento de tais sistemas adaptativos, tendo
como base os sistemas que utilizam técnicas de identificação de laço fechado.
1.7 Objetivos do trabalho
Essa Tese tem como objetivo principal estudar o comportamento estatístico dos filtros adap-
tativos de uma importante estrutura para o cancelamento da retroalimentação acústica em apa-
relhos auditivos. A estrutura é baseada no método do erro de predição de identificação de sis-
temas e utiliza dois algoritmos adaptativos operando simultaneamente. Modelos analíticos são
derivados a fim de que possam prever o comportamento do sistema em regime transitório e
permanente.
1.8 Organização do trabalho
Neste capítulo foram apresentados alguns conhecimentos preliminares sobre aparelhos audi-
tivos, evidenciando problemas frequentemente apontados pelos usuários. A amenização de tais
problemas justifica essa Tese para obtenção do grau de Doutor.
O Capítulo 2 apresenta uma revisão do estado-da-arte em retroalimentação em aparelhos
auditivos. Define-se matematicamente o problema e analisa-se uma possível solução.
O Capítulo 3 apresenta uma análise da estrutura proposta em [6]. Verifica–se, considerando
as características típicas de respostas medidas no caminho de retroalimentação, que a análise do
comportamento de uma estrutura diferente da apresentada em [6] permite prever com bastante
exatidão o comportamento estocástico daquela estrutura. Modelos analíticos para descrever o
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comportamento, médio e médio quadrático, dos coeficientes dos filtros são derivados.
O Capítulo 4 apresenta um modelo matemático para a polarização presente na solução adap-
tativa. Resultados deste modelo permitem analizar a estabilidade do sistema e evidenciar as
características de operação da estrutura.
O Capítulo 5 apresenta um modelo para descrever o comportamento do erro médio quadrático.
Exemplos de simulação são descritos para verificar a eficácia do modelo.
O Capítulo 6 apresenta um compêndio de comentários e discusões sobre diferentes aspectos
da estrutura em estudo avaliados durante o desenvolvimento desta Tese. Finalizando, no Capí-
tulo 7 são discutidas as conclusões mais importantes deste trabalho e sugestões para trabalhos
futuros são apresentadas.
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Capítulo 2
Cancelamento da retroalimentação
acústica em aparelhos auditivos
2.1 Introdução
A retroalimentação acústica é uma das principais queixas dos usuários de aparelhos au-
ditivos, limitando a máxima amplificação do sinal desejado [4]. Quando o ganho máximo é
excedido, o sinal de saída do aparelho auditivo oscila, produzindo um som desagradável para o
usuário, referido como assobio. Em muitos casos a ventilação é a principal causa da presença
da retroalimentação em aparelhos auditivos, no entanto, a ventilação é necessária para prover
um som mais natural, reduzindo assim o efeito de oclusão que usuários frequentemente expe-
rimentam quando a ventilação é insuficiente. O problema da retroalimentação se torna pior em
aparelhos dos tipos ITE e de canal devido à pequena distância entre o microfone e o alto falante,
e o consequente incremento do acoplamento entre o receptor e o microfone. Trabalhos prévios
sobre esse problema têm proposto técnicas para reduzir os efeitos da retroalimentação acústica
de maneira a permitir ao usuário obter um máximo de ganho estável. As principais técnicas
utilizadas para o cancelamento da retroalimentação são:
• Filtros Notch: Rejeição de determinados componentes de frequências do sinal de entrada
do aparelho;
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• Controle do ganho em determinadas frequências;
• Filtragem adaptativa: Cancelamento do sinal de retroalimentação como um todo.
Considerando que o caminho de retroalimentação pode mudar quando o aparelho auditivo
é utilizado [20, 21], é desejável utilizar-se algoritmos adaptativos, os quais se classificam em:
adaptação não contínua, a qual só atualiza os coeficientes do filtro quando a instabilidade é de-
tectada ou quando o sinal de entrada é baixo e adaptação contínua, que continuamente adapta
os coeficientes do filtro. Na seção a seguir apresenta-se um resumo de sistemas adaptativos fo-
cado nas aplicações de identificação de sistemas e de predição adaptativa, as quais têm aplicação
direta nos sistemas a serem analisados mais no decorrer.
2.2 Filtros adaptativos
Os filtros adaptativos são filtros com coeficientes variantes no tempo, os quais são modifi-
cados periodicamente para satisfazer um determinado critério de desempenho. Normalmente
esse critério é uma função do erro do processo de adaptação, o qual deverá ser minimizado. Em
geral, os filtros adaptativos consistem de duas partes: 1) o processo de filtragem, cuja saída é a
resposta desejada para um ou vários sinais de entrada; 2) o processo adaptativo, que provê um
mecanismo de controle adaptativo, através de algum algoritmo, para o ajuste dos parâmetros
utilizados no processo de filtragem. A escolha de um ou outro algoritmo é determinada por um
ou mais dos seguintes fatores: taxa de convergência (número de iterações necessárias), desa-
juste (diferença entre os parâmetros obtidos e os parâmetros ideais), rastreamento (capacidade
de acompanhar as variações dos sinais), robustez (habilidade para operar frente a sinais mal
condicionados), complexidade computacional, estrutura e propriedades numéricas (implemen-
tação do algoritmo num processador digital). A avaliação do desempenho do sistema adaptativo
pode ser feita utilizando-se dos mais variados critérios, entretanto, o critério mais utilizado é
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baseado no Erro Quadrático Médio (EQM), é expresso pela equação:
Jms = E{e2(n)} = E{[d(n)− y(n)]2}
em que E{·} corresponde ao valor esperado (esperança estatística), d(n) representa a resposta
desejada e y(n) representa a estimativa do sinal desejado.
Existem diversas aplicações para sistemas adaptativos. A maioria delas corresponde a uma
das seguintes classes de problemas: identificação de sistemas, predição, modelagem inversa e
cancelamento de interferência [34]. A diferença essencial entre as várias aplicações é a forma
de extrair a resposta desejada. Nessa Tese serão apresentadas apenas duas aplicações, as quais
serão utilizadas nas estruturas mais adiante:
- Identificação de sistemas: Nesta aplicação, o filtro adaptativo é utilizado para prover o
modelo que melhor represente uma planta desconhecida. A Fig. 2.1 apresenta um dia-
grama em blocos para esse tipo de aplicação. A planta e o filtro adaptativo são alimentados
pelo mesmo sinal de entrada e a saída da planta, (dˆ(n)) é a resposta desejada para o filtro
adaptativo. O ruído aditivo z(n) representa o ruído interno da planta ou ruído de medição.
Fazendo a adaptação dos coeficientes do filtro através de um algoritmo recursivo, obtém-
se uma boa aproximação para o modelo da planta desconhecida. A identificação adapta-
tiva é frequentemente utilizada em sistemas de comunicações, sistemas de controle e na
identificação de estruturas;
- Predição linear: Nesta aplicação, a função do filtro adaptativo é prover a melhor predição
do valor presente de um sinal aleatório a partir de amostras passadas do mesmo sinal.
O valor presente serve como sinal desejado no filtro adaptativo e os valores passados
alimentam-no. Dependendo da aplicação, pode-se ter duas saídas: y(n), denominada
saída do filtro preditor ou e(n), denominada de saída do filtro de erro de predição. Uma das
aplicações da predição linear é a análise espectral, na qual se utiliza a modelagem preditiva
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Figura 2.1: Diagrama em blocos para a identificação de sistemas
para estimar a potência espectral de um sinal de interesse [34]. A Fig. 2.2 apresenta o
diagrama em blocos de um preditor linear adaptativo. 
Atraso 
e(n) y(n) x(n) 
d(n) 
Filtro 
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+ 
d(n) 
 
Outros sinais 
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Figura 2.2: Diagrama em blocos para do filtro de erro de predição
2.3 Definição do problema
A Fig. 2.3 apresenta de maneira simplificada o problema da retroalimentação no aparelho
auditivo, em que x(n) é o sinal de entrada do aparelho e s(n) é a saída do aparelho. Através
do caminho de retroalimentação, s(n) retorna ao microfone. G(z) e H(z), respectivamente,
apresentam as funções de transferência do caminho direto (ou do aparelho) e da retroalimen-
tação. Observe que devido à presença de G(z), os sinais x(n) e s(n) são correlacionados [6]
e além disso, o sinal de entrada x(n), usualmente, possui substancial autocorrelação temporal
2. Cancelamento da retroalimentação acústica em aparelhos auditivos 35
(por exemplo, o sinal de voz) [24]. Como, dependendo do ambiente acústico, a função de trans-
H(z)
G(z)+
x(n)
y(n)
s(n)
Caminho da retroalimentação
Caminho direto ou do aparelho
Figura 2.3: Diagrama em blocos da amplificação e retroalimentação no aparelho auditivo
ferência da retroalimentação pode mudar significativamente, [20, 21], o cancelamento deve ser
adaptativo como ilustra a Fig. 2.4.
+
+
+
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s(n)
wo
y1(n)
y(n)
++
e(n)
yˆ(n) w(n)
x(n)
g(n)
micSignal
entrada
Figura 2.4: Diagrama em blocos do cancelamento adaptativo para retroalimentação em aparelho
auditivo
Na Fig. 2.4,wo representa o caminho de retroalimentação entre o alto falante e o microfone,
x(n) representa o sinal de entrada, g(n) representa o ganho do aparelho auditivo e s(n) é a saída
do aparelho que é enviada ao microfone (mic) pela retroalimentação. w(n), denominado de es-
timador auditivo, representa a resposta impulsiva do filtro adaptativo destinado ao cancelamento
da retroalimentação acústica.
Nesse caso, o filtro adaptativo tenta obter uma estimativa do sinal y(n), dada por yˆ(n), de
forma que a saída seja e(n) = x(n). No entanto, devido à presença de G(z) (ver Fig. 2.3),
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os sinais de entrada do filtro adaptativo e de saída do aparelho auditivo x(n) e s(n), são, res-
pectivamente, correlacionados, o que conduz a uma solução polarizada, conforme será visto
mais adiante. Requisitos como rapidez de convergência, rastreamento de variações do caminho
da retroalimentação (tracking), baixo desajuste e baixa complexidade devido ao tamanho dos
processadores [33, 28, 35] deverão ser satisfeitos pelo estimador adaptativo.
2.3.1 Solução polarizada
Nesta seção demonstra-se, analiticamente, a polarização existente na solução devida à cor-
relação entre os sinais de entrada do aparelho auditivo e do filtro adaptativo.
Observando a Fig. 2.4, define-se:
s(n) = [s(n), s(n− 1), . . . , s(n−N + 1)]T
w(n) = [w0(n), w1(n), . . . , wN−1(n)]
T
sendo N o comprimento do filtro ideal. Segue ainda da Fig. 2.4 a dedução da superfície de
desempenho com E[e2(n)|w] (consideração a ser levada nas próximas análises).
e(n) = y1(n)− yˆ(n)
e(n) = y1(n)− sT (n)w
e2(n) = y1
2(n)− 2y1(n)sT (n)w +wTs(n)sT (n)w
E[e2(n)] = E[y21(n)]− 2rTy1sw +wTRssw
em que
ry1s = E[y1(n)s(n)] (2.1)
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Fazendo-se Jms = E[e2(n)], tem-se:
∂Jms
∂w
= −2ry1s + 2Rssw = 0
wˆ = R−1ss ry1s (2.2)
Para comparar a solução de Wiener (Equação (2.2)) com a resposta ao impulso da planta
física, wo, tem-se que
y1(n) = x(n) + s
T (n)wo
Substituindo-se a equação acima em (2.1), obtêm-se:
ry1s = E{[x(n) + sT (n)wo]s(n)}
ry1s = E{x(n)s(n) + s(n)sT (n)wo}
ry1s = rxs +Rssw
o (2.3)
Finalmente, substituindo-se (2.3) em (2.2) chega-se em
wˆ = R−1ss (rxs +Rssw
o)
wˆ = R−1ss rxs +w
o (2.4)
Observe que a Equação (2.4) resulta numa solução polarizada, tendo como excedente a primeira
parcela, R−1ss rxs, devido à correlação entre x(n) e s(n). Para futuros comparativos, define–
se ε = R−1ss rxs como polarização. Numerosas propostas foram apresentadas para reduzir ou
cancelar a retroalimentação acústica em aparelhos auditivos. Essas se dividem em duas classes:
adaptação não contínua e adaptação contínua. Dentro da primeira, algumas propostas como [17,
25, 36] identificam o caminho de retroalimentação em laço fechado, interrompendo o caminho
do aparelho quando oscilações estão presentes, e aplicando um sinal de prova, por exemplo ruído
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branco, na saída. Dessa forma, uma solução não polarizada é obtida, no entanto, o sinal de prova
irá apresentar-se como ruído para o usuário e será especialmente desagradável se a identificação
for frequentemente requerida. Assim, essa técnica somente terá utilidade para pessoas com
surdez profunda, as quais não são afetadas pela sequência de ruído [3].
Para o caso da segunda classe de adaptação, a dificuldade surge da correlação existente entre
a entrada e a saída do aparelho. Diferentes soluções são encontradas na literatura para reduzir
o valor de ε. Propostas clássicas incluem operações de descorrelação no caminho G(z) ou no
caminho do estimador adaptativo, tais como retardos ou não linearidades [22, 26, 3]. Restrições
no cancelador adaptativo [23, 31, 35] também são propostas, entretanto, o sinal de retroalimen-
tação nunca será cancelado de forma absoluta. Soluções alternativas são encontradas baseadas
no método de identificação do laço-fechado [37]. Propostas como [24, 28] e [6, 32, 19, 18]
utilizam cancelamento adaptativo da retroalimentação baseado na técnica de [37]. Em [24, 28]
uma estimativa fixa da resposta ao impulso do caminho da retroalimentação é proposta. Em
[6, 32] a estimação do sinal desejado é adaptativa e baseada na hipótese de que o sinal de en-
trada é desconhecido e altamente variante no tempo. Teoricamente, essas propostas permitem
a eliminação da polarização, no entanto, não existem ainda estudos analíticos que permitam
avaliar completamente o desempenho do filtro adaptativo nessas estruturas quando entradas cor-
relacionadas são usadas em sistemas de adaptação contínua. O projeto otimizado do algoritmo
somente é possível a partir de um bom conhecimento do desempenho do filtro adaptativo em tais
estruturas [38]. Essa proposta de Tese tem como objetivo apresentar uma análise matemática do
comportamento dos filtros adaptativos em estruturas baseadas no método de identificação de
sistemas em laço fechado e que seguem a proposta de [6]. Na próxima seção uma primeira
avaliação é efetuada. O comportamento do algoritmo LMS para o cancelamento da retroali-
mentação em aparelhos auditivos é estudado quando retardos são incorporados no caminho do
aparelho. Os resultados são comparados com os obtidos em [3].
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2.4 Aparelhos auditivos comerciais [2]
Com o avanço da tecnologia, aparelhos auditivos comerciais tem permitido obter vantagens
das características do processamento digital, como por exemplo a redução da retroalimentação.
No entanto, devido às restrições de potência e às limitações de tamanho, os resultados têm sido
limitados. O mais recente aparelho auditivo digital tem um poder de processamento de 2 a 4
milhões de instruções por segundo e uma memória de 2 a 4 kbytes, mas requer que as baterias
sejam substituídas a cada semana. As primeiras e ainda mais comuns soluções para retroalimen-
tação acústica em aparelhos auditivos comerciais são a redução do ganho em alta frequência e
o uso de filtros notch. Geralmente a retroalimentação apresenta uma menor atenuação em altas
frequências, faixa na qual a maioria das perdas auditivas acontecem. Atenuando o ganho a al-
tas frequências o risco da retroalimentação pode ser reduzido, mas compromete a audibilidade
nessa faixa. Para minimizar esse efeito alguns aparelhos auditivos utilizam um ou vários filtros
notch, visto que o ganho é reduzido apenas em faixas estreitas ao redor das frequências críticas.
A primeira aplicação de cancelamento da retroalimentação acústica em aparelhos comerciais
foi introduzida pela Danavox BTE DFS Genius, seguida depois pela digital Danalogic hearing
instruments da GN Danavox. No primeiro projeto, a retroalimentação acústica foi identificada
tendo como base um sinal de prova externo enviado ao alto-falante. Com essa técnica é possível
alcançar um incremento de 10 dB no ganho máximo estável, mas, para preservar a qualidade do
som, o uso de sinal de prova externo é limitado. De forma geral esse tipo de sinal é utilizado para
inicializar o filtro adaptativo em uma banda limitada de frequência ou em baixas frequências.
Em outros aparelhos auditivos como por exemplo, GN ReSound Canta 4 e Canta 7, a polariza-
ção é reduzida mediante restrições na adaptação para evitar afastamentos significativos do vetor
de erro nos coeficientes, mas deve ter-se conhecimento a priori da resposta do caminho de retro-
alimentação, o que compromete o rastreamento de mudanças no caminho de retroalimentação.
Resumindo, a máxima amplificação disponível em aparelhos auditivos comerciais ainda é limi-
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tada. Portanto, existe uma forte demanda por técnicas de cancelamento adaptativo que permitam
estimar o caminho de retroalimentação sem comprometer o rastreamento ou a qualidade do som.
A seguir, analisa-se três das técnicas mais empregadas para o cancelamento adaptativo em
sistemas de aparelhos auditivos: a aplicação de retardos, a restrição nos coeficientes do filtro e
finalmente, a filtragem limitada da qual originou a estrutura escolhida para ser modelada neste
trabalho.
2.5 Aplicação de retardos
Dentro das técnicas adaptativas, a primeira solução é incluir alguma operação de descorre-
lação em cascata com o caminho direto. Idealmente a unidade de descorrelação remove parte
da correlação entre o sinal desejado x(n) e a entrada ao filtro adaptativo, como foi visto no
modelamento anterior, mas operações de descorrelação degradam a qualidade do som, fazendo
impossível a eliminação total da correlação [2]. A seguir será apresentada uma análise do efeito
do retardo em um sistema adaptativo aplicado a aparelhos auditivos e uma modelagem estatís-
tica será derivada.
A Fig.2.5 apresenta o diagrama em blocos de um sistema típico de cancelamento de retroalimen-
tação acústica em aparelhos auditivos. Nessa figura o sinal de entrada x(n), modelado como um
processo autoregressivo é o sinal desejado. O sistema linear invariante no tempo H com função
de transferência H(z) e um ruído branco gaussiano η(n) define um modelo paramétrico para
x(n). ζ(n) é um ruído branco de média zero requerido para a identificação do caminho de retro-
alimentação quando x(n) inclui componentes periódicas [6]. wo representa o caminho de retro-
alimentação e o retardo D corresponde ao atraso permitido para o aparelho auditivo com ganho
G. y1(n) representa o sinal no microfone, mic. O sinal u(n) representa a saída do alto-falante
do aparelho auditivo e a entrada ao filtro adaptativo. w(n) representa o estimador adaptativo
utilizado para prover um modelo que melhor represente o caminho de retroalimentação e wo.
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yˆ(n) representa a saída do filtro adaptativo, sendo uma estimativa do sinal y(n).
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Figura 2.5: Diagrama em blocos de um sistema típico de cancelamento adaptativo de retroali-
mentação em aparelhos auditivos
Observando a Fig. 2.5, é possível representar o problema de cancelamento de retroalimen-
tação acústica através de um esquema facilmente comparável com o problema mais usual de
identificação de sistemas, como mostra a Fig. 2.6.
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Figura 2.6: Representação do problema de cancelamento de retroalimentação acústica em apa-
relhos como um problema de identificação de sistemas
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2.5.1 Solução ótima
Para observar o efeito do retardo D sobre o comportamento da estrutura apresentada na
Fig. 2.6, primeiro obtém–se uma expressão para a solução ótima do sistema. Assim, considera-
se H(z) como um sistema AR com função de transferência
H(z) =
X(z)
η(z)
=
1
1 +
∑M
k=1 akz
−k
Os vetores utilizados nesta estrutura são:
u(n) = [u(n), u(n− 1), . . . , u(n−N + 1)]T vetor de entrada do sistema a identificar
w(n) = [w0(n), w1(n), . . . , wN−1(n)]
T vetor de coeficientes adaptativos
wo = [wo0, w
o
1, . . . , w
o
N−1]
T resposta impulsiva caminho de retroalimentação
sendo N o comprimento do filtro wo.
A análise a seguir mostra o efeito do retardo D e do fator de autocorrelação de x(n) na
redução da polarização da solução wˆ, correspondente ao ponto mínimo da superfície de desem-
penho definida pelo erro quadrático médio. Da Fig. 2.6,
e(n) = y1(n)− yˆ(n)
e(n) = y1(n)− uT (n)w(n) (2.5)
Então, deseja-se determinar a solução de Wiener para a minimização de E[e2(n)|w]. Assim,
segue direto de (2.5) que
e2(n) = y21(n)− 2y1(n)uT (n)w +wTu(n)uT (n)w
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Tomando o valor esperado da expressão anterior, obtém-se o valor quadrático médio de e(n):
E{e2(n)|w} = E{y21(n)} − 2E{y1(n)uT (n)}w +wTE{u(n)uT (n)}w (2.6)
Definindo
Ruu = E{u(n)uT (n)} e rT = E{y1(n)uT (n)}
e substituindo na equação (2.6), em que Jms = E{e2(n)|w}, obtém-se,
Jms = E{y21q(n)} − 2rTw +wTRuuw (2.7)
Derivando a equação (2.7) em relação a w, obtém-se:
wˆ = R−1uur (2.8)
Para expressar a relação entre a solução de Wiener (Equação (2.8)) e a resposta ao impulso
da planta física, wo, expande-se a expressão de r:
r = E{y1(n)u(n)} (2.9)
em que:
y1(n) = x(n) + u
T (n)wo (2.10)
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Substituindo a equação (2.10) em (2.9) tem-se que
r = E{x(n)u(n)}+ E{u(n)uT (n)}wo
r = E{x(n)u(n)}+Ruuwo
r = rxu(0) +Ruuw
o
(2.11)
Assim, usando (2.11) em (2.8) obtém-se:
wˆ = R−1uurxu(0) +w
o (2.12)
A equação (2.12) mostra que para obter uma solução não polarizada para wˆ, o valor da
correlação cruzada entre x(n) e u(n) deve ser nulo. Note que x(n) é o sinal alvo do aparelho
auditivo e u(n) é o sinal na entrada do filtro adaptativo. Se u(n) é descorrelacionado de x(n),
o princípio da ortogonalidade aplicado ao filtro adaptativo da Fig. 2.6 mostra que apenas y(n)
será cancelado por yˆ(n), eliminando assim a polarização da solução.
Procedendo a análise do diagrama em blocos da Fig. 2.6 tem-se que:
u(n) = ζ(n) + s(n)
u(n) = ζ(n) +Ge(n−D)
u(n) = ζ(n) +G{x(n−D) + y(n−D)− yˆ(n−D)}
(2.13)
em que
y(n−D) = uT (n−D)wo
yˆ(n−D) = uT (n−D)w(n)
(2.14)
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Substituindo (2.14) em (2.13), tem-se
u(n) = ζ(n) +G{x(n−D) + uT (n−D)wo − uT (n−D)w(n)}
= ζ(n) +Gx(n−D)−GuT (n−D)v(n)
(2.15)
em que, v(n) = w −wo é definido como vetor de erro nos coeficientes do filtro adaptativo,
Então, voltando à Equação (2.12), em que E{x(n)u(n)} determina a polarização, desde
(2.15) é possível observar a relação entre x(n) e u(n), onde o sinal x(n) é fortemente autocor-
relacionado. Assim, tem-se que o produto E{x(n)x(n − D)} é o termo que determina o efeito
do retardo D ∗
Para que o valor esperado de cada elemento do vetor [x(n)u(n)] seja desprezível, gerando uma
solução não polarizada para (2.12), é necessário que:
D ≫ Lc
em que Lc é função da duração da função de autocorrelação do sinal de entrada x(n). Uma
medida frequentemente utilizada para medir a memória de um sinal aleatório é o comprimento
de correlação, dado por [39]:
Lc =
1
rx(0)
∞∑
l=0
rx(l) =
∞∑
l=0
ρx(l) (2.16)
em que ρx(l) = rx(l)rx(0)
A análise apresentada em [3] é basicamente o único trabalho na literatura que apresenta
um modelo matemático para um sistema de redução adaptativa de retroalimentação acústica
em aparelhos auditivos, quando retardos são incorporados no caminho direto e no caminho de
∗ D que seria usado no projeto para complementar o atraso do caminho de retroalimentação D < Do e que Do
corresponde ao limiar de conforto sobre a polarização da solução.
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cancelamento. Dos resultados obtidos da modelagem em [3], observa-se que a quantidade de
retardo necessário para descorrelacionar os sinais está fortemente ligada ao comprimento de
correlação do sinal de entrada no microfone do aparelho, propriedade essa verificada na análise
anterior, Equação (2.16).
2.5.2 Exemplo
Neste exemplo é considerada a estrutura da Fig. 2.6, em que o ganho de aparelho é G = 3, o
coeficiente do filtro ideal é wo = 0,32, o passo de adaptação para o algoritmo LMS é µ = 0,001
e a potência do sinal ζ(n) é dada por σ2ζ = 10−5.
Para fins comparativos, duas entradas são utilizadas: ruído branco gaussiano (com retardo
D = 1 no caminho direto) e um sinal autocorrelacionado obtido de um processo AR de ordem
1, em que a1 = 0,9 e σ2x = 1. Para esse último sinal são considerados os retardos D =
5, 10, 11 e 18. Quando a entrada x(n) é ruído branco gaussiano independente dos outros sinais,
a polarização (ou desajuste) é completamente eliminada, e o efeito da retroalimentação pode ser
completamente cancelado. O valor de desajuste referente a esse caso será então considerado
como referência.
Para um processo AR de ordem 1, em que rx(l) = al1σ2x = al1rx(0), e assumido σ2x = 1, tem-se
a1 Lc
0,1 1,11
0,2 1,25
0,3 1,43
0,4 1,67
0,5 2,00
0,6 2,50
0,7 3,33
0,8 5,00
0,9 10,00
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Portanto, sabendo que a1 = 0,9, espera-se que quando Lc > 10, ou, da mesma forma,
quando D for superior a 10 amostras, a polarização da solução diminua.
O critério utilizado para determinar o desajuste é dado por:
ε(n) =
E{(w(n)− wo)T (w(n)− wo)}
wTo wo
(2.17)
em que ε(n) é a medida da polarização da solução de Wiener, dada pela diferença entre a esti-
mativa do filtro adaptativo e a solução ótima.
Os resultados de simulação para D = 18 são comparados com a predição obtida pelo modelo
proposto (2.12). No modelo avalia-se a polarização considerando sinais escalares. De (2.12)
temos que:
wˆ − wo = ru(0)−1rxu(0)
então,
ε =
(
rxu(0)
ru(0)wo
)2
em que rxu(0) e ru(0) são obtidos do Apêndice B. Como a correlação cruzada rxu(0) e a auto-
correlação ru(0) dependem do valor de ε, utiliza-se o Método de Newton-Raphson para a sua
avaliação. Na Fig. 2.7 o desajuste, ε, é traçado em dB.
A Fig. 2.7 mostra os resultados obtidos e calculados para o desajuste em regime permanente
considerando entrada ruído branco e ruído colorido. Como pode ser observado, se o sinal de en-
trada ao aparelho auditivo x(n) é ruído branco gaussiano e descorrelacionado, é possível obter
uma solução não polarizada sempre que no caminho de retroalimentação exista um retardo de
pelo menos uma amostra. No entanto, no caso de um sinal x(n) correlacionado, retardos supe-
riores ao comprimento da correlação deverão ser aplicados para que a polarização seja reduzida
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Figura 2.7: Desajuste para entrada ruído branco e ruído colorido, para diferentes valores de
retardos (D). Sinal gerado a partir de um processo AR1. G = 3; a = 0,9
a níveis aceitáveis de maneira a não produzir desconforto ao usuário . Observa–se na curva
D = 18, o total acordo entre a simulação e o modelo proposto em regime permanente.
2.6 Adaptação restringida [2]
Nessa técnica a adaptação do cancelador baseia-se no conhecimento a priori do caminho de
retroalimentação, utilizando adaptação restringida ou de banda limitada. Em [23] a polarização
é reduzida mediante restrições na adaptação. Os coeficientes do filtro adaptativo w(n), não se
podem desviar dos coeficientes de um filtro de referência wref , os quais são medidos durante o
processo de inicialização por meio de um sinal de prova (ruído).
Considere um sistema adaptativo típico para o cancelamento da retroalimentação como o
apresentado na Fig. 2.6. Para impor a restrição é adicionado um termo à função objetivo do
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cancelador. Assim, da equação (2.5) tem-se
e2(n) = (y(n)− uT (n)w(n))2 + κ(w(n)−wref)T (w(n)−wref) (2.18)
em que o termo multiplicado por κ penaliza os desvios de w(n) en relação a wref .
Fazendo Jms = E{e2(n)|w}, tem–se,
Jms = E{y2(n)} − 2rTw +wTRuuw + κ(w −wref)T (w −wref)
em que r = E{y(n)u(n)} e Ruu = E{u(n)uT (n)}.
Assim, para o algoritmo LMS em que a equação de atualização dos coeficientes do filtro é
dada por w(n+ 1) = w(n)− 1
2
µ∇ˆJms e ∇ˆJms = ∂e
2(n)
∂w(n)
, tem–se
w(n + 1) = w(n) + µ[u(n)e(n)− κ(w −wref)] (2.19)
De (2.19) observa–se a penalização na atualização dos coeficientes quando é aplicado o
algoritmo LMS, mas a restrição é imposta para um caminho de retroalimentação fixo wref .
Como foi exposto anteriormente, a retroalimentação acústica é altamente variante no tempo.
Assim, esta técnica compromete a capacidade de rastreamento do sistema adaptativo.
2.7 Filtragem limitada em frecuência.
Outra técnica é a filtragem limitada em frequência. Essa técnica considera que a energia do
sinal desejado se concentra nas baixas frequências, enquanto que a retroalimentação acústica
ocorre em altas frequências [20], faixa em que a maioria dos usuários de aparelhos aditivos
apresentam uma menor audição. Essa técnica adapta o cancelador de retroalimentação somente
na faixa das altas frequências, assim espera-se cancelar mais eficiente e que introduza uma
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distorção menor [19].
A Fig. 2.8 apresenta o diagrama de blocos de um cancelador em banda limitada. Os filtros
B1(n) e B2(n) são usualmente filtros passa–alta e passa-banda respectivamente, de modo que
todas as frequências críticas (onde acontece a retroalimentação) serão preservadas enquanto que
o sinal desejado é removido. O filtro B1(n) no caminho do cancelador de retroalimentação
limita o cancelamento da retroalimentação na banda de frequências de interesse, impedindo que
componentes do sinal desejado sejam distorcidas pelo cancelador w(n). wˆ(n) e wc correspon-
dem à estimativa da retroalimentação e a um filtro fixo, cópia do filtro w(n) respectivamente. A
função a minimizar é dada por:
E{e2f (n)} = [yf(n)− uTf (n)w(n)]2 (2.20)
em que yf(n) = yT (n)B2(n), uf(n) = uTB(n)B2(n) e uB(n) = uT (n)B1(n). Fazendo
Jms = E{e2f(n)|w} tem–se,
Jms = E{y2f(n)} − 2rfTw +wTRufufw
em que, rf = E{yf(n)uf(n)} e Rufuf = E{uf (n)uTf (n)}. Assim, para o algoritmo LMS em
que w(n+ 1) = w(n)− 1
2
µ∇ˆJms e ∇ˆJms = −2rf + 2Rufufw, se terá
w(n + 1) = w(n) + µ[uf(n)ef (n)] (2.21)
Contudo, a especificação da largura de banda dos filtros depende das frequências de os-
cilação para diferentes aparelhos auditivos e diferentes usuários, isto torna a aplicação téc-
nica incômoda no uso prático [2]. Uma nova estrutura apresentada em [6] considera o filtro
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Figura 2.8: Cancelamento da retroalimentação em banda limitada com algoritmo X filtrado
B1(n) = 1 e os sinais u(n) e e(n) branqueados por um filtro adaptativo de erro de predição. A
predição linear remove a correlação existente entre os sinais de entrada do aparelho auditivo e
o sinal desejado, reduzindo a polarização. Originalmente, a ideia de prebranqueamento já foi
proposta em [40] para melhorar a convergência do algoritmo LMS em um sistema de identifi-
cação de sistemas. O prebranqueamento adaptativo reduz a autocorrelação de sinais de entrada
coloridos e, portanto, a dispersão do autovalores da matriz de correlação da entrada. No caso
do cancelamento da retroalimentação, prebranqueando o sinal de entrada ao filtro adaptativo
e o sinal de erro, também se reduzirá a polarização, evitando assim a limitação dos filtros em
frequência. Simulações em [6] tem demonstrado que essa nova estrutura apresenta melhor de-
sempenho, quando comparada com outras soluções adaptativas. Com base nessas análises a
estrutura proposta em [6] será o foco da modelagem estatística nesta tese.
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2.7.1 Conclusões
Esse capítulo apresentou uma breve descrição matemática do problema de cancelamento de
retroalimentação acústica em aparelhos auditivos. As técnicas mais utilizadas foram revisadas.
O efeito do retardo, a restrição aos coeficientes e a filtragem adaptativa foram avaliadas.
Em particular, foi apresentado o efeito de polarização da solução adaptativa, que ocorre
devido à correlação existente entre o sinal desejado e o sinal de referência do filtro adaptativo.
A análise e modelagem apresentada quantifica o efeito de polarização em função do atraso D
existente no caminho direto de amplificação do aparelho auditivo.
Os resultados apresentados nesse capítulo mostram que um atraso D ≥ 1 no caminho direto
é suficiente para um bom desempenho da estrutura no caso de sinais de entrada descorrela-
cionados. No caso de sinais correlacionados, a solução fornecida pelo algoritmo adaptativo é
polarizada. Essa polarização diminui com o aumento do retardo D no caminho direto. Em
geral, retardos superiores ao comprimento de correlação do sinal desejado são necessários para
um desempenho aceitável. Tal desempenho, no entanto, pode ainda ficar muito além do que
poderia ser obtido com a eliminação completa da correlação entre os sinais desejado e de refer-
ência (caso de x(n) ruído branco). Os resultados experimentais concordam com o desempenho
previsto pela modelagem analítica desenvolvida.
De acordo com a literatura [9], aparelhos auditivos comerciais registram um retardo no pro-
cessamento entrada-saída de 1,1 a 11,2 ms†. Esse tipo de retardo, no entanto, é percebido pelo
usuário como distúrbio. A tolerância a esse distúrbio depende do nível de perda auditiva do
indivíduo. Pesquisas mostram que usuários de aparelhos auditivos com menor perda auditiva
tendem a ser mais sensíveis aos incômodos causados pelos retardos no processamento do que
em usuários com perdas moderadas ou severas [41].
Da revisão apresentada, verfica–se a importância de analisar e modelar a estrutura proposta
em [6], a qual apresenta melhor desempenho no cancelamento da retroalimentação. O próximo
† Aproximadamente 8 a 89 amostras, com frequência de amostragem de 8kHz
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capítulo inicia o estudo do comportamento dessa estrutura adaptativa que incorpora uma etapa
de predição adaptativa. Essa etapa tem como finalidade modelar o sinal desejado de forma a
branqueá-lo antes de sua aplicação no algoritmo adaptativo.
Capítulo 3
Comportamento médio dos coeficientes
3.1 Introdução
Para o cancelamento da retroalimentação, soluções adaptativas são preferidas considerando
que o caminho de retroalimentação tende a sofrer mudanças quando o aparelho auditivo é uti-
lizado. Diversos algoritmos e estruturas têm sido propostos, como foi exposto ao final do
Capítulo 1 e 2. Uma importante estrutura proposta [6], que considera dois filtros adaptativos
operando simultaneamente tem levado a melhores desempenhos. Neste capítulo é analisado o
comportamento médio dos coeficientes para esta estrutura (Fig. 3.2). Equações recursivas em
termos de momentos até de segunda ordem são apresentadas. Os modelos propostos são com-
parados com os resultados da simulação obtendo um excelente desempenho.
3.2 Formulação do problema
Fig. 3.1 mostra o diagrama em bloco do sistema de cancelamento da retroalimentação acús-
tica proposto em [6]. x(n) é o sinal desejado. O sistema invariante no tempo H com função
de transferência H(z) e um ruído branco gaussiano η(n) definem um modelo paramétrico para
x(n). Tal modelo é frequentemente empregado para o estudo do cancelamento da retroalimen-
tação acústica em aparelhos auditivos que utilizam o método direto de identificação de laço
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fechado [6], [24], [28]. ζ(n) é um ruído branco de média-zero requerido para a identificação
do caminho de retroalimentação quando x(n) inclui componentes periódicos [6]. wo é o cami-
nho de retroalimentação a ser identificado. w(n) é o estimador adaptativo de wo. e(n) e u(n),
respectivamente, são os sinais de entrada e saída do aparelho auditivo, o qual é modelado por
um ganho G e um retardo D. wc é o filtro de estimação da retroalimentação implementado no
caminho do sinal. wc é periodicamente atualizado com os coeficientes do filtro adaptativow(n)
seguindo alguma regra de atualização [6]. O filtro preditor q(n) processa e(n) antes de seu uso
pelo algoritmo adaptativo. Uma cópia do filtro q(n) é também aplicada a u(n).
Nessa Tese assume-se um modelo simplificado para o caminho direto composto por um
ganho constante G e um retardo D. Esse modelo tem sido tipicamente empregado na análise do
cancelamento da retroalimentação acústica em aparelhos auditivos, e tem levado a bons resul-
tados no modelamento [26, 3, 42]. Um ganho constante representa na verdade o pior caso para
o estudo da polarização na solução do filtro adaptativo, já que isto maximiza a correlação es-
tatística entre os sinais x(n) e u(n). Outra consideração simplificadora feita neste estudo, assim
como em todos os estudos existentes na literatura, é a de que o sinal x(n) é estacionário. Essa
hipótese é frequentemente utilizada na análise de sistemas que processam sinais de voz, com
o objetivo de viabilizar a análise. Apesar da simplificação, os resultados obtidos desta forma
são bastante úteis no estabelecimento de diretrizes de projeto. Além disso, no presente caso,
o estudo do comportamento do sistema adaptativo deve preocupar-se primordialmente com o
período transitório, isso porque, devido justamente à não estacionaridade dos sinais reais de en-
trada, não faz sentido esperar o regime permanente de w(n) para atualizar o filtro wc. Assim,
no caso de sinais de voz, por exemplo, as atualizações de wc são feitas a intervalos inferiores
ao período de quase estacionaridade de x(n), portanto, a hipótese de que o sinal de entrada é
estacionário no período de interesse é bastante aceitável.
Mesmo com as hipóteses simplificadoras discutidas acima, a análise do comportamento do
sistema adaptativo da Fig. 3.1 representa um grande desafio matemático porque o sinal e(n)
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é não estacionário durante todo o período de adaptação de w(n) e de q(n), mesmo que os
sinais x(n) e u(n) sejam estacionários. Felizmente, características próprias do sistema físico
em questão e da técnica de implementação do sistema eletrônico permitem a utilização de
um sistema modificado no processo de análise, sem que isso afete significativamente a exati-
dão da modelagem do comportamento do sistema em condições de operação. No apêndice A
mostramos que, para condições típicas de operação de sistemas de cancelamento de retroalimen-
tação acústica em aparelhos auditivos, a análise do sistema da Fig. 3.1 realizando a adaptação
do preditor que atua sobre o sinal u(n), com cópia dos coeficientes para o preditor que processa
e(n), leva a modelos que prevêem, com apurada exatidão, o comportamento do sistema original.
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Figura 3.1: Diagrama em blocos de um sistema de cancelamento de retroalimentação acústica
para aparelhos auditivos. (O que está dentro da linha pontilhada representa o aparelho auditivo)
O sistema na Fig. 3.1 é redesenhado na Fig. 3.2 como um problema de identificação de
sistemas, já considerando a adaptação do preditor que atua sobre u(n). O subsistema na parte
superior (acima da linha pontilhada) opera como um sistema estacionário durante a adaptação
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Figura 3.2: Estrutura para o cancelamento da retroalimentação acústica em aparelhos auditivos.
Modificado de [6].
da parte inferior ∗.
A estrutura na Fig. 3.2 é a mesma que a proposta por [6] exceto pela localização do preditor
adaptativo. Em [6] a adaptação do preditor foi aplicado ao sinal de erro e(n) e copiado ao filtro
u(n).
Dadas certas condições, a estrutura em Fig. 3.1 pode prover uma identificação não polarizada
do caminho de retroalimentação. É mostrado em [6], que e(n) convergem a x(n) e o filtro
adaptativo PEF (do inglês Predictor Error Filter) aplicado a e(n) converge a H−1, se x(n) for
um processo autoregressivo.
∗ Assume-se um caminho de retroalimentação estacionário nesta análise. Assim, nós assumimos que, mudanças
no caminho de retroalimentação acontecem lentamente, se comparado com a velocidade de convergência do filtro
adaptativo. Também se assume que transientes, devido a atualizações em wc, são muito mais curtos que o tempo de
convergência do filtro, portanto os sinais u(n) e y1(n) são considerados estacionários durante a adaptação de w(n)
e q(n).
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3.2.1 Solução de Wiener para o estimador w
Para derivar a expressão para o estimador ótimo w, assume-se w e q fixos na Fig. 3.2.
Usando o subscrito q para nos referirmos ao sinal filtrado por q(n),
eq(n) = y1q(n)− yˆq(n) (3.1)
Escrevendo o vetor de coeficientes do PEF como q = [1 pT ]T , temos yˆq(n) = yˆ(n)+
∑M
i=1 piyˆ(n−
i) = uTq (n)w, em que M é a ordem do filtro preditor com uq(n) = [uq(n), · · · , uq(N − 1)]T e
N a ordem do filtro estimador. Assim,
eq(n) = y1q(n)−
(
yˆ(n) +
M∑
i=1
piyˆ(n− i)
)
eq(n) = y1q(n)− uTq (n)w
(3.2)
Tomando a esperança de (3.2), nós temos
E{e2q(n)} = E{y21q(n)} − 2E{y1q(n)uTq (n)}w +wTE{uq(n)uTq (n)}w (3.3)
Definindo Ruquq = E{uq(n)uTq (n)} e rq = E{yq1(n)uq(n)} leva a
E{e2q(n)} = Jms(n) = E{y21q(n)} − 2rTq (n)w +wTRuquq(n)w (3.4)
Minimizando (3.4) respeito de w e resolvendo para w leva à solução de Wiener para w = wˆ,
assim
wˆ = R−1uquqrq (3.5)
Usando yq1(n) = xq(n) + uTq (n)wo com xq(n) = qTx(n) nas expressões de rq leva a
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wˆ = R−1uquqE{xq(n)uq(n)}+wo (3.6)
o qual mostra que a solução polarizada† é controlada pelo vetor de correlação cruzada E{xq(n)uq(n)}
e pela matriz de autocorrelaçãoRuquq . Note que (3.6) foi derivada para um vetor genérico q, em
que o mesmo filtro q é aplicado a u(n) e e(n). Supondo que q corresponde ao preditor de e(n),
foi demonstrado em [6] que este preditor é de fato o preditor de x(n), e assim, xq(n) será branco
para n → ∞ e (idealmente) não correlacionado com uq(n). Se q corresponde ao preditor de
u(n) como na estrutura da Fig. 3.2, então uq(n) será branco quando n→∞ e (idealmente) não
correlacionado com xq(n). Em ambos casos, E{xq(n)uq(n)} tende idealmente a zero, elimi-
nando a polarização na solução de Wiener.
3.2.2 Simulações referentes ao posicionamento do PEF.
As figuras 3.3 e 3.4 mostram resultados de simulação de Monte Carlo (MC) para os com-
portamentos médio do preditor e médio quadrático do estimador (MSD)‡ das estruturas dadas
nas figuras 3.1 e 3.2.
Para comparar o comportamento de ambas as estruturas, diferentes tamanhos de passos pre-
cisam ser utilizados para o filtro preditor, devido à potência dos sinais de entrada. No caso da
Fig. 3.1 o sinal de entrada ao PEF é e(n) e para o sistema modificado, Fig. 3.2, u(n). Ambos
os sinais, e(n) e u(n) correspondem, respectivamente, à entrada e saída do aparelho auditivo.
Idealmente Pu = G2Pe, em que G é o ganho do aparelho e Pu e Pe são as potências dos sinais
u(n) e e(n) respectivamente. Assim, na estrutura modificada usamos ρ = 0,001 e na Fig. 3.1
ρe = G
2ρ.
Nas simulações se usa o algoritmo LMS, com wo correspondente às primeiras 20 amostras
de um caminho de retroalimentação medido em um aparelho auditivo e H(z) = 1/(1−1,5z−1+
† A expressão (3.6) da polarização é válida para um valor fixo de w e q. No esquema adaptativo, a polarização
será aproximada porRuquq (n)−1E{xq(n)uq(n)}. ‡ Do inglês Mean Square Deviation, E{‖w(n)−wo‖2}
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z−2 − 0,25z−3) [43]. Tamanhos de passo iguais a 10−4 foram usados para o estimador LMS,
σ2η = 0,1875 e σ
2
ζ = 10
−5
. Observe que em condições típicas de operação o comportamento
do sistema modificado prevê, com exatidão, o comportamento do sistema original dado em [6],
tanto nas fases transiente como na permanente.
0 5 10 15
−14
−12
−10
−8
−6
−4
−2
0
2
M
SD
(dB
)
PEF aplicado a e(n)
PEF aplicado a u(n)
iterações×103
Figura 3.3: Desvio médio quadrático do estimador usando o filtro preditor em e(n) e em u(n).
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Figura 3.4: Comportamento médio dos coeficientes do filtro preditor com PEF aplicado a e(n)
e em u(n).
3.3 Comportamento médio para o sistema adaptativo LMS
Nesta seção o comportamento médio dos coeficientes dos filtros adaptativos da estrutura
dada na Fig. 3.2 é derivado. A seguinte análise assume que o sistema e os sinais da parte su-
perior na Fig. 3.2 são estacionários. Essa hipótese deriva-se do modelo de entrada empregado
em [6], em que se assume que w(n) será copiado em wc seguindo alguma regra de atualiza-
ção. Assim, entre cópias de w(n) a wc, a parte superior da estrutura é invariante no tempo. Se
assumirmos que cópias de w(n) a wc são feitas entre intervalos de quase–estacionaridade do
sinal de entrada x(n), os sinais x(n) e u(n) podem ser assumidos como estacionários na análise.
Essa hipótese é levada em conta na derivação do modelo para o comportamento em estado tran-
siente do algoritmo, assim como a atualização de wc deverá ser feita antes da convergência de
w(n). Outra hipotése utilizada é a de que os filtros adaptativos q(n) e w(n) variam lentamente.
Resultados de simulação mostram que essa hipótese tem um pequeno impacto na exatidão dos
modelos analíticos derivados a seguir.
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3.3.1 Comportamento médio dos coeficientes do estimador
A equação de atualização do LMS para o estimador na Fig. 3.2, é dada por,
w(n + 1) = w(n)− 1
2
µ∇Jms (3.7)
em que, minimizando (3.4) com relação a w tem–se,
∇Jms = −2rq + 2Ruquqw
Considerando como em [34] para rq e Ruquq as estimativas instantâneas, temos
Rˆ(n) = uq(n)uq(n)
T
rˆq(n) = y1q(n)uq(n)
Portanto podemos escrever
∇ˆJms(n) = −2y1q(n)uq(n) + 2uq(n)uq(n)Tw (3.8)
Logo, substituindo a equação (3.8) em (3.7) obtém-se
w(n+ 1) = w(n) + µuq(n)
[
y1q(n)− uq(n)Tw
]
Considerando a equação (3.2) e aplicando-a na expressão anterior, tem-se que a equação de
atualização dos coeficientes do estimador é dada por:
w(n+ 1) = w(n) + µuq(n)eq(n)
Considera–se as ordens N e M para o estimador e o PEF, respectivamente. Definindo o
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vetor de coeficientes N × 1 como v(n) = w(n)−wo, temos que:
v(n+ 1) = v(n) + µeq(n)uq(n) (3.9)
em que eq(n) = qT (n)e(n) com e(n) = [e(n), . . . , e(n−N+1)]T , uq(n) = [uq(n), . . . , uq(n−
N + 1)]T , sendo µ o tamanho do passo de adaptação do estimador.
Assumindo uma adaptação lenta de q(n) e w(n), podemos usar a aproximação w(n) ≈
. . . ≈ w(n−N + 1) [40]. Sob esta aproximação,
e(n) = x(n)−U(n)v(n), (3.10)
em que U(n) é uma matriz, M ×N com colunas u(n), · · · , u(n−N + 1). Assim, eq(n) pode
ser escrito como:
eq(n) = xq(n)− uTq (n)v(n) (3.11)
Usando (3.11) em (3.9), tomando a esperança e assumindo independência entre uquTq (n) e
v(n) [44] temos que,
E
{
v(n+ 1)
}
= E
{
v(n)
}− µ
α︷ ︸︸ ︷
E
{
uq(n)u
T
q (n)
}
E
{
v(n)
}
+ µE
{
xq(n)uq(n)
}︸ ︷︷ ︸
β
(3.12)
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em que
q(n) = [1 pT (n)]
uq(n) = u(n) +
M∑
i=1
pi(n)u(n− i) com u(n− i) = [u(n− i), . . . , u(n− i−N + 1)]T
xq(n) = x(n) +
M∑
j=1
pj(n)x(n− j)
(3.13)
Desprezando as flutuações de p(n) e as correlações entre p(n), u(n) e x(n) (adaptação lenta),
as i–ésimas componentes de α e β, i = 0, . . . , N − 1, em (3.12) são dadas por
αi(n) ≈
N−1∑
j=0
E
{
uq(n− i)uq(n− j)vj(n)
}
for 0 ≤ i ≤ N − 1
=
N−1∑
j=0
M∑
k=0
M∑
l=0
E
{
qk(n)ql(n)u(n− i− k)u(n− j − l)vj(n)
}
=
N−1∑
j=0
M∑
k=0
M∑
l=0
E
{
qk(n)
}
E
{
ql(n)
}
ru(l + j − i− k)E
{
vj(n)
}
(3.14)
e
βi(n) =
M∑
j=0
M∑
k=0
E
{
qj(n)}E
{
qk(n)}rxu(k + i− j) (3.15)
em que ru(l) = E[u(n)u(n − l)], rxu(l) = E[x(n)u(n − l)], q0(n) = 1 e qℓ(n) = pℓ(n) para
ℓ = 1, . . . ,M .
As equações (3.14) e (3.15) foram escritas em função do vetor q(n) para simplificar a apresen-
tação.
Substituindo (3.14) e (3.15) em (3.12) completa o modelo para E{v(n+ 1)}. As expressões
para ru(l) e rxu(l) são derivadas no Apêndice B. Esse modelo requer uma equação recursiva
para q(n), a qual é derivada na sequência.
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3.3.2 Comportamento médio dos coeficientes do preditor
A equação de atualização para o preditor é dada por
p(n + 1) = p(n)− ρuq(n)u(n− 1), (3.16)
em que u(n−1) = [u(n−1), . . . , u(n−M)]T , uq(n) = u(n)+p(n)Tu(n−1) e ρ é o tamanho
do passo do PEF. Assim,
p(n+ 1) = p(n)− ρu(n)u(n− 1)− ρu(n− 1)u(n− 1)Tp(n) (3.17)
Tomando a esperança sob a hipótese de uma lenta adaptação, temos que
E
[
p(n+ 1)
]
=
[
I − ρRuu(0)
]
E
[
p(n)
]− ρru(1) (3.18)
com Ruu(0) = E
[
u(n− 1)u(n− 1)T ] e ru(1) = E[u(n)u(n− 1)].
Assim, com as expressões matemáticas (3.12) e (3.18) modelos para o comportamento dos
filtros estimador e preditor foram derivados. Na próxima seção, resultados de simulação são
apresentados para verificar a acurácia dos modelos.
3.3.3 Resultados de simulação
Esta seção apresenta simulações de Monte Carlo (MC) para verificar os modelos teóricos
derivados em (3.12) e (3.18). Os parâmetros utilizados no exemplo são: µ = 0,001, ρ = 0,001,
σ2x = 1 (usando σ2η = 0,1875), σ2ζ = 10−5, D = 15 e H(z) = 1/(1− 1,5z−1 + z−2 − 0,25z−3)
(assim o preditor é po = [−1,5; 1;−0,25]T ).
O caminho de retroalimentação é dado porwo = [−0,0016 0,0016 0,0046 0,0502 −0,0691]T ,
o qual corresponde às primeiras 5 amostras de uma resposta real do caminho de retroalimen-
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tação. As figuras 3.5 e 3.6 mostram, respectivamente, os resultados teóricos obtidos para o
comportamento médio dos filtros estimador e preditor. As curvas suaves demonstram o com-
portamento dos coeficientes obtidos utilizando (3.12), (3.18), (B.7), (B.9) e (B.10). As curvas
irregulares são obtidas para as simulações MC promediados sobre 150 realizações. Esses resul-
tados mostram um excelente acordo entre os resultados de simulação e o modelo teórico, tanto
em estado transiente quanto em regime permanente.
Observe que a Fig. 3.6 mostra uma leve diferença entre o modelo e a simulação. Uma lenta
adaptação foi assumida no desenvolvimento do modelo para o PEF (3.18), mas nesse exemplo
um passo de adaptação de ρ = 0,001 foi considerado. Para passos menores, modelo e simulação
mostram um excelente acordo como se observa na Fig. 3.7.
A seguir é apresentado um modelo para o comportamento médio dos coeficientes no preditor
em que a teoria da independência nas primeiras análises são evitadas. Melhoras podem ser
notadas no modelo para passos maiores, observe o exemplo 3.4.2.
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Figura 3.5: Desajuste nos coeficientes do filtro estimador
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Figura 3.6: Desajuste nos coeficientes no filtro preditor para ρ = 0,001
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Figura 3.7: Desajuste nos coeficientes no filtro preditor para ρ = 0,0001
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3.4 Novo modelo para o comportamento médio do PEF
O modelo anteriormente proposto para o filtro preditor, considera uma adaptação lenta e sua
análise baseia-se na teoria da independência. No entanto, observa–se na Fig. 3.6 uma pequena
diferença entre o modelo teórico e as simulações. Para grandes passos de adaptação, esta difer-
ença será maior. A seguir deriva-se um novo modelo para o comportamento do PEF, evitando,
na medida do possível, utilizar a teoria da independência.
Para um filtro preditor a equação de atualização dos coeficientes é dada por
p(n+ 1) = p(n)− ρuq(n)u(n− 1) (3.19)
em que uq(n) = u(n) + pT (n)u(n− 1) e u(n− 1) = [u(n− 1), . . . , u(n−M)]T
Substituindo uq(n) na equação (3.19), obtém–se
p(n+ 1) = p(n)− ρu(n)u(n− 1)− ρu(n− 1)uT (n− 1)p(n) (3.20)
Denotando ǫ(n) = p(n)− po e inserindo em (3.20) passamos a ter,
ǫ(n+ 1) = [I − ρu(n− 1)uT (n− 1)]ǫ(n)− ρu(n)u(n− 1)− ρu(n− 1)uT (n− 1)po
(3.21)
De [34] considera–se ǫ(n) = ǫ0(n) + ǫ1(n) + ǫ2(n), assim
ǫ(n+1) =
[
I−ρu(n−1)uT (n−1)][ǫ0(n)+ǫ1(n)+ǫ2(n)]−ρu(n)u(n−1)−ρu(n−1)uT (n−1)po
AssumindoP (n) = u(n−1)uT (n−1)−Ruu(0), em queRuu(0) = E{u(n−1)uT (n−1)}
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e substituindo u(n− 1)uT (n− 1) = P (n) +Ruu(0) em (3.21), leva
ǫ(n+ 1) =
[
I − ρRuu(0)
]
ǫ(n)− ρu(n)u(n− 1)− ρu(n− 1)uT (n− 1)po − ρP (n)ǫ(n)
(3.22)
em que,
ǫ0(n+ 1) = (I − ρRuu(0))ǫ0(n)− ρu(n)u(n− 1)− ρu(n− 1)uT (n− 1)po
ǫ1(n+ 1) = (I − ρRuu(0))ǫ1(n)− ρP (n)ǫ0(n)
ǫ2(n+ 1) = (I − ρRuu(0))ǫ2(n)− ρP (n)ǫ1(n)
(3.23)
O valor esperado de ǫ(n+1) é dado por E
{
ǫ(n+1)
}
= E
{
ǫ0(n+1)+ǫ1(n+1)+ǫ2(n+1)
}
em que,
E
{
ǫ0(n+ 1)
}
= (I − ρRuu(0))E
{
ǫ0(n)
}− ρru(1)− ρRuu(0)po
E
{
ǫ1(n+ 1)
}
= (I − ρRuu(0))E
{
ǫ1(n)
}− ρE{P (n)ǫ0(n)}
E
{
ǫ2(n+ 1)
}
= (I − ρRuu(0))E
{
ǫ2(n)
}− ρE{P (n)ǫ1(n)}
(3.24)
e ru(1) = E
{
u(n)u(n− 1)}.
A seguir determinan–se os valores esperados para E
{
P (n)ǫ0(n) e E
{
P (n)ǫ1(n).
3.4.1 Valores esperados E
{
P (n)ǫi(n)
}
, para i = 0, 1, 2
Resolvendo para E
{
P (n)ǫ0(n)
}
Considere,
ǫ0(n) = (I − λR)ǫ0(n− 1)− λu(n− 1)u(n− 2)− λu(n− 2)uT (n− 2)po
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em que R = Ruu(0), só para simplificar a apresentação da equação, assim
E
{
P (n)ǫ0(n)
}
= E
{
P (n)
[
(I − λR)ǫ0(n− 1)− λu(n− 1)u(n− 2)− λu(n− 2)uT (n− 2)po
]}
= E
{
P (n)[I − λR]ǫ0(n− 1)
}
− λE
{
P (n)u(n− 1)uT (n− 2)
}
− λE
{
P (n)u(n− 2)uT (n− 2)po
}
(3.25)
• Análise da primeira parcela da equação (3.25)
E
{
P (n)[I − λR]ǫ0(n− 1)
}
= −E
{[
u(n− 1)uT (n− 1)−R][ǫ0(n− 1)− λRǫ0(n− 1)]}
= −E{ǫ0(n− 1)u(n− 1)uT (n− 1)}−RE{ǫ0(n− 1)}
− λRE{ǫ0(n− 1)u(n− 1)uT (n− 1)}+ λR2E{ǫ0(n− 1)}
Assumindo a teoria da independência
E
{
P (n)[I − λR]ǫ0(n− 1)
}
= RE
{
ǫ0(n− 1)
}−RE{ǫ0(n− 1)}− λR2E{ǫ0(n− 1)}
+ λR2E
{
ǫ0(n− 1)
}
= 0
• Análise da segunda parcela da equação (3.25)
E
{
P (n)u(n− 1)u(n− 2)} = E{[u(n− 1)uT (n− 1)−R]u(n− 1)uT (n− 2)}
= E
{
u(n− 1)uT (n− 1)u(n− 1)uT (n− 2)}
−RE{u(n− 1)uT (n− 2)}
= E
{
u(n− 1)uT (n− 1)u(n− 1)uT (n− 2)}−Rru(1)
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ru(1) = [ru(1), ru(2), · · · , ru(M)]T
• Análise da terceira parcela da equação (3.25)
E
{
P (n)u(n− 2)u(n− 2)po} = E{[u(n− 1)uT (n− 1)−R]u(n− 2)uT (n− 2)}
= E
{
u(n− 1)uT (n− 1)u(n− 2)uT (n− 2)po}
−RE{u(n− 2)uT (n− 2)po}
= E
{
u(n− 1)uT (n− 1)u(n− 2)uT (n− 2)}E{po}−R2E{po}
Os valores de quarta ordem são determinados no Anexo A. Assim a equação (3.25) é dada por:
E
{
P (n)ǫ0(n)
}
= −λ[ru(0)ru(1) +R1ru(0) +R21E{po}+R1tr(R1)] (3.26)
em que, ru(0) = [ru(0), · · · , ru(M − 1)]T e R1 = E
{
u(n− 1)uT (n− 2)}
Resolvendo para E
{
P (n)ǫ1(n)
}
Considere
ǫ1(n) = (I − λR)ǫ1(n− 1)− λP (n− 1)ǫ0(n− 1)
assim,
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E
{
P (n)ǫ1(n)
}
= E
{
P (n)
[
(I − λR)ǫ1(n− 1)
− λ2P (n)P (n− 1)ǫ0(n− 1)
}
= E
{[
u(n− 1)uT (n− 1)−R][ǫ1(n− 1)− λRǫ1(n− 1)]
− λ2P (n)P (n− 1)ǫ0(n− 1)
}
= E
{
u(n− 1)uT (n− 1)ǫ1(n− 1)
}− λRE{u(n− 1)uT (n− 1)ǫ1(n− 1)}
−RE{ǫ1(n− 1)}+ λR2E{ǫ1(n− 1)}− λ2E{P (n)}{P (n− 1)ǫ0(n− 1)}
(3.27)
Assumindo teoria da independência,
E
{
P (n)ǫ1(n)
}
= RE
{
ǫ1(n− 1)
}− λR2E{ǫ1(n− 1)}
−RE{ǫ1(n− 1)}+ λR2E{ǫ1(n− 1)}
− λ2E{u(n− 1)uT (n− 1)−R}E{P (n− 1)ǫ0(n− 1)}
= 0
(3.28)
De (3.27) se conclui que E{P (n)ǫ2(n)} = 0, então utilizando-se os resultados e inserindo
(3.26) e (3.28) na equação (3.23) e a seguir aplicando-se (3.22), finalmente se obtém,
E
{
ǫ(n+ 1)
}
=
[
I − ρRuu(0)
]
E
{
ǫ(n)
}− ρ[ru(1) +Ruu(0)po]
+ ρ2
[
Ruu(1)ru(0) + ru(0)tr(Ruu(1)) +Ruu(1)
2
po +Ruu(1)tr(Ruu(1))p
o
]
(3.29)
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Figura 3.8: Desajuste nos coeficientes do filtro preditor.
em que, ǫ(n) = p(n)− po
3.4.2 Resultados de Simulação
Nesta seção apresentam–se simulações MC para verificar o novo modelo proposto para o
PEF. Os parâmetros utilizados são os mesmos do exemplo 3.3.3 em que µ = 0,001, σ2x = 1
(usando σ2η = 0,1875), σ2ζ = 10−5 e H(z) = 1/(1− 1,5z−1 + z−2 − 0,25z−3) (assim o preditor
ótimo é po = [−1,5; 1;−0,25]T ). A diferença do exemplo 3.3.3 é que agora considera-se um
passo de adaptação maior para o preditor, ρ = 0,0085. A Fig. 3.8 mostra o comportamento
médio dos coeficientes do preditor e as simulações MC promediada sobre 150 realizações. Esses
resultados mostram o excelente acordo entre os resultados de simulação e os teóricos dados por
(3.29), quando comparados com o modelo dado em (3.18).
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Figura 3.9: Resposta impulsivawo utilizada em todos os exemplos dessa Tese. Para os exemplos
são consideradas as N como primeiras amostras dessa resposta de wo.
3.4.3 Modelo de voz
Nos aparelhos auditivos a parte dominante da resposta ao impulso do caminho de retroa-
limentação é bem curta (ver Fig. 3.9). O comprimento N das amostras, tipicamente utilizadas
para representar o caminho de retroalimentação, é escolhido considerando o curto tempo de esta-
cionaridade da voz de forma que N/fs < 20ms [45], em que fs é a frequência de amostragem.
Em geral, nos exemplos dessa Tese é utilizada a resposta ao impulso do caminho de retroalimen-
tação dada na Fig. 3.9 §. Um modelo autoregressivo de ordem 3 derivado em [43] é utilizado
para representar o sinal de voz. Comentários referentes a esse modelo são discutidos no Capítulo
6.
§ obtido a partir de [6], em que fs = 16kHz
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3.5 Conclusões
Esse capítulo apresentou uma análise do transiente de um sistema adaptativo constituído por
um estimador LMS e um preditor LMS, quando aplicado ao cancelamento da retroalimentação
em aparelhos auditivos. Uma modificação foi proposta para a estrutura de [6]. A modificação
simplifica a análise nas fases transiente e permanente sem comprometimento do desempenho
estrutural.
Modelos analíticos para momentos de primeira ordem do vetor de erro nos coeficientes foram
derivados para ambos os filtros. A teoria da independência foi utilizada sem afetar significativa-
mente os modelos E[v(n)] e E[p(n)] por tratar–se de modelos de primeira ordem.
Nos próximos capítulos se verá que novos modelos precisam ser derivados para a matriz de
correlação E
{
uq(n)u
T
q (n)
}
e o vetor de correlação cruzada rxu(n), quando o comportamento
de momentos de segunda ordem é estudado. Considerou–se um modelo autoregressivo de or-
dem 3 bastante utilizado [43, 46], para representar o sinal de voz. Simulações de Monte Carlo
demonstraram um bom acordo com os modelos propostos em estado transiente e permanente.
No próximo capítulo se faz uma modelagem da polarização B presente na solução para
a estrutura da Fig. 3.2. Desse modelo, interessantes informações são obtidas para o projeto
de sistemas adaptativos no cancelamento da retroalimentação em aparelhos auditivos. Todos
resultados não encontrados na literatura.
Capítulo 4
Modelagem da polarização
4.1 Introdução
Como observado no capítulo anterior uma solução polarizada é encontrada em (3.6). Nesta
seção um modelo matemático para a expressão da polarização é determinado. Novos mode-
los analíticos para a matriz de autocorrelação Ruquq e o vetor de correlação cruzada ruqxq são
derivados com o intuito de obter-se uma análise mais exata da polarização. Nessa análise o vetor
de erro nos coeficientes do filtro preditor foi considerado. Através desses resultados são obtidas
as condições em regime permanente para o desvio quadrático médio do preditor.
Na última seção a estabilidade da estrutura dada em Fig. 3.2 é analisada fazendo-se uso do
modelo derivado para a polarização.
4.2 Modelo matemático para a polarização
Da expressão dada em (3.6), denotamos por B o vetor da polarização. Assim
B(n) = R−1uquq(n)E
{
xq(n)uq(n)
} (4.1)
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em que a dependência no tempo foi explicitada. Note que essa é uma expressão aproximada,
visto que (3.6) foi derivada assumindo que o estimador e preditor são invariantes no tempo. A
seguir determinamos expressões matemáticas para E
{
xq(n)uq(n)
}
e Ruquq(n).
4.2.1 Correlação cruzada E
{
xq(n)uq(n)
}
O i–ésimo elemento de rxquq(n) = E
{
xq(n)uq(n)
}
é dado por
[rxquq(n)]i = E
{
xq(n)uq(n− i)
}
= E
{
[x(n) + pT (n)x(n− 1)][u(n− i) + pT (n)u(n− i− 1)]} (4.2)
com i = 0, · · · , N − 1, x(n− 1) = [x(n− 1), · · · , x(n−M)]T e u(n− i− 1) = [u(n− i−
1), · · · , u(n − i −M)]T . De (4.2) assumimos uma convergência lenta do filtro preditor p(n)
tal que p(n) = p(n− 1) = · · · = p(n−N + 1).
Definindo o vetor de erros no preditor como vp(n) = p(n) − po, em que po é o preditor
ótimo de x(n)∗ com Ruu(0) = E[u(n)uT (n)] sendo M × M a matriz de autocorrelação de
u(n).
∗ Note que po não é necessariamente o preditor ótimo de u(n) no sentido médio quadrático
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Substituindo p(n) = vp(n) + po em (4.2), temos
[rxquq(n)]i = E
{[
x(n) + vTp (n)x(n− 1) + poTx(n− 1)
][
u(n− i) + vTp (n)u(n− i− 1)
+ poTu(n− i− 1)]}
= E
{
x(n)u(n− i) + vTp (n)u(n− i− 1)x(n) + poTu(n− i− 1)x(n)
+ vTp (n)x(n− 1)u(n− i) + vTp (n)x(n− 1)uT (n− i− 1)vp(n)
+ vTp (n)x(n− 1)uT (n− i− 1)po + poTx(n− 1)u(n− i)
+ poTx(n− 1)uT (n− i− 1)vp(n) + poTx(n− 1)uT (n− i− 1)po
}
(4.3)
Condicionando inicialmente (4.3) em vp(n) e desprezando as correlações de vp(n) com u(n) e
x(n), temos
[rxquq(n)]i|vp(n) = rxu(i) + vTp (n)rxu(i+ 1) + poTrxu(i+ 1) + vTp (n)rux(1− i)
+ vTp (n)Rxu(i)vp(n) + v
T
p (n)Rxu(i)p
o + poTrux(1− i) + poTRxu(i)vp(n)
+ poTRxu(i)p
o
(4.4)
Removendo o condicionamento em vp(n) obtém–se,
[rxquq(n)]i = rxu(i) +
{
E[vTp (n)] + p
oT
}
rxu(i+ 1) + tr
{
Rxu(i)Kp(n)
}
+
{
E[vTp (n)]
+ poT
}
rux(1− i) + tr
{
Rxu(i)E[vp(n)]poT
}
+ tr
{
Rxu(i)p
oE[vTp (n)]
}
+ tr
{
Rxu(i)p
opoT}
(4.5)
em que Rxu(i) = E[x(n− 1)uT (n− i− 1)], rxu(l − k) = E[x(n− k)u(n− l)], rux(l− k) =
E[u(n − k)x(n − l)] e Kp(n) = E
[
vp(n)v
T
p (n)
]
. A correlação cruzada rxu(i) é derivada no
Apêndice B e é dada por (B.9) e (B.10). As Eqs. (B.9) e (B.10) mostram que rxu(i) depende do
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retardo D. Assim rxquq(n) e portanto a polarização mudará em função de D.
As Eqs. (B.9) e (B.10) mostram que rxu(i) depende do retardo D, assim, rxquq(n) e a mag-
nitude de polarização sofrerão mudanças em função de D. A recursão para E[vp(n)] utilizando
o algoritmo LMS pode ser obtida a partir de (3.18) como
E[vp(n+ 1)] =
[
I − ρRuu(0)
]
E[vp(n)]− ρ
[
ru(1) +Ruu(0)p
o
] (4.6)
Mas, uma expressão matemática paraKp(n) = E
[
vp(n)v
T
p (n)
]
é necessária. A seguir determina–
se uma recursão para Kp(n).
4.2.2 Determinação de Kp(n) = E
{
vp(n)v
T
p (n)}
Usando p(n) = vp(n) + po em (3.17) leva a,
vp(n+ 1) = vp(n)− ρu(n− 1)uT (n− 1)vp(n)− ρu(n− 1)uT (n− 1)po − ρu(n)u(n− 1)
(4.7)
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Multiplicando (4.7) por sua transposta, temos
vp(n + 1)v
T
p (n + 1) = vp(n)v
T
p (n)− ρvp(n)vTp (n)u(n− 1)uT (n− 1)
− ρvp(n)poTu(n− 1)uT (n− 1)− ρu(n)vp(n)uT (n− 1)
− ρu(n− 1)uT (n− 1)vp(n)vTq (n)
+ ρ2u(n− 1)uT (n− 1)vp(n)vTp (n)u(n− 1)uT (n− 1)
+ ρ2u(n− 1)uT (n− 1)vp(n)poTu(n− 1)uT (n− 1)
+ ρ2u(n)u(n− 1)uT (n− 1)vp(n)uT (n− 1)
− ρu(n− 1)uT (n− 1)povTp (n)
+ ρ2u(n− 1)uT (n− 1)povTp (n)u(n− 1)uT (n− 1)
+ ρ2u(n− 1)uT (n− 1)popoTu(n− 1)uT (n− 1)
+ ρ2u(n)u(n− 1)uT (n− 1)pouT (n− 1)
− ρu(n)u(n− 1)vTp (n) + ρ2u(n)u(n− 1)vTp (n)u(n− 1)uT (n− 1)
+ ρ2u(n)u(n− 1)poTu(n− 1)uT (n− 1) + ρ2u2(n)u(n− 1)uT (n− 1)
(4.8)
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Tomando o valor esperado de (4.8) e fazendo as mesmas aproximações como em (4.5) obtém-se,
finalmente, uma recursão matemática para Kp(n).
Kp(n+ 1) =Kp(n)− ρ
[
Kp(n)Ruu(0) +Ruu(0)Kp(n) + E[vp(n)]poTRuu(0)
+ E[vp(n)]rTu (1) + ru(1)E[v
T
p (n)] +Ruu(0)p
oE[vTp (n)]
]
+ ρ2
[
Ruu(0)tr
(
Ruu(0)Kp(n)
)
+ 2Ruu(0)Kp(n)Ruu(0)
+Ruu(0)tr
(
Ruu(0)E[vp(n)]poT
)
+ 2E[vp(n)]poTRuu(0) +Ruu(0)tr
(
Ruu(0)p
opoT
)
+ 2Ruu(0)p
opoTRuu(0) +Ruu(0)tr
(
Ruu(0)p
oE[vTp (n)]
)
+ 2poE[vTp (n)]Ruu(0)
]
+ ρ2
[
Ruu(0)E[vp(n)]rTu (1) + ru(1)E[v
T
p (n)]Ruu(0) +Ruu(0)tr
(
ru(1)E[vTp (n)]
)
+Ruu(0)p
orTu (1) + ru(1)p
oTRuu(0) +Ruu(0)tr
(
ru(1)p
oT
)
+ ru(1)E[vTq (n)]Ruu(0)
+Ruu(0)E[vp(n)]rTu (1) +Ruu(0)tr
(
E[vp(n)]rTu (1)
)
+ ru(1)p
oTRuu(0)
+Ruu(0)p
orTu (1) +Ruu(0)tr
(
porTu (1)
)
+ 2ru(1)r
T
u (1) +Ruu(0)ru(0)
]
(4.9)
com ru(l) dado pela Eq. (B.7) no Apêndice B. Expressões para E
{
u(n)u(n − 1)uT (n −
1)vp(n)u
T (n−1)}, E{u(n)u(n−1)vTp (n)u(n−1)uT (n−1)} e E{u2(n)u(n−1)uT (n−1)}
são derivadas no Apêndice B. As demais expressões em (4.9) são derivadas em [47].
Juntando os termos da Eq. (4.9) podemos escrever,
Kp(n+ 1) =
(
I − ρRuu(0)
)
Kp(n)
(
I − ρRuu(0)
)
+ ρ2Ruu(0)Kp(n)Ruu(0)
+ ρ2Ruu(0)tr
(
Ruu(0)Kp(n)
)
+Cq(n)
(4.10)
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em que I é a matriz identidade M ×M e
Cq(n) = −ρ
[
E[vp(n)]poTRuu(0) + E[vp(n)]rTu (1) + ru(1)E[v
T
p (n)] +Ruu(0)p
oE[vTp (n)]
]
+ ρ2
[
Ruu(0)tr
(
Ruu(0)p
opoT
)
+ 2Ruu(0)p
opoTRuu(0) + 2Ruu(0)p
orTu (1)
+ 2ru(1)p
oTRuu(0) +Ruu(0)tr
(
ru(1)p
oT
)
+Ruu(0)tr
(
porTu (1)
)
+ 2ru(1)r
T
u (1)
+Ruu(0)ru(0) +Ruu(0)tr
(
Ruu(0)E[vp(n)]poT
)
+ 2E[vp(n)]poTRuu(0)
+Ruu(0)tr
(
Ruu(0)p
oE[vTp (n)]
)
+ 2poE[vTp (n)]Ruu(0)
]
+ 2Ruu(0)E[vp(n)]rTu (1)
+ 2ru(1)E[vTp (n)]Ruu(0) +Ruu(0)tr
(
ru(1)E[vTp (n)]
)
+Ruu(0)tr
(
E[vp(n)]rTu (1)
)]
(4.11)
Com as equações (4.10) e (4.11) uma expressão matemática recursiva para Kp(n) em todo
n pode ser derivada.
4.2.3 Expressão em regime permanente para Kp(n)
Para estudar o comportamento em regime permanente de Kp(n) (e assim E
{
xq(n)uq(n)
}),
escrevemos Ruu(0) = QΛQ
T
, em que as colunas de Q são os autovetores ortonormais de
Ruu(0) e Λ é sua matriz diagonal de autovalores com elementos λi, i = 1, · · · ,M . Assim,
Kp(n+ 1) =
(
I − ρQΛQT )Kp(n)(I − ρQΛQT )+ ρ2QΛQTKp(n)QΛQT
+ ρ2QΛQT tr
(
QΛQTKp(n)
)
+Cq(n)
(4.12)
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Definindo K˜p(n) = QTKp(n)Q tal que Kp(n) = QK˜p(n)QT . Então, (4.12) pode ser escrita
como,
QK˜p(n+ 1)Q
T =
(
I − ρQΛQT )QK˜p(n)QT (I − ρQΛQT )+ ρ2QΛQTQK˜p(n)QTQΛQT
+ ρ2QΛQT tr
(
QΛQTQK˜p(n)Q
T
)
+Cq(n)
(4.13)
Usando QTQ = I e pre- e pós-multiplicando (4.13) por QT e Q respectivamente leva:
K˜p(n+ 1) = FK˜p(n)F + ρ
2
ΛK˜p(n)Λ+ ρ
2
Λtr
(
ΛK˜p(n)
)
+C ′q (4.14)
em que C ′q = QTCq(n)Q e F = (I − ρΛ). F é uma matriz diagonal com vetor diagonal
f = [f1, · · · fM ]T , em que fi = 1− ρλi.
Os elementos k˜pij de (4.14) para i 6= j são dados por
k˜pij(n + 1) = fifjk˜pij (n) + ρ
2λiλjk˜pij(n) + c
′
ij
(4.15)
Assim, (4.15) para n→∞ é dado por:
lim
n→∞
k˜pij(n) =
c′ij
ρ
(
λi + λj − 2ρλiλj
) para i 6= j (4.16)
em que c′ij são elementos da matriz C ′q.
Denotando por simplicidade k˜pi(n) os elementos da diagonal k˜pii(n) de K˜p(n), (4.14) pode
ser escrita como,
k˜pi(n+ 1) = f
2
i k˜pi(n) + ρ
2λ2i k˜pi(n) + ρ
2λiλ
T k˜p(n) + c
′
ii
(4.17)
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em que λ = [λ1, . . . , λM ]T e k˜p(n) = [k˜p1(n), . . . , k˜pM (n)]T . Assim,
k˜p(n+ 1) = Bk˜p(n) + c
′ (4.18)
em que c′ é um vetor que contém os elementos da diagonal de C ′q e B é uma matriz M ×M
com elementos
bij =


f 2i + 2ρ
2λ2i , para i = j
ρ2λiλj , para i 6= j
A solução em regime permanente de (4.18) é dada por:
k˜p(∞) = [I −B]−1c′ (4.19)
Denotando B′ = [I −B]−1, temos:
k˜pi(∞) =
M∑
k=1
b′ikc
′
k (4.20)
Resumindo, os elementos de K˜p(∞) são dados por
[K˜p(∞)]ij =


c′ij
ρ
(
λi+λj−2ρλiλj
) , para i 6= j
∑M
k=1 b
′
ikc
′
k, para i = j
(4.21)
em que Kp(∞) = QK˜p(∞)QT .
A equação (4.21) mostra como Kp(∞) depende do tamanho do passo de ρ e dos autoval-
ores de Ruu(0). Note também que estes autovalores são funções do retardo D através de ru(l)
(ver (B.7)), mas o modelo para a polarização (4.1) ainda requer a expressão matemática para
Ruquq(n). Esta expressão é derivada a seguir.
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4.2.4 Matriz de Correlação Ruquq(n)
Os elementos de Ruquq(n) são dados por
[Ruquq(n)]ij = E
{
uq(n− i)uq(n− j)
}
.
Já que uq(n− i) = u(n− i) + pT (n)u(n− i− 1), temos
[Ruquq(n)]ij = E
{
[u(n− i) + pT (n)u(n− i− 1)][u(n− j) + pT (n)u(n− j − 1)]} (4.22)
Assumindo uma convergência lenta como é feito na seção 4.2.1 tal que p(n) = p(n − 1) =
p(n − N) e usando p(n) = vp(n) + po em (4.22) nos leva à recursão para Ruquq(n) como
função do tempo.
[Ruquq(n)]ij = E
{[
u(n− i) + vTp (n)u(n− i− 1) + poTu(n− i− 1)
][
u(n− j)
+ vTq (n)u(n− j − 1) + poTu(n− j − 1)
]}
= E
{
u(n− i)u(n− j) + u(n− i)vTp (n)u(n− j − 1) + u(n− i)poTu(n− j − 1)
+ vTp (n)u(n− i− 1)u(n− j) + vTp (n)u(n− i− 1)uT (n− j − 1)vp(n)
+ vTp (n)u(n− i− 1)uT (n− j − 1)po + poTu(n− i− 1)u(n− j)
+ poTu(n− i− 1)uT (n− j − 1)vp(n) + poTu(n− i− 1)uT (n− j − 1)po
}
(4.23)
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Assim, cada parcela de (4.23) é dada por:
[Ruquq(n)]ij = ru(j − i) + poTru(j + 1− i) + poTru(j − (i+ 1)) + tr
{
Ru(j − i)Kp(∞)
}
+ tr
{
Ru(j − i)popoT}+ E[vp(n)]Tru(j + 1− i) + E[vp(n)]Tru(j − (i+ 1))
+ tr
{
Ru(j − i)poE[vp(n)]T}+ tr
{
Ru(j − i)E[vp(n)]poT}
(4.24)
Usando (4.24) com (4.6) e a expressão derivada no Apêndice B para ru(l) leva a um modelo
analítico para Ruquq(n), assim, o modelo analítico para o comportamento transiente da polari-
zação (4.1) é obtido combinando (4.5), (4.10) e (4.24). Em regime permanente Ruquq(∞) pode
ser obtida de (4.24) usando Kp(∞) obtido em (4.21) e
E[vp(∞)] = −Ruu(0)−1ru(1)− po (4.25)
determinado de (4.6) como n→∞.
4.2.5 Resultados de simulação
Antes de fazer a comparação entre o modelo proposto e a simulação, simulações compara-
tivas do comportamento quadrático médio dos vetores erro nos coeficientes das estruturas das
figuras 3.1 e 3.2 são apresentadas. Considera–se µ = 0,001, ρ = 0,0001, G = 3, D = 15,
σ2x = 1 (usando σ2η = 0,1875), σ2ζ = 10−5 e H(z) = 1/(1− 1,5z−1 + z−2 − 0,25z−3) (assim, o
preditor ótimo é po = [−1,5; 1;−0,25]T ).
O caminho de retroalimentação é modelado por wo = [−0,0016 0,0016 0,0046 0,0502 −
0,0691]T (as primeiras 5 amostras de uma resposta medida do caminho de retroalimentação).
A Fig. 4.1 mostra o desvio quadrático médio MSD (do inglês Mean Square Deviation) do
preditor E[‖vp(n)‖2] =
∑M
i=1[Kp(n)]ii para ambas estruturas. Observa-se em regime perma-
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nente uma diferença de 5dB. Essa diferença ocorre porque as hipóteses assumidas no Apêndice
A para a igualdade dos coeficientes dos dois preditores não são satisfeitas exatamente. O efeito
desse erro na predição teórica do comportamento do estimador, no entanto, não é significativo,
como pode ser verificado nas figuras 4.2 (MSD do estimador) e 4.3 (norma do vetor da polari-
zação).
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Figura 4.1: MSD do preditor para as estruturas das figuras 3.1 e 3.2.
A seguir apresenta–se simulações de Monte Carlo (MC) para verificar o modelo teórico
derivado de (4.1). A estrutura da Fig. 3.2 foi utilizada com os mesmos parâmetros utilizados nas
figuras 4.1 e 4.3.
A Fig. 4.4 mostra as predições teóricas obtidas a partir da Eq. (4.10) e os resultados de
simulação MC para o desvio quadrático médio MSD do preditor E[‖vp(n)‖2] =
∑M
i=1[Kp(n)]ii.
Excelente concordância pode ser verificada na fase transiente e na de regime permanente. A
Fig. 4.5 mostra o MSD teórico e de simulação (linha sólida) para µ = 0,001 e diferentes valores
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Figura 4.2: MSD do estimador para as estruturas das figuras 3.1 e 3.2.
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Figura 4.3: Norma do vetor da polarização (dB) para as estruturas das figuras 3.1 e 3.2.
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de D e de passo ρ do PEF . Os demais parâmetros são os mesmos da Fig. 4.4. Esses resultados
mostram que grandes retardos levam a uma rápida convergência e um MSD reduzido para um
passo fixo (curvas Fig. 4.5 a–b e c–d). Note que o ganho é maior no desempenho em regime
permanente do que na velocidade de convergência do MSD. Também, como esperado, reduzindo
o tamanho do passo ρ obtemos uma convergência mais lenta e um MSD menor em regime
permanente (curvas a–b e c–d).
A Fig. 4.6 mostra resultados de simulação MC e os valores teóricos preditos no regime
permanente do vetor norma e da polarização para D = 2. A Tabela 4.1 mostra os coeficientes
da polarização em regime permanente avaliado em (4.1) usando simulações MC e utilizando o
modelo teórico dado por (4.10), (4.5), (4.21), (4.24) e (4.1).
A Fig. 4.7 mostra resultados de simulação MC e os valores teóricos preditos no regime
transiente e permanente do vetor norma da polarização para D = 2. Excelente concordância
pode ser verificada.
Com base no modelo descrito para a polarização, duas figuras para a polarização em regime
permanente são apresentadas. A Fig. 4.8 mostra a evolução da polarização em função do passo
de adaptação ρ para diferentes retardos. Como esperado, conforme o passo de adaptação au-
menta, o nível de polarização também aumenta. Para retardos maiores, obtem-se uma redução
da polarização.
A Fig. 4.9 mostra a evolução da polarização em função do retardo para dois valores de passo
de adaptação ρ = 0,02 e ρ = 1×10−6. Como mostrado na Fig. 4.8 grandes passos de adaptação
aumentam a polarização e grandes retardos levam a uma redução do nível de polarização.
Tabela 4.1: Coeficientes da polarização em regime permanente obtidos pela simulação e a teoría.
wˆ0(∞) wˆ1(∞) wˆ2(∞) wˆ3(∞) wˆ4(∞)
Teoría -0,0023 -0,0099 -0,0089 -0,0042 0
Simulação 0,0005 -0,0104 -0,0090 -0,0044 0,0001
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A Fig. 4.10 mostra a variação da relação sinal a ruído em yˆ(n) em que woTu(n) é o sinal
desejado e BTu(n) é o ruído. Assim,
SNR = 10 log ‖w
o‖2
‖B‖2
é avaliado utilizando o modelo proposto como uma função do tamanho do passo do preditor ρ e
do retardo D. Os demais parâmetros são os mesmos utilizados para gerar a Fig.4.4.
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Figura 4.4: MSD do preditor para a estrutura da Fig. 3.2.
A Fig. 4.11 mostra a norma do vetor da polarização em regime permanente predito teorica-
mente para diferentes valores do retardo do caminho direto. Duas estruturas são avaliadas: (a)
o sistema LMS adaptativo Fig. 3.2 e (b) o sistema da Fig. 3.2 sem ambos os filtros q(n). A
Fig. 4.11 mostra que quando o PEF é utilizado, melhoras de 60 dB podem ser obtidas sobre a
estrutura clássica.
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Figura 4.5: MSD do preditor como uma função de D e ρ.
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Figura 4.6: Norma do vetor da polarização (dB) para D = 2
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Figura 4.7: Norma do vetor da polarização (dB) para D = 2 em regime transiente e permanente.
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Figura 4.8: Norma do vetor da polarização (dB) versus o passo de adaptação ρ, para diferentes
valores de D.
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Figura 4.9: Norma do vetor da polarização (dB) versus o retardo para dois passos de adaptação
de ρ
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Figura 4.10: Relação sinal a ruído SNR = 10 log10(‖wo‖2/‖B‖2) como uma função do retardo
do caminho direto D e o tamanho do passo do preditor ρ.
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Figura 4.11: Norma da polarização (dB) como função do retardo no caminho direto. São con-
sideradas as primeiras 12 amostras da resposta real de um caminho de retroalimentação. (a)
Estrutura dada na Fig. 3.2 e (b) estrutura Fig. 3.2 sem o PEF
4.3 Análise da estabilidade
Sendo que a estrutura da Fig. 3.2 corresponde a um sistema retroalimentado, na qual o ca-
minho direto é o aparelho auditivo e o laço de retroalimentação corresponde à retroalimentação
acústica, se faz necessária uma análise da estabilidade do sistema. Em [35] restrições ao sistema
de cancelamento adaptativo são feitas para garantir a estabilidade. As restrições baseiam-se
no comprometimento do ganho do aparelho e a norma dos coeficientes do filtro adaptativo. A
análise se faz em função das simulações de MC. Nesta seção analisaremos a estabilidade de
um sistema adaptativo para o cancelamento da retroalimentação acústica aplicado a aparelhos
auditivos utilizando o modelo da polarização anteriormente derivado. O diagrama em blocos da
Fig. 4.12 apresenta o comportamento em regime permanente do sistema de cancelamento. G
representa o ganho do aparelho auditivo, B a polarização, D o retardo no caminho direto, x(n)
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o sinal desejado e ec(n) o sinal de saída do aparelho. A função de transferência é dada por
H(z) =
Gz−D
1 +Gz−DBψ(z−1) (4.26)
em que, ψ(z−1) = [1, z−1, · · · , z−(N−1)]T .
+
−
+
ec(n)x(n)
B
Gz−D
Figura 4.12: Diagrama em blocos de um sistema para cancelamento da retroalimentação em
aparelhos auditivos operando em regime permanente
Nessa análise determina-se o máximo ganho estável como função do retardo no caminho
direto quando o sistema se encontra no regime permanente. O máximo ganho estável é o máximo
ganho permissível para que o sistema seja estável.
Denotamos o denominador de (4.26) como D(z), assim
D(z) = 1 +Gz−D
N−1∑
k=0
Bkz−k
= 1 +G
N−1∑
k=0
Bkz−(k+D)
(4.27)
em que, N é a ordem do filtro estimador.
4.3.1 Modelo para estabilidade
Para que o sistema seja estável, as raízes do denominador D(z) devem estar dentro do cír-
culo unitário. Utilizando a expressão (4.27) determina-se numericamente o máximo de ganho
permissível Gp para um dado valor de retardo D e de polarização B (valor obtido do modelo
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(4.1)).
D(z) = 1 +G
N−1∑
k=0
Bkz−(k+D) (4.28)
A seguir avalia–se a expressão (4.28) para diferentes valores de retardo e polarização.
4.3.2 Exemplo 1
Neste exemplo o valor de B é obtido usando a Fig. 3.2 para os parâmetros: µ = 0,001,
ρ = 0,0005, G = 3, σ2x = 1 (usando σ2η = 0,1875), σ2ζ = 10−5 e H(z) = 1/(1− 1,5z−1 + z−2−
0,25z−3) (assim o preditor ótimo é po = [−1,5; 1;−0,25]T ).
wo = [−0,0016 0,0016 0,0046 0,0502 −0,0691]T (primeiras 5 amostras de um atual caminho
de retroalimentação. Mediante um programa computacional avalia-se a localização das raízes do
polinômio D(z) para diferentes valores do ganho D. Desses resultados são obtidas informações
interessantes do comportamento da estrutura da Fig. 3.2.
As figuras 4.13 e 4.14 demonstram a magnitude do ganho como uma função do retardo
no caminho direto. A Fig. 4.13 demonstra o ganho como função do retardo para o início do
cancelamento em que w(0) = 0, ou seja B = −wo e a Fig. 4.14 demonstram o ganho como
função do retardo para ganhos calculados com a polarização B obtida em regime permanente
para cada retardo D.
4.3.3 Exemplo 2
Para este exemplo os parâmetros usados são: µ = 0,001, ρ = 0,0005, G = 3, σ2x = 1
(usando σ2η = 0,1875), σ2ζ = 10−5 e H(z) = 1/(1 − 1,5z−1 + z−2 − 0,25z−3) (assim, o
preditor ótimo é po = [−1,5; 1;−0,25]T ). wo = [−0,0016 0,0016 0,0046 0,0502 − 0,0691]T
(primeiras 5 amostras de um atual caminho de retroalimentação). As figuras 4.15 e 4.16 são
obtidas considerando um retardo fixo e atualizando B a partir do modelo (wc é periodicamente
atualizado com o filtro adaptativow(n) seguindo alguma política de atualização.)
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Figura 4.13: Ganho no início do cancelamento (B = −wo) como função do retardo.
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Figura 4.14: Ganho em regime permanente como função do retardo
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Figura 4.15: Ganho como função do tempo de atualização para D = 15
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Figura 4.16: Ganho como função do tempo de atualização para D = 20
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4.3.4 Exemplo 3
Para este exemplo os parâmetros utilizados são: ρ = 0,001, G = 3, σ2x = 1 (usando σ2η =
0,1875), σ2ζ = 10−5 e H(z) = 1/(1 − 1,5z−1 + z−2 − 0,25z−3) (assim, o preditor ótimo é
po = [−1,5; 1;−0,25]T ). wo = [−0,0016 0,0016 0,0046 0,0502 − 0,0691]T (primeiras 5
amostras de um atual caminho de retroalimentação). A figura 4.17 compara o comportamento
de ambos os sistemas: com preditor (estrutura proposta por [6]) e sem preditor (como em [3]). O
ganho máximo permissível para que o sistema seja estável é apresentado para diferentes valores
de retardo. Os resultados mostram uma vez mais a vantagem do uso de preditores na estrutura.
A correlação entre os sinais x(n) e u(n) é reduzida na medida em que a polarização diminui e o
ganho máximo estável aumenta.
0 5 10 15 20 25 30
10−2
100
102
104
106
108
Retardo (D)
a
bG
an
ho
(G
)
Figura 4.17: Ganho máximo estável como função do retardo D para as estruturas: a) com filtro
de erro de predição [6] e b) sem preditor [3].
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4.3.5 Resultados de simulação
As figuras a seguir ilustram o excelente acordo que existe entre os resultados obtidos para Gp
mediante a expressão (4.28) e os resultados de simulação. Nas figuras 4.18 e 4.19 considerou-se
B = −wo, ou seja, sistema em estado inicial (n = 0), em que
wo = [−0,0016 0,0016 0,0046 0,0502 − 0,0691]T . Aqui compara-se o máximo de ganho
permissível Gp com a resposta do sistema para valores maiores e menores que Gp.
Para as figuras 4.20 e 4.21 o valor de B é obtido da Fig. 3.2 para os parâmetros: µ = 0,001,
ρ = 0,0005, G = 3, σ2x = 1 (usando σ2η = 0,1875), σ2ζ = 10−5, H(z) = 1/(1− 1,5z−1 + z−2 −
0,25z−3) (assim, o preditor ótimo é po = [−1,5; 1;−0,25]T ) e os mesmos coeficientes para wo
utilizados anteriormente. Aqui B corresponde à polarização obtida em regime permanente. Os
resultados para Gp são comparados com a resposta do sistema para valores maiores e menores
que este. Como esperado, observa–se das figuras que quando a polarização diminui (n→∞) o
ganho permissível Gp aumenta.
4.3.6 Incremento do caminho de retroalimentação
Estudos [35] demonstraram que o caminho de retroalimentação pode ter mudanças de apro-
ximadamente 10dB na magnitude da sua função de transferência quando um telefone é posto
na orelha (ver Fig. 4.22). Essa mudança relativa é independente do tipo de aparelho. As-
sim, considerando um incremento de 10dB na magnitude da retroalimentação, pode escrever-se
wo′ =
√
10wo e inserir esse novo valor de wo no modelo para a polarização (4.1), em que as
correlações ru(l) e rxu(l) serão modificadas a partir desse momento (B.1) vc = wc−wo′. Desse
modo, obtém–se um modelo para determinar o máximo valor permissível do ganho no pior caso.
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Figura 4.18: Resultados de simulação para D = 10, com Gp = 8,5 em n = 0. De acordo ao
modelo, Gp < 8,57
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Figura 4.19: Resultados de simulação para D = 10, com G = 8,58 em n = 0. De acordo ao
modelo Gp < 8,57
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Figura 4.20: Resultados de simulação para D = 10, com G = 2450 em regime permanente. De
acordo ao modelo, Gp < 2400
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Figura 4.21: Resultados de simulação para D = 10, com G = 2000 em regime permanente. De
acordo ao modelo, Gp < 2400
4. Modelagem da polarização 106
Figura 4.22: Magnitude da resposta em frequência de um caminho de retroalimentação para um
aparelho auditivo tipo BTE. Telefone posto na orelha (linha sólida), telefone removido da orelha
(linha pontilhada) [7].
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4.4 Conclusões
Neste capítulo, momentos de segunda ordem foram derivados e importantes informações
foram obtidas a partir dos modelos propostos.
Em aparelhos auditivos, o sinal de interferência (sinal desejado) é correlacionado com a en-
trada do filtro adaptativo através do amplificador do aparelho auditivo, dessa forma uma solução
polarizada é derivada. Esse capítulo apresentou uma análise estatística para a polarização resul-
tante a partir do bom conhecimento do cancelamento da retroalimentação acústica em aparelhos
auditivos. O novo modelo prediz as variações da polarização como função do caminho de re-
troalimentação e do tamanho do passo do preditor. As predições teóricas mostram um excelente
acordo com as simulações de Monte Carlo.
A estabilidade da estrutura da Fig. 3.2 foi analisada a partir do modelo proposto para a polari-
zação. Foram obtidas informações, não encontradas na literatura, para essa estrutura. Excelentes
acordos entre as predições teóricas e os resultados de simulação foram apresentados.
Espera-se que todos estes resultados sejam úteis no projeto de sistemas de cancelamento da
retroalimentação para aparelhos auditivos.
No próximo capítulo é derivado um modelo para erro quadrático médio presente no compor-
tamento da estrutura dada na Fig. 3.2. Simulações de Monte Carlo desmostraram um excelente
acordo com o modelo proposto.
Capítulo 5
Erro quadrático médio
5.1 Introdução
Este capítulo estuda o comportamento em regime transiente e permanente do erro quadrático
médio, MSE (do inglês Mean Square Error), para o sistema dado na Fig. 3.2 usando o algoritmo
LMS. Expressões matemáticas recursivas em termos de momentos até de segunda ordem são de-
rivadas e os resultados são comparados com as simulações de Monte Carlo. Analisa–se E[e2q(n)],
em que a minimização do erro filtrado eq(n) valida a minimização do erro e(n).
5.2 Erro quadrático médio, MSE
Elevando ao quadrado a equação (3.11) e tomando seu valor esperado, temos
E{e2q(n)} = E{x2q(n)} − 2E{xq(n)uTq (n)v(n)}+ E{v(n)Tuq(n)uTq (n)v(n)} (5.1)
Condicionando inicialmente em v(n) e desprezando a correlação estatística de v(n) com uq(n)
e xq(n), leva a
E{e2q(n)|v(n)} = E{x2q(n)|v(n)}−2E{xq(n)uTq (n)}v(n)+v(n)TE{uq(n)uTq (n)}v(n) (5.2)
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Então, removendo o condicionamento e fazendo Ruquq(n) = E{uq(n)u)Tq (n)}, rxquq(n) =
E{xq(n)uTq (n)} e Jms(n) = E{e2q(n)} obtemos,
Jms(n) = E{x2q(n)} − 2rxquq(n)TE[v(n)] + tr{Ruquq(n)Kv(n)} (5.3)
em que Kv(n) = E[v(n)vT (n)] é uma matriz de correlação para vetor de erro nos coeficientes
do estimador. Modelos para ruquq(n) eRuquq(n) foram derivados no Capítulo 4. Deriva–se uma
equação recursiva para Kv(n) na próxima seção.
5.2.1 Determinação de Kv(n) = E{v(n)vT (n)}
Usando (3.11) em (3.9), leva
v(n+ 1) = v(n) + µxq(n)uq(n)− µuq(n)uTq (n)v(n) (5.4)
Multiplicando a equação (5.4) por sua transposta e tomando o valor esperado,
Kv(n + 1) =Kv(n)− µE
[
v(n)vT (n)uq(n)u
T
q (n)
]
+ µE
[
xq(n)v(n)u
T
q (n)
]
− µE[uq(n)uTq (n)v(n)vT (n)]+ µ2[uq(n)uTq (n)v(n)vT (n)uq(n)uTq (n)]
− µ2E[xq(n)uq(n)uTq (n)v(n)uTq (n)]− µ2E[xq(n)uq(n)vT (n)uq(n)uTq (n)]
+ µ
[
xq(n)uq(n)v
T (n)
]
+ µ2E
[
x2q(n)uq(n)u
T
q (n)
]
(5.5)
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Os primeiros quatro valores esperados foram derivados em [34] e os restantes são obtidos no
Apêndice B. Em resumo temos,
E
[
v(n)vT (n)uq(n)u
T
q (n)
]
=Kv(n)Ruquq(n)
E
[
uq(n)u
T
q (n)v(n)v
T (n)
]
= Ruquq(n)Kv(n)
E
[
xq(n)v(n)u
T
q (n)
]
= E
[
v(n)
]
E
[
xq(n)u
T
q (n)
]
= E
[
v(n)
]
rTxquq(n)[
uq(n)u
T
q (n)v(n)v
T (n)uq(n)u
T
q (n)
]
= Ruquq(n)tr
[
Ruquq(n)Kv(n)
]
+ 2Ruquq(n)Kv(n)Ruquq(n)
E
[
xq(n)uq(n)u
T
q (n)v(n)u
T
q (n)
]
= rxquq(n)E
[
vT (n)
]
Ruquq(n)
+Ruquq(n)tr
[
rxquq(n)E
[
vT (n)
]]
+Ruquq(n)E
[
v(n)
]
rTxquq(n)
E
[
xq(n)uq(n)v
T (n)uq(n)u
T
q (n)
]
= rxquq(n)E
[
vT (n)
]
Ruquq(n)
+Ruquq(n)tr
[
rxquq(n)E
[
vT (n)
]]
+Ruquq(n)E
[
v(n)
]
rTxquq(n)
E
[
xq(n)uq(n)v
T (n)
]
= rxquq(n)E
[
vT (n)
]
E
[
x2q(n)uq(n)u
T
q (n)
]
= 2rxquq(n)r
T
xquq
(n) +Ruquq(n)rxq(n)
(5.6)
Expressões paraRuquq(n), rxquq(n), E
[
vT (n)
]
e rxq(n) foram derivadas em (4.24), (4.5), (3.12)
e no Apêndice B.
5.2.2 Erro quadrático médio em regime permanente
De (5.3) assumindo convergência em n→∞, temos que
Jms(∞) = E{x2q(∞)}+ tr{RuquqKv(∞)} − 2rTxquqE[v(∞)] (5.7)
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Podemos escrever Ruquq = QqΛqQTq em que Qq é uma matriz de autovetores ortogonais e Λq
a matriz de autovalores com elementos λqi para i = 0, · · · , N − 1. Também podemos definir
K˜v(∞) = QTqKv(∞)Qq de tal forma que Kv(∞) = QqK˜v(∞)QTq . Assim, (5.7) pode ser
escrito como:
Jms(∞) = E{x2q(∞)}+ tr[ΛqK˜v(∞)]− 2rTxquq E[v(∞)] (5.8)
ou
Jms(∞) = E{x2q(∞)}+
N−1∑
i=0
λqi k˜vi(∞)− 2rTxquqE[v(∞)] (5.9)
em que k˜vi(n), i = 0, 1, · · · , N − 1 por simplicidade denota–se aos elementos da diagonal
k˜vii(n) de K˜v(n). Note, por (4.1) que E[v(∞)] = Ruquq(∞)−1rxquq(∞) representa a polariza-
ção em regime permanente .
(5.9) depende somente dos elementos da diagonal principal de K˜v(n). Assim, concentra-se o
estudo nestes elementos. Para determinar uma expressão para K˜v(n), inicia-se inserindo (5.6)
em (5.5), o qual resulta em
Kv(n+ 1) =
[
I − µRuquq(n)
]
Kv(n)
[
I − µRuquq(n)
]
+ µ2Ruquq(n)Kv(n)Ruquq(n)
+ µ2Ruquq(n)tr
(
Ruquq(n)Kv(n)
)
+Cv(n)
(5.10)
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em que I é a matriz identidade de ordem N ×N e
Cv(n) = µ
[
E[v(n)]rxquq(n)
T + rxquq(n)E[v(n)]T
]
− 2µ2
[
rxquq(n)E[v(n)]Ruquq(n)
+Ruquq(n)tr
[
rxquq(n)E[v(n)]T
]
+Ruquq(n)E[v(n)]rTxquq(n)
]
+ µ2
[
2rxquq(n)r
T
xquq
(n) +Ruquq(n)rxq(n)
] (5.11)
Usando Ruquq(n) = Qq(n)Λq(n)Qq(n)T ,
Kv(n + 1) =
[
I − µQq(n)Λq(n)Qq(n)T
]
Kv(n)
[
I − µQq(n)Λq(n)Qq(n)T
]
+ µ2Qq(n)Λq(n)Qq(n)
TKv(n)Qq(n)Λq(n)Qq(n)
T
+ µ2Qq(n)Λq(n)Qq(n)
T tr
[
Qq(n)Λq(n)Qq(n)
TKv(n)
]
+Cv(n)
(5.12)
Substituindo Kv(n) = Qq(n)K˜v(n)Qq(n)T em que K˜v(n) = Qq(n)TKv(n)Qq(n), (5.12)
pode ser escrita como:
Qq(n)K˜v(n+ 1)Qq(n)
T
=
[
I − µQq(n)Λq(n)Qq(n)T
]
Qq(n)K˜v(n)Qq(n)
T
[
I − µQq(n)Λq(n)Qq(n)T
]
+ µ2Qq(n)Λq(n)Qq(n)
TQq(n)K˜v(n)Qq(n)
TQq(n)Λq(n)Qq(n)
T
+ µ2Qq(n)Λq(n)Qq(n)
T tr
[
Qq(n)Λq(n)Qq(n)
TQq(n)K˜v(n)Qq(n)
T
]
+Cv(n)
(5.13)
Usando Qq(n)TQq(n) = I e pre-multiplicando e pós-multiplando a expressão resultante por
Qq(n)
T e Qq(n), respectivamente leva:
K˜v(n+ 1) =
[
I − µΛq(n)
]
K˜v(n)
[
I − µΛq(n)
]
+ µ2Λq(n)K˜v(n)Λq(n)
+ µ2Λq(n)tr
[
Λq(n)K˜v(n)
]
+C ′v
(5.14)
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em que C ′v = Qq(n)TCv(n)Qq(n).
Os elementos da diagonal de (5.14) são dados por:
k˜vi(n+ 1) =
[
1− µλqi(n)
]
k˜vi(n) + µ
2λqi(n)
N−1∑
j=0
λqj(n)k˜vj (n) + µ
2λqi(n)
2k˜vi(n) + c
′
vi
(5.15)
em que c′vi são elementos da diagonal da matriz C
′
v.
Definindo k˜v(n) = [k˜vi(n), . . . , k˜vi(n)]T e cv = [cvi(n), . . . , cvi(n)]T , pode–se escrever (5.15)
como:
k˜v(n+ 1) = Bv(n)k˜v(n) + c
′
v
(5.16)
em que Bv(n) é uma matriz N ×N com elementos,
[Bv(n)]ij =


(1− µλqi(n))2 + 2µ2λqi(n)2, para i = j
µ2λqi(n)λqj(n), para i 6= j
Assim, a solução em regime permanente de (5.16) é dada por:
k˜v(∞) = [I −Bv]−1cv (5.17)
em que Bv = Bv(∞). Denotando B′v = [I −Bv]−1, temos
k˜vi(∞) =
N∑
k=1
b′vikc
′
vk
(5.18)
Inserindo (5.18) em (5.9) leva a um modelo analítico para o MSE em regime permanente.
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5.2.3 Exemplo
Nesta seção apresentam-se simulações de MC para verificar a exatidão dos modelos deriva-
dos nesse Capítulo. Considera-se a estrutura dada na Fig. 3.2 para µ = 0,001, ρ = 0,001,
D = 15, G = 3, σ2x = 1 (utilizando σ2η = 0,1875), σ2ζ = 10−5 e H(z) = 1/(1− 1,5z−1 + z−2 −
0,25z−3) (assim, o preditor ideal é po = [−1,5; 1;−0,25]T ). O caminho de retroalimentação foi
dado porwo = [−0,0016 0,0016 0,0046 0,0502 −0,0691]T (primeiras 5 amostras de um atual
caminho de retroalimentação).
A Fig. 5.1 mostra os resultados teóricos (obtidos por (5.10)) e de simulação para o desvio
quadrático médio MSD, E[‖v(n)‖2] = ∑Ni=1[Kv]ii. Excelentes acordos são derivados na fase
transiente e permanente. As figuras 5.2 e 5.1 mostram resultados de simulação (curvas irregu-
lares) e predições analíticas desde (5.3) para o comportamento do MSE, tanto na estrutura da
Fig. 3.2 como da Fig. 3.1. Os resultados ilustram a exatidão do modelo proposto, durante as
fases transiente e permanente, para ambas as estruturas.
A Fig. 5.4 apresenta o MSD teórico do estimador para ρ = 0,0005 e diferentes valores de
µ e D. A Fig. 5.5 mostra o MSD do estimador para µ = 0,001 e diferentes valores de ρ e D.
Os outros parâmetros são os mesmos que os da Fig. 5.1. Estes resultados indicam que grandes
retardos no caminho direto levam a uma rápida convergência e um baixo MSD. Como esperado,
reduzindo o tamanho do passo µ leva a uma convergência lenta e a um baixo MSD. Variações
de ρ para o mesmo retardo e um µ fixo afeta exclusivamente a velocidade de convergência, mas
não o MSD em regime permanente.
A Tabela 5.1 mostra o MSE ∗ e o MSD do estimador em regime permanente para diferentes
tamanhos de passos e retardos.
Pela Tabela 5.1 temos que, grandes retardos no caminho direto levam a um baixo MSD do
estimador e retardos D > 11 não melhoram significativamente os valores de MSE e MSD. A
∗ Idealmente em regime permanente E{e2q(n)} = σ2η quando o caminho de retroalimentação é cancelado comple-
tamente, assim MSEdB = 10 log(σ
2
η) = −7,27dB.
5. Erro quadrático médio 115
0 2 4 6 8 10 12
−34
−32
−30
−28
−26
−24
−22
−20
Simulação
Modelo
iterações (×103)
E[
‖v
(n
)‖
2
]
em
dB
Figura 5.1: MSD do estimador para estrutura na Fig. 3.2
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Figura 5.2: MSE para a estrutura na Fig. 3.2
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Figura 5.3: MSE para a estrutura na Fig. 3.1
tolerância a este distúrbio depende do grau de perda auditiva. Estudos tem mostrado que usuários
de aparelhos auditivos com menos perda são mais sensíveis a distúrbios do que usuários com
perda auditiva mais severas [41]. De acordo a [48] e [49] retardos de 10 ms poderiam ter um
efeito prejudicial na qualidade do som.
O caminho de retroalimentação utilizado nesse exemplo tem uma frequência de amostragem
de fs = 16KHz [6], assim um retardo de D = 15 corresponde a 0,9375 ms. De acordo a [9]
e [48] este retardo corresponderia a um retardo de processamento e não afetaria a qualidade do
som.
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Figura 5.4: MSD do estimador como função de D e µ com ρ = 0,0005: a) D = 2, µ = 0,001;
b) D = 2, µ = 0,0005; c) D = 15, µ = 0,001; d) D = 15, µ = 0,0005
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Figura 5.5: MSD do estimador como função de D e ρ com µ = 0,001: a) D = 2, ρ = 0,001; b)
D = 2, ρ = 0,0005; c) D = 15, ρ = 0,001; d) D = 15, ρ = 0,0005
5. Erro quadrático médio 119
Tabela 5.1: Parámetros em regime permanente.
Tamanho do passo MSE em dB MSD em dB Retardo D
ρ = 0,001, µ = 0,001 -7,185 -28,979 1
-7,180 -33,192 11
-7,180 -33,192 15
-7,180 -33,192 35
ρ = 0,001, µ = 0,0005 -7,195 -29,893 1
-7,190 -36,216 11
-7,190 -36,216 15
-7,190 -36,217 35
ρ = 0,0005, µ = 0,001 -7,212 -29,281 1
-7,213 -33,226 11
-7,213 -33,226 15
-7,213 -33,226 35
ρ = 0,0005, µ = 0,0005 -7,222 -30,262 1
-7,223 -36,249 11
-7,223 -36,250 15
-7,223 -36,250 35
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5.3 Conclusões
Nesse capítulo expressões matemáticas para o comportamento do erro quadrático médio,
MSE, da estrutura dada em Fig. 3.2 foram derivadas. A estrutura é baseada no método do erro
de predição e emprega dois algoritmos adaptativos operando simultaneamente. Momentos até
de segunda ordem foram analisados. Desses resultados, expressões para o comportamento em
regime permanente do MSE foram obtidas. Simulações demonstraram a exatidão dos modelos
propostos. Através dos modelos propostos, novos estudos do comportamento da estrutura da
Fig. 3.2 foram elaborados. A dependência do retardo no nível do MSE foi explicitada.
No próximo capítulo apresentam-se discussões e comentários surgidos no decorrer da Tese.
São discutidos temas como aplicação de sinal de voz real à estrutura em estudo, análise do
rastreamento e efeito da atualização no sinal de entrada ao filtro estimador.
Capítulo 6
Discussões e comentários
6.1 Introdução
Neste capítulo serão revisados comentários e discussões surgidas durante o desenvolvimento
do trabalho. Será revisado e discutido o modelo do sinal de voz utilizado nessa Tese. Exemplos
com sinais de voz como sinal de entrada validam os modelos propostos analisados nos capítulos
anteriores. Uma justificativa é apresentada para a falta de análise de rastreamento nessa Tese.
Simulações respondem questões sobre o comportamento das correlações entre entrada e a saída
da estrutura. Essas discussões indicam possíveis temas futuros para pesquisa.
6.2 Simulações com sinal de voz como sinal de entrada.
Esta seção apresenta simulações utilizando a estrutura da Fig. 3.2. Considera–se como en-
trada ao aparelho auditivo sinais reais de voz (masculino e feminino). Note que, nos modelos
propostos nessa Tese, o sinal de entrada x(n) é modelado como um processo autoregressivo, em
que H(z) é obtido de [43] para um ruído branco gaussiano η(n).
A maioria dos sons de fala pode ser classificada em vozeados, como por exemplo /U/, /d/, /w/,
/i/ e /e/ e não sonoros como /p/,/f/ e /s/. Um modelo completo para o sinal de voz será aquele
que combine dois geradores de excitação de forma a produzir sons vozeados e não vozeados,
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como mostra a Fig. 6.1. Sons vozeados apresentam características como autocorrelação quase–
periódica e maior energia nas baixas frequências, enquanto que os sons não vozeados apresentam
uma autocorrelação baixa (sinal aleatório) e um número maior de passagens por zero. Observe
que na Fig. 6.1, a entrada para segmentos vozeados corresponde a um trem de pulsos, enquanto
que para os segmentos não vozeados é um ruído branco. Embora esse modelo seja uma aproxi-
mação da geração natural da voz, estudos têm demonstrado que suas deficiências não limitam
severamente sua aplicabilidade [8].
Assim, de acordo com o modelo [43] utilizado nessa Tese, para o sinal de voz, somente os
sons não vozeados estão sendo modelados. Como consequência, espera-se que o cancelamento
adaptativo seja afetado para sons vozeados, em que o cancelador adaptativo não acompanhará o
modeloH(z) causando polarização na estimativa do caminho de retroalimentação. Para mode-
lar os sons vozeados é necessário ter como entrada um trem de pulsos e fazer um modelamento
do sistema considerando o modelo desta entrada. Essa limitação de modelagem é comum na
análise do comportamento de aparelhos auditivos [6], [3].
Geração de pulsos
Pitch
vozeada
não vozeada
switch
Modelo trato vocal
Voz filtrada
Geração de ruído
Parâmetros no trato vocal
Figura 6.1: Modelo geral discreto no tempo para a produção da fala. Extraído de [8]
Ainda que os modelos feitos para a estrutura da Fig. 3.2 sejam dados somente para segmentos
não vozeados, resultados de simulações em que a entrada é um sinal de voz real são necessárias
para validar em forma geral as informações reditas pelos modelos propostos. Assim, sinais de
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voz são aplicados à estrutura analisada na Fig. 3.2. Observa-se o comportamento da polarização
como uma função do retardo e do passo de adaptação em ambos os filtros.
De acordo com os modelos (4.10), (4.5), (4.21), (4.24) e (4.1) determinados no Capítulo 4,
espera-se que grandes retardos conduzam a uma diminuição na polarização e a um incremento
na SNR (ver Fig. 4.8). Da mesma forma, grandes variações do passo de adaptação ρ, conduzem
a variações consideráveis no nível da polarização, ver Fig. 4.9.
A seguir apresenta–se dois exemplos em que as informações do filtro adaptativo w(n) são
copiadas em wc a cada 70 iterações. O número de iterações em que acontece a atualização de
wc dependerá do critério de cópia a ser utilizado. Mais na frente, neste capítulo, sugere-se um
critério para essa atualização. Nos exemplos a seguir, o valor de 70 iterações foi tomado de
forma arbitraria e exclusivamente para agilizar a convergência dos filtros.
6.2.1 Exemplo 1.
Os parâmetros utilizados neste exemplo são µ = 0,001, ρ = 0,001, G = 9, σ2ζ = 10−5. O
caminho de retroalimentação, wo, foi dado pelas primeiras 10 amostras do caminho de retroali-
mentação ilustrado na Fig. 3.9.
As figuras 6.2 e 6.3 mostram resultados de simulação no regime transiente e permanente
do vetor norma da polarização para dois valores de retardo, em que sinais de voz feminina e
masculina amostrados a 16 kHz são considerados como entradas ao aparelho auditivo. Como
esperado, de acordo com o modelo proposto no Capítulo 4, para grandes retardos um cancela-
mento maior da retroalimentação é obtido.
6.2.2 Exemplo 2.
Os parâmetros utilizados neste exemplo são µ = 0,001, D = 80, G = 9, σ2ζ = 10−5. O
caminho de retroalimentação é o mesmo do Exemplo 1. As figuras 6.4 e 6.5 mostram resultados
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Figura 6.2: Norma do vetor da polarização(dB) para D = 40 e D = 90, em que a entrada é um
sinal de voz real feminino amostrado a 16 KHz.
de simulação no regime transiente e permanente do vetor norma da polarização para dois valores
de passo de adaptação, ρ = 0,01 e ρ = 0,0001, em que sinais de voz masculina e feminina
amostrados a 16 kHz são considerados como entradas ao aparelho auditivo. Os resultados estão
de acordo com os obtidos pelo modelo descrito no Capítulo 4. Pequenos passos de adaptação
no preditor levam a um maior cancelamento da retroalimentação.
6.2.3 Exemplo 3.
Neste exemplo são utilizados os parâmetros µ = 0,001, ρ = 0,001, D = 50, G = 9,
σ2ζ = 10
−5 e o mesmo caminho de retroalimentação do Exemplo 1. As figuras 6.6 e 6.7 mostram
resultados de simulação no regime transiente e permanente do vetor norma da polarização com-
parada com o sinal de voz real utilizado como entrada ao aparelho auditivo. Dois sinais de voz
masculina e feminina analisados a 16 kHz são considerados como entradas.
6. Discussões e comentários 125
0 2 4 6 8 10 12 14
x 104
−40
−35
−30
−25
−20
iterações
‖B
‖2
em
dB D = 25
D = 90
Figura 6.3: Norma do vetor da polarização(dB) para D = 25 e D = 90, em que a entrada é um
sinal de voz real masculino amostrado a 16 KHz.
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Figura 6.4: Norma do vetor da polarização(dB) para ρ = 0,01 e ρ = 0,0001, em que a entrada é
um sinal de voz real masculino amostrado a 16 KHz.
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Figura 6.5: Norma do vetor da polarização(dB) para ρ = 0,01 e ρ = 0,0001, em que a entrada é
um sinal de voz real feminino amostrado a 16 KHz.
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Figura 6.6: Norma do vetor da polarização (dB), em que a entrada é um sinal de voz real femi-
nina amostrado a 16 KHz e a frase falada é: Ele já foi vítima de dois atentados a bordo
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Figura 6.7: Norma do vetor da polarização (dB), em que a entrada é um sinal de voz real mas-
culina amostrado a 16 KHz e a frase falada é: Foi construído de 1908 a 1914
6. Discussões e comentários 130
6.3 Estratégia de cópia
Uma possível estratégia para efetuar a atualização de wc, segundo as informações de w(n),
é comparar a potência do erro estacionário ec(n), com a do erro e(n), em que
ec(n) = x(n)− uT (n)vc
e(n) = x(n)− uT (n)v(n)
(6.1)
Inicialmente vc = v(n) = −wo, em que vc é um filtro fixo. Conforme a evolução do
algoritmo LMS o valor de v(n) tende a diminuir e ser menor que vc. Espera-se que, na medida
em que o filtro adaptativo convirja ao filtro ótimo, a potência de e(n) seja menor do que a
potência ec(n). Assim, a estratégia de cópia de wc pode estar baseada em comparações da
potência desses erros. Tendo as medições de E[e2c(n)] e E[e2(n)] a atualização de wc pode
acontecer quando E[e2(n)] ≤ ϕE[e2c(n)], em que 0 < ϕ < 1. Também pode estabelecer-se
períodos de atualização, como foi feito para as figuras do Exemplo 1 e 2, na qual o filtro fixo
wo foi atualizado pelo filtro adaptativo w(n) a cada 70 iterações. O período de atualização Pa,
é determinado pelo tempo de quase-estacionariedade do sinal de voz, ou seja, Pa
fs
≤ ϕ × 20ms,
em que fs é a frequência de amostragem e 0 < ϕ < 1.
6.4 Justificativa do não estudo do rastreamento
A capacidade de tracking é uma característica importante a ser observada em um algoritmo
adaptativo. Nessa Tese foram derivadas as equações preliminares para análise do tracking, mas,
do resultado dessas equações concluiu-se que novas ferramentas precisam ser utilizadas para
analisar o tracking quando algoritmos adaptativos são aplicados ao cancelamento da retroali-
mentação acústica em aparelhos auditivos. A seguir uma análise preliminar do efeito do tracking
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nos sistemas adaptativos descritos na Fig. 3.2.
Considerando o caminho de retroalimentação não estacionário, no qual:
wo(n + 1) = δwo(n) + φ(n) com 0 < δ < 1 (6.2)
Temos que,
wo(1) = δwo(0) + φ(0)
wo(2) = δwo(1) + φ(1) = δ[δwo(0) + φ(0)] + φ(1) = δ2wo(0) + δφ(0) + φ(1)
wo(3) = δwo(2) + φ(2) = δ[δwo(1) + φ(1)] + φ(2) = δ3wo(0) + δ2φ(0) + δφ(1) + φ(2)
(6.3)
Assim,wo(n) pode ser escrito como:
wo(n) = δnwo(0) +
n−1∑
k=0
δn−1−kφ(k) (6.4)
Por outro lado, definindo vc(n) = wc −wo(n), temos:
vc(n−D) = wc −wo(n−D)
vc(n−D) = wc − δn−Dwo(0)−
n−D−1∑
k=0
δn−D−1−kφ(k)
(6.5)
Com δ < 1, quando n→∞ (convergência) obtém–se:
vc(n) = wc − φ(n) (6.6)
Do Apêndice (B.1), temos que o sinal de entrada ao filtro adaptativo (ver Fig. 3.2) é dado
por u(n) = γ(n)−GuT (n−D)vc, mas considerando que o caminho de retroalimentaçãowo é
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não estacionário, então o sinal de entrada u(n) será também não estacionário, sendo dado por:
u(n) = γ(n)−GuT (n−D)vc(n−D) (6.7)
Logo, substituindo (6.5) em (6.7), temos que:
u(n) = γ(n)−GuT (n−D)
[
wc − δn−Dwo(0)−
n−D−1∑
k=0
δn−D−1−kφ(k)
]
= γ(n)−GuT (n−D)wc +GuT (n−D)δn−Dwo(0) +GuT (n−D)
n−D−1∑
k=0
δn−D−1−kφ(k)
= γ(n)−GuT (n−D)
[
wc − δn−Dwo(0)
]
+GuT (n−D)
n−D−1∑
k=0
δn−D−1−kφ(k)
(6.8)
com δ < 1 e para n→∞, podemos escrever (6.8) como:
u(n) = γ(n)−GuT (n−D)[wc − φ(n)]
De vc(n) = wc − φ(n) observa-se que o filtro vc(n) não é fixo como foi considerado
para a dedução dos modelos expostos nessa Tese. Lembre que ao considerar a parte superior
da estrutura da Fig. 3.2 estacionária foi possível utilizar a Transformada Z para determinar as
correlações de entrada e saída do sistema, necessários na dedução dos modelos propostos. Nesse
caso, quando vc(n) depende das variações do caminho de retroalimentação, novas ferramentas
matemáticas e de análise deverão ser utilizadas para obter os momentos de primeira e segunda
ordem do sistema em estudo. O anterior extrapola o trabalho dessa Tese sendo proposto então
como tema para um trabalho futuro.
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6.5 O que sucede com as correlações do sinal de saída do
aparelho no momento da atualização?
Uma das perguntas que surgem quando é atualizado o filtro fixo wc, de acordo as novas in-
formações do filtro adaptativow(n), é saber o que ocorre com as correlações do sinal de entrada
ao filtro, ru(l), elemento importante nos modelos deduzidos nessa Tese. Existe um período tran-
siente para esse momento?. Se existe, quanto tempo demora essa fase?. Para responder a essas
questões foram feitas simulações para observar o comportamento da autocorrelação da entrada
u(n) no momento da atualização. Consideram-se passos de adaptação pequenos para observar
melhor o momento da atualização do filtro wc, µ = 0,00001 e ρ = 0,00001. A atualização
ocorre a cada 200 iterações, nas quais D = 15, G = 5 e σ2x = 1 para 4000 realizações. O
caminho de retroalimentação foi dado porwo = [−0,044 −0,01 0,036 0,03 0,046 −0,03 −
0,044 0,03 0 0,02]T (as primeiras 10 amostras de uma atual resposta do caminho de retroali-
mentação). A Figura 6.8 mostra os resultados de simulação no regime transiente e permanente
para ru(0). Observa-se um período transiente abrupto na primeira atualização do filtrowc. Aqui
a potência de u(n) tenta rapidamente aproximar-se do valor considerado como ideal. É impor-
tante lembrar que a potência de x(n) é 1 e, o ganho do aparelho é de 5, assim espera-se que
ru(0) alcance uma potência igual a 25 no regime permanente. Para os restantes momentos de
atualização as mudanças no nível de potência são mais leves, chegando, na sequência, a serem
praticamente imperceptíveis.
No próximo capítulo, para finalizar, são apresentadas as conclusões.
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Figura 6.8: Autocorrelação do sinal de saída do aparelho auditivo, u(n).
Capítulo 7
Conclusões
Foi apresentada a importância dos aparelhos auditivos na vida de pessoas com deficiências
auditivas. Atualmente, aparelhos auditivos análogos têm sido substituídos por aparelhos audi-
tivos digitais, os quais oferecem melhores possibilidades de compensação das perdas auditivas
devido a sua programabilidade. Ainda assim, os benefícios para os deficientes auditivos são
limitados devido à falta de algoritmos que efetivamente explorem todas as potencialidades do
processamento digital de sinais. A desejada miniaturização nos aparelhos auditivos tem trazido
problemas, como o efeito de oclusão e a retroalimentação acústica, explicados nos capítulos 1 e
2. Uma das principais queixas dos usuários de aparelhos auditivos é a retroalimentação acústica,
objeto desse trabalho de Tese.
Foram expostas soluções clássicas para reduzir a retroalimentação acústica, mas soluções
modernas baseadas no cancelamento adaptativo contínuo têm obtido melhores desempenhos
[19]. Inicialmente, uma descrição matemática do problema da retroalimentação acústica em
aparelhos auditivos foi apresentada, evidenciando a polarização da solução adaptativa devido à
correlação existente entre o sinal desejado e o sinal de referência do filtro.
Nessa Tese foram desenvolvidas análises estatísticas de uma importante estrutura [6] para
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o cancelamento da retroalimentação em aparelhos auditivos. A estrutura é baseada no método
do erro de predição de identificação de sistemas e utiliza dois algoritmos adaptativos operando
simultaneamente. A análise foi desenvolvida para o algoritmo LMS aplicado aos dois filtros,
estimador e preditor. A análise não é trivial, já que os dois filtros operam simultaneamente.
No capítulo 3, uma modificação foi proposta para a estrutura de [6], a qual simplifica a
análise matemática. O posicionamento do filtro preditor, agora aplicado a u(n) permite traba-
lhar com entradas estacionárias aos filtros adaptativos, isto sem comprometer o desempenho em
regime permanente. Modelos analíticos para momentos de primeira ordem dos coeficientes dos
filtros adaptativos foram derivados. A teoria da independência foi aplicada sem afetar significa-
tivamente os modelos para o estimador e preditor.
Apresentou-se uma análise estatística dos momentos de primeira e segunda ordem para a po-
larização resultante devido ao caminho de retroalimentação. O novo modelo prediz as variações
da polarização como função do caminho de retroalimentação e do tamanho do passo do predi-
tor. A estabilidade da estrutura modificada e a relação sinal/ruído foram analisadas a partir das
equações recursivas derivadas para a polarização. Foi elaborada uma comparação ilustrativa en-
tre o modelo para a estrutura considerando somente o filtro estimador e o modelo proposto para
a estrutura modificada a partir de [6]. Observou-se o ganho na redução da polarização quando
essa última estrutura é utilizada. Resultados interessantes foram obtidos a partir do modelo para
a polarização no Capítulo 4.
Foram derivadas expressões matemáticas para o comportamento em regime transiente e per-
manente do erro quadrático médio, evidenciando-se a dependência do retardo no caminho de
retroalimentação.
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Para a validação dos modelos propostos, simulações de Monte Carlo foram feitas com o
objetivo de comparar o comportamento dos modelos. Observou-se excelentes acordos, confir-
mando a acuracidade dos modelos desenvolvidos.
Nesse trabalho foram obtidas informações pioneiras, não encontradas na literatura. Para a
estrutura modelada, a relação sinal a ruído do aparelho auditivo para diferentes valores de passo
no preditor e diferentes retardos no caminho direto foram entregues. As vantagens na utiliza-
ção do filtro preditor na estrutura adaptativa foram expostas. Mediante os modelos derivados
foram comparados os comportamentos de estruturas adaptativas com preditor e sem preditor no
cancelamento da retroalimentação acústica. A modelagem da polarização permitiu observar a
estabilidade do sistema, sua dependência da polarização e o retardo D. Incrementos no ganho
máximo estável depois da atualização do filtro fixo wc foram observados mediante a utilização
do modelo matemático da polarização. É esperado que os novos resultados, como de forma
exemplificativa, nas figuras (4.10), (4.14), (4.15) e (4.17), sejam úteis no projeto de sistemas
adaptativos para o cancelamento da retroalimentação em aparelhos auditivos.
Algumas propostas para a continuação do trabalho de Tese são sugeridas a seguir.
1. Desenvolvimento dos modelos propostos a partir de um modelo de voz para sons vozea-
dos. Um sinal de voz é composto por sons vozeados e não vozeados. Os modelos pro-
postos nessa Tese, para avaliar o desempenho dos algoritmos adaptativos, utilizou-se um
modelo de voz para sons não vozeados, deixando a análise para sons vozeados para futuras
pesquisas.
2. Análise do tracking da estrutura dada em Fig. 3.2. Seguindo a explicação do Capítulo
6, observou-se as dificuldades que surgem na análise do tracking quando o cancelamento
adaptativo é aplicado a aparelhos auditivos. Pelo anterior, sugere-se que novas ferramen-
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tas matemáticas devam ser utilizadas para modelar a capacidade de tracking da estrutura
proposta.
3. Modelamento do ganho do aparelho. Nessa Tese considerou-se o ganho G do aparelho
como uma constante, o que representa o pior caso para o estudo da polarização na solução
do filtro adaptativo, já que esse fator maximiza a correlação estatística entre os sinais x(n)
e u(n). Seria interessante observar o comportamento da estrutura da Fig. 3.2 frente a
um ganho G dependente da frequência. Isso sugere modelar G de acordo a resultados de
pesquisas como os mostrados em [20].
Apêndice A
Equivalência das Análises com o Preditor
Adaptativo Aplicado a e(n) ou a u(n)
Considere o sistema demonstrado na Fig. 3.1. Considerando a estacionaridade dos sinais da
parte superior da figura, fazemos aqui o tratamento matemático no domínio da transformada z.
Sejam X(z), U(z), N(z), Ec(z) as transformadas z de x(n), u(n), η(n), ec(n), respectivamente.
Sejam também H(z) = 1/A(z), W o(z) e W c(z) as funções de transferência associadas ao
modelo de x(n), a wo e a wc, respectivamente, e sejam V (z) = W o(z) − W c(z). Então,
desprezando para esta análise o ruído aditivo ζ(n), obtemos:
X(z) =
1
A(z)
N(z) (A.1)
U(z) = Gz−DEc(z) (A.2)
Ec(z) = X(z) +W
o(z)U(z) −W c(z)U(z) = X(z) + V (z)U(z) (A.3)
Destas expressões, tiramos que
U(z) = z−D
[
GX(z) +GV (z)U(z)
]
(A.4)
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que pode ser escrita como:
U(z)
[
1− z−DGV (z)
]
=
Gz−D
A(z)
N(z) (A.5)
Para prosseguir, torna-se importante uma breve discussão sobre a operação do sistema na
Fig. 3.1. Um fator importante dessa operação é a manutenção da estabilidade do sistema durante
todo o período de operação. Como esse sistema contém uma malha fechada com ganho no
domínio z dado por GV (z), é necessário manter a magnitude deste produto pequena durante
toda a operação. No período inicial de convergência do filtro adaptativo w(n), isso é obtido
mantendo-se o ganho G do aparelho auditivo pequeno, já que a resposta corrigida V (z) do
caminho de retroalimentação ainda apresenta um ganho não desprezível. Na medida em que os
coeficientes do filtro adaptativo w(n) convergem para valores próximos aos dos coeficientes de
wo, o ganho de V (z) se reduz e o ganhoG do aparelho auditivo pode aumentar. Isso, no entanto,
é feito mantendo-se o ganho de malha GV (z) sempre pequeno (em geral bem menor do que 1)
para evitar a instabilidade. Assim, a análise do comportamento do sistema adaptativo da Fig. 3.1
em operação (tanto durante o transitório quanto em regime permanente) deve ser feita para um
ganho de malha GV (z) reduzido.
Considerando a magnitude de GV (z) muito menor do que a unidade, podemos aproximar
(A.5) por
U(z) ∼ Gz
−D
A(z)
N(z) (A.6)
Essa equação, quando comparada a (A.1) mostra que os coeficientes do preditor q(n) apli-
cado a u(n) serão aproximadamente os mesmos coeficientes do preditor aplicado a e(n).
Apêndice B
Avaliação de ru(l) e rxu(l) [3]
Nesta seção são avaliadas as correlações ru(l) e rxu(l) necessárias para o desenvolvimento
dos modelos propostos nesta tese. Essas correlações são obtidas através da análise do sub-
sistema estacionário em laço fechado descrito na parte superior da Fig. 3.2 para uma entrada
autoregressiva x(n).
B.1 Autocorrelação ru(l)
Define–se o vetor de erro nos coeficientes invariante no tempo vc = wc − wo. Assim, a
partir de Fig. 3.2 temos
u(n) = γ(n)−GuT (n−D)vc (B.1)
em que γ(n) = ζ(n) +Gx(n−D).
Tomando a transformada z de (B.1) temos
Hu(z) =
U(z)
Γ(z)
=
1
1 +Gψ(z−1)vcz−D
(B.2)
com ψ(z−1) = [1, z−1, z−2, · · · , z−N+1]T . Sabendo que ζ(n) é independente de x(n), a
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densidade espectral complexa Ru(z) de u(n) é então dada por [50]
Ru(z) = Hu(z)Rγu(z) =
Rγu(z)
1 +Gψ(z−1)vcz−D
(B.3)
em que Rγu(z) é a densidade complexa espectral cruzada de u(n) e γ(n), dada por [50]
Rγu(z) =
Rr(z)
1 +Gψ(z)vczD
+
G2Rx(z)
1 +Gψ(z)vczD
(B.4)
em que a independência estatística de ζ(n) e x(n) foi usada. Para x(n) autoregressivo, Rx(z) =
H(z)H∗(1/z∗)σ2η com
H(z) =
1∏M
i=1(1 + aiz
−1)
. (B.5)
Assumindo estabilidade de (B.2) e aplicando o Teorema do Residuo em (B.4), temos que:
rγu(l) = σ
2
ζ δ(l) +
M∑
k=1
G2σ2η(−ak)M(−ak)l−1∏M
i=1
k 6=i
(ai − ak)
∏M
j=1(1− ajak)
× 1(
1 +Gψ(−ak)vc(−ak)D
) , l ≥ 0.
(B.6)
Finalmente, de (B.3) podemos escrever:
ru(l) = rγu(l)−GrTu (l −D)vc (B.7)
em que ru(l −D) = [ru(l −D), . . . , ru(l −D −N + 1)]T .
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B.2 Correlação cruzada rxu(l) [3]
Temos que rxu(l) = E{x(n + l)u(n)} = Gh(−l) ∗ rx(l + D) no qual ∗ corresponde à
convolução linear e h(n) representa a resposta ao impulso de (B.5). Assim,
Rxu(z) = GH
∗(1/z∗)Rx(z)z
D (B.8)
Substituindo (B.5) e Rx(z) = H(z)H∗(1/z∗)σ2η em (B.8) e usando o Teorema do Residuo,
temos:
rxu(l) =
M∑
k=1
Gσ2η(−ak)D+M(−ak)l−1∏M
i=1
k 6=i
(ai − ak)
∏M
j=1(1− ajak)
× 1(
1 +Gψ(−ak)vc(−ak)D
) , l ≥ 0 (B.9)
e
rxu(l) =
M∑
k=1
Gσ2η(−ak)D+M
(−ak)l+1
∏M
i=1
k 6=i
(ai − ak)
∏M
j=1(1− ajak)
× 1(
1 +Gψ(−ak)vc(−ak)D
) , l < 0.
(B.10)
B.3 Cálculo de E
{
u(n)u(n− 1)uT (n− 1)vp(n)uT (n− 1)
}
Define-se Mrp =
∑M
s=1 E
[
u(n)u(n−r)u(n−s)vp(n−s+1)u(n−p)
]
. Tomando a esperança
de Mrp condicionada em vp(n− s + 1) e desprezando a dependência estatística entre u(n − l)
e vp(n− k) para todos l e k, temos
E
[
Mrp|vp(n−s+1)
]
=
M∑
s=1
E
[
u(n)u(n− r)u(n− s)u(n− p)]× vp(n− s + 1) (B.11)
em que r = 1, · · · ,M e p = 1, · · · ,M . Assumindo que as variáveis na esperança são conjunta-
mente gaussianas,
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E
[
Mrp
]
=
{ M∑
s=1
E
[
u(n)u(n− 1)]
r,1
E
[
u(n− 1)uT (n− 1)]
s,p
+
M∑
s=1
E
[
u(n)u(n− 1)]
s,1
E
[
u(n− 1)u(n− 1)]
rp
+
M∑
s=1
E
[
u(n)u(n− 1)]
p,1
E
[
u(n− 1)uT (n− 1)]
r,s
}
vTp (n)s,1
(B.12)
o qual leva a,
E
[
Mrp
]
= ru(1)E[vTp (n)]Ruu(0) +Ruu(0)tr
(
ru(1)E[vTp (n)]
)
+Ruu(0)E[vp(n)]rTu (1).
(B.13)
B.4 Cálculo de E
{
u(n)u(n− 1)vTp (n)u(n− 1)uT (n− 1)
}
Define–se
[
Mrp
]
=
∑M
s=1 = u(n)u(n−r)vp(n−s)u(n−s)u(n−p). Tomando a esperança
de
[
Mrp
]
condicionada em vp(n − s) e desprezando a dependência estatística entre u(n − l) e
vp(n− k) para todos os l e k temos,
E
[
Mrp
]
=
M∑
s=1
E
[
u(n)u(n− r)u(n− s)u(n− p)]vp(n− s) (B.14)
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em que r = 1, · · · ,M e p = 1, · · · ,M . Assumindo que as variavéis esperadas são conjunta-
mente gaussianas,
E
[
Mrp
]
=
{ M∑
s=1
E
[
u(n)u(n− 1)]
r,1
E
[
u(n− 1)uT (n− 1)]
s,p
+
M∑
s=1
E
[
u(n)u(n− 1)]
s,1
E
[
u(n− 1)uT (n− 1)]
r,p
+
M∑
s=1
E
[
u(n)u(n− 1)]
p,1
E
[
u(n− 1)uT (n− 1)]
r,s
}
vp(n)s, 1
(B.15)
Assim,
E
[
Mrp
]
= ru(1)E[vTp (n)]Ruu(0) +Ruu(0)E[vp(n)]r
T
u (1) +Ruu(0)tr
(
ru(1)E[vTp (n)]
)
.
(B.16)
B.5 Cálculo E
{
u2(n)u(n− 1)uT (n− 1)}
Define-se
[
Mrp
]
=
∑M
s=1 = u(n − r)u(n)u(n)u(n − p). Tomando a esperança de
[
Mrp
]
leva,
E
[
Mrp
]
=
M∑
s=1
E
[
u(n− r)u(n)u(n)u(n− p)] (B.17)
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em que, r = 1, · · · ,M e p = 1, · · · ,M . Assumindo que todas variáveis são conjuntamente
Gaussianas,
E
[
Mrp
]
=
M∑
s=1
E
[
u(n− 1)u(n)]
r,1
E
[
u(n)uT (n− 1)]
p,1
+
M∑
s=1
E
[
u(n− 1)u(n)]
r,1
E
[
u(n)uT (n− 1)]
p,1
+
M∑
s=1
E
[
u(n− 1)uT (n− 1)]
r,p
E[u2(n)]
= 2ru(1)r
T
u (1) +Ruu(0)ru(0).
(B.18)
B.6 Cálculo de rxq(n)
rxq(n) = E
[
x2q(n)
]
= E
[
x(n) + pT (n)x(n− 1)]E[x(n) + pT (n)x(n− 1)] (B.19)
substituindo p(n) = vp(n) + po, temos
rxq(0) = E
[
x(n) + vTp (n)x(n− 1) + poTx(n− 1)
]
E
[
x(n) + vTp (n)x(n− 1) + poTx(n− 1)
]
= E
[
x2(n) + vTp (n)x(n− 1)x(n) + poTx(n− 1)x(n) + vTp (n)x(n− 1)x(n)
+ vTp (n)x(n− 1)xT (n− 1)vp(n) + vTp (n)x(n− 1)xT (n− 1)po(n) + poT (n)x(n− 1)x(n)
+ poT (n)x(n− 1)xT (n− 1)vp(n) + poT (n)x(n− 1)xT (n− 1)po(n)
]
= rx(0) + 2E
[
vTp (n)
]
rx(1) + 2p
oTrx(1) + tr
[
Rx(0)Kp(n)
]
+ tr
[
Rx(0)E[vp(n)]poT
]
+ tr
[
Rx(0)p
oE[vTp (n)]
]
+ tr
[
Rx(0)p
opoT
]
(B.20)
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