Abstract. We survey and extend nonlinear signal decompositions based on morphological pyramids, and their application to multiresolution maximum intensity projection (MIP) volume rendering with progressive refinement and perfect reconstruction. The structure of the resulting multiresolution rendering algorithm is very similar to wavelet splatting. Several existing classes of pyramids are discussed, and their limitations indicated. To enhance the approximation quality of visualizations from reduced data (higher levels of the pyramid), two approaches are explored. First, a new class of morphological pyramids, involving connectivity enhancing operators, is considered. In the pyramidal analysis phase, a conditional dilation operator is used, with a given number n of iterations. The corresponding pyramids for n = 0 and n = 1 are known as the adjunction pyramid and Sun-Maragos pyramid, respectively. We show that the approximation quality when rendering from higher levels of the pyramid does increase as a function of the number of iterations n of the conditional dilation operator, but the improvement for n > 1 is limited. The second new approach, called streaming MIP-splatting, again starts from the adjunction pyramid. The new element is that detail coefficients of all levels are considered simultaneously and are resorted with respect to decreasing magnitude of a suitable error measure. All resorted coefficients are projected successively, until a desired accuracy of the resulting MIP image is obtained. We show that this method outperforms the previous methods based on morphological pyramids, both with respect to image quality with a fixed amount of detail data, and in terms of flexibility of controlling approximation error or computation time.
Introduction
Multiresolution signal decomposition schemes have a long history in image processing and analysis. Such schemes can be useful for noise suppression, more robust detection of signal features, and improved computational efficiency by analyzing a signal in a coarseto-fine fashion. Well-known are linear multiresolution schemes, such as the Laplacian pyramid [1] or decomposition methods based on wavelets [9] . More recent are nonlinear multiresolution signal decompositions based on morphological pyramids. A detailed study of such pyramids was made by Goutsias and Heijmans [4, 6] . Morphological pyramids systematically split the input signal into approximation and detail signals by repeatedly applying a pyramidal analysis operator which involves morphological filtering followed by downsampling. As the level of the pyramid is increased, spatial features of increasing size are retained. The original signal can be recovered from the pyramid decomposition by repeated application of a pyramid synthesis operator. An important element of the morphological pyramid schemes is the so-called pyramid condition, which states that synthesis of a signal followed by analysis returns the original signal [4] .
In this paper we survey and extend the application of morphological pyramids to the problem of multiresolution visualization of large volume data sets.
Volume visualization, or volume rendering, is a technique which produces two-dimensional images of three-dimensional data from different viewpoints, using advanced computer graphics techniques such as illumination, shading and colour [3] . Expecially when interactive rendering rates are required (i.e., there must be a fast response of the rendering system to actions of the user), this is a very demanding problem when the sizes of the volume data are large. For this reason, a multiresolution approach is an obvious choice, allowing to quickly visualize reduced versions of the data which can be progressively refined if needed. In so-called preview mode, when a user explores the data from different viewpoints, only approximation data on the highest decomposition level L are used, so that the amount of data, and therefore the rendering time, is roughly reduced by a factor of 8
L . This leads to improved user interaction. A second reason for applying morphological methods in volume rendering is the feature extraction capability of morphological operators, which can be incorporated in the volume rendering process.
A volume rendering method which is widely used in medical imaging is maximum intensity projection (MIP). Here one generates, for each pixel of the view plane, a ray through the data parallel to the line of sight (i.e., perpendicular to the view plane), and assigns the maximum data value encountered along this ray to the pixel. Because of its computational simplicity, MIP is widely used in the display of magnetic resonance angiography (MRA) and ultrasound data. Since the MIP transform is nonlinear, the standard linear multiresolution models based on wavelets [5, 7, 11, 16, 20, 21] are not applicable. Instead, morphological pyramids can be used for multiresolution rendering. Even though the morphological operators are nonlinear and noninvertible, the pyramid scheme does allow perfect reconstruction as well as progressive refinement, just as in the linear case. Pyramids where the synthesis operator is a dilation are particularly appropriate. For brevity, we will refer to this class of pyramids as dilation pyramids. These pyramids have the advantage that it is not necessary to first reconstruct the 3-D data to full resolution before computing the MIP operation. Instead, the maxima along the line of sight can be first computed from the data on a coarse level (where the size of the data is reduced), after which a fast 2-D morphological synthesis operator is used to perform reconstruction of the projection image to full grid resolution.
We have recently investigated two cases of dilation pyramids for MIP volume rendering. The first is the adjunction pyramid [12, 14] , where the pyramidal analysis and synthesis operators are composed of morphological erosion and dilation, combined with dyadic downsampling for analysis and dyadic upsampling for synthesis [4] . When applied to MIP volume rendering, we found that too few small features present in the data were retained in high levels of the pyramid. To put it differently, the detail signals are 'too large'. To improve the effectiveness of feature extraction, we studied in [13] an alternative pyramid scheme in which a morphological opening instead of an erosion is used for pyramidal analysis (the pyramidal synthesis operator is still a dilation). This pyramid has been studied in morphological image processing by Sun and Maragos [18] , see also [4] , and is referred to as the Sun-Maragos pyramid below. When applying the Sun-Maragos pyramid to MIP volume rendering, the approximation quality improved, essentially because erosions are replaced by openings, which keep image features to a larger extent, so that the chance that (parts of) these features survive the downsampling step is larger. Nevertheless, small structures such as veins and arteries in angiographic data become disconnected during the pyramid decomposition process. This suggests that connectivity preserving operators might do even better.
The goal of this paper is to improve upon the approximation quality of the morphological pyramids mentioned above along two distinct routes. First, we study the application of a new class of dilation pyramids in which the pyramidal synthesis operator ψ ↓ = δ A σ ↓ is fixed to be a dilation δ A by a structuring element A (preceded by an upsampling operator σ ↓ ), but where the pyramid analysis operator has the form ψ ↑ = σ ↑ η where σ ↑ denotes downsampling and η may be chosen in different ways. This class was recently introduced in [15] for analyzing 2-D images, and in this paper we study its usefulness to rendering of volume data. Choosing the operator η to be an erosion ε A , followed by an arbitrary number of conditional dilations with structuring element A, also leads to a valid synthesis operator, that is, the pair (ψ ↑ , ψ ↓ ) still satisfies the pyramid condition. We refer to these pyramids as conditional dilation pyramids. Note that this class also contains the opening by reconstruction, which is the connected filter obtained by iterating the conditional dilations until idempotence [17] . We present experiments to show that indeed slightly more details can be retained in high pyramid levels when the iteration number n of the conditional dilation increases. However, the improvement is quite limited, and comes at the expense of increased computation times during the analysis phase of the pyramid, especially for large n.
The second new approach, called streaming MIPsplatting after the analogous approach in the linear case of wavelet splatting [8] , again starts from the adjunction pyramid. The difference with the original algorithm [12, 14] is that detail coefficients of all levels are considered simultaneously and are resorted with respect to decreasing magnitude of a suitable error measure. Detail coefficients in the adjunction pyramid as defined in [12, 14] are not 'small' in the usual sense, because they are defined by the application of an unusual difference operator. Therefore, in our new approach we also consider the detail coefficients one would obtain by ordinary subtraction, sort these by decreasing magnitude, and after that replace them again by the original detail coefficients at the corresponding location and scale. In the rendering phase, all resorted coefficients are projected successively, until a desired accuracy of the resulting MIP image is obtained. We show that this method outperforms the previous methods based on morphological pyramids, both with respect to image quality with a fixed amount of detail data, and in terms of flexibility of controlling approximation error or computing time.
The remainder of this paper is organized as follows. Section 2 supplies a few preliminaries on morphological pyramids, and gives the definition of adjunction, Sun-Maragos and conditional dilation pyramids. In Section 3 we first recall the MIP algorithm based on adjunction pyramids, and then introduce the new multiresolution MIP algorithm based on conditional dilation pyramids. An evaluation of the approximation quality of the different types of conditional dilation pyramids is presented. In Section 4, the streaming MIPsplatting algorithm is introduced, and we present experimental results which show its superior performance when compared to the previous approaches. Section 5 contains a summary and discussion.
Preliminaries
Consider signals in a d-dimensional signal space V 0 , which is assumed to be the set of functions on (a subset of) the discrete grid Z d , where d = 2 or d = 3 (image and volume data), that take values in a finite set of nonnegative integers.
The general structure of linear as well as nonlinear pyramids is as follows. From an initial signal f 0 , approximations { f j } of increasingly reduced size are computed by a decomposition or analysis operator ψ ↑ :
Here j is called the level of the decomposition.
. . , f L } is referred to as an approximation pyramid. In the case of a Gaussian pyramid, the analysis operator consists of Gaussian low-pass filtering, followed by downsampling [1] . An approximation error associated to f j+1 may be defined by taking the difference between f j and an expanded version of f j+1 :
Here− is a generalized subtraction operator. The set
Assuming there exists an associated generalized addition operator+ such that, for all j,
we have perfect reconstruction, that is, f 0 can be exactly reconstructed by the recursion
For the linear case, the detail pyramid is called a Laplacian pyramid, and the synthesis operation consists of upsampling, followed by Gaussian low-pass filtering [1] . In the case of morphological pyramids, the analysis and synthesis operators involve morphological filtering instead of Gaussian filtering [4, 6] . It should be noted that, in principle, the analysis and synthesis operators may depend on level, but we assume them to be the same for all levels throughout this paper. To guarantee that information lost during analysis can be recovered in the synthesis phase in a nonredundant way, one needs the so-called pyramid condition [4] :
By approximations of f we mean signals in V 0 of the same size as the initial signal f which are reconstructed from higher levels of the pyramid by omitting some of the detail signals. More precisely, a level-j approximationf
where ψ ↓ j means repeating the ψ ↓ operator j times. The generalized addition and subtraction operatorṡ + and− in (1) and (2) are usually taken as ordinary addition and subtraction. For the case of the adjunction pyramid, another choice is possible, see below.
Dilation Pyramids
We now consider the general class of pyramids whose analysis/synthesis operator pairs have the form
where δ A ( f ) is the flat 1 grey-value dilation with structuring element A, and σ ↑ and σ ↓ denote dyadic downsampling and upsampling by a factor of 2 in each spatial dimension:
Here the arrows indicate transformations to higher (coarser) or lower (finer) levels of the pyramid. The (not yet specified) operator η, and the structuring element A, are assumed to satisfy certain conditions, in order that the pyramid condition (3) is satisfied. These conditions will be considered next, when we present several types of dilation pyramids which differ only in the form of the analysis operator η.
Adjunction Pyramid. In this case, η(
e. the erosion with structuring element A. As shown in [4] , the pyramid condition (3) is satisfied if there exists an a ∈ A such that the translates of a over an even number of grid steps are never contained in the structuring element A. Introducing the notation
the pyramid condition can be expressed as
In an adjunction pyramid, the product ψ
A is an opening, i.e. an operator which is increasing, antiextensive and idempotent. The anti-extensivity property means that ψ
Therefore, we can define the generalized addition and subtraction operators by (cf. [4] ):
where 0 is the smallest image or voxel value possible. As a consequence, the detail signals are nonnegative:
Note that the definition of− in (8) implies that the detail signal d j (n) equals f j (n), except at points n for which
So, detail signals are not 'small' in regions where the structuring element does fit approximately, but not exactly, to the data.
For an adjunction pyramid with the generalized addition being defined as the maximum operation (see (8) ), the reconstruction takes a special form [12, 14] . Making use of the fact that ψ ↓ A is a dilation, hence commutes with the maximum operation, we derive from (2) and (8):
where L is the decomposition depth, and ψ
A with itself. This representation is quite similar to the (linear) Laplacian pyramid representation [1] . The main difference is that sums have been replaced by maxima.
Remark 1.
One may also use ordinary addition and subtraction to define the detail signals in an adjunction pyramid. However, unless indicated otherwise, by 'adjunction pyramid' we will always mean the adjunction pyramid with the special addition and subtraction given by (8).
Sun-Maragos Pyramids. This pyramid has the analysis operator η(
is the opening by structuring element A. Under the condition that
where 0 is the origin of Z d , the pyramid condition (3) is satisfied (see [4, Proposition 5.9] ), that is,
where id denotes the identity operator. Since (ε A , δ A ) is an adjunction, we have that δ A ε A δ A = δ A . Therefore, when A satisfies (11), the previous formula implies that
2.1.3. Trivial Pyramid. This pyramid has the analysis operator η( f ) = f , i.e. the identity operator. Again, assuming that (11) holds, the pyramid condition is satisfied, since
where (12) was used. In this type of pyramid, analysis consists only of downsampling, which is why we refer to it as the trivial pyramid (compare to the lazy wavelet in the lifting scheme [19] ).
Conditional Dilation Pyramid. This pyramid has the analysis operator η( f ) = R (n)
A ( f ), where the sequence of operators R (n) A for n = 0, 1, 2, . . . is defined by the following recursion:
The operator in (14) is a conditional dilation, that is, after each dilation step the infimum with the original signal f is taken. Therefore, R
A ( f ) is the opening by reconstruction of f from its erosion ε A ( f ). In practice, f is defined on a finite subset D ⊆ Z d and the recursion terminates after a finite number of steps.
By observing that R
A ( f ) is the erosion ε A of f and R (1) A ( f ) is the opening α A = δ A ε A of f , we see that the cases n = 0 and n = 1 correspond to the adjunction pyramid and Sun-Maragos pyramid, respectively. Again assuming the structuring element A to satisfy condition (11), we showed in [15] that the pyramid condition is satisfied. To make this paper self-contained, the proof is reproduced in the Appendix.
Multiresolution MIP Volume Rendering
The basic idea of multiresolution MIP is to use a pyramid representation in which it is possible to interchange the MIP operator (computing maxima along the line of sight) with the pyramidal synthesis operator. Then the MIP operation can be performed on a coarse level, where the size of the data is reduced, before performing a fast 2-D morphological synthesis operation to reconstruct the projection image to full grid resolution, thus leading to a computationally efficient algorithm. For the dilation pyramids defined above, such commutativity of MIP and pyramid synthesis holds because both the upsampling operation and the dilation δ A commute with the maximum operation [12, 14] .
In the following, the MIP operation is denoted by M Θ , where the viewing coordinates are denoted by a vector Θ = (θ, φ, α). Here θ and φ are two angles defining the projection direction vector which is perpendicular to the view plane, and the angle α gives the orientation of the view plane with respect to this projection direction, cf. Fig. 1 . Successive approximations of the MIP of f are denoted byM
where L is the decomposition depth. These approximations all have the same size in the image plane, because they are reconstructed from higher levels in the pyramid to the size of the MIP of f .
For a discrete volume data set f , the MIP operator M Θ projects all voxels on the view plane, and takes the maximum of all voxel values projecting to the same pixel. For non-axial projections, where the viewing coordinate system is not aligned with the Cartesian coordinate system in which the data are defined, additional interpolation issues arise. In order to emphasize the basic structure of the algorithm, these issues are not considered in what follows, see [14] for more details. 
The Multiresolution MIP Algorithm for Dilation Pyramids
The multiresolution MIP algorithm for dilation pyramids defined by (5)- (6) can be summarized as follows.
-Preprocessing. Compute an L-level 3-D morphological pyramid with structuring element A of the volume data f , resulting in a sequence of
Here f L is a signal at the coarsest level. -Actual MIP volume rendering. For a given orientation Θ of the viewing coordinate system, do:
is a 2-D structuring element, which is obtained as the projection of the 3-D structuring element A on the view plane. 2. Refine the image progressively.
• Detail pyramid. For each level j < L, compute an approximationM ( j) Θ ( f ) on level j as follows. Reconstruct f j+1 to level j, and add the result to d j to obtain f j . Then apply the MIP operator M Θ , and finally perform a 2-D reconstruction operator j times:
• Approximation pyramid. Since f j is available, directly apply formula (17) above.
The recursion terminates withM (0)
Θ ( f ), which equals the MIP M Θ ( f ) of the original data f .
The Multiresolution MIP Algorithm for Adjunction Pyramids
For the special case of the adjunction pyramid with the generalized addition and subtraction defined by (8) , one may directly project all detail signals and refine in the image plane, as follows from (10) . This leads to the following algorithm [12, 14] . 
3. The recursion terminates withM (0) Θ ( f ), which equals the MIP M Θ ( f ) of the original data f .
Remarks on Implementation and Efficiency
For MIP rendering, the time complexity is O(N 3 ) for a volume data set of size N 3 , since for each of the N 2 pixels in the image plane, the maximum of N voxel values has to be computed. Various acceleration schemes exist, but these do not change the complexity [2, 10, 22] . For multiresolution MIP, there is first the preprocessing step, only to be executed once, in which the pyramid is constructed. The analysis operator involves 3-D erosions which are linear in the number of voxels. A complete reconstruction is also linear in the number of voxels. In preview mode, rendering uses only the highest decomposition level L, and therefore the rendering time is reduced by a factor of 8 L . Another issue is memory usage. For a volume data set of size N 3 , the size of an L-level analysis pyramid is given by
i.e., at most 14% more memory is needed than for the input data. In the experiments of this and previous papers [12] [13] [14] , the MIP projections M Θ have been implemented by means of the object order voxel projection method of Mroz et al. [10] . In this method, one loops through the volume, projects all voxels to the image plane with each voxel contributing to exactly one pixel, and accumulates values at pixel locations by maximum computation. The result is independent of the order in which the voxels are visited. An efficient volume data storage scheme is used, comprising histogram-based sorting of 'interesting' voxels according to grey value, and storing these in a value-sorted array of voxel positions. An additional array contains the cumulative histogram values. In our implementation, interesting voxels are simply defined as those with a nonzero grey value (zero voxel values never contribute to pixel maxima), which may lead to a large reduction in the amount of voxels to be processed.
When performing progressive refinement with a detail pyramid, the use of value-sorted arrays presents a problem. During synthesis, one must first do a one-level reconstruction of f j from f j+1 which involves a 3-D dilation (see (16) ). This dilation cannot be efficiently computed on data stored as value-sorted arrays. However, because of the large amount of zero voxels, the use of value-sorted arrays is more or less mandatory, since in practice it may save up to 95% of memory as compared to 3-D arrays. Therefore, it is most efficient to perform progressive refinement from an approximation pyramid (stored as as value-sorted arrays), instead of a detail pyramid. As long as no thresholding of detail data is used, storing the approximation data
, f L does require memory storage of the same order of magnitude as storing the detail and coarsest approximation data
The algorithm for the detail pyramid also applies to adjunction pyramids where detail signals and reconstructions are computed by using ordinary addition and subtraction. However, when the special operators of (8) are used, one may directly project all detail signals and refine in the image plane, see Section 3.2. This approach is computationally more efficient than that given in the general algorithm of Section 3.1, and will be used in Section 4. However, as far as approximation quality is concerned, there is no difference. More details and experimental results on computation time and memory usage for various data sets can be found in [12] [13] [14] .
Experimental Results
We performed multiresolution MIP rendering using a 2-level decomposition with a 2 × 2 × 2 structuring element. Larger structuring element sizes remove too much of the original data in higher levels of the pyramid. In the case of conditional dilation pyramids, a 3 × 3 × 3 structuring element was used for the conditional dilations, in order to recover as much as possible of the original data in all directions.
Several types of pyramid are compared: the trivial, adjunction, and conditional dilation pyramid for several values of the iteration parameter n. Three data sets were used, 2 all of size 256 × 256 × 256: aneurism, an X-ray scan of the arteries (with aneurism) of the right half of a human head (1% nonzero voxels); neuron, a confocal microscopy data set of a neuron (1.8% nonzero voxels), and bonsai, CT data of a bonsai tree (16.5% nonzero voxels), see Fig. 2 . The sampling distance in the view plane was taken equal to the sampling distance of the original volume data. Only axial projection was used. For the case of the adjunction and Sun-Maragos pyramids, more details on sizes of approximation and detail data and behaviour of rendering times as a function of pyramid level can be found in [12, 14] .
In Table 1 we show the relative L 1 -error E ( j) between a level-j approximation imageM ( j) Θ ( j = 1, 2) and the Table 1 . Approximation error E ( j) for level j = 1, 2 for the trivial pyramid and conditional dilation pyramids with various values of the pyramid parameter n. Cases n = 0 and n = 1 correspond to the adjunction pyramid and Sun-Maragos pyramid, respectively.
Aneurism Bonsai Neuron
Pyramid type Θ :
Figures 3-5 show successive approximations, for all pyramid types considered. To evaluate the results, we take two criteria into account. First, the size of the approximation error; second, the extent to which the noise present in the data is reduced. From the table, it is observed that conditional dilation pyramids considerably reduce the approximation error as compared to adjunction pyramids. For iteration numbers higher than 15, not much further improvement in the error is obtained. From visual inspection of the figures, it is clear that in higher levels of the adjunction pyramid small details are quickly removed. The conditional dilation pyramid preserves small details much better, especially for n ≥ 5. The improvement for higher iteration numbers of the conditional dilation pyramid is especially noticeable for the aneurism data set, which contains many small elongated veins. Note that this accuracy improvement is possible with rendering times and memory usage comparable to those of adjunction pyramids. Noise reduction is significant in level-2 and level-1 approximations of the adjunction and conditional dilation pyramids (compare to the full-size MIP in Fig. 2 ). The trivial pyramid has the smallest errors, which may seem obvious since it retains most of the input data. However, it does not reduce the noise. In fact, for volume data with many isolated noise voxels which survive the downsampling step in the analysis phase, the error may become large, since in the synthesis phase these voxels will be expanded by the structuring element. It would of course be possible to carry out a noise reduction step of the original data, before applying the morphological pyramids. But this would still leave us with a limit on the accuracy, since one can never do better than a level-1 approximation (unless one does a full reconstruction). What is really needed is a method with continuous error control. Such a method is presented in the next section.
Streaming MIP-Splatting
A major problem of the approaches presented above is that the approximation quality is completely determined by the discrete levels of the pyramid. For example, in a pyramid with L = 2 levels, the level-2 approximation may be too coarse, and the level-1 approximation too fine for meeting a certain upper bound on computation time. Therefore, we develop in this section a new approach, which allows to a priori fix the desired approximation error and/or computation time in a more or less continuous way. This approach is called streaming MIP-splatting, after the analogous approach in the linear case of wavelet splatting [8] .
Our approach is to consider detail coefficients of all levels simultaneously, and order these coefficients in the same way as an auxiliary set of detail coefficients, which are sorted with respect to decreasing magnitude. After the resorting process, these auxiliary coefficients are no longer used.
Construction of the Pyramid
Again we start from the adjunction pyramid, cf. Section 2.1.1, with the generalized addition being defined as the maximum operation, and the generalized subtraction by (8) . Recall that in this case the following multiresolution representation holds:
Note that in volume rendering, f L and d k are 3-D data arrays.
As discussed in Section 3.3, the representation (22) allows one to project the elements of the approximation and detail coefficients in any order on the image plane. It is not necessary to do this projection level by level, as we have done so far. The novel idea then is to join the entries of the 3-D detail coefficient arrays of all levels k = 0, 1, . . . , L − 1 into a one-dimensional coefficient array, and sort these detail coefficients with respect to decreasing magnitude. Then, in the rendering phase, one would start projecting all detail coefficients, largest first, until a certain desired accuracy has been obtained.
Recall that in order for (22) to hold, the detail signals should be defined by:
The problem we have to overcome is that the detail coefficients in the arrays {d k } are not small in regions where the structuring element does fit approximately, but not exactly, to the data, cf. Section 2.1.1.
To address this problem, we note that instead of the special subtraction−, we can use ordinary subtraction to define a related set of detail signals, which we denote byd j :d
The analysis and synthesis operators ψ are small when the structuring element approximately fits the data. We sort these elements with respect to magnitude and put them into one large 1-D arrayD with elementsD 1 , . . . ,D M , where M is bounded by the sum of the sizes of the detail arrays {d j }, see (20) . In practice, we will delete any zero entries during the sorting process, so that the actual value of M is much smaller. Note that an element ofd j is zero exactly when this is the case for the corresponding element of d j .
After the sorting step, the entries of the arrayD are no longer ordered by level. From the initial dimen- sions N 1 , N 2 , N 3 , and the index k of each element D k , the original level j and 3-D position (x, y, z) of the corresponding detail coefficient can be easily reconstructed. That is, there is a 1-1 mapping π , such that k = π (x, y, z, j) and (x, y, z, j) = π −1 (k), and D k =d j (x, y, z).
As a final step, we replace the value of each entry of the arrayD by the corresponding entry of the original detail signals:
Rendering the Pyramid
As a result of the construction phase, we have obtained an ordered list of detail coefficients d j (x, y, z), which can be used to compute the MIP of the input data. By construction, the order is such that each successive coefficient, when taken into account, maximally reduces the L 1 -error between the partial reconstruction and the original data.
In the MIP process, all sorted coefficients are projected successively, until a desired accuracy of the resulting MIP image is obtained. When a coefficient k is projected, its value val =D k is compared to the current value curval at the point of projection in the image plane, and curval is overwritten when curval < val. In addition, a local dilation of size j has to be carried out for coefficients with level j > 0, directly after projection. The reason is that, because of the resorting, detail coefficients with varying scale index j are successively projected. So we cannot do the dilation globally, as in the case of the level-by-level projection, where the scale index is constant per level. As before, letÃ denote the projection of the 3-D structuring element A on the view plane, and let j ·Ã denote this structuring element scaled by a factor of j. Then, when the level of the coefficient is j, all pixels in the neighborhood j ·Ã around the point of projection are overwritten by val when their current value is smaller than val (this formulation applies for flat structuring elements).
When all entries of the sorted arrayD are processed, the exact MIP of the input volume is obtained. To compute approximations, one may stop projecting detail coefficients when a maximal index K max of the arraȳ D has been reached. This limit K max can be determined in various ways. It may be chosen so that an a-priori chosen error threshold is reached. Or, when computational efficiency is the major issue, one may simply choose K max directly, as it determines the total number of coefficients to be projected, and thus the required computation time.
The Streaming MIP-Splatting Algorithm
The multiresolution MIP algorithm for streaming MIPsplatting can be summarized as follows.
-Preprocessing. -Actual MIP volume rendering. For a given orientation Θ of the viewing coordinate system, and a given maximum size K max , do: This results in an approximation which we denote byM
Experimental Results
In Table 2 we present the L 1 -approximation error E (2, f rac) as a function of the percentage f rac of detail coefficients used. That is, frac = K max /size(D), where size(D) is the total number of entries inD, i.e., the total number of original detail coefficients with zero ones deleted. The same data sets as before are used, with the same settings, i.e., a 2-level decomposition with a 2 × 2 × 2 flat structuring element, and axial projection. When frac = 0, the error corresponds to that of a level-2 approximation, compare to the error E (2) for n = 0 in Table 1 . When frac = 1, all data have been taken into account and the error is zero.
For comparison with the earlier algorithm for an adjunction pyramid, we also present results on approximation error in Table 3 for the value of frac determined by size(d 1 )/size(D), where size(d 1 ) is the number of nonzero level-1 detail coefficients. In this case, exactly the same number of detail coefficients is used as for a level-1 approximation in the algorithm which projects level by level (compare to E (1) for n = 0 in Table 1 ).
We observe that the error of streaming MIP-splatting is smaller than that of a usual level-1 MIP. In the case of the Neuron data, the difference is substantial, a phenomenon which we also observed for other data sets (data not shown here). Note also that the fraction of detail coefficients taken into account is quite small (less than 1%). The streaming algorithm has the advantage that the fraction of included detail coefficients can be chosen at will, depending on the computation time one wants to spend or the maximal error one allows.
For visual inspection, we also give the corresponding MIP-images in Fig. 6 . When we compare these images to the corresponding level-1 MIP images in Figs. 3-5 , we observe that the streaming results are much better, with more fine details preserved (see also the full-size MIP images in Fig. 2 ). This obviously is due to the property of the streaming algorithm that important level-0 detail coefficients will get a small index k in the resorting process, and thus are included during partial reconstruction.
Another important observation we can make is that use of the L 1 -error has a quite limited value. Although the errors of the level-by-level algorithm and the streaming algorithm in Table 3 are comparable, the corresponding images are perceptually quite different. Of course, this limitation is well known in image processing and computer vision, and active research is still going on to find better error metrics. Although some other metrics have been developed, they are often very hard to compute. Inclusion of these metrics is beyond the scope of this paper.
Discussion
We have surveyed and extended nonlinear multiresolution signal decompositions based on morphological pyramids for MIP volume rendering with progressive refinement and perfect reconstruction. Such pyramids combine the feature extraction capabilities of morphological operators with the acceleration gained by rendering multiresolution data. The morphological operators used in constructing these pyramids remove spatial details of size proportional to 2 j , where j is the level of the pyramid. However, in contrast to linear multiresolution approaches, such as those based on wavelets, no smoothing of data takes place. Typical use of such pyramids is in preview mode, where the user is continuously changing the viewpoint. For such interactive display, some loss in image quality is generally acceptable. When interaction ceases, details of the data can then be successively taken into account to quickly generate a high resolution view.
Our main object of interest in this paper was to see how the approximation error and persistence of small object features depend on pyramid level, for the different pyramid types. To improve the approximation quality of visualizations from reduced data (higher levels of the pyramid), two new approaches were explored. First, the class of conditional dilation pyramids, involving connectivity enhancing operators, was introduced. As a reference, we used the adjunction pyramid and Sun-Maragos pyramid, which remove spatial details without regard to the connectivity properties of the volume data [12] [13] [14] . We found that conditional dilation pyramids reduce the relative L 1 -error between the full-size MIP and the approximate MIP from reduced pyramid data as the number n of conditional dilations increases. This accuracy improvement is possible with rendering times and memory usage comparable to those of the adjunction pyramid. For values of n larger than 15 no further improvement was observed. Also, noise is reduced in higher levels of the pyramid, as indicated by enhanced visual quality. Nevertheless, the improvement for n > 1 is fairly limited. Only the time needed to create the pyramids rises significantly with increasing n, but this is less of a problem since this step is carried out only once as a preprocessing step, whereas rendering is usually performed many times for different view angles.
The second new approach, called streaming MIPsplatting, again starts from the adjunction pyramid. The difference with the original algorithm [12, 14] is that detail coefficients of all levels are considered simultaneously. They are ordered in the same way as an auxiliary set of detail coefficients, which are sorted with respect to decreasing magnitude. These auxiliary coefficients are defined by using ordinary subtraction, whereas the detail coefficients to be used during rendering are defined by a special subtraction operator which allows the max-representation of Eq. (10) .
During rendering, all ordered detail coefficients are projected successively, until a desired accuracy of the resulting MIP image is obtained. We have shown that this method outperforms all earlier methods, both with respect to image quality with a fixed amount of detail data, and in terms of flexibility of controlling error or maximum computation time. This is due to the fact that an arbitrary fraction of detail coefficients may be chosen for computing an approximation, whereas the other pyramids all work level-by-level.
The operator R (0)
A = ε A is anti-extensive, because (11) implies that 0 ∈ A, and hence the erosion ε A is anti-extensive. For n > 0, Eq. (14) trivially implies that R (n)
A is anti-extensive for all n ≥ 0. 2. We prove by induction that assumption 2 holds.
First, R
A (δ A ( f )) = ε A (δ A ( f )) ≥ f since ε A δ A is a closing. Second, for n > 0
Applying the induction hypothesis, i.e. R (n−1) A δ A ≥ id, we find
Finally, (11) implies that 0 ∈ A, and hence the dilation δ A is extensive. Therefore R
(n)
A (δ A ( f )) ≥ f , and we are done. 
