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We relate duality mappings to the “Babbage equation” F (F (z)) = z, with F a map linking
weak- to strong-coupling theories. Under fairly general conditions F may only be a specific confor-
mal transformation of the fractional linear type. This deep general result has enormous practical
consequences. For example, one can establish that weak- and strong-coupling series expansions of
arbitrarily large finite size systems are trivially related, i.e., after generating one of those series the
other is automatically determined through a set of linear constraints between the series coefficients.
This latter relation partially solve or, equivalently, localize the computational complexity of eval-
uating the series expansion to a simple fraction of those coefficients. As a bonus, those relations
also encode non-trivial equalities between different geometric constructions in general dimensions,
and connect derived coefficients to polytope volumes. We illustrate our findings by examining vari-
ous models including, but not limited to, ferromagnetic and spin-glass Ising, and Ising gauge type
theories on hypercubic lattices in 1 < D < 9 dimensions.
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2I. INTRODUCTION
The utility of weak- and strong-coupling expansions and of dualities in nearly all branches of physics can hardly be
overestimated. This article is devoted to several inter-related fundamental questions. Mainly:
(1) What information does the existence of finite order complementary weak- and strong-coupling series expansion of
given physical quantities (e.g., partition functions, matrix elements, etc.) provide?
(2) To what extent can dualities be employed to partially solve those various problems? By partial solvability, we
mean the ability to compute a specific physical quantity with complexity polynomial in the size of the system, given
partial information that is determined by other means.
As we will demonstrate in this work, a universal problem deeply binds to the above two inquiries, and raises the
critical question
(3) Why do numerous dualities in very different fields always turn out to be conformal transformations?
To set the stage, we briefly recall general notions concerning dualities. Consider a theory of (dimensionless) coupling
strength g for which weak- and strong-coupling expansions may, respectively, be performed in powers of g and 1/g
or in other monotonically increasing/decreasing functions f+(g)/f−(g). Common wisdom asserts that as ordinary
expansion parameters (e.g., g and 1/g) behave very differently, weak- and strong-coupling series cannot, generally,
be simply compared. On a deeper level, if these expansions describe different phases (as they generally do) then the
series must become non-analytic (in the thermodynamic limit) at finite values of g (where transitions occur) and thus
render any equality between them void. A duality may offer insightful information on a strong coupling theory by
relating it to a system at weak coupling that may be perturbatively examined. As is well known, when they are
present, self-dualities are manifest as an equivalence of the coefficients in the two different series; this leads to an
invariance under an inversion that is qualitatively (and in standard field theories, e.g., QED/Electroweak/QCD is
exactly) of the canonical form “g ↔ 1/g” (or, more generally, f+(g) ↔ f−(g)). For example, in vacuum QED with
Lagrangian density L = [0 ~E2/2 − ~B2/(2µ0)], the ratio g = 0µ0 of the couplings in front of the ~E2 and ~B2 terms
relates to a g ↔ 1/g reciprocity. This reciprocity is evident from the invariance of Maxwell’s equations in vacuum
under the exchange of electric and magnetic fields1, ~E → ~B; ~B → − ~E and the Lagrangian density that results. In
Yang-Mills (YM) theories, such an exchange between dual fields has led to profound insights from analogies between
the Meissner effect and the behavior of vortices in superconductors to confinement and flux tubes – a hallmark of
QCD2–5. Abstractions of dualities in electromagnetism and in YM theories produced powerful tools such as those in
Hodge and Donaldson theories6.
In both classical and quantum models, dualities (and the f+(g) ↔ f−(g) inversion) are generated by linear trans-
formations (appearing, e.g., as unitary transformations or more general isometries relating one local theory to another
in fundamental “bond-algebraic”7–13 incarnations or, in the standard case, Fourier transformations14–18). Such linear
transformations lead to an effective inversion of the coupling constant g. Dual models share, for instance, their par-
tition functions (and thus the same series expansion). As realized by Kramers and Wannier (KW)19–25, self-dualities
provide structure that enables additional information allowing, for instance, the exact computation of phase transition
points. This does not imply that the full partition function is determined with complexity polynomial in the size of
the system, that is, it is solvable via self-dualities alone (and indeed as we illustrate in this work, self-dualities do not
suffice).
Now here is a main point – that concerning question (3) – which we wish to highlight in this article. In diverse
arenas, the weak- and strong-coupling expansion parameters f+(g) and f−(g) are related to one another via conformal
transformations that are of the fractional linear type. Amongst many others, prevalent examples are afforded by
SL(2,Z) dualities in YM theories as well as those in Ising models and Ising lattice gauge theories. In all of these
examples, the transformations linking z ≡ f+(g) to w ≡ f−(g) ≡ F (z) are particular special cases of conformal (or
fractional linear (Mo¨bius)) transformations. That is, in these,
z → F (z) = w = az + b
cz + d
, (1)
with a, b, c, and d complex coefficients, and determinant
∆ = det
(
a b
c d
)
= ad− bc 6= 0. (2)
A well known mathematical property of fractional linear maps is their composition property: Given any two
fractional linear functions Fk = (akz+bk)/(ckz+dk) (with k = 1, 2), direct substitution demonstrates that F1(F2(z)) =
(a′z + b′)/(c′z + d′) (i.e., yet another fractional linear transformation) where(
a′ b′
c′ d′
)
=
(
a1 b1
c1 d1
)
·
(
a2 b2
c2 d2
)
. (3)
3This group multiplication property will be of great utility in our analysis of dualities. Fractional linear maps, as is
commonly known by virtue of the trivial equality (valid when c 6= 0)
F (z) =
az + b
cz + d
=
a
c
− ∆
c(cz + d)
, (4)
which may be expressed as compositions of transformations of the (formal) forms: translation (z → z + b), scal-
ing/rotation (z → az), and inversion (z → 1/z). As each of these individual operations generally map circles and
lines onto themselves so do the general transformations of Eq. (4). This may be understood as a consequence of
a projective transformation from the Riemann sphere onto the complex plane. Relating Lorentz transformations to
Mo¨bius transformations is one of the principal ideas underlying twistor theory26. Envisioning standard dualities27 as
particular induced maps on the Euclidean S2 sphere will be an outcome of the current work.
The set of all conformal self-mappings of the upper half complex plane forms a group, with SL(2,Z) a subgroup (“full
modular group”) that consists of all the fractional linear transformations with a, b, c, and d integers, and determinant
∆ = 1. In the aforementioned YM theories, e.g.,1,28, an SL(2,Z) structure follows from a canonical invariance of the
form z → (z + 1) (stemming from charge quantization). As we will detail in the current work, in Ising models and
Ising gauge theories, a canonical form of the duality is given by(
a b
c d
)
=
( −1 1
1 1
)
, ∆ = −2. (5)
The transformation of Eq. (5) may trivially be associated to one with ∆ = 129 by a uniform scaling (a, b, c, d) =
(−1, 1, 1, 1) → 2−1/2i(−1, 1, 1, 1) which does not change the ratio in Eq. (1). More widely, any fractional linear
transformation of the form of Eq. (1) with a finite determinant may similarly be related to one with ∆ = 1 by a
uniform scaling of all four elements of the matrix. In general, we are interested in duality mappings as applied to
matrix elements, partition functions or path integrals, while the typical scenario in YM theories focuses on mappings
of the action (or Hamiltonian).
In what will follow, we will first address question (3) and illustrate that disparate duality transformations must be
of the form of Eq. (1). When applied to the expansion parameters, we will then demonstrate that these fractional
linear maps lead to linear constraints between the strong- and weak-coupling series coefficients. A main message of
this work is that these conformal transformations of Eq. (1), leading to linear relations among series coefficients, will
allow a broad investigation of questions (1) and (2) above. Specifically, we will examine arbitrarily large yet finite size
systems for which no phase transitions appear. As is well known, analyticity enables a full determination of functions
over entire domains given their values in only a far more restricted regime (even if only of vanishing measure). For a
finite size system, the weak-coupling (W-C) and strong-coupling (S-C) expansions describe the same analytic function
and are everywhere convergent and may thus be equated to one another. Thus, a trivial yet practical consequence
is, contrary to some lore, that the naturally perturbative W-C and the seemingly more involved S-C expansions are
equally hard. We will apply this approach to the largest Ising model systems for which the exact expansions are
known to data on both finite size cubic and square lattices. We further test other aspects of our methods on Ising and
generalized Wegner models. The substitution of Eq. (1) relates the W-C and S-C expansion parameters in general dual
models. We will more generally: (1’) Equate the W-C and S-C expansions to find linear constraints on the expansion
coefficients, and (2’) When possible, invoke self-duality to obtain yet further linear equations that those coefficients
need to satisfy. This analysis will lead to the concept of partial solvability: The linear equations that we will obtain
will enable us to localize NP hardness of finding the exact partition function coefficients (or other quantities) to that
of evaluating only a fraction of these coefficients. The remainder of these coefficients can be then trivially found by
the linear relations that are derived from the duality of Eq. (1).
A highly non-trivial consequence of our work is that of relating mathematical identities to dualities such as those
broadly generated by Eq. (1). Specifically, as a concrete example in this work, we will illustrate how the relations
that we obtain connecting the W-C and S-C expansions lead to new combinatorial geometry equalities in general
dimensions. As a particular example we will do this by noting that, in Ising and generalized Wegner models, the
expansion coefficients are equal to the number of geometrical shapes of a given magnitude of the d-dimensional surface
areas. The equality between the W-C and S-C expansions then lead to identities connecting these numbers.
II. GENERAL CONSTRAINTS ON DUALITY TRANSFORMATIONS
For the Ising, Ising gauge, and several other theories that we study in this work, the mapping between the W-C
and S-C coupling expansion parameters is afforded by the particular Mo¨bius transformation
F (z) =
1− z
1 + z
(6)
4associated with Eq. (5). This transformation trivially satisfies Babbage’s equation
F (F (z)) = z (7)
for all z. For self-dual models, such as the D = 2 Ising model or D = 4 Ising gauge theories, we can easily find the
critical (self-dual) point, z∗, by solving the equation F (z∗) = z∗. We will term theories obeying Eq. (7) as those that
exhibit a “one-” duality. In general, one may find such transformations, represented by a function F (z), in terms
of some parameter z (a coupling constant which can be complex-valued). Richer transformations appear in diverse
arenas including Renormalization Group (RG) calculations. Based on these considerations we may have
F (z∗) = z∗, Self-dual fixed point
F (F (z)) = z, Self-duality/duality
F (· · ·F (F (z∗)) · · · ) = z∗, RG fixed points.
(8)
More general transformations F1(F2(· · ·Fn(z) · · · )) may yield linear equations in a manner identical to those appearing
for the Ising theories studied in the current work. Expansion parameters z in self-dual theories satisfy F (F (z)) = z;
this yields a constraint on all possible self-dualities. Solutions are afforded by fractional linear (conformal) maps
F (z) =
az + b
cz − a, (9)
with the determinant of Eq. (2) being non-zero, a2 + bc 6= 0. As we will further expand on elsewhere, another related
duality appearing in Ising and all Potts models is given by
F1(z) =
az + b
cz + d
, F2(z) =
−dz + b
cz − a , (10)
with determinant ad− bc 6= 0 such that
F1(F2(z)) = z (11)
is satisfied. In fact, as we will next establish in Section III, all “two-” dualities satisfying Eq. (11) must be of the
form of Eqs. (10). Specifically, all duality mappings that can be made meromorphic by a change of variables, can
only be of the fractional linear type. This uniqueness may rationalize the appearance of fractional linear (dual) maps
in disparate arenas ranging from statistical mechanics models, such as the ones that we study here, to S-dualities in,
e.g., YM theories.
Thus far, we focused on “one-” and “two-dualities” for which the coupling constants satisfy either Eq. (7) or Eq.
(11), respectively. Our calculations may be extended to “n-duality” transformations for which
F1(F2(· · ·Fn(z) · · · )) = z. (12)
As the reader may verify, replicating the considerations invoked in the next section leads to the conclusion that if they
are meromorphic each of the functions Fk (with 1 ≤ k ≤ n) in Eq. (12) must be of the fractional linear (conformal)
form
Fk(z) =
akz + bk
ckz + dk
, (13)
with ak, bk, ck and dk being constants.
In general, whether a function F solving Eq. (7) for all z is meromorphic in appropriate coordinates or not, it is
impossible that any such function F (z) obeying Eq. (7) will map the entire complex plane (or Riemann sphere) onto
a subset M of the complex plane (or Riemann sphere). This subset M could be a disk or strip or any other subset
of the complex plane. That is, it is impossible that a solution to Eq. (7) will be afforded by a function F which
for all complex z, will map z → F (z) ∈ M. The proof of this latter assertion is trivial and will be performed by
contradiction: Consider a point z′ 6∈ M, then a single application of F on z′ leads to an image F (z′) ∈M. As for all
points z (including those that lie in M) the image F (z) is in M, we have F (F (z′)) ∈ M. However, as stated in the
beginning of our proof, z′ 6∈ M. This thus shows that F (F (z′)) 6= z′. In other words, Eq. (7) cannot be satisfied by
such a function. Thus, if we regard the map z → F (z) as a finite “time evolution” (or “flow” in the parlance of RG),
the function F (z) must “evolve” z as an “incompressible fluid” with area preserving dynamics in the complex plane
(or Riemann sphere). This flow must be of period two in order to satisfy Eq. (7).
5III. MEROMORPHIC DUALITY TRANSFORMATIONS MUST BE CONFORMAL
Charles Babbage, “the father of the computer”,30 and others since, e.g,31,32, have shown that the functional equation
problem of Eq. (7) enjoys an infinite number of solutions. This observation can be summarized as follows: Given a
particular solution f to Babbage’s equation, f(f(x)) = x, a very general class of solutions can be written as
F (x) = φ−1(f(φ(x))), (14)
where φ is an arbitrary (or in a physics type nomenclature,“gauge like”) function with a well defined inverse φ−1. In
other words, if we have a particular solution we can find other solutions using a function φ with and inverse defined
in a specific domain. That is,
F (F (x)) = φ−1(f(φ(φ−1(f(φ(x)))))) = φ−1(f(f(φ(x)))) = φ−1(φ(x))
= x. (15)
To make Babbage’s observation clear, we note that if, as an example, we examine the Mo¨bius transformation (Figure
1) of Eq. (6), f(x) = (1−x)/(1 +x), and consider φ(x) = x2 and a particular branch φ−1(x) = √x for complex x (or
the standard
√
x function for real x ≥ 0) then it is clearly seen that F = √(1− x2)/(1 + x2) is also a solution to the
equation F (F (x)) = x. Similarly, if we choose φ(x) = e−2x then φ−1(f(φ(x))) = − 12 ln((1− e−2x)/(1 + e−2x)) which
the astute reader will recognize as the transformation of Eq. (49).
FIG. 1. The Mo¨bius transformation of Eq. (6) embodying the duality of the Ising model, with |z| ≤ 1, as a conformal map in
the complex plane that maps circles onto new shifted circles with a different radius (see Eq. (4)). Let us consider a circle of
radius r with its center at the origin. Using the transformation above, it would be mapped to a new circle of radius 2r/(1− r2)
with its center shifted to the point (1 + r2)/(1− r2) (on the real axis). Three of such circles with different colors are shown in
the figure above on the lefthand side. On the righthand side we see these three circles (with the same color as on the lefthand
side) after transformation. The green dot represents the self-dual point (z∗ =
√
2− 1).
We now turn to a rather trivial yet as far as we are aware new result concerning this old equation that we establish
here. We assert that if there exists a transformation φ that maps complex numbers z on the Riemann sphere, z → φ(z),
such that the resulting function F is meromorphic then any such function F solving Eq. (7) must be of the fractional
linear form (a particular conformal map) of Eq. (9). Of course, a broad class of functions of the form of Eq. (14) may
be generated by choosing arbitrary φ that have an inverse yet all possible rational functions will be of the fractional
linear form. For instance, the function F =
√
(1− x2)/(1 + x2) discussed in the example above is, obviously, not of
a fractional linear form.
Proof: The proof below is done by contradiction. A general meromorphic function on the Riemann sphere is a
rational function, i.e.,
F (z) =
P (z)
Q(z)
, (16)
6with P (z) and Q(z) relatively prime polynomials. (If the polynomials P and Q are not relatively prime then we can
obviously divide both by any common factors that they share to make them relatively prime in the ratio appearing
in Eq. (16)). As a first step, we may find the solution(s) w to the equation
F (w) = z. (17)
Unless both P (w) and Q(w) are linear in w, there generally will be (by the fundamental theorem of algebra) more
than one solution to this equation (or, alternatively, a single solution may be multiply degenerate). That is, unless P
and Q are both linear in w, the polynomial
Wz(w) = P (w)− zQ(w) (18)
will be of order higher than one (m > 1) in w and will, for general z, have more than one different (non-degenerate)
zero. When varying z over all possible complex values, it is impossible that the polynomial Wz(w) will always have
only degenerate zero(s) for the relatively prime P (w) and Q(w) (we prove this in the rather simple (Multiplicity)
Lemma below).
We denote the general zeros of the polynomial Wz(w) by w1, w2, · · · , wm. That is,
Wz(w1) = Wz(w2) = · · · = Wz(wm) = 0. (19)
Now if F (F (z)) = z, then all solutions {zji} to the equations F (zji) = wi (for which the polynomial (in z), Wwi(z) ≡
P (z)− wiQ(z) vanishes) will, for all i, solve the equation
F (F (zji)) = z. (20)
In the last equation above, on the righthand side there is a single (arbitrary) complex number z whereas on the
lefthand side there are multiple (see, again, the (Multiplicity) Lemma) viable different solutions zji. Thus, at least
one of the solutions in this set zji 6= z. We denote one such solution by Z. Putting all of the pieces together, the
equation F (F (z)) = z cannot be satisfied for all complex z (in particular, it is not satisfied for z = Z). Thus, both
P (z) and Q(z) must be linear in z, and the fractional linear form of Eq. (9) follows once it is restricted to this class.
Replicating the above steps mutatis mutandis for “two-dualities” satisfying Eq. (11) similarly leads to the conclusion
that if the transformations are meromorphic they must be given by ratios of linear functions (and thus conformal). In
this case, F1 can be a general fractional linear transformation with a finite determinant and further constraints on F2
are afforded by the requirement that Eq. (11) is indeed obeyed. The calculation then leads to the result of Eq. (10).
We will elaborate on this restriction in Section IV.
(Multiplicity) Lemma:
We prove (by contradiction) that it is impossible for Wz(w) (Eq. (18)) to have an m-th order (m > 1) degenerate
root for all z. Assume, on the contrary, that
Wz(w) = A(z)(w −B(z))m = P (w)− zQ(w), (21)
with A(z) and B(z) functions of z, m > 1, and P (w), Q(w), relatively prime polynomials of w. At z + δz (with
infinitesimal δz), the degenerate root is given by
w = B(z + δz) ≡ B(z) + δB. (22)
That is, by definition,
0 = Wz+δz(B(z) + δB). (23)
We next use the Taylor expansion
0 = Wz(B(z)) + δB
∂Wz(w)
∂w
∣∣∣
w=B(z),z
+ δz
∂Wz(w)
∂z
∣∣∣
w=B(z),z
. (24)
Given the above form of Wz(w), its partial derivative ∂Wz/∂w = 0 at w = B(z), for m > 1. Similarly, Wz(w =
B(z)) = 0. Lastly, from Eq. (18)
∂Wz(w)
∂z
∣∣∣
w=B(z),z
= −Q(B(z)). (25)
Putting all of the pieces together,
0 = −δz Q(B(z)). (26)
7Therefore, w = B(z) is a root of Q(w). As the root of Q(w) is independent of z, this implies that the assumed
multiply degenerate root (i.e., B(z)) of Wz(w) is independent of z, i.e. B(z) = B. Recall (Eq. (18)) that Wz(w) =
P (w)− zQ(w). As w = B is (for all z) a root of both Wz(w) and Q(w), it follows that w = B is also a root of P (w).
It follows that both P (w) and Q(w) share a root (and a factor of (w −B) when factorized to their zeros), e.g., when
written as
P (w) = C
∏
a
(w − pa), Q(w) = D
∏
b
(w − qb), (27)
with C and D constants and with {pa} and {qb} the roots of P (w) and Q(w) respectively, at least one of the zeros
({pa}) of P (w) must be equal to one of the zeros ({qb}) of Q(w). Thus, P (w) and Q(w) are not relatively prime if
m > 1. This, however, is a contradiction and therefore establishes our assertion and proves this Lemma.
IV. MOST GENERAL MEROMORPHIC n-DUALITIES
Thus far, we largely focused on “two-”dualities satisfying Eq. (7). The ideas underlying our proof in Section III
illustrated that all meromorphic dualities must be of the fractional linear form, Eq. (1). As elaborated, when applied
to “two-”dualities satisfying Eq. (7), the most general meromorphic solution is that of Eq. (9). Similarly, more
general dualities for which Eq. (11) is obeyed enjoy more solutions (such as those afforded by Eq. (10)).
We now explicitly solve the general case of Eq. (12). As proven, the fractional linear transformations, Eq. (13),
are the only possible meromorphic solutions. We thus confine our attention to these. In what follows, we will invoke
the composition property of Eq. (3). On the right hand side of Eq. (12), the function z may be expressed in matrix
form as (
γ 0
0 γ
)
, (28)
with γ an arbitrary complex number. This is so as the matrix elements (a = γ, b = 0 = c, d = γ) are such that,
rather trivially, the associated fractional linear function of Eq. (1) is (γ · z + 0 · 1)/(0 · z + γ · 1) = z. If all functions
Fk, in Eq. (12) are of the same form of Eq. (1), then when the representation of Eq. (28) is inserted we will trivially
have (
a b
c d
)n
≡Mn =
(
γ 0
0 γ
)
, (29)
whose solutions are straightforward. When diagonalized by a unitary transformation, the matrix M must only have
n-th roots of γ. Thus,
M = γ1/nU†
(
e2piik1/n 0
0 e2piik2/n
)
U ≡ γ1/nM˜, (30)
with k1,2 arbitrary integers and U any 2×2 unitary matrix. The latter may, of course, most generally be written as U =
exp[−iθ~σ · nˆ/2] with ~σ = (σ1, σ2, σ3), the triad of Pauli matrices, θ an arbitrary real number and nˆ = ((nˆ)1, (nˆ)2, (nˆ)3)
a unit vector. The factorization of γ1/n was performed in Eq. (30) because, as we briefly remarked earlier, a uniform
scaling of all four elements of the general 2× 2 matrix does not alter the fractional linear transformation of Eq. (1).
All possible dualities are exhausted by the space spanned by all of the matrices M˜ of the form of Eq. (30), and a
duality with real nˆ can then be interpreted as an induced map on the Euclidean S2 sphere (or, more precisely, one of
its hemispheres as we will explain shortly).
In the case of n = 2 (i.e., that of Eq. (7)), the only non-trivial solution (i.e., non-identity matrix) solution of the
form of Eq. (30) is formed by having (k2 − k1) ≡ 1 (mod 2). When this occurs, Eq. (30) becomes
M˜ = U†σ3U = ~σ · nˆ. (31)
The solution of Eq. (31) is, of course, identical to that of Eq. (9) once we set γ1/n nˆ = ((b + c)/2, i(b − c)/2, a).
For example, the Ising model duality of Eq. (6) is associated with the unit vector nˆ = 2−1/2(1, 0,−1). We thus see
how the particular solutions that we obtained earlier are a particular case of this more general approach. For “two-
”dualities with real nˆ, any point on the southern hemisphere (i.e., one with (nˆ)3 < 0) is associated with a different
transformation. This is so as scaling the global multiplication of the matrix by (−1) (associated with nˆ→ −nˆ) does
not alter the fractional linear transformation of Eq. (1). This space spanned by the hemisphere is, of course, identical
to that of the RP 2 group associated with nematic liquid crystals having a two-fold homotopy group, Π1(RP 2) = Z2
8and two associated possible defect charges. Geometrically, we may thus understand dualities by thinking of the space
spanned by the group elements.
In a similar vein, in the n-duality solution of Eq. (30), the eigenvalues of M are any two roots of the identity (or
stated equivalently, any two elements of the cyclic group Zn (which, on its own, form the center of the group SU(n))
multiplying γ1/n . We now return to the general problem posed by Eq. (12). Repeating our arguments thus far, it
is readily seen that the most general meromorphic solution is afforded by the fractional linear maps of Eq. (13) with
the n-th 2× 2 matrix (associated with the fractional linear map Fn) set by the inverse of all others. That is, rather
explicitly, (
an bn
cn dn
)
=
[(
a1 b1
c1 d1
)
·
(
a2 b2
c2 d2
)
· · ·
(
an−1 bn−1
cn−1 dn−1
)]−1
. (32)
V. MULTIPLE COUPLING CONSTANTS
The considerations of Sections III and IV can be extended to not only two but also to many coupling constants
~z = (z1, z2, · · · , zq), q ≥ 1 ∈ N. In the particular case of two coupling constants, the duality mapping will be of
the form ~z = (z1, z2) → ~w ≡ (F1(z1, z2), F2(z1, z2)) ≡ ~F (~z), where the functions F1(z1, z2) and F2(z1, z2) must be
fractional linear maps of two complex variables33.
To obtain the proper fractional linear map in several variables, one has to remember that it is important to preserve
the composition property of these maps, that is, the application of two of these maps should generate another fractional
linear map. Consider a fractional linear map ~F (1)(~z) involving two complex variables
w1 = F
(1)
1 (z1, z2) =
a
(1)
1 z1 + a
(1)
2 z2 + a
(1)
3
c
(1)
1 z1 + c
(1)
2 z2 + c
(1)
3
, (33)
w2 = F
(1)
2 (z1, z2) =
b
(1)
1 z1 + b
(1)
2 z2 + b
(1)
3
c
(1)
1 z1 + c
(1)
2 z2 + c
(1)
3
, (34)
where all the coefficients a
(1)
j , b
(1)
j , c
(1)
j (j = 1, 2, 3) are complex numbers. Then, it is straightforward to verify that the
composition of these generalized fractional linear maps, ~F (2)(~F (1)(~z)), generates another fractional linear map and
induces a, non-Abelian in general, group structure. That is, we may associate with each fractional linear map a 3× 3
matrix M (1) given by
M (1) =
 a
(1)
1 a
(1)
2 a
(1)
3
b
(1)
1 b
(1)
2 b
(1)
3
c
(1)
1 c
(1)
2 c
(1)
3
 , (35)
with a determinant ∆ 6= 0. As can be explicitly verified, the composition of maps corresponds to matrix multiplication.
Moreover, we can re-scale all coefficients by the (in general, complex) factor 1/ 3
√
∆ without affecting the map, so that
the re-scaled (associated) matrix has a determinant equal to unity. The subset of 3 × 3 complex matrices with
determinant 1 forms a group denoted SL(3,C).
The fixed points of the transformation, ~z∗ = (z∗1 , z
∗
2), solve the equations
z∗1 =
a
(1)
1 z
∗
1 + a
(1)
2 z
∗
2 + a
(1)
3
c
(1)
1 z
∗
1 + c
(1)
2 z
∗
2 + c
(1)
3
, (36)
z∗2 =
b
(1)
1 z
∗
1 + b
(1)
2 z
∗
2 + b
(1)
3
c
(1)
1 z
∗
1 + c
(1)
2 z
∗
2 + c
(1)
3
. (37)
When these are satisfied
z∗2 =
c
(1)
1 (z
∗
1)
2 + (c
(1)
3 − a(1)1 )z∗1 − a(1)3
a
(1)
2 − c(1)2 z∗1
, (38)
and z∗1 is the solution of a cubic equation (there are obviously three such cubic equation solutions). Armed with
the above, we now investigate the extension Babbage’s equation of Eq. (7) with two variables z1,2. That is, we now
explicitly solve the equation
~z = ~F (1)(~F (1)(~z)). (39)
9There are several solutions to this equation. An important class, characterized by non-zero values of b
(1)
1 and c
(1)
1 is
given by
M (1) =

a
(1)
1
(1+a
(1)
1 )(1+b
(1)
2 )
b
(1)
1
− (1+a
(1)
1 )(a
(1)
1 +b
(1)
2 )
c
(1)
1
b
(1)
1 b
(1)
2 − b
(1)
1 (a
(1)
1 +b
(1)
2 )
c
(1)
1
c
(1)
1
c
(1)
1 (1+b
(1)
2 )
b
(1)
1
−1− a(1)1 − b(1)2
 . (40)
This solution constitutes a generalization of Eq. (9) to the case of q = 2 complex variables for “two-”dualities.
The generalization of these ideas to q > 2 is formally straightforward leading to the SL(q + 1,C) group structure.
The geometry of these mappings is a very interesting mathematical problem beyond the scope of the current paper.
VI. “PARTIAL SOLVABILITY”- A NON-TRIVIAL PRACTICAL OUTCOME OF DUALITIES
We will now examine constraints that stem from the fractional linear maps that we found, i.e., a particular set of
conformal transformations. A highlight of the remainder of this work is that the results of Eqs. (9, 10, 13, 30, 32)
allow for the partial solvability of many different theories. How this is done in practice will be best illustrated by
detailed calculations. To make the concepts concrete and relatively simple to follow, we will employ, in Sections VII
and thereafter, as lucid examples some of the best studied statistical mechanics models, Ising models and generalized
Ising-type lattice gauge theories and focus on n = 2 dualities with a single coupling constant (q = 1). In this section,
we wish to sketch the central idea behind this technique.
Let us consider an arbitrarily large yet finite size system for which no phase transition occurs and thus the partition
function Z (or any other function) is an analytic function of all couplings and/or temperature. For such a finite size
system, the W-C and S-C expansions (or, correspondingly, high- and low-temperature expansions) of Z, can often be
written as finite order series (i.e., polynomials) in the respective expansion parameters z ≡ f+(g) and w ≡ f−(g).
That is, we consider the general finite order W-C and S-C series for the partition function Z (or any other analytic
function)
ZW−C = Y+(z)
∑
n
Cn z
n, ZS−C = Y−(w)
∑
n′
C ′n′ w
n′ , (41)
where Y± are analytic functions and w = F2(z) (for which, according to Eq. (11), z = F1(w)). As in Eq. (41), the two
expansions converge to the very same function Z, we trivially have, by the transitive axiom of algebra, two equivalent
relations,
Y+(z)
∑
n
Cn z
n = Y−(F2(z))
∑
n′
C ′n′
(
F2(z)
)n′
,
Y−(z)
∑
n′
C ′n′ z
n′ = Y+(F1(z))
∑
n
Cn
(
F1(z)
)n
, (42)
for the finite number of series coefficients {Cn} and {C ′n′}. According to the simple results of Section III, the functions
F1,2 appearing in the arguments of Y± and in the expansion itself are of the fractional linear type, i.e., functions of
the form of Eq. (10). Now, here is the crux of our argument: When the functions of Eq. (10) are inserted, Eqs. (42)
may give rise to constraints amongst the coefficients {Cn} and {C ′n′} and thus partially solve for the function Z with
no additional input.
Similarly to the “n-duality” mappings of Section II, the general methods of partial solvability introduced above may
be trivially extended to this more general case. This, in particular, may also enable the examination of not only W-C
and S-C series but also the matching of partition functions on finite size systems which in the thermodynamic limit
will have multiple phases (and associated series for thermodynamic quantities and partition functions). If Eq. (12)
applies in systems having a certain number of such regimes in each of which the partition function may be expressed
as a different finite order series of the form of Eq. (41), i.e.,
Zh = Yh(z)
∑
n
Cn z
n, (43)
with 1 ≤ h ≤ m, where m is the number of finite order representations of the partition function Z, then we will be
able to find analogs of Eqs. (42). These, as before, will lead to partial solvability.
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As the discussion above is admittedly abstract, we will now turn to concrete examples in the next few sections. One
of the most pragmatic consequences of our approach, detailed in Section X and34 is that the complexity of determining
the W-C and S-C series expansions may be trivially identical. This lies diametrically opposite to the maxim that S-C
series expansions are in many instances far harder to determine than perturbative W-C expansions35.
VII. SERIES EXPANSIONS OF ISING MODELS
To demonstrate our concept, we will first use standard expansions22–24,36,37 of the Ising models of Eq. (44) and
their generalizations. The Hamiltonian
H = −
∑
〈ab〉
Jabsasb, (44)
sa = ±1. In the remainder of this work, we will consider this and various other models on hypercubic lattices Λ
of N = LD sites in D dimensions (with even length L), endowed with periodic boundary conditions. Unless stated
otherwise, we will focus on uniform ferromagnetic systems (Jab = J > 0 for all lattice links 〈ab〉). In34 we consider
other boundary conditions, system sizes and lattice aspect ratios, and show that our results are essentially unchanged
for large systems with random Jab = ±J .
In the notation of earlier sections, the coupling constant is (g ≡)K ≡ βJ with β the inverse temperature. Defining
T˜ ≡ tanhK(≡ f+(K)), the identity exp[Ksasb] = coshK[1 + (sasb)T˜ ] leads to a high-temperature (H-T), or W-C,
expansion for the partition function
ZH−T = (coshK)DN
∑
{s}
∏
〈ab〉
[
1 +
(
sasb
)
T˜
]
. (45)
The sum
∑
{s}(sasb) · · · (smsn) = 2N if sk at each site k appears an even number of times and vanishes otherwise.
Thus,
ZH−T = 2N (coshK)DN
DN/2∑
l=0
C2lT˜
2l, (46)
where Cl′ is the number of (not necessarily connected) loops of total perimeter l
′ = 2l (l = 1, 2, · · · ) that can be drawn
on the lattice and C0 = 1. For each such loop, i.e., Γ = (ab) · · · (mn) formed by the bonds (nearest neighbor pair
products {(sasb)}) appearing in Eq. (46), there is a complementary loop Γ = Λ − Γ for which the sum of Eq. (46)
remains unchanged. Consequently, the H-T series coefficients are trivially symmetric, CDN−l′ = Cl′ .
We next briefly review the low-temperature (L-T), or S-C, expansion. There are two degenerate ground states (with
sa = +1 for all sites a or sa = −1) of energy E0 = −JDN . All excited states can be obtained by drawing closed
surfaces marking domain wall boundaries. The domain walls have a total (D − 1) dimensional surface area s ′, the
energy of which is E = E0 + 2s
′J . Taking into account the two-fold degeneracy, the L-T expansion of the partition
function in powers of (f−(K) ≡)e−2K is
ZL−T = 2eKDN
DN/2∑
l=0
C
′
2le
−4Kl, (47)
with C
′
s′ the number of (not necessarily connected) closed surfaces of total area s
′ = 2l (C
′
0 = 1). That is, the L-T
expansion is in terms of (D − 1)-dimensional “surface areas” enclosing D-dimensional droplets. Geometrically, there
are no closed surfaces of too low areas s ′. Thus, in the L-T expansion of Ising ferromagnets,
C
′
s′ = 0, s
′ = 2i, (48)
where 1 ≤ i ≤ D − 1. The L-T coefficients exhibit a trivial complementarity symmetry akin to that in the H-T
series. Given any spin configuration {sa}, there is a unique correspondence with a staggered spin configuration
s′a = (−1)
∑D
α=1 aαsa where aα are the (integer) Cartesian components of the hypercubic lattice site a (i.e., a =
(a1, a2, · · · , aD)). Domain walls associated with such staggered configuration are inverted relative to those in the
original spin configuration sa. That is, if a particular domain wall appears in sa then it will not appear in s
′
a and vice
versa. As a result, C
′
DN−s′ = C
′
s′ (for the even L hypercubic lattices that we consider).
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VIII. EQUATING WEAK (H-T) AND STRONG (L-T) COUPLING SERIES
We will now follow the program outlined in Section VI. Our approach is to compare H-T and L-T series expansions of
the Ising (and other arbitrary) models by means of a duality mapping. In the Ising model, the Mo¨bius transformation
(that satisfies the “one-” duality condition of Eq. (7))
T˜ =
1− e−2K
1 + e−2K
, e−2K =
1− T˜
1 + T˜
, (49)
relates expansions in T˜ to those in e−2K . In either of the expansion parameters f±(K) (i.e., T˜ or e−2K), Eqs. (49)
are examples of the fractional linear transformations discussed above. T˜ is the magnetization of a single Ising spin
immersed in an external magnetic field of strength h = K/β when there is a minimal coupling (a Zeeman coupling)
between the dual fields: the Ising spin and the external field. This transformation may be applied to Ising models
in all dimensions D – not only to the D = 2 model for which the KW correspondence holds. These transformations
emulate, yet are importantly different from, a g ↔ 1/g correspondence (the latter never enables an equality of two
finite order polynomials in the respective expansion parameters). Employing the second of Eqs. (49),
ZL−T = 2
(1 + T˜
1− T˜
)DN/2[
1 +
DN/2∑
l=1
C
′
2l
(1− T˜
1 + T˜
)2l]
. (50)
By virtue of Eq. (46), this can be cast as a finite order series in T˜ multiplying (coshK)DN . Indeed, by invoking
1− T˜ 2 = 1(coshK)2 and the binomial theorem,
ZL−T = 2(coshK)DN
DN∑
m=0
T˜m
[(DN
m
)
+
DN/2∑
l=1
C
′
2l A
D
m
2 ,l
]
(51)
where
ADk,l =
2l∑
i=0
(−1)i
(
2l
i
)(
DN − 2l
2k − i
)
. (52)
Analogously,
ZH−T = e
KDN
2(D−1)N
DN∑
m=0
e−2Km
[(DN
m
)
+
DN/2∑
l=1
C2l A
D
m
2 ,l
]
(53)
Equating Eqs. (46) and (51) and Eqs.(47) and (53) and invoking Eq. (48) leads to a linear relation among expansion
coefficients,
WDV + P = 0, (54)
where V and P are, respectively, DN−component and (DN +D − 1)−component vectors defined by
Vi =
{
C2i when i ≤ DN2 ,
C
′
2(i−DN2 )
when i > DN2 ,
Pi =

(
DN
2i
)
when i ≤ DN2 ,(
DN
2(i−DN2 )
)
when DN2 < i ≤ DN,
0 when i > DN.
(55)
In Eq. (54), the rectangular matrix
WD =
(
MDDN×DN
TD(D−1)×DN
)
, (56)
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where the DN ×DN matrix MD is equal to
MD=
( −2N−11DN
2 ×DN2 A
D
DN
2 ×DN2
ADDN
2 ×DN2
−2(D−1)N+11DN
2 ×DN2
)
, (57)
with a square matrix ADDN
2 ×DN2
whose elements ADk,l (1 ≤ k, l ≤ DN/2) are given by Eq. (52). Constraints (48)
are captured by TD in Eq. (56), TD =
(
O(D−1)×DN2 B
D
(D−1)×DN2
)
, where the matrix elements BDk,l = 1, if k = l,
and BDk,l = 0 otherwise; O is a (D − 1) × DN2 null matrix. Apart from the direct relations captured by Eq. (54)
that relate the H-T and L-T series coefficients to each other, there are additional constraints including those (i)
originating from equating coefficients of odd powers of T˜ and e−2K to zero and (ii) of trivial symmetry related to
complimentary loops/surfaces in the H-T and L-T expansion that we discussed earlier, Ci = CDN−i and C ′i = C
′
DN−i.
It may be verified that these restrictions are already implicit in Eq. (54). Notably, as the substitutions i↔ (2k − i),
(2l) ↔ (DN − 2l) in Eq. (52) show, Eqs. (51) and (53) are, respectively, invariant under the two independent
symmetries C
′
2l ↔ C
′
DN−2l and C2l ↔ CDN−2l and thus the linear relations of Eq. (54) adhere to these symmetries.
Thus, the equalities between the lowest (small 2l) and highest (i.e., (DN − 2l)) order coefficients are a consequence
of the duality given by Eq. (49) that relates expansions in the W-C and S-C parameters.
The total number of unknowns (series coefficients) in Eq. (54) is U = DN with 1/2 of these unknowns being the
H-T expansion coefficients and the other 1/2 being the L-T coefficients (the components Vi). In
34 (in particular, Table
1 therein), we list the rank (R) of the matrix WD appearing in Eq. (54) for different dimensions D and number of
sites N . As seen therein, for the largest systems examined the ratio R/U tends to 3/4 suggesting that in all D only
∼ 1/4 of the combined L-T and H-T coupling series coefficients need to be computed by combinatorial means. The
remaining ∼ 3/4 are determined by Eq. (54). This fraction might seem trivial at first sight. If, for instance, the first
1/2 of the H-T coefficients C2l are known (i.e., those with l ≤ DN/4) then the remaining H-T coefficients C2l (with
l > DN/4) can be determined by the symmetry relation CDN−2l = C2l and once all of the H-T series coefficients are
known (and thus the partition function fully determined), the partition function may be written in the form of Eq.
(47) and the L-T coefficients {C ′2l} extracted. Thus by the symmetry relations alone knowing a 1/4 of the coefficients
alone suffices. The symmetry relations are a rigorous consequence of the duality relations for any value of N . As
the duality relations may include additional information apart from symmetries, it is clear that R/U ≥ 3/4 for finite
N (i.e., knowing more than a 1/4 of the coefficients is not necessary in order to evaluate all of the remaining H-T
and L-T coefficients with the use of duality). For a given aspect ratio, the smaller N is (and the smaller the number
of unknowns U), the additional relations of Eqs. (48) carry larger relative weight and the ratio R/U may become
larger. Thus, 3/4 is its lower bound. Indeed, this is what we found numerically for all (non self-dual) systems that we
examined34. As D increases, the lowest non-vanishing orders in the L-T expansion become more separated and Eqs.
(54) become more restrictive for small N systems38.
The H-T and L-T series are of the form of Eqs. (46) and (47) for all geometries that share the same minimal D
dimensional hypercube (i.e., of minimal size L = 2) of 2D sites. Thus, equating the series gives rise to linear relations
of the same form for both a hypercube of size N = LD (with general even L) as well as a tube of N/2D−1 hypercubes
stacked along one Cartesian direction. However, although the derived linear equations are the same, the partition
functions for systems of different global lattice geometries are generally dissimilar (indicating that the linear equations
can never fully specify the series). Thus, the set of coefficients not fixed by the linear relations depends on the global
geometry.
Parity and boundary effects may influence the rank R of the matrix WD in Eq. (54). As demonstrated in34 for
D = 2 lattices in which (at least) one of the Cartesian dimensions L is odd, as well as systems with non-periodic
boundary conditions, R/U ∼ 2/3. That is, in such cases ∼ 1/3 of the coefficients need to be known before Eq. (54)
can be used to compute the rest. As explained in34, symmetry and duality arguments can be enacted to show that
in these cases, R/U ≥ 2/3 for finite N , i.e., its lower bound is 2/3. A further restriction is that of discreteness – the
coefficients C2l, C
′
2l (counting the number of loops/surfaces of given perimeter/surface area) must be non-negative
integers for the ferromagnetic Ising model.
Let us illustrate the concepts above with a minimal periodic 2× 2 ferromagnetic (J > 0) system with Hamiltonian
H = −2J [s1s2 + s1s3 + s2s4 + s3s4]. From Eqs. (46, 47)
ZH−T = 16 cosh8K[1 + C2T˜ 2 + C4T˜ 4 + C6T˜ 6 + C8T˜ 8],
ZL−T = 2e8K [1 + C ′2e−4K + C ′4e−8K
+C ′6e
−12K + C ′8e
−16K ]. (58)
Invoking Eqs. (55,56), V † = (C2, C4, C6, C8, C ′2, C
′
4, C
′
6, C
′
8),
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P † = (28, 70, 28, 1, 28, 70, 28, 1, 0), and
W =

−8 0 0 0 4 −4 4 28
0 −8 0 0 −10 6 −10 70
0 0 −8 0 4 −4 4 28
0 0 0 −8 1 1 1 1
4 −4 4 28 −32 0 0 0
−10 6 −10 70 0 −32 0 0
4 −4 4 28 0 0 −32 0
1 1 1 1 0 0 0 −32
0 0 0 0 1 0 0 0

.
There are U = 8 unknown coefficients in Eq. (54); the rank (R) of the matrix W is eight. Thus, in this minimal finite
system, the Eqs. (54) are linearly independent (R/U = 1) and all coefficients may be determined (C2 = C6 = 4, C4 =
22, C8 = 1, C
′
2 = C
′
6 = 0, C
′
4 = 6, C
′
8 = 1).
Generally, not all coefficients may be determined by duality alone. As we discussed, in the large system limit,
R/U → 3/4. A 4× 4 example appears in34.
IX. PARTIAL SOLVABILITY AND BINARY SPIN GLASSES
If Jab = ±J independently on each lattice link 〈ab〉, then Eqs. (48) need not hold. Instead of Eq. (54), we have34
SDV +Q = 0. (59)
This less restrictive equation (by comparison to Eq. (54)), valid for all Jab = ±J , is of course still satisfied by the
ferromagnetic system. For the matrix SD, a large system value of R/U ∼ 3/4 is still obtained34 (see Table 2 therein).
The partition functions for different Jab = ±J realizations will be obviously different. Nevertheless, all of these systems
will share these linear relations39. Unlike the ferromagnetic system, the integers Cl′ , C
′
s′ may be negative. Computing
the partition function of general binary spin glass D = 2 Ising models is a problem of polynomial complexity in the
system size. When D ≥ 3, the complexity becomes that of an NP complete problem40,41. Therefore, our equations
partially solve and “localize” NP-hardness to only a fraction of these coefficients; the remaining coefficients are
determined by linear equations. The complexity of computing
(
n
m
)
, required for each element of SD, is O(n2). Our
equations enable a polynomial (in N) consistency checks of partition functions. In performing the expansions of
Eqs. (46) and (47), the complexity of determining the number of loops (or surfaces) of given size l′ (or s′) (i.e., the
coefficients Cl′ or C
′
s′) increases rapidly with l
′ (or s′).
Our relations may be applied to systematically simplify the calculation of these coefficients. As we now explain, the
situation becomes exceedingly transparent in the Ising models discussed thus far. For these theories, the coefficients
are symmetric: Cl′ = CDN−l′ , C ′s′ = C
′
DN−s′ . By virtue of these symmetries that are embodied in the duality
relations of Eq. (59), it is clear that if the lower 1/2 of the H-T coefficients {Cl′≤DN/2} (or, similarly, the lower 1/2
of L-T coefficients. i.e., {C ′s′≤DN/2}), i.e., a 1/4 of the combined H-T and L-T series coefficients, were known then the
remaining H-T (or L-T) coefficients are trivially determined. Then, armed with either the full H-T (or L-T) series, the
exact partition functions can be equated ZH−T = ZL−T and written in the form of Eqs. (46) and (47) to determine the
remaining unknown L-T (or H-T) coefficients. That is, once the partition functions are known, the series expansions
(and thus coefficients) are uniquely determined. By construction, Eq. (59) incorporates, of course, the relation
ZH−T = ZL−T (60)
which forms the core of our analysis. Thus, as the symmetry is a consequence of the duality relations, it is clear that
knowing a 1/4 of the combined H-T and L-T coefficients suffices to determine all of them via Eq. (59), i.e., that the
required fraction of coefficients to find all of the others via duality satisfies the inequalty (1 − R/U) ≤ 1/4. As the
asymptotic ratio of R/U ∼ 3/4 suggests, and as we have verified, knowing the first 1/4 of both the H-T and L-T
coefficients (i.e., those with l′ ≤ DN/4 and s′ ≤ DN/4) instead of 1/2 of the H-T (or L-T) coefficients discussed above,
suffices to completely determine all other coefficients. As the difficulty of evaluating coefficients increases rapidly with
their order, systematically computing this 1/4 lowest order coefficients ({Cl′≤DN/4}, {C ′s′≤DN/4}) is less numerically
demanding than computing the first 1/2 of all the H-T coefficients ({Cl′≤DN/2}), or calculating the first 1/2 all of the
L-T coefficients ({C ′s′≤DN/2}).
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X. GENERATING “HARD”’ SERIES EXPANSIONS FROM THEIR “EASIER” COUNTERPARTS
The central idea underlying our approach is that, for finite size systems, the H-T and L-T series expansions are
different representations of the very same partition function, Eq. (60). This equality followed from the analyticity of
the partition function on any (arbitrary size yet) finite size system. As the astute reader noted throughout all earlier
sections, this relation forms the nub of the current study. It is worthwhile to step back and ask what the practical
implications of our results are for disparate H-T and L-T series expansions (or other W-C and S-C series). First and
foremost, Eq. (60) implies, of course, that the generation of the H-T and L-T series on finite size lattice are equally
hard, as obtaining one immediately yields the other.
As stated by certain insightful textbooks, e.g.,35,42–44, the H-T and L-T expansions differ in their conceptual premise.
For instance, as35 notes, “the derivation of a high-temperature expansion is, in principle, straightforward”, since it
just amounts to counting the number of closed loops, while, as befits the more meticulous examination of the ground
states and myriad possible excitations about them, it may seem that “the generation of lengthy low-temperature
series is a highly specialized art”. Much work has been devoted to a finite lattice method that improves the bare H-T
and L-T series (as in, e.g., the H-T loop tallying briefly reviewed in Section VII)44–47. Many specialized texts42,43
laud the simplifying features of general H-T expansions vis a vis their L-T counterparts, including commending their
features such as “smoothness”42, the uniform sign of the H-T coefficients in disparate theories, and their applicability
to gapless systems42,43. In a more recent detailed exposition44, it was noted that “while the high-temperature series
are well-behaved the situation at low temperatures is less satisfactory, in particular above two dimensions”. In a
related vein, we remark that the H-T series are well known to naturally relate to one of the oldest and simplest
expansions — that of the virial coefficients48 as well as large-n expansions49. Thus, with all of the above, it would
generally seem that H-T and L-T qualitatively differ. However, as seen by Eq. (60) and the linear equations that we
derived in earlier sections connecting the H-T and L-T expansions, the complexity of deriving either expansion on all
general finite size lattices is the same. Thus for finite size lattices with finite order H-T and L-T series related by a
transformation of their expansion parameter, the general maxim concerning the different intrinsic complexity of the
H-T and L-T expansions does not hold.
Concretely, we may derive H-T coefficients from L-T coefficients and vice versa from the simple relation of Eq. (60).
In the case of the Ising model that formed much of the focus of the current study, from Eq. (54) we have that
C2k =
1
2N−1
[∑N
l=1A
D
k,lC
′
2l +
(
DN
2k
)]
. (61)
In34, we apply our method to derive the H-T expansions from their L-T counterparts on finite size periodic two- and
three-dimensional lattices50.
It is notable that our method applies to non-trivial systems such as the three-dimensional Ising model. Our relations
enable a consistency check of proposed series solutions and the derivation of the entire series from a knowledge of
only a fraction of coefficients. Indeed, we verified that the L-T series provided in50 satisfy the linear equations of Eq.
(54) (and our derived H-T series adhere to the same relations). As we explained in Section VIII for regular uniform
coupling systems, and in Section IX for less constrained non-uniform systems, a partial knowledge of both the L-T
and/or H-T series may enable a construction of the full partition function.
As we have reiterated earlier and do so once again here, our approach applies to arbitrarily large yet finite size
lattices.
XI. NEW COMBINATORIAL GEOMETRY RELATIONS FROM DUALITIES
Mathematical identities are system independent and enable the general transformation of one set of objects into
another. As such, they are reminiscent of dualities. Symbolically, let us consider particular partition functions (or
“generating functions”) {Z1} that encode all quantities that we wish to determine in a particular set of systems. If
certain identities universally apply, we may invoke these relations to transform each function into an equivalent dual,
and formally rewrite
{Z1} = {Z2} (62)
for the two sets of functions. In Eq. (62), {Z2} can be interpreted as the set of generating functions of very different
problems or physical systems. As such, dualities and, in particular, the universal relations that we obtained from
conformal transformations linking dual systems may encode very general mathematical relations.
In what follows, we concretely demonstrate that dualities may lead to an extensive number of (new) mathematical
relations such as those connecting the number of surfaces and volumes of a particular size. These relations are already
contained in our previously derived Eqs. (59). The key conceptual point is that dualities between different types of
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partition functions (irrespective of the general coupling constants associated with a large set of such functions) can
hold generally by virtue of mathematical identities.
Wegner’s duality51 relates interactions between {sa} on the boundaries of “d dimensional cells” to generalized Ising
gauge type models with interactions between {sa} on the boundaries of “(D−d) dimensional cells”. These generalized
Ising lattice gauge theories are given by the Hamiltonian
H = −
∑
d
Kd
∏
a∈∂d
sa, (63)
with sa = ±1 and Kd general coupling constants. Here, a “d = 1 dimensional cell” corresponds to a (one-dimensional)
nearest neighbor edge (i.e., one whose boundary is 〈ab〉) associated with standard sasb interactions that we largely
focused on thus far (i.e., the Ising model Hamiltonian of Eq. (44). The case of d = 2 corresponds to a product of
four sa’s at the centers of the four edges which form the boundary of a two-dimensional plaquette (as in standard
hypercubic lattice gauge theories). That is, d = 2 corresponds to the lattice gauge Hamiltonian
H = −
∑
2
Kd=2 (UabUbcUcdUda), (64)
where the link variables Uab = ±1, and with 2 being the standard “d = 2 dimensional” cells (i.e., square plaquettes)
whose one-dimensional boundary ∂2 is the formed by the nearest neighbor one-dimensional links (ab), (bc), (cd),
and (da). The case of d = 3 corresponds to the product of six sa’s at the center of the six two-dimensional faces
which form the boundary of a three-dimensional cube, etc. The Hamiltonian is the sum of products of (2d) sa’s on
the boundaries of all of the d dimensional hypercubes in the lattice (in a lattice of N˜ sites there are Nc = N˜
(
D
d
)
such
hypercubes and Ns = N˜
(
D
d−1
)
Ising variables sa at the centers of their faces). If the dimensionless interaction strength
for a d dimensional cell is Kd then the couplings in the two dual models will be related by Eqs. (49) or, equivalently,
sinh 2Kd sinh 2KD−d = 1. The D = 3, d = 1 duality corresponds to the duality between the D = 3 Ising model and
the D = 3 Ising gauge theory. The D = 2, d = 1 case is that of the KW self-duality. For general d, Wenger derived
his duality from an equivalence between the H-T and L-T coefficients.
We now turn to new, and rather universal, geometrical results obtained by our approach that hold in general
dimensions. If the ground state degeneracy is 2Ng (e.g., Ng = 1 for the standard (d = 1) Ising models, Ng = N˜ + 2 in
D = d = 2 Ising gauge theories with periodic boundary conditions), then we find52 that, irrespective of the coupling
constants, the H-T and L-T series for these models are given by Eqs. (46) and (47) with the following substitutions
N =
Nc
D
, C2l = 2
Ns−NC(d)2l , C
′
2l = 2
Ng−1C ′(d)2l . (65)
Thus, Eq. (59) obtained for standard (d = 1) Ising models also holds for general d following this substitution. In
systems with d dimensional cells, C
(d)
2l and C
′(d)
2l denote, respectively, the number of closed surfaces of total d and
(D−d) dimensional surface areas equal to 2l. By building on our earlier results, we observe that, when the hypercubic
lattice length L is even, Eq. (59) universally relates, in any dimension D (and for any d), these numbers to each
other leaving only ∼ 1/4 of these undetermined. By comparison to Eq. (59), additional geometrical conditions that
hold for d = 1 (Eqs. (48)) produce the slightly more restrictive Eq. (54). Similar additional constraints appear for
d > 1. A KW type self-duality present for D = 2d leads to linear equations that relate {C(d)2l } (the number of surfaces
of total D/2-dimensional surface area (2l)) to themselves. We next explicitly discuss the D = 2, d = 1 case (i.e, the
standard D = 2 Ising model). Similar considerations hold for any D = 2d system.
XII. DUALITIES VERSUS SELF-DUALITIES
More information can be gleaned for self-dual systems, e.g., the KW self-duality of the D = 2 Ising model. In this
model, C2l ∼ C ′2l (as C2l and C ′2l are both the number of closed d = 1 dimensional loops of length 2l) when Eqs.
(54) are applied to large systems (L  l), see34. Consequently, the number of coefficients that need to be explicitly
evaluated is nearly 1/2 of those obtained by matching the H-T and L-T expansions without invoking self-duality34:
R/U ∼ 7/8 of the coefficients are determined by self-duality once ∼ 1/8 of the coefficients are provided. We caution
that the relation C2l ∼ C ′2l is only asymptotically correct in the limit of large system sizes. Consequently, we find34
that R/U asymptotically approaches 7/8 from below (and not from above as it would have if this relation were exact
for finite size systems53) as N becomes larger.
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XIII. SUMMARY
We demonstrated that all meromorphic duality transformations on the Riemann sphere (satisfying a generalized
form of Babbage’s equation) must be a conformal map of the fractional linear type (and simple generalizations in the
case of multiple coupling constants), in the appropriate coupling constants. The bulk of our analysis was focused
on investigating the consequences of such general duality maps. As we demonstrated in this work, these maps may
lead to linear constraints relating finite order series expansions of two dual models. We speculate that in models
with numerous isometries (e.g., N = 4 supersymmetric YM theories54), much of the theory might become encoded in
relations analogous to the linear equations studied here. Employing Cramer’s rule and noting that the determinants
of the matrices appearing therein are volumes of polytopes spanned by vectors comprising the columns of these
matrices, relates series amplitudes to polyhedral volumes34. In N = 4 supersymmetric YM theories, polyhedral
volume correspondences for scattering amplitudes led to a flurry of recent activity55.
A main theme of our approach is that the analyticity of any quantity ensures that its different series expansions
must match for all values of the coupling constants. Consequently, a main outcome of our study is that the mere
existence of two or more such finite order series expansions of a theory, related by dualities (of the form of Eq.
(1)), may “partially solve” that theory. By partial solvability we allude to the ability to compute, with complexity
polynomial in the system size, the full partition function Z, for instance, given partial information (e.g., a finite
fraction (1−R/U) of all series coefficients in the examples discussed in this work). Stated equivalently, we saw how to
systematically exhaust all of the information that duality relations between disparate systems provides. This yields
restrictive linear equations on the combined set of series coefficients of the dual systems. These equations allow for
more than the computation of one set of (e.g., low-temperature (L-T) or strong-coupling (S-C)) coefficients in terms
of the other half (e.g., high-temperature (H-T) or weak-coupling (W-C)). In Ising models and generalized Ising gauge
(i.e., Wegner type) theories on even length hypercubic lattices in general dimensions D, only ∼ 1/4 of the coefficients
were needed as an input to fully determine the partition functions; in the self-dual planar Ising model only ∼ 1/8
of the coefficients were needed as an input – the self-duality determined all of the remaining coefficients by linear
relations. For an Ising chain, the H-T series expansion contains only one (two) term(s) for open (periodic) boundary
conditions, i.e., Z = 2(2 coshK)L−1(Z = [(2 coshK)L+(2 sinhK)L]), thus trivially all coefficients are determined. As
Ising models on varied D > 1 lattices and random Ising spin glass systems all solve a common set of linear equations,
our analysis demonstrates that properties such as critical exponents cannot be determined by dualities alone. To avoid
confusion, we briefly elaborate on this point. Although all of the properties may, of course, be determined by the series
coefficients (especially when investigated via powerful tools such as Pade´ approximants56 and numerous others), the
information supplied by the duality relations on their own does not suffice to establish the exact critical exponents
— some direct calculations of the coefficients must be invoked. Our linear relations might nevertheless prove useful
in evaluating critical exponents more efficiently as they allow for a double pincer approach in which the H-T and L-T
series inform about each other.
For the even size hypercubic lattices with periodic boundary conditions studied in this work there are no closed
loops (surfaces) of an odd length. Consequently, Cl′ = C
′
s′ = 0 for odd l
′ or odd s′ as we have invoked. If we were
to formally allow for additional odd l′ or s′ coefficients then the ratio R/U = 1/2 instead of the values of R/U that
we derived (see Table I). However, when the conditions Cl′ = 0 for odd l
′ are imposed for the H-T coefficients these
lead (via duality) to non-trivial constraints on the L-T series coefficients Cl′ = fl′({C ′s′}) = 0 with fl′ linear functions.
(Similarly, a vanishing of the L-T series coefficients leads to non-trivial relations amongst the H-T coefficients.) These
constraints lead to R/U > 1/2 and to the universal geometric equalities discussed earlier. We earlier obtained lower
bounds on R/U using a complementarity symmetry; the linear constraints may relate to the complementarity of the
coefficients. From a practical point of view, we explained and showed how S-C series expansions may be generated
from their W-C counterparts (and vice versa). Thus, we saw that seemingly easily perturbative W-C (or H-T) and
more nontrivial S-C (or L-T) expansions are actually identically equally hard to generate. We applied these ideas34
to concrete test cases for some of the largest exactly known series for both two- and three-dimensional Ising models
on finite size lattices50. It is worth reiterating this and underscoring that this construct may be thus applied to
general non-integrable systems (such as the three-dimensional Ising model, the general D > 2 models in Table I), and
numerous other theories.
Table I summarizes our findings for numerous models on even size lattices in D dimensions endowed with periodic
boundary conditions57. In34, we discuss other lattice sizes and boundary conditions. With the aid of our linear
equations, the NP hardness of models such as the Ising spin glass in finite dimensions D > 2 is confined to a fraction
(1 − R/U) of determining all O(N) coefficients in these models. As we underscored, once these are computed, the
remaining fraction R/U of the coefficients are given by rather trivial linear equations. A similar matching of series,
performed in this work for the partition function, may be replicated for any physical quantity, such as matrix elements
of operators, admitting a finite series expansion. Although the illustrative models shown in Table I are all classical,
all of our proofs concerning the conformal character of general dualities and the restrictions that these imply are
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Model D R/U
Ising hypercubic > 2 3/4
Ising hypercubic spin-glass > 2 3/4
Wegner models > 2 3/4
spin-glass Wegner models > 2 3/4
self-dual Ising 2 7/8
honeycomb and triangular Ising 2 3/4
Potts hypercubic (q > 2) > 2 2/3
self-dual Ising gauge 4 7/8
TABLE I. Partial solvability of various models. A fraction R/U of the coefficients are simple functions of a fraction (1−R/U)
of coefficients of the H-T(W-C)/L-T(S-C) series.
completely general and hold for both classical and quantum systems.
A highly nontrivial consequence of our work is the systematic derivation of new mathematical relations via dualities.
In the test case of the Ising, Ising gauge, and generalized Wegner models explored in detail in this work, we found an
extensive set of previously unknown equalities in combinatorial geometry given by substituting Eqs. (65) into Eq. (59).
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SUPPLEMENTARY INFORMATION
In the below, we provide explicit details and examples of our method. We will first illustrate how some of the entries
in Table I of the main text were determined, study spin glass systems, examine various boundary conditions and system
sizes, relate dualities derived from dualities to polytope volume ratios, and then demonstrate how our approach can
readily relate weak- to strong-coupling (or H-T to L-T) series coefficients to yield such expansions generally from one
another. This latter result shows that strong and weak coupling series expansions on finite size systems are equally
hard. The equations and figures in this online section are consecutively numbered so as to follow the equations and
figures of the article (these equations and figures will be referred to throughout this online supplement).
A. Rank of ferromagnetic Ising models in general D dimensions
We start by explicitly examining the consequences of the conformal transformation of Eq. (6) (see Fig. 1) in the
main text, that implemented dualities in the Ising model. Towards that end, below, in Table II, we display the rank of
the matrix WD of Eq. (56). As is seen, for the larger systems examined, in all spatial dimensions D, the ratio (R/U)
between the rank of the matrix (R) formed by the linear relations implied by the dualities and the total number of
unknown (U) series coefficients (for the combined H-T and L-T expansions) tends to ∼ 3/4. Specifically, for any finite
system size N , the rank
R =
3
4
DN +D, (67)
while the number of unknowns,
U = DN. (68)
The additive contribution of D−1 to the rank originates from the number of conditions of Eqs. (48) of the main text.
We note that although we tabulate here results for symmetric hypercubes, similar values appear in L1×L2×· · ·×LD
lattices for which all sides Li are even (and consequently all possible loop lengths l
′ and surface areas s ′ are even and
lead to Eqs. (46) and (47) in the main text).
As discussed in the main text, for small system size N , the conditions of Eqs. (48) therein are more restrictive.
This further leads to the monotonic decrease of R/U as N is increased. For the lowest terms, when D is large, these
additional conditions play a more prominent role and the problem becomes more solvable.
B. Rank of binary spin-glass Ising models in general D dimensions
In Table II, we examined the uniform (ferromagnetic) Ising model. We now briefly turn to Ising models with general
(random) signs, Jab = ±J . In such a case, the restrictions of Eq. (48) of the main text no longer apply. Furthermore,
while C0 = 1, in the L-T expansion C
′
0 need not be unity (as, apart from global Z2 (i.e., sa → (−sa) at all lattice sites
a), the ground state may have additional degeneracies). Thus, the equation to be solved is
SDV +Q = 0. (69)
Here, V is a (DN + 1)−component vector, and Q is a (DN + 2)−component vector defined by
Vi =
{
C2i when i ≤ DN2 ,
C
′
2(i−1−DN2 )
when i > DN2 ,
Qi =

0 when i ≤ DN2 ,(
DN
2(i−1−DN2 )
)
when DN2 < i ≤ DN + 1,
2N−1 when i = DN + 2.
(70)
2N U R R
U
3
4
D= 2
4 8 8 1.00000
16 32 26 0.81250
36 72 56 0.77778
64 128 98 0.76563
100 200 152 0.76000
144 288 218 0.75694
196 392 296 0.75510
256 512 386 0.75391
324 648 488 0.75309
400 800 602 0.75250
900 1800 1352 0.75111 0.75000
D= 3
8 24 21 0.87500
64 192 147 0.76563
216 648 489 0.75463
512 1536 1155 0.75195
D= 4
16 64 52 0.81250
256 1024 772 0.75391
D= 5 32 160 125 0.78125
D= 6 64 384 294 0.76563
D= 7 128 896 679 0.75781
D= 8 256 2048 1544 0.75391
TABLE II. Determining series coefficients by relating expansion parameters – the rank (R) of the matrix WD (Eq. (54) of the
main text) for periodic hypercubic lattices of N = L × L × L · · · × L sites in D spatial dimensions. The total sum of the full
number of coefficients {C2l} and {C′2l} in the expansions of Eqs. (46) and (51) in the main text is denoted by U .
N U R R
U
3
4
D= 2
4 9 7 0.77778
16 33 25 0.75758
36 73 55 0.75342
64 129 97 0.75194
100 201 151 0.75124
144 289 217 0.75087
196 393 295 0.75064
256 513 385 0.75049
324 649 487 0.75039
400 801 601 0.75031
900 1801 1351 0.75014 0.75000
D= 3
8 25 19 0.76000
64 193 145 0.75130
216 649 487 0.75039
512 1537 1153 0.75016
D= 4
16 65 49 0.75385
256 1025 769 0.75024
D= 5 32 161 121 0.75155
D= 6 64 385 289 0.75065
D= 7 128 897 673 0.75028
D= 8 256 2049 1537 0.75012
TABLE III. The rank of the matrix SD in Eq. (71) for the ±J spin glass Ising model. Similar to the more restrictive
ferromagnetic Ising model (where the constraints of Eq. (48) in the main text apply), R/U tends to ∼ 3/4 for large systems.
In Eq. (69), the matrix
SD =
(
HD(DN+1)×(DN+1)
GD1×(DN+1)
)
, (71)
where the (DN + 1)× (DN + 1) matrix HD is equal to( −2N−11DN
2 ×DN2 A˜
D
DN
2 ×(DN2 +1)
B˜D
(DN2 +1)×DN2
−2(D−1)N+11(DN2 +1)×(DN2 +1)
)
,
3with matrices A˜D, B˜D, whose elements are given by A˜Dk,l = A
D
k,l−1 for 1 ≤ k ≤ DN2 , 1 ≤ l ≤ DN2 +1 and B˜k,l = ADk−1,l
where 1 ≤ k ≤ DN2 + 1, 1 ≤ l ≤ DN2 . The vector G is given by
G1,l =
{
0 when l ≤ DN2 ,
−1 when l > DN2 .
(72)
The last row of the matrix G and the vector Q capture the constraint
DN/2∑
l=0
C
′
2l = 2
N−1 (73)
As is seen in Table III, the effect of the restrictions of Eqs. (48) of the main text diminishes for large system sizes;
the ratio (R/U) ∼ 3/4 for N  1 also in this case when Eqs. (48) of the main text can no longer be invoked. For
any finite N , the rank
R =
3
4
DN + 1, (74)
(in this case Eq. (48) of the main text no longer holds) while (as stated above), the number of unknowns or components
of V is
U = DN + 1. (75)
We remark that although we tabulate above the results for symmetric hypercubes, i.e., those in which along all
Cartesian directions i, Li = L, similar values appear for general lattices of size L1 × L2 × · · · × LD with even Li (for
all 1 ≤ i ≤ D).
As expected, for finite N , the ratio (R/U) in the more restricted ferromagnetic case (Table II) is always larger than
that in the corresponding random ±J system (Table III).
C. Rank of self-dual relations for the ferromagnetic D = 2 Ising model
We now turn to finite size (vector) self-dualities of the D = 2 Ising model1 with both periodic (p)/anti-periodic (a)
boundary conditions,
1
(sinh K˜)N/2

Z〈p;p〉(K˜)
Z〈p;a〉(K˜)
Z〈a;p〉(K˜)
Z〈a;a〉(K˜)
 =
1
2(sinhK)N/2
 1 1 1 11 1 −1 −11 −1 1 −1
1 −1 −1 1


Z〈p;p〉(K)
Z〈p;a〉(K)
Z〈a;p〉(K)
Z〈a;a〉(K)
 , (76)
where K˜ is the coupling dual to K (as determined by f+(K) = f−(K˜), i.e., sinh 2K˜ sinh 2K = 1). Inserting Eqs. (46)
and (47) of the main text into Eq. (76), allowing C
〈γ;δ〉
0 , C
′〈γ;δ〉
0 to be different from unity (〈γ = p, a; δ = p, a〉), and
repeating our earlier steps we obtain (with Yk,l =
1
2N−1A
D=2
k−1,l−1),
N+1∑
l=1
Yk,lC
〈γ;δ〉
2l−2 = 4C
′〈γ;δ〉
2k−2 ,
N+1∑
l=1
Yk,lC
′〈γ;δ〉
2l−2 = C
〈γ;δ〉
2k−2,
where 1 ≤ k, l ≤ N + 1. Furthermore,
C
〈p;p〉
2l = C
′〈p;p〉
2l + 2C
′〈p;a〉
2l + C
′〈a;a〉
2l , (77)
C
〈a;p〉
2l = C
〈p;a〉
2l = C
′〈p;p〉
2l − C
′〈a;a〉
2l , (78)
C
〈a;a〉
2l = C
′〈p;p〉
2l − 2C
′〈p;a〉
2l + C
′〈a;a〉
2l . (79)
4Setting Z〈p;a〉 = Z〈a;p〉 in Eq. (76), we have M selfV = 0, with V a (6N + 6) dimensional vector whose components
are
V1≤i≤N+1 = C
〈p;p〉
2(i−1), VN+1<i≤2N+2 = C
′〈p;p〉
2(i−N−2),
V2N+2<i≤3N+3 = C
〈p;a〉
2(i−2N−3), V3N+3<i≤4N+4 = C
′〈p;a〉
2(i−3N−4),
V4N+4<i≤5N+5 = C
〈a;a〉
2(i−4N−5), V5N+5<i≤6N+6 = C
′〈a;a〉
2(i−5N−6),
(80)
and where M self is 
−2N−1 A O O O O
A −2N+1 O O O O
O O −2N−1 A O O
O O A −2N+1 O O
O O O O −2N−1 A
O O O O A −2N+1
−1 1 O 21 O 1
O 1 −1 O O −1
O 1 O −21 −1 1

.
Here, 2N±1 are multiples of the identity (1) matrix, O is the null matrix, the elements of A are given by Ak,l = AD=2k−1,l−1
(1 ≤ k, l ≤ N + 1) and 1, O and A are all (N + 1)× (N + 1) matrices.
N U R R
U
7
8
D= 2
4 30 25 0.83333
16 102 88 0.86275
36 222 193 0.86937
64 390 340 0.87179
100 606 529 0.87294
144 870 760 0.87356 0.87500
196 1182 1033 0.87394
256 1542 1348 0.87419
324 1950 1705 0.87436
400 2406 2104 0.87448
576 3462 3028 0.87464
TABLE IV. The rank of the matrix M self wherein the self-duality of the planar Ising model was invoked. The notation is
identical to that in Table II.
The rank R of the matrix M self is provided in Table IV. In the D = 2 self-dual Ising model the ratio R/U ∼ 7/8.
In the large system (N) limit, C2l ∼ C ′2l. Thus, by comparison to the non self-dual Ising models, there is indeed a
reduction by a factor of two in the number of coefficients needed before the rest are trivially determined by the linear
relations M selfV = 0. It is noteworthy that, contrary to the behavior for non-self dual systems, the values of (R/U)
are monotonically increasing in N , approaching their asymptotic value of 7/8 from below.
D. Different system sizes, aspect ratios, and boundary conditions
We now examine the analog of Eq. (56) of the main text for planar systems of size L1 × L2 in which the parity of
L1,2 can be either even or odd. Systems with only even Li were examined in the main text (and Table II) to find a
ratio of R/U ∼ 3/4. As seen below, when either (or both) L1, L2 are odd, R/U ∼ 2/3 (i.e., 1/3 of the coefficients are
needed as an input to determine the full series by linear relations).
In a system with periodic boundary conditions, when at least one of the Cartesian dimensions Li of the lattice is
odd, closed loops of odd length may appear: the H-T series is no longer constrained to be of the form of Eq. (2) of the
main text with even l′. By contrast, as the total number of lattice links is even, the difference between low energy or
“good”’ (i.e., sa = sb) and high energy “bad” (sa = −sb) bonds sasb is even and Eq. (47) of the main text still holds.
In Tables V and VI we provide the results for D = 2 periodic lattices. As seen, when at least one of the lattice
dimensions is odd, R/U ∼ 2/3. The reduction in the value of R/U relative to the even size lattice with periodic
5L1 L2 N U R
R
U
2
3
3 3 9 24 19 0.79167
3 9 27 75 55 0.73333
5 5 25 70 51 0.72857 0.66667
5 9 45 128 91 0.71094
9 9 81 234 163 0.69658
TABLE V. The rank of the linear equations analogous to Eq. (56) of the main text when both L1 and L2 are odd.
L1 L2 N U R
R
U
2
3
2 3 6 18 13 0.72222
2 9 18 54 37 0.68519
4 9 36 108 73 0.67593 0.66667
4 25 100 300 201 0.67000
8 9 72 216 145 0.67130
TABLE VI. Rank for L1 × L2 lattices with even L1 and odd L2.
boundary conditions originates from the fact that the H− T expansion admits both even and odd powers of T˜ ; there
are more undetermined H-T coefficients. More potently, a lower bound of R/U ≥ 2/3 can be proven by invoking the
symmetries captured by the duality relations. The H-T expansion is symmetric (CDN−l′ = Cl′). In the H-T expansion
both odd and even powers l′ appear. By contrast, in the L-T expansion only even powers s′ arise. The number of
non-vanishing H-T series coefficients {Cl′} is DN ; the number of L-T expansion coefficients C ′s′ in the low temperature
form of the partition function, ZL−T is DN2 . Given {C
′
s′}, by invoking duality (i.e.,by equating ZH−T = ZL−T) we may
compute all {Cl′}. Thus if we compute these DN2 L-T coefficients (a 1/3 of the combined H-T and L-T coefficients),
the partition function and all remaining H-T coefficients can be fully determined.
We next turn to systems with open boundary conditions. In these systems, no odd power shows up in the H-T
series expansion. By contrast, odd powers may appear in the L-T expansion (as, e.g., when there is a single sa = −1
at the boundary on a D = 2 lattice in which all other sites b have sb = +1 for which there are three “bad” bonds).
In Table VII we list the matrix rank for open boundary conditions. Once again, we find that for these R/U ∼ 2/3.
The reduction in the value of R/U by comparison to the even size lattice with periodic boundary conditions in this
case has its origins in the fact that here the L− T expansion admits both even and odd powers of (e−2K); there are,
once again, more undetermined coefficients. We remark that the symmetries l′ ↔ DN − l′ and s′ ↔ DN − s′ of the
H-T and L-T expansions that were present for periodic boundary conditions no longer appear when the system has
open boundaries. In the H-T expansion, only even powers appear. In the L-T expansion both odd and even orders
s′ are present. Thus, the number of H-T coefficients is essentially 1/2 of that of the L-T coefficients. Thus, if all of
the H-T coefficients Cl′ were known (i.e., a 1/3 of all of the combined coefficients), it is clear (even without doing
any calculations) that the remaining L-T coefficients C
′
s′ can be determined by duality by setting ZH−T = ZL−T and
computing {C ′s′}. Thus, for any finite size system, the fraction of coefficients required to compute the rest via the
duality relations of Eqs. (54) is bounded from above, i.e., (1−R/U) ≤ 1/3. Asymptotically, for large N , the fraction
R/U approaches 2/3 from below (that the approach is from below and not from above follows from this inequality).
Defining the parity
P ≡
{
0 if both L1 and L2 are even
1 otherwise
, (81)
we find the ranks listed in Table VII.
E. Explicit test cases
In what follows, we examine specific small lattice systems via our general method.
1. Random ±J Ising systems on a periodic 2× 2 plaquette
In the main text we examined a periodic 2 × 2 ferromagnetic (J > 0) system with Hamiltonian H = −2J [s1s2 +
s1s3 + s2s4 + s3s4]. If instead of the ferromagnetic Hamiltonian, we have an Ising model with general (random)
6L1 L2 N U R
R
U
2
3
P= 0
2 2 4 6 5 0.83333
2 3 6 10 8 0.80000
2 8 16 30 23 0.76667
2 50 100 198 149 0.75253
4 4 16 34 25 0.73529
6 6 36 86 61 0.70930 0.66667
10 10 100 262 181 0.69084
P = 1
3 3 9 16 13 0.81250
4 9 36 83 60 0.72289
4 25 100 243 172 0.70782
9 9 81 208 145 0.69712
TABLE VII. The rank of the linear equations for various rectangular lattices with open boundary conditions.
Jab = ±J on each of the links 〈ab〉 then Eq. (48) of the main text will no longer hold. Instead of Eq. (54) of the
main text, the equation satisfied is given by Eq. (69) where the DN dimensional (or, in this case, eight-dimensional)
matrix M differs from W by the omission of the matrix T (the single last column of W in this 2× 2 example). That
is, rather explicitly, S is given by

−8 0 0 0 28 4 −4 4 28
0 −8 0 0 70 −10 6 −10 70
0 0 −8 0 28 4 −4 4 28
0 0 0 −8 1 1 1 1 1
1 1 1 1 −32 0 0 0 0
4 −4 4 28 0 −32 0 0 0
−10 6 −10 70 0 0 −32 0 0
4 −4 4 28 0 0 0 −32 0
1 1 1 1 0 0 0 0 −32
0 0 0 0 −1 −1 −1 −1 −1

.
As noted in the main text, the DN dimensional vector Q in the ±J Ising system differs from P in the ferromagnetic
case in that it does not have an additional D− 1 (which equals one in this D = 2 example) last entries being equal to
zero. It is clear that the ferromagnetic system investigated above fulfills Eq. (69) (the ferromagnetic system satisfies
one further constraint related to the last row of W ). We wish to underscore that any 2× 2 Ising system with general
couplings Jab = ±J on each of the links 〈ab〉 will comply with Eq. (69).
2. A periodic 4× 4 ferromagnetic system
For a periodic 4× 4 ferromagnetic system, there are 32 coefficients and the rank of the matrix W is 26. Thus, the
coefficients are linear functions of a subset of six coefficients. Choosing these to be, e.g., C2, C4, C6, C
′
4, C
′
6, C
′
8 the
7remaining coefficients are given by
C8 = 2(330− 5C6 − 27C4 − 105C2
+ C
′
8 + 10C
′
6 + 54C
′
4).
C10 = 45C6 + 2(160C4 + 693C2
− 8(−332 + C ′8 + 8C
′
6 + 30C
′
4)).
C12 = −120C6 − 945C4 + 8(980− 539C2
+ 7C
′
8 + 46C
′
6 + 154C
′
4).
C14 = 210C6 + 1728C4 + 8085C2
− 16(−2580 + 7C ′8 + 40C
′
6 + 146C
′
4).
C16 = 20886− 252C6 − 2100C4 − 9900C2
+ 140C
′
8 + 760C
′
6 + 2952C
′
4.
C18 = C14,
C20 = C12,
C22 = C10,
C24 = C8,
C26 = C6,
C28 = C4,
C30 = C2,
C32 = 1. (82)
and
C
′
10 = 2144 + 8C6 + 96C4 + 616C2
− 8C ′8 − 35C
′
6 − 112C
′
4.
C
′
12 = 112− 48C6 − 448C4 − 1904C2
+ 28C
′
8 + 160C
′
6 + 567C
′
4.
C
′
14 = 120C6 + 928C4 + 4120C2 − 56C
′
8
− 350C ′6 − 1296(−10 + C
′
4).
C
′
16 = 2(1167− 80C6 − 576C4 − 2832C2
+ 35C
′
8 + 224C
′
6 + 840C
′
4).
C
′
18 = C
′
14,
C
′
20 = C
′
12,
C
′
22 = C
′
10,
C
′
24 = C
′
8,
C
′
26 = C
′
6,
C
′
28 = C
′
4,
C
′
30 = C
′
2 = 0,
C
′
32 = 1. (83)
In both of these D = 2 dimensional examples (and far more generally) the trivial reciprocity relations
C2l = C2N−2l,
C
′
2l = C
′
2N−2l, (84)
must be (and indeed are) obeyed.
8F. Cramer’s rule and amplitudes as polytope volume ratios – a 2× 2 test case illustration
In this section, we explicitly illustrate how the computation of the remaining series coefficients from the smaller
number of requisite ones using our linear equations is, trivially, related to a volume ratio of polytopes (high dimensional
polyhedra). In the main text, we remarked on the two key ingredients of this correspondence: (1) given known
coefficients, we may solve for the remaining ones via our linear equations by applying Cramer’s rule wherein the
coefficients are equal to the ratio of two determinants. (2) the determinants (appearing in Cramer’s rule) as well as
those of any other matrices are equal to volumes of polytopes spanned by the vectors comprising the columns or rows
of these matrices.
bR−1
det(Bi)
bR
b1
b2
b3
FIG. 2. Pictorial representation of the volume spanned by the vectors forming the matrix Bi. This volume is set by the
determinant of Bi.
To make this lucid, we consider the periodic 2 × 2 ferromagnetic system of the main text. As it was mentioned
earlier, the first six rows and last two rows of matrix W are linearly independent. Thus, in this example. we may
choose these rows to construct an 8× 8 matrix W¯ . The corresponding vector P¯ that needs to be solved for satisfies
the equation W¯V + P¯ = 0. Here,
P¯ =

28
70
28
1
28
70
1
0

, (85)
9and
W¯ =

−8 0 0 0 4 −4 4 28
0 −8 0 0 −10 6 −10 70
0 0 −8 0 4 −4 4 28
0 0 0 −8 1 1 1 1
4 −4 4 28 −32 0 0 0
−10 6 −10 70 0 −32 0 0
1 1 1 1 0 0 0 −32
0 0 0 0 1 0 0 0

.
i det(Bi)
det(Bi)
det(W¯ )
1 36700160 4
2 201850880 22
3 36700160 4
4 9175040 1
5 0 0
6 55050240 6
7 0 0
8 9175040 1
TABLE VIII. The value of the series coefficients as found by Cramer’s rule. det(W¯ ) = 9175040.
We may invoke Cramer’s rule and find all of the undetermined coefficients,
Vi =
det(Bi)
det(W¯ )
. (86)
As the denominator in Eq. (86) is common to all Vi, we see that Vi is essentially given by the determinant detBi.
The matrix Bi is obtained by replacing the i-th column of W¯ with (−P¯ ). We summarize the results in Table VIII.
Putting all of the pieces together, we obtain (as we must) the exact partition function,
V1 = C2 = 4, (87)
V2 = C4 = 22,
V3 = C6 = 4,
V4 = C8 = 1,
V5 = C
′
2 = 0,
V6 = C
′
4 = 6,
V7 = C
′
6 = 0,
V8 = C
′
8 = 1.
It is hardly surprising that Cramer’s rule can be applied – that is obvious given the linear equations. What we wish
to highlight is that each of the determinants appearing in Cramer’s rule (Eq. (86)) can be interpreted as the volume
of a high-dimensional parallelepiped spanned by the vectors comprising the matrix columns. In the case above, the
dimension d′ of each of the matrices Bi and W¯ is equal to their rank R = 8. The volume of the corresponding high
dimensional tetrahedron (or polytope) spanned by the vectors forming Bi is given by (detBi)/d
′!. In systems in
which Cramer’s rule may be applied, the dimensionality d′ is given by the rank of R of the system of linear equations,
d′ = R.
In Figure 2, we schematically depict such a high dimensional volume.
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G. The practical generation of H-T expansion coefficients from the L-T series coefficients
As we emphasized in the main text (and in Section X therein in particular), we may derive the H-T coefficients
from the L-T coefficients and conversely from the simple relation of Eq. (60). In the case of the Ising model that
formed much of the focus of the current study, Eq. (61) provides the means to carry out this transformation.
In this subsection, we all too explicitly, apply this method to several finite size lattices. These are (i) a square
lattice (20× 20) and (ii) a cubic lattice (4× 4× 4) with periodic boundary conditions in all directions.
In both examples, the L-T coefficients were reported by2. It is with the aid of these that we found the H-T
coefficients. One may, of course, similarly derive the L-T coefficients from the H-T coefficients that we list below (or
verify our results). To save some repetition and space, we employed the two reflection simple symmetry properties
C2l = C2N−2l and C ′2l = C
′
2N−2l, and thus list only half of the coefficients.
11
1. Square Lattice (20× 20)
Below are the L-T coefficients for this system2.
C
′
2 = 0
C
′
4 = 400
C
′
6 = 800
C
′
8 = 81800
C
′
10 = 324800
C
′
12 = 11721600
C
′
14 = 67412000
C
′
16 = 1350296100
C
′
18 = 9620836800
C
′
20 = 134249709680
C
′
22 = 1069743000800
C
′
24 = 11928839868000
C
′
26 = 99319687604800
C
′
28 = 962662495246400
C
′
30 = 8038436825737760
C
′
32 = 71168077499059850
C
′
34 = 583322951817460800
C
′
36 = 4852480177734613200
C
′
38 = 38681149372959498400
C
′
40 = 307169903219327794340
C
′
42 = 2375247921593068800800
C
′
44 = 18170596203821192273200
C
′
46 = 136378968589066364467200
C
′
48 = 1010696108944020717640800
C
′
50 = 7376353097945775250753440
C
′
52 = 53158865439667703757876000
C
′
54 = 378077409159412731374984000
C
′
56 = 2657096748689186086612005000
C
′
58 = 18455184034935129904807316000
C
′
60 = 126774156059190101481157830000
C
′
62 = 861577652343669945621189939200
C
′
64 = 5796057376397822309600104919675
C
′
66 = 38610869947020321438203771576800
C
′
68 = 254803301692389586554305339265200
C
′
70 = 1666384652837236665557696640629600
C
′
72 = 10803772396833413850041114583263200
C
′
74 = 69462243637553467647827168364848800
C
′
76 = 443030466189263301849353542652998800
C
′
78 = 2803885356195563059153253646453319200
C
′
80 = 17613830194773581022087020941530324310
C
′
82 = 109858447841242293784522808673943715200
C
′
84 = 680477150385258661430513210071010788000
C
′
86 = 4187007679156549767194251176409001155200
C
′
88 = 25598214802170562543997232817928103580600
C
′
90 = 155536796683566403215386711665470680844480
12
C
′
92 = 939447840994662134509147208304949136052800
C
′
94 = 5641878837678255282139557123753280873396800
C
′
96 = 33696069854288400024911428055220485304591650
C
′
98 = 200184127457886887009065630658299937646272000
C
′
100 = 1183213957356824518576740959645892438558705216
C
′
102 = 6959316786398452072770004940250031584138830400
C
′
104 = 40740298194312387960002225234216305501385425300
C
′
106 = 237420861489203811432074186060828740215844636000
C
′
108 = 1377626694103612630431293684648338012538042446800
C
′
110 = 7960513376620779123272713024880181370470498204000
C
′
112 = 45816711798214008414719450060686078571868606360400
C
′
114 = 262696130424009682693979279226241061654716459322400
C
′
116 = 1500722859119584887329298474890329905170376450025200
C
′
118 = 8543392072719205785784806455166141685758160911540000
C
′
120 = 48473468825482476437814388447564984527334919789925460
C
′
122 = 274142702060778683708612480941972252499141691319171200
C
′
124 = 1545596042745119572186364491122599395110925212171328800
C
′
126 = 8687641034882926000455194292846422844127580259090964800
C
′
128 = 48688354398091126282047202244976403296037287715360708325
C
′
130 = 272073666164331735878820187343612648645956319524212779520
C
′
132 = 1515989471111653577474808801521778850714425051498709542800
C
′
134 = 8422729749629140612124823710986388321262925426597060197600
C
′
136 = 46659877466566165622154222962723452751088149192082494753000
C
′
138 = 257717321459928026490580316088343694081375733763043710913600
C
′
140 = 1419111509958240013789354941863665117284462326471535652764960
C
′
142 = 7789592868767425436210586056447766654671622417011088797983200
C
′
144 = 42616742757610197982795605883207837065754028061887242824077250
C
′
146 = 232351435534559983125627873731037733810254377854402898576975200
C
′
148 = 1262216781855888027678736530020168800720707303120590799658837600
C
′
150 = 6830659239715295144248340703654027442136312330811745511938843072
C
′
152 = 36816455902512577392611593252764334491272669120610230492885195400
C
′
154 = 197595908922407025009195079443127925730717744668803125999621922400
C
′
156 = 1055779034308069876610141701611126403339070001469739238955984885200
C
′
158 = 5614712492236990043575727166230202770510458329787124898687044400000
C
′
160 = 29712595082201083690420692671297670606997770072373946562511687765945
C
′
162 = 156426828231101515469543018439148634758430195079563808478387702689600
C
′
164 = 819104276183128006825942094205712423162100786502063992421025022066400
C
′
166 = 4265063756658063375472089812473064501364526382385595920403696820518400
C
′
168 = 22078687435843925993876936961195298862954433251009428678125761170768100
C
′
170 = 113602454862960289847895942039561069006941539191705687131924058633295520
C
′
172 = 580867279822530355135671828555180314169985902162943173170099452758308400
C
′
174 = 2950880750981629142080180963352812123453742247021273747573010406134823200
C
′
176 = 14891062635953418488139956081829518731713182283765837345423281508174482800
C
′
178 = 74630384167838707489923983365252894573318384665452398230478341709897125600
C
′
180 = 371399382514532164424763849490175755486648412720754796339876692616723650000
13
C
′
182 = 1834951274909385246900236983701389300497808961050779026368096432665851176800
C
′
184 = 8998927488450289418057448026879875121789025095700532882818359648110118362100
C
′
186 = 43799314244023639270539587259790028867033707734861905767308773433368307736000
C
′
188 = 211535862248387074073967151982645701245788048301550818170574161826478548969600
C
′
190 = 1013614332421735331879777183473984479911754498206092124566601424160336001222400
C
′
192 = 4818006161203976174565331776955666713383805991443774532489257766610586828259350
C
′
194 = 22714510417814501425055836794330785548243030933134058551349643805604945181880000
C
′
196 = 106198385882944426840843404566950184579688800474017302347779498990134597633305600
C
′
198 = 492322169259075267862623714349994220025729548178596219476595488505734933231924800
C
′
200 = 2262754430717975196899278251157404215027098200295610371349628021006130191326437112
C
′
202 = 10309144823656697874610523393500103794190099025888127467507907463058236482836595200
C
′
204 = 46552878520285242631783891516000713379824978318489449970324547558626405905951733600
C
′
206 = 208329777241080794760996988858669583972893811363673435888802395142573395123556582400
C
′
208 = 923804135076810185268018743817597225952196758460290224428799214352751227990699229550
C
′
210 = 4058593197053644072760933917258567010259234618149115841851328821950470541185454651680
C
′
212 = 17663710220331028780797567256280988128727167577153493984538003463710053459000932957200
C
′
214 = 76145308038090576490675866124076993842660945736638070478272684263125932509444174039200
C
′
216 = 325089855868443567245973095474877393034799954091021558540990521761378090306537113505600
C
′
218 = 1374380995632932859367282820816430952987474423313132716528707979946268607001216136988000
C
′
220 = 5753058788785127244165618927750418146824051381719912033829641226999989033876377227562800
C
′
222 = 23840917555279693724606937122225927968330339218242537795731971749846306086725875625893600
C
′
224 = 97796685421384244573781624294140014626002514907617215508270357145407145013240234579429875
C
′
226 = 397051473558636277413818026129298939537052053324710808668621367683156033110338427078393600
C
′
228 = 1595274456499971390471075692773949819708150984328313615956598884402479015120934257235154800
C
′
230 = 6342116960772883347085253050864175533116055401285980328226661872091438543589510990965714720
C
′
232 = 24945229686460428930464163462306839593570765787046249252690432576310170430885204348642812600
C
′
234 = 97059764836002781814408545880240499402439485956708560391063005259410473537795562214614251200
C
′
236 = 373536729391737405466660362629932925456669555716912680075830592872390757449829468730517660000
C
′
238 = 1421717949600688348379632892633222108997826483639029719230038961641276695687983824440235015200
C
′
240 = 5350854751910918084294902193172487462802185805807619557462930545138110416144930652379989728000
C
′
242 = 19911583063114755077046390758447807184557648549403880189794724492592972932219441313789754947200
C
′
244 = 73249465627785830282965516393513935980919641876639752612126599461936130275016064967468863590000
C
′
246 = 266355766019894638708071950742805441697994742270325515116241865785828963236953770861388906967200
C
′
248 = 957241318408863799039123379766586423199371553690319931402305707212331875333712243525813312010100
C
′
250 = 3399577705517932166266504942378353208532806294580824520322860309560990675771839919368233127066784
C
′
252 = 11929301427925924509670869448176910278255197060215287257195810668405245955875984392157187848773200
C
′
254 = 41355535337934719520601456124723864339073757120523156267890713157777830895284418927709874529243200
C
′
256 = 141619402661753241178763691420391320829410294422015435043888478861660134341160540564884773896584100
C
′
258 = 478987324456127584193354398040497440706404467317482202854895770381067435179672828693813095052948000
C
′
260 = 1599848670811877419299982142721777963120379462757992099997684623497589815186191356373002813444488800
C
′
262 = 5276290269743899831078279348240239508937134975251563727286312929894875137753738342484504002772860800
C
′
264 = 17179654216945336099603257282729083600742117823614092272924717005381176905996749312680942414508770800
C
′
266 = 55217533258423781749023840146610893619932525392171670328795540112599484456186529407213970066987362400
C
′
268 = 175168949027125396422617138978718829435181899942988212109493700939363033212602892127231156665835446000
C
′
270 = 548397293823591374895896182473461509858177169247556754822182709046702281146665566350306074241993626880
14
C
′
272 = 1694072067836930342749855689309804142603779017266037179086873496109514441662002529492979956917813509300
C
′
274 = 5163058447466014793426991007820772154625884561467152515256550037730457882229897186554036881874269684000
C
′
276 = 15522469254715475248711960009501753669301115549466662196754769214575901199998285034050279154574335248800
C
′
278 = 46029161599748200393447160476978682419663248339266445507929905404408180565142708158911366591083731590400
C
′
280 = 134605733385594064887496640949647922367060131110742637029089005228280718525794823598633988433582979891240
C
′
282 = 388143142548026083977457509442934911745027810364744839540985157310840317433490091689315373537091119796000
C
′
284 = 1103462707920667472862941817303564155742997199281938988945855174869092893935711653728826685648903362882000
C
′
286 = 3092432372689278290697938034286134274496426648883806286245667504305217395691952907098265183969252721912000
C
′
288 = 8541987144471783376763076682974511284604494733204648401928957974899041486401879601706844175584891873198625
C
′
290 = 23252681834135226997035433277948314327460350408838039348936942680257172447578342642681903700392955615448960
C
′
292 = 62370877368421283876438607866821051786155338394114408782206247899739020746291881244572781868143323919842400
C
′
294 = 164825549971680335351375398411615351852785869905789724724172323497256177400784352827621955496778039045515200
C
′
296 = 429081993960638864122824093818578100475789701519938433887775677386501289627556941377661515613647623376125800
C
′
298 = 1100191630981425198405965711268501789806179091407230053113402278382867626481203409199621650075688296620865600
C
′
300 = 2778100317465757685108847631520782957881794501302551704332548538069721676342047000564378413258273130631748704
C
′
302 = 6907459725551676470161015677445050763019906239971608564119908811819188125200170216117175851647024426248451200
C
′
304 = 16909043610184399700892029570835264587043424758283228799579476260353985507161965997587038790562070884116509600
C
′
306 = 40746422111603128406725033135036653686854513821489404651785351745661051813070929932585717040889047068908622400
C
′
308 = 96642758197871118694081325049516392483824422809722945444046974059077519926160074204738110999998892656762700800
C
′
310 = 225578846300891178208203768792233841172430012695830656743533073991497475013783554334975136229070245223978103040
C
′
312 = 518103664573137745495934821382999282879734224808927367078947899456638202434051146591168890044167272511820924000
C
′
314 = 1170750761652983378885396618909273732872770206289750181716718287211214117753567560769555263724346045459079012800
C
′
316 = 2602449129074645780802786977686547308127737307440549174791059416044640226816649583651625273176741681487109885600
C
′
318 = 5689981998260109743313585707350907964957562453101585716399781764268391515939912082721102329057931223413136313600
C
′
320 = 12234650026047731598952516517237440807884324862773659040572328479274833130406680932636611121245701768258162914970
C
′
322 = 25868174292020385949296618756129429221429829878021041962884125692256610272391788109411895532871955011039103400000
C
′
324 = 53774397520141743818883506059097366679517748906423762221339784229047847297036307398057851415325785282069698320800
C
′
326 = 109891302308249357847330888332958307364940385267015026071886468818535577620065273575010453409118254192985715521600
C
′
328 = 220735423876473940668904873272341177857664890006201551861125802775127461862744252211374559058319739540752346637600
C
′
330 = 435757840719760133908025110939319539664866149667303937844251440428348105080009395587122118988237694857640894078400
C
′
332 = 845331327859530953910386635545772004143373762482675906393651328095312361117372819246521681546976479265911087077600
C
′
334 = 1611246801910827931577316920870170201617526333856160323835352635045470458449000701892702794228349897518301694769600
C
′
336 = 3017143727875951369792163032443036159728452661629518766366266801165140913264140116866313411702937833150678156794300
C
′
338 = 5549770061646097402637519984251975695531357145426992902019098428644792032286752884928349158007265836662693454960000
C
′
340 = 10026424398106500087683956215287190774210323964373163547017974353498007135073552043944498088693540872411044068109440
C
′
342 = 17789231565490515160984605406007659376634947581171477336037826604912197447623098076847087233287085279638407972009600
C
′
344 = 30992537381751968328202263875753136516520878469642036529006253197318988754514272236458194005466778914017958104163600
C
′
346 = 53014628933324599481905385850268097672918146488194412501235912570511767398009845649369681460577039786475353651148800
C
′
348 = 89027424070137729088405212927740685493680851698546199405248896240058205430106883272371731564260227562479652636840000
C
′
350 = 146755138046020516297994857881900599855741647861532776982767115170035871776874097888702986782872783653904252168625664
C
′
352 = 237441889262442082678548285027426644694090495227562281533305647553066823410008395396158120193792263132127458915112000
C
′
354 = 377025029883423879757435532864300583808597851017681486164281100765156944884174632726854166432703914234768898557280000
C
′
356 = 587472340846515087262849194851526739861502988277508397311504708838929352144992996215896445676768633414221540466968000
C
′
358 = 898185363219635390359550179312311245275052643951796691378868749160611577707426085571489126760141810927253303590176000
C
′
360 = 1347299461993191875697095618160979568820217912690838308872350777127610705499053430120575970918845008546048791990201560
15
C
′
362 = 1982629991610168364819010836597713252761098361702663838950588334670117823156664159263941156703313617055388285605953600
C
′
364 = 2861935563124795542431071670440579963185972274120778422886497079310336099197411034674024715195541015446754392193592800
C
′
366 = 4052112738459585737415593875707960259811068864148803197849754974674595045399060323519630668748862105975763734475723200
C
′
368 = 5626925314151069395087670155660915580124232847109012169394608142359039342174189529883995363446437068017467529234062400
C
′
370 = 7662930804824131786765095117692739559787714681017942874816116310594560486850998391963158617926155957072243808298461120
C
′
372 = 10233417199710732819296099646819992787458214193801215796523782280852435475900622106697975480631174103028707820833215200
C
′
374 = 13400412701324484197085463623067526215703547412405917483378478114349367435019380660287346357733426200415601374724712000
C
′
376 = 17205168332955440817888800193073896154414895659881143093789766149532134753743608607607984080883095330623508395307472200
C
′
378 = 21657901379554800508464834259843566710117228683749217967999784857151005380998211991620025681891313606297341461607785600
C
′
380 = 26727964599950221787885846757491460564532951461629518512619590141237292999234245671972350559275700301052194007935291520
C
′
382 = 32335891164579932024912629863576982658740642429144886494948698620469470271142123758073729694651062616968085198101500800
C
′
384 = 38348872560774039323920131721845215585817448893312311316314337874018961007980800203262270102625562587820634894196629650
C
′
386 = 44581085293149656269409854016539269462819030669056596054903237376634447015081144354324178658835219538721563682462473600
C
′
388 = 50799857442389260664848542793158810138258310307065764187400352887584589119786403091188641728183132543967948841604823200
C
′
390 = 56737977339768486319368039484543255750249761705752796564296721286447260267176652360875762467445401838694494025036576960
C
′
392 = 62111574720167375912475417159235051917761117802327896484689882285964653388292789635163355185175392173203725772631315600
C
′
394 = 66642085615891524674299090214451067727635825514611489779085822531713095442367787368953299486670232830892416745221548800
C
′
396 = 70080014578283159420586985279377530309901367532869262221242954003299483121282586866244541590229958508779859524162611200
C
′
398 = 72227698670614741677103717011952182962972312542235410192794001747363555397834813815797098404221617520507977220213342400
C
′
400 = 72958183828988457045645514633469812332853254880056631291197119813622573267366767522761020969046848100947344103004352972
C
′
402 = C
′
398
· · ·
C
′
2×400 = C
′
800 = 1 (88)
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With the above reported values2, we find from Eq.(61), the H-T coefficients to be
C2 = 0
C4 = 400
C6 = 800
C8 = 81800
C10 = 324800
C12 = 11721600
C14 = 67412000
C16 = 1350296100
C18 = 9620836800
C20 = 134249709720
C22 = 1069743016000
C24 = 11928841334000
C26 = 99319755956000
C28 = 962664622514000
C30 = 8038488856511040
C32 = 71169148496030650
C34 = 583342274578306400
C36 = 4852794013132391200
C38 = 38685820589948720000
C40 = 307234480029054760500
C42 = 2376085346119060790400
C44 = 18180863739925681738800
C46 = 136498738301606885532000
17
C48 = 1012032179435655567906800
C50 = 7390667090698408975251200
C52 = 53306678607661796682517600
C54 = 379553187301119252755063200
C56 = 2671380545816921165840609000
C58 = 18589518460054054012930499200
C60 = 128004253471238812814666572600
C62 = 872564779577565028180229145600
C64 = 5891935820052894867176338298475
C66 = 39429478374048835420244548088800
C68 = 261650521864247846236978746316000
C70 = 1722559965827595542916370948253600
C72 = 11256287825222945754599524234811600
C74 = 73044859792926897735655539824719200
C76 = 470932266865207528373218971138870000
C78 = 3017820939983787343167468659386159200
C80 = 19229965281041433468151460070079324630
C82 = 121895364523600121369559274244650584000
C84 = 768921810635124217424684047375181637800
C86 = 4828514706696532087473143994006025149600
C88 = 30193792400903415886913636799353754138600
C90 = 188068408046774736556385679018878826344800
C92 = 1167114620924446979357054830581908491414000
C94 = 7217709125338306814048424774039140018647200
C96 = 44488230082672407659798598661180339121173650
C98 = 273341382961372031329824428855799300142338400
C100 = 1674241429674666616421475797919859904420290824
C102 = 10223631597327549722282726270188580330651891200
C104 = 62240601145173136349133276677108869134316051300
C106 = 377761187520426229442597558724046637632595504800
C108 = 2285689762748079063620115658902133743266052917200
C110 = 13786201000986276388415257885901029620716072573600
C112 = 82882245873866338775282922502269744889787551604000
C114 = 496618684854114130539251471555112124219934229372000
C116 = 2965368604828211305191155761112491358578874616438000
C118 = 17643048421483004312016197635256261221247210194588000
C120 = 104580354983384040949201077931823469553297130979221140
C122 = 617516300383591450814063129273173938470794749868472000
C124 = 3631681544562999146605566025253487656593985984232250200
C126 = 21269970275496049901243461769228112504502599534342994400
C128 = 124040830290009311485648535815996624591255775761212791525
C130 = 720178965256078562520001660082948465940819284136131741600
C132 = 4162308076336697745454686131535847904374010339415848278000
C134 = 23943460488784735236162732022558005683880060486389948972800
C136 = 137069340805505222692107919962719462729585817692727044804600
C138 = 780795254950166833210613549031300634212362635914723829413600
C140 = 4425079266270173997078029496251533488627585217295919264088360
18
C142 = 24948039817482271170242501189498334147946550801454814775460000
C144 = 139903463879954022864676880770489141475834288289251606042000050
C146 = 780266582007023544233791467061370896147250420014910842912845600
C148 = 4327394108462327206186803933434134233575738065496730883969422600
C150 = 23863034956308691296941411584323952022920639100489181306338220768
C152 = 130824165644365946400075802792535538180871064195649805415040365400
C154 = 712953079014305908673618392483486649336040627143377077623157036800
C156 = 3861824010434826211422611028358899709157107497959015111343591926000
C158 = 20788858618701534525736899299459924308435901082571811486323929584800
C160 = 111204841526216320619112526630042823644762683288240921189810750228345
C162 = 591044245291494781539263060559715410565699789536202561884995836085600
C164 = 3120814752084766924029891017922091445038300129584078068885569193383000
C166 = 16368775632343650647441908402694747399083152613131268724251989149009600
C168 = 85273316177190082469512313965730697058172115285863641186998728117651300
C170 = 441171465835173672775230539956885570772009005075276078314656486048527200
C172 = 2266457263447339440765701318091742323204875305394162226619834847943703600
C174 = 11560644317711168676539816639959196516998510256153487107869787466851512800
C176 = 58540904360180551087817325106315891487575574029034997134711994710362451200
C178 = 294257911410769118926267282397577001751850905563421838734361514936352202400
C180 = 1468035630483150912319131105782315459544528520301853945109459906915838875600
C182 = 7268304278846170582341173860993427688689195501011555385113365842670319015200
C184 = 35708031736237896459489668413587324271890092302484546473114231424163445384900
C186 = 174053676108251630605898331566458123972046520934650508130013659718034892800000
C188 = 841652931695099944703977315336761766689334548220994317864153444123825076375400
C190 = 4037043307392218344278589044756658014932010251206528647372062848746295459187040
C192 = 19205347566679131918342532318284055417251211889295028951462601255992191018724550
C194 = 90606025732009634813497555384364055680647343934411442406343339440120161544340000
C196 = 423853495041466792332707411187510389506524517455667128224671948769439354337330800
C198 = 1965828984537929451170943558636953171125236155578568079549883968563351524559346400
C200 = 9038457969275632857054340354504733302852374469285352143756357201422628856320311656
C202 = 41191614828568711281322446921482810725555168440884950446124064922934264351255149600
C204 = 186052810226416342538523264558794213685562937818424010960876951519090436777285501800
C206 = 832767010391177272279144258485361333576495222886870630196419905742198280715512923200
C208 = 3693324047023722232908255851654353199445603954181985221558600588994291618934144535150
C210 = 16227982598084542132305183736788155391054359148635883341211554266447714788387162797920
C212 = 70633592624041977404824029514613879882097056602160064387194279218982260876528109614800
C214 = 304511677511014231668575887291773734795609312682821353231866148270160770721672363333600
C216 = 1300135355621196166718550186063809260940006516820926860997420571023081192036135011718000
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C402 = C398
· · ·
C2×400 = C800 = 1 (90)
2. Cubic Lattice (4× 4× 4)
In this subsection, we study the cubic lattice (4×4×4)
in three dimension with periodic boundary conditions.
The L-T coefficients are2
C ′2 = 0
C ′4 = 0
C ′6 = 64
21
C ′8 = 0
C ′10 = 192
C ′12 = 1824
C ′14 = 960
C ′16 = 10224
C ′18 = 35840
C ′20 = 62976
C ′22 = 268800
C ′24 = 722720
C ′26 = 1878144
C ′28 = 5586720
C ′30 = 14977536
C ′32 = 39870954
C ′34 = 107379840
C ′36 = 282142368
C ′38 = 733486080
C ′40 = 1897483440
C ′42 = 4859688448
C ′44 = 12337842720
C ′46 = 31146165696
C ′48 = 78127243200
C ′50 = 194930594304
C ′52 = 484440667200
C ′54 = 1200802018240
C ′56 = 2971999733040
C ′58 = 7359414302400
C ′60 = 18244560143552
C ′62 = 45265986660480
C ′64 = 112151272896495
C ′66 = 276277957980544
C ′68 = 672760680484800
C ′70 = 1608028061694720
C ′72 = 3745139275120912
C ′74 = 8434637839098240
C ′76 = 18234520019030688
C ′78 = 37558583737953600
C ′80 = 73196757886375248
C ′82 = 134059580642165568
C ′84 = 229375555224499680
C ′86 = 364640431101891072
C ′88 = 536202895182685680
C ′90 = 726554582308344192
C ′92 = 904616498078646720
C ′94 = 1032621645195020160
C ′96 = 1079400244549063244
C ′98 = C
′
94
· · ·
C ′2×96 = C
′
192 = 1. (91)
From Eq.(61), we find H-T coefficients to be
C2 = 0
C4 = 240
C6 = 2560
C8 = 66600
C10 = 1247232
22
C12 = 25026000
C14 = 475507200
C16 = 8821409172
C18 = 157530759680
C20 = 2707971207024
C22 = 44634010106880
C24 = 703771584447960
C26 = 10588029769720320
C28 = 151629736439282640
C30 = 2062112771087098880
C32 = 26569957400193176706
C34 = 323606651881999672320
C36 = 3717017872569046736144
C38 = 40172439914578722593280
C40 = 407594186137035058348728
C42 = 3873560533186002214673408
C44 = 34403468235811162858313520
C46 = 284935491568025593568795136
C48 = 2195882766831281314983155780
C50 = 15714007096877389678102036992
C52 = 104211861959659051242219563280
C54 = 639274383067764958506385479680
C56 = 3621141484901975802350127663432
C58 = 18910825026324048196165458240000
C60 = 90924467551261378563201385698480
C62 = 402014937231895072841979343761408
C64 = 1632950973240109174866035906231535
C66 = 6089015184704321976401198770221056
C68 = 20832033288951664776127567191408480
C70 = 65370989888401388604557493860471808
C72 = 188125964840129473495894547917413136
C74 = 496521400345250584825256227718676480
C76 = 1202071388869618821896419538600464416
C78 = 2670253636595517713499468491653698560
C80 = 5444621073812069680257906428591005224
C82 = 10194391941993448915894375060358661120
C84 = 17535944536641164755808943035185406560
C86 = 27724591398654843491792845697205504000
C88 = 40304287824324989432496894074425167600
C90 = 53895001081593678511004571074843280384
C92 = 66311623196156440639538757555129848352
C94 = 75088542415173586638651014835510220800
C96 = 78263899679022667379379172179033482524
C98 = C94
· · ·
C2×96 = C192 = 1. (92)
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