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Abstract 
Large-scale natural disasters present complex challenges for disaster relief communications. Fixed infrastructures, such as cell towers or radio 
base stations, may be completely destroyed during a disaster or this infrastructure may never have existed. In a disaster situation, having 
unreliable communications systems can put a relief personnel’s safety at risk as well as make the effort much less effective. Furthermore, 
emergency situations require time-sensitive communications that could mean the difference between life and death. The communications 
system described in this paper provides a rapidly deployable, data-centric mobile communications system for all organizations engaged in 
disaster relief: first responders, search-and-rescue, emergency medical and health services, etc. Utilizing the IEEE 802.11b/g standard, this 
system creates a mobile wireless local area network through a series of “wearable routers”. The routers provide local Wi-Fi access to all users 
within of their respective ranges, and then all of these routers are connected to each other through an ultra-high-frequency backhaul network. 
Ultimately, from the user’s perspective the network appears to be a standard Wi-Fi network with enhanced range. The purpose of this network 
is to provide communications between both local and widespread users until more traditional communications systems are restored. A proof-of-
concept prototype using commercial-off-the-shelf components has been realized, and the real-world performance of the system has been 
characterized in Boston, MA and Pittsburgh, PA. The results show that this system provides a viable solution, but requires further attention to 
antenna design and in-band interference. 
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1. Introduction 
As a niche market for communications technology, public safety includes organizations whose purpose is to enforce laws, 
respond and assist in natural disasters, manage large events, provide medical assistance, and perform many other functions. The 
various public-safety organizations across the world can be characterized into seven main groups: border security, emergency 
crisis, emergency medical and health services (EMHS), environmental protection, firefighting, law enforcement, and search and 
rescue.  Together, these seven categories of public safety provide an essential public service operating at national, state, and local 
levels of governmental and nongovernmental organizations. These organizations operate in every environment—warm or cold, 
rural or urban, indoor or outdoor, dangerous or safe. This communications market sector drives some of the most demanding 
requirements for voice, data connectivity, messaging, push-to-talk, and security services [1]. 
The public-safety market is described as a niche market because it has different requirements and functions than both the 
commercial and military telecommunications markets. Commercial markets operate on the concept of economies of scale. 
Commercial devices, such as cell phones and WiFi routers, are produced and sold at such large volumes that application specific 
integrated circuits (ASICs), which incur large engineering non-recurring costs, become relatively inexpensive per device. 
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Commercial telecommunications devices also have less stringent requirements on encryption/security and quality of service 
(QoS). The military telecommunications market is opposite to the commercial market in that it uses substantially larger budgets 
funded by governments to buy relatively smaller quantities of telecommunications equipment. As a result, the cost per 
communications terminal is very high, but this is justified generally by the more stringent technical requirements on reliability, 
anti-jamming waveforms (e.g., frequency hopping), and complex encryption/security [1]. 
Unfortunately, the public-safety market cannot benefit from the commercial market’s economies of scale because of the lack 
of demand. Consumer radios and networks generally do not meet the performance requirements needed by first responders, 
making this equipment ill-suited for the public safety market. From a security and reliability standpoint, the public-safety market 
has similar requirements as military radios. Unfortunately, public-safety budgets are significantly smaller than military budgets 
and, thus, organizations cannot afford the high cost per communications terminal. As a result, this niche market is subjected to 
maintaining expensive technology many generations behind its commercial counterpart. Depending on the criticality of the 
situation and the availability of the primary infrastructures, sometimes commercial equipment is still used despite not meeting all 
of the performance requirements [1]. 
Depending on their current operational scenario, first responders have relied on many different technologies. In the United 
States, these technologies include Project 25 (APCO-25) [2] standard radios, satellite networks, avionic and marine 
communications, commercial cellular networks, and wireless local area networks (WLANs). The focus of the work presented in 
this paper is to create a rapidly deployable WLAN that is complementary with the current APCO-25 and cellular networks based 
on fixed base station networks. Providing public-safety personnel with broadband data-centric communications will provide new 
opportunities for the public-safety market. Broadband data rates provide multimedia messaging of pictures and video. With the 
aid of global positioning system (GPS) receivers, real-time positioning data of each user can be sent throughout broadband 
networks for better operational management. A command center can push annotated maps of targeted areas to users for more 
efficient operation. Unlike voice communications, text communications over a reliable network do not degrade by the 
surrounding background noise. The purpose of the network described in the following sections is to quickly provide data-centric 
communications in emergency situations before more traditional networks have been (re-)established. 
2. ALIX-based Prototype 
2.1. Purpose 
The purpose of the prototype described in this section was to leverage commercial-off-the-shelf (COTS) hardware and open-
source software to create a solution that could bridge a smartphone 2.4-GHz Wi-Fi radio to an ultra-high frequency (UHF) 
backhaul network at a much lower cost than the previously-developed non-COTS-based in-house prototype [3]. From the user’s 
point of view, the network should look like an ordinary 802.11b/g access point—all frequency translation should be seamless and 
invisible to the user. The overall network architecture is a dual-frequency-band network with a client network and a backhaul 
network. The client network is an 802.11b/g network that interfaces between the user’s mobile phone and the wearable router. 
The wearable router then does processing to forward this data over the UHF backhaul network. The wearable routers (i.e., nodes 
in the UHF network) communicate through what is notionally called a “repeater” that will receive and retransmit incoming 
signals to boost the range of the network. 
2.2. Hardware 
Each node is comprised of five major hardware elements: the system-on-a-chip (SoC) router board (PC Engines [4] 
ALIX.3D2), the 2.4-GHz IEEE 802.11b/g [5] transceiver module (Xagyl [6] XC24M), the UHF 802.11b/g transceiver module 
(Xagyl XC420M), battery (Energizer [7] XP18000A), and two antennas (Linx Technologies [8] ANT-2.4-CW-RCT-SS-ND and 
ANT-433CW-HWR-SMA) required for transmitting on the 2.4-GHz and UHF frequency bands. For all nodes except the UHF 
access point (AP), a user communicates with the node via their 802.11b/g radio in their cell phone (or other Wi-Fi enabled 
device). The 2.4-GHz 802.11b/g radio on the node demodulates this signal and passes it to the SoC router board to be processed 
and routed to the 802.11b/g UHF radio to be sent out to the UHF AP and then across the network. The UHF AP node also has 
both 2.4-GHz and UHF radios. The UHF radio communicates to all of the other nodes. The 2.4-GHz radio is not intended to be 
connected by ordinary users; it is included for debugging only. Figure 1 shows the assembled hardware of one wearable router. 
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Fig. 1. Full assembly of the ALIX-based prototype. 
2.3. Software 
Each node runs a distribution of Linux targeted specifically for routers called OpenWrt [9]. This fully-fledged operating 
system (OS) handles from the low-level hardware interfacing through the network connectivity between the nodes. Packages are 
installed on top of the OS for further functionality at higher levels of abstraction. The relayd [10] package provides a 
pseudobridge between the client and backhaul networks. The Polipo [11] caching server caches data requested and sent by the 
users on the mobile nodes to provide functionality when mobile nodes are temporarily disconnected from the UHF AP. Finally, 
domain whitelisting was included on the nodes to prevent unwanted traffic (i.e., the user’s phone trying to grab new emails) from 
going through the UHF network to the AP. 
2.4. Implemented Network Architecture 
Figure 2 shows the implemented network architecture of the system. The AP was given the IP address of 192.168.0.1. All 
nodes had static IP addresses starting with 192.168.0.201 and incremented sequentially. Assigning nodes static IP addresses 
made network debugging easier. All users on the network were dynamically provided an IP address through the dynamic host 
configuration protocol (DHCP) server on the AP. The Ethernet ports on the mobile nodes were configured to be a wired LAN 
port for the system. The Ethernet port on the AP could be configured either as a wide area network (WAN) port so it could be 
connected to an Internet gateway or as a standard LAN port like the Ethernet ports on the nodes. 
 
Fig. 2. Implemented network architecture of the ALIX-based prototype. 
2.5. Cambridge, MA Field Testing 
After the prototype was tested on the bench, two main field tests in Cambridge, MA and Pittsburgh, PA were planned to test 
the hardware in a real-world environment. The former test was more of a proof-of-concept to demonstrate to the sponsor that the 
developed product worked rather than a methodical series of tests. The latter field test was two days of testing in strategic 
locations around Pittsburgh to characterize the network. 
The field test in Cambridge, MA took place on June 22, 2013. The purpose of this test was to demonstrate to the sponsor the 
functionality of the prototype developed. The following tasks outlined the main objectives for this test: 
x demonstrate network connectivity in line-of-sight (LoS) and non-line-of-sight (NLoS) scenarios, and 
x find the maximum radial distance of the backhaul network that supports node connectivity. 
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2.5.1. LoS and NLoS Test 
To fulfill the first objective, the AP was placed on top of the Green Building (295 ft or 90 m) on MIT’s campus to simulate an 
“airborne repeater” (see Figure 3). The mobile nodes connected to the repeater from the base of the building and then started 
moving north towards Main Street. Each user was sending a continuous internet control message protocol (ICMP) ping from his 
laptop (connected to a node) to a laptop on top of the Green Building connected to the AP through the 2.4-GHz AP Test Link. As 
the users moved north towards Main Street, they moved in and out of LoS as they passed between buildings. 
The users remained connected reliably (with relatively few ICMP packets dropped) as they moved toward Main Street. Using 
a Yagi–Uda antenna, the AP was able to remain connected to the users even after they lost LoS, for example when in the shadow 
of a building. With an omni-directional antenna for the AP, the users experienced intermittent connectivity. The blue area in 
Figure 3 shows the approximate path the users traversed for this test. 
2.5.2. Backhaul Network Maximum Radial Distance Testing 
The AP was once again placed on top of the Green Building to simulate an “airborne repeater”. The mobile nodes connected 
to the AP from the base of the building with a continuous ping and then started moving south towards the Charles River. At the 
river bank, the nodes separated moving northeast and southwest along the river until the nodes were about 0.5 miles (0.8 km) 
apart. Node1 moving southwest then started to cross the Harvard Bridge, while Node2 disconnected and drove to the docks at the 
Charles River Esplanade across the river, where it then reconnected to the AP. Upon successfully crossing the bridge, Node1 
continued along the river moving west while it continued to have connection. 
 
 
Fig. 3. Paths of users where there was successful connectivity [12], [13]. 
As the nodes moved farther away from the AP, the latency of each ICMP packet steadily increased and the packet drop 
increased. Near the building, the average latency was about 10 ms, but once the distance increased over 0.5 miles from the AP, 
the average latency had risen to 300 ms. As expected, packet drop would occur when the user moved under heavy foliage or 
behind large structures temporarily preventing LoS. While Node1 had very little issue remaining connected to the AP as it stayed 
in LoS crossing the river and down the bank, Node2 had significant issues connecting to the network once it arrived at the 
Charles River Esplanade. This observation suggests that there may be a different minimum link quality for an AP to accept a new 
connection versus to remain connected with an existing connection. This phenomenon also occurred if a new user wanted to 
connect to the AP through an already connected node, in which the node had a low link quality to the AP. The Wi-Fi connection 
process would get stuck waiting for the AP’s DHCP server to assign the user an IP address, and the user would never be able to 
connect. 
Another key observation from this test was the interaction of the antenna and human user. Placing the node near the user’s 
body with LoS of the AP often enhanced its reception and transmission. When the node was placed farther away, the signal 
tended to degrade. This observation may indicate that the human user was acting as a ground plane for the antennas and the 
ground plane on the node enclosure was not sufficient. Alternatively, the human user could have been absorbing destructive 
interference that would have otherwise degraded the receive performance. In addition to the variability of the performance of the 
antennas, the transmit power of the radios was not always known. The 802.11b/g standard has different maximum transmit 
power levels depending on the throughput. In this test, it was not known which link rate/modulation scheme the radios were 
actually using. Thus, the output power could have been between +21 dBm and +30 dBm. 
In total, this test proved two users could communicate to each other and obtain basic Internet access (which was supplied 
through tethering cellular data through Ethernet to the AP from a mobile phone) at a distance up to 0.8 miles (1.3 km) away from 
the AP. 
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2.6. Pittsburgh, PA Field Testing 
The field test in Pittsburgh, PA took place on April 25, 2014 through April 27, 2014 in various locations around the Pittsburgh 
area. The purpose of this series of tests was to characterize the performance of each element of the network infrastructure of this 
mobile router communications system, as well as the performance of the system as a whole. Formalized test plans were 
developed for each test that measured data throughput (bandwidth) through the iPerf [14] application and latency and packet loss 
through the use of ICMP pings.  The objective of these tests were to characterize the following: 
x the longest LoS distance of the backhaul network, client network, and full network; 
x the maximum distance to add a new node to the backhaul network, the maximum distance to add a new user to the client 
network, and the maximum distance to add a new user to the full network; 
x the longest LoS distance of the backhaul network when the AP is at low elevation; and 
x the performance of the backhaul and client networks in a high 2.4-GHz traffic urban environment. 
 
Unfortunately, this mobile router communications system did not perform as well as expected (i.e., at the same performance 
level as in Cambridge), and these testing goals and procedures had to be descoped, modified, and new tests were added to ensure 
the greatest amount of data could be collected while in Pittsburgh. Instead of being able to fully characterize the infrastructure, 
most of the testing effort was spent trying to get the system to functionally work. Much of the data that was collected did not 
reveal anything interesting except that the infrastructure (particularly the backhaul network) was not performing analogous to the 
Cambridge test. The following subsections detail what tests were actually performed and their results. 
2.6.1. Heinz Field Testing 
The purpose of testing this system inside (an empty) Heinz Field was to determine the longest distance that a user could 
communicate with a node, as well as the longest distance that a user could connect to a client network. The AP router was 
mounted on one person like a node would be in an actual deployment. An iPerf client was connected to the AP router via 
Ethernet. An iPerf server was connected via the 2.4-GHz AP Test Link network. The iPerf client connected to the iPerf server 
and started a ping of the iPerf server as well. The mobile user then walked around the stadium moving farther and farther away 
from the AP until the AP and the user were on opposite corners of the field as shown in red on Figure 4. Once the user was 
disconnected, he moved back towards the AP and tried to reconnect to determine the maximum distance to add a new node. 
As seen in Figure 5(a), the latency of the link was remarkably low—about half of what was measured during bench testing. 
The large amount of metal in the stadium may have contributed to this. The bandwidth dropped off sharply (Figure 5(b)) because 
of decreasing link quality and multipath. 
The iPerf utility had some issues and kept crashing periodically making the retrieved throughput data not as useful as the ping 
data. The user moving away in the stadium was able to traverse to the opposite corner and still send a constant ping to the 
stationary user over the 2.4-GHz AP Test Link network. The user then disconnected at this distance, and then reconnected with 
no trouble proving that the user could still send low traffic data and reconnect at least 650 ft (200 m) away. 
 
 
Fig. 4. Path traversed to test 2.4-GHz link (red) [15]. 
2.6.2. University of Pittsburgh Testing 
At the University of Pittsburgh, the team was given access to the top of the Cathedral of Learning to place the AP. This 535-ft 
(163-m) tall building gave a clear LoS to the surrounding Oakland area, which provided a good location for 
testing/troubleshooting of the backhaul network. It was arranged with the local amateur radio club that the 443.45-MHz relay 
would be temporarily shut down while the test was performed. After only moving about five blocks away from the tower, the 
backhaul network ceased to work. The nodes could not “see” the AP, even though the AP could be physically seen by the users 
on the ground. In addition, the mobile users could actually directly connect to the 2.4-GHz AP Test Link from that location, but 
could not use the backhaul network. To debug this issue, the mobile users moved to the lawn directly below Cathedral of 
Learning and tried to connect to the AP. The mobile nodes had trouble connecting over the backhaul network once again. The 
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ICMP ping data are shown in Figure 6. About 75% of the ICMP packets sent were dropped. Those packets that made it to the AP 
and received back at the nodes had very high latencies—some on the order of multiple seconds. Once again, this pointed to an 
issue that something was wrong with the backhaul network. The backhaul antennas were suspected as the culprit of the poor 
performance but the amount of noise in the 400–450-MHz band most likely also contributed to the issue. To investigate the 
potential RF interference, the spectrum from 380 MHz to 520 MHz was captured at the base of the Cathedral of Learning. 
Looking at Figure 7, the amateur radio repeater at 443.45 MHz was actively running along with this mobile router 
communications system actively operating only tens of feet away from the spectrum analyzer. It is clear that the amateur radio 
narrowband signal completely overpowered our signal and that other sources in the 380–520-MHz band were more powerful 
than our system. 
This spectrum plot illustrated a very important facet of this system. The UHF radios transmit 1 W (+30 dBm) of power across 
20 MHz of bandwidth. This results in a power spectral density of 0.05 W/MHz (+17.0 dBm/MHz), which makes our system 
operate much closer to the noise floor and prone to more interference.  In contrast, the narrowband amateur radio repeater was 
operating at 40 W (+46.0 dBm) over a bandwidth of 25 kHz, which results in 1600 W/MHz (+62.0 dBm/MHz). Narrowband 
communications allow low bandwidth communications (low data rates and voice), but long-range communications. For a 
wideband system to match the range of a narrowband system, a significant amount of power must be transmitted or the receivers 
must be designed to be extremely sensitive. 
 
 
Fig. 5. (a) Latency, packet loss, and (b) throughput results at Heinz Field. 
 
Fig. 6. Latency and packet loss data from ping test at University of Pittsburgh. 
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Fig. 7. Measured frequency spectrum at the University of Pittsburgh. 
Another conclusion that can be made from the spectrum test is that, regardless of filtering done on the RF chain, in-band 
interference cannot be mitigated. The only solution is to switch to an empty band. OpenWrt can do this by sensing the entire 
spectrum and moving to a new channel. Unfortunately, there is only one 20-MHz channel that fully fits inside of the 430-MHz 
amateur band. 
2.6.3. University of Pittsburgh Testing 
The final test completed in Pittsburgh was testing the 2.4-GHz client network in a very crowded environment in terms of both 
physical obstructions and a large amount of 2.4-GHz interference. Market Square was crowded with people and cars passed 
directly between the user and the AP along with a large number (over 80) of Wi-Fi networks that could be detected from inside 
the square on the 2.4-GHz band. The plots in Figure 8(a) and Figure 8(b) show a highly varying latency (median of 111 ms) and 
a low median throughput of 1.573 Mbps. The spikes in the pings along with the approximately 20% packet loss were expected 
given the transient obstructions between the AP and the user. The low and varying bandwidth was also expected given the sheer 
amount of 2.4-GHz interference in the area. 
 
Fig. 8. (a) Latency, packet loss, and (b) throughput measurements in Market Square. 
2.7. Evaluation of Prototype 
The bench and field testing provided mixed results on the success of this prototype after being implemented. Certain aspects 
of the design, such as the 2.4-GHz client network, had consistent success, whereas other aspects, such as the UHF backhaul 
network, suffered very inconsistent success. The ALIX-based prototype demonstrated that creating a two-tier Wi-Fi network 
with a UHF backhaul was possible using only COTS components and open-source software. No custom hardware had to be 
developed, which significantly lowered cost (cost per node was US$560) and development time. Hardware and software design 
were done at the system level as opposed to the very-low-level drivers and schematics. By moving to the standard IEEE 
802.11b/g stack, the usefulness of the network expanded significantly—now any IP traffic could be routed across the network 
whether that was serving webpages, transferring files, or streaming multimedia. While the first prototype [3] required the user to 
use a Windows-only application, this prototype decoupled the user application from the network. This independence made this 
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system more versatile in potentially different markets. Aside from the chosen UHF frequencies, this prototype made the network 
appear to be just a generic Wi-Fi network with an extended range. 
As shown in the field testing, the 2.4-GHz client network performed very well—this is due to the combination of excellent 
radios and satisfactory antennas. The distance required for the client network was about 20 meters (stems from a requirement to 
use one node for the length of a typical fire truck), but testing showed the client network could perform at distances 10 times as 
far. In Pittsburgh, the client network proved to perform even in very crowded RF environments with significant in-band 
interference. The throughput and latency may have not been ideal, but this was expected. 
This prototype pushed the system to be rapidly deployable. There were no wires to plug into other devices and no custom 
configurations to be done on the user’s device. A user of the system simply pressed the power button on the battery and within a 
minute the network was completely operational. Once the network was up, all the user then had to do was connect to the closest 
2.4-GHz Wi-Fi client network on their personal device, and they were ready to carry on with their tasks. The system would then 
operate for at least the next eight hours. 
The antenna design, placement, and interaction with its surroundings (the user wearing it and the properties of the case it is 
mounted on) need to be further investigated to understand why the backhaul operated sub-par during field testing. In a non-
interfering environment, the antennas were the most likely reason why the backhaul network was not working properly. A flaw 
of the network infrastructure was the inability to add users to the client network if the mobile node became temporarily out of 
range of the AP. This issue stemmed from the fact that the DHCP server was centrally located on the AP as opposed to running a 
DHCP server on each mobile node. 
2.8.  Steps Towards a New Prototype 
In order to progress from the ALIX-based prototype, the purpose of a new prototype is to further develop this technology 
closer to a commercial product. Specifically, the purpose is to make the wearable router smaller, lighter, and more power 
efficient than the ALIX-based prototype primarily by replacing the PC Engines ALIX series central processing board with a 
Gateworks [16] Laguna Network Processor (GW2382). The miniPCI Type-III A card slot radios were replaced with a smaller 
miniPCIe card slot radio (Doodle Labs [17] NL-915-2F) and a USB dongle radio (Alfa Network [18] AWUS036NH). The larger 
Energizer XP18000A battery was replaced with the smaller Anker [19] Astro E7 battery (while still providing the same energy 
capacity), a boost converter, and a buck converter.  The relayd package was replaced with using a wireless distribution system 
(WDS) [20] configuration, which resolves the issue that a new user could not be added to the local network of their node when 
the node was out of range of the AP, as well as, simplifies network configuration process on each node.  The design of the 
enclosure of the node will address the issues of antennas and ground planes that plagued the ALIX-based prototype.  This 
prototype is undergoing preliminary latency, packet loss, and data throughput bench testing.  The next steps in the life cycle of 
this prototype is to design the enclosure, select the antennas, perform more bench testing, and perform field tests in real-world 
environments (both urban and rural). 
3. Conclusion 
Large-scale natural disasters can be very detrimental to reliable disaster relief communications because fixed infrastructures, 
such as cellular towers or APCO-25 radio base stations, may be completely destroyed during a disaster or this infrastructure may 
never have existed. Having unreliable communications systems in a disaster situation can put a relief personnel’s safety at risk. 
Moreover, the inherent time sensitive nature required by emergency communications could mean the difference between life and 
death. The purpose of this mobile router communications system is to provide a rapidly deployable, data-centric mobile 
communications system for all organizations engaged in disaster relief until more traditional communications systems were 
restored. 
In this paper, the first wearable router prototype for this system based on COTS components was implemented. The wearable 
router was characterized in the field through a series of tests. The network of wearable routers provided local Wi-Fi access to all 
users inside of their respective ranges, and then all of these routers were connected to each other through a UHF backhaul 
network. Leveraging open-source software and COTS hardware, the cost of the system was roughly half the cost of the first ARC 
prototype described in [3]. Moreover, the data throughput of this prototype was multiple orders of magnitude higher than the in-
house prototype. Testing in Boston demonstrated a backhaul range of about one mile, whereas testing in Pittsburgh presented the 
issue in communicating in a high-interference environment.  These issues as well as a smaller size [21] are being addressed in the 
next prototype. 
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