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With respect to comprehensive evaluation model for computer network security with
linguistic information and incomplete weight information, a new comprehensive evalu-
ation model is proposed. In the method, the 2-tuple linguistic representation developed in
recent years is used to aggregate the linguistic assessment information. In order to get the
weight vector of the attribute, we establish an optimization model based on the basic ideal
of traditional TOPSIS, by which the attribute weights can be determined. Then, the optimal
alternative(s) is determined by calculating the shortest distance from the 2-tuple linguis-
tic positive ideal solution (TLPIS) and on the other side the farthest distance of the 2-tuple
linguistic negative ideal solution (TLNIS). Themethod has exact characteristics in linguistic
information processing. It avoided information distortion and losing which occurred for-
merly in linguistic information processing. Finally, a numerical example of the evaluation
of network security systems is used to illustrate the use of the proposedmethod. The result
shows the approach is simple, effective and easy to calculate.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The proliferation of today’s networks mainly is due to the system integration of the fields of communications, networks,
automation, and control. The computer network has grown from a simple time-sharing system—a number of terminals
connected to a central computer—to a large, complex environment that provides infrastructure to many critical and
economically valuable components of economies. Themilitary started outwith the idea of securing each individual computer
and later expanded the concept to securing a network of computers and devices [1]. However, it is not the only organization
that requires and has implemented some form of network security. Network security has evolved over the years and also
in other departments of government and government networks. Therefore, issues of network security have been of great
concern in each country and especially in military requirements [2]. A network security system alternative evaluation can
be characterized by imprecise or vague requirements. Fuzzy set theory and fuzzy logic have emerged as powerful ways
of representing quantitatively and manipulating the imprecision in the selections of alternatives [3,4]. Fuzzy sets or fuzzy
numbers can appropriately represent imprecise parameters, and can be manipulated through different operations of fuzzy
sets or fuzzy numbers. Since imprecise parameters are treated as imprecise values instead of precise ones, the process will
be more powerful and its results be more credible.
Comprehensive evaluation model for computer network security is a group decision-making problem. Group decision-
making (i.e., multi-expert) is a typical decision-making activity where several experts are utilized alleviate some of the
decision-making difficulties due to the problem’s complexity and uncertainty. Group decision-making problems usually
follow a common resolution scheme composed of two phases: the aggregation phase and the exploitation phase [5,6].
In the literature, many aggregation operators and approaches have been developed to solve group decision-making
problems with linguistic information. In order to effectively avoid the loss and distortion of information in linguistic
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information processing process, Herrera and Herrera-Viedma [7] developed 2-tuple arithmetic average (2TAA) operator,
2-tuple weighted average (2TWA) operator, 2-tuple ordered weighted average (2TOWA) operator and extended 2-tuple
weighted average (ET-WA) operator. Herrera et al. [8] presented a group decision-making process for managing non-
homogeneous information. Herrera-Viedma et al. [9] presented amodel of consensus support system to assist the experts in
all phases of the consensus reaching process of group decision-making problems with multi-granular linguistic preference
relations. Liao et al. [10] presented a model for selecting an ERP system based on linguistic information processing. Herrera
et al. [11] proposed a fuzzy linguistic methodology to deal with unbalanced linguistic term sets. Fan et al. [12] evaluated
the knowledge management capability of organizations by using a fuzzy linguistic method. Zhang and Chu [13] developed
fuzzy group decision-making for multi-format and multi-granularity linguistic judgments in quality function deployment.
Wang [14] presented a 2-tuple fuzzy linguistic evaluation model for selecting appropriate agile manufacturing system in
relation to MC production. Wang [15] developed agility evaluation of mass customization systems using 2-tuple linguistic
computing. Wei [16] proposed a method for multiple attribute group decision-making based on the ET-WG and ET-OWG
operators with 2-tuple linguistic information. Fan and Liu [17] developed a method for group decision-making based on
multi-granularity uncertain linguistic information. Wang [18] developed a fuzzy linguistic computing approach to supplier
evaluation. Wei [19] proposed the GRA-based linear-programming methodology for multiple attribute group decision-
making with 2-tuple linguistic assessment information. Merigó et al. [20] developed the belief structure-linguistic ordered
weighted averaging (BS-LOWA), the BS-linguistic hybrid averaging (BS-LHA) and a wide range of particular cases. Liu [21]
presented an approach based on 2-tuple is to solve the hybrid multiple attribute decision making problem with weight
information unknown.Wei [22] extended the TOPSISmethod for 2-tuple linguisticmultiple attribute group decisionmaking
with incomplete weight information. Wei et al. [23] developed some models for multiple attribute group decision-making
with 2-tuple linguistic assessment information. Wei [24] utilized the gray relational analysis method for 2-tuple linguistic
multiple attribute group decision-making with incomplete weight information.
In this paper, we propose using the 2-tuple linguistic information representation model in the multiple attribute group
evaluations of network security system alternatives. Because almost all attributes can be vague, linguistic variables are
used to represent them. Linguistic terms may be used such as ‘‘very good’’, ‘‘poor’’, etc., which can be represented in the
evaluation of network security systems. The remainder of this paper is set out as follows. In Section 2, we introduce some
basic concepts and operational laws of 2-tuple linguistic variables. In Section 3 we develop a practical method based on the
traditional ideas of TOPSIS for comprehensive evaluation of computer network securitywith incompleteweight information,
which is straightforward and has no loss of information. In Section 4, we give an illustrative example to verify the developed
approach and to demonstrate its feasibility and practicality. In Section 5 we conclude the paper and give some remarks.
2. Preliminaries
Let S = {si|i = 0, 1, . . . , t} be a linguistic term set with odd cardinality. Any label, si represents a possible value for a
linguistic variable, and it should satisfy the following characteristics [7,8]:
(1) The set is linearly ordered: si > sj, if i > j; (2) Max operator: max(si, sj) = si, if si ≥ sj; (3) Min operator:
min(si, sj) = si, if si ≤ sj. For example, S can be defined as
S = {s0 = extremely poor(EP), s1 = very poor(VP), s2 = poor(P), s3 = medium(M),
s4 = good(G), s5 = very good(VG), s6 = extremely good(EG)}.
Definition 1. Let S = {s0, s1, . . . , st} be a linguistic term set and β ∈ [0, t] a value supporting the result of a symbolic
aggregation operation, then the 2-tuple that expresses the equivalent information is obtained with the following function:
∆ : [0, t] → S × [−0.5, 0.5) (1)
∆(β) =

si, i = round(β)
α = β − i, α ∈ [−0.5, 0.5) (2)
where round is the usual rounding operation, si has the closest index label to ‘‘β ’’ and ‘‘ α’’ is the value of the symbolic
translation [7,8].
Definition 2. Let S = {s0, s1, . . . , st} be a linguistic term set and (si, αi) be a 2-tuple. There is always a function ∆−1, such
that, from a 2-tuple, it returns its equivalent numerical value β ∈ [0, t] ⊂ R [7,8]
∆−1 : S × [−0.5, 0.5)→ [0, t] (3)
∆−1(si, α) = i+ α = β. (4)
Definition 3. Let x = {(r1, a1), (r2, a2), . . . , (rn, an)} be a set of 2-tuples, the 2-tuple arithmetic mean is defined as [7,8]
(r¯, a¯) = ∆

1
n
n−
j=1
∆−1(rj, aj)

, r¯ ∈ S, a¯ ∈ [−0.5, 0.5). (5)
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Definition 4. Let x = {(r1, a1), (r2, a2), . . . , (rn, an)} be a set of 2-tuples andω = (ω1, ω2, . . . , ωn)T be theweighting vector
of 2-tuples (rj, aj) (j = 1, 2, . . . , n) and ωj ∈ [0, 1], j = 1, 2, . . . , n,∑nj=1 ωj = 1. The 2-tuple weighted average is [7,8]:
(r˜, a˜) = ϕ((r1, a1), (r2, a2), . . . , (rn, an))
= ∆

n−
j=1
ωj∆
−1(rj, aj)

, r˜ ∈ S, a˜ ∈ [−0.5, 0.5). (6)
Definition 5. Let (ri, ai) and (rj, aj) be two 2-tuples, then we call
d((ri, ai), (rj, aj)) = ∆|∆−1(ri, ai)−∆−1(rj, aj)| (7)
the distance between (ri, ai) and (rj, aj) [10].
3. A model for evaluating computer network security systems with 2-tuple linguistic information
The following assumptions or notations are used to represent the comprehensive evaluation problems for computer
network security with incomplete weight information in linguistic setting:
Let A = {A1, A2, . . . , Am} be a discrete set of alternatives, G = {G1,G2, . . . ,Gn} be the set of attributes, D =
{D1,D2, . . . ,Ds} be the set of decision-makers. Suppose that Rk = (r (k)ij )m×n is the group comprehensive evaluation matrix,
where r (k)ij ∈ S is a preference value, which takes the form of a linguistic variable, given by the decision-maker Dk ∈ D, for
the alternative Ai ∈ A with respect to the attribute Gj ∈ G, w = (w1, w2, . . . , wn) is the weighting vector of the attributes
Gj (j = 1, 2, . . . , n), wherewj ∈ [0, 1],∑nj=1wj = 1. H is a set of the known weight information, which can be constructed
by the following forms [25–28].
In the following, we will extend the TOPSIS method [19,23] to solve comprehensive evaluation problems for computer
network security with incompletely known weight information in a linguistic setting.
Step 1. Transforming linguistic comprehensive evaluation matrix Rk = (r (k)ij )m×n into 2-tuple linguistic comprehensive
evaluation matrix Rk = (r (k)ij , 0)m×n.
Step 2. Calculating the weight of the decision maker.
First,weutilize the decision information given inmatrixRk to derive the average 2-tuple linguistic comprehensive evaluation
matrix R¯ = (r¯ij, a¯ij)m×n
(r¯ij, a¯ij) = ∆

1
s
s−
k=1
∆−1(r (k)ij , a
(k)
ij )

, i = 1, 2, . . . ,m, j = 1, 2, . . . , n. (8)
Then, we calculate the degree of similarity between Rk = (r (k)ij , 0)m×n and R¯ = (r¯ij, a¯ij)m×n as follows:
ρk = (Rk, R¯) = 1mn
m−
i=1
n−
j=1

1− |∆
−1(r (k)ij , 0)−∆−1(r¯ij, a¯ij)|
2t

, k = 1, 2, . . . , s. (9)
In order to make a decision reasonably, the high weights should be assigned to the corresponding decision-maker with high
similarity, that is to say with small deviation. Finally, we calculate the weight of the decision-maker as follows:
λk = ρks∑
k=1
ρk
, k = 1, 2, . . . , s. (10)
Step 3. Utilizing the decision information given in matrix R to derive the collective overall 2-tuple linguistic comprehensive
evaluation matrix R = (rij, aij)m×n
(rij, aij) = ∆

s−
k=1
λk∆
−1(rij, aij)

, i = 1, 2, . . . ,m, j = 1, 2, . . . , n. (11)
Step 4. Defining the TLPIS and TLNIS as
(r+, a+) = ((r+1 , a+1 ), (r+2 , a+2 ), . . . , (r+n , a+n )) (12)
(r−, a−) = ((r−1 , a−1 ), (r−2 , a−2 ), . . . , (r−n , a−n )) (13)
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where
(r+j , a
+
j ) = maxi {(rij, aij)}, j = 1, 2, . . . , n.
(r−j , a
−
j ) = mini {(rij, aij)}, j = 1, 2, . . . , n.
Step 5. Calculating the distances of each alternative from TLPIS and TLNIS using the following equation, respectively:
(ξ+i , η
+
i ) = ∆

n−
j=1
|∆−1(rij, aij)−∆−1(r+j , a+j )|wj

(14)
(ξ−i , η
−
i ) = ∆

n−
j=1
|∆−1(rij, aij)−∆−1(r−j , a−j )|wj

. (15)
So, in order to get the (ξ+i , η
+
i ) and (ξ
−
i , η
−
i ), we establish the following multiple objective optimization model (M-1):
min(ξ+i , η
+
i ) = ∆

n−
j=1
|∆−1(rij, aij)−∆−1(r+j , a+j )|wj

max(ξ−i , η
−
i ) = ∆

n−
j=1
|∆−1(rij, aij)−∆−1(r−j , a−j )|wj

subject to : w ∈ H, i = 1, 2, . . . ,m.
Since each alternative is non-inferior, so there exists no preference relation on the all the alternatives. Then, we
may aggregate the above multiple objective optimization models with equal weights into the following single objective
optimization model (M-2):
max(ξ , η) = ∆

m−
i=1
(∆−1(ξ−i , η
−
i )−∆−1(ξ+i , η+i ))

= ∆

m−
i=1
n−
j=1
(|∆−1(rij, aij)−∆−1(r−j , a−j )| − |∆−1(rij, aij)−∆−1(r+j , a+j )|)wj

subject to : w ∈ H.
According to ∆−1 function, single objective optimization model (M-2) can be transformed into the single objective
optimization model (M-3):
max∆−1(ξ , η) =
m−
i=1
(∆−1(ξ−i , η
−
i )∆
−1(ξ+i , η
+
i ))
=
m−
i=1
n−
j=1
(|∆−1(rij, aij)−∆−1(r−j , a−j )| − |∆−1(rij, aij)−∆−1(r+j , a+j )|)wj
subject to : w ∈ H.
By solving the model (M-3), we get the optimal solutionw = (w1, w2, . . . , wn), which can be used as the weight vector
of attributes. Then, we can get (ξ+i , η
+
i ) and (ξ
−
i , η
−
i ) by Eqs. (14) and (15).
Step 6. Calculating the relative closeness degree of each alternative from TLPIS using the following equation
(ξi, ηi) = ∆

∆−1(ξ−i , η
−
i )
∆−1(ξ+i , η
+
i )+∆−1(ξ−i , η−i )

, i = 1, 2, . . . ,m. (16)
Step 7. According to the relative closeness degree (ξi, ηi), the ranking order of all alternatives can be determined. If any
alternative has the highest (ξi, ηi) value, then, it is the most desirable alternative.
4. Illustrative example
In this section,we present an empirical case study of implementing network security system selection in themilitary. The
project’s aim is to evaluate the best alternative fromdifferent information technology companies,which provide alternatives
of network security systems. The results of the evaluations are to assist the decision-maker in the decision process. In
order to extract the requirements in the military, the military specially composes a team of experts, and their opinions
construct the criteria of importance and ratings. Meanwhile, the case study refers to important pointers for implementation
of the information security management (adapted from [2]). The desirability levels of four possible alternatives of systems
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Ai (i = 1, 2, 3, 4) are evaluated. The team of experts must take a decision according to the following four attributes: (1) G1
is the tactics; (2) G2 is the technology; (3) G3 is the economy; (4) G4 is the logistics; (5) G5 is the strategy. The four possible
alternatives Ai (i = 1, 2, 3, 4) are to be evaluated using the linguistic term set S by the three decision-makers under the
above five attributes, and construct the decision matrices Rk = (r (k)ij )4×5 (k = 1, 2, 3) as follows:
R1 =

G1 G2 G3 G4 G5
A1 s5 s6 s3 s4 s6
A2 s3 s1 s2 s1 s0
A3 s4 s0 s6 s3 s2
A4 s1 s5 s3 s2 s3

R2 =

G1 G2 G3 G4 G5
A1 s3 s4 s2 s6 s2
A2 s6 s6 s5 s3 s1
A3 s2 s3 s6 s1 s3
A4 s1 s0 s4 s4 s6

R3 =

G1 G2 G3 G4 G5
A1 s1 s5 s6 s5 s4
A2 s2 s4 s1 s4 s3
A3 s4 s2 s5 s1 s6
A4 s6 s1 s0 s6 s2
.
Suppose that the information about the attribute weights is partly known as follows:
H =

0.1 ≤ w1 ≤ 0.15, 0.15 ≤ w2 ≤ 0.20, 0.2 ≤ w3 ≤ 0.3, 0.3 ≤ w4 ≤ 0.4, 0.15 ≤ w5 ≤ 0.3, wj ∈ [0, 1],
j = 1, 2, 3, 4,
4−
j=1
wj = 1

.
In the following, we shall utilize the proposed approach in this paper getting the most desirable alternative(s):
Step 1. Transforming linguistic decision matrix Rk = (r (k)ij )m×n into 2-tuple linguistic decision matrix Rk = (r (k)ij , 0)m×n as
follows
R1 =

G1 G2 G3 G4 G5
A1 (s5, 0) (s6, 0) (s3, 0) (s4, 0) (s6, 0)
A2 (s3, 0) (s1, 0) (s2, 0) (s1, 0) (s0, 0)
A3 (s4, 0) (s0, 0) (s6, 0) (s3, 0) (s2, 0)
A4 (s1, 0) (s5, 0) (s3, 0) (s2, 0) (s3, 0)

R2 =

G1 G2 G3 G4 G5
A1 (s3, 0) (s4, 0) (s2, 0) (s6, 0) (s2, 0)
A2 (s6, 0) (s6, 0) (s5, 0) (s3, 0) (s1, 0)
A3 (s2, 0) (s3, 0) (s6, 0) (s1, 0) (s3, 0)
A4 (s1, 0) (s0, 0) (s4, 0) (s4, 0) (s6, 0)

R3 =

G1 G2 G3 G4 G5
A1 (s1, 0) (s5, 0) (s6, 0) (s5, 0) (s4, 0)
A2 (s2, 0) (s4, 0) (s1, 0) (s4, 0) (s3, 0)
A3 (s4, 0) (s2, 0) (s5, 0) (s1, 0) (s6, 0)
A4 (s6, 0) (s1, 0) (s0, 0) (s6, 0) (s2, 0)
.
Step 2. Calculating the weight of the decision maker
λ = (0.3294, 0.3365, 0.3341).
Step 3. Calculating the collective overall 2-tuple linguistic decision matrix R = (rij, aij)m×n
R =
(s3,−0.01) (s5,−0.01) (s4,−0.33) (s5, 0.01) (s4,−0.01)(s4,−0.32) (s4,−0.32) (s3,−0.32) (s3,−0.32) (s1, 0.34)(s3, 0.33) (s2,−0.32) (s6,−0.33) (s2,−0.34) (s4,−0.33)
(s3,−0.33) (s2,−0.02) (s2, 0.33) (s4, 0.01) (s4,−0.32)
 .
Step 4. Defining the TLPIS and TLNIS as
(r+, a+) = ((s4,−0.32), (s5,−0.01), (s6,−0.33), (s4,−0.01))T
(r−, a−) = ((s3,−0.33), (s2,−0.32), (s2, 0.33), (s2,−0.34), (s1, 0.34))T .
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Step 5. Calculating the distances of each alternative from TLPIS and TLNIS.
First, by models (M.3), we can establish the following single-objective programming models:
max∆−1(ξ , η) = −0.06w1 − 2.01w2 − 3.32w3 + 0.04w4 + 4.05w5
Subject to : w ∈ H.
Solving this model, we get the weight vector of attributes:
w = (0.10, 0.15, 0.20, 0.30, 0.25).
Finally, we calculate the distances of each alternative from TLPIS and TLNIS
(ξ+1 , η
+
1 ) = (s0, 0.47), (ξ+2 , η+2 ) = (s2, 0.16)
(ξ+3 , η
+
3 ) = (s2,−0.39), (ξ+4 , η+4 ) = (s2,−0.40)
(ξ−1 , η
−
1 ) = (s2, 0.46), (ξ−2 , η−2 ) = (s1,−0.23)
(ξ−3 , η
−
3 ) = (s1, 0.32), (ξ−4 , η−4 ) = (s1, 0.33).
Step 6. Calculating the relative closeness degree of each alternative from TLPIS by Eq. (16)
(ξ1, η1) = (s1,−0.16), (ξ2, η2) = (s0, 0.26)
(ξ3, η3) = (s0, 0.45), (ξ4, η4) = (s0, 0.46).
Step 7. Ranking all the alternatives Ai (i = 1, 2, 3, 4) in accordance with the relative closeness degree (ξi, ηi) : A1 ≻ A4 ≻
A3 ≻ A2, and thus the most desirable computer network system is A1.
5. Conclusion
With respect to the comprehensive evaluation model for computer network security, in which the information about
attribute weights is incompletely known and the attribute values take the form of linguistic variables. In order to get the
attribute weight, we establish multiple objective optimization models based on the basic ideal of the traditional TOPSIS.
Then, by the linear equal weighted method, the multiple objective optimization models can be transformed into a single-
objective programming model. By solving the single-objective programming model, we can get the weight information.
According to the traditional ideas of TOPSIS, the optimal alternative(s) is determined by calculating the distances of every
alternative and TLPIS and TLNIS. It is based on the concept that the optimal alternative should have the shortest distance
from the positive ideal solution and on the other side the farthest distance of the negative ideal solution. Finally, we have
presented a practical case study of evaluating alternatives from four alternatives of network security systems to illustrate
the proposed approach. The method has exact characteristics in linguistic information processing. It avoided information
distortion and loss which occur formerly in the linguistic information processing.
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