It is shown by way of examples that the quantum correspondent to Fisher information in statistics named quantum information metric is an extensive quantity in spite of the nonextensivity of the quantum q-deformed relative entropy. A general proof is presented, and some related topics on the quantum relative entropies vs the metrics are discussed. §1. Introduction Nonextensive or nonadditive statistical physics started with Tsallis' paper in 1988 1) with central keyword q-deformed entropy, aiming the Shannon entropy to be replaced by this entropy. A closely related is q-deformed relative entropy.
In Eq. (2·1), p i (ξ); i = 1, ...N , denotes all eigenvalues of ρ; N × N density matrix. Now, assume that ρ(ξ) ∈ M (1) ⊗ M (2) such that ρ(ξ) = ρ (1) (ξ) ⊗ ρ (2) (ξ). Then, by virtue of the direct product matrix and the identity for log functions log XY = log X + log Y ; [X, Y ] = 0 (applied to X = ρ (1) ⊗ 1 (2) , Y = 1 (1) ⊗ ρ (2) ) log(ρ(ξ)) = log ρ (1) (ξ) ⊗ 1 (2) + 1 (1) ⊗ log ρ (2) (ξ) and (2) and (µ → ν) i.e. (2) so that for definition (2·1) with a direct-product density matrix ρ (1) 
holds, where the other two cross products vanish by virtue of Tr
This establishes that the Fisher metric on a direct-product matrix space is additive. We note that by the assumed commutativity [ρ(ξ), ρ(η)] = 0 no ambiguity exists about (partial) derivatives of matrix functions. This is not the case when the commutativity does not hold: then we need a systematic noncommutative analysis. 
Example 2. The Wigner-Yanase-Dyson metrics (Wigner and Yanase
Then, Lieb's theorem 9) states that
is convex with respect to ρ for 0 < q < 1with c(q) > 0; it is also convex for −1 < q < 0, or 1 < q < 2 with c(q) < 0 (the latter case should be related to the issue of the possible range of q: discussion in §5).
Short history 2 about Wigner-Yanase-Dyson after 1990: Hasegawa 10) discussed this quantity for the first time as quantum information metric by showing its derivation from quantum q-divergence (notation follows Abe 5), 6) )
: it confirms to the above Lieb theorem in particular, the range of q (also Hasegawa-Petz; 11) Hasegawa 12) ).
Additivity of the WYD metric
The following expressions are shown to give the additivity 6) where ρ = Diag(p 1 , ..., p N ) with the set of N -eigenvalues of the density matrix ρ. This is a metric form represented as an inner product of two matrix vectors, called tangent vector, A, B(= K ρ A) ≡ TrAKA, where the superoperator K ρ is given by
which is called left-right multiplication operator acting on A. Accordingly,
Theory of symmetric monotone metrics on matrix spaces was developed by Petz; 14) also Petz-Sudár 15) where the Bures metric was explicitly discussed as Eq. (2·6). A general representation of metric form is
in terms of a real function f : R + → R + with properties.
a) uniformity in 1st order f (λx) = λf (x) ⇒ description by scaled x.
, it is related to the monotonedecreasing by projection (Abe 6) ); more generally by any coasegraining map on the metric form (2·8):
A possible range of all monotone functions satisfying a)-c) was shown to be The power-series expression (2·7) enables us to prove the additivity by using the relation between the tangent vector A (which appears in a Fr'echet differentiation (2·11) below) and ∆ A in Eq. (2·4) (Hasegawa 12) ) such that
Equation (2·10) implies that by replacing A by ∆ A each term of the power-series is of the form ρ p ∆ρ 1−p ∆ , which provides an insight: how additivity arises (cf. Petz and Jencǒvá 17) for another proof of the additivity). §3. Relation between symmetric monotone metrics and relative entropies-a general proof of additivity
c n ρ pn Bρ −pn−1 , with 0 < p < 1 and unit convergence radius. 
again by setting ρ = ρ (1) ⊗ ρ (2) , and
A .
It verifies the expected general additivity for the symmetric monotone metrics, provided the power-series expansion (3·1) holds. Then, how this series arises?
Outline of deriving the power-series expansion (3·1) by a use of correspondence theorem of Lesniewski-Ruskai 16) (prescription of the precise relation between metric and relative entropy):
and its dual function
wherem(s) = sm(1/s).
There exists one-to-one correspondence between a monotone metric K ρ with operatormonotone decreasing function denoted by k(x)(= 1/f (x)), and a symmetrized quasientropy (S g (ρ, σ) + S g dual )(ρ, σ), which is written as
c n x pn by which c n can be identified with that in (3·1). §4.
Classification of general relative entropies
Let G sym and G asym denote the set of all relative entropy g-functions x ∈ R + → R + , defined for symmetric and asymmetric class, respectively, by
Examples of selfdual and non-selfdual relative entropies
an equivalent class of the single dual pair
which leads to the additivity of Rényi's entropy (Petz 13) ).
Relative entropy for the power-mean metrics (Bures-WYD interpolation) (Fig. 1) , (4 . 4) where no q-entropy is shown to exist. This gives rise to two basic questions: Question 1. Uniqueness of Fisher metric 18) We have seen two existing classes of symmetric monotone metrics: the WYD class and the power-mean class. What are the possible symmetric monotone metrics? The WYD region indexed by q = 1 + α/2 (|α| ≤ 3). to cover the entire monotone metrics. of "form invariance" in the formulation of maximum-entropy principle (that is; in going from q = 1 to q = 1 in the q-deformed divergence K q [ρ||ρ 0 ], the standard form of the maximum principle be retained). This was said to renormalize the density matrix ρ → ρ q /Trρ q . However, it contradicts Fig. 1 : we judge the correct range to be q ∈ R for the classical framework, and −1 ≤ 2 for the quantum one, at least, within the satisfaction of convexity condition. Later in 7), Abe examined the question further on the basis of stability of a distribution, obtaining a modified conclusion that the Tsallis distribution without renormalization is stable (for all q values) but the renormalized one is unstable against small perturbations. So, by this result the question seems to be reconciled with the above judgement.
(2) q vs 1 − q duality As we have seen in the non-selfdual example of a pair of convex functions ϕ q (x), χ q (x), the q-divergence has the dual structure as regards interchange of the parameter q and 1 − q. The situation can better be described in terms of α(= 2q − 1or − 2q + 1), which was devised by Amari who called it "α-divergence" (Amari 2) ). See Fig. 1 .
(3) question 2 of uniqueness of q-divergence It may well be conjectured that the only convex divergence function of duality would be the q-divergence (uniqueness of Tsallis relative entropy not Tsallis entropy Abe. 4) As emphasized in 7), the uniqueness of q-divergence is a much harder problem; especially in the quantum framework. This is left to a later exposition.
