Abstract-By raising commuting costs, an increase in gasoline prices should reduce the demand for housing in areas far from employment centers relative to locations closer to jobs. Using annual panel data on a large number of postal codes and municipalities from 1981 to 2008, we find that a 10% increase in gas prices leads to a 10% decrease in construction in locations with a long average commute relative to other locations but to no significant change in house prices. Thus, the supply response prevents the change in housing demand from capitalizing in house prices.
I. Introduction
T HE price of gasoline rose steeply from 2003 to 2008, reaching a level higher in real terms than its previous peak of the early 1980s (see figure 1) . Although it has been quite volatile since then, the price of gasoline has remained high by historical standards. The run-up in gasoline prices has stimulated much discussion concerning the long-run impact of higher gas prices. While attention has focused on issues concerning changes in traffic conditions, motor vehicle fuel economy, and modes of transportation, another effect worth considering is the impact on residential location and the geographic distribution of housing units.
1 Rising gasoline prices increase the cost of driving to work, which should make some individuals choose to live closer to their place of work than they would have otherwise.
2 As housing demand grows in locations closer to employment centers, we would expect the quantity or price of housing (or both) in those areas to increase relative to more distant locations.
Although households take transportation costs into consideration when choosing where to live, changes in commuting costs are usually too small to cause people to move. 3 According to the Consumer Expenditure Survey, households spend between 3% and 4% of total expenditures on gasoline in the typical year, and these expenditures include noncommuting travel. Despite the increase in gas prices since 2003, gasoline expenditures were still only 5% of total spending in 2008. By contrast, moving costs are much larger. Li, Liu, and Yao (2009) find that the costs of housing adjustment amount to roughly 15% of house value, which would be about $30,000 at the median house value in 2008. This cost is more than ten times larger than average gasoline expenditures in 2008, which were $2,715. Therefore, we do not expect changes in gas prices to cause households to move if they have no reason to move otherwise. Nevertheless, changes in gasoline prices are likely to influence the location decisions of those who have already decided to move for other reasons, such as an employment change or a life cycle event. With more than 10% of households moving every year, in the United States, the location choice of migrants can be large enough to make a noticeable impact on local housing markets.
Prior research on the effect of gas prices on residential location has generally found large effects of gasoline prices on house prices. Coulson and Engle (1987) find that increases in gas prices between 1974 and 1979 boosted the differential between central city and suburban house prices in a sample of six cities. Using the 1970 Census data from Chicago, Anas and Chu (1984) report that the probability of living in a neighborhood is decreasing in its average travel time and travel cost. Using more recent data, Cortright (2008) shows that in five metropolitan areas, house prices fell more from 2006:Q4 to 2007:Q4 in postal codes with longer average commuting distances. Although there is no direct evidence on the effect of gasoline prices on the location of housing, Tanguay and Gingras (2011) show that the center city population share is higher in Canadian metropolitan areas with higher retail gasoline prices, and McGibany (2004) finds that the average size of urbanized areas in 1990 was smaller in states with higher gasoline taxes.
Our study contributes to the existing literature on several fronts. First, in contrast to the more limited geographic scope of most previous research, we use data covering a large fraction of the metropolitan areas in the United States. This more expansive data set gives us confidence that our results hold for the typical household in the United States and are not driven by the idiosyncratic aspects of any single area. Moreover, using a large data set allows us to examine the types of locations where gas prices have the largest impact. Second, our longer sample period includes episodes of unusually large increases and decreases in gas prices, providing more variation to identify any potential effect. The longer sample period also allows us to control for other macroeconomic factors that might be correlated with both gas prices and the location decision. Third, we examine the gas price effects on the quantity of housing units as well as Burger and Kaffine (2009) study the effect of gas prices on freeway speeds in Los Angeles. Li, Timmins, and von Haefen (2009) find that the increase in gas prices in the 2000s caused a shift toward more fuel-efficient cars. In their review of the literature on the demand for gasoline, Parry and Small (2004) report that an increase in gasoline prices reduces both the demand for gasoline and total vehicle travel.
2 Other factors that affect transportation costs, such as congestion pricing or underpriced infrastructure investment, will also change the distribution of where households choose to locate within the metropolitan area (Brueckner & Helsley, 2009; Langer & Winston, 2008) .
3 According to the Current Population Survey, only about 5% of people who moved in the previous year, which is less than 1% of the entire population, report commuting concerns as their primary reason for moving. on house prices. Prior work has focused on only one outcome or the other, which is problematic since understanding the housing market requires information on both prices and quantities. Finally, in contrast to the existing literature, our regression model allows for the effect of gas prices on housing markets to take several years.
Our empirical strategy is to estimate the differential impact of changes in gasoline prices on the price and quantity of housing in locations with different average commute times to work. Our sample period extends from 1981 to 2008, and we use house price data for 4,250 postal codes in 202 metropolitan areas and construction data for 5,325 permit-issuing places in 357 metropolitan areas. We find that a 10% increase in gas prices reduces construction by 10% after four years in locations with a long average commute time compared with other locations. Although this effect is not large, it reveals that migrants do consider commuting costs when deciding where to locate. In most locations, this supply response is large enough that house prices are unchanged. However, we find suggestive evidence that house prices do respond to gas prices in locations where the supply of housing is constrained.
Taken together, our findings show that the housing supply in most areas is elastic enough for gas prices to affect the quantity of housing but not the price. These results stand in sharp contrast to the existing literature, which has found that increases in gas prices significantly depress house prices in outlying areas relative to centrally located areas. As we show later, this discrepancy is primarily driven by the fact that previous studies did not have a long enough sample to sufficiently control for factors that were correlated with both gasoline prices and house prices. Thus, our results highlight the importance of controlling for potential confounding factors when comparing the housing markets of short-commute locations to farther-out locations.
II. Data and Methodology
In one of the most basic and widely used models in urban economics, households choose their distance from the city center depending on land prices and transportation costs (Alonso, 1964; Mills, 1967; Muth, 1969; Wheaton, 1974) . 4 The cost of transportation depends on time costs, gasoline costs, and other monetary costs. When the price of gasoline increases, transportation costs rise accordingly, especially for households with a long commute. Since migration is costly and infrequent, households choose their location based on the price of gasoline that they expect to pay over the entire period for which they plan to remain in a location. Thus, an increase in the expected future price of gasoline should raise housing demand in locations where commutes are shorter. This shift in demand will result in increases in house prices or increases in the quantity of housing, depending on the elasticity of the housing supply.
Households' expectations for the future price of gasoline are not directly observable, making a literal version of this model difficult to test empirically. However, a variety of evidence suggests that the expected future price of gasoline is closely related to the current price level. One way to see this correlation is through the time series properties of gasoline prices. Statistical tests fail to reject a unit root in the inflation-adjusted level of the price of gasoline, implying that the current price level is a good predictor of the future price level. For example, using data from 1959 to 2009, a Dickey-Fuller test with two lags yields a t-statistic of À2.1 and has a 10% critical value of À2.6. Results are similar when using more lags and including a time trend.
Another way to gauge gasoline price expectations is to examine the market for oil futures. Gasoline and oil prices are highly correlated, so changes in oil futures should also indicate changes in expected gasoline prices.
5 As shown by figure 2, oil price futures are highly correlated with the current spot price, suggesting that market participants expect the current price level to be sustained for at least several years in the future. The correlation between quarterly changes in the West Texas Intermediate spot price and its two-year-ahead futures contract yields is 0.82 (using data from 1996 to 2011). Other research also supports the notion that the spot price of oil is a good predictor of future oil prices (Alquist & Kilian, 2010; Bopp & Lady, 1991; Chinn & Coibion, 2010) .
While statistical models and futures markets can lend insight into the expectations of professional forecasters, the outlook of the typical household could be formed differently. Nevertheless, survey evidence shows that the average consumer expects the real price of gasoline in the next five years to remain equal to the current price (Anderson, Kellogg, & Sallee, 2011) . Pulling all of this evidence together, 4 Many researchers have investigated the cross-sectional correlation between house prices or land values and distance from the city center (examples include Atack & Margo, 1998; Bryan & Sarte, 2009; Coulson, 1991; McMillen, 1996) . Tse and Chan (2003) draw the connection between distance and transportation cost, showing that residential property prices in Hong Kong are lower in locations with larger commuting costs. 5 The market for gasoline futures is too thin to provide accurate price expectations.
it seems reasonable to conclude that households use the current price of gasoline to set their expectations for the future price. An increase in the price of gasoline should raise the expected future price as well, and therefore it should influence how far an individual chooses to locate from his or her job.
Our identification strategy is a difference-in-difference approach that compares the effect of gasoline prices on the price and quantity of housing in locations with a long average commute time to other locations within the same metropolitan area. We use commute time rather than physical distance from the city center because many metropolitan areas do not have a single geographic employment center. Consequently, actual commute times are likely to be a better proxy for distance to jobs than distance to any single point within the metropolitan area. 6 The following equation shows a simplified version of our approach:
The dependent variable, Outcome i;t , is either the change in the logarithm of the house price index in postal code i in year t or the growth in the housing stock in place i during year t. The equation includes year-specific metropolitan area fixed effects (d j,t ) to ensure that identification comes from comparing locations within the same metropolitan area (MSA j ) and time period (y t ). The change in the real gas price, g t , is interacted with LC i , a dummy variable for whether the average commute time in location i in 1980 (the beginning of our sample) was longer than 24 minutes.
This cutoff corresponds to approximately the 70th percentile in the commute time distribution for both types of locations. We use this simple indicator variable because it is easy to interpret, and we show that it is a good simplification of a more flexible functional form.
We expect b to be negative, since increases in gasoline prices should reduce changes in house prices or growth in the quantity of housing in locations where commute times are long. Note that our identification strategy allows us to observe how gasoline prices affect housing demand in longcommute locations compared with short-commute locations within the same MSA, not the effect of gasoline prices on the aggregate price or quantity of housing at the MSA or national level. This focus is desirable in our view because the effect of gasoline prices at the MSA or national level cannot be easily distinguished from other factors that might affect both gasoline prices and housing market fluctuations.
Because this estimation strategy relies on using data with meaningful variation in commute times and housing markets across locations within the same metropolitan area, we would like to measure commuting and housing market outcomes at the smallest possible geographic unit of analysis. This desire leads us to create a different data set for each of our outcomes of interest. To measure the change in house prices, we use repeat-sales house price indexes for postal codes. To measure the change in the stock of housing, we use data on building permits and housing stocks for permitissuing places, which are usually small municipalities. Table  1 reports summary statistics for each sample. In both samples, more than 60% of MSAs have five or more locations, suggesting that both geographic units are small enough to provide meaningful differences in commuting time and housing market fluctuations within a metropolitan area. The equations that we estimate are a bit more complicated than equation (1). First, we include lags of the change in gasoline prices because we expect gasoline prices to affect households' location decisions only when they move for other reasons, such as life cycle events or job changes. Therefore, location choices will depend on the cumulative change in gasoline prices since the last time a household moved. Households typically move every five to six years, so it will take some time for a change in gas prices to manifest in new location choices. Our baseline results allow for a lag of up to four years; in results not shown, we find that longer lags are not significant.
We also modify equation (1) by controlling for other factors that might be correlated with commute times, gas prices, and housing market fluctuations. We include postal code or place fixed effects in our model to control for location-specific trends in the price and quantity of housing. In addition, because locations with long average commute times tend to be less densely inhabited and far from the city's urban center, commute time might be correlated with the local elasticity of housing supply. To account for this possibility, we control for interactions between gasoline price changes and local housing density. 8 Another concern is that the types of workers who live in outlying areas may have a different sensitivity to the business cycle or mortgage market conditions than workers who live in the urban center. Therefore, we also control for interactions of changes in real GDP and changes in mortgage rates with the long-commute indicator. 9 In sum, our regression takes the following form:
where Density i is initial housing unit density, GDP t is aggregate real GDP, FRM t is the contract rate on thirty-year fixed-rate mortgages, and Z i are postal code or permit-issuing place fixed effects. The equation is estimated using annual data from 1981 to 2008. Both dependent variables (changes in the price and quantity of housing) pertain to single-family housing units because multifamily units tend to be in dense locations where alternate commuting methods are easily available. Since data on housing stocks are not available at an annual frequency, we approximate growth in the stock as the number of building permits issued in year t divided by an estimate of the housing stock in year t À 1. The data on annual permit issuance are published by the Census Bureau for about 18,000 permit-issuing places. For the denominator, we use place-level data on the number of housing units from the 1980, 1990, and 2000 Censuses and an accumulation equation that relates changes in the stock to permit issuance in the previous year and a place-and decade-specific depreciation factor (Saks, 2008) .
The data on house prices were purchased from CoreLogic, and we use the fourth-quarter values so that the change in the index reflects the cumulative change in prices over the year, just as annual permit issuance reflects the cumulative change in the housing stock. 10 We drop postal codes and places that experienced large changes in land area between 1990 and 2000 in order to exclude locations that changed boundaries.
11 After making these sample restrictions, we are left with 5,325 places in 357 metropolitan areas in the quantity sample and 4,250 postal codes in 202 metropolitan areas in the price sample.
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We calculate real gas prices by dividing the price index for consumer expenditures on gasoline and other motor fuel by the price index for all other consumer expenditures.
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Although the price of gas paid at the pump varies across locations, we do not use local data on gas prices for three reasons. First, most of the time series variation in local gas prices is due to changes in national oil prices. Second, the cross-sectional variation in local gas prices is partly influenced by the demand for gas in different locations, making it endogenous to the location decisions of households. Third, we observe local gas prices only at the level of metropolitan areas, and these data are available only for years after 1990.
14 To measure commute time in each location, we use the average number of minutes needed for a one-way trip to work among workers 16 years and over from the 1980 Census. 15 We fix commute time in 1980 because changes in commute times might be correlated with other aspects of local housing markets that affect households' location choices. Average commute time increased by only about 3 to 4 minutes (12% to 18%) in the typical location in our data set from 1980 to 2000, and the correlation between the 1980 commute time and the 2000 commute time is 0.75. Therefore, fixing commute time at the beginning of the sample should not lead to much measurement error in commute time by the end of our sample.
In all the results we report, we cluster the standard errors by MSA because locations in the same MSA are in the same housing and labor market and therefore experience many similar shocks. Technically, it would be preferable to use the two-way clustering method described in Cameron, Gelbach, and Miller (2007) to cluster the standard errors at the level of both MSA and year, because one of our main variables of interest, gasoline prices, is the same for all locations in the same year. However, we find slightly smaller standard errors when we do the two-way clustering. For simplicity and to be conservative, we choose to cluster the standard errors by MSA, but the results are robust to alternative methods of computing the standard errors. 16 In addition, all regressions are weighted by the number of singlefamily housing units in each location in 1980. We choose these weights so that our results can be interpreted as the effect on the location decision of the typical household. Table 2 reports estimates from our main specification. An increase in gasoline prices significantly reduces construction in locations with a long average commute time compared to locations that are closer to jobs. The effect is strongest in the first three years following the shock to gas prices, and then it dies down. 18 After four years, a 10% increase in real gas prices results in a cumulative change in the housing stock that is 0.3 percentage points smaller in long-commute locations compared to short-commute locations. Although statistically significant, this effect is only about one-tenth of the median rate of construction of 2.9% over four years in this sample.
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III. Results
A. Baseline Results
Turning to the house price regressions, the effect of gasoline prices is not noticeably different in locations with long and short commutes; the coefficients on the interaction of gas prices and commute time are small and insignificantly different from 0. Thus, we find that an increase in gasoline prices results in a change in the quantity of housing but does not alter relative house prices. These results suggest that in the typical location, the change in demand brought about by a change in gas prices is met by a change in supply, resulting in an adjustment in the spatial distribution of the housing stock and little change to house prices.
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The lack of an effect on house prices stands in contrast to prior research, which found that an increase in gas prices significantly reduced house prices in outlying locations. This discrepancy is primarily driven by the fact that previous studies did not have a long enough sample to suffi- 10 Results are similar if we use the annual average of house prices instead of the fourth-quarter values.
11 Only 3% of postal codes and 1% of places are excluded because they experienced a large change in land area, and the average commute time of these locations is not different from other locations. 12 The results are unchanged if we limit both samples to the same set of metropolitan areas. 13 Both of these price indexes are published by the Bureau of Economic Analysis.
14 In principle, it would be possible to estimate the effect of gas prices from changes in state or local gasoline taxes. According to data from the US Department of Transportation, Federal Highway Administration, state taxes constitute about 20% of the price paid at the pump, but changes in taxes account for only small percentage changes in the price of gas. Consequently, we would not be able to estimate any meaningful change in behavior even if we were willing to treat changes in taxes as exogenous. 15 The 1980 Census does not report commuting time separately for workers who commute by car and those who use public transportation. Given that most people drive to work in most locations, we do not think that using the commute time of all workers is a severe source of measurement error. Moreover, our results are similar when we use car-related commute time from the 2000 Census. 16 We also find slightly smaller standard errors when we cluster by postal code or permit-issuing place; we prefer to cluster by MSA to allow for correlation across locations within the same MSA. 17 Results are similar when weighting each postal code or permit-issuing place equally, except that the estimated effect on construction is smaller when locations with fewer than 400 housing units are included in the sample. These locations tend to be less dense and in smaller metropolitan areas.
ciently control for factors correlated with both gas prices and house prices. For example, we find a significant house price effect if we regress the log difference in house prices on the log difference in gas prices with no controls other than MSA fixed effects, which is similar to the specification that Coulson and Engle (1987) used. However, the price effect disappears once we control for any of the other variables in our baseline specification. Thus, our results illustrate the importance of controlling for confounding factors when comparing locations within a metropolitan area.
In unreported results, our analysis is robust to including a variety of other controls such as aggregate income growth interacted with commute time, metropolitan area employment and wage growth interacted with commute time, other commodity prices interacted with commute time, and heating and cooling costs interacted with the average house size in the location. Consequently, it is unlikely that our results are driven by some omitted variable that is correlated with both gasoline prices and housing market fluctuations. We also estimate similar effects for different sample periods, indicating that our baseline results are not driven by a single episode of energy price shocks or housing market cycle. Moreover, we find that the response to changes in gas prices is similar whether the level of gas prices is unusually high, the change in gas prices is unusually large, and gas prices are rising or falling.
B. Heterogeneity across Locations
Our baseline results identify the effect of gasoline prices by comparing locations with a long average commute time to other locations within the same metropolitan area. To allow for a more flexible functional form, we interact the lagged changes in gas prices with indicator variables for each decile in the national distribution of commute time. Figure 3 shows the sum of the coefficients on these interactions terms at each decile; the excluded indicator variable is the first decile, which corresponds to locations with the shortest average commute. The negative effect on construction is evident in all locations in the 70th percentile of commute time or longer. However, the effects are still relatively small even in the farthest locations. In the 90th percentile, which includes locations with an average commute time of 28 minutes or more, a 10% increase in gas prices would lead to 0.5 percentage point less construction over four years compared to locations in the first decile (which have an average commute of 15 minutes or less). This effect is less than one-fifth of the median four-year rate of construction of 2.9%. For house prices, figure 4 shows that the estimated effect is negative in locations in the 60th percentile The construction regression is estimated at the place level, and the house price regression is estimated at the postal code level. All regressions are estimated from 1980 to 2008 and include MSA-year fixed effects and location (i.e., postal code or place) fixed effects. Regressions are weighted by the number of single-family housing units in 1980 in each location. Standard errors in parentheses are clustered at the MSA level. Significant at **5% and ***1%. of commute time or longer, but it is not significantly different from 0.
One advantage of using a large sample is that we are able to explore how the effect of gasoline prices varies over different types of locations. To this end, we estimate equation (2) in various subsamples of the data. The top panel of table 3 divides the sample according to the fraction of the population that used a car to commute in 1980. We would expect the effects to be larger in locations where more people depend on cars to get to work. As predicted, the effect on construction is much stronger in locations where more than 90% of residents (the median of car use) commuted by car. The coefficients in the house price regression are also larger in magnitude in this group of locations, although the estimated effects are not significantly different from 0.
The bottom panel of table 3 compares results for locations in metropolitan areas with large differences in commute time to locations in metropolitan areas with relatively homogeneous commute times. We expect the effects to be larger in metropolitan areas with more heterogeneous commute times, since gas prices should not affect residential location if commuting takes about the same time in all locations. We measure commute time heterogeneity as the difference between the maximum and minimum commute times of the locations within each metropolitan area. We split the sample at the 75th percentile of this difference, which is 14 minutes for both the construction sample and the house price sample. 20 The estimated effect of gas prices on construction is more pronounced in metropolitan areas where there is a large difference in commute times across locations. The estimated coefficients on house prices are also larger in magnitude in these metropolitan areas, although they are not statistically significant. Overall, table 3 shows that gas prices affect both construction and house prices more in locations where more residents drive to work and where commute times differ significantly within the MSA. Because the effects on construction and house prices are larger in similar locations, these results are consistent with larger shifts in the housing demand curve in responses to gas price changes in these types of locations.
Even for the same change in housing demand, the resulting effect on the housing market should depend on the local elasticity of housing supply. In growing metropolitan areas, an increase in housing demand in the city center should result in higher house prices if the housing supply is inelastic, but in more construction if the supply is elastic. In areas experiencing general economic decline, the durability of the housing stock contributes to an excess supply of housing (Glaeser & Gyourko 2005) . Consequently, an increase in demand in these locations should be met with little response in construction but with a larger increase in house prices.
To assess how supply conditions affect the correlation between gasoline prices and household location, we split our sample into three types of locations: those in areas of declining demand, those with growing demand and an elastic supply, and those with growing demand and an inelastic supply. We identify locations in decline as those in metropolitan areas where the manufacturing share of employment was greater than 33% in 1980. The secular decline in the manufacturing sector has created a substantial decline in housing demand in locations that were formerly intensive in manufacturing; therefore, the manufacturing employment share is a reasonable proxy for locations suffering from a sustained decline in housing demand. For locations that are not in low-demand metropolitan areas, we use two alternative measures to quantify the elasticity of housing supply. First, we use the number of housing units per square kilometer because dense locations have a limited supply of land on which to build new homes. Second, we use an index of regulatory constraint constructed by Gyourko, Saiz and Summers (2008) from a 2005 survey of municipal planning directors. 21 The survey included questions on the characteristics of the regulatory process, the rules of local residential land use regulation, and the cost of development (in terms of both money and time). The index is increasing in the degree of regulation and has a mean of 0.
As shown in table 4, the effect of gas prices on construction is larger in less dense and less regulated locations The construction regression is estimated at the place level and the house price regression is estimated at the postal code level. All regressions are estimated from 1980 to 2008 and include MSA-year fixed effects, location (postal code or place) fixed effects, gas price interacted with density, GDP interacted with commute time, and mortgage rate interacted with commute time. Regressions are weighted by the number of singlefamily housing units in 1980 in each location. Standard errors in parentheses are clustered at the MSA level. Significant at **5% and ***1%. The construction regression is estimated at the place level, and the house price regression is estimated at the postal code level. All regressions are estimated from 1980 to 2008 and include MSA-year fixed effects, location (postal code or place) fixed effects, gas price interacted with density, GDP interacted with commute time, and mortgage rate interacted with commute time. Regressions are weighted by the number of singlefamily housing units in 1980 in each location. Standard errors in parentheses are clustered at the MSA level. Significant at the **5% and ***1%.
where the metropolitan manufacturing share was not high in 1980.
22 In locations with a high metropolitan manufacturing share, the construction response is smaller than that in low-density or low-regulation locations, but it is still significantly negative. Thus, the housing supply does not appear to be completely inelastic in metropolitan areas with low housing demand. Consistent with this idea, the average rate of construction in these areas is greater than 0, although it is lower than the average rate of construction in other metropolitan areas.
Turning to house prices, we find that the estimated effect in highly regulated locations is negative and significantly different from 0. Thus, while the housing supply response seems to be large enough to prevent a notable change in prices in most locations, there are some locations where the restricted supply results in a larger change in prices. We find no effect on house prices in less regulated places. And similar to the results in the construction sample, the estimated effect in low-demand metropolitan areas lies in between the high-regulation and low-regulation estimates. We find little difference between high-density and low-density locations; the price response is negligible in both cases.
IV. Conclusion
Using postal code-level house price data and place-level building permit data in a large number of metropolitan areas, we study the effect of gasoline price changes on local housing markets over nearly three decades. We estimate a flexible regression model that controls for MSA-year specific shocks and allows gas price changes to affect housing markets with a lag. Our central estimates suggest that a 10% increase in gas prices induces a 10% decline in construction after four years in locations far away from employment relative to locations closer to jobs. In contrast, we do not find that house prices in outlying locations respond to gas price changes differently from house prices in more urban locations. These results are robust to a variety of specifications.
Because locations with long commute times tend to be less dense, our results imply that an increase in gasoline prices shifts new construction toward denser locations. Consequently, it is possible that higher gasoline prices could reduce urban sprawl by encouraging development in already dense areas. However, our estimates suggest that even very large changes in gasoline prices would have only a small impact on average metropolitan area density. To illustrate, we consider a doubling of gasoline prices from $2 to $4 per gallon, which would reduce construction in longcommute locations by 2 percentage points over four years relative to other locations. In the average metropolitan area, the ratio of housing unit density in long-commute locations relative to other locations is 0.75. Assuming that the baseline rate of construction is the same in each type of location-indeed, the median rate of construction is the same in both location types-this shift in construction patterns implies that the density ratio would decrease to 0.73. Such a small change in relative density implies that average MSA density, the weighted average of density in the two location types, would not change much either. Of course, our estimates are based on fluctuations in gasoline prices between $1 and $4 per gallon, so it is possible that the effect would be larger if the price of gasoline were significantly higher than $4 per gallon.
It is perhaps not surprising that we do not find large effects because many other ways to adjust to a change in gasoline prices, such as driving a more fuel-efficient car, carpooling, or taking public transportation, entail lower costs than moving to a new residential location. Another possible margin of adjustment is that firms may relocate closer to their workers or input suppliers. Nevertheless, our results illustrate that households do take commuting costs into account when choosing where to live, providing support for the standard urban model of location choice.
