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Abstract
We prove that almost all (with respect to Haar measure) formal Laurent series are approximated with the
linear order −(degβ)n by their β-expansions convergents. Hausdorff dimensions of sets of Laurent series
which are approximated by all other orders, are determined. In contrast, the corresponding theory of real
case has not been established.
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1. Introduction
Let F be a finite field of q elements. Denote by F[X] the ring of polynomials with coefficients
in F and F(X) the field of fractions. Let F((X−1)) be the field of formal Laurent series, i.e.,
F
((
X−1
))=
{ +∞∑
n=n0
xnX
−n: xn ∈ F and n0 ∈ Z
}
.
For x =∑+∞n=n0 xnX−n ∈ F((X−1)), deg(x) = − inf{n ∈ Z: xn = 0} is called the degree of x, with
the convention, deg(0) = −∞.
The norm on F((X−1)) is defined as ‖ · ‖ = qdeg(·). For any x, y ∈ F((X−1)), the following is
known:
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(2) ‖xy‖ = ‖x‖ · ‖y‖;
(3) for α,β ∈ F, ‖αx + βy‖max(‖x‖,‖y‖);
(4) for α,β ∈ F, α = 0, β = 0, if ‖x‖ = ‖y‖, then
‖αx + βy‖ = max(‖x‖,‖y‖). (1.1)
That is to say, ‖ · ‖ is a non-Archimedean norm on the field F((X−1)). It is known that F((X−1))
is a complete metric space under the metric d defined by d(x, y) = ‖x − y‖.
Remark. By the non-Archimedean property of the norm ‖ · ‖, we know the following facts:
(i) Every point in a ball may be regarded as the center of this ball.
(ii) If two balls intersect, the one with larger radius must contain the other.
Let I = {x ∈ F((X−1)): ‖x‖ < 1}, which is isomorphic to ∏n1 F. The set I is an Abel
compact group. As a result, there exists a unique normalized Haar measure μ on I given by
μ
(
B
(
a, q−r
))= q−r ,
where B(a, q−r ) = {x ∈ F((X−1)): ‖x−a‖ < q−r} is the ball with the center a ∈ I and the radius
q−r (r ∈ N). Note that μ(I) = 1 and (I,B(I ),μ) is a probability space, where B(I ) is Borel
field on I . Every x ∈ F((X−1)) has a unique (Artin) decomposition (see [1]) as x = [x] + {x},
where the integral part [x] belongs to F[X] and the fractional part {x} belongs to I .
Let us give some descriptions about the β-expansions of formal Laurent series introduced by
K. Scheicher [13], M. Hbaib and M. Mkaouar [8] independently.
Let β ∈ F((X−1)) with ‖β‖ > 1. The β-transformation Tβ on I is defined as
Tβx = βx − [βx],
where [x] denotes the integer part of x, that is, the polynomial part of x. Then every x ∈ I can
be written as
x = ε1(x)
β
+ ε2(x)
β2
+ · · · + εn(x)
βn
+ · · · (1.2)
where ε1(x) = [βx] and εn(x) = ε1(T n−1β x) for all n 2. We call the form (1.2) the β-expansion
of x in base β , for simplicity, denoted by
(
ε1(x), ε2(x), . . . , εn(x), . . .
)
.
Moreover, ε1(x), ε2(x), . . . , εn(x), . . . are called the β-digits of x.
Since ε1(x) = [βx], εn(x) = [βT n−1β x], and ‖T n−1β x‖ < 1, then ‖εn(x)‖ < ‖β‖ (i.e.,
deg(εn(x)) < degβ) for all x ∈ I and n 1. Put
P = {ε ∈ F[X]: ‖ε‖ < ‖β‖}.
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a unique x ∈ I such that εn(x) = εn for all n  1. Note that #P = ‖β‖, that is, the number of
all possible digits is ‖β‖. Some metric properties are studied by B. Li, J. Wu, and J. Xu [10].
They obtained that Tβ is invariant and ergodic with respect to the Haar measure μ, the β-digits
functions εn(·) are independent and identically distributed as a random variables sequence. They
also obtained some limit theorems for β-digits and Hausdorff dimensions of some exceptional
sets (for details, see [10]).
Such an expansion is analogue to the β-expansion of real numbers, which was introduced by
A. Rényi [12], where he proved that there is a Tβ -invariant measure ν which is equivalent to the
Lebesgue measure m, i.e., there exists a constant C > 0 such that 1
C
ν(E)m(E) Cν(E) for
every Lebesgue measurable set E. Later, A.O. Gel’fond [7] and W. Parry [11] obtained indepen-
dently this unique normalized Tβ -invariant measure. The arithmetic properties of β-expansions
were also studied extensively. For example, many researchers tried to describe the numbers which
have the eventually periodic expansions (see [3,14]) and the numbers with the finite expansions
(see [2,6,9]). For the formal Laurent series case, the authors ([8] and [13]) independently gave
a complete characterization of the sets of series with eventually periodic and finite expansions.
However, in the real case, one can only get a direction and the other is also the conjecture (for de-
tails, see [14]). For the relationship between the real and the Laurent series case of β-expansion,
see [8,10,13].
Definition 1.1. For any given block (ε1, ε2, . . . , εn) with εi ∈ P (1 i  n),
J (ε1, ε2, . . . , εn) =
{
x ∈ I : ε1(x) = ε1, ε2(x) = ε2, . . . , εn(x) = εn
}
is called an nth cylinder of the β-expansion.
From [10], we know the measures of nth cylinders are very regular. In fact, we have the
following.
Proposition 1.2. (See [10].) For any cylinder J (ε1, ε2, . . . , εn), we have
J (ε1, ε2, . . . , εn) = B
(
ε1
β
+ ε2
β2
+ · · · + εn
βn
,
1
‖β‖n
)
. (1.3)
As a consequence, μ(I (ε1, ε2, . . . , εn)) = ‖β‖−n.
From (1.3), we know every cylinder is a ball. Conversely, we have
Proposition 1.3. Let B(x, r) ⊂ I be a ball. Then there exists n0 ∈ N such that
J
(
ε1(x), ε2(x), . . . , εn0+1(x)
)⊂ B(x, r) ⊂ J (ε1(x), ε2(x), . . . , εn0(x)). (1.4)
For any x ∈ I , we denote the partial sums of the form (1.2) by
ωn(x) = ε1(x)
β
+ ε2(x)
β2
+ · · · + εn(x)
βn
and call them the convergents of the β-expansion of x. In this paper, we consider the convergence
speeds of β-expansions, i.e., the speeds of convergence of ωn(x). We have the following.
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lim
n→∞
1
n
logq
∥∥x − ωn(x)∥∥= −degβ.
Roughly speaking, Theorem 1.4 means that for μ-almost all x ∈ I , we have ‖x − ωn(x)‖ ≈
q−(degβ)n. We say x is approximated by its convergents ωn(x) with the linear order −(degβ)n.
We would like to know how many Laurent series can be approximated with other orders −φ(n)
with φ being a nonnegative increasing function on N and φ(n) → ∞ as n → ∞, that is to say,
we want to know the size of the following set:{
x ∈ I : lim
n→∞
1
φ(n)
logq
∥∥x − ωn(x)∥∥= −1}. (1.5)
In [5], A.H. Fan and J. Wu considered the approximation, with polynomial and exponential
orders, of Laurent series by Oppenheim rational functions.
The set (1.5) needs that the limsup and liminf of the quantity 1
φ(n)
logq ‖x − ωn(x)‖ are both
equal to −1. However, we have the following.
Proposition 1.5. Let φ be a nonnegative increasing function on N and φ(n) → ∞ as n → ∞. If
η := lim infn→∞ φ(n)n > degβ , then the set{
x ∈ I : lim sup
n→∞
1
φ(n)
logq
∥∥x − ωn(x)∥∥= −1}
is countable at most.
Note that for μ-almost all x ∈ I ,
lim inf
n→∞
1
n
logq
∥∥x − ωn(x)∥∥= −degβ.
Therefore, we replace the limit with liminf in the set (1.5). We have the following.
Theorem 1.6. Let φ be a nonnegative increasing function on N and φ(n) → ∞ as n → ∞.
Define η = lim infn→∞ φ(n)n and
Aφ =
{
x ∈ I : lim inf
n→∞
1
φ(n)
logq
∥∥x − ωn(x)∥∥= −1}.
We denote by dimH the Hausdorff dimension.
(i) If 0 η < degβ , then dimH Aφ = 0.
(ii) If degβ  η < +∞, then
dimH Aφ = degβ
η
.
(iii) If η = +∞, then dimH Aφ = 0.
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Corollary 1.7. For α > degβ , we have
dimH
{
x ∈ I : lim inf
n→∞
1
n
logq
∥∥x − ωn(x)∥∥= −α}= degβ
α
.
From Corollary 1.7, we know that the above level sets have a rich multifractal structure.
Finally we consider a limsup set of Laurent series which is approximated by some orders. We
have
Theorem 1.8. Let φ(n) be a nonnegative function. Suppose lim infn→∞ φ(n)n = ξ . Then
dimH
{
x ∈ I : ∥∥x − ωn(x)∥∥ ‖β‖−φ(n) infinitely often}= 1
ξ
.
2. Convergence speeds of β-expansions and metric properties of Ln
Let x ∈ I and n ∈ N, put
Ln(x) = sup
{
k  0: εn+j (x) = 0 for all j with 1 j  k
}
, (2.1)
that is, the maximal length of all strings of 0’s behind the β-digit εn(x). Ln(x) is a key quantity of
the proofs. In order to study the approximation theory of β-expansions, we just need to consider
the quantity Ln(x) by the following property.
Proposition 2.1. For any x ∈ I ,
logq
∥∥x − ωn(x)∥∥= deg(εn+Ln(x)+1(x))− (n + Ln(x) + 1)degβ. (2.2)
Proof. For any n 1, since εn+Ln(x)+1(x) = 0, we have∥∥∥∥εn+Ln(x)+k(x)βn+Ln(x)+k
∥∥∥∥< ‖β‖‖β‖n+Ln(x)+k  1‖β‖n+Ln(x)+1 
∥∥∥∥εn+Ln(x)+1(x)βn+Ln(x)+1
∥∥∥∥ (2.3)
for all k > 1. By the definition of ωn(x) and (1.2), we have
∥∥x − ωn(x)∥∥= ∥∥∥∥εn+1(x)βn+1 + εn+2(x)βn+2 + · · · + εn+Ln(x)+1βn+Ln(x)+1 + · · ·
∥∥∥∥
=
∥∥∥∥εn+Ln(x)+1(x)βn+Ln(x)+1 + · · ·
∥∥∥∥ (by (2.1))
=
∥∥∥∥εn+Ln(x)+1(x)βn+Ln(x)+1
∥∥∥∥ (by (1.1) and (2.3)).
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logq
∥∥x − ωn(x)∥∥= logq qdeg(εn+Ln(x)+1(x))−(n+Ln(x)+1)degβ
= deg(εn+Ln(x)+1(x))− (n + Ln(x) + 1)degβ. 
From Proposition 2.1, we know the set Aφ in Theorem 1.6 is just
{
x ∈ I : lim sup
n→∞
n + Ln(x)
φ(n)/degβ
= 1
}
. (2.4)
So we just need to consider the dimensions of the set (2.4).
In the following, we prove Proposition 1.5 by using Proposition 2.1.
Proof of Proposition 1.5. Let x ∈ I whose β-digits are not ultimately zero, that is, there is
a subsequence of digits {εnk (x)} with εnk (x) = 0 for all k. Then Lnk−1(x) = 0 by the definition
of Ln. So
lim inf
n→∞
n + Ln(x)
φ(n)
degβ  lim inf
n→∞
nk − 1
φ(nk − 1) degβ 
1
η
degβ < 1.
Then
lim sup
n→∞
1
φ(n)
logq
∥∥x − ωn(x)∥∥> −1
by Proposition 2.1. Thus we get the desired result, since the set of Laurent series whose β-digits
are ultimately zero, is countable. 
The following describes the probabilistic property of the sequence {Ln(·)}n1.
Proposition 2.2. The random variables sequence {Ln(·)}n1 is identically distributed. Moreover,
for any nonnegative N and for all n 1, we have
μ
({
x ∈ I : Ln(x) = N
})= ‖β‖ − 1‖β‖N+1 .
Remark. The random variables sequence {Ln(·)}n1 is not independent. In fact, for example,
μ({x ∈ I : L1(x) = 1,L2(x) = 1}) = 0, however,
μ
({
x ∈ I : L1(x) = 1
})
μ
({
x ∈ I : L2(x) = 1
})= (‖β‖ − 1)2‖β‖4 .
Proof. Since
{
x ∈ I : Ln(x) = N
}= ⋃ ⋃ Jn+N+1,
ε1,...,εn∈P εn+N+1∈P \{0}
S.L. Wang / Finite Fields and Their Applications 14 (2008) 1039–1055 1045where Jn+N+1 = J (ε1, . . . , εn,0, . . . ,0︸ ︷︷ ︸
N
, εn+N+1), then
μ
({
x ∈ I : Ln(x) = N
})= ∑
ε1,...,εn∈P
∑
εn+N+1∈P \{0}
μ(Jn+N+1)
= ‖β‖n(‖β‖ − 1)‖β‖−(n+N+1)
= ‖β‖ − 1‖β‖N+1 ,
where the second equality is because μ(Jn+N+1) = ‖β‖−(n+N+1) and #P = ‖β‖. 
The following is a metric theorem on Ln(x). We turn to study the limsup of Ln(x) instead of
its limit since lim infn→∞ Ln(x) = 0.
Proposition 2.3. For μ-almost all x ∈ I , we have
lim sup
n→∞
Ln(x)
log‖β‖ n
= 1.
Proof. Step 1. For μ-almost all x ∈ I , we have lim supn→∞ Ln(x)log‖β‖ n  1.
In fact, for any ε > 0, let
An(ε) =
{
x ∈ I : Ln(x) > (1 + ε) log‖β‖ n
}
and m = [(1 + ε) log‖β‖ n], i.e., the greatest integer less or equal to (1 + ε) log‖β‖ n. Then
μ
(
An(ε)
)= ∞∑
k=m+1
μ
({
x ∈ I : Ln(x) = k
})= 1‖β‖m+1
by Proposition 2.2. Thus
∞∑
n=1
μ
(
An(ε)
)= ∞∑
n=1
1
‖β‖m+1 
∞∑
n=1
1
‖β‖(1+ε) log‖β‖ n =
∞∑
n=1
1
n1+ε
< +∞.
Using the Borel–Cantelli lemma, we obtain
μ
({
x ∈ I : Ln(x) > (1 + ε) log‖β‖ n infinite often (i.o.)
})= 0.
Thus
μ
({
x ∈ I : lim sup
n→∞
Ln(x)
log‖β‖ n
 1
})
= 1. (2.5)
Step 2. Let (ε1(x), ε2(x), . . . , εn(x), . . .) be the β-expansion of x ∈ I . We define
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{
k  0: εi+1(x) = · · · = εi+k(x) = 0 for some m i  n − k
}
,
that is, the maximal length of strings of 0’s between εm+1(x) and εn(x). Denote rn(x) := R0,n(x).
We claim that
μ
({
x ∈ I : lim inf
n→∞
rn(x)
log‖β‖ n
 1
})
= 1. (2.6)
In fact, for any ε > 0, we denote tn = [(1 − ε) log‖β‖ n] and kn = [n/tn], the random variables
R0,tn (·),Rtn,2tn (·), . . . ,R(k−1)tn,ktn (·) are independent and identically distributed, and
μ
({
x ∈ I : R(i−1)tn,itn (x) = tn
})= 1‖β‖tn for all 1 i  kn.
Since R(i−1)tn,itn (x) tn for all 1 i  kn, then
μ
({
x ∈ I : R(i−1)tn,itn (x) < tn
})= 1 − 1‖β‖tn .
So we have
μ
({
x ∈ I : R0,tn (x) < tn, . . . ,R(kn−1)tn,kntn(x) < tn
})= (1 − 1‖β‖tn
)kn
.
For
{
x ∈ I : rn(x) < tn
}⊂ {x ∈ I : R0,tn (x) < tn, . . . ,R(kn−1)tn,kntn(x) < tn},
we obtain
∞∑
n=1
μ
({
x ∈ I : rn(x) < tn
})

∞∑
n=1
(
1 − 1‖β‖tn
)kn
< +∞.
By the Borel–Cantelli lemma, we have for any ε > 0,
μ
({
x ∈ I : rn(x) <
[
(1 − ε) log‖β‖ n
]
i.o.
})= 0.
Thus we obtain (2.6).
Step 3. For all x ∈ I , we have
lim sup
n→∞
Ln(x)
log‖β‖ n
 lim inf
n→∞
rn(x)
log‖β‖ n
. (2.7)
In fact, for any n ∈ N and x ∈ I , by the definitions of Ln(x) and rn(x), we know
max1kn Lk(x) = rn+Ln(x)(x). We choose an integer 1  kn  n such that Lkn(x) =
max1kn Lk(x). Therefore
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log‖β‖ kn
 max1kn Lk(x)
log‖β‖ n
 rn+Ln(x)(x)
log‖β‖(n + Ln(x))
.
Thus we obtain (2.7).
Combining (2.6) and (2.7), we get
μ
({
x ∈ I : lim sup
n→∞
Ln(x)
log‖β‖ n
 1
})
= 1. (2.8)
We obtain the desired by (2.5) and (2.8). 
We end this section with the proofs of Theorem 1.4 and Proposition 1.3.
Proof of Theorem 1.4. From Proposition 2.3, we know
μ
({
x ∈ I : lim
n→∞
Ln(x)
n
= 0
})
= 1. (2.9)
By Proposition 2.1 and (2.9), we obtain for μ-almost all x ∈ I ,
lim
n→∞
1
n
logq
∥∥x − ωn(x)∥∥= −(1 + lim
n→∞
Ln(x)
n
)
degβ = −degβ. 
Proof of Proposition 1.3. There exists n1 ∈ N such that q−(n1+1) < r  q−n1 . So
B(x, r) = B(x, q−n1) (2.10)
because d is a discrete metric. We choose n0 ∈ N such that
n0 degβ  n1 < (n0 + 1)degβ. (2.11)
From (2.11), we know q−n1 < q−n0 degβ , so
B
(
x, q−n1
)⊂ B(x, q−n0 degβ)= J (ε1(x), . . . , εn0(x)), (2.12)
where the equality is because of Proposition 1.2.
Since x ∈ B(x, q−n1) ∩ B(x, q−(n0+1)degβ) and q−n1 > q−(n0+1)degβ , then
J
(
ε1(x), . . . , εn0+1(x)
)= B(x, q−(n0+1)degβ)⊂ B(x, q−n1) (2.13)
by the non-Archimedean property of ‖ · ‖. Thus we obtain (1.4) by the equality (2.10), (2.12),
and (2.13). 
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The definition of Hausdorff measure on I is the same as that on Rn (see [4]). Given s > 0 and
a subset E of I , the s-Hausdorff measure is given by
H s(E) = lim
δ→0
{
inf
∑
j
(
diam(Dj )
)s}
,
where the infimum is taken over all covers of E by disks Dj of diameter (in the sense of the
metric d) at most δ and diam denotes the diameter of a set. The Hausdorff dimension of E is
defined by
dimH (E) = inf
{
s  0: H s(E) = 0}.
We first state the mass distribution principle (see [4, Proposition 4.2]) that will be used later.
Lemma 3.1. Let E ⊂ I be a Borel set and μ be a probability measure with μ(E) > 0. If there
exist the constants C > 0 and δ > 0 such that
μ(D) C
(
diam(D)
)s (3.1)
for all disks D with diam(D) δ, then
dimH (E) s.
Now we describe the maximal length of all strings of 0’s (behind εn(x)) by the Hausdorff
dimension. In this section, we always assume φ be a nonnegative function on N. Denote
Eφ =
{
x ∈ I : Ln(x) φ(n) infinitely often
}
and
Fφ =
{
x ∈ I : lim sup
n→∞
Ln(x)
φ(n)
= 1
}
.
Note that Fφ ⊂ Eφ−ε for any ε > 0. We will study the Hausdorff dimensions of sets Eφ and Fφ .
Firstly we obtain an upper bound of the Hausdorff dimension of the set Eφ .
Lemma 3.2.
dimH (Eφ)
1
1 + lim infn→∞ φ(n)n
. (3.2)
S.L. Wang / Finite Fields and Their Applications 14 (2008) 1039–1055 1049Proof. We know
Eφ ⊂
∞⋂
N=1
⋃
nN
{
x ∈ I : Ln(x) φ(n)
}
and
{
x ∈ I : Ln(x) φ(n)
}⊂ ∞⋃
k=[φ(n)]
⋃
ε1,...,εn∈P
⋃
εn+k+1∈P \{0}
Jn+k+1,
where Jn+k+1 = J (ε1, . . . , εn,0, . . . ,0︸ ︷︷ ︸
k
, εn+k+1). Denote
CN =
{
Jn+k+1: nN, k 
[
φ(n)
]
, ε1, . . . , εn ∈ P, and εn+k+1 ∈ P \ {0}
}
.
Note that
CN =
∞⋃
n=N
∞⋃
k=[φ(n)]
⋃
ε1,...,εn∈P
⋃
εn+k+1∈P \{0}
Jn+k+1.
Therefore, for any N  1, CN is a cover of the set Eφ.
Put s = 1/(1 + lim infn→∞ φ(n)n ). For any ε > 0, by the definition of the Hausdorff measure,
we have
H s+ε(Eφ)
∑
Jn+k+1∈CN
(
diam(Jn+k+1)
)s+ε
=
∞∑
n=N
∞∑
k=[φ(n)]
∑
ε1,...,εn∈P
∑
εn+k+1∈P \{0}
(
2‖β‖−(n+k+1))s+ε
= (2‖β‖)
s+ε(‖β‖ − 1)
‖β‖s+ε − 1
∞∑
n=N
‖β‖ntn ,
where tn = 1 − (s + ε)(1 + 1n + [φ(n)]n ).
By the definition of s, we know lim supn→∞ tn = −ε(1 + lim inf
n→∞
φ(n)
n
) < −ε, then the series∑∞
n=N ‖β‖ntn is convergent, i.e., H s+ε(Eφ) < +∞. Therefore
dimH (Eφ)
1
1 + lim infn→∞ φ(n)n
+ ε.
Letting ε → 0+, we obtain (3.2). 
The following lemma gives a lower bound of the Hausdorff dimension of the set Fφ by con-
structing a Cantor-like subset.
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dimH (Fφ)
1
1 + lim infn→∞ φ(n)n
.
Proof. Let ε > 0 be an arbitrary real number. Let {nk}k1 be a sequence with
lim
k→∞
φ(nk)
nk
= lim inf
n→∞
φ(n)
n
. (3.3)
We choose a subsequence {nki }i1 of {nk}k1 (for simplicity, we still denote by {nk}k1) such
that
1
[φ(n1)] <
ε
4
, n1 > 1, nk+1 > nk +
[
φ(nk)
]
, and
ε
2
(
nk +
[
φ(nk)
])
>
k−1∑
i=1
(
ni+1 − (ni + [φ(ni)])
[φ(ni)] + 2 +
[
φ(ni)
])
. (3.4)
The condition 1/[φ(n1)] < ε/4 assures that the sequence satisfying (3.4) can be chosen. Denote
the two subsets of integers
I1 =
{
nk + j : k  1, 1 j 
[
φ(nk)
]}
and
I2 =
{
nk,nk +
[
φ(nk)
]+ 1, nk + j[φ(nk)]: k  1, 1 < j  nk+1 − nk[φ(nk)]
}
.
We denote by Dn the set of n-cylinders J (ε1, . . . , εn) satisfying that εk = 0 if k ∈ I1, εk ∈
P \ {0} if k ∈ I2, and εk ∈ P if k /∈ I1 ∪ I2 for all 1 k  n. Let D =⋃∞n=1Dn. Put
F =
∞⋂
n=1
⋃
J (ε1,...,εn)∈Dn
J (ε1, . . . , εn).
From the construction of F and the increasing property of φ, we know
F ⊂ Fφ =
{
x ∈ I : lim sup
n→∞
Ln(x)
φ(n)
= 1
}
.
In the following we get a lower bound of F by the mass distribution principle. We need to
give a mass distribution on F , i.e., a measure ν which is supported on F .
We give the definition of ν on cylinders firstly. Since n1 > 1, then 1 /∈ I1 ∪ I2. Let ν(J (ε1)) =
‖β‖−1 for any ε1 ∈ P. Suppose ν(J (ε1, . . . , εn−1)) is well defined, we define ν(J (ε1, . . . , εn))
(J (ε1, . . . , εn) ∈D) as follows:
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(
J (ε1, . . . , εn)
)=
⎧⎨
⎩
ν(J (ε1, . . . , εn−1)) if n ∈ I1,
(‖β‖ − 1)−1ν(J (ε1, . . . , εn−1)) if n ∈ I2,
‖β‖−1ν(J (ε1, . . . , εn−1)) otherwise;
and ν(J (ε1, . . . , εn)) = 0 if J (ε1, . . . , εn) /∈ D . The measure ν is defined well on all cylinders
because we can verify that∑
εn+1∈P
ν
(
J (ε1, . . . , εn+1)
)= ν(J (ε1, . . . , εn)) and ∑
ε1,...,εn∈P
ν
(
J (ε1, . . . , εn)
)= 1.
By Kolmogorov’s extension theorem, the measure ν is defined on the measurable space
(I,B(I )).
In the following we prove that the measure ν satisfies the condition (3.1). That is, for any
ε > 0, there exist two constants C > 0 and δ > 0 such that
ν
(
B(x, r)
)
 Crs−ε (3.5)
for any ball B(x, r) with r < δ, where s = 1/(1 + lim infn→∞ φ(n)/n).
We show (3.5) is true for all cylinders at first. There are two cases:
Case I: J (ε1, . . . , εn) /∈D . We know ν(J (ε1, . . . , εn)) = 0, which implies the inequality (3.5).
Case II: J (ε1, . . . , εn) ∈D .
(i). nk < n nk + [φ(nk)] for some k ∈ N. By the construction of the measure ν, we have
ν
(
J (ε1, . . . , εn)
)
 ‖β‖−
[
n−(∑k−1i=1 [φ(ni )]+(n−nk))−(∑k−1i=1 ni+1−(ni+[φ(ni )])[φ(ni )] +2)](‖β‖ − 1)−(∑k−1i=1 ni+1−(ni+[φ(ni )])[φ(ni )] +2)
 ‖β‖−
[
nk−∑k−1i=1 ( ni+1−(ni+[φ(ni )])[φ(ni )] +2+[φ(ni )])]
 ‖β‖−[nk− ε2 (nk+[φ(nk)])] (by (3.4)).
Since diam(J (ε1, . . . , εn)) = 2‖β‖−n, then
ν(J (ε1, . . . , εn))
(diam(J (ε1, . . . , εn)))s−ε
 2ε−s‖β‖n(s−ε)−nk+ ε2 (nk+φ(nk))
 2ε−s‖β‖nktk ,
where tk = (1+ φ(nk)nk )s−1−(1+
φ(nk)
nk
) ε2 , the second inequality is because n nk +[φ(nk)]. By
the definition of s and tk , we have lim supk→∞ tk − ε2 for (3.3). So, there exists a constant C1
such that ‖β‖nktk  C1. Let C = 2ε−sC1, we obtain that (3.5) holds for the measure ν and such
a C.
(ii). nk + [φ(nk)] < n nk+1 for some k ∈ N. We have
ν
(
J (ε1, . . . , εn)
)
 ‖β‖−
[
n−∑ki=1[φ(ni)]−((∑k−1i=1 ni+1−(ni+[φ(ni )])[φ(ni )] +2)+( n−(nk+[φ(nk)])[φ(nk)] +1))]
= ‖β‖−n+
∑k−1
i=1
( ni+1−(ni+[φ(ni )])
[φ(ni )] +2+[φ(ni )]
)+ n−(nk+[φ(nk)])[φ(nk)] +1+[φ(nk)]
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 ‖β‖−n(1− 34 ε)+[φ(nk)],
where the third equality is because 1[φ(nk)] 
1
[φ(n1)] <
ε
4 ,
nk+[φ(nk)][φ(nk)]  1, and (3.4), the last in-
equality is because nk + [φ(nk)] n. Thus
ν(J (ε1, . . . , εn))
(diam(J (ε1, . . . , εn)))s−ε
 2ε−s‖β‖n(s−ε)−n(1− 34 ε)+[φ(nk)]
= 2ε−s‖β‖n(s− 14 ε−1)+[φ(nk)]
 2ε−s‖β‖nkt ′k ,
where t ′k = (1 + [φ(nk)]nk )(s − 14ε − 1)+
[φ(nk)]
nk
, the third inequality is because s − 14ε − 1 < 0 and
nk + [φ(nk)] < n. Since lim supk→∞ t ′k  − 14ε (for (3.3)), there exists a constant C′1 such that
‖β‖nkt ′k  C′1. Let C′ = 2ε−sC′1. We deduce (3.5) for the measure ν and the constant C′.
By Proposition 1.3, for any ball B(x, r), there exists an integer n0 ∈ N such that
J
(
ε1(x), ε2(x), . . . , εn0+1(x)
)⊂ B(x, r) ⊂ J (ε1(x), ε2(x), . . . , εn0(x)).
Then we have
ν
(
B(x, r)
)
 ν
(
J
(
ε1(x), ε2(x), . . . , εn0(x)
))
 C
(
diam
(
J
(
ε1(x), ε2(x), . . . , εn0(x)
)))s−ε
= C(‖β‖diam(J (ε1(x), ε2(x), . . . , εn0+1(x))))s−ε
 C‖β‖s−εrs−ε.
Thus (3.5) is true for any ball.
Therefore, applying the mass distribution principle to the set F and the measure ν, we obtain
dimH (F )
1
1 + lim infn→∞ φ(n)n
− ε.
Letting ε → 0+, we have
dimH (F )
1
1 + lim infn→∞ φ(n)n
.
Thus we obtain the result since F ⊂ Fφ . 
Combining Lemmas 3.2 and 3.3, we can obtain
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lim infn→∞ φ(n)n = γ . Then we have
dimH
{
x ∈ I : lim sup
n→∞
Ln(x)
φ(n)
= 1
}
= 1
1 + γ .
During the construction of the Cantor-like set F in Lemma 3.3, we replace φ(n) by φ(n)−n,
we can obtain the following lemma.
Lemma 3.5. Suppose φ be increasing and φ(n) → ∞ as n → ∞. If lim infn→∞ φ(n)n  1, then
we have
dimH
{
x ∈ I : lim sup
n→∞
n + Ln(x)
φ(n)
= 1
}
 1
lim infn→∞ φ(n)n
.
By Lemmas 3.2 and 3.5, we obtain
Proposition 3.6. Suppose φ be increasing and φ(n) → ∞ as n → ∞. If α=lim infn→∞ φ(n)n 1,
then we have
dimH
{
x ∈ I : lim sup
n→∞
n + Ln(x)
φ(n)
= 1
}
= 1
α
.
Similar with Lemma 3.3, we can construct a Cantor-like subset E of Eφ . We choose a se-
quence {nk}k1 such that limk→∞ φ(nk)nk = lim infn→∞
φ(n)
n
and nk+1 > nk + [φ(nk)]. Denote by En
the set of n-cylinders J (ε1, . . . , εn) satisfying εk ∈ P \{0} if k = ni + [φ(ni)] for some i ∈ N;
otherwise, εk ∈ P . Put
E =
∞⋂
n=1
⋃
J (ε1,...,εn)∈En
J (ε1, . . . , εn).
Then E ⊂ Eφ . We can defined a measure supported on E like the measure ν on F . Then it can
be shown that this measure satisfies the mass distributed principle by similar skill in Lemma 3.3.
Thus we obtain the following. Note that the assumptions of increasing and tending to ∞ can be
relaxed because these conditions just assure that F is a subset of Fφ .
Lemma 3.7.
dimH (Eφ)
1
1 + lim infn→∞ φ(n)n
.
Combining Lemmas 3.2 and 3.7, we obtain
Proposition 3.8. Denote lim infn→∞ φ(n)n = τ , then
dimH
{
x ∈ I : Ln(x) φ(n) i.o.
}= 1
1 + τ .
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In this section, we prove Theorems 1.6 and 1.8.
Proof of Theorem 1.6. (i) Note that if η = 0, we can obtain that
lim inf
n→∞
1
φ(n)
logq
∥∥x − ωn(x)∥∥= −∞ for all x ∈ I,
by Proposition 2.1. If 0 < η < degβ , then lim infn→∞ φ(n) = +∞. Let {nk} be a sequence such
that η = limk→∞ φ(nk)/nk . By (2.2), note that Ln(x) is nonnegative, we have
lim inf
k→∞
1
φ(nk)
logq
∥∥x − ωnk (x)∥∥= −
(
lim sup
k→∞
nk + Lnk (x)
φ(nk)
)
degβ
−1
η
degβ < −1.
So the set Aφ is empty, thus the dimension is 0.
(ii) Let φ(n)/degβ be the function of Proposition 3.6. We obtain the result from (2.4).
(iii) For any 0 < ε < 1/degβ , by Proposition 2.1, note that η = +∞, we have
Aφ =
{
x ∈ I : lim sup
n→∞
Ln(x)
φ(n)
= 1
degβ
}
⊂
{
x ∈ I : Ln(x)
(
1
degβ
− ε
)
φ(n) i.o.
}
.
Applying Lemma 3.2 to the above limsup set, we obtain dimH (Aφ) = 0 since
lim infn→∞
( 1degβ −ε)φ(n)
n
= +∞. 
Proof of Theorem 1.8. From Proposition 2.1, we obtain
{
x ∈ I : ∥∥x − ωn(x)∥∥ ‖β‖−φ(n) i.o.}= {x ∈ I : Ln(x) φ(n) − n i.o.}. (4.1)
Applying Proposition 3.8 to the right set of (4.1), we have
dimH
{
x ∈ I : ∥∥x − ωn(x)∥∥ ‖β‖−φ(n) i.o.}= 1
ξ
since lim infn→∞ φ(n)−nn = ξ − 1. 
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