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KLOOSTERMAN SHEAVES FOR REDUCTIVE GROUPS
JOCHEN HEINLOTH, BAO-CHAˆU NGOˆ, AND ZHIWEI YUN
Abstract. Deligne constructed a remarkable local system on P1−{0,∞} attached to a
family of Kloosterman sums. Katz calculated its monodromy and asked whether there are
Kloosterman sheaves for general reductive groups and which automorphic forms should
be attached to these local systems under the Langlands correspondence.
Motivated by work of Gross and Frenkel-Gross we find an explicit family of such au-
tomorphic forms and even a simple family of automorphic sheaves in the framework of
the geometric Langlands program. We use these automorphic sheaves to construct `-adic
Kloosterman sheaves for any reductive group in a uniform way, and describe the local and
global monodromy of these Kloosterman sheaves. In particular, they give motivic Galois
representations with exceptional monodromy groups G2, F4, E7 and E8. This also gives
an example of the geometric Langlands correspondence with wild ramifications for any
reductive group.
Introduction
0.1. Review of classical Kloosterman sums and Kloosterman sheaves. Let n be a
positive integer and p be a prime number. For every finite extension Fq of Fp and a ∈ F×q ,
the Kloosterman sum in n-variables in defined as the exponential sum
Kln(a; q) := (−1)
n−1
∑
x1x2···xn=a,xi∈Fq
exp(
2pii
p
Tr
Fq/Fp(x1 + x2 + · · ·+ xn)).
Kloosterman sums occur in the Fourier coefficients of modular forms. They satisfy the
Weil bound
(0.1) |Kln(a; q)| ≤ nq
(n−1)/2.
When n = 2, for any a ∈ F
×
p , define the angle θ(a) ∈ [0, pi] to be such that
2pdeg(a)/2 cos(θ(a)) = Kl2(a; p
deg(a)),
where deg(a) is the degree of a over Fp. Then the angles {θ(a)|a ∈ F
×
p } are equidistributed
according to the Sato-Tate measure 2
pi
sin2 θdθ on [0, pi], as deg(a) tends to ∞. In general,
a similar equidistribution theorem for Kln(a; q) was proved by Katz [25], using Deligne’s
results in[11].
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The above properties of Kloosterman sums were proved using a sheaf-theoretic incarna-
tion. Let us recall this construction. In [10], Deligne considered the diagram
Gnm
σ
}}{{
{{
{{
{{ pi
!!C
CC
CC
CC
C
Ga Gm
Here Gm is the multiplicative group, Ga ∼= A1 is the additive group, and σ (resp. pi) is the
map of taking the sum (resp. product) of the n-coordinates of Gnm. Let ψ : Fp → Q`(µp)
×
be a nontrivial character (here µp is the set of p-th roots of unity), and let ASψ be the
associated Artin-Schreier local system on the additive group Ga over Fp. Deligne then
defined the Kloosterman sheaf as the following complex of sheaves with Q`(µp)-coefficients
on Gm over Fp:
Kln := Rpi!σ
∗ASψ[n− 1].
Fix an embedding ι : Q`(µp) ↪→ C such that ιψ(x) = exp(2piix/p) for x ∈ Fp. For any
a ∈ Gm(Fq) = F×q , denote by Froba the geometric Frobenius at a, acting on the geometric
stalk (Kln)a. Then, by the Grothendieck-Lefschetz trace formula we have:
Kln(a; q) = ιTr(Froba, (Kln)a).
In this sense, Kln is a sheaf-theoretic incarnation of the Kloosterman sums {Kln(a; q)}a∈F×q .
In [10, The´ore`me 7.4, 7.8], Deligne proved:
(1) Kln is concentrated in degree 0, and is a local system of rank n.
(2) Kln is tamely ramified around {0}, and the monodromy is unipotent with a single
Jordan block.
(3) Kln is totally wildly ramified around {∞} (i.e., the wild inertia at∞ has no nonzero
fixed vector on the stalk of Kln), and the Swan conductor Swan∞(Kln) = 1.
(4) Kln is pure of weight n− 1 (which implies the estimate (0.1)).
In [25, §8.7], Katz proved the unicity of Kloosterman sheaves: if a rank n local system L
on Gm satisfies properties (2) and (3) listed above, then L is isomorphic to Kln on Gm⊗Fp
up to a translation action on Gm. Moreover, in [25, §11], Katz further studied the global
geometric monodromy of Kln. Fix a geometric point η of Gm and denote by
ϕ : pi1(Gm, η)→ GLn(Q`(µp))
the monodromy representation associated to the Kloosterman sheaf Kln. Let ϕ
geo be the
restriction of ϕ to pi1(Gm⊗FqFq, η). Katz determined the Zariski closure Gˇgeo of the image
of ϕgeo to be:
(0.2) Gˇgeo =

Spn n even
SLn n odd, p odd
SOn n odd, n 6= 3, p = 2
G2 n = 7, p = 2.
Using Deligne’s theorem in [11] this allowed him to deduce that the conjugacy classes for
the Frobenius elements Froba are equidistributed according to a ”Sato-Tate” measure.
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0.2. Motivation and goal of the paper. In view of the mysterious appearance of the
exceptional group G2 as the global geometric monodromy, Katz asked ([26] p. I-5) whether
all semisimple groups appear as geometric monodromy of local systems on Gm. Alterna-
tively, are there exponential sums whose equidistribution laws are governed by arbitrary
simple groups, and especially by exceptional groups?
In this paper we find a uniform construction of such local systems. For any split reductive
group Gˇ, we will construct a Gˇ-local system KlGˇ on Gm = P
1
\{0,∞} with similar local
ramifications as Kln, and when Gˇ = GLn, we recover the Kloosterman sheaf Kln of Deligne.
We will determine the Zariski closure of its global geometric monodromy (which turns out
to be “large”), prove purity of the sheaf and deduce equidistribution laws. Finally, we give
a conjecture about the unicity of such Galois representations (or local systems).
For the purpose of the introduction, let us restrict to the following cases. Assume G is
either a split, almost simple and simply-connected group over k = Fq, or G = GLn over k.
Let Gˇ be its Langlands dual group over Q`(µp), which is either a split, simple and adjoint
group, or GLn.
The motivation of our construction comes from the Langlands correspondence for the
rational function field K = k(t). Already in his study of Kloosterman sheaves, Katz [25]
suggested the following:
“· · · It would be interesting to compare this result with the conjectural description of such
sheaves, provided by the Langlands philosophy, in terms of automorphic forms.”
In a series of work [20],[21],[22],[15], Gross, partly joint with Reeder and with Frenkel,
proposed a candidate automorphic representation pi of G(AK) which, in the case of G =
GLn, should give the Kloosterman sheaf Kln. Let us briefly review their work.
In [20], Gross and Reeder gave the following construction of a representation Vφ of
G(k((s))). Fix a Borel subgroup B ∈ G and denote by U the unipotent radical of B.
Denote by I(0) := {g ∈ G(k[[s]])|g mod s ∈ B} the Iwahori subgroup of G(k[[s]]) and by
I(1) := {g ∈ G(k[[s]])|g mod s ∈ U} the unipotent radical of I(0). For any affine generic
character φ : I(1) → Q`(µp) (see §1.3), let Vφ := c-Ind
G(k((s)))
I(1)×Z(G)(φ ⊗ 1) be the compactly
induced representation of G(k((s))). Gross and Reeder show that this representation is
irreducible and supercuspidal.
For any global field F , Gross [21] managed to use the trace formula to obtain an ex-
pression for the multiplicities of automorphic representations pi of G(AF ) whose ramified
local components are either the Steinberg representation or the representation Vφ. In par-
ticular, when the global field is K = k(t), this formula implies that, for any semisimple
simply connected group G, there is unique cuspidal automorphic representation pi = pi(φ)
of G(AK) such that
(1) pi is unramified outside {0,∞};
(2) pi0 is the Steinberg representation of G(k((t)));
(3) pi∞ is the simple supercuspidal representation Vφ of G(k((s))), s = t
−1.
Motivated by the Langlands philosophy, Gross [22] raised the following conjecture: the
automorphic representation pi = pi(φ) should correspond to a Gˇ-local system KlGˇ(φ) on
Gm = P1\{0,∞}, which we will call the Kloosterman sheaf associated to Gˇ and φ, with the
following properties parallel to that of pi:
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(1) KlGˇ(φ) is a Gˇ-local system on Gm = P
1
\{0,∞}.
(2) KlGˇ(φ) is tamely ramified around {0}, and the monodromy is a regular unipotent
element in Gˇ.
(3) The local system KlAdGˇ (φ) associated to the adjoint representation of Gˇ (which is
a local system on P1\{0,∞} of rank dim Gˇ) is totally ramified around {∞} (i.e., the
inert group at ∞ has no nonzero fixed vector), and Swan∞(Kl
Ad
Gˇ (φ)) = r(Gˇ), the
rank of Gˇ.
(4) For any irreducible representation V of Gˇ, the associated local system KlVGˇ(φ) is
pure.
For Gˇ = GLn, the sheaf Kln has the above properties. For Gˇ of type A,B,C and G2,
Gˇ-local systems with the above properties were constructed earlier by Katz [26], using a
case-by-case construction, and using Kln as building blocks.
In [15], Gross and Frenkel constructed an analog of such local systems over the complex
numbers. Namely, they defined a Gˇ
C
-connection ∇Gˇ on P
1
C
\{0,∞} (depending on the
choice of nonzero vectors in the affine simple root spaces of gˇ). This connection has
regular singularity at {0} and irregular singularities at ∞, parallel to the properties (2)
and (3) above. They furthermore show that ∇Gˇ(Xˇ) is cohomologically rigid [15, Theorem
1], and compute the differential Galois group of these connections. For Gˇ of type A,B,C
and G2, they verify that ∇Gˇ coincide with connections constructed by Katz [26] which
are the analogs of Katz’s `-adic Gˇ-local systems mentioned above. All these give strong
evidence that ∇Gˇ(Xˇ) should be the correct de Rham analog of the conjectural local system
KlGˇ(φ).
The predictions about the conjectural local system KlGˇ(φ) made in [15] served as a
guideline for our work.
0.3. Method of construction. Our construction of the Kloosterman sheaves can be
summarized as follows.
We start with the automorphic representation pi mentioned above. The key observation
is, that pi contains a Hecke eigenfunction fφ, which can be written down explicitly using
the combinatorics of the double coset G(K)\G(AK)/I0 × I∞(2)×
∏
x 6=0,∞G(Ox) (§2.1).
The points of this double coset are the rational points of a moduli stack BunG(0,2) of G-
bundles on P1 with a particular level structure at 0 and∞ and we can upgrade the function
fφ to a sheaf Aφ on this stack. We then prove that this sheaf is indeed a Hecke eigensheaf.
In particular we show that the eigenvalues of the geometric Hecke operators applied to Aφ
define a Gˇ-local system on P1\{0,∞} – our Kloosterman sheaf KlGˇ(φ). Technically, the proof
of this result relies on the fact that the sheaf Aφ is a clean extension of a local system with
affine support.
In the case G = GLn we compute the local system KlGˇ(φ) explicitly. For a particular φ,
the rank n local system associated to KlGˇ(φ) and the standard representation of Gˇ = GLn
turns out to be the Kloosterman sheaf Kln of Deligne. Here Deligne’s diagram will reappear
as a part of a geometric Hecke transformation.
Our construction also works when we replace G by a certain class of quasi-split group
schemes G over P1\{0,∞} and there is also a variant depending on an additional Kummer
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character. These generalization seems to be the natural setup needed in order to com-
pare Kloosterman sheaves for different groups. Since the generalization does not require
additional arguments, we will give the construction in this more general setup.
0.4. Properties of Kloosterman sheaves. The longest part of the paper (§4–§6) is
then devoted to the study of local and global properties of Kloosterman sheaves KlGˇ(φ)
for simple adjoint groups Gˇ.
First, using [11], the expected purity property (4) is a corollary to our construction.
When Gˇ is adjoint we can moreover normalize KlVGˇ(φ) to be pure of weight 0. Thus, fixing
an embedding ι : Q`(µp) ↪→ C as before, the exponential sums
KlVGˇ(φ; a; q) = ιTr(Froba, (Kl
V
Gˇ(φ))a), for a ∈ F
×
q , V ∈ Rep(Gˇ)
satisfy the Weil bound
|KlVGˇ(φ; a; q)| ≤ dimV.
The property (2) about the monodromy at 0 (see Theorem 1(2)) will be prove in §4.3.
The property (3) about the monodromy at∞ (see Theorem 2) will be proved in §5. The
calculation of the Swan conductors involves a detailed study of the geometry of certain
Schubert varieties in the affine Grassmannian, which occupies a large part of §5. Using a
result of Gross-Reeder [20], one can give an explicit description of the monodromy at ∞
(Corollary 2.13). Together these results show that the local system KlGˇ(φ) satisfies the
properties (1)-(4) expected by Gross.
Again, let
ϕ : pi1(P
1
\{0,∞}, η)→ Gˇ(Q`(µp))
be the monodromy representation associated to the Kloosterman sheaf KlGˇ(φ), and let
ϕgeo be its restriction to pi1(P
1
\{0,∞} ⊗k k, η). We find (Theorem 3) that for p > 2 (and
p > 3 in the case Gˇ = B3) the Zariski closure Gˇgeo of the image of ϕ
geo coincides with
the differential Galois group Gˇ∇ of ∇Gˇ(Xˇ) calculated by Frenkel-Gross in [15, Cor.9,10],
which we list in Table 1.
Table 1. Global geometric monodromy of KlGˇ(φ)
Gˇ Gˇgeo
A2n A2n
A2n−1, Cn Cn
Bn, Dn+1 (n ≥ 4) Bn
E7 E7
E8 E8
E6, F4 F4
B3, D4, G2 G2.
Using Katz’s argument ([25, §3,§13]) this implies the following equidistribution law for
the conjugacy classes ϕ(Froba).
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Corollary. Suppose Gˇ is simple and adjoint (in this case the whole image of ϕ lies in
Gˇgeo). Let Gˇgeo,c ⊂ Gˇgeo(C) be a compact real form (using the embedding ι : Q`(µp) ↪→ C
to make sense of Gˇgeo(C)). Let Gˇ
\
geo,c be the set of conjugacy classes of Gˇgeo,c.
For a ∈ k
×
, the conjugacy class ϕ(Froba) of Gˇgeo(C) in fact belongs to Gˇ
\
geo,c. As deg(a)
(the degree of the field extension k(a)/k) tends to ∞, the conjugacy classes
{ϕ(Froba)|a ∈ k
×
} ⊂ Gˇ\geo,c
become equidistributed according to the push-forward of the Haar measure from Gˇgeo,c to
Gˇ\geo,c.
0.5. Open problems. Compared to the known results about Kln, the only missing piece
for KlGˇ(φ) is the unicity. We prove that KlGˇ(φ) is cohomologically rigid, i.e.,
H1(P1, j!∗Kl
Ad
Gˇ (φ)) = 0.
This gives evidence for the physical rigidity of KlGˇ(φ): any other local system L on P
1
\{0,∞}
satisfying properties (2) and (3) should be isomorphic to KlGˇ(φ) over P
1
\{0,∞} ⊗k k. We
will state the precise unicity conjecture in Conjecture 7.1 and 7.2.
Table 1 also suggests that the Kloosterman sheaves for different groups Gˇ appearing in
the same line of the table should be essentially the same (see Conjecture 7.3). This can be
viewed as a functoriality statement for Kloosterman sheaves.
Also, the monodromy of Kloosterman sheaves is studied in detail only for split groups.
In §7.2, we state our predictions on the local and global monodromy of KlLG(φ) for G a
quasi-split, simple and simply-connected group scheme over P1 with good reduction at all
places outside {0,∞}, which is split by a tame Kummer cover [N ] : P1\{0,∞} → P
1
\{0,∞}
(z 7→ zN ).
0.6. Organization of the paper. In §1, we define the various group schemes G(m0, m∞)
over P1 encoding the level structures of the moduli stacks of G-bundles on which the
automorphic sheaves will be defined. We also give a description of the geometry of these
moduli stacks. In §2, we construct the automorphic sheaf Aφ and state the main results
of the paper. The proofs are given in §4–§6. §3 is devoted to the case G = GLn, where
we recover classical Kloosterman sheaves of Deligne. In §7, we state our conjectures about
rigidity of Kloosterman sheaves, and our expectations about Kloosterman sheaves for quasi-
split groups.
The paper contains four appendices. In §8, we prove the structure theorem for the moduli
spaces BunG in the generality of quasi-split groups. In §9, we prove compatibility between
outer automorphisms and the geometric Satake equivalence. This is needed to describe
the global monodromy image of Kloosterman sheaves and we couldn’t find a reference for
the result. In §10, we collect some facts about quasi-minuscule representations of Gˇ. In
§11, we analyze the geometry of the adjoint Schubert variety for G2, which does not fit
into the uniform treatment for groups of other types.
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1. Structural groups
We will work over a fixed finite field k of characteristic p. We fix a coordinate t of our
base curve P1, so that A1 = Spec(k[t]) ⊂ P1. We write s := t−1 for the coordinate around
∞ ∈ P1.
For any closed point x ∈ P1 we will denote by Ox the completed local ring at x and by
Kx the fraction field of Ox.
Since we are interested in the geometric Langlands correspondence for (wildly) ramified
local systems we will need to consider principal bundles with various level structures. It
will be convenient to view these as torsors under group schemes G over P1. Moreover, in
order to formulate the conjectured functoriality, it will be useful to allow quasi-split group
schemes. We will introduce these group schemes in several steps.
1.1. Quasi-split group schemes over P1\{0,∞}. We will assume that G|P
1
\{0,∞} is a quasi-
split reductive group. Moreover we will assume that there is a finite extension k′/k and an
integer N with (N, p) = 1, such that G splits over the tame extension [N ] : Gm,k′ → Gm,k′
defined by t 7→ tN . We may and will assume that k′ contains all N−th roots of unity. We
write µN for the group of N -th roots of unity.
We will fix subgroups S ⊂ T ⊂ B ⊂ G, where S is a maximal split torus, T is a maximal
torus and B is a Borel subgroup. We also fix a quasi-pinning of G.
In order to describe our group schemes, we will for simplicity assume that k = k′. In
general, the construction we give will be invariant under Gal(k′/k), so that Galois-descent
will then give the general case.
By [13] (Exp. XXIV, Thm 3.11) these groups can be described explicitly as follows. By
assumption there is a split reductive group G over k such that [N ]∗G|Gm = G×Gm. The
automorphism group of the covering [N ] is µN . We fix T ⊂ B ⊂ G a split maximal torus
and a Borel subgroup as well as a pinning † of G.
This data defines a morphism σ : µN → Aut
†(G), where Aut†(G) is the automorphisms
of G respecting the pinning. Let us denote by [N ]∗(G×Gm) the Weil restriction of G×Gm
for the covering [N ]. Then µN acts on this Weil restriction by the action of σ on G and
by the action on the covering [N ]. We will denote the diagonal action again by σ. Then
descent implies:
G|P1\{0,∞}
∼= ([N ]∗(G×P
1
\{0,∞}))
σ = (G×Gm)/(µN).
1.2. Level structures at 0 and ∞. Next we need to describe several extensions of
G|P1\{0,∞} to P
1. We will again denote by [N ] : P1 → P1 the map given by t 7→ tN .
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The group G|P1\{0,∞} will be extended as the (special) Bruhat-Tits group G defined by
the convex function, which is 0 on all roots. Since we assumed that G|P1\{0,∞} splits over
a tame extension this group can be described as the connected component of the group
([N ]∗(G × P1))σ. The subgroups S ⊂ T |P1\{0,∞} ⊂ B|P
1
\{0,∞} ⊂ G|P
1
\{0,∞} define closed
subgroups S ⊂ T ⊂ B ⊂ G.
We will need to introduce level structures at 0 and∞. These will correspond to the first
steps of the Moy-Prasad filtration of G. A self-contained exposition of the construction of
these group schemes can be found in the preprint of Yu [36].
We first consider tori. For a split torus T = Grm ×P
1 we will denote by T (m0, m∞) the
smooth group scheme over P1 such that
T (m0, m∞)|P
1
\{0,∞} = G
r
m ×P
1
\{0,∞}
T (m0, m∞)(O
P
1,0) = {g ∈ T (OP1,0)|g ≡ 1 mod t
m0}
T (m0, m∞)(O
P
1,∞) = {g ∈ T (OP1,∞)|g ≡ 1 mod s
m∞}.
This also defines a filtration for induced tori. For an arbitrary torus T , pick an embedding
into an induced torus T ↪→ I and define the filtration by pulling back the filtration on
I. By [36] Section 4, this definition is independent of the chosen embedding and since we
assumed that T splits over a tame extension the subgroups define connected groups.
For reductive groups G|P1\{0,∞} we want to define models G(m0, m∞) for m0, m∞ ∈
{0, 1, 2}, corresponding to the m0-th (resp. m∞-th) step in the Moy-Prasad flitration of
the Iwahori subgroup at 0 (resp. ∞).
First assume that G = G× P1 is a split, semisimple group. As before, we fix S = T ⊂
B ⊂ G a split maximal torus and a Borel subgroup and a pinning of G. We denote by
U ⊂ B the unipotent subgroup. Denote by Φ = Φ(G, S) the set of roots and Φ± ⊂ Φ the
set of positive and negative roots with respect to the chosen Borel subgroup. Let α1, . . . αr
denote the positive, simple roots and by {θj} the highest roots of G. Finally for each root
α let Uα denote the corresponding root subgroup of G.
We will consider the following bounded subgroups of G(k[[s]]):
I(0) := {g ∈ G(k[[s]])|g mod s ∈ B} is the Iwahori subgroup.
I(1) := {g ∈ G(k[[s]])|g mod s ∈ U} is the unipotent radical of I(0).
To describe I(2) let f : Φ ∪ {0} → N be the concave function defined by f(0) = 1 and
f(α) =

0 if α ∈ Φ+ \ {αi} is positive, but not simple
1 if α = αi is a positive simple root
1 if α ∈ Φ− \ {−θj}
2 if α = −θj is the negative of a highest root.
I(2) ⊂ G(k[[s]]) denotes the bounded subgroup defined by the concave function f , i.e.,
the subgroup generated by {u ∈ Uα|u ≡ 1 mod sf(i)} and {g ∈ T (k[[s]])|g ≡ 1 mod s}.
Note that by definition I(1)/I(2) ∼= ⊕α simple affineGa is isomorphic to the sum of the root
subgroups Uα ⊂ G(k[[s]]) for which α is a simple affine root.
Similarly we define I(i)opp ⊂ G(k[[t]]) to be the analogous groups obtained by using the
opposite Borel subgroup Bopp in the above definition.
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Example. For G = SLn we choose S = T to be the diagonal matrices and B the upper
triangular matrices. Then the subgroup I(0) ⊂ SLn(k[[s]]) is the subgroup of matrices,
such that the lower diagonal entries are divisible by s. I(1) ⊂ I(0) is the subgroup such
that the diagonal entries are elements of 1 + sk[[s]]
The root subgroups of SLn for the simple roots are given by the above-diagonal entries
ai,i+1 and the U−α˜ of the negative of the longest root is given by the entry in the lower left
corner. So I(2) consists of matrices of the form

1 + sk[[s]] sk[[s]] k[[s]] k[[s]]
sk[[s]] 1 + sk[[s]] sk[[s]] k[[s]]
sk[[s]] sk[[s]] 1 + sk[[s]] sk[[s]]
s2k[[s]] sk[[s]] sk[[s]] 1 + k[[s]]
.
We obtain an isomorphism I(1)/I(2) ∼= An by mapping a matrix (aij) to the leading co-
efficients of the entries ai,i+1 and an,1.
For a general, split reductive group G = G × P1 we consider the derived group Gder
and the connected component of the center Z(G)◦, which is a torus. We will temporarily
denote by IGder(i), I
opp
Gder
(i) the groups defined above for the semisimple group Gder and
define
I(i) := Z(G)◦(i)(k[[s]]) · IGder(i) ⊂ G(k[[s]])
and similarly I(i)opp. = Z(G)◦(i,m∞)(k[[t]])I
opp
Gder
(i).
For split, reductive groups G = G × P1 the group G(m0, m∞) denotes the Bruhat Tits
group scheme such that
G(m0, m∞)|P
1
\{0,∞} = G×Gm
G(m0, m∞)(O∞) = I(m∞) and
G(m0, m∞)(O0) = I(m0)
opp.
Finally for a general quasi-split group we define
G(m0, m∞) :=
(
([N ]∗G(m0, m∞))
σ )◦.
Note that for tori this does not give a new definition.
We will abbreviate:
I(m∞) := G(m0, m∞)(O∞).
I−(m0) := G(m0, m∞)(P
1 − {∞}).
Recall from [32] that the groups I(m) have a natural structure as (infinite dimensional)
group schemes over k.
1.3. Affine generic characters. As indicated before our construction depends on the
choice of a character of I(1). We call a linear function φ : I(1)/I(2) → A1 generic if for
any simple affine root α, the restriction of φ to Uα is non-trivial. Throughout we will fix
such a generic φ.
We will fix a non-trivial additive character ψ : Fp → Q` and denote the character k → Q`
defined as ψ ◦Trk/Fp again by ψ. With this notation, the character ψ ◦φ is called an affine
generic character of I(1).
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1.4. Principal bundles. Having defined our groups, we need to collect some basic results
on the geometry of the moduli stacks of G-bundles BunG . All of these are well-known for
constant groups (see e.g., [14] for a recent account). In order to generalize these results
to our setup we rely on [32] and [23], where the corresponding results on twisted loop
groups are explained. Let us point out that, except for the computation of the connected
components of BunG , all results are particular to group schemes over P
1, that split over a
tamely ramified covering [N ] : P1 → P1.
First, we recall some results and notations from [23]. We denote by N the normalizer
of T and by W˜ := N (k((s)))/T (k[[s]]) the Iwahori-Weyl group. Furthermore denote
by W0 := N (k((s)))/T (k((s))) the relative Weyl group. This is isomorphic to the Weyl
group of the reductive quotient of the special fiber G∞,red (loc.cit. Proposition 13) and
W˜ ∼= X∗(T )pi1(P1\{0,∞}) nW0.
Denote by Wa the affine Weyl group of the root system of G(k((s))), which can be
identified with the Iwahori-Weyl group of the simply connected cover of the derived group
of G ([23] p.196). This is a Coxeter group. Then W˜ ∼= WanΩ, where Ω ∼= X∗(Z(Gˇ)pi1(Gm))
is the stabilizer of an alcove.
Finally, for x ∈ P1 − {∞} we denote by GrG,x the affine Graßmannian (see [32]) so
that GrG,x(k) = G(Kx)/G(Ox). It can also be defined as the ind-scheme parametrizing
G-bundles P on P1 together with a trivialization ϕ : P|
P
1\{x}
∼=
−→ G
P
1\{x} (e.g.,[24]).
Proposition 1.1. Assume that the ground field k is either finite, or algebraically closed.
Let G over P1 be a quasi-split group scheme as defined in §1. Then the following holds:
(1) For any x ∈ P1, the canonical map GrG,x → BunG has sections, locally in the
smooth topology on BunG. Moreover, this map is essentially surjective on k points,
i.e., for any G-bundle over P1 its restriction to P1\{x} is trivial.
(2) pi0(BunG) ∼= pi1([N ]∗G|Gm)pi1(Gm)
∼= Ω.
(3) Every G-bundle on P1 admits a reduction to T .
(4) (Birkhoff-Grothendieck decomposition)
G(0, 0)(k((s))) =
∐
w∈W˜
I−(0) · W˜ · I(0).
If G = G×P1 is a split group, a proof of this result can be found in [14]. Since the case
of split groups was our starting point, we will postpone the proof of the general case to the
appendix. For γ ∈ Ω we will denote by BunγG(m,n) the corresponding connected component
of BunG(m,n).
Let us collect some consequences of this result:
Corollary 1.2. Let n ∈ {0, 1, 2}, m ∈ {0, 1}. Any γ ∈ Ω defines an isomorphism
Hkγ : BunG(m,n) → BunG(m,n). This induces an isomorphism of the connected components
Bun0G(m,n) → Bun
γ
G(m,n).
In particular all connected components of BunG(m,n) are isomorphic.
Proof. By part (2) of the proposition, the connected components of BunG(m,n) are indexed
by Ω ⊂ W˜ .
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Since Ω is the stabilizer of the alcove defining I(0)opp any γ ∈ Ω normalizes I(0)opp
and its unipotent radical I(1)opp. Thus Ω acts by right-multiplication on GrG(m,n),0 =
G(k((t)))/I(m)opp. This defines an isomorphism Hkγ : BunG(m,n) → BunG(m,n). Moreover,
[23] Lemma 14 implies that the restriction of this map to Bun0G(m,n) induces an isomorphism
Bun0G(m,n) → Bun
γ
G(m,n). 
Corollary 1.3. (1) Denote by G(P1) the automorphism group of the trivial G-bundle.
Then the inclusion BG(P1)→ BunG is an affine, open embedding.
(2) Denote by T (P1) = H0(P1, T ) = H0(P1,G(0, 0)) the automorphism group of the
trivial G(0, 0)-bundle. The inclusion of the trivial bundle defines an affine open
embedding B(T (P1)) ↪→ BunG(0,0).
(3) The trivial G(0, 1)-bundle defines an affine, open embedding Spec(k) ↪→ Bun0G(0,1).
(4) Applying the action of I(1)/I(2) on BunG(0,2) to the trivial G(0, 2)-bundle, we obtain
a canonical map j0 : I(1)/I(2) ↪→ BunG(0,2). This is an affine open embedding.
(5) For any γ ∈ Ω the map
jγ := Hkγ ◦j0 : I(1)/I(2) ↪→ BunG(0,2)
is an affine open embedding, called the big cell.
(6) Applying the action of T red0 ×I(1)/I(2) on BunG(1,2) to the trivial G(1, 2)-bundle we
obtain canonical affine embeddings:
j˜0 : T
red
0 × I(1)/I(2) ↪→ BunG(1,2) and
j˜γ := Hkγ ◦j˜0 : T
red
0 × I(1)/I(2) ↪→ BunG(1,2).
Proof. Let us first recall, why this corollary holds for GLn. For (1) note that the only
vector bundle on P1 of rank n with trivial cohomology is the bundle O(−1)n. Therefore
the inverse of the determinant of cohomology line bundle on BunGLn has a section vanishing
precisely on the trivial bundle. This proves (1) in this case. Next, recall that a GLn(0, 0)
bundle is a vector bundle together with full flags at 0 and ∞. Let us denote by Modi,0 :
Bun0GLn(0,0) → Bun
i
GLn(0,0) the i-th upper modification along the flag at 0. The inverse of
this map is given by the i-th lower modification, which we will denote by Mod−i,0. To
prove (2) denote by Modi,∞ the i-th modification at ∞. The trivial GLn(0, 0)-bundle is
the bundle given by On and the canonical opposite flags (Vi,0)i=0,...,n of the fiber (On)0
at 0 and (Vi,∞)i=0,...,n at ∞. This is the only GLn(0, 0)-bundle (E , Vi,0, Vi,∞) of degree 0
on P1 such that the complex E → E0/Vi,0 ⊕ E∞/Vn−i,∞ has trivial cohomology for all i.
Thus again, the inclusion of the trivial GLn(0, 0) bundle in BunGLn(0,0) is defined by the
non-vanishing of sections of line bundles.
For general G we pick a faithful representation ρ : G → GLn × P
1. This defines a map
BunG → BunGLn. The Birkhoff-Grothendieck decomposition implies that a G bundle is
trivial, if and only if the associated GLn bundle is trivial. Moreover, in order to check that
the reductions to B at 0,∞ are opposite it is also sufficient to check this on the induced
GLn-bundle. This proves (1) and (2).
(3) follows from (2) and the isomorphismH0(P1, T ) ∼= T red0 from the proof of Proposition
1.1. (4) follows from this, because the map BunG(0,2) → BunG(0,1) is an I(1)/I(2)-torsor. By
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corollary 1.2 (5) follows from (4). Finally (6) follows from (5) since BunG(1,2) → BunG(0,2)
is a T red0 -torsor. 
2. Eigensheaf and eigenvalues—Statement of main results
In this section we will construct the automorphic sheaf Aφ. We will also state our main
results about the local and global monodromy of the Kloosterman sheaf KlLG(φ, χ), which
will be defined to be the eigenvalue of Aφ
2.1. The eigenfunction. In this subsection we give a simple formula for an eigenfunction
in Gross’ automorphic representation pi. Surprisingly this calculation turns out to be
independent of Gross’ result.
We will use the generic affine character ψ ◦ φ : I(1)/I(2)→ Q` chosen in Section 1.3.
By Proposition 1.1 we know
BunG(0,2)(k) = G(k(t))\G(0, 2)(Ak(t))/
∏
x
G(0, 2)(Ox)
= I−(0)\G(k((s)))/I(2).
and
G(k((s))) =
∐
w∈W˜
I−(0)wI(1).
Suppose we were given, as in the introduction, an automorphic representation pi = ⊗′piν
of G(Ak(t)) such that for ν 6∈ {0,∞} the local representation piν is unramified, pi0 is the
Steinberg representation and such that pi∞ occurs in c-Ind
G(k((s)))
Z(G(0,1))×I(1) ψ ◦ φ. Then there
exists a function f on BunG(0,2)(k) such that f(gk) = ψ(φ(k))f(g) for all k ∈ I(1).
The following lemma characterizes such functions in an elementary way:
Lemma 2.1. Let f : BunG(0,2)(k) → Q` be a function such that for all k ∈ I(1), g ∈
G(0, 2)(k((s))) we have f(gk) = ψ(φ(k))f(g). Then f is uniquely determined by the values
f(γ) for γ ∈ Ω. Moreover f(w) = 0 for all w ∈ W˜ − Ω.
Proof. For any w ∈ W˜ with l(w) > 0 there exists a simple affine root αi such that w.αi is
negative. This implies that wUαiw
−1 ⊂ I−(0). This implies that for all u ∈ Uαi we have
ψ(φ(u))f(w) = f(wu) = f(w) so f(w) = 0. For w with l(w) = 0, i.e. w ∈ Ω the value of
f(γ) can be arbitrary by Corollary 1.3. 
Remark 2.2. Any function f in the above Lemma is automatically cuspidal. In fact, for
any parabolic Q ⊂ G with unipotent radical NQ, the constant term function
fNQ(g) =
∫
NQ(K)\NQ(AK)
f(ng)dn.
is left invariant under NQ(K∞) and right equivariant under I∞(1) against the character
ψφ. A similar argument as in Lemma 2.1 shows that such a function must be zero.
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2.2. The eigensheaf. Let us reformulate the preceding observation geometrically. Denote
by ASψ the Artin-Schreier sheaf onA
1 defined by the character ψ. We set ASφ := φ
∗(ASψ),
the pull back of the Artin-Schreier sheaf to I(1)/I(2) ∼= Ad.
Let us denote by Perv(BunG(0,2))
I(1),ASφ the category of perverse sheaves on BunG(0,2)
that are (I(1),ASφ)-equivariant. We will use this notation more generally for any stack
with an action of I(1)/I(2).
For any γ ∈ Ω denote by jγ : I(1)/I(2) ↪→ Bun
γ
G(0,2) the embedding of the big cell and
by iγ : Spec(k)→ Bun
γ
G(0,2) the map given by the G(0, 2) bundle defined by γ.
The following is the geometric analog of Lemma 2.1.
Lemma 2.3. The sheaf ASφ satisfies jγ,!ASφ = jγ,∗ASφ.
Moreover, for any γ ∈ Ω the functor
Perv(Gm)→ Perv(Bun
γ
G(0,2) ×Gm)
F 7→ jγ,!ASφF [dim(BunG(0,2))]
is an equivalence of categories. An inverse is given by
K 7→ (iγ × id
P
1
\{0,∞}
)∗K[− dim(BunG(0,2))].
Proof. For any w ∈ W˜ − Ω we pick a representative in N (T ((t))), again denoted by
w. Consider the G(0, 2)-bundle Pw defined by w. Let Uα ⊂ I(1) be a root subgroup
corresponding to a simple affine root α such that w.α is negative, i.e. such that Uw.α ⊂
I−(0). This defines an inclusion Uα ↪→ Aut(Pw). Thus we get a commutative square:
Uα × Spec(k)
id,Pw

// Spec(k)
Pw

Uα × BunG(0,2)
act // BunG(0,2)
.
This implies that (ASφ |Uα)  K|Pw ∼= Q`|Uα  K|Pw . Since we assumed that ASφ |Uα is
defined by a nontrivial character of Uα it follows that the stalk of K at Pw vanishes. Dually
the same result holds for the costalk of K at Pw.
This proves our first claim. Also for our second claim, this implies that any (I(1),ASφ)-
equivariant perverse sheaf on BunγG(0,2) is its !-extension form the substack jγ(I(1)/I(2)).
On this substack tensoring with the local system ASφ gives an equivalence between (I(1)/I(2))-
equivariant sheaves and (I(1)/I(2),ASφ)-equivariant sheaves. This proves our claim. 
Using this lemma we can now define our automorphic sheaf:
Definition 2.4. We define Aφ ∈ Perv(BunG(0,2))
I(1),ASφ to be the perverse sheaf given on
the component BunγG(0,2) by jγ,!ASφ[dim(BunG(0,2))]. We will denote by A
γ
φ the restriction
of Aφ to the component Bun
γ
G(0,2).
Remark 2.5 (A variant with multiplicative characters). We can generalize the above
construction of Aφ slightly. Recall that the open cell in Bun
γ
G(1,2) is canonically isomorphic
to T red0 × I(1)/I(0). Any character χ : T
red
0 (k) → Q` defines a character sheaf Kumχ on
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T red0 . Then the above Lemma 2.3 also holds for (T
red
0 ×I(1)/I(0),KumχASφ)-equivariant
sheaves on BunG(1,2). We will denote the corresponding perverse sheaf on BunG(1,2) by Aφ,χ.
2.3. The geometric Hecke operators. In order to state our main result, we need to
recall the definition of the geometric Hecke operators.
The stack of Hecke modifications is the stack
HeckeA
1
G(m,n)(S) :=
〈
(E1, E2, x, ϕ)
∣∣ Ei ∈ BunG(m,n)(S), x : S → A1,
ϕ : E1|
P
1−x×S
∼=
−→ E2|
P
1−x
〉
.
This stack has natural forgetful maps:
(2.6) HeckeA
1
G(m,n)
pr1
xxqq
qq
qq
qq
qq
q pr2
((P
PP
PP
PP
PP
PP
P
pr
A
1
//
A
1
BunG(m,n) BunG(m,n) ×A
1.
We will denote by Hecke
P
1
\{0,∞}
G(m,n) := pr
−1
A
1(P
1
\{0,∞}).
Remark 2.7. (1) The fiber of pr1 over the trivial bundle G(m,n) ∈ BunG is called
the Beilinson-Drinfeld Graßmannian. It will be denoted by GRG(m,n). The fibers
of GRG → A1 over a point x ∈ P1\{0,∞} are isomorphic to the affine Graßmannian
GrG,x, the quotient G(Kx)/G(Ox).
(2) The geometric fibers of pr2 over BunG(m,n) × P
1
\{0,∞} are (non-canonically) iso-
morphic to the affine Graßmannian GrG. Locally in the smooth topology on
BunG ×P1\{0,∞} this fibration is trivial (e.g., Remark 4.1).
(3) There diagram (2.6) has a large group of symmetries. The group I(0)/I(2) =
(I(1)/I(2)) o T red∞ acts on BunG(m,2) by changing the I(2)-level structures at ∞,
and this action extends to the diagram (2.6) (i.e., it also acts on HeckeA
1
G(m,2), and
the maps pri are equivariant under these actions). The one dimensional torus G
rot
m
acts on the curve P1 fixing the points {0} and {∞}, hence it also acts on (2.6).
Finally, the pinned automorphisms Aut†(G) act on (2.6). So we see that the group
I(0)/I(2)o (Grotm ×Aut
†(G)) acts on the diagram (2.6).
Let us first recall the Hecke-operators for constant group schemes. For this, we collect
some facts about the geometric Satake equivalence (see [30], [18]).
Let GrG = G((τ))/G[[τ ]] be the abstract affine Graßmannian, without reference to any
point on P1\{0,∞}. Let O = k[[τ ]] and let AutO be the pro-algebraic k-group of continuous
(under the τ -adic topology) automorphisms of O. Then G[[τ ]] o AutO acts on GrG from
the left. The G[[τ ]] orbits on GrG are indexed by dominant cocharacter µ ∈ X∗(T )
+. The
orbits are denoted by GrG,µ and their closures (the Schubert varieties) are denoted GrG,≤µ.
We denote the intersection cohomology sheaf of on GrG,≤µ by ICµ. We will normalize ICµ
to be of weight 0 (see Remark 2.9 below).
The Satake category Sat = PervAutO(G[[τ ]]\G((τ))/G[[τ ]]), is the category of G[[τ ]] o
AutO-equivariant perverse sheaves (with finite-type support) on GrG. Similarly, we define
Satgeo by considering the base change of the situation to k. Finally we define the normalized
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semisimple Satake category S to be the full subcategory of Sat consisting of direct sums
of ICµ’s.
In [30] and [18], it was shown that
• Satgeo carries a natural tensor structure (which is also defined for Sat), such that
the global cohomology functor h = H∗(GrG,−) : Sat
geo → Vec is a fiber functor.
• Aut⊗(h) is a connected reductive group over Q` which is Langlands dual to G. Let
Gˇ := Aut⊗(h), then the Tannakian formalism gives the geometric Satake equiva-
lence of tensor categories
Satgeo ∼= Rep(Gˇ).
• By construction Gˇ is equipped with a maximal torus Tˇ , and a natural isomorphism
X
∗(Tˇ ) ∼= X∗(T ) (in fact, Gˇ is equipped with a canonical pinning; see Lemma 9.3).
The geometric Satake equivalence sends ICµ to the irreducible representation Vµ of
extremal weight µ. We denote the inverse of this equivalence by V 7→ ICV .
Remark 2.8. In [1, §3.5], it was argued that S is closed under the tensor structure on
Sat. Therefore S is naturally a tensor category.
The pull-back along GrG⊗kk → GrG gives a tensor functor S → Sat
geo, which is easily
seen to be an equivalence because both categories are semisimple with explicit simple
objects. Therefore, the above results in [30] and [18] all apply to S. In particular, we have
the (semisimplified k-version of) the geometric Satake equivalence
S ∼= Satgeo ∼= Rep(Gˇ).
Remark 2.9 (Normalization of weights). We use the normalization making this complex
pure of weight 0, i.e., we choose a square root of q in Q` and denote by ICµ the intersection
complex, tensored by Q`(
1
2
dim(Grµ)).
As was pointed out in [15] it is not necessary to make this rather unnatural choice,
which is made to obtain the group Gˇ from the category S. Alternatively, we can enlarge
the category S by including all Tate-twists of the intersection cohomology sheaves ICµ(n).
By the previous remark this is still a neutral tensor category, defining group Gˇ1, which is
an extension of Gˇ by a central, one dimensional torus.
The stack Hecke
P
1
\{0,∞}
G(m,n) is a locally trivial fibration over BunG(m,n) × P
1
\{0,∞} with fiber
GrG and the G[[τ ]]-orbits Grµ on GrG define substacks Hecke
P
1
\{0,∞}
µ ⊂ Hecke
P
1
\{0,∞}
G(m,n) . By
abuse of notation we will also denote bu ICµ the intersection cohomology complex of
Hecke
P
1
\{0,∞}
µ , shifted in degree such that ICµ restricts to the intersection complex on every
fiber.
One defines the geometric Hecke operators as a functor (see [17]):
Hk : Rep(Gˇ)×Db(BunG(m,n)) → D
b(BunG(m,n) ×P
1
\{0,∞})
(V,K) 7→ HkV (K) := pr2,!pr
∗
1(K ⊗ ICV ).
In order to compose these operators one extends HkV to an operator D
b(BunG(m,n) ×
P
1
\{0,∞})→ D
b(BunG(m,n) ×P1\{0,∞}) defined as K 7→ pr2!((pr1 × prP1\{0,∞})
∗K ⊗ ICV ).
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Let E be a Gˇ-local system on P1\{0,∞}, viewed a tensor functor
E : S ∼= Rep(Gˇ)→ Loc(P1\{0,∞}).
sending V ∈ Rep(Gˇ) to EV ∈ Loc(P1\{0,∞}).
A Hecke eigensheaf with eigenvalue E is a perverse sheaf K ∈ Perv(BunG(m,n)) together
with an isomorphisms HkV (K)
∼
−→KEV , that are compatible with the symmetric tensor
structure on Rep(Gˇ) and composition of Hecke correspondences (see [17] for a detailed
exposition of the compatibility axiom).
Remark 2.10. Since local systems are usually introduced differently, let us briefly recall
how, the tensor functor E allows to reconstruct the monodromy representation of the local
system. This will be useful to fix notations for the monodromy representation. Choose a
geometric point η over SpecK0 ∈ P1\{0,∞}. The restriction to η defines a tensor functor
(2.11) ωE : S
E
−→ Loc(P1\{0,∞})
j∗η
−→ Vec,
i.e. (see [12, Theorem 3.2]), a Gˇ torsor with an action of pi1(P
1
\{0,∞}, η). Choosing a point
of the torsor this defines the monodromy representation
(2.12) ϕ : pi1(P
1
\{0,∞}, η)→ Gˇ(Q`).
We denote by ϕgeo the restriction of ϕ to pigeo1 (P
1
\{0,∞}, η) = pi1(P
1
\{0,∞}⊗k k, η), and call it
the global geometric monodromy representation of E.
The analog of this construction for twisted groups G will produce LG-local systems. Here
we define the L-group of G to be LG = Gˇo 〈σ〉, where σ is the automorphism of order N
of G used in the definition of G. This automorphism induces an automorphism of Gˇ via
the geometric Satake isomorphism. In Lemma 9.3 we will check that this automorphism
indeed preserves the pinning of Gˇ.
Let us give a definition of LG-local systems, that is sufficient for our purposes. The reason
why we cannot immediately apply the geometric Satake isomorphism is that the fibers of
pr2 are not constant along P
1
\{0,∞}, so only some of the Hecke operators HkV will define
global Hecke operators over P1\{0,∞}. However, we can pull-back the convolution diagram
by the map [N ] : P1\{0,∞} → P
1
\{0,∞}. We will denote this covering by P˜
1
\{0,∞} → P
1
\{0,∞}.
After pull-back we can as before define Hecke operators on Hecke
P˜
1
\{0,∞}
G(m,n) .
Hk: Rep(Gˇ)×Db(BunG(m,n)) ∼= S ×D
b(BunG(m,n))→ D
b(BunG(m,n) × P˜
1
\{0,∞})
Moreover the covering group µN acts on the convolution diagram over P˜
1
\{0,∞}. This
defines a µN -equivariant structure on the functor Hk: on the source µN acts on S via
σ : µN → Aut
†(G), which can be identified with the action of Aut†(Gˇ) on Rep(Gˇ) (Lemma
9.3); on the target µN acts on P˜
1
\{0,∞}.
Let E be a Gˇ-local system on P˜1\{0,∞} together with compatible isomorphisms ζ
∗E ∼=
E ×Gˇ,σ(ζ) Gˇ for ζ ∈ µN . We view E as a tensor functor
E : Rep(Gˇ)→ Loc(P˜1\{0,∞})
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together with a µN -equivariant structure. We can define a Hecke eigensheafK ∈ Perv(BunG(m,n))
with eigenvalue E as before, but now we have to specify an isomorphism of functors
(V ) : HkV (K)
∼
−→K  EV compatible with the tensor structure on Rep(Gˇ) which com-
mutes with the µN -equivariant structures of the functor V 7→ HkV (K) and the functor
E.
Note that, if σ : µN → Aut(G) is trivial, the isomorphisms ζ∗E ∼= E ×Gˇ,σ(ζ) Gˇ define
a descent datum for E. So in this case the definition coincides with the definition for
constant groups.
With these definitions we can state our first main result:
Theorem 1. (1) The sheaves A = Aφ and Aφ,χ are Hecke eigensheaves. We will
denote the eigenvalue of Aφ (resp. Aφ,χ) by KlLG(φ) (resp. KlLG(φ, χ)).
(2) If G = P1 × G is a constant group scheme, the local system KlGˇ(φ) is tamely
ramified at 0. The monodromy action at 0 on KlGˇ(φ), is given by a principal
unipotent element in Gˇ.
(3) For any irreducible representation V ∈ Rep(Gˇ) the sheaf KlLG(φ, χ)
V is pure.
Since we defined KlGˇ(φ) using geometric Hecke operators, for any point x ∈ P
1
\{0,∞} the
Gˇ-conjugacy class of Frobx defined by the local system is given by the Satake parameter
of Gross’ automorphic form pi(φ) at x.
2.4. The monodromy representation. In this section, we assume G = G×P1 where G
is an almost simple split group over k. As in Remark 2.10, we will denote by ϕ the mon-
odromy representation for KlGˇ(φ) and by ϕ
geo its geometric monodromy representation.
Our next result is about the geometric monodromy of KlGˇ(φ, χ) at ∞. Let Kl
Ad
Gˇ (φ, χ)
be the local system on P1\{0,∞} induced from the adjoint representation V = gˇ. Fixing an
embedding of the local Galois group Gal(Ksep∞ /K∞) into pi1(P
1
\{0,∞}, η), we get an action of
Gal(Ksep∞ /K∞) on the geometric stalk of Kl
Ad
Gˇ (φ, χ) at the formal punctured discs SpecK
sep
∞ .
Choosing an identifications of this stalk with gˇ, we get an action of Gal(Ksep∞ /K∞) on gˇ
(well-defined up to Gˇ-conjugacy).
Let I∞ ⊂ Gal(Ksep∞ /K∞) be the inertia group. Let I
+
∞ ⊂ I∞ be the wild inertia group,
and It∞ = I∞/I
+
∞ be the tame inertia group.
Theorem 2. Suppose p = char(k) is good for G if G is not simply-laced (i.e., p > 2 when
G is of type Bn, Cn, and p > 3 when G is of type F4, G2). Then
• Swan∞(Kl
Ad
Gˇ (φ, χ)) = r(Gˇ), the rank of Gˇ;
• gˇI∞ = 0.
The Swan equality will be proved in Corollary 5.1; the vanishing of I∞-invariants will
be proved in Prop. 5.3(2).
Corollary 2.13. (Gross-Reeder [20, Proposition 5.6]) Suppose p = char(k) does not divide
#W , then the local geometric Galois representation ϕgeo∞ : I∞ → Gˇ is a simple wild
parameter defined in [20, §6]. More precisely, up to Gˇ-conjugation, we have a commutative
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diagram of exact sequences
I
+
∞
//
ϕgeo,+∞

I∞
//
ϕgeo∞

I
t
∞

Tˇ // N(Tˇ ) // W
where
• A topological generator of the tame inertia It∞ maps to a Coxeter element Cox ∈ W
(well-defined up to W -conjugacy, see [6, Ch.V,§6]);
• The wild inertia I+∞ maps onto a subgroup Tˇ (ζ) ⊂ Tˇ [p]. Here ζ ∈ F
×
p is a primitive
h-th root of unity (h is the Coxeter number), and Tˇ (ζ) ⊂ Tˇ [p] is the unique Fp[Cox]-
submodule of Tˇ [p] isomorphic to Fp[ζ ] (on which Cox acts by multiplication by ζ).
• The nonzero breaks of the I∞-representation Kl
Ad
Gˇ (φ, χ) are equal to 1/h.
Finally we can state our result on the global geometric monodromy of KlGˇ(φ). Let Gˇgeo ⊂
Gˇ be the Zariski closure of the image of the global geometric monodromy representation
ϕgeo.
Theorem 3. Suppose char(k) > 2, then the geometric monodromy group Gˇgeo for KlGˇ(φ)
is connected, and
• Gˇgeo = GˇAut
†(Gˇ),◦, if Gˇ is not of type A2n (n ≥ 2) or B3;
• Gˇgeo = Gˇ if Gˇ is of type A2n;
• Gˇgeo = G2 if Gˇ is of type B3 and char(k) > 3.
The proof will be given in §6.2.
2.5. Variant. There is a variant of our construction using D-modules instead of `-adic
sheaves. The base field is then taken to be k = C. The Artin-Schreier local system ASψ is
replaced by the exponential D-module C〈x, ∂x〉/(∂x − 1) on A1
C
= SpecC[x], and all the
rest of the construction carries through, and we get a tensor functor:
KlLG(φ)dR : Rep(
LG
C
)→ Conn(P1\{0,∞},C),
where Conn(P1\{0,∞},C) is the tensor category of vector bundles with connections onP
1
\{0,∞},C.
We conjecture that our construction should give the same connection as the Frenkel-
Gross construction. To state this precisely, let G be almost simple, and G be a quasi-split
form of G over P1\{0,∞} given by σ : µN → Aut
†(G). Recall from [15, §5] that the Frenkel-
Gross connection on the trivial LG-bundle on P1\{0,∞},C:
∇LG(Xˇ0, · · · , Xˇrσ) = d+
rσ∑
i=0
Xˇi
d
dz
where rσ is the rank of G
σ, and Xˇi is a basis of the (−αi)-root space of the (twisted) affine
Kac-Moody Lie algebra associate to gˇ and σ.
Conjecture 2.14. There is a bijection between the set of generic linear functions φ :
I(1)/I(2)→ Ga,C and the set of bases (Xˇ0, · · · , Xˇrσ), such that whenever φ corresponds to
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(Xˇ0, · · · , Xˇrσ) under this bijection, there is a natural isomorphism between
LG-connections
on P1\{0,∞},C:
KlLG(φ)dR ∼= (
LG,∇LG(Xˇ0, · · · , Xˇrσ)).
3. Example: Kloosterman sheaf for GLn
In this section, we calculate the Kloosterman sheaf KlGLn(φ, χ) for the constant group
G = GLn over P
1. Its Langlands dual is GLn,Q` and we will denote the standard rep-
resentation by Std. To describe this GLn-local system over P
1
\{0,∞} is then the same as
describing the rank n local system KlStdGLn(φ, χ). We will see that this rank n local system
coincides with the classical Kloosterman sheaf defined by Deligne in [10].
3.1. Another modular interpretation. We want to interpret GLn(1, 2)-bundles in terms
of vector bundles. We first define a variant of BunGLn(1,2). Let Bunn,1,2 be the stack clas-
sifying the data (E , F ∗E , {vi}, F∗E , {vi}) where
(1) E is a vector bundle of rank n on P1;
(2) a decreasing filtration F ∗E giving a complete flag of the fiber of E at 0:
E = F 0E ⊃ F 1E ⊃ · · · ⊃ F nE = E(−{0});
(3) a nonzero vector vi ∈ F i−1E/F iE for each i = 1, · · · , n;
(4) an increasing filtration F∗E giving a complete flag of the fiber of E at ∞:
E(−{∞}) = F0E ⊂ F1E ⊂ · · · ⊂ FnE = E ;
(5) a vector vi ∈ FiE/Fi−2E which does not lie in Fi−1E/Fi−2E , for i = 1, · · · , n (we
understand F−1E as (Fn−1E)(−{∞})).
Note that Bunn,1,2 is the moduli stack of G-torsors over P1, where G is the Bruhat-Tits
group scheme over P1 such that
• G|
P
1
\{0,∞}
= GLn × (P
1
\{0,∞});
• G(O0) = IGLn(1)
opp;
• G(O∞) = ZGLn(1)(k[[s]]) · ISLn(2) ⊃ IGLn(2).
The only difference between G and GLn(1, 2) is that they take different level structures
for the center Gm = ZGLn at ∞. Therefore we have a natural morphism GLn(1, 2) → G,
hence a natural morphism BunGLn(1,2) → Bunn,1,2, which is a Ga-torsor.
Choosing a trivialization of the bundle E over P1\{0,∞}, we can rewrite the moduli problem
for Bunn,1,2 in the following way. Let Λ be the free k[t, t
−1]-module with basis {e1, · · · , en}.
Let ei+jn = t
jei for 1 ≤ i ≤ n and j ∈ Z, then Λ is a k-vector space with basis {ei}i∈Z.
For any k-algebra R, an R[t]-lattice in R ⊗ Λ is an R[t]-submodule Λ′ ⊂ R ⊗ Λ such that
there exists M ∈ Z>0 such that:
SpanR{ei|i > M} ⊂ Λ
′ ⊂ SpanR{ei|i ≥ −M}
and that both Λ′/SpanR{ei|i > M} and SpanR{ei|i ≥ −M}/Λ
′ are projective R-modules.
Similarly we can define the notion of R[t−1]-lattices in R⊗ Λ.
Let B˜unn,1,2(R) classify the data (Λ
∗, {vi}0≤i≤n−1,Λ∗, {vi}1≤i≤n):
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(1) R⊗Λ ⊃ Λ0 ⊃ Λ1 ⊃ · · · ⊃ Λn = tΛ0 is a chain of R[t]-lattice such that Λi/Λi+1 is a
projective R-module of rank 1. We let Λi+jn = tjΛi for any 1 ≤ i ≤ n and j ∈ Z.
(2) vi ∈ Λi/Λi+1 is an R-basis for i = 0, · · · , n− 1;
(3) R ⊗ Λ ⊃ Λn ⊃ Λn−1 ⊃ · · · ⊃ Λ0 = t−1Λn is a chain of R[t−1]-lattices such that
Λi/Λi+1 is a projective R-module of rank 1. We let Λi+jn = t
jΛi for any 1 ≤ i ≤ n
and j ∈ Z.
(4) vi ∈ Λi/Λi−2 whose image in Λi/Λi−1 is an R-basis, for i = 1, · · · , n.
The group GLn(k[t, t
−1]) (viewed as an ind-group scheme over k) acts on Λ, and hence it
acts on the stack B˜unn,1,2. Moreover, Bunn,1,2 is naturally isomorphic to the quotient stack
B˜unn,1,2/GLn(k[t, t
−1]).
Associated with the chains of lattices (Λ∗,Λ∗) is the locally constant integer-valued
function on SpecR:
deg(Λ∗,Λ∗) := χR(Λ
0 ⊕ Λ0
(ι0,ι0)
−−−→ R⊗ Λ)
Here ι0, ι0 are inclusion maps and the Euler characteristic on the RHS is defined as
rkR ker(ι
0, ι0)− rkRcokerR(ι0, ι0).
For d ∈ Z, let Bundn,1,2 ⊂ Bunn,1,2 be the substack classifying {Λ
∗, vi,Λ∗, vi} with
deg(Λ∗,Λ∗) = d.
The embedding of the big cell jd : T ×Gna ↪→ Bun
d
n,1,2 can be fixed as follows. For a =
(a1, · · · , an) ∈ T (R) = (R×)n and b = (b1, · · · , bn) ∈ Rn, the point jd(a, b) ∈ Bun
0
n,1,2(R)
is given by the GLn(R[t, t
−1])-orbit of the following data:
(1) Λi = SpanR{ej|j > i} ⊂ R⊗ Λ;
(2) vi = ai+1ei+1 ∈ Λi/Λi+1;
(3) Λi = SpanR{ej|j ≤ i+ d} ⊂ R⊗ Λ;
(4) vi = ei+d + biei+d−1 ∈ Λi/Λi−2.
In particular, we have a base point ?d = j
d(1, 0) ∈ Bundn,1,2. We denote the k[t]-chain (resp.
k[t−1]-chain) of ?d by Λ
∗(?d) (resp. Λ∗(?d)). Notice that the underlying vector bundle for
any point jd(a, b) is the bundle
Ed = O(m+ 1)
⊕r ⊕O(m)⊕n−r
where m ∈ Z and 0 ≤ r ≤ n− 1 is uniquely determined by d = mn + r.
3.2. The Kloosterman sheaf associated with the standard representation of GLn.
Let χ : T (k) → Q
×
` be a character, which defines a Kummer local system Kumχ on T .
The perverse sheaves
Adφ,χ = j
d
! (Kumχ[n] φ
∗ASψ[n])
on Bundn,1,2 form a Hecke eigensheaf on Bunn,1,2 by Theorem 1.
Consider the Hecke correspondence Heckeω1 given by the coweight ω1 = (1, 0, · · · , 0) (ω1
defines the representation Std). We restrict it to the components of Bun0 and Bun1 and
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the curve P1\{0,∞}:
(3.1) Heckeω1
pr1
yyss
ss
ss
ss
ss pr2
((Q
QQ
QQ
QQ
QQ
QQ
Q
Bun0n,1,2 Bun
1
n,1,2 × (P
1
\{0,∞})
We would like to evaluate the eigenvalue local system KlStdGLn(φ, χ) on P
1
\{0,∞} characterized
by:
pr2,!pr
∗
1A
0
φ,χ[n− 1]
∼= A1φ,χ Kl
Std
GLn(φ, χ).
The intersection cohomology sheaf ICω1 on Hkω1 is simply Q`[n− 1] because pr1 : Hkω1 →
Bunn,1,2 is a P
n−1-bundle 1. We restrict the diagram (3.1) to the fiber of ?1 × (P1\{0,∞}) ⊂
Bun1n,1,2 × (P
1
\{0,∞}) under pr2, and the fiber GR
◦
ω1 over the big cell in Bun
0
n,1,2 under pr1,
we get
(3.2) GR◦ω1
//
pr1
yyss
ss
ss
ss
ss
GRω1
pr1
zzuu
uu
uu
uu
u
pi
$$H
HH
HH
HH
HH
T ×Gna
j0
// Bun0n,1,2 P
1
\{0,∞}
The R-points of the open subscheme GR◦ω1 ⊂ GRω1 classifies R[t, t
−1]-homomorphisms
M : R ⊗ Λ → R ⊗ Λ sending the chains (Λ∗(?0),Λ∗(?0)) to (Λ∗(?1),Λ∗(?1)) up to pre-
composing with automorphisms of (R ⊗ Λ,Λ∗(?0),Λ∗(?0)). With respect to the R[t, t−1]-
basis {e1, · · · , en} of R ⊗ Λ, any such M takes the form
a1 tbn
b1 a2
b2 a3
. . .
. . .
bn−1 an

up to right multiplication by diagonal matrices (here ai, bi ∈ R
×). Therefore, we can
normalize the matrix of M to be
(3.3) M =

a1 t
1 a2
. . .
. . .
1 an

In other words, we get an identification U ∼= Gnm by sending M to (−a1, · · · ,−an).
We now describe the projections pr1 and pi using this identification. Using the isomor-
phism M we can pull back the vectors {vi = ei+1}, {vi = ei+1} in the data of ?1 to get the
1In this calculation, we will not normalized ICω1 to be of weight 0, as we did in Remark 2.9. So strictly
speaking, the sheaf KlStdGLn(φ, χ) differs from the one defined in §2.3 by a Tate twist (
n−1
2
).
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corresponding vectors for the point pr1(M) = (Λ,Λ
∗(?0), {vi},Λ∗(?0), {vi}) ∈ Bun
0
n,1,2:
vi = a−1i+1ei+1 i = 0, · · · , n− 1;
vi = ei − aiei−1 i = 1, · · · , n.
This means that pr1(M) for M as in (3.3) has coordinates:
pr1(M) = j
0(a−11 , · · · , a
−1
n ,−a1, · · · ,−an).
On the other hand, the point pi(M) ∈ P1\{0,∞} is the value of t such that det(M) = 0, i.e.,
pi(M) = (−1)na1 · · · an.
In summary, the maps pr1 and pi from GR
◦
ω1 can be identified with the following maps
Gnm
(−inv,ι)
zzuu
uu
uu
uu
uu
mult
&&L
LL
LL
LL
LL
LL
Gnm ×G
n
a Gm = P
1
\{0,∞}
where inv : Gnm → G
n
m is the coordinate-wise inverse and ι : G
n
m ↪→ G
n
a is the natural
inclusion.
We thus get
Proposition 3.4. The Kloosterman sheaf KlStdGLn(φ, χ) associated with the Hecke eigensheaf
Aφ,χ and the standard representation of the dual group GLn,Q` = ĜLn takes the form
KlStdGLn(φ, χ)
∼= mult!((−inv)
∗Kumχ ⊗ φ
∗ASψ)[n− 1]
Here we denote the restriction of φ : Gna → Ga to G
n
m still by φ.
Remark 3.5. When φ = add : Gna → Ga is the addition of the coordinates, and χ is
written as n-multiplicative characters (χ1, · · · , χn), the Kloosterman sheaf Kl
Std
GLn(φ, χ) is
the same as the Kloosterman sheaf Kl(ψ;χ1, · · · , χn; 1, · · · , 1) defined by Katz in [25, §4.1],
which is a generalization of Deligne’s Kloosterman sheaves [10, §7].
4. Proof of Theorem 1
In this section we prove Theorem 1.
4.1. First Step: HkV (A) is perverse. We want to show that for every V ∈ Rep(Gˇ) the
complex HkV (Aφ,χ)[−1] is a perverse sheaf. In order to simplify notations, we will only
consider the sheaf A = Aφ. The proof for Aφ,χ is identical, one only needs to replace G(0, 2)
by G(1, 2) everywhere in the argument.
Let us recall the convolution diagram from section 2.2:
HeckeA
1
G(0,2)
pr1
xxqq
qq
qq
qq
qq pr2
''O
OO
OO
OO
OO
OO
O
pr
A
1
//
A
1
BunG(0,2) BunG(0,2) ×A
1
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Our proof is based on a few simple geometric observations. First we need to recall that
the maps pri in the above diagram are locally trivial fibrations:
Remark 4.1. The map pr1 is a locally trivial fibration, i.e., there exists a smooth atlas
U → BunG(0,2), such that
U ×BunG(0,2) Hecke
A
1
G(0,2)
∼= U ×GRG(0,2) .
Furthermore, the map pr2 is also locally trivial on this atlas, i.e.,
(U ×A1)×BunG(0,2)×A1 Hecke
A
1
G(0,2)
∼= U ×GRG(0,2) .
Proof. In order to find an atlas p : U → BunG(0,2) satisfying these conditions, we only need
that the family of G(0, 2)-bundles corresponding to p on U ×P1 is trivial over U ×A1. By
Proposition 1.1 for any U this condition is satisfied locally in the e´tale topology on U . 
For γ ∈ Ω we denoted by jγ : I(1)/I(2) ↪→ BunG(0,2) the canonical embedding. Re-
call that Aγ = jγ,!ASφ[dim(BunG(0,2))]. Denote by j
′
γ : pr
−1
1 (I(1)/I(2)) ↪→ Hecke
G(0,2)
A
1 the
inverse image of this embedding into the Hecke stack.
Remark 4.2. The restriction of pr2 to pr
−1
1 (I(1)/I(2)):
pr2 : pr
−1
1 (I(1)/I(2))→ BunG(0,2) ×A
1
is affine.
Proof. By Corollary 1.3 the open subset I(1)/I(2) ↪→ BunG(0,2) is defined by the non-
vanishing of sections of line bundles Li, which can be defined as the pull-back of the
corresponding sections for GLn under a faithful representation G → GLn. If G = GLn then
for any x ∈ A1 the pull-backs of these bundles generate of the Picard-group GrGLn(0,2),x,
which is an ind-projective scheme (e.g., [14, Theorem 7 and 8]). Thus the preimage of
I(1)/I(2) in GRGLn(0,2) is affine over A
1.
For general G the ind-scheme GrG(0,2),x is usually constructed as a closed sub-scheme of
GrGLn for a suitable faithful representation ([32]). So again, the claim follows from the
case G = GLn. 
Now we can prove the first step. Fix any V ∈ Rep(Gˇ) and the corresponding perverse
sheaf ICV on Hecke
A
1
G(0,2). We claim that Remark 4.1 implies:
j′!(pr
∗
1ASφ⊗ ICV )
∼= j′∗(pr
∗
1ASφ⊗ ICV ).
To see this, recall that the formation of j! and j∗ commutes with smooth base-change.
Thus, to prove the claimed isomorphism, we may choose a smooth atlas p : U → BunG(0,2)
such that the pull-back of pr1 is isomorphic to the projection U ×GRG → U . But in this
case the claim follows from the isomorphism j!ASφ = j∗ASφ (Lemma 2.3).
In particular, we find that j′!(pr
∗
1A⊗ ICV )[1] is a perverse sheaf and
HkV (A) = (pr2 ◦ j
′)!(pr
∗
1(A)⊗ ICV )
= (pr2 ◦ j
′)∗(pr
∗
1(A)⊗ ICV ).
By Remark 4.2, the map (pr2 ◦ j
′) is affine. Therefore (pr2 ◦ j
′)∗ is right-exact for the
perverse t-structure ([3, §4.1.1]). Thus HkV (A)[1] must be perverse.
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4.2. Second step: A is an eigensheaf. We already noted (Remark 2.7) that the action
of I(1)/I(2) on BunG(0,2) extends to an action on the convolution diagram. Thus HkV (A)
is (I(1)/I(2), φ)-equivariant. By Lemma 2.3 this implies that for any γ ∈ pi0(BunG(0,2)) we
have
HkV (A)|Bunγ
G(0,2)
×X = A
γ
 EγV ,
where EγV [1] is a perverse sheaf on X .
We claim that the sheaf EγV does not depend on γ. To show this, we may assume that
ICV is supported only on one connected component GR
γ
G ⊂ GRG , because the functor HkV
is isomorphic to the direct sum of the functors defined by the restriction of ICV to the
connected components.
Note that for any γ′ ∈ Ω the Hecke operator Hkγ′ commutes with HkV , because Hecke
operators supported at different points of P1 commute. By definition A is an eigensheaf
for the operators Hkγ′ . Thus
A0  E0V = HkV (A
−γ) = HkV (Hk−γ(A
0))
= Hk−γ(HkV (A
0)) = Hk−γ(A
γ
EγV )
= A0  EγV .
This implies that the sheaves EγV are canonically isomorphic to E
0
V , so that we may drop
the index γ.
The HkV are compatible with the tensor product of representations, so in particular we
have
HkV⊗V (A) = HkV ◦HkV (A) = A (EV ⊗EV ).
This implies that EV ⊗ EV [−1] is again a perverse sheaf. Therefore, EV must be a
perverse sheaf concentrated in cohomological degree 0. So for any V the complex EV is
a sheaf, such that EV = jη,∗EV,η, where we denoted by jη : η ↪→ P1 the inclusion of the
generic point.
Also, we obtain a tensor functor V 7→ (EV )η with values in the category of local systems
on η. This is a rigid tensor category, so by [12, Theorem 3.2] this defines a Gˇ-local system
over η. We need to show that EV,η extends to a local system on P
1
\{0,∞}.
For the trivial Hecke operator Hk1 we have canonical isomorphisms E1 = Q` together
with maps E1 → EV ⊗ EV ∗ → E1 such that the composition is equal to multiplication
by dim(V ). We already know that EV = jη,∗EV,η. Thus for any geometric point x of
Gm the fiber EV,x is a subspace of the geometric generic fiber EV,η and the canonical map
idη : Q`,η → (EV ⊗ EV ∗)η factors through EV,x ⊗ EV ∗,x. This implies that the sheaves EV
are locally constant, because idη corresponds to the identity of EV,η.
Thus the EV define a tensor functor from Rep(Gˇ) to the category Loc(P
1
\{0,∞}) of local
systems on P1\{0,∞}. Since again this is a rigid tensor category this defines a Gˇ-local system
on P1\{0,∞}.
4.3. Third step: The monodromy at the tame point. As in the statement of Theo-
rem 1 (2) we now assume G = G×P1 is a constant split group. To compute the monodromy
of KlGˇ(φ) at {0} we rephrase an argument of Bezrukavnikov [5]. His argument relies on
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results on central sheaves of Gaitsgory [16] and on Gabber’s result that the monodromy
filtration on nearby cycles coincides with the weight filtration [2].
In order to explain the argument we need to recall Gaitsgory’s construction ([16]). He
considered the diagram
GR
P
1
\{0,∞}
G
  jGR //

GRG

GRG,0 = FlG?
_oo

P
1
\{0,∞}
  j //
A
1 {0}? _oo
and the induced nearby cycles functor Ψ : Perv(GR
P
1
\{0,∞}
G ) → PervI0(FlG). He showed
that the monodromy action on the sheaves Ψ(ICV ) is unipotent.
Since the map pr1 : Hecke
A
1
G(0,2) → BunG(0,2) is locally isomorphic to the product with
fibers isomorphic to GRG(0,2), we know that Ψ(pr
∗
1(A) ⊗ ICV ) = pr
∗
1(A) ⊗ Ψ(ICV ). In
particular, by Gaitsgory’s result [16, Theorem 2] we find that the monodromy action on this
sheaf is unipotent. Therefore ([19, Lemma 5.6]) the monodromy action on pr2,!(Ψ(pr
∗
1(A)⊗
ICV )) is again unipotent. Since taking nearby-cycles commutes with proper push-forward,
the monodromy action on
(4.3) pr2,!(pr
∗
1(A)⊗Ψ(ICV )) = pr2,!(Ψ(pr
∗
1(A)⊗ ICV )) = Ψ(A EV ) = AΨ(EV )
is also unipotent. By definition, Ψ(EV ) is the stalk of EV at the geometric point SpecK
sep
0
over the punctured formal neighborhood of 0, carrying the Gal(Ksep0 /K0)-action as mon-
odromy. Restricting (4.3) to the trivial G(0, 2)-bundle, we therefore get
(4.4) KlVGˇ|SpecKsep0 = RΓc(pr
∗
1A⊗Ψ(ICV ))
with the inertia group I0 ⊂ Gal(K
sep
0 /K0) acting tamely and unipotently.
We have to show that the monodromy action is given by a principal unipotent element.
Recall that the G(0, 2)(k[[t]]) = I(0)opp-orbits on the affine flag manifold FlG = GRG,0 are
parametrized by the Iwahori-Weyl group W˜ ([32, Prop.8.1]). The intersection cohomology
sheaves of the closures of these orbits will be denoted by ICw˜. The convolution with these
sheaves defines Hecke operators Hkw˜(A) := pr2,!(pr
∗
1(A)⊗ ICw˜).
By a result of Go¨rtz and Haines [19, Corollary 1.2], the sheaf Ψ(ICV ) has a filtration
such that the associated graded sheaves are isomorphic to ICw(i) for some w ∈ W˜ , i ∈ Z
and the multiplicity of the IC1(i) is equal to dimH
2i(GrG, ICV ).
Now, for any w˜ ∈ W˜ of length l(w˜) > 0 there exists a simple reflection s such that
w˜ = w˜′s and l(w˜′) < l(w˜). Write Ps := I(0)
opp∪I(0)oppsI(0)opp for the parahoric subgroup
generated by I(0)opp and s, so that the projection prs : Fl → G((t))/Ps is a P
1-bundle.
From this we see that the sheaf ICw˜ is of the form pr
∗
s(ICw˜′). Therefore the complex
Hkw˜(A) is invariant under the larger parahoric subgroup Ps ⊃ I(0)opp. Since Hkw˜(A) is
also (I(1)/I(2),ASφ)-equivariant, this implies that Hkw˜(A) = 0.
Thus only the Hecke operators of length 0 act non-trivially on A. Therefore, by the
result of Go¨rtz and Haines the dimensions of the weight filtration of Ψ(KlVGˇ) = Kl
V
Gˇ,η are
given by the dimensions of H2i(GrG, ICV ). Since the monodromy filtration agrees with the
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weight filtration [2] the monodromy must act as a principal nilpotent element. This proves
our claim.
Remark 4.5. A key ingredient needed in the article of Go¨rtz and Haines is the formula
for the trace function of the sheaves Ψ(ICµ). This trace is given by Bernstein’s formula
for the central elements of the Iwahori-Hecke algebra (see [19, §2.7]). One can also deduce
our proposition directly from this formula.
5. Cohomological properties of Kloosterman sheaves
In this section, let G be a split almost simple group over k, viewed as a constant group
scheme over P1. Recall that for each root α ∈ Φ, Uα is the root group in G. We fix an
isomorphism uα : Ga
∼
−→Uα for each root α.
Notation. For a scheme X defined over k and a Q`-complex F of sheaves on X , χc(X,F )
and H∗(X,F ) mean the Euler characteristic and the cohomology of the pull back of F to
X ⊗k k.
5.1. The Euler characteristics, Swan conductors and cohomological rigidity.
There are two uniform choices of V ∈ Rep(Gˇ) which have small dimensions. One is
V = Ad = gˇ, the adjoint representation; the other is V = Vθ∨ , the representation whose
nonzero weights consist of short roots of gˇ. We call Vθ∨ the quasi-minuscule representation
of Gˇ (which coincides with the adjoint representation when Gˇ is simply-laced). Basic facts
about Vθ∨ are summarized in Appendix §10. We will denote the number of long (resp.
short) simple roots of G by r`(G) (resp. rs(G)) and call it the long rank (resp. the short
rank of G). See Lemma 10.1) for equivalent descriptions of these numbers.
Let Klθ
∨
Gˇ (φ, χ) (resp. Kl
Ad
Gˇ (φ, χ)) be the local system associated to KlGˇ(φ, χ) and the
quasi-minuscule representation (resp. the adjoint representation) of Gˇ.
Theorem 4.
(1) −χc(P1\{0,∞},Kl
θ∨
Gˇ (φ, χ)) equals the number of long simple roots of G.
(2) Suppose char(k) is good for G when G is not simply-laced, then −χc(P1\{0,∞},Kl
Ad
Gˇ (φ, χ))
equals the rank of G.
By the Grothendieck-Ogg-Shafarevich formula, we get
Corollary 5.1.
(1) Swan∞(Kl
θ∨
Gˇ (φ, χ)) = rs(Gˇ).
(2) Swan∞(Kl
Ad
Gˇ (φ, χ)) = r(Gˇ), under the same assumption on char(k) as in Theorem
4(2).
The following subsections will be devoted to the proof of Theorem 4. We first draw some
consequences.
Lemma 5.2. Suppose the principal nilpotent element acts on V without trivial Jordan
block, then H0(P1\{0,∞},Kl
V
Gˇ(φ)) = 0.
Proof. Suppose the contrary, then KlVGˇ(φ) contains the constant sheaf as a sub-local-system.
By construction, KlVGˇ(φ) is pure. By [3, Th.5.3.8], over P
1
\{0,∞} ⊗k k, Kl
V
Gˇ(φ) is a direct
sum of simple perverse sheaves. Hence the constant sub-sheaf must be a direct summand.
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On the other hand, by assumption, V does not contain any direct summand under which
the tame monodromy at {0} ∈ P1 (i.e., a principal unipotent element, by Theorem 1) acts
trivially. This yields a contradiction. 
Let i0 : {0} ↪→ P1; i∞ : {∞} ↪→ P1 and j : P1\{0,∞} ↪→ P
1 be the inclusions. For any
local system L on P1\{0,∞}, we abuse the notation j!∗L to mean j!∗(L[1])[−1].
As in the discussion before Theorem 2, the local Galois groups Gal(Ksep∞ /K∞) and
Gal(Ksep0 /K0), hence the inertia groups I0 and I∞, act on the corresponding geometric
stalks of KlVGˇ(φ), defining representations on V up to conjugacy.
Proposition 5.3. Under the same assumption on char(k) as in Theorem 4(2), we have
(1) (Cohomological rigidity) H∗(P1
k
, j!∗Kl
Ad
Gˇ (φ)) = 0.
(2) gˇI∞ = 0 (Note that gˇ is the space of V = Ad).
The same statements hold for Klθ
∨
Gˇ (φ) in place of Kl
Ad
Gˇ (φ), with no restriction on char(k).
Proof. The statements being geometric, we will ignore Tate twists in this proof. Since
the adjoint representation gˇ is self-dual, the local system KlAdGˇ (φ) is also self-dual. Fixing
such an isomorphism KlAdGˇ (φ)
∼
−→ (KlAdGˇ (φ))
∨, we get isomorphisms H0(P1, j!∗Kl
Ad
Gˇ (φ))
∼=
H2(P1, j!∗Kl
Ad
Gˇ (φ))
∨ and H0(P1\{0,∞},Kl
Ad
Gˇ (φ))
∼= H2c (P
1
\{0,∞},Kl
Ad
Gˇ (φ))
∨.
We have a distinguished triangle in Dbc(P
1,Q`)
j!Kl
Ad
Gˇ (φ)→ j!∗Kl
Ad
Gˇ (φ)→ H
0i∗0j∗Kl
Ad
Gˇ (φ)⊕H
0i∗∞j∗Kl
Ad
Gˇ (φ)→
which induces a long exact sequence
0 = H0c (P
1
\{0,∞},Kl
Ad
Gˇ (φ))→ H
0(P1, j!∗Kl
Ad
Gˇ (φ)) → gˇ
I0 ⊕ gˇI∞
d
−→(5.4)
d
−→ H1c (P
1
\{0,∞},Kl
Ad
Gˇ (φ))→ H
1
c (P
1, j!∗Kl
Ad
Gˇ (φ)) → 0→(5.5)
→ H2c (P
1
\{0,∞},Kl
Ad
Gˇ (φ))→ H
2
c (P
1, j!∗Kl
Ad
Gˇ (φ)) → 0(5.6)
By (5.6) we first conclude
H2(P1, j!∗Kl
Ad
Gˇ (φ))
∼= H2c (P
1
\{0,∞},Kl
Ad
Gˇ (φ))
∼= H0(P1\{0,∞},Kl
Ad
Gˇ (φ))
∨ = 0
where the vanishing of the last term follows by applying Lemma 5.2 to V = gˇ. By duality,
H0(P1, j!∗Kl
Ad
Gˇ (φ)) = 0. By (5.4) and the vanishing ofH
0’s, the connecting homomorphism
d is injective.
On the one hand, by Theorem 1(2), dim gˇI0 = r(Gˇ) because I0 acts on gˇ through a prin-
cipal unipotent element. On the other hand, by Theorem 4, dimH1c (P
1
\{0,∞},Kl
Ad
Gˇ (φ)) =
−χc(P1\{0,∞},Kl
Ad
Gˇ (φ)) = r(Gˇ) (here we again used the vanishing of H
i
c(P
1
\{0,∞},Kl
Ad
Gˇ (φ))
for i = 0, 2). Therefore d must be an isomorphism. This implies gˇI∞ = 0. By (5.5), we
conclude that H1(P1, j!∗Kl
Ad
Gˇ (φ)) = 0.
The statement for Klθ
∨
Gˇ (φ) is proved in the same way. We may apply Lemma 5.2 to Vθ∨ ,
because of equation (10.2) from the proof of Lemma 10.1. 
Remark 5.7. Following Katz [27, §5.0], we call a Gˇ-local system L on P1\{0,∞} ⊗k k
cohomologically rigid if H1(P1, j!∗L
Ad) = 0. We think of H1(P1, j!∗L
Ad) as the space of
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infinitesimal deformations of the Gˇ-local system L with fixed isomorphism type on the
formal punctured discs around 0 and∞, although the notion of such deformations has not
been defined. Proposition 5.3 implies that KlGˇ(φ) is cohomologically rigid, which provides
evidence for its physical rigidity. For more precise conjectures, see §7.
5.2. General method of calculation. In the following calculation, we will only consider
the neutral component of BunG(1,2). Hence we may assume G is simply-connected.
We denote by ? ∈ BunG(1,2) the point corresponding to the trivial bundle. In order to
compute the sheaf KlVGˇ(φ, χ) we restrict the convolution diagram (2.6) to ? × P
1
\{0,∞} ⊂
BunG(1,2) ×P
1
\{0,∞}:
GR
pr1
zzuu
uu
uu
uu
uu pr2
%%L
LL
LL
LL
LL
L
BunG(1,2) ?×P
1
\{0,∞}.
By proper base change we have KlVGˇ(φ, χ) = pr2,!(pr
∗
1A⊗ICV ). Furthermore, A is supported
only on the big cell j : T × I(1)/I(2) ⊂ Bun(G(1,2)). Let us denote by Gr
◦ ⊂ Gr the inverse
image of the big cell and write I(1)/I(2) ∼= U/[U, U ]×U−θ. We write φ = (φ+, φ0) according
to this decomposition.
We obtain a diagram
GR◦
  //
pr◦2

(fT ,f0,f+)
vvll
ll
ll
ll
ll
ll
ll
l
GR
pr1
zzuu
uu
uu
uu
uu pr2
##H
HH
HH
HH
HH
T × U−θ × U/[U, U ]
  // BunG(1,2) P
1
\{0,∞}
By proper base change,
(5.8) KlVGˇ(φ, χ) = pr
◦
2,!(f
∗
TKumχf
∗
0 ASφ0 ⊗f
∗
+ASφ+ ⊗ ICV ).
So we need to describe the subspace GR◦ and compute the maps fT , f0, f+.
First, let us denote by GRtriv ⊂ GR the preimage of the trivial G-bundle under the
forgetful map GR→ BunG. Let us fix a point x ∈ P1\{0,∞} and chose tx := 1−
t
x
as a local
parameter at x. So tx = 1 corresponds to t = 0 and tx =∞ corresponds to t =∞.
The ind-scheme Grtrivx classifies isomorphism classes of pairs (E , ϕ) such that E is a trivial
G-bundle on P1 and ϕ : E|
P
1\{x}
∼
−→G× (P1\{x}) is an isomorphism. We can rigidify this
moduli problem so that Grtrivx classifies an automorphism of the trivial G-bundle on P
1\{x}
which is identity at ∞. Hence we can identify
(5.9) Grtrivx
∼
−→G[t−1x ]1 := ker(G[t
−1
x ]
ev(tx=∞)
−−−−−→ G)
where G[t−1x ] is the ind-scheme whose R-points are G(R[t
−1
x ]).
Remark 5.10. There is a dilation action ofGrotm onP
1
\{0,∞}, which extends to GR: λ ∈ G
rot
m
sends (x, E , ϕ) 7→ (λx, λ−1,∗E , λ−1,∗ϕ), and stabilizes GRtriv. Note that the local coordinate
tx is invariant under the simultaneous dilation on t and x.
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Let Grtriv ⊂ Gr = G((τ))/G[[τ ]] be an abstract copy of the affine Grassmannian, not
referring to any point on P1\{0,∞}. The dilation action together with (5.9) gives a trivial-
ization of the family GRtriv over P1\{0,∞}:
GRtriv ∼= (P1\{0,∞})×G[τ
−1]1 ∼= (P
1
\{0,∞})×Gr
triv(5.11)
(x, g(t−1x )) 7→ (x, g(τ
−1))
By definition the big cell in BunG(1,2) is obtained from the action of T ×I(1)/I(0) on the
trivial bundle. Let êv0 : G[t
−1
x ]→ G[[t]] and êv∞ : G[t
−1
x ]→ G[[t
−1]] denote the expansions
around 0 and ∞ and ev0, ev∞ : G[t−1x ]→ G the evaluation at t = 0 and t =∞.
The G(1, 2)-level structure on the G-bundle (E , ϕ) ∈ Grx is obtained from the trivializa-
tion ϕ. For g ∈ G[t−1x ], the composition E|P1\{x}
ϕ
−→ G×P1\{x}
g
−→ G×P1\{x} extends
to an isomorphism E → G × P1. Thus g defines the level structure on the trivial bundle
defined by ev0(g), ev∞(g). We have a commutative diagram:
G[t−1x ]
êv0,êv∞
//
%%K
KK
KK
KK
KK
K
G\(G[[t]]×G[[t−1]])
vvll
ll
ll
ll
ll
ll
l
BunG(1,2) .
Here G = Aut(G×P1) acts diagonally on G[[t]]×G[[t−1]].
Thus we find that g ∈ G[t−1x ] lies in Gr
◦
x if and only if (ev0(g), ev∞(g)) ∈ G\G(B
opp×U).
Using the identifications (5.9) and (5.11), we get
Gr◦x
∼
−→ {g(t−1x ) ∈ G[t
−1
x ]1|ev0(g) ∈ UB
opp};
GR◦
∼
−→ (P1\{0,∞})× {g(τ
−1) ∈ G[τ−1]1|g(1) ∈ UB
opp}(5.12)
⊂ GRtriv = (P1\{0,∞})×G[τ
−1]1.
Lemma 5.13. For (x, g(τ−1)) ∈ GR◦ under the parametrization in (5.12), write g(1) =
ubopp for u ∈ U and bopp ∈ Bopp, then we have
fT (x, g) = b
opp mod Uopp ∈ T ;
f+(x, g) = u
−1 mod [U, U ] ∈ U/[U, U ];
f0(x, g) = xa−θ(g) ∈ U−θ ∼= g−θ,
where a−θ : G[τ
−1]→ g−θ sends g to the g−θ-part of the tangent vector
dg(τ−1)
d(τ−1)
∣∣∣∣
τ−1=0
∈ g.
Proof. The formulas for fT , f+ follow from our description in (5.12). By definition f0(x, g)
is obtained by expanding g(t−1x ) at t = ∞ using the local parameter t
−1 and taking the
g−θ-part of the coefficient of t
−1. Note that
dg(t−1x )
d(t−1)
∣∣∣∣
t−1=0
= x
dg(t−1x )
d(t−1x )
∣∣∣∣
t−1x =0
∈ g.
Moreover, under the identification (5.11), the parameter tx corresponds to τ , therefore
f0(x, g) = xa−θ(g). This proves the lemma. 
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Let ASU,−φ+ be the pull-back of ASψ via U → U/[U, U ]
−φ+
−−→ Ga. Let KumBopp,χ be the
pull-back of the Kummer local system Kumχ via B
opp → T . Let jUBopp : UBopp ↪→ G be
the inclusion, and denote
J = J−φ+,χ := jUBopp,!(ASU,−φ+ KumBopp,χ) ∈ D
b
c(G,Q`).
Remark 5.14. According to [4], or the argument of Lemma 2.3 (in this paper), we have
the cleanness property of J :
jUBopp,!(ASU,−φ+ KumBopp,χ)
∼
−→ jUBopp,∗(ASU,−φ+ KumBopp,χ)
We can view J = J−φ+,χ ∈ D
b
c(G,Q`) as a finite-field analog of the automorphic sheaf Aφ,χ
in Definition 2.2 and Remark 2.5.
With this notation, and using the identification (5.11), the formula (5.8) becomes
(5.15) KlVGˇ(φ, χ)
∼
−→pitriv! (IC
triv
V ⊗f
∗
0 ASφ0 ⊗ev
∗
τ=1J).
where pitriv : GRtriv = P1\{0,∞} × G[τ
−1]1 → P1\{0,∞} is the projection. In the sequel, we
often write evτ=1 simply as ev.
The ultimate goal of this section is to calculate the Euler characteristics of KlVGˇ(φ, χ) for
V = Vθ∨ and gˇ. Here we make a few reduction steps for general V . By (5.15), we need to
calculate
(5.16) χc(P
1
\{0,∞},Kl
V
Gˇ(φ, χ)) = χc(P
1
\{0,∞} ×Gr
triv, ICtrivV ⊗f
∗
0 ASφ0 ⊗ev
∗J).
According to whether a−θ vanishes or not, we decompose Gr
triv ∼= G[τ−1]1 into Gr
triv,a6=0
and Grtriv,a=0. Over P1\{0,∞} × Gr
triv,a=0, the complex in (5.16) is constant along P1\{0,∞},
hence the Euler characteristic is 0. On the other hand, we have a change of variable
isomorphism
P
1
\{0,∞} ×Gr
triv,a6=0 3 (x, g) 7→ (xa−θ(g), g) ∈ Gm ×Gr
triv,a6=0 .
Under this isomorphism, f0 = xa−θ becomes the projection to the Gm-factor, and we can
apply the Ku¨nneth formula. Summarizing these steps, we get
χc(P
1
\{0,∞},Kl
V
Gˇ(φ, χ))(5.17)
= χc(P
1
\{0,∞} ×Gr
triv,a6=0, ICtrivV ⊗f
∗
0 ASφ0 ⊗ev
∗J)
= χc(Gm,ASφ0)χc(Gr
triv,a6=0, ICtrivV ⊗ev
∗J)
= −χc(Gr
triv,a6=0, ICtrivV ⊗ev
∗J)
= −χc(Gr
triv \?, ICtrivV ⊗ev
∗J) + χc(Gr
triv,a=0 \?, ICtrivV ⊗ev
∗J).
The last equality is because the base point ? ∈ Gr belongs to Grtriv,a=0.
Lemma 5.18. χc(Gr
triv \?, ICtrivV ⊗ev
∗J) = 0.
Proof. Since ICV is constant along the strata Grλ, it suffices to show that χc(Gr
triv
λ , ev
∗J) =
0 for dominant coweights λ 6= 0.
Denote by
G
∗ the convolution product on Dbc(G,Q`): for K1, K2 ∈ D
b
c(G,Q`),
K1
G
∗ K2 := m!(K1 K2)
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where m : G × G → G is the multiplication map. Let Kλ := ev!Q`,Grtrivλ ∈ D
b
c(G). Then
RΓc(Gr
triv
λ , ev
∗J) is the stalk at e ∈ G of the convolution ASU,φ+
G
∗ Kλ
G
∗ KumBopp,χ−1.
Since ev = evτ=1 is G-equivariant (under conjugation), Kλ carries a natural G-equivariant
structure. Hence
Kλ
G
∗ KumBopp,χ−1 ∼= KumBopp,χ−1
G
∗ Kλ.
In particular, over each Bruhat stratum BoppwBopp, Kλ
G
∗ KumBopp,χ−1 has the form Sw ⊗
Lw, where Lw is a local system on U
oppwBopp, and Sw (a complex of Q`-vector spaces) is
the stalk of Kλ
G
∗ KumBopp,χ−1 at w˙ ∈ NG(T ) (a representative of w ∈ W ).
Therefore ASU,φ+
G
∗ Kλ
G
∗ KumBopp,χ−1 is a successive extension of Sw ⊗ (ASU,φ+
G
∗ Lw)
for various w ∈ W . To prove the vanishing of the Euler characteristic of the stalks of
ASU,φ+
G
∗ Kλ
G
∗ KumBopp,χ−1 , it suffices to show that χ(Sw) = 0 for all w.
By definition,
Sw = (Kλ
G
∗ KumBopp,χ−1)w˙
= RΓc(wB
opp, Kλ ⊗KumBopp,χ)
= RΓc(Gr
triv
λ ∩ev
−1(wBopp), ev∗KumBopp,χ).(5.19)
The T -action on Grtriv = G[τ−1]1 by conjugation preserves Gr
triv
λ ∩ev
−1(wBopp). The
only T -fixed points on Gr are τµ for µ ∈ X∗(T ), which do not belong to any Gr
triv
λ
(λ 6= 0). Moreover, the local system ev∗KumBopp,χ is monodromic under T -conjugation:
there exists m ≥ 1 (prime to p) such that ev∗KumBopp,χ is equivariant under the m-th
power of the T -conjugation. Since the m-th power of T -conjugation still has no fixed
point on Grtrivλ ∩ev
−1(wBopp), the Euler characteristic in (5.19) is zero. This proves the
lemma. 
Corollary 5.20. Let X∗(T )
+ ⊂ X∗(T ) be the dominant coweights, and V (λ) ⊂ V be the
weight space for λ ∈ X∗(T ). Then
χc(P
1
\{0,∞},Kl
V
Gˇ(φ, χ)) =
∑
λ∈X∗(T )+,λ6=0
dimV (λ)χc(Gr
triv,a=0
λ , ev
∗J).
Proof. By [29, Theorem 6.1], the Euler characteristic of the stalks of ICV along Grλ is
dimV (λ). Therefore
χc(Gr
triv,a=0 \?, ICtrivV ⊗ev
∗J) =
∑
λ∈X∗(T )+,λ6=0
dimV (λ)χc(Gr
triv,a=0
λ , ev
∗J).
Combining this with (5.17) and Lemma 5.18 yields the desired identity. 
5.3. Quasi-minuscule Schubert variety. For a coweight λ ∈ X∗(T ), let Pλ ⊂ G be the
parabolic generated by T and the root spaces Uα for 〈α, λ〉 ≥ 0.
For each root α and i ∈ Z, let Uα,≥i ⊂ Uα((τ)) be the subgroup whose R-points are
Uα(τ
iR[[τ ]]). Let Uα,i = Uα,≥i/Uα,≥i+1.
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Now let λ ∈ X∗(T )+ and consider the (open) Schubert variety Grλ ⊂ Gr. By [31, Lemme
2.3 and discussions preceding it], we have (fixing a total ordering of Φ+)
G
P−λ
×
 ∏
〈α,λ〉≥2
Uα,≥1/Uα,≥〈α,λ〉
 ∼−→ Grλ(5.21)
(g, u) 7→ guτλ.
The action of P−λ on the product in (5.21) is given by the adjoint action of P−λ on
∏
α Uα,≥1
followed by the projection onto factors Uα,≥1 for 〈α, λ〉 ≥ 2.
Now consider the special case λ = θ∨, the dominant short coroot. We need to recall
the description of the quasi-minuscule Schubert variety Grθ∨ from [31]. We write P−θ for
P−θ∨.
Lemma 5.22. The open locus Grtrivθ∨ ⊂ Grθ∨ consists of a single G-orbit. More precisely,
the morphism
G
P−θ
× U×−θ,−1 → G[τ
−1]1 = Gr
triv
(g, u−θ(cτ
−1)) 7→ Ad(g)u−θ(cτ
−1)
gives an isomorphism onto Grtrivθ∨ (here P−θ acts on U−θ,−1 through adjoint action and
U×α,i = Uα,i\{1}).
Proof. This is essentially [31, Lemme 7.2]. Applying (5.21) to λ = θ∨, we find the product
in (5.21) consists of only one term Uθ,1 (since 〈α, θ∨〉 ≤ 1 for any root α 6= θ). Therefore
Grtrivθ∨
∼= G
P−θ
× U trivθ,1 · τ
θ∨ for some proper open subset U trivθ,1 ⊂ Uθ,1 stable under P−θ (Gr
triv
θ∨
cannot be equal to Grθ∨ because τ
θ∨ /∈ Grtriv). Since P−θ acts on Uθ,1 via dilation, U trivθ,1
must be U×θ,1. Hence
Grtrivθ∨
∼= G
P−θ
× U×θ,1 · τ
θ∨ .
On the other hand, the following calculation in the SL2-subgroup defined by θ:(
1 cτ
1
)(
τ
τ−1
)
=
(
τ c
τ−1
)
=
(
1
c−1τ−1 1
)(
τ c
−c−1
)
(5.23)
shows that uθ(cτ)τ
θ∨ ∈ Gr equals u−θ(c−1τ−1) ∈ U
×
−θ,−1 ⊂ G[τ
−1]1 for c invertible. This
proves the lemma. 
The Bruhat decomposition for G = unionsqw∈W/WθUwP−θ gives a decomposition
G
P−θ
× U×−θ,−1 =
⊔
w∈W/Wθ
UwP−θ
P−θ
× U×−θ,−1.
The stratum UwP−θ
P−θ
× U×−θ,−1 has image Ad(U)U
×
−wθ,−1 in G[τ
−1]1. Since w 7→ −wθ sets
up a bijection between W/Wθ and the set of long roots of G, we can rewrite the above
decomposition as
Grtrivθ∨ =
⊔
β long root
Ad(U)U×β,−1
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For each w ∈ W/Wθ, we have an isomorphism (fixing total ordering on Φ+)∏
α∈Φ+,〈w−1α,θ∨〉>0
Uα ∼= UwP−θ/P−θ.
Therefore, for β = −wθ, the stratum Ad(U)U×β,−1 can be written as
Ad(U)U×β,−1
∼=
∏
α∈Φ+,〈α,β∨〉<0
Uα × U
×
β,−1(5.24)
Ad(
∏
uα)uβ(cτ
−1) ↔ (
∏
uα, uβ(cτ
−1))
Lemma 5.25. The function a−θ : Gr
triv
θ∨ → g−θ in Lemma 5.13 restricted on each stratum
Ad(U)U×β,−1 ⊂ Gr
triv
θ∨ is given by
a−θ(Ad(u)uβ(cτ
−1)) =
{
cx−θ if β = −θ,
0 otherwise.
Here x−θ ∈ g−θ corresponds to u−θ(1) ∈ U−θ. In particular,
(5.26) Grtriv,a=0θ∨ =
⊔
β long,β 6=−θ
Ad(U)U×β,−1
Proof. By definition, the value of a−θ on Ad(u)uβ(cτ
−1) is
d
d(τ−1)
Ad(u)uβ(cτ
−1)|τ−1=0 ∈ Ad(U)gβ .
If β 6= −θ, Ad(u)gβ only involves roots ≥ β. If β = −θ, then the above derivative equals
Ad(u)cx−θ ∈ g, whose g−θ-part is cx−θ ∈ g−θ. 
5.4. Proof of Theorem 4(1). Applying Corollary 5.20 to V = Vθ∨, which only has one
nonzero dominant weight θ∨, we get
χc(P
1
\{0,∞},Kl
θ∨
Gˇ (φ, χ)) = χc(Gr
triv,a=0
θ∨ , ev
∗J).
By the decomposition (5.26) in Lemma 5.25, we only need to calculate χc(Ad(U)U
×
β,−1, ev
∗J)
for long roots β 6= −θ. Theorem 4(1) thus follows from
Claim. Suppose β 6= −θ is a long root, then
χc(Ad(U)U
×
β,−1, ev
∗J) =
{
−1 β is a simple long root
0 otherwise
To prove the claim, we distinguish three cases:
Case I: β is positive but not simple.
Since β > 0, we have ev(Ad(U)U×β,−1) ⊂ U . Since β is not simple, the image of
ev(Ad(U)U×β,−1) in U/[U, U ] is trivial, hence ev
∗J is the constant sheaf on Ad(U)U×β,−1.
By (5.24), Ad(U)U×β,−1 has a factor U
×
β,−1
∼= Gm, hence
χc(Ad(U)U
×
β,−1, ev
∗J) = χc(Ad(U)U
×
β,−1) = 0.
Case II: β = αi is a simple long root.
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For u ∈ U , ev(Ad(u)uβ(cτ−1)) has image uαi(c) ∈ U/[U, U ]. In terms of the coordinates
in (5.24), ev∗J is the pull-back of ASφi from the U
×
β,−1
∼= U×αi-factor. Hence
χc(Ad(U)U
×
β,−1, ev
∗J) = χc(U
×
αi
,ASφi) = −1.
Case III: β is negative and β 6= −θ.
Since β 6= −θ, there exists a simple root αi such that β − αi is still a root. Then
α = −β + αi is a positive root. Moreover, since 〈αi, β∨〉 ≤ 1 (because αi 6= β), we have
〈α, β∨〉 = 〈−β + αi, β∨〉 = −2 + 〈αi, β∨〉 < 0. Hence Uα appears in the decomposition
(5.24).
Using (5.24), we write an element in Ad(U)U×β,−1 as Ad(u)uβ(cβτ
−1), where u = uαuα(cα)
and uα ∈ A :=
∏
α′>0,〈α′,β∨〉<0,α′ 6=α Uα′ . Note that
ev(Ad(u)uβ(cβτ
−1)) = uuβ(cβ)u
−1 = uα[uα(cβ), uβ(cβ)]uβ(cβ)u
α,−1.(5.27)
Since α 6= ±β, we can apply Chevalley’s commutator relation [9, p.36,(4)] to conclude
that [uα(cβ), uβ(cβ)] is a product of elements in the root groups Uiα+jβ for i, j ∈ Z>0. Our
assumptions that (i) α+ β is simple and (ii) β is a long root imply that any such iα+ jβ
is positive (if it is a root), and the only simple root of this form is α + β. Therefore,
[uα(cα), uβ(cβ)] ∈ U , and its image in U/[U, U ] is uαi(cαcβ), where  = ±1.
By (5.27), Ad(u)uβ(cβ) ∈ UBopp if and only if uβ(cβ)uα,−1 ∈ UBopp. Moreover, when
Ad(u)uβ(cβ) ∈ UBopp, its image in U/[U, U ] is uαi(cαcβ) times another element which
only depends on cβ and u
α.
Under the decomposition (5.24), Ad(U)U×β,−1
∼= Uα ×A. Let pr
A
: Ad(U)U×β,−1 → A be
the projection. By the above discussion, ev∗J restricted to the fibers of pr
A
are isomorphic
to Artin-Schreier sheaves on Uα. Therefore pr
A,!ev
∗J = 0, hence
H∗c (Ad(U)U
×
β,−1, ev
∗J) = H∗c (A, prA,!ev
∗J) = 0.
This proves the Claim, and completes the proof of Theorem 4 (1).
5.5. The adjoint Schubert variety. In this subsection, let G be non-simply-laced. We
always assume that char(k) is a good prime for G. So char(k) > 2 when G is of type
Bn, Cn, and char(k) > 3 when G is of type F4, G2.
Let γ be the short dominant root of G, and γ∨ be the corresponding long coroot. We
define P−γ, Wγ, etc. in the same way as P−θ, Wθ, etc. According to the possible values of
〈α, γ∨〉 for roots α ∈ Φ, we have two cases:
• Type (Bn,Cn,F4): |〈α, γ∨〉| = 0, 1, 2;
• Type (G2): |〈α, γ∨〉| = 0, 1, 2, 3.
Let Φγn := {α ∈ Φ|〈α, γ
∨〉 = n}.
Lemma 5.28. Suppose G is of type Bn, Cn or F4, then Gr
triv
γ∨ consists of a single G-orbit.
More precisely, let
V−γ =
∏
〈α,γ∨〉=2
U−α,−1,
We identify V−γ with its Lie algebra. The adjoint action of P−γ on V−γ (which factors
through its Levi factor Lγ) stabilizes a unique quadric Q−γ defined by a nondegenerate
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quadratic form q−γ on V−γ, so that the action of Lγ factors through GO(V−γ , q−γ)
2, with
a dense orbits V−γ −Q−γ.
The natural morphism
(5.29) G
P−γ
× (V−γ −Q−γ) 3 (g, v) 7→ Ad(g)v ∈ G[τ
−1]1
gives an isomorphism G
P−γ
× (V−γ −Q−γ) ∼= Gr
triv
γ∨ .
Proof. In the case G is of type B, C or F4, the product in (5.21) becomes Λ =
∏
〈α,γ∨〉=2 Uα,1
(a commutative unipotent group), which can be identified with its Lie algebra. Since Grtrivγ∨
is stable under G-conjugation, it takes the form G
P−γ
× Λtriv for some P−γ-stable open subset
Λtriv ⊂ Λ. The action of P−γ on Λ factors through the Levi quotient Lγ.
The vector space Λ carries a bilinear form
(5.30) (x, y)Λ := (x,Ad(wγ)y)g
where wγ is the image of
(
0 1
−1 0
)
under the homomorphism SL2 → G corresponding to
the root γ, and (·, ·)g is an Ad(G)-invariant nondegenerate symmetric bilinear pairing on
g (which exists when char(k) is good, see [8, §1.16]). It is easy to check that (·, ·)Λ is a
nondegenerate symmetric bilinear pairing, and the Lγ-action on Λ preserves this pairing
up to scalar. Let qΛ be the quadratic form associated to (·, ·)Λ.
By a quick case-by-case analysis, one checks that the action map Lγ → GO(Λ, qΛ) is
surjective. Therefore, Λ contains a unique Lγ-stable irreducible divisor QΛ = {qΛ = 0}
whose complement is a single Lγ-orbit.
On the other hand, the complement Gr≤γ∨ −Gr
triv
≤γ∨ is an ample divisor representing the
class of the determinant line bundle, hence has codimension 1. Since Gr≤γ∨ −Grγ∨ has
codimension at least 2, Grγ∨ −Gr
triv
γ∨ also has codimension 1 in Grγ∨ . Hence Λ − Λ
triv
also has codimension 1 in Λ, therefore must be the irreducible divisor QΛ. This implies
Λtriv = Λ−QΛ, which is a single P−γ-orbit, therefore Gr
triv
γ∨ is a single G-orbit.
By the same SL2-calculation as in (5.23), we have
uγ(τ)τ
γ∨ = u−γ(τ
−1) ∈ Grtriv .
Therefore, Λtrivτγ
∨
= Ad(P−γ)uγ(τ)τ
γ∨ = Ad(P−γ)u−γ(τ
−1) ⊂ Grtriv. By a similar argu-
ment as above, Ad(P−γ)u−γ(τ
−1) is the open subset of V−γ =
∏
〈α,γ∨〉=2 U−α,−1 defined by
the complement of a quadric Q−γ. Therefore
Grtrivγ∨ = G
P−γ
× (Λ−QΛ)τ
γ∨ = G
P−γ
× (V−γ −Q−γ) ⊂ G[τ
−1]1.

Lemma 5.31. The morphism (5.29) extends to a resolution:
ν : G
P−γ
× V−γ → Gr
triv
≤γ∨
which is an isomorphism over Grtrivγ∨ by Lemma 5.28.
2GO(V
−γ , q−γ) consists of invertible linear automorphisms of V−γ preserving q−γ up to a scalar.
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(1) The fiber ν−1(?) ∼= G/P−γ;
(2) The fibers over Grtrivθ∨ are isomorphic to Lθ/Lθ ∩ P−γ.
Proof. Since G
P−γ
× (V−γ − Q−γ) is dense in G
P−γ
× V−γ, and Gr
triv
≤γ∨ is the closure of Gr
triv
γ∨
in Grtriv, the morphism (5.29) extends to ν. By Lemma 5.28, there are three Ad(P−γ) (or
Ad(Lγ))-orbits on V−γ : V−γ −Q−γ , Q
×
−γ := Q−γ − {0} and {0}, which give three G-orbits
of G
P−γ
× V−γ.
The orbit G
P−γ
× {0} maps to Grtriv0 = ?, which proves (1).
The orbit G
P−γ
× Q×−γ must then map to Gr
triv
θ∨ . The G-stabilizer of u−θ(τ
−1) in G
P−γ
× Q×−γ
and in Grtrivθ∨ = G
P−θ
× U×−θ,−1 are P−γ∩P
1
−θ and P
1
−θ respectively, where P
1
−γ = ker(θ : P−θ →
Gm). The fiber ν
−1(u−θ(τ
−1)) thus equals P 1−θ/P
1
−θ ∩ P−γ. It is easy to check that the
inclusions Lθ ↪→ P−θ and P 1−θ ↪→ P−θ induce isomorphisms
Lθ/Lθ ∩ P−γ
∼
−→P−θ/P−θ ∩ P−γ
∼
←− P 1−θ/P
1
−θ ∩ P−γ .
Since Grtrivθ∨ is a single G-orbit by Lemma 5.22, all the fibers of ν over Gr
triv
θ∨ are isomorphic
to ν−1(u−θ(τ
−1)) ∼= Lθ/Lθ ∩ P−γ.

The Bruhat decomposition G = unionsqW/WγUwP−γ gives a decomposition
G
P−γ
× V−γ =
⊔
W/Wγ
UwP−γ
P−γ
× V−γ
The map w 7→ −wγ sets up a bijection between W/Wγ and the set of short roots of G.
For β = −wγ, let Vβ = Ad(w)V−γ. Then the above decomposition can be rewritten as
(5.32) G
P−γ
× V−γ =
⊔
β short root
Ad(U)Vβ .
As in the quasi-minuscule case, we can further write each stratum as
Ad(U)Vβ ∼=
∏
α∈Φ+,〈α,β∨〉<0
Uα ×
∏
〈β′,β∨〉=2
Uβ′,−1(5.33)
Ad(
∏
uα)
∏
uβ′(cβ′τ
−1) ↔ (
∏
uα, uβ′(cβ′τ
−1)).
Remark 5.34. (1) For each short root β, the set Φβ2 (those roots which appear in the
factors of Vβ) is totally ordered according to their heights. To see this, we only need to
show that for different β ′, β ′′ ∈ Φβ2 , 〈ρ
∨, β ′ − β ′′〉 6= 0. In the proof of Lemma 5.28, we
remarked that Lγ → GO(Λ, qΛ) is surjective, which means that for any two different roots
α′, α′′ ∈ Φγ2 (i.e., they appear in the factors of Λ), the difference α
′ − α′′ is a nonzero
multiple of a root of Lγ . Since Φ
β
2 = wΦ
γ
2 if β = wγ, the difference β
′−β ′′ is also a nonzero
multiple of a root of Lβ , therefore 〈ρ∨, β ′ − β ′′〉 6= 0.
The set Φβ2 carries an involution β
′ 7→ 2β − β ′, with β the only fixed point. This
involution is order-reversing.
KLOOSTERMAN SHEAVES FOR REDUCTIVE GROUPS 37
(2) Again since Lγ  GO(Λ, qΛ) in the proof of Lemma 5.28, all roots γ
′ ∈ Φγ2\{γ} are
permuted byWγ . Similar statement hold if γ is replaced by any short root β. In particular,
all roots in Φβ2 are long roots except β itself.
Lemma 5.35. For a short root β,
∏
uβ′(cβ′τ
−1) ∈ Vβ (the product over Φ
β
2 ), and u ∈ U ,
we have
a−θ(Ad(u)(
∏
uβ′(cβ′τ
−1))) =
{
c−θx−θ if − θ ∈ Φ
β
2
0 otherwise.
The proof is similar to that of Lemma 5.25.
5.6. Proof of Theorem 4(2). Here we assume G is of type B,C or F4. For G of type
A,D,E, the statement (2) is identical to (1) in Theorem 4; the proof for G = G2 will be
given in §11.
Applying Corollary 5.20 to V = gˇ, which has two nonzero dominant weights θ∨ and γ∨,
each with multiplicity one, we conclude
χc(P
1
\{0,∞},Kl
Ad
Gˇ (φ, χ)) = χc(Gr
triv,a=0
θ∨ , ev
∗J) + χc(Gr
triv,a=0
γ∨ , ev
∗J).
We already know from (1) that χc(Gr
triv,a=0
θ∨ , ev
∗J) = r`(G), we only need to show that
χc(Gr
triv,a=0
γ∨ , ev
∗J) = rs(G).
For any subset S ⊂ Φ, let
V Sβ = {
∏
uβ′′(cβ′′τ
−1) ∈ Vβ|cβ′′ = 0 for β
′′ /∈ S}.
Using this definition and the standard partial ordering on Φ (which restricts to the total
ordering on Φβ2 , by Remark 5.34(1)), the meanings of V
>−θ
β , V
>0
β , etc. are obvious.
Using the Lemma 5.31, Lemma 5.35 and the decomposition (5.32), the resolution ν
restricted to Grtriv,a=0≤γ∨ reads:
νa=0 :
⊔
β short root
Ad(U)(V >−θβ )→ Gr
triv,a=0
≤γ∨ .
By Lemma 5.31, the Euler characteristic of ev∗J on the target of νa=0 has contributions
from ?, Grtriv,a=0θ∨ and Gr
triv,a=0
γ∨ :∑
β short root
χc(Ad(U)V
>−θ
β , ev
∗J)(5.36)
= χc(G/P−γ) + χc(Gr
triv,a=0
θ∨ , ev
∗J)χc(Lθ/Lθ ∩ P−γ) + χc(Gr
triv,a=0
γ∨ , ev
∗J).
The Bruhat-decomposition implies:
χc(G/P−γ) = #(W/Wγ) = #{short roots in Φ};(5.37)
χc(Lθ/Lθ ∩ P−γ) = #(Wθ/Wθ ∩Wγ).(5.38)
Claim. For a short root β
χc(Ad(U)(V
>−θ
β ), ev
∗J) =
{
0 Φβ2 contains a simple root
1 otherwise.
38 JOCHEN HEINLOTH, BAO-CHAˆU NGOˆ, AND ZHIWEI YUN
Admitting the Claim first, we finish the proof. Combining (5.36),(5.37), (5.38) and the
Claim, we get
−χc(Gr
triv,a=0
γ∨ , ev
∗J)(5.39)
= #{short roots} − r`(G)#(Wθ/Wθ ∩Wγ)
−#{short roots β|Φβ2 does not contain simple root}
= #{short roots β|Φβ2 contains a simple root} − r`(G)#(Wθ/Wθ ∩Wγ).
By Remark 5.34(1), Φβ2 is totally ordered by heights, hence contains at most one simple
root. Therefore
#{short roots β|Φβ2 contains a simple root} = Ns +N`
where Ns (resp. N`) is the number of short roots β such that Φ
β
2 contains a short (resp.
long) simple root.
• If Φβ2 contains a short simple root, this simple root must be β since β is the only
short root in Φβ2 by Remark 5.34(2). Therefore Ns = rs(G).
• Any simple long root is in the W -orbit of θ, therefore N` = r` · Nθ where Nθ =
#{short roots β|θ ∈ Φβ2}. Such short roots β are in the Wθ-orbit (this follows by
applying Remark 5.34(2) to the dual root system), and γ is one of them, hence
Nθ = #(Wθ/Wθ ∩Wγ). Hence N` = r`(G)#(Wθ/Wθ ∩Wγ).
Combining these calculations and (5.39), we conclude that −χc(Gr
triv,a=0
γ∨ , ev
∗J) = rs(G),
hence proving Theorem 4(2).
It remains to prove the Claim.
Case I. Φβ2 contains a simple root αi. For u ∈ U and v = uαi(cαiτ
−1)vαi ∈ Vβ, where
vαi ∈
∏
β′ 6=αi
Uβ′,1, we have
ev(Ad(u)v) = Ad(u)uαi(cαi) ·Ad(u)ev(v
αi).
This means that Ad(u)v ∈ UBopp if and only if Ad(u)ev(vαi) ∈ UBopp, and in case
this happens, its image in U/[U, U ] is uαi(cαi) times the image of Ad(u)ev(v
αi) in U/[U, U ].
Using the decomposition (5.33), we can write Ad(U)V >−θβ = Uαi,−1×A for some affine space
A (the product of other factors), and the sheaf ev∗J is an exterior product ev∗ASφi L
for some local system L on A. By Ku¨nneth formula,
H∗c (Ad(U)V
>−θ
β , ev
∗J) = H∗c (U−αi,−1, ev
∗ASφi)⊗H
∗
c (A, L) = 0.
Case II. Φβ2 does not contain any simple root.
We stratify the vector space V >−θβ into
V >−θβ = V
>0
β
⊔ ⊔
β′∈Φβ2 ,−θ<β
′<0
(V ≥β
′
β − V
>β′
β )
 .
First, we show that χc(Ad(U)V
>0
β , ev
∗J) = 1. In fact, since Φβ2 ∩Φ
+ contains no simple
root, ev(Ad(U)V >0β ) ⊂ [U, U ], hence ev
∗J is the constans sheaf on Ad(U)V >0β . Since
Ad(U)V >0β is an affine space by (5.33), we get the conclusion.
KLOOSTERMAN SHEAVES FOR REDUCTIVE GROUPS 39
Second, we prove that χc(Ad(U)(V
≥β′
β −V
>β′
β ), ev
∗J) = 0 for each β ′ ∈ Φβ2 ,−θ < β
′ < 0.
Since β ′ 6= −θ, β ′ − αi is still a root for some simple αi. Then α = αi − β ′ is a positive
root. By assumption, αi /∈ Φ
β
2 , therefore 〈α, β
∨〉 = 〈αi, β∨〉 − 2 < 0, i.e., α appears in the
first product in (5.33).
Lemma 5.40. Let a, b ∈ Z>0 and β ′ ≤ β1, · · · , βb be roots in Φ
β
2 (not necessarily distinct),
then aα +
∑b
i=1 βi 6= 0. If aα +
∑b
i=1 βi is a root, then one of the following situations
happens
(1) aα +
∑b
i=1 βi is a negative root. Then a = b − 1, aα +
∑b
i=1 βi ∈ Φ
β
2 and is larger
than any of the βi’s (in the total order of Φ
β
2 );
(2) aα +
∑b
i=1 βi is positive but not simple;
(3) a = b = 1, β1 = β
′ and aα +
∑b
i=1 βi = αi.
Proof. If a ≥ b. Since α+β ′ > 0 and βi ≥ β ′, α+βi must have positive height. Therefore,
aα +
b∑
i=1
βi = (a− b)α +
b∑
i=1
(α + βi) > 0.
Since each term on RHS of the above sum has positive height, it is a simple root if there
is only one summand, which must be the case (3).
If a < b, then 〈aα +
∑b
i=1 βi, β
∨〉 ≥ 2b− 2a ≥ 2. Therefore, if aα+
∑b
i=1 βi is a root, we
must have a = b − 1 and aα +
∑b
i=1 βi ∈ Φ
β
2 . Since Φ
β
2 does not contain simple roots, we
get either case (1) or case (2).
In any case, we have aα +
∑b
i=1 βi 6= 0. 
For u =
∏
uα′(cα′) (the product over α
′ ∈ Φ+, 〈α, β∨〉 < 0), let uα =
∏
α′ 6=α uα′(cα′).
Similarly, for v ∈ V ≥β
′
β − V
>β′
β , write v = uβ′(cβ′τ
−1)vβ
′∏
uβ′′(cβ′′τ
−1) (product over
β ′ < β ′′ ∈ Φβ2 , and cβ′ invertible). Then
(5.41) ev(Ad(u)v) = uα[uα(cα), uβ′(cβ′)]uβ′(cβ′)
( ∏
β′′>β′
[uα(cα), uβ′′(cβ′′)]uβ′′(cβ′′)
)
uα,−1.
To calculate (5.41), we use Chevalley commutator relation to write each [uα(cα), uβ′′(cβ′′)]
into products of positive and negative root factors, and try to pass the negative root
factors (which necessarily appear in Φβ2 by Lemma 5.40(1)) to the right. By Chevalley’s
commutator relation, each time we will produce new factors of the form aα + β1 + · · ·βb
for βi ∈ Φ
β
2 , a, b > 0. We keep the positive factors and pass the negative factors further to
the right. In only thing we need to make sure in this process is when we do commutators
[Uα′ , Uγ′ ], we always have that α
′ and γ′ are linearly independent so that Chevalley’s
commutator relation is applicable. In fact, in the process, we only encounter the case
where α′ ∈ Φ+, γ′ ∈ Φ− and α′ + γ′ has the form aα + β1 + · · · + βb for β
′ ≤ βi ∈ Φ
β
2
(a, b ∈ Z>0). The only possibility for α′ and γ′ to be linearly dependent is α′ + γ′ = 0,
which was eliminated by Lemma 5.40.
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In the end of the process, we get
(5.42) ev(Ad(u)v) = uαuαi(cαcβ′)u
+
 ∏
β′′≥β′,β′′∈Φβ2
uβ′′(cβ′′ + c˜β′′)
uα,−1.
The term uαi(cαcβ′) (where  = ±1) comes from [uα(cα), uβ′(cβ′)]. The term u
+ is the
product all the other positive factors in Uaα+β1+···βb (i.e., aα+β1+ · · ·βb ∈ Φ
+). By Lemma
5.40(2)(3), these aα + β1 + · · · + βb are never simple, therefore u+ ∈ [U, U ]. Finally, the
extra coefficient c˜β′′ comes from the negative factors in Uaα+β1+···βb, which is a polynomial
functions in cα and cβ′′′ for β
′′′ ∈ Φβ2 . By Lemma 5.40(1), cβ′′ only involves those cβ′′′ such
that β ′′′ < β ′′.
Therefore we can make a change of variables
Ad(U)(V ≥β
′
β − V
>β′
β )
∼= Uα × U
×
β′,−1 ×
∏
〈α′,β∨〉<0,α′ 6=α
Uα′ ×
∏
β′′∈Φβ2 ,β
′′>β′
Uβ′′,−1(5.43)
Ad(u)(v) ↔ (uα(cα), uβ′(cβ′τ
−1), uα,
∏
uβ′′(cβ′′ + c˜β′′)).
Let A be the product of the last three terms in (5.43). Let pr
A
: Ad(U)(V ≥β
′
β −V
>β′
β )→ A
be the projection. In view of (5.42), the restriction of ev∗J on the fibers of pr
A
are
isomorphic to Artin-Schreier sheaves on Uα , therefore pr
A,!ev
∗J = 0, hence
H∗c (Ad(U)U
×
β,−1, ev
∗J) = H∗c (A, prA,!ev
∗J) = 0.
This completes the proof of Case II of the Claim.
6. Global monodromy
This section is devoted to the proof of Theorem 3. Let G be split almost simple over k.
6.1. Dependence on the additive character. Recall from Remark 2.7(3) that T o
Aut†(G)×Grotm acts on BunG(0,2) and the Hecke correspondence (2.6).
The group T (k) o Aut†(G) ×Grotm (k) also acts on I∞(1)/I∞(2), hence on the space of
generic additive characters. Let Sφ be the stabilizer of φ under the action of T oAut†(G)×
G
rot
m . This is a finite group scheme over k.
When G is of adjoint type, for each σ ∈ Aut†(G), there is a unique (t, s) ∈ (T ×Grotm )(k)
such that (t, σ, s) fixes φ. Therefore, in this case, the projection Sφ → Aut
†(G)
∼
−→Out(G)
is an isomorphism (as discrete groups over k). In general, Sφ → Aut
†(G) is a ZG-torsor,
but may not be surjective on k-points.
The following lemma follows immediately from the definition of the geometric Hecke
operators.
Lemma 6.1. The tensor functor defining KlGˇ(φ)
Hkφ : S 3 ICV 7→ HkV (Aφ)|?×P1
\{0,∞}
∈ Loc(P1\{0,∞})
carries a natural Sφ-equivariant structure. Here Sφ(k) acts on S via its image in Aut
†(G)
and Sφ(k) acts on Loc(P
1
\{0,∞}) via its action on P
1
\{0,∞} through Sφ → G
rot
m .
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In Lemma 9.3(1) we will check that under the equivalence Rep(Gˇ) ∼= S the Aut†(G)-
action on S coincides with the action of Aut†(G) ∼= Aut†(Gˇ) with respect to the chosen
pinning of the dual group.
Let S1φ(k) = ker(Sφ(k)→ G
rot
m (k)) and let S
rot
φ (k) be the image of Sφ(k) inG
rot
m (k), which
is a finite cyclic group. We would like to use the above equivariance to conclude that the
monodromy representation of KlGˇ(φ) can be chosen to take values in Gˇ
S1
φ
(k). However,
since this representation is only defined up to inner automorphisms, this requires an extra
argument.
Recall that we have chosen a geometric generic point η over SpecK0, the formal punc-
tured disc at 0. We defined KlGˇ(φ, 1) as a functor from the Satake category S
∼= Rep(Gˇ)
to Loc(P1\{0,∞}), so that restriction to η is a tensor functor
(6.2) ωφ : S
KlGˇ(φ)−−−−→ Loc(P1\{0,∞})
j∗η
−→ Vec,
As this is a fiber functor of S, we can define
φ
Gˇ = Aut⊗(ωφ). Of course
φ
Gˇ is isomor-
phic to Gˇ but not canonically so. The group
φ
Gˇ has the advantage, that by Tannakian
formalism, we get a canonical homomorphism Aut⊗(j∗η) → Aut
⊗(ωφ), where Aut
⊗(j∗η) is
the pro-algebraic envelope of the fundamental group pi1(P
1
\{0,∞}, η). Therefore we get a
homomorphism
(6.3) ϕ : pi1(P
1
\{0,∞}, η)→
φ
Gˇ(Q`).
By Lemma 6.1 we get a homomorphism
(6.4) S1φ(k)→ Aut
⊗(S,Hkφ)
(j∗η)∗
−−−→ Aut⊗(S, ωφ) = Aut(
φ
Gˇ).
In other words, we have an action of S1φ on
φ
Gˇ. We will prove in Lemma 9.4 that
φ
Gˇ also
carries a natural pinning ‡ and that the above action preserves this pinning. The pinnings
‡ and † define a canonical isomorphism can :
φ
Gˇ ∼= Gˇ. Using this identification we obtain:
Corollary 6.5. The monodromy representation ϕ extends to a homomorphism between
exact sequences:
(6.6) pi1(P
1
\{0,∞}, η)
[#Srot
φ
(k)]
//
ϕ

pi1(P
1
\{0,∞}, η) //
ϕ˜

Srotφ (k)
GˇS
1
φ
(k) // GˇS
1
φ
(k) o Srotφ (k) // S
rot
φ (k)
Proof. By (6.4), the S1φ(k)-action on
φ
Gˇ factors through S1φ(k) → Aut
⊗(S,Hkφ). By
Lemma 9.2, the monodromy representation ϕ thus factors through pi1(P
1
\{0,∞}, η)→
φ
GˇS
1
φ ⊂
φ
Gˇ, i.e.,
Hkφ : S ∼= Rep(
φ
Gˇ)
Res
−−→ Rep(
φ
GˇS
1
φ
(k))
κ
−→ Loc(P1\{0,∞})
for some tensor functor κ.
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We identified Gˇ ∼=
φ
Gˇ using the pinned isomorphism “can”, so we can view the functor
κ as Rep(GˇS
1
φ
(k))→ Loc(P1\{0,∞}). Then S
rot
φ (k) = Sφ(k)/S
1
φ(k) acts on Gˇ
S1
φ
(k) via Sφ(k)→
Out(G)
ι
−→ Aut†(Gˇ), hence acting on the source and target of κ. Lemma 6.1 implies that
κ carries a natural Srotφ (k)-equivariant structure. Taking S
rot
φ (k)-invariants of both tensor
categories, we get a functor κ˜:
Rep(GˇS
1
φ
(k) o Srotφ (k))
o

κ˜ // Loc(P1\{0,∞}/S
rot
φ (k))
o

Rep(GˇS
1
φ
(k))S
rot
φ
(k)
(κ)
Srot
φ
(k)
// Loc(P1\{0,∞})
Srot
φ
(k)
Since the quotient map P1\{0,∞} → P
1
\{0,∞}/S
rot
φ (k) can be identified with the #S
rot
φ (k)-th
power map of P1\{0,∞} = Gm, we arrive at the diagram (6.6). 
Remark 6.7. Corollary 6.5 remains true if k is replaced by an extension k′ and P1\{0,∞} is
replaced byP1\{0,∞}⊗kk
′. In particular, to get information about the geometric monodromy,
we take for k′ = k.
In the case Out(Gˇ) is nontrivial, we have
Table 2. Outer automorphisms and stabilizers of φ
Gˇ Aut†(Gˇ)
∼
−→Out(Gˇ) GˇAut
†(Gˇ) S1φ(k) S
rot
φ (k)
A2n−1 (n ≥ 2) Z/2 Cn Out(Gˇ) 1
A2n Z/2 Bn 1 Z/2
D4 S3 G2 Out(Gˇ) 1
Dn (n ≥ 5) Z/2 Bn−1 Out(Gˇ) 1
E6 Z/2 F4 Out(Gˇ) 1
6.2. Zariski closure of global monodromy. Let Gˇgeo ⊂ Gˇ be the Zariski closure of the
image of the geometric monodromy representation ϕgeo : pi1(P
1
\{0,∞} ⊗k k, η) →
φ
Gˇ ∼= Gˇ.
We first show that Gˇgeo is not too small.
Proposition 6.8 (B. Gross). If char(k) > 2, and the rank of G is at least 2, the Gˇgeo is
not contained in any principal PGL2 ⊂ Gˇ.
Proof. Suppose instead Gˇgeo ⊂ PGL2 ⊂ Gˇ, where PGL2 contains a principal unipotent
element (image of It0) of Gˇ. The image of the wild inertia I
+
∞ must be nontrivial because
Klθ
∨
Gˇ (φ) has nonzero Swan conductor at ∞.
Since p = char(k) > 2, ϕ(I+∞) lies in a maximal torusGm ⊂ PGL2 and contains µp ⊂ Gm.
Since ϕ(I∞) normalizes ϕ(I
+
∞), it must be contained in the normalizer N(Gm) ⊂ PGL2 of
the torus Gm.
For any irreducible representation S2` = Sym2`(Std) of PGL2 (where Std is the 2-
dimensional representation of SL2), every pair of weight spaces S
2`(n)⊕S2`(−n) (0 ≤ n ≤
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`) is stable under N(Gm), hence under I∞. If the weight n does not divide p, the Swan
conductor of S2`(n)⊕ S2`(−n) is at least 1. Therefore
SwanI∞(S
2`) ≥ `− [`/p].
Consider the action of I∞ on the quasi-minuscule representation Vθ∨ of Gˇ. By Lemma
10.1, Vθ∨ decomposes into rs(Gˇ) irreducible representations of the principal PGL2: Vθ∨ =
S2`1 ⊕ · · · ⊕ S2`rs(Gˇ). Therefore
SwanI∞(Vθ∨) ≥
rs(Gˇ)∑
i=1
(`i − [`i/p]) ≥ (1−
1
p
)
hrs(Gˇ)
2
.
Here we used
∑
i `i = hrs(Gˇ)/2 (see the proof of Lemma 10.1). So as long as h > 3 or p > 3,
we get contradiction. Even when h = 3 and p = 3, then Gˇ = PGL3 with Vθ∨ = S
4 ⊕ S2,
we still have Swan(Vθ∨) ≥ 2 + 1 = 3 > rs(Gˇ), contradiction! 
Proof of Theorem 3. Since KlVGˇ(φ) is a pure of weight 0 for every V ∈ Rep(Gˇ), hence
geometrically semisimple. By Deligne [11, Corollaire 1.3.9], the neutral component Gˇ◦geo of
Gˇgeo is a semisimple group.
Step I. Assume G is not of type A1, A2n or B3. We first determine Gˇ
◦
geo, or equivalently,
its Lie algebra gˇgeo.
On the one hand, by Theorem 1(2), Gˇ◦geo contains a principal unipotent element, hence
containing a principal PGL2. Proposition 6.8 says that Gˇgeo cannot be equal to PGL2.
Since a principal PGL2 is its own normalizer in Gˇ, we conclude that Gˇ
◦
geo cannot be equal
to PGL2, i.e., sl2 $ gˇgeo.
On the other hand, since G is not of type A2n, S
1
φ(k) = Aut
†(Gˇ)
∼
−→Out(Gˇ). In this
case, Corollary 6.5 implies Gˇgeo ⊂ GˇAut
†(Gˇ).
Dynkin classified all Lie subalgebras gˇgeo ⊂ gˇ which contain a principal sl2. If gˇ 6= so7,
then either gˇgeo = sl2 or gˇgeo is the fixed point algebra of some pinned automorphism of Gˇ.
In our case, if G is not of type A2n, we can already conclude that gˇgeo = gˇ
Aut†(Gˇ).
Step II. Suppose Gˇ is of type B3 and char(k) > 3, we claim that Gˇ
◦
geo = G2.
For this it suffices to show that Kl∧
3V7
SO7
(φ) contains has a global section over P1\{0,∞}⊗k k,
where V7 is the 7-dimensional standard representation of SO7. Suppose the contrary, then
the long exact sequence (5.4)–(5.6) with gˇ replaced by ∧3V7 would imply
(6.9) dim(∧3V7)
I0 + dim(∧3V7)
I∞ ≤ dimH1c (P
1
\{0,∞},Kl
∧3V7
SO7
(φ)) = SwanI∞(∧
3V7).
We use the standard basis {e−3, · · · , e0, · · · , e3} for V7 (the quadratic form is e20 + e1e−1 +
e2e−2 + e3e−3). The 0-weight space of ∧3V7 under the principal sl2 is spanned by {e1 ∧
e−2 ∧ e−3, e−1 ∧ e2 ∧ e3, e0 ∧ ei ∧ e−i, i = 1, 2, 3}, hence has dimension 5. Since I0 acts on
V7 as a principal unipotent element by Theorem 1(3), one concludes dim(∧
3V7)
I0 = 5.
Since char(k) > 3, it does not divide the Coxeter number of Gˇ, therefore Corollary 2.13
is applicable. Since the breaks of the I+∞-action on V7 are 1/h = 1/6, the breaks of I
+
∞ on
the nonzero weight spaces of ∧3V7 are ≤ 1/6. Therefore SwanI∞(∧
3V7) ≤ [
1
6
dim∧3V7] =
[35/6] = 5. Moreover, by the description of ϕ(I+∞) in Corollary 2.13, I
+
∞ acts trivially on
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Span{e1 ∧ e2 ∧ e3, e−1 ∧ e−2 ∧ e−3}, and the Coxeter permutation e1 → e2 → e3 → e−1 →
e−2 → e−3 → e1 permutes e1 ∧ e2 ∧ e3 and e−1 ∧ e−2 ∧ e−3. We get dim(∧3V7)I∞ ≥ 1. Thus
dim(∧3V7)
I0 + dim(∧3V7)
I∞ ≥ 5 + 1 > 5 ≥ SwanI∞(∧
3V7),
which contradicts (6.9). This proves that Gˇgeo = G2 in the case Gˇ = SO7.
Step III. When Gˇ is of type A2n. In this case, KlGˇ(φ) comes from the classical Kloosterman
sheaf Kln(φ), whose global monodromy is treated by Katz in [25], see (0.2).
Step IV. It remains to prove that Gˇgeo is connected.
The case of An is treated by Katz in loc. cit. In the case Gˇ is of type E6, one checks
that GˇAut
†(Gˇ) is already connected.
In general, we have Gˇgeo ⊂ NGˇ(Gˇ
◦
geo) = Gˇ
◦
geoZGˇ. Consider the surjective homomorphism
ϕgeo : pigeo1 (P
1
\{0,∞}, η)
ϕgeo
−−→ Gˇgeo → pi0(Gˇgeo) = ZGˇ/ZGˇ ∩ Gˇ
◦
geo.
Assuming Gˇ is not of type An or E6, then pi0(Gˇ) is a 2-group. Since char(k) > 2, ϕgeo factors
through the tame quotient. On the other hand, the tame generator in I0 ∼= pigeo(P1\{0,∞}, η)
must map to a unipotent element in Gˇgeo, hence inside Gˇ
◦
geo, therefore the map ϕ
geo is
trivial, i.e., Gˇgeo is connected. 
7. Functoriality of Kloosterman sheaves–conjectures
In this section, we offer some conjectures for a further study on Kloosterman sheaves. In
particular, according to a rigidity property that is known in the case of GLn according to
Katz and Gabber, the Kloosterman sheaves with the same geometric monodromy tabulated
in Table 1 should be isomorphic after matching the additive characters φ. We will also
give a conjectural description of the local and global monodromy of KlLG(φ) for certain
quasi-split groups G.
7.1. Rigidity.
Conjecture 7.1 (Physical rigidity of Kloosterman sheaves). Suppose L is a Gˇ-local system
on P1\{0,∞} ⊗k k which, as I0 and I∞-representations, has the same isomorphism types as
KlGˇ(φ, χ). Then L
∼= KlGˇ(φ, χ) over P
1
\{0,∞} ⊗k k.
Even stronger, we expect
Conjecture 7.2. Suppose L is a Gˇ-local system on P1\{0,∞} satisfying
• L is tame at {0}, the semisimple part of the image of a topological generator of It0 is
conjugate to an element in Tˇ [q− 1] which corresponds to a multiplicative character
χ : T (k)→ Q
×
` .
• Swan∞(LAd) = r, and (LAd)I∞ = 0.
Then there exists a generic linear function φ : I(1)/I(2) → Ga such that L ∼= KlGˇ(φ, χ)
up to an unramified twist (given by Gal(k/k)→ ZGˇ).
Inspired by the above conjectures, and the calculation of the local and global mon-
odromy of Kloosterman sheaves given in Theorem 1(2), Corollary 2.13 and Theorem 3, we
conjecture that there should be functorial relationship between the Kloosterman sheaves.
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Conjecture 7.3. Let G,G′ be split almost simple groups over k whose dual groups Gˇ ⊃ Gˇ′
appear in the same line of Table 1. Then for every generic linear function φ of G, there
exists a generic linear function φ′ of G′ such that over P1\{0,∞}⊗k k, the Kloosterman sheaf
KlGˇ(φ) is the pushout of the Kloosterman sheaf KlGˇ′(φ
′).
7.2. Quasi-split groups. Let G be a split, almost simple and simply-connected group
over k. Let G be the quasi-split group scheme on P1 whose restriction to P1\{0,∞} is given
by the twisting σ : µN ↪→ Aut
†(G) as in §1.1. Recall that N is assumed to be prime to
char(k), and N = 2 unless G is of type D4, in which case N = 3. We abuse the notation
to denote still by σ the image of a generator of µN in Aut
†(G). We identify Aut†(G) with
Aut†(Gˇ) using the isomorphism in Lemma 9.3(2). We write 〈σ〉 ⊂ Aut†(G) ∼= Aut†(Gˇ) for
the subgroup generated by σ. The associated L-group can be taken as LG = Gˇo 〈σ〉. The
Kloosterman sheaf KlLG(φ) constructed in Theorem 1 gives a monodromy representation
ϕ : pi1(P
1
\{0,∞}, η)→
LG = Gˇo 〈σ〉.
The adjoint representation Ad : Gˇ→ GL(gˇ) can be extend to a homomorphism
Adσ :
LG → GL(gˇ),
so that the Kloosterman sheaf KlLG(φ) induces a local system Kl
Ad
LG (φ).
We have the following predictions for the local monodromy of KlLG(φ). The tame mon-
odromy at {0} should be generated by the element (u, σ) ∈ LG = Gˇo〈σ〉, where u ∈ Gˇσ is a
principal unipotent element. The Swan conductor Swan∞(KlLG(φ)) = −χc(P
1
\{0,∞},Kl
Ad
LG (φ))
should equal the rank of the neutral component of Gˇσ. Moreover, we also expect that the
analog of Corollary 2.13 holds for KlLG(φ), with the Coxeter element replaced by the σ-
twisted Coxeter element Coxσ ∈ W × {σ} ⊂ W o 〈σ〉 (see [35] and [34, §5]), and the
Coxeter number replaced by the σ-twisted Coxeter number hσ (the order of the Coxσ).
As for the global monodromy, we expect that for char(k) not too small, the global
geometric monodromy representation ϕgeo for KlLG(φ) has Zariski dense image.
We observe from Table 1 that for simply-laced split groups G not of type A2n, the
Zariski closure Gˇgeo of the geometric monodromy of KlGˇ(φ) is smaller than Gˇ. Now pick
a quasi-split form G of G built out of a nontrivial σ ∈ Aut†(G) of order N , then accord-
ing to our expectation, the Gˇ-local system [N ]∗KlLG(φ) on P˜
1
\{0,∞} (the N -th Kummer
cover of P1\{0,∞}, which is still isomorphic to P
1
\{0,∞}) should have Zariski dense geometric
monodromy in Gˇ. This compensates the smallness of Gˇgeo for simply-laced G.
When G is of type A2n, by Corollary6.5, ϕ extends to
pi1(P
1
\{0,∞}, η)→ Gˇo µ2,
hence giving a Gˇoµ2-local system KlGˇ(φ) on P
1
\{0,∞}/µ2. On the other hand, let G be the
quasi-split unitary group given by the nontrivial σ ∈ Aut†(G). We have a Kloosterman
sheaf KlLG(φ
′) on P1\{0,∞}. After identifying
LG with Gˇ o µ2 and matching φ with φ′, we
expect that KlLG(φ) ∼= KlGˇ(φ
′) over P1\{0,∞} ⊗k k
∼= (P1\{0,∞}/µ2)⊗k k.
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8. Appendix: Proof of Proposition 1.1 on the geometry of moduli spaces
of G-bundles on P1
In this appendix, we give a proof of Proposition 1.1.
Proof. The proof of the first two claims uses the same argument as in [23, Proposition 3].
We will first assume that the base field k is algebraically closed.
A. Assume that G = T is a torus. In this case (2) has been proved in [24, Lemma 16].
Let us prove (1). Since T is abelian, for any T -torsor P we have H1(P1,P×T Lie(T )) =
H1(P1,Lie(T )). We claim that this group vanishes. By construction we know that
Lie(T ) ⊂ Lie([N∗](Grm ×P
1)) is a direct summand. Also Lie([N ]∗(G
r
m ×P
1)) = [N ]∗Or
P
1
and H1(P1, [N ]∗(O
P
1)) = H1(P1,O
P
1) = 0. Thus H1(P1,P ×T Lie(T )) = 0 for any P,
so that there are no non-trivial deformations of T -bundles. Since k is algebraically closed
H1(k(P1), T ) = 0, i.e., all T -bundles are generically trivial. Thus the map⊕x∈P1T (Kx)/T (Ox)→
BunT (k) is surjective. By construction, the isomorphism pi0(BunT ) ∼= pi1(T )pi1(Gm) is in-
duced from the Kottwitz homomorphism pi0(GrT ,x) → X∗(T )Gal(Ksepx /Kx). Thus for any x
the map T (Kx) → BunT (k) is surjective. This proves (1) in the case of tori. Finally (1)
and (2) imply (4) for tori.
B. For semisimple, simply connected groups G statements (1) and (2) have been proved
in [24, Theorem 4], again assuming k to be algebraically closed.
C. Suppose that the derived group Gder|P
1
\{0,∞} of G|P
1
\{0,∞} is simply connected and
denote D|P1\{0,∞} := G/Gder|P
1
\{0,∞}. Then Haines and Rapoport show that there is an
induced exact sequence of group schemes over P1:
1→ Gder → G → D → 1.
Since any D-bundle is trivial over P1\{x} and we know the same for all forms of Gder as
well, this implies (1) for G. Moreover, we know from (loc.cit.) that G(k((s)))→ D(k((s)))
is surjective. Thus pi0(BunG) ∼= pi0(BunD), which proves (2) for G.
D. For general groups G we can choose a z-extension
1→ Z → G ′ → G → 1,
such that Z is an induced torus and G ′der is simply connected. By Tsen’s theoremH
2(P1,Z) =
0, thus any G bundle can be lifted to a G ′ bundle. Since we know (1) for G ′ this proves
(1) for G. To prove (2) we use that under our assumption (X∗(Z))pi1(P1\{0,∞}) is torsion free
and therefore as in [23] we have an exact sequence:
0→ X∗(Zˇpi1(P
1
\{0,∞}
))→ X∗(Z(Gˇ ′)pi1(P
1
\{0,∞}
))→ X∗(Z(Gˇ)pi1(P
1
\{0,∞}
))→ 0.
To prove the third claim we follow the arguments of Ramanathan [33] or Faltings [14,
Lemma 4].
We need to fix notations for dominant weights. First X∗(T )pi1(Gm)
Q
= X∗(S)
Q
. Moreover,
the relative roots Φ(G, S) span the subspace of characters of S that are trivial on the center
of G. We denote by X∗(T )pi1(Gm),+ ⊂ pi0(BunT ) the the subset of γ ∈ X∗(T )pi1(Gm) such
that for any positive, relative root a ∈ Φ(G, S)+ we have a(γ) ≥ 0.
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First, we want to prove that
G(k((s))) =
∐
λ∈X∗(T )pi1(Gm),+
G(k[t])λ(s)G(k[[s]]).
From (1) we conclude that every G-bundle is trivial outside any point. In particular any
G bundle admits a reduction to the Borel subgroup B. Let E be a G-bundle and choose a
reduction EB of E to B.
For any character α : T → Gm we denote by EB(α) the associated line bundle on P1.
Since X∗(T )pi1(Gm)
Q
∼= X∗(S)
Q
the degree deg(EB(α)) ∈ Q is also defined for α ∈ X∗(S).
We claim that if for all positive, simple roots ai ∈ Φ(G, S)+ we have deg(EB(ai)) ≥ 0
then the bundle EB admits a reduction to T .
To show this, denote by U the unipotent radical of B and ET := EB/U the induced
T -bundle. In order to show that EB is induced from ET we only need to show that
H1(P1, ET ×T U) = 0. The group U has a filtration, such that the subquotients are
given by root subgroups.
Consider a positive, relative root a ∈ Φ(G, S). The root subgroup Ua is a direct summand
of [N ]∗(⊕Uα′) where the sum is over those roots α′ ∈ Φ(G, T ) that restrict to a on S. Thus
Ua is a direct summand of a vector bundle V satisfying H1(P1,V) = 0.
Similarly ET ×T Ua is a direct summand of ET ×T [N ]∗(⊕Uα′). Since [N ]∗ET is pi1(Gm)-
invariant this implies that H1 of this bundle is 0 if deg(EB(a)) ≥ 0. Thus we also find
H1(P1, ET ×T U) = 0.
If the reduction EB does not satisfy the condition deg(EB(ai)) ≥ 0 for some simple root ai
we want to modify the reduction EB. Consider the parabolic subgroup Pai ⊂ G generated
by B and U−ai . The root subgroups U±ai define a subgroup L of P such that the simply
connected cover of L is either isomorphic to [n]∗SL2 or isomorphic to [n]∗SU3 for some
n dividing N [7, §4.1.4]. The semisimple quotient Pss/Z(Pss) is isomorphic to Lad and
furthermore P/B ∼= L/(L ∩ B). We claim that the result holds for Lad bundles, because
these bundles can be described in terms of vector bundles. If Lad = [n]∗PGL2, then the
result follows from the result for vector bundles of rank 2. The case of unitary groups is
similar, we will explain it below in Lemma 8.1.
Thus we can find a new reduction E ′B to B such that EPai is unchanged, but E
′
B(ai) ≥ 0.
This implies that for the fundamental weights k (multiples of the determinant of the
adjoint representation of the maximal parabolic subgroups Pk, generated by B and all Uaj
with j 6= k), the degree of EB(k) for k 6= i is unchanged but the degree E ′B(i) is larger
than the degree of EB(i).
However E ′B(i) is a subbundle of ∧
dim(Lie(Pi))E(Lie(G)), so the degree of all of these line
bundles is bounded, so the procedure must eventually produce a B-reduction satisfying
deg(EB(ai)) ≥ 0 for all simple roots. This proves (3).
Let us deduce the Birkhoff decomposition (4). In the case of constant groups, this is
usually deduced from the decomposition G = B−W0B and (3). For general G the analog
of this is provided by [7, Theorem 4.6.33]: Denote by G0 := G
red
0 the reductive quotient
of the fiber of G over 0 and B0 ⊂ G0 the image of B. Denote by U0 the unipotent radical
of B0, so that G0 = U0W0B0. The quoted result says that the inverse image of B0 in G
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is I(0). By construction of G, elements of U0(k) can be lifted to U(P1). Thus we have
G(k[[s]]) = U0W0I(0).
Similarly, by our construction of G this decomposition implies G(A1) = I−(0)W0U0.
For dominant t ∈ T (k((s))) and b ∈ N0 we have t−1bt ∈ I(0). Thus using (3) we find
G(k((s))) = I−(0)T (k((s)))G(k[[s]]). Now we want to argue in the same way, decomposing
G(k[[s]]). For any t we can choose w ∈ W0 such that wtw−1 is dominant. Then choose
B′0 ⊂ G0 as wB0w
−1 and write G0 = B
′
0W0B0. Then we can use the same argument as
before to deduce (4) (still assuming k to be algebraically closed).
Let us deduce the case that k is a finite field. First assume that G splits over the
totally ramified covering [N ] : P1 → P1. The embedding W˜ → GrG,x is then defined over
k, so that all geometric points of BunG are defined over k. Moreover we claim that the
automorphism group of any G(0, 0)-bundle is connected. Once we show this, (1),(3) and
(4) follow over k by Lang’s theorem.
We have H0(P1, T ) ↪→ H0(P1, [N ]∗(Grm)) = G
r
m. Therefore, H
0(P1, T ) ∼= T red0 , which
is a connected group. Also for any w ∈ W˜ , the automorphism group of the corresponding
G(0, 0)-bundle over k is I−(0)∩wI(0)w−1. This group admits H0(P1, T ) as a quotient and
the kernel is a product of root subgroups for affine roots, which are connected as well.
The general case follows form this by Galois-descent, using [23, Remark 9] that the
Iwahori-Weyl-group can be computed as the Galois-invariants in the Iwahori-Weyl-group
over the separable closure of k. 
In the above proof we used the following special case. Denote by SU3 the quasi-split
unitary group for the covering [2] : P1 → P1. This can be described as the special unitary
group for the hermitian form h(x1, x2, x3) = x1x
σ
3 + x2x
σ
2 + x3x
σ
1 . Denote by PSU3 the
corresponding adjoint group.
Lemma 8.1. Any PSU3 bundle P has a reduction PB to B such that for the positive root
α we have deg(PB(α)) ≥ 0.
Proof. Define GU3 to be the group obtained from SU3 by extending the center of SU3 to
[2]∗Gm, so that thee is an exact sequence 1→ [2]∗Gm → GU3 → PSU3 → 1. Again, every
PSU3 bundle is induced from a GU3-bundle. Such a bundle can be viewed as a rank 3
vector bundle E on the covering P1
[2]
−→ P1 with a hermitian form with values in a line
bundle of the form [2]∗L. In this case, to give a reduction to B it is sufficient to give an
isotropic line sub-bundle E1 → E , as this defines a flag E1 ⊂ E⊥1 ⊂ E . If E is not semistable,
then the canonical subbundle of E defines an isotropic subbundle of positive degree, so in
this case a reduction exists. If E is semistable, then the hermitian form defines a global
isomorphism E
∼=
−→ σ∗E∨ ⊗ [2]∗L. But such an isomorphism must be constant, so that we
can find an isotropic subbundle of degree deg(E)
3
. 
9. Appendix: Geometric Satake equivalence and pinnings of the
Langlands dual group
We first need some general properties of tensor functors. Let C be a rigid tensor category
with a fiber functor ω : C → VecF where F is a field. Let H = Aut
⊗(ω) be the algebraic
group over F determined by (C, ω).
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For any F -algebra R, let ωR : C
ω
−→ VecF
⊗FR−−−→ ModR. Let Aut
⊗(C, ωR) be isomorphism
classes of pairs (σ, α) where σ : C
∼
−→C is a tensor auto-equivalence, and α : ωR ◦ σ ⇒ ωR
is a natural isomorphism of functors. Then Aut⊗(C, ωR) has a natural group structure.
Denote by Aut⊗(C, ω) the functor R 7→ Aut⊗(C, ωR), which defines a fppf sheaf of groups.
On the other hand, let Aut(H) be the fppf sheaf of automorphisms of the pro-algebraic
group H over F .
Lemma 9.1. There is a natural isomorphism of fppf sheaves of groups Aut⊗(C, ω)
∼
−→Aut(H).
In particular, we have a natural isomorphism of groups Aut⊗(C, ω)
∼
−→Aut(H), which in-
duces an isomorphism of groups [Aut⊗(C)]
∼
−→Out(H), where [Aut⊗(C)] is the set of iso-
morphism classes of tensor auto-equivalences of C.
On the level of F -points, a pair (σ, α) ∈ Aut⊗(C, ω) gives the following automorphism
of H = Aut⊗(ω): it sends h : ω ⇒ ω to the natural transformation
ω
α
⇒ ω ◦ σ
h◦idσ=⇒ ω ◦ σ
α−1
⇒ ω.
More generally, suppose we are given a tensor functor Φ : C → C′ into another rigid
tensor category C′, we can similarly define a sheaf of groups Aut⊗(C,Φ).
Let ω′ : C′ → Vec be a fiber functor and ω = ω′ ◦ Φ. Then there is a natural homo-
morphism ω′∗ : Aut
⊗(C,Φ) → Aut⊗(C, ω) = Aut(H) by sending (σ, α) ∈ Aut⊗(C,Φ) to
(σ, idω′ ◦ α) ∈ Aut
⊗(C, ω). In other words, Aut⊗(C,Φ) acts on the pro-algebraic group H .
On the other hand, we have natural homomorphism of pro-algebraic groups Φ∗ : H ′ =
Aut⊗(ω′)→ H = Aut⊗(ω).
Lemma 9.2. The homomorphism Φ∗ : H ′ → H factors through H ′ → HAut
⊗(C,Φ) ⊂ H.
Now we consider the normalized semisimple Satake category S in §2.3. Following [30]
and [18], we use the global section functor h to define Gˇ = Aut⊗(h) and get the geometric
Satake equivalence S ∼= Rep(Gˇ).
Lemma 9.3.
(1) There is a natural homomorphism Aut(G) → Aut⊗(S, h) ∼= Aut(Gˇ) which factors
through ι˜ : Out(G)→ Aut(Gˇ);
(2) There is a natural pinning † = (Bˇ, Tˇ , {xα∨i }) of Gˇ preserved by the Out(G)-action
via ι˜. Let Aut†(Gˇ) be the automorphism group of Gˇ fixing this pinning. Then ι˜
induces an isomorphism ι : Out(G)
∼
−→Aut†(Gˇ).
Proof. (1) The Aut(G)-action on (S, h) is induced from its action on GrG. Since objects
in S carry G-equivariant structures under the conjugation action of G on GrG, inner auto-
morphisms of G acts trivially on (S, h), i.e., the Aut(G)-action on (S, h) factors through
Out(G).
(2) We first need to exhibit a pinning of Gˇ which is preserved by the Aut(G)-action. For
this, we need to give a maximal torus Tˇ ⊂ Gˇ, a cocharacter 2ρ ∈ X∗(T ) = X∗(Tˇ ) (half
the sum of positive coroots in the pinning), and a principal nilpotent element e ∈ gˇ (the
sum of simple root vectors). Equivalently, we need to
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(P1) Factor the fiber functor h into a tensor functor
h =
⊕
µ∈X∗(T )
hµ : S → VecX∗(T )
forget
−−−→ Vec.
(P2) Find a a tensor derivation e : h→ h (i.e., e(K1∗K2) = e(K1)⊗ idK2+idK1⊗e(K2))
which sends hµ to ⊕ihµ+αi , such that for each simple root αi, the component
hµ → hµ+αi is nonzero as a functor.
The factorization hµ is given by Mirkovic´-Vilonen’s “weight functors” [30, Theorem 3.5,
3.6]. They also proved that h =
⊕
i h
i (where hi is the sum of hµ with 〈2ρ, µ〉 = i) coincides
with the cohomological grading of h = H∗(GrG,−). The tensor derivation e is given by
the cup product with c1(Ldet) ∈ H
2(GrG,Q`), where Ldet is the determinant line bundle
on GrG.
The action of Aut†(G) ⊂ Aut(G) on S permutes the weight functors hµ in the same way
as it permutes µ ∈ X∗(T ), preserves the 〈2ρ, µ〉 (hence preserves 2ρ ∈ X∗(T ) = X∗(Tˇ )),
and commutes with e = c1(Ldet). Therefore, the Aut
†(G)
∼
−→Out(G)-action on S preserves
the above pinning.
An element σ ∈ Aut†(G) induces a dual automorphism σˇ of the Dynkin diagram of
Gˇ. Since σ∗ ICµ ∼= ICσ−1(µ), the self-equivalence σ
∗ of S ∼= Rep(Gˇ) is isomorphic to the
self-equivalence of Rep(Gˇ) induced by the pinned automorphisms of Gˇ given by the dual
automorphism σˇ−1 on the Dynkin diagram of Gˇ. This proves
Out(G)→ [Aut⊗(S)] ∼= [Aut⊗(Rep(Gˇ))] ∼= Out(Gˇ)
is an isomorphism (the last isomorphism follows from Lemma 9.1). Hence ι : Out(G) →
Aut†(Gˇ) is also an isomorphism. 
For our purpose in §6, we shall also need a different fiber functor ωφ defined in (2.11).
Recall that Sφ is the stabilizer of φ under the action of T o Aut†(G)×Grotm , and S
1
φ(k) =
ker(Sφ(k)→ Grotm (k)). Recall from (6.4) that we have an action of S
1
φ(k) on
φ
Gˇ.
Lemma 9.4. There is a natural pinning ‡ = (
φ
Bˇ,
φ
Tˇ , {φxα∨i }) of
φ
Gˇ which is preserved by
the S1φ(k)-action.
Proof. Using (4.4), we can rewrite the fiber functor ωφ as
S
Ψ
−→ PervI0(FlG)
Vφ
−→ Vec
where FlG = G((t))/I0 is the affine flag variety at {0}, Ψ : S → Perv(I0\G((t))/I0) =
PervI0(Fl) is the nearby cycles functor of Gaitsgory [16], and Vφ(K) := RΓc(FlG, K⊗pr
∗
1Aφ)
as in (4.4). To exhibit a pinning of
φ
Gˇ, we need to find analogs of (P1) and (P2) as in the
proof of Lemma 9.3(2).
According to Arkhipov-Bezrukavnikov [1, Theorem 4], each object Ψ(K) admits a
X∗(T )-filtration with Wakimoto sheaves as associated graded pieces. More precisely, they
constructed a functor
(9.5)
⊕
µ∈X∗(T )
W µ ◦Ψ(−) : S → VecX∗(T ).
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Here for Ψ(K) ∈ PervI0(FlG) with Wakimoto filtration Ψ(K)≤µ, we write grµΨ(K) =
Ψ(K)≤µ/Ψ(K)<µ = Jµ ⊗W µ(K), where Jµ is the Wakimoto sheaf [1, §3.2] and W µ(K) is
a vector space with Frobenius action. In [1, Theorem 6], it is proved that (9.5) is tensor.
For each µ, let jµ : Flµ = I0t
µI0/I0 ↪→ FlG be the inclusion. We fix the Frobenius struc-
ture of Jµ in the following way: for µ regular dominant, let Jµ = jµ,∗Q`[〈2ρ, µ〉](〈2ρ, µ〉);
for µ regular anti-dominant, let Jµ = jµ,!Q`[〈2ρ, µ〉]; for general µ = µ1 + µ2 where µ1
is regular dominant and µ2 is regular anti-dominant, let Jµ = Jµ1
I0
∗ Jµ2 (where
I0
∗ is the
convolution on FlG). It follows from [1, Lemma 8, Corollary 1] that Jµ is well-defined. This
normalization makes sure that in the composition series of Jµ, δ = IC1 appears exactly
once, with multiplicity space Q` as a trivial Frobenius module (see [1, Lemma 3(a)] with
obvious adjustment to the mixed setting). Since all ICw˜ are killed by Vφ except w˜ = 1, we
conclude that
(9.6) Vφ(Jµ) = Q` as a trivial Frobenius module for all µ ∈ X∗(T ).
Claim. For K ∈ S, W µ(K) is pure of weight 〈2ρ, µ〉. In fact, we have a natural isomor-
phism of funtors hµ ∼= W µ (hµ is the weight functor in [30, Theorem 3.5, 3.6], which was
used in the proof of Lemma 9.3).
Proof. We first recall the definition of the weight functors in loc. cit. For every µ ∈ X∗(T ),
let Sµ ⊂ GrG be the U((t))-orbit containing tµ. The weight function defined in loc. citis
hµ(K) = H∗c (Sµ, K), which is concentrated in degree 〈2ρ, µ〉.
Let pi : FlG → GrG be the projection, then pi−1(Sµ) = unionsqw∈W S˜µw, where S˜µw ⊂ FlG is
the U((t))-orbit containing tµw. We have natural isomorphisms (for K ∈ S)
hµ(K) = H∗c (Sµ, pi!Ψ(K))
∼= H∗c (pi
−1(Sµ),Ψ(K))
∼
−→H∗c (S˜µ,Ψ(K))
∼
−→W µ(K).
Here the first equality follows from pi!Ψ(K) = K, and the last two isomorphisms follow
from [1, Theorem 4(2)] (with extra care about the Frobenius structure).
Since hi(K) = H i(GrG, K) is pure of weight i, and h
µ(K) is a direct summand of h〈2ρ,µ〉,
hµ(K) is pure of weight 〈2ρ, µ〉. Hence W µ(K) is also pure of weight 〈2ρ, µ〉. 
Now we construct a natural isomorphism
⊕
µW
µ ∼= ωφ. For each K ∈ S, the Waki-
moto filtration on Ψ(K) gives a spectral sequence calculating Vφ(Ψ(K)) with E1 page
Vφ(grµΨ(K)). By (9.6),
(9.7) Vφ(grµΨ(K)) = Vφ(Jµ)⊗W
µ(K) =W µ(K)
is concentrated in degree 0, the spectral sequence degenerates at E1. The limit of the
spectral sequence gives a Wakimoto filtration on the Frobenius module ωφ(K) = Vφ(Ψ(K)),
which we denote by w≤µ. By the Claim and (9.7), this filtration refines the weight filtration
w≤i on ωφ(K):
grwi ωφ(K) =
⊕
〈2ρ,µ〉=i
grwµωφ(K).
Since ωφ(K) is a Frobenius module in Q`-vector spaces, the weight filtration splits canon-
ically. Therefore, the Wakimoto filtration w≤µωφ(K) also splits canonically. This gives a
canonical isomorphism
⊕
µW
µ ∼= ωφ.
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Finally, the principal nilpotent element is given by the logarithm of the monodromy
action (of a topological generator of the tame inertia group at 0) on the nearby cycles ([16,
Theorem 2]) MK : Ψ(K)→ Ψ(K)(−1).
The action of S1φ(k) commutes with the nearby cycle functor, therefore commutes with
the monodromy MK . It permutes the Wakimoto sheaves, hence permutes the functors W
µ
through the action of S1φ(k)→ Aut
†(G) on X∗(T ), and it preserves 〈2ρ, µ〉. Therefore the
S1φ(k)-action preserves the pinning ‡. 
10. Appendix: Quasi-minuscule combinatorics
We assume G is almost simple of rank at least 2.
Let θ be the highest root (which is a long root) and θ∨ the corresponding coroot (which
is a short coroot). The set of roots Φ is partitioned into Φθn = {α ∈ Φ|〈α, θ
∨〉 = n},
n = 0,±1,±2, with Φθ±2 = {±θ}. The roots in Φ
θ
1 are coupled into pairs (α, β) with
α + β = θ.
Let Vθ∨ be the irreducible representation of Gˇ with highest weight θ
∨. The nonzero
weights of Vθ∨ are the short roots of Gˇ, each with multiplicity 1. Let {e =
∑
i xi, 2ρ, f =∑
i yi} ∈ gˇ be the principal sl2-triple, where xi ∈ gˇα∨i , yi ∈ gˇ−α∨i are nonzero and 2ρ ∈ tˇ is
the sum of positive coroots of Gˇ.
Lemma 10.1. The following numbers are the same:
(1) dimVθ∨(0), where Vθ∨(0) is the zero weight space under the 2ρ-action, and is also
the zero weight space under the Tˇ -action;
(2) dimV eθ∨, where V
e
θ∨ = ker(ad(e)|Vθ∨);
(3) the number of short simple roots of Gˇ (the short rank rs(Gˇ));
(4) #(Wθ∨)/h = #{short roots of Gˇ}/h (Here h is the Coxeter number of W ).
Proof. Under the principal sl2 action, Vθ∨ can be decomposed as a sum of irreducible
representations of sl2:
Vθ∨ =
rs(Gˇ)∑
i=1
Sym2`i(Std)
where Std is the 2-dimensional representation of sl2. Since the weights of the 2ρ-action on
Vθ∨ are even, only even symmetric powers of Std appear in Vθ∨. Since each Sym
2`i(Std)
contributes 1-dimension to both Vθ∨(0) and V
e
θ∨, we have rs(Gˇ) = dimVθ∨(0) = dimV
e
θ∨ .
This proves the equality of the numbers in (1) and (2).
Let Vθ∨(n) be the weight n-eigenspace of the ρ-action, then
Vθ∨(n) =
∑
α∨short,〈ρ,α∨〉=n
Vθ∨(α
∨).
In particular, dimVθ∨(1) is the number of short simple roots of Gˇ. The map e : Vθ∨(0)→
Vθ∨(1) is clearly surjective. It is also injective, because if v ∈ Vθ∨(0), ev = 0 means gˇα∨i v = 0
for all simple α∨i , i.e., v is a highest weight, contradiction. This proves
(10.2) dimVθ∨(0) = dim Vθ∨(1) = rs(Gˇ).
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It remains prove (4) is the same as the rest. The argument is similar to that of [28,
§6.7], where Kostant considered the adjoint representation instead of Vθ∨. We only give
a sketch. Let ζ be a primitive h-th root of unity and let P = ρ(ζ) ∈ Gˇ. Let γ∨ be the
highest root of Gˇ and z = e + x−γ∨ . Then z is a regular semisimple element in gˇ, and
Ad(P )z = ζz. Let Gˇz be the centralizer of z (which is a maximal torus), then P ∈ NGˇ(Gˇz)
and its image in the Weyl group is a Coxeter element. Choosing a basis ui for the highest
weight line in Sym2`i(Std) ⊂ Vθ∨ , then there exists a unique vi ∈ Vθ∨(`i − h) such that
ui + vi ∈ V
z
θ∨ (kernel of the z-action on Vθ∨). Then {ui + vi}1≤i≤rs(Gˇ) form a basis of V
z
θ∨ ,
with eigenvalues ζ`i under the action of Ad(P ).
The representation Vθ∨ of Gˇ is clearly self-dual. According to zero and nonzero weights
under gˇz, we can write Vθ∨ = V
z
θ∨⊕V
′ as NGˇ(Gˇz)-modules. Any self-duality Vθ∨
∼= V ∗θ∨ of Gˇ-
modules necessarily restricts to a self-duality V zθ∨
∼= (V zθ∨)
∗ as NGˇ(Gˇz)-modules. Hence the
eigenvalues of Ad(P ) on V zθ∨ are invariant under inversion: i.e., the multi-set {ζ
`i}1≤i≤rs(Gˇ) is
invariant under inversion. This implies
∑
i `i = rs(Gˇ)h/2. Hence dimVθ∨ =
∑
i(2`i+ 1) =
(h+1)rs(Gˇ). Since the nonzero weight spaces of Vθ∨ are indexed by short roots of Gˇ, hence
by the orbit Wθ∨, we get #(Wθ∨) = dimVθ∨ − dimVθ∨(0) = hrs(Gˇ). This proves that (4)
coincides with the rest of the numbers.

11. Appendix: The adjoint Schubert variety for G2
In this section we assume char(k) > 3. Recall (see tables in [8]) that G2 has four
nonregular unipotent orbits:
• the subregular orbit containing a generic element in the unipotent radical of P−θ;
it has dimension 10;
• the orbit containing U×−γ , which has dimension 8;
• the orbit containing U×−θ, which has dimension 6;
• the identity orbit, which has dimension 0.
The G-orbits of Grtriv≤γ∨ for G2 turns out to be closely related to these unipotent orbits.
More precisely,
Lemma 11.1. (1) There are four Ad(G)-orbits on Grtriv≤γ∨,
Grtriv≤γ∨ = Grsubr
⊔
Ad(G)U×−γ,−1
⊔
Grtrivθ∨
⊔
{?}
of dimensions 10, 8, 6 and 0 respectively, which, under the evaluation map evτ=1,
map onto the four nonregular unipotent orbits.
(2) The morphism
ν : G
P−θ
× (
∏
〈β,−θ∨〉≥1
Uβ,−1) → Gr
triv
≤γ∨
(g,
∏
uβ(cβτ
−1)) 7→ Ad(g)(
∏
uβ(cβτ
−1))
is a resolution. Its fibers over the G-orbits are:
• ν is an isomorphism over Grsubr;
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• ν−1(u−γ(τ−1)) ∼= P1;
• ν−1(u−θ(τ−1)) is a projective cone over P1 (it contains a point, whose comple-
ment is a line bundle over P1);
• ν−1(?) ∼= G/P−θ.
(3) The morphism
ν ′ : G
P−γ
× (
∏
〈β,−γ∨〉≥2
Uβ,−1)→ Gr
triv
≤γ∨
defined similarly as ν, is a resolution of the closure of Ad(G)U×−γ,−1. Its fibers over
the G-orbits are:
• ν is an isomorphism over Ad(G)U×−γ,−1;
• ν−1(u−θ(τ−1)) ∼= P1;
• ν−1(?) ∼= G/P−γ.
Proof of Theorem 4(2) for G = G2. By the same reduction steps as in the case of other
types, we reduce to showing
(11.2) χc(Gr
triv,a=0
γ∨ , ev
∗J) = −rs(G) = −1.
Step I. χc((Ad(G)U
×
−γ,−1)
a=0, ev∗J) = −1.
For any short root β, let Vβ =
∏
〈β′,β∨〉≥2 Uβ′,−1. Then the source of ν
′ has a Bruhat
decomposition
G
P−γ
× V−γ =
⊔
β short root
Ad(U)Vβ .
The following Claim can be proved similarly as the claim in §5.6.
Claim. For a short root β,
χc(Ad(U)V
>−θ
β , ev
∗J) =
{
0 Φβ≥2 contains a simple root
1 otherwise.
Looking at the root system G2, there are 3 short roots β such that Φ
β
≥2 does not contain
a simple root. Therefore χc((G
P−γ
× V−γ)a=0, ν ′∗ev∗J) = 3. On the other hand, by Lemma
11.1(3), we have
3 = χc((G
P−γ
× V−γ)
a=0, ν ′∗ev∗J)
= χc(G/P−γ) + χc(P
1)χc(Gr
triv,a=0
θ∨ , ev
∗J) + χc((Ad(G)U
×
−γ,−1)
a=0, ev∗J)
Plugging in χc(G/P−γ) = #W/Wγ∨ = 6, χc(P
1) = 2 and χc(Gr
triv,a=0
θ∨ , ev
∗J) = −1 from
the proof of Theorem 4(1), we conclude that χc((Ad(G)U
×
−γ,−1)
a=0, ev∗J) = −1.
Step II. χc(Gr
a=0
subr, ev
∗J) = 0.
For any long root α, let Vα =
∏
〈α′,α∨〉≥1 Uα′,−1. Then the source of ν has a Bruhat
decomposition
G
P−θ
× V−θ =
⊔
α long root
Ad(U)Vα.
The following Claim can be proved similarly as the claim in §5.6.
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Claim. For a long root α,
χc(Ad(U)V
>−θ
α , ev
∗J) =
{
0 Φα≥1 contains a simple root
1 otherwise.
Looking at the root system G2, α = −θ is the only long root for which Φα≥1 does not
contain a simple root. Therefore χc((G
P−θ
× V−θ)a=0, ν∗ev∗J) = 1. On the other hand, by
Lemma 11.1(2), we have
1 = χc((G
P−θ
× V−θ)
a=0, ν ∗ ev∗J)
= χc(G/P−θ) + χc(P
1)χc((Ad(G)U
×
−γ,−1)
a=0, ev∗J)
+χc(ν
−1(u−θ(τ
−1)))χc(Gr
triv,a=0
θ∨ , ev
∗J) + χc(Gr
a=0
subr, ev
∗J).
Plugging in χc(G/P−θ) = #W/Wθ = 6, χc(P
1) = 2, χc(ν
−1(u−θ(τ
−1))) = 3 from Lemma
11.1(2), χc((Ad(G)U
×
−γ,−1)
a=0, ev∗J) = −1 from Step I, and χc(Gr
triv,a=0
θ∨ , ev
∗J) = −1 from
the proof of Theorem 4(1), we conclude that χc(Gr
a=0
subr, ev
∗J) = −1.
Combining Step I and II, since Grtriv,a=0γ∨ = Gr
a=0
subr unionsq(Ad(G)U
×
−γ,−1)
a=0, we get (11.2).
This proves Theorem 4(2) in the case of G2. 
References
[1] S. Arkhipov, R. Bezrukavnikov. Perverse sheaves on affine flags and Langlands dual group (with an
appendix by R. Bezrukavnikov and I. Mirkovic). Israel J. Math. 170 (2009), 135–183.
[2] A. Beilinson, J. Bernstein. A proof of Jantzen conjectures. I. M. Gelfand Seminar, 1–50, Adv. Soviet
Math., 16 , Part 1, Amer. Math. Soc., Providence, RI, 1993.
[3] A. Beilinson, J. Bernstein, and P. Deligne. Faisceaux pervers. Aste´risque, 100, 1983.
[4] R. Bezrukavnikov, A. Braverman, I. Mirkovic´. Some results about the geometric Whittaker model.
Adv. Math. 186, (2004), no. 1, 143–152.
[5] R. Bezrukavnikov. On tensor categories attached to cells in affine Weyl groups. Representation theory
of algebraic groups and quantum groups, Adv. Stud. Pure Math., 40 , Math. Soc. Japan, Tokyo, 2004,
69–90.
[6] N. Bourbaki. E´le´ments de mathe´matique. Fasc. XXXIV. Groupes et alge`bres de Lie. Chapitre IV–VI.
Actualite´s Scientifiques et Industrielles, No. 1337, Hermann, Paris 1968, 288 pp.
[7] F. Bruhat, J. Tits. Groupes re´ductifs sur un corps local. II. Sche´mas en groupes. Existence d’une
donne´e radicielle value´e. Publ. Math. IHES 60 (1984), 197–376.
[8] R.W. Carter, Finite groups of Lie type. Conjugacy classes and complex characters. Pure and Applied
Mathematics. A Wiley-Interscience Publication. John Wiley & Sons, Inc., New York, 1985. xii+544
pp.
[9] C. Chevalley. Sur certains groupes simples. Toˆhoku Math. J. (2), 7, (1955), 14–66.
[10] P. Deligne. Cohomologie e´tale. Se´minaire de Ge´me´trie Alge´brique du Bois-Marie SGA 4 1
2
. Avec la col-
laboration de J. F. Boutot, A. Grothendieck, L. Illusie et J. L. Verdier. Lecture Notes in Mathematics,
Vol. 569. Springer-Verlag, Berlin-New York, 1977. iv+312pp.
[11] P. Deligne. La conjecture de Weil II. Publ. Math. IHES No. 52 (1980), 137–252.
[12] P. Deligne, J.S. Milne. Tannakian Categories. In Hodge cycles, motives, and Shimura varieties., Lec-
ture Notes in Mathematics, 900. Springer-Verlag, Berlin-New York, 1982.
[13] M. Demazure, A. Grothendieck. Sche´mas en groupes. III: Structure des sche´mas en groupes re´ductifs.
Se´minaire de Ge´ome´trie Alge´brique du Bois Marie 1962/64 (SGA 3). Lecture Notes in Mathematics,
Vol. 153 Springer-Verlag, Berlin-New York 1962/1964 viii+529 pp.
[14] G. Faltings. Algebraic loop groups and moduli spaces of bundles. J. Eur. Math. Soc. 5, (2003), 41–68.
56 JOCHEN HEINLOTH, BAO-CHAˆU NGOˆ, AND ZHIWEI YUN
[15] E. Frenkel, B. Gross. A rigid irregular connection on the projective line Ann. of Math. (2) 170,
(2009), no. 3, 1469–1512
[16] D. Gaitsgory. Construction of central elements in the affine Hecke algebra via nearby cycles. Invent.
Math. 144 (2001), no. 2, 253–280.
[17] D. Gaitsgory On de Jong’s conjecture. Israel J. Math. 157 (2007), 155–191.
[18] V. Ginzburg Perverse sheaves on a Loop group and Langlands’ duality. Preprint, arXiv:
alg-geom/9511007.
[19] U. Go¨rtz, T. Haines. The Jordan-Ho¨lder series for nearby cycles on some Shimura varieties and affine
flag varieties. J. Reine Angew. Math.609 (2007), 161–213.
[20] B. Gross, M. Reeder. Arithmetic invariants of discrete Langlands parameters. Preprint,
http://www.math.harvard.edu/∼gross/preprints/
[21] B. Gross. Irreducible cuspidal representations with prescribed local behavior. Preprint,
http://www.math.harvard.edu/∼gross/preprints/
[22] B. Gross. Letter to Deligne and Katz. July 14, 2008
[23] T. Haines, M. Rapoport. Appendix: On parahoric subgroups. Adv. in Math. 219 , no. 1, (2008),
188-198; appendix to [32]
[24] J. Heinloth. Uniformization for G-bundles. Math. Ann. (2010)...
[25] N. Katz. Gauss sums, Kloosterman sums, and monodromy groups. Annals of Mathematics Stud-
ies,116. Princeton University Press, Princeton, NJ, 1988. x+246 pp.
[26] N. Katz. Exponential sums and differential equations. Annals of Mathematics Studies,124. Princeton
University Press, Princeton, NJ, 1990. xii+430 pp.
[27] N. Katz. Rigid local systems. Annals of Mathematics Studies,139. Princeton University Press, Prince-
ton, NJ, 1996. viii+223 pp.
[28] B. Kostant. The principal three-dimensional subgroup and the Betti numbers of a complex simple Lie
group. Amer. J. Math.,81 (1959), 973–1032.
[29] G. Lusztig. Singularities, character formulas, and a q-analog of weight multiplicities. Analysis and
topology on singular spaces, II, III (Luminy, 1981), 208–229. Aste´risque, 101-102, Soc. Math. France,
Paris, 1983.
[30] I. Mirkovic´, K. Vilonen. Geometric Langlands duality and representations of algebraic groups over
commutative rings. Ann. of Math. (2) 166 (2007), no. 1, 95–143.
[31] B.C. Ngoˆ and P. Polo. Re´solutions de Demazure affines et formule de Casselman-Shalika ge´ome´trique.
J. Alg. Geom. 10 (2001), 515–547.
[32] G. Pappas, M. Rapoport. Twisted loop groups and their affine flag varieties. Adv. Math. 219, (2008),
no. 1, 118–198.
[33] A. Ramanathan. Deformations of principal bundles on the projective line. Invent. Math. 71 ,(1983),
no. 1, 165–191.
[34] M. Reeder. Torsion automorphisms of simple Lie algebras. To appear in L’Enseignement Mathema-
tique, available at http://www2.bc.edu/∼reederma/Torsion.pdf
[35] T.A. Springer. Regular elements of finite reflection groups. Invent. Math. 25,(1974), 159–198.
[36] J-K. Yu. Smooth models associated to concave functions in Bruhat-Tits theory. Preprint,
http://www.math.purdue.edu/∼jyu/prep/model.pdf
Contents
Introduction 1
0.1. Review of classical Kloosterman sums and Kloosterman sheaves 1
0.2. Motivation and goal of the paper 3
0.3. Method of construction 4
0.4. Properties of Kloosterman sheaves 5
0.5. Open problems 6
KLOOSTERMAN SHEAVES FOR REDUCTIVE GROUPS 57
0.6. Organization of the paper 6
1. Structural groups 7
1.1. Quasi-split group schemes over P1\{0,∞} 7
1.2. Level structures at 0 and ∞ 7
1.3. Affine generic characters 9
1.4. Principal bundles 10
2. Eigensheaf and eigenvalues—Statement of main results 12
2.1. The eigenfunction 12
2.2. The eigensheaf 13
2.3. The geometric Hecke operators 14
2.4. The monodromy representation 17
2.5. Variant 18
3. Example: Kloosterman sheaf for GLn 19
3.1. Another modular interpretation 19
3.2. The Kloosterman sheaf associated with the standard representation of GLn 20
4. Proof of Theorem 1 22
4.1. First Step: HkV (A) is perverse. 22
4.2. Second step: A is an eigensheaf. 24
4.3. Third step: The monodromy at the tame point. 24
5. Cohomological properties of Kloosterman sheaves 26
5.1. The Euler characteristics, Swan conductors and cohomological rigidity 26
5.2. General method of calculation 28
5.3. Quasi-minuscule Schubert variety 31
5.4. Proof of Theorem 4(1) 33
5.5. The adjoint Schubert variety 34
5.6. Proof of Theorem 4(2) 37
6. Global monodromy 40
6.1. Dependence on the additive character 40
6.2. Zariski closure of global monodromy 42
7. Functoriality of Kloosterman sheaves–conjectures 44
7.1. Rigidity 44
7.2. Quasi-split groups 45
8. Appendix: Proof of Proposition 1.1 on the geometry of moduli spaces of
G-bundles on P1 46
9. Appendix: Geometric Satake equivalence and pinnings of the Langlands dual
group 48
10. Appendix: Quasi-minuscule combinatorics 52
11. Appendix: The adjoint Schubert variety for G2 53
58 JOCHEN HEINLOTH, BAO-CHAˆU NGOˆ, AND ZHIWEI YUN
References 55
University of Amsterdam, Korteweg-de Vries Institute for Mathematics, Science Park
904, 1098 XH Amsterdam, The Netherlands
E-mail address : J.Heinloth@uva.nl
School of Mathematics, Institute for Advanced Study, Princeton, NJ 08540, USA
School of Mathematics, Institute for Advanced Study, Princeton, NJ 08540, USA
E-mail address : zhiweiyun@gmail.com
