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Abstract In this work, we consider the following second-order m-point boundary
value problem on time scales
⎧
⎪⎪⎨
⎪⎪⎩
(φp(u
(t)))∇ + h(t)f (t, u(t), u(t)) = 0, t ∈ (0,+∞)T,
u(0) =
m−2∑
i=1
αiu(ηi), u
(+∞) =
m−2∑
i=1
βiu
(ηi).
We establish new criteria for the existence of at least three unbounded positive solu-
tions. Our results are new even for the corresponding differential (T = R), difference
equation (T = Z) and for the general time-scale setting. An example is given to illus-
trate our results.
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1 Introduction
Calculus on time scales was introduced by Hilger (see [1]), as a theory which in-
cludes both differential and difference calculus as special cases. Since then, a large
body of theory unifying and generalizing difference and differential equations was
developed by Agarwal, Anderson, Bohner, Guseinov, Henderson, Peterson (see [2, 3]
and references therein). Further, the study of dynamic equations on time scales has
led to several important applications, e.g., insect population models, neural networks,
heat transfer and epidemic models (see [2, 3] and references therein). Recently, much
attention is focused on time-scale boundary value problems on finite intervals (see
[4–10] and references therein).
Sun and Wang [8] studied the following three-point boundary value problem on
time scales
{
(φp(u
(t)))∇ + h(t)f (t, u(t)) = 0, t ∈ (0, T )T,
u(0) − βu(0) = γ u(η), u(T ) = 0.
They established sufficient conditions for the existence of at least one, two or three
positive solutions.
Karaca [9] studied the following fourth-order four-point boundary value problem
on time scales
⎧
⎪⎪⎨
⎪⎪⎩
y4(t) − q(t)y2(σ (t)) = f (t, y(σ (t)), y2(t)), t ∈ [a, b]T,
y(σ 4(b)) = 0, αy(a) − βy(a) = 0,
γy2(ξ1) − δy3(ξ1) = 0, γy2(ξ2) + ηy3(ξ2) = 0.
They established sufficient conditions for the existence of a positive solution by using
Leray-Schauder’s fixed point theorem.
Liang, Zhang and Wang [10] studied the following nonlinear nth-order m-point
singular boundary value problem
⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(φp(u
n−1(t)))∇ + a(t)f (t, u(t), u(t), . . . , un−2(t)) = 0, t ∈ (0, T )T,
ui (0) = 0, i = 0,1, . . . , n − 3,
un−2(0) =
m−2∑
i=1
αiu
n−2(ξi), u
n−1
(T ) = 0.
They established the sufficient conditions for the existence of countably many posi-
tive solutions.
Boundary value problems on infinite intervals occur naturally in the study of ra-
dially symmetric solutions of nonlinear elliptic equations and various physical phe-
nomena (see [11–16] and references therein). The study of time-scale boundary value
problems on infinite intervals was initiated by Agarwal, Bohner and O’Regan [17].
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The authors studied the following boundary value problems
⎧
⎪⎨
⎪⎩
y(t) + f (t, y(σ (t))) = 0, for t ∈ [a,+∞)T,
y(a) = 0,
y(t) is bounded for t ∈ [a,+∞)T
and
⎧
⎪⎨
⎪⎩
y(t) + f (t, y(σ (t))) = 0, for t ∈ [a,+∞)T,
αy(a) − βy(a) = γ, α ≥ 0, β ≥ 0 with α2 + β2 > 0,
y(t) is bounded for t ∈ [a,+∞)T.
They established the sufficient conditions for the existence of a positive solution by
using Schauder’s fixed point theorem and the operator approximation method. Hao,
Liang and Xiao [18] studied the following singular boundary value problem
{
x(t) − k2x(σ (t)) + m(t)f (t, x(σ (t))) = 0, t ∈ [0,+∞)T,
x(0) = 0, lim
t→+∞x(t) = 0.
They showed the existence of a positive solution by using Schauder’s fixed point
theorem and the operator approximation method.
However, there are few literatures available on the existence of unbounded positive
solutions for time-scale boundary value problems. Inspired by the mentioned works,
we consider the following time-scale boundary value problem
⎧
⎪⎪⎨
⎪⎪⎩
(φp(u
(t)))∇ + h(t)f (t, u(t), u(t)) = 0, t ∈ (0,+∞)T,
u(0) =
m−2∑
i=1
αiu(ηi), u
(+∞) =
m−2∑
i=1
βiu
(ηi),
(1.1)
where u(+∞) = limt∈T,t→+∞ u(t), φp(s) = |s|p−2s, p > 1, (φp)−1 = φq , 1p +
1
q
= 1, η1, η2, . . . , ηm−2 ∈ T, σ(0) < η1 < η2 < · · · < ηm−2 < +∞.
The main features of this paper are as follows. First, comparing with [4–10, 17,
18], we introduce a weighted Banach space so as to overcome the difficulties oc-
curred in the estimation of unbounded solutions. Second, comparing with [4–18], we
change the differential equation into a equivalent integral equation by introducing a
monotone function because of the nonlinear differential operator (φp(u))∇ and the
boundary condition u(+∞) = ∑m−2i=1 βiu(ηi).
The paper is organized as follows. After this section, some definitions will be
presented in Sect. 2. Some lemmas will be established in Sect. 3. Our main results
will be given in Sect. 4.
2 Preliminary
Now we list some conditions in this section for convenience.
Let F(t, u, v) = f (t, (1 + t2)u, (1 + t)v).
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(H1) ∑m−2i=1 αi < 1,
∑m−2
i=1 βi < 1, αi ≥ 0, βi ≥ 0, i = 1,2 . . . ,m − 2;
(H2) h ∈ Cld([0,+∞)T, [0,+∞)),
∫ +∞
0 h(r)∇r < +∞;
(H3) F : [0,+∞)T × [0,+∞) × [0,+∞) → [0,+∞);
(H4) For t ∈ [0,+∞)T, F(t, ·, ·) is continuous;
(H5) For u,v ∈ [0,+∞), F(·, u, v) is ld-continuous on T;
(H6) When u,v are bounded, F(t, u, v) is bounded.
Throughout the paper, let T (time scale) be a nonempty closed subset of R such
that 0 ∈ T. We assume that T has the topology which inherits from the standard topol-
ogy on R. For t ∈ T, we define the forward (respectively, backward) jump operator
σ : T → T (respectively, ρ : T → T) by
σ(t) = inf{s ∈ T| s > t} (respectively, ρ(t) = sup{s ∈ T| s < t}).
In this definition we put inf∅ = sup T (i.e., σ(t) = t if T has a maximum t) and
sup∅ = infT (i.e., ρ(t) = t if T has a minimum t), where ∅ denotes the empty set.
If a < b are points in T, then we let
[a, b]T = [a, b] ∩ T.
We assume that there exist tn ∈ T, n ∈ {1,2, . . .} ≡ N with
0 < t1 < t2 < · · · < tn < · · · and tn ↑ +∞ as n → +∞.
Let
[0,+∞)T =
+∞⋃
n=1
[0, tn]T.
Definition 2.1 Let E be a real Banach space. A nonempty closed set P ⊂ E is a cone
provided that
(1) au + bv ∈ P for all u,v ∈ P and a ≥ 0, b ≥ 0,
(2) u,−u ∈ P implies u = 0.
Every cone P ⊂ E induces an ordering in E given by x ≤ y if and only if
y − x ∈ P .
Definition 2.2 The map α is a nonnegative continuous concave functional on a cone
P of a real Banach space E provided that α : P → [0,+∞) is continuous and
α(tu + (1 − t)v) ≥ tα(u) + (1 − t)α(v)
for all u,v ∈ P , 0 ≤ t ≤ 1.
Similarly, we say the map γ a nonnegative continuous convex functional on a cone
P of a real Banach space E provided that
γ (tu + (1 − t)v) ≤ tγ (u) + (1 − t)γ (v)
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for all u,v ∈ P , 0 ≤ t ≤ 1.
Let γ and θ be nonnegative continuous convex functionals on a cone P , α be
nonnegative continuous concave functional on P and ψ be nonnegative continuous
functional on P . Then for positive real numbers a, b, c and d , we define the following
convex sets
P(γ, d) = {u ∈ P | γ (u) < d},
P (γ,α, b, d) = {u ∈ P | b ≤ α(u), γ (u) ≤ d},
P (γ, θ,α, b, c, d) = {u ∈ P | b ≤ α(u), θ(u) ≤ c, γ (u) ≤ d},
R(γ,ψ,a, d) = {u ∈ P | a ≤ ψ(u), γ (u) ≤ d}.
Theorem 2.1 ([3]) Let P be a cone in a real Banach space E. Assume that there exist
two positive numbers M and d , two nonnegative continuous convex functionals γ
and θ on P , a nonnegative continuous concave functional α on P and a nonnegative
continuous functional ψ on P such that ψ(λu) ≤ λψ(u) for all 0 ≤ λ ≤ 1 and
α(u) ≤ ψ(u), ‖u‖ ≤ Mγ(u) (2.1)
for all u ∈ P(γ, d). Suppose that T : P(γ, d) → P(γ, d) is completely continuous
and there exist three positive numbers a, b and c with a < b such that
(S1) {u ∈ P(γ, θ,α, b, c, d)|α(u) > b} = ∅ and α(T u) > b for u ∈ P(γ, θ,α, b, c, d);
(S2) α(T u) > b for u ∈ P(γ,α, b, d) with θ(T u) > c;
(S3) 0 /∈ R(γ,ψ,a, d) and ψ(T u) < a for u ∈ R(γ,ψ,a, d) with ψ(T u) = a.
Then T has at least three fixed points u1, u2, u3 ∈ P(γ, d) such that
γ (ui) ≤ d, i = 1,2,3, ψ(u1) < a, a < ψ(u2) with α(u2) < b, α(u3) > b.
Definition 2.3 Assume that y : T → R is a function. Let t ∈ Tk , then we define y(t)
to be the number (provided it exists) with the property that given any ε > 0, there is
a neighborhood U of t (i.e., U = (t − δ, t + δ) ∩ T for some δ > 0) such that
|(y(σ (t)) − y(s)) − y(t)(σ (t) − s)| ≤ ε|σ(t) − s|
for all s ∈ U . We call y(t) the delta (or Hilger) derivative of y at t .
Definition 2.4 Assume that y : T → R is a function. Let t ∈ Tk , then we define y∇(t)
to be the number (provided it exists) with the property that given any ε > 0, there is
a neighborhood U of t such that
|(y(ρ(t)) − y(s)) − y∇(t)(ρ(t) − s)| ≤ ε|ρ(t) − s|
for all s ∈ U . We call y∇(t) the nabla derivative of y at t .
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3 Related lemmas
Lemma 3.1 Suppose that y ∈ Cld [0,+∞)T and limt∈T,t→+∞ y(t) exists, then y is
bounded on [0,+∞)T.
Proof Assume that y : [0,+∞)T → R is unbounded, i.e., for each n ∈ N, there exists
a sequence {tn} with tn ∈ [0,+∞)T and |y(tn)| > n. Since
{tn| n ∈ N} ⊂ [0,+∞)T,
there exists a subsequence {tnk }k∈N such that
lim
k→+∞ tnk = t0 < +∞ (3.1)
or
tnk ↑ +∞ as k → +∞. (3.2)
Since limt∈T,t→+∞ y(t) exists, we get limk→+∞ tnk = t0 < +∞. Note that t0 ∈ T,
since T is closed. Hence there exists either a subsequence that tends to t0 from above
or a subsequence that tends to t0 from below. In any case, the limit of y as t → t0 has
to be finite according to ld-continuous, a contradiction. The proof is complete. 
Consider the space E defined by
E =
{
u ∈ Cld [0,+∞)T
∣
∣
∣ sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t2
∣
∣
∣
∣ < +∞, lim
t∈T,t→+∞
u(t)
1 + t exists
}
with the norm
‖u‖ = max
{
sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t2
∣
∣
∣
∣, sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t
∣
∣
∣
∣
}
.
Using standard arguments, we can obtain that (E, ‖ · ‖) is a Banach space. Define
the cone P ⊂ E by
P =
{
u ∈ E | u(0) =
m−2∑
i=1
αiu(ηi), u is nondecreasing, nonnegative and concave on
[0,+∞)T
}
.
Define the operator T : P → E by
(T u)(t) =
∑m−2
i=1 αi
∫ ηi
0 φq(Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r)s
1 − ∑m−2i=1 αi
+
∫ t
0
φq
(
Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r
)
s, (3.3)
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where
φq(Au) =
m−2∑
i=1
βiφq
(
Au +
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
. (3.4)
Lemma 3.2 If (H1), (H3) hold, then for u ∈ Cld [0,+∞)T, there exists a unique
Au ∈ (−∞,+∞) satisfying (3.4).
Proof For u ∈ Cld [0,+∞)T, define
Hu(c) = φq(c) −
m−2∑
i=1
βiφq
(
c +
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
.
Then Hu(c) ∈ C((−∞,+∞),R). By (H1), (H3) we get Hu(0) ≤ 0. We will consider
two cases to prove Hu(c) = 0 has a unique solution on (−∞,+∞), which means
there exists a unique Au ∈ (−∞,+∞) satisfying (3.4).
Case 1: Hu(0) = 0.
By Hu(0) = 0, we get
m−2∑
i=1
βiφq
(∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
= 0.
Hence
βiφq
(∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
= 0 (i = 1,2, . . . ,m − 2),
i.e.,
φp(βi)
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r = 0 (i = 1,2, . . . ,m − 2).
Then
Hu(c) = φq(c) −
m−2∑
i=1
βiφq
(
c +
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
= φq(c) −
m−2∑
i=1
φq
(
φp(βi)c + φp(βi)
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
= φq(c) −
m−2∑
i=1
βiφq(c) =
(
1 −
m−2∑
i=1
βi
)
φq(c).
Hence we get there exists a unique c = 0 satisfying Hu(c) = 0.
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Case 2: Hu(0) = 0, i.e., Hu(0) < 0.
(i) When c ∈ (−∞,0)
Hu(c) = φq(c) −
m−2∑
i=1
βiφq
(
c +
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
)
≤ φq(c) −
m−2∑
i=1
βiφq(c)
=
(
1 −
m−2∑
i=1
βi
)
φq(c) < 0.
So when c ∈ (−∞,0), Hu(c) = 0.
(ii) When c ∈ (0,+∞)
Hu(c) = φq(c) −
m−2∑
i=1
βiφq
(
c +
∫ +∞
ηi
h(r)f
(
r, u(r), u(r)
)
∇r
)
= φq(c)
(
1 −
m−2∑
i=1
βiφq
(
1 +
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
c
))
= φq(c)H(c),
where
Hu(c) = 1 −
m−2∑
i=1
βiφq
(
1 +
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
c
)
.
Since Hu(0) < 0, that is
∑m−2
i=1 βiφq(
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r) > 0. As a re-
sult, there must exist i0 ∈ {1,2, . . . , n} such that βi0φq(
∫ +∞
ηi0
h(r)f (r, u(r), u(r))∇r)
> 0. Thus, we get Hu(c) is strictly increasing on (0,+∞),
∫ +∞
0 h(r)f (r, u(r),
u(r))∇r > 0 and ∑m−2i=1 βi > 0. Let
c = φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)f (r, u(r), u(r))∇r,
then c > 0 and we have
Hu(c) = 1 −
m−2∑
i=1
βiφq
(
1 + (1 − φp(
∑m−2
i=1 βi))
∫ +∞
ηi
h(r)f (r, u(r), u(r))∇r
φp(
∑m−2
i=1 βi)
∫ +∞
0 h(r)f (r, u(r), u
(r))∇r
)
≥ 1 −
m−2∑
i=1
βiφq
(
1 + 1 − φp(
∑m−2
i=1 βi)
φp(
∑m−2
i=1 βi)
)
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= 1 −
m−2∑
i=1
βiφq
(
1
φp(
∑m−2
i=1 βi)
)
= 0.
So Hu(c) = φq(c)H(c) ≥ 0. The mean value theorem guarantees that there exists a
c0 ∈ (0, c] ⊂ (0,+∞) such that Hu(c0) = 0. If there exist two constants ci ∈ (−∞,0)
(i = 1,2) satisfying Hu(c1) = Hu(c2) = 0, then Hu(c1) = Hu(c2) = 0. Since Hu(c)
is strictly increasing on (0,+∞), we get c1 = c2. Therefore Hu(c) = 0 has a unique
solution on (0,+∞).
Combining (i), (ii) and Hu(0) = 0, we obtain that Hu(c) = 0 has a unique solution
on (−∞,+∞). The proof is complete. 
Remark 3.1 From the proof of Lemma 3.2, we know that for u ∈ Cld [0,+∞)T,
Au ∈
[
0,
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
]
.
Moreover, if Hu(0) = 0, then Au = 0; if Hu(0) = 0, then Au = 0.
The boundary value problem (1.1) has a solution u = u(t), if and only if u solves
the operator equation u = T u. Since the Arzela-Ascoli theorem fails to work in the
space E, we need a modified compactness criterion to prove that T is compact. Let
the nonnegative continuous concave functional α, the nonnegative continuous convex
functionals γ , θ and the nonnegative continuous functional ψ be defined on the cone
P by
γ (u) = sup
t∈[0,+∞)T
u(t)
1 + t ,
ψ(u) = θ(u) = sup
t∈[0,+∞)T
u(t)
1 + t2 ,
α(u) = k
2
k2 + 1 mint∈[ 1
k2
,k2]T
u(t) = k
2
k2 + 1u
(
1
k2
)
(3.5)
for u ∈ P , where 1
k2
∈ T, 1
k2
< σ(η1) and k2 > max{1, ξm−2}.
Lemma 3.3 If (H1) holds, then supt∈[0,+∞)T u(t)1+t2 ≤ M supt∈[0,+∞)T u
(t)
1+t for u ∈ P ,
where M = 1 +
∑m−2
i=1 αiηi
1−∑m−2i=1 αi
.
Proof For u ∈ P , one arrives at u(ηi) − u(0) ≤ ηiu(0). Hence
m−2∑
i=1
αiu(ηi) −
m−2∑
i=1
αiu(0) ≤
m−2∑
i=1
αiηiu
(0).
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By
u(0) =
m−2∑
i=1
αiu(ηi),
we get
u(0) ≤
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
u(0).
Hence
u(t)
1 + t2 =
1
1 + t2
(∫ t
0
u(s)s + u(0)
)
≤ 1
1 + t2
(
tu(0) +
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
u(0)
)
<
(
1 +
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
)
u(0)
= Mu(0),
i.e.,
sup
t∈[0,+∞)T
u(t)
1 + t2 ≤ Mu
(0) = M sup
t∈[0,+∞)T
u(t)
1 + t .
The proof is complete. 
From Lemma 3.3, we obtain
‖u‖ = max
{
sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t2
∣
∣
∣
∣, sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t
∣
∣
∣
∣
}
≤ max
{
M sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t
∣
∣
∣
∣, sup
t∈[0,+∞)T
∣
∣
∣
∣
u(t)
1 + t
∣
∣
∣
∣
}
= Mγ(u).
Therefore the condition (2.1) of Theorem 2.1 is satisfied.
Lemma 3.4 If u ∈ P , then α(u) ≥ 1
k2+1θ(u).
Proof Since u is concave and nonnegative,
α(u) = k
2
k2 + 1u
(
1
k2
)
= k
2
k2 + 1u
(
k2 + k2t2 − 1
k2 + k2t2 ·
1 + t2 − t
k2 + k2t2 − 1 +
t
k2 + k2t2
)
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>
k2
k2 + 1
u(t)
k2 + k2t2
= 1
k2 + 1
u(t)
1 + t2
for u ∈ P, t ∈ [0,+∞)T. Hence α(u) ≥ 1k2+1 supt∈[0,+∞)T u(t)1+t2 = 11+k2 θ(u). The
proof is complete. 
Now for convenience, we introduce the following notation. Let
ω =
∫ +∞
0
h(r)∇r,  = ωφp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
.
Lemma 3.5 For u ∈ Cld [0,+∞)T, let Au satisfy (3.4) corresponding to u. Suppose
that (H1)–(H6) hold, then Au : Cld [0,+∞)T → R is continuous about u.
Proof Suppose {un} ⊂ Cld [0,+∞)T with un → u0 ∈ Cld [0,+∞)T, then there exists
r0 such that
max
{
‖u‖, sup
n∈N\{0}
‖un‖
}
< r0.
Let An (n = 0,1,2, . . .) be constants decided by (3.4) corresponding to un (n =
0,1,2, . . .). By (H6), we get that F(t, u, v) is bounded on [0,+∞)T × [0, r0 ]2. Set
B0 = sup{F(t, u, v)| (t, u, v) ∈ [0,+∞)T × [0, r0]2}.
Since
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
= φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
≤ B0φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)∇r
= B0,
An ∈
[
0,
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
]
⊆ [0,B0],
which means {An} is bounded.
Suppose that sequence {An} does not converge, then there exist two subsequences
{A(1)nk } and {A(2)nk } of {An} with A(1)nk → c1, A(2)nk → c2 and c1 = c2. Combining (H4)
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and using the Lebesgue’s dominated convergence theorem, we get
φq(c1) = lim
nk→+∞
m−2∑
i=1
βiφq
(
A(1)nk +
∫ +∞
ηi
h(r)f (r, unk (r), u

nk
(r))∇r
)
=
m−2∑
i=1
βiφq
(
lim
nk→+∞
A(1)nk + limnk→+∞
∫ +∞
ηi
h(r)f (r, unk (r), u

nk
(r))∇r
)
=
m−2∑
i=1
βiφq
(
c1 +
∫ +∞
ηi
h(r)f (r, u0(r), u

0 (r))∇r
)
.
Since sequence {An} is unique, we get c1 = A0. Similarly c2 = A0. So c1 = c2,
which is a contradiction. Therefore An → A0 for un → u0, which means Au :
C

ld [0,+∞)T → R is continuous. The proof is complete. 
Lemma 3.6 Suppose that (H1)–(H6) hold, then T : P → P is completely continu-
ous.
Proof We divide the proof into four steps.
Step 1: We show that T P ⊂ P .
For u ∈ P, by (H1)–(H3), we have
m−2∑
i=1
αi(T u)(ηi)
=
m−2∑
i=1
αi
(∑m−2
i=1 αi
∫ ηi
0 φq(Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r)s
1 − ∑m−2i=1 αi
)
+
m−2∑
i=1
αi
∫ ηi
0
φq
(
Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r
)
s
=
∑m−2
i=1 αi
∫ ηi
0 φq(Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r)s
1 − ∑m−2i=1 αi
= (T u)(0),
(T u)(t) =
∑m−2
i=1 αi
∫ ηi
0 φq(Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r)s
1 − ∑m−2i=1 αi
+
∫ t
0
φq(Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r)s
≥ 0,
(T u)(t) = φq
(
Au +
∫ +∞
t
h(r)f (r, u(r), u(r))∇r
)
≥ 0.
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If t ∈ [0,+∞)T is left scattered, then
(T u)∇(t) = (T u)
(t) − (T u)(ρ(t))
t − ρ(t) ≤ 0 on [0,+∞)T.
If t ∈ [0,+∞)T is left dense, then
(T u)∇(t) = lim
s→t
(T u)(t) − (T u)(s)
t − s ≤ 0 on [0,+∞)T.
Hence T u is negative, concave and nondecreasing on [0,+∞)T, i.e., T P ⊂ P .
Step 2: We show that T : P → P is continuous.
Let un → u as n → +∞ in P , then there exists r0 such that
max
{
‖u‖, sup
n∈N\{0}
‖un‖
}
< r0.
By (H6), we get that F(t, u, v) is bounded on [0,+∞)T × [0, r0 ]2. Set
B0 = sup{F(t, u, v), (t, u, v) ∈ [0,+∞)T × [0, r0 ]2}.
We get
|φp((T un)(t)) − φp((T u)(t))|
≤ |An − Au| +
∫ +∞
t
h(r)|f (r,un(r), un (r)) − f (r,u(r), u(r))|∇r
= |An − Au| +
∫ +∞
t
h(r)
∣
∣
∣
∣F
(
r,
un(r)
1 + r2 ,
u

n (r)
1 + r
)
− F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)∣
∣
∣
∣∇r
≤ 2B0 + 2B0ω. (3.6)
Hence
sup
t∈[0,+∞)T
∣
∣
∣
∣
(T un)
(t) − (T u)(t)
1 + t
∣
∣
∣
∣ → 0 as n → +∞.
Since
Au +
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
≤ B0 +
∫ +∞
0
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
≤ B0( + ω), (3.7)
sup
t∈[0,+∞)T
1
1 + t2 |(T un)(t) − (T u)(t)|
≤ sup
t∈[0,+∞)T
1
1 + t2
( ∑m−2
i=1 αi
1 − ∑m−2i=1 αi
∫ ηi
0
∣
∣
∣
∣φq
(
An
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+
∫ +∞
s
h(r)f (r, un(r), u

n (r))∇r
)
− φq
(
Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r
)∣
∣
∣
∣s
+
∫ t
0
∣
∣
∣
∣φq
(
An +
∫ +∞
s
h(r)f (r, un(r), u

n (r))∇r
)
− φq
(
Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r
)∣
∣
∣
∣s
)
≤ sup
t∈[0,+∞)T
(q − 1)(B0( + ω))q−2
1 + t2
( ∑m−2
i=1 αi
1 − ∑m−2i=1 αi
∫ ηi
0
(
|An − Au|
+
∫ +∞
s
h(r)|f (r,un(r), un (r)) − f (r,u(r), u(r))|∇r
)
s
+
∫ t
0
(
|An − Au|
+
∫ +∞
s
h(r)|f (r,un(r), un (r)) − f (r,u(r), u(r))|∇r
)
s
)
≤ sup
t∈[0,+∞)T
(q − 1)(B0( + ω))q−2
1 + t2
( ∑m−2
i=1 αi
1 − ∑m−2i=1 αi
∫ ηi
0
(
|An − Au|
+
∫ +∞
s
h(r)
∣
∣
∣
∣F
(
r,
un(r)
1 + r2 ,
u

n (r)
1 + r
)
− F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)∣
∣
∣
∣∇r
)
s
+
∫ t
0
(
|An − Au|
+
∫ +∞
s
h(r)
∣
∣
∣
∣F
(
r,
un(r)
1 + r2 ,
u

n (r)
1 + r
)
− F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)∣
∣
∣
∣∇r
)
s
)
≤ 2(q − 1)(B0( + ω))q−1
(
1 +
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
)
. (3.8)
By (H4), we get
sup
t∈[0,+∞)T
∣
∣
∣
∣
(T un)(t) − (T u)(t)
1 + t2
∣
∣
∣
∣ → 0 as n → +∞.
Hence
‖T un − T u‖ = max
{
sup
t∈[0,+∞)T
∣
∣
∣
∣
(T un)(t) − (T u)(t)
1 + t2
∣
∣
∣
∣,
sup
t∈[0,+∞)T
∣
∣
∣
∣
(T un)
(t) − (T u)(t)
1 + t
∣
∣
∣
∣
}
→ 0,
as n → +∞.
Unbounded positive solutions for m-point time-scale boundary value 117
Hence T : P → P is continuous.
Step 3: We show that T : P → P is relatively compact.
Let  be any bounded subset of P , then there exists L > 0 such that ‖u‖ ≤ L. Set
BL = sup{F(t, u, v), (t, u, v) ∈ [0,+∞)T × [0,L]2}.
For u ∈ , we have
‖T u‖ = max
{
sup
t∈[0,+∞)T
∣
∣
∣
∣
(T u)(t)
1 + t2
∣
∣
∣
∣, sup
t∈[0,+∞)T
∣
∣
∣
∣
(T u)(t)
1 + t
∣
∣
∣
∣
}
≤ M(T u)(0)
≤ Mφq
(
Au +
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
)
= Mφq
(
Au +
∫ +∞
0
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
)
≤ Mφq(BL + BLω).
Hence T is uniformly bounded.
Now we show that (T ) is locally equicontinuous on [0,+∞)T. For any ν > 0,
t1, t2 ∈ [0, ν]T and u ∈ , without loss of generality, we may assume that t2 > t1.
|φp((T u)(t1)) − φp((T u)(t2))|
=
∫ t2
t1
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
≤ φq(BL)
∫ t2
t1
h(r)∇r. (3.9)
Hence | (T u)(t1)−(T u)(t2)1+t | → 0 as t1 → t2. This implies that (T ) is equicontinu-
ous on [0, ν]T. Since ν is arbitrary, (T ) is locally equicontinuous on [0,+∞)T.
Step 4: We show that T : P → P is equiconvergent at +∞.
For u ∈ , we have
|(T u)(t)| =
∑m−2
i=1 αi
∫ ηi
0 φq(Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r)s
1 − ∑m−2i=1 αi
+
∫ t
0
φq
(
Au +
∫ +∞
s
h(r)f (r, u(r), u(r))∇r
)
s
=
∑m−2
i=1 αi
∫ ηi
0 φq(Au +
∫ +∞
s
h(r)F (r,
u(r)
1+r2 ,
u(r)
1+r )∇r)s
1 − ∑m−2i=1 αi
+
∫ t
0
φq
(
Au +
∫ +∞
s
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
)
s
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≤
∑m−2
i=1 αiηiφq(BL( + ω))
1 − ∑m−2i=1 αi
+ φq(BL( + ω))t.
Hence
lim
t∈T,t→+∞
(T u)(t)
1 + t2 = 0.
From
|φp((T u)(t1)) − φp((T u)(t2))| ≤ φq(BL)
∫ t2
t1
h(r)∇r,
we have
lim
t∈T,t→+∞
(T u)(t)
1 + t = 0.
Therefore T : P → P is equiconvergent at +∞. From steps 1–4 together with
Lemma 3.1, we get T : P → P is completely continuous. The proof is complete. 
4 Existence of three unbounded solutions
We are ready to apply Avery-Peterson’s fixed point theorem to give sufficient con-
ditions for the existence of at least three positive solutions to the boundary value
problem (1.1). Now for convenience, we introduce the following notation. Let
ϒ = φq
(
ω
1 − φp(∑m−2i=1 βi)
)
,
N = φq
(∫ k2
1
k2
h(r)∇r
)
,
c = b(k2 + 1) +
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
b(k2 + 1).
Theorem 4.1 Assume (H1)–(H6) hold. Let 0 < a < b ≤ d
k2+1 and suppose that F
satisfies the following conditions
(A1) F(t, u, v) ≤ φp(d/ϒ) for (t, u, v) ∈ [0,+∞)T × [0,Md] × [0, d];
(A2) F(t, u, v) > φp((k2 + 1)b/N) for (t, u, v) ∈ [ 1k2 , k2]T × [ bk2 , c] × [0, d];(A3) F(t, u, v) < φp(a/Mϒ) for (t, u, v) ∈ [0,+∞)T × [0, a] × [0, d].
Then the boundary value problem (1.1) has at least three positive solutions u1, u2
and u3 such that
sup
t∈[0,+∞)T
u

i (t)
1 + t ≤ d, i = 1,2,3,
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sup
t∈[0,+∞)T
u1(t)
1 + t2 < a, a < supt∈[0,+∞)T
u2(t)
1 + t2 < c with mint∈[ 1
k2
,k2]T
|u2(t)| < k
2 + 1
k2
b,
sup
t∈[0,+∞)T
u3(t)
1 + t2 < Md with mint∈[ 1
k2
,k2]T
|u3(t)| > k
2 + 1
k2
b.
Proof The boundary value problem (1.1) has a solution u = u(t) if and only if u
solves the operator equation u = T u. Thus we set out to verify that the operator T
satisfies Avery -Peterson’s fixed point theorem which will prove the existence of three
fixed points of T . Now the proof is divided into four steps.
Step 1: We will show that (A1) implies that
T : P(γ, d) → P(γ, d). (4.1)
In fact, for u ∈ P(γ, d), there is γ (u) = supt∈[0,+∞)T u
(t)
1+t ≤ d . From Lemma 3.3,
sup
t∈[0,+∞)T
u(t)
1 + t2 ≤ Md,
then condition (A1) implies
F
(
t,
u(t)
1 + t2 ,
u(t)
1 + t
)
≤ φp(d/ϒ).
On the other hand, for u ∈ P , there is T u ∈ P , then T u is nonnegative, concave and
nondecreasing on [0,+∞)T, so
γ (T u) = sup
t∈[0,+∞)T
(T u)(t)
1 + t = (T u)
(0)
= φq
(
Au +
∫ +∞
t
h(r)f (r, u(r), u(r))∇r
)
≤ φq
(
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
+
∫ +∞
t
h(r)f (r, u(r), u(r))∇r
)
= φq
(
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
+
∫ +∞
t
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
)
≤ d
ϒ
φq
(
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)∇r +
∫ +∞
0
h(r)∇r
)
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= d
ϒ
φq
(
ω
1 − φp(∑m−2i=1 βi)
)
= d.
Thus (4.1) holds.
Step 2: We show that condition (S1) in Theorem 2.1 holds.
We take u(t) = b(k2 + 1)t +
∑m−2
i=1 αiηi
1−∑m−2i=1 αi
b(k2 + 1) for t ∈ [0,+∞)T. By (3.5), we
get
γ (u) = b(k2 + 1) < d,
θ(u) = sup
t∈[0,+∞)T
u(t)
1 + t2 ≤
1
2
b(k2 + 1) +
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
b(k2 + 1) < c,
α(u) = k
2
1 + k2 u
(
1
k2
)
= k
2
k2 + 1
(
b(k2 + 1)
k2
+
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
b(k2 + 1)
)
> b.
Hence {u ∈ P(γ, θ,α, b, c, d)|α(u) > b} = ∅. Thus for u ∈ P(γ, θ,α, b, c, d), we
get
b
k2
≤ u(t)
1 + t2 ≤ c, 0 ≤
u(t)
1 + t ≤ d for t ∈
[
1
k2
, k2
]
T
.
By condition (A2), we get
F
(
t,
u(t)
1 + t2 ,
u(t)
1 + t
)
> φp((k
2 + 1)b/N) for t ∈
[
1
k2
, k2
]
T
.
By (A2), we have
α(T u) = k
2
k2 + 1 mint∈[ 1
k2
,k2]T
|(T u)(t)| = k
2
k2 + 1 (T u)
(
1
k2
)
≥ k
2
k2 + 1
∫ 1
k2
0
φq
(∫ +∞
s
h(r)f (r, u(r), u(r))∇r
)
s
≥ 1
k2 + 1φq
(∫ +∞
1
k2
h(r)f (r, u(r), u(r))∇r
)
≥ 1
k2 + 1φq
(∫ k2
1
k2
h(r)f (r, u(r), u(r))∇r
)
= 1
k2 + 1φq
(∫ k2
1
k2
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
)
>
1
k2 + 1φq
(∫ k2
1
k2
h(r)φp(
k2 + 1
N
b)∇r
)
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= 1
k2 + 1
(k2 + 1)b
N
φq
(∫ k2
1
k2
h(r)∇r
)
= b.
Therefore we have
α(T u) > b for all u ∈ P(γ, θ,α, b, c, d).
Consequently, condition (S1) in Theorem 2.1 is satisfied.
Step 3: We now prove that (S2) in Theorem 2.1 holds. By Lemma 3.4, we have
α(T u) ≥ 1
k2 + 1θ(T u) >
1
k2 + 1c =
1
k2 + 1 (b(k
2+1)+
∑m−2
i=1 αiηi
1 − ∑m−2i=1 αi
b(k2+1)) ≥ b
for u ∈ P(γ,α, b, d) with θ(T u) > c. Hence condition (S2) in Theorem 2.1 is satis-
fied.
Step 4: Finally, we prove that (S3) in Theorem 2.1 is satisfied. Since ψ(0) = 0 < a,
0 /∈ R(γ,ψ,a, d). Suppose that u ∈ R(γ,ψ,a, d) with ψ(u) = a, then by (A3), we
get
ψ(T u) = sup
t∈[0,+∞)T
(T u)(t)
1 + t
≤ M(T u)(0)
≤ Mφq
(
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
+
∫ +∞
0
h(r)f (r, u(r), u(r))∇r
)
= Mφq
(
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
+
∫ +∞
0
h(r)F
(
r,
u(r)
1 + r2 ,
u(r)
1 + r
)
∇r
)
≤ M a
Mϒ
φq
(
φp(
∑m−2
i=1 βi)
1 − φp(∑m−2i=1 βi)
∫ +∞
0
h(r)∇r +
∫ +∞
0
h(r)∇r
)
= M a
Mϒ
φq
(
ω
1 − φp(∑m−2i=1 βi)
)
= a.
Thus condition (S3) in Theorem 2.1 holds. From steps 1–4 together with Theo-
rem 2.1, we get that the boundary value problem (1.1) has at least three positive
solutions u1, u2, u3 such that
sup
t∈[0,+∞)T
u

i (t)
1 + t ≤ d, i = 1,2,3,
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sup
t∈[0,+∞)T
u1(t)
1 + t2 < a, a < supt∈[0,+∞)T
u2(t)
1 + t2 < c with mint∈[ 1
k2
,k2]T
|u2(t)| < k
2 + 1
k2
b,
sup
t∈[0,+∞)T
u3(t)
1 + t2 < Md with mint∈[ 1
k2
,k2]T
|u3(t)| > k
2 + 1
k2
b.
The proof is complete. 
Example 1 Let T = [0,5] ∪ {6,7,8,9} ∪ [10,+∞), p = 3, m = 4, η1 = 13 , η2 =
2
3 , α1 = α2 = β1 = β2 = 13 , M = 2 in the boundary value problem (1.1). Now we
consider the following problem
⎧
⎪⎨
⎪⎩
(|u|u)∇(t) + f (t, u(t), u(t)) = 0, t ∈ (0,+∞)T,
u(0) = 1
3
u
(
1
3
)
+ 1
3
u
(
2
3
)
, u(+∞) = 1
3
u
(
1
3
)
+ 1
3
u
(
2
3
)
,
(4.2)
where
h(t) = e−t ,
F (t, u, v) =
{ t
1+t2 (2 × 105u10 + 1100 ( v2×103 )4), u ≤ 1,0 ≤ v, t ∈ T;
t
1+t2 (2 × 105 + 1100 ( v2×103 )4), u > 1,0 ≤ v, t ∈ T.
Choose a = 110 , b = 5, k = 2, d = 2×103. We note ϒ ≤ 2, C = 50, N =
√
e 154 −1
e4
.
Consequently, F(t, u, v) satisfies
(1) F(t, u, v) < 106 < φp(d/ϒ) for (t, u, v) ∈ [0,+∞)T × [0,4 × 103] × [0,2 ×
103];
(2) F(t, u, v) > 4×104 > φp((k2 +1)b/N) for (t, u, v) ∈ [ 14 ,4]T ×[ 54 ,50]×[0,2×
103];
(3) F(t, u, v) < 10−5 < φp(a/Mϒ) for (t, u, v) ∈ [0,+∞)T×[0, 110 ]×[0,2×103].
Then all conditions of Theorem 4.1 hold. From Theorem 4.1, we get that the boundary
value problem (4.2) has at least three positive solutions u1, u2, u3 such that
sup
t∈[0,+∞)T
u

i (t) ≤ 2 × 103, i = 1,2,3,
sup
t∈[0,+∞)T
u1(t)
1 + t2 <
1
10
,
1
10
< sup
t∈[0,+∞)T
u2(t)
1 + t2 < 50 with mint∈[ 1
k2
,k2]T
|u2(t)| < 254 ,
sup
t∈[0,+∞)T
u3(t)
1 + t2 < 4 × 10
3 with min
t∈[ 1
k2
,k2]T
|u3(t)| > 254 .
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