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Abstract
Involvement of users in the design process is generally viewed favourably, both within aca-
demia and industry. Their involvement can be seen as a strategy for designers to clarify 
their design task and reduce uncertainties in the design process. Simultaneously, there is a 
lack of understanding about the impact that user involvement has on students and how they 
experience doing so. This paper reports on a study where students were asked to self-report 
their motivation and self-confidence throughout a design exercise, stretching 11 days, with 
surveys repeating daily. Additionally, students were asked to indicate which—if any—strat-
egies of user involvement they used every day. We find that students self-reported motiva-
tion did not change statistically significantly, while self-confidence did change. However, in 
neither case did student’s involvement of end-users impact how motivated or self-confident 
they were. We discuss our results in relation to existing research on method use in general 
and user involvement in particular and conclude with some suggestions for future work.
Keywords User involvement · Design education · Design methods
Introduction
Involving users when designing new products or systems is widely taught and advocated, 
both in academia (Bano and Zowghi 2014; Kaulio 1998; Kujala 2003; Wormald 2011) and 
industry (Zoltowski et al. 2012). Nonetheless, little is known about the impact that user 
involvement has on student’s own experience throughout a design exercise.
As a method—defined as any procedures, techniques, aids or ‘tools’ for designing 
(Cross 2008, p. 46)—user involvement can be viewed as a strategy to reduce the uncer-
tainty inherent in design. For example, seminal textbooks such as work from Pahl et al. 
(2007, p. 77) include recommendations to identify “client problems”, while work from 
Sanders and Stappers (2013) discuss several generative methods to elicit requirements 
from users.
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More specifically within design engineering education, scholars have emphasised the 
value of user involvement during the initial stages of new product development (Wormald 
2011), and studied the impact that user involvement might have on the student’s results 
(Conradie et  al. 2017). The value of user involvement on design outcomes have been 
the subject of various empirical studies, with researchers generally stressing the positive 
impact that involving users can have on design outcomes (Bano and Zowghi 2014; Kaulio 
1998; Kujala 2003).
However, while these studies aim to cement the value of user involvement on the 
outcomes of design activities, there is still a limited understanding of how user involve-
ment impacts designers. In this paper, we heed the calls for a better understanding of how 
designers experience methods (Gerber and Carroll 2012) and more generally a better 
understanding of design practice (Dorst 2008; Günther and Ehrlenspiel 1999). Beyond this, 
scholars have identified low uptake of methods in industry—which includes methods for 
user involvement (Araujo et al. 1996; De Waal and Knott 2016; Mao et al. 2005). Given 
user involvement’s prominence within design as potential remedy for ill-conceived prod-
ucts, (Norman 2013, p. 8), we additionally view it as a relevant topic of inquiry.
Background
Design, uncertainty and methods
Design is an act of learning (Beckman and Barry 2007; Dubberly and Evenson 2011). 
Through designing, new knowledge is created. As with learning, this entails uncertainty, 
often without precise instructions (Lawson and Dorst 2009). Methods, in turn, serve to 
assist designers in dealing with uncertainty, by giving them ways to simplify complex 
design challenges (Cross 2008, p. 46). This might range from eﬀorts to gather information 
through interviews, developing products through prototyping (Gerber 2009), to heuristic 
evaluation of a developed artefact (Hanington and Martin 2012).
Given the significance of the early phases of product development, it is important that 
design students are equipped to face the challenges of uncertainty they may encounter dur-
ing this stage (Hanington 2003; Wormald 2011). To achieve this, students are taught vari-
ous methods that aid or assist them in their design task.
Involving users as method
Important texts such as those from Cross (2008, p. 104) or Pahl et al. (2007, p. 77) propose 
user involvement as one way of creating better design outcomes, while practical texts such 
as those by Sanders and Stappers (2013) introduce a variety of methods that can be used 
by students to generate designs, often while involving users. The International Organiza-
tion for Standardization (ISO) norm 9241-210 also proposes the Explicit understanding 
of users, tasks and environments and User-centred evaluation driven/refined design (ISO 
2015). More specifically, the ISO norm emphasises benefits of a human centred design 
approach, ranging from direct benefits such as improving the user experience and pro-
ductivity, to more indirect benefits including increased brand image. To achieve this it is 
important that designers use a variety of techniques that can aid them in empathising with 
their end-users (Giacomin 2014), with the ISO norm noting the importance of methods 
to involve end users [also see ISO/TR 16982 (2002)]. This in-turn aligns with the idea 
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that user involvement can be viewed as an important strategy for successful products, i.e.: 
reducing the uncertainty inherent in design.
Typical strategies may include focus groups (Denton and McDonagh 2003), or the crea-
tion of personas from observations or user research. These methods are aimed at support-
ing the creation of innovative concepts (Pahl et al. 2007). Users can give designers knowl-
edge and expertise they lack, while also providing contextual information about product 
use (Klapwijk and Van Doorn 2015). While not exhaustive, Abras et al. (2004) propose 
several strategies for user-centred design (i.e.: involving users), which include background 
interviews, focus groups, observations, role playing, testing and questionnaires. In this 
sense, the authors take a slightly broader view on what composes user involvement than 
Ball and Ormerod (2000), who frames user involvement as applied ethnography (see also 
Button 2000).
Additionally, Zoltowski et  al. (2012) argues that international design firms such 
as IDEO are stressing how human centred design contributes to their success [see also 
IDEO’s freely available toolkit (2018)]. Massive Open Online Courses (MOOCs) by plat-
forms such as Coursera are also oﬀering courses in Human Centered Design (Klemmer and 
Coursera 2019), where there is an emphasis on understanding and involving end users.
Given this focus on users, there have also been studies on the impact of user involve-
ment on system success. Kujala (2003) notes a host of studies that illustrate how user 
involvement might benefit system outcomes, ranging from increased sales (Karat 1994) to 
more user productivity (Karat 1997). Earlier work by Baroudi et al. (1986) further empha-
sise the value of user involvement, with the authors concluding that system user satisfac-
tion increases when users are involved. In the domain of service design, Trischler et al. 
found that codesign eﬀorts result in outcomes that score higher in user value, but a the cost 
of reducing feasibility (Trischler et al. 2018), while in the design of business models, Tol-
kamp et al. argues that user-centred design leads to both incremental and radical business 
model innovation (Tolkamp et al. 2018).
Beyond design, educational research has studied how student confidence might be 
increased. For example, in the domain of healthcare Barnett et  al. (2016) studied the 
impact of virtual case presentation as opposed to a written scenarios on student confidence, 
finding increased student engagement. Similarly, Wood and Wilson-Barnett (1999) found 
that user involvement resulted in nurses emphasising more with patients. A meta-analysis 
by Morgan and Jones (2009) find that both students and patients benefit from user involve-
ment. However, the authors also note that user involvement failed to change behaviour in 
practice. As of yet, to our knowledge, no similar research on user involvement has been 
conducted within the design education domain.
More recent work by Bano and Zowghi (2014) is more equivocal about user involve-
ment and system success, noting that out of 87 studies analysed, 12 suggested a negative 
contribution and 23 were uncertain. Nonetheless, the authors conclude that user involve-
ment has a positive impact on system success.
Centrally then, there is the expectation that a human-centered design strategy through 
user involvement will have positive outcomes on the designed artefact (Abras et al. 2004), 
with online MOOC Coursera stating that their course on Human Centered Design will help 
students learn how to design technologies that bring people joy, rather than frustration 
(Klemmer and Coursera 2019). In The Design of Everyday Things, Norman emphasises 
this point by proposing human centred design as the antidote to the ill-designed artefacts 
we encounter daily (2013, p. 8). Giacomin notes that human centred design leads to prod-
ucts, systems and services which are physically, perceptually, cognitively and emotionally 
intuitive (2014). Other researchers have highlighted the impact of user involvement on 
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designers noting the emergence of a more solution-oriented discourse (Rapanta and Can-
toni 2014). Thus, both from the perspective of academia and practice, the involvement of 
end-users is viewed favourably.
Uncertainty, motivation and self-confidence
As the preceding results indicate, there is a broad consensus on the value of user involve-
ment on design outcomes. However, despite this broad advocacy for user involvement, 
research also shows that uptake of design methods in industry is limited (Araujo et  al. 
1996; De Waal and Knott 2016), which includes user centred design methods (Mao et al. 
2005).
Additionally, there is a limited understanding of how involvement of users’ impacts a 
designer’s own experience during a design exercise. In this, our view aligns with Daal-
huizen et al. (2014) who argued that it is paramount to understand designer’s experience 
of methods. More to the point, Gerber and Carroll (2012) contends that existing research 
has often focussed on the outcomes of several design practices, but few scholars have con-
sidered how people feel when engaging in these popular design practices, going further to 
propose more studies outside the laboratory context. Even earlier, Günther and Ehrlenspiel 
(1999) also suggested more research on design experience, stressing tendencies to give up 
and ways of coping with failure as avenues of research, with subsequent potential impacts 
on design outcomes, including solution creativity or technical quality.
For user involvement, we refer to studies introduced earlier that suggest that user 
involvement is associated with system success (Bano and Zowghi 2014; Ives and Olson 
1984; Kujala 2003). By extension, we hypothesise that user involvement will impact the 
subjective experience of a design activity, focussing both on their motivation and self-con-
fidence. Analogous to Gerber and Carroll’s (2012) argument that through lo-fi prototyping 
practitioners experience increased confidence and motivation to act we posit that through 
the involvement of users, both self-confidence and motivation will increase, specifically 
because it deals with the uncertainties associated with design.
Given this, we propose H1 and H2:
H1 User involvement has a positive impact on student’s self-reported motivation
H2 User involvement has a positive impact on student’s self-reported self-confidence
Beyond this, we also control for our participants age and level of experience. Atman 
et al. (2007), based on a suggestion by Cross (2004) considered at least 10 years of practi-
cal expertise to be considered an expert. Given that our sample consists mostly of design 
students in the third year of their bachelor’s degree, the distinction between novice and 
expert designer is not useful. However, because our sample did contain a selection of stu-
dents with no formal design education, we used this as a control variable.
Finally, we also consider that students will have varying degrees of interest in the design 
task. The level of aﬃnity might thus also be associated with their self-reported motivation 
and self-confidence. We will discuss these measures in more detail in the following section.
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Method
Research setting
Together with participants from other campuses and education programs, students engage 
yearly during an intense two-week period with a preselected assignment around a general 
theme. This year, the focus was sport and wellbeing, with partners from industry. A typi-
cal example is the development of an interactive basketball ring, incorporating individual 
athlete feedback through a wearable device (see Fig. 1), or an interactive gaming mat for 
rehabilitation purposes.
Students were a mix between third year bachelor students from both professionally ori-
ented design programs and academic industrial engineering programs. All were currently 
in the final year of their Bachelor level education. However, the group also included some 
students with more seniority and experience. All groups contained a mix of local and inter-
national students. Finally, design students were joined by several students from a sports 
and movement professional bachelor study program.
With regards to user involvement, users were typically more involved as subjects, rather 
than partners in design (see Sanders and Stappers 2013). Generally, this entailed eﬀorts 
such as one-on-one interviews, focus groups, user tests or contextual inquiry, followed 
by informal user tests. Input gathered from users were subsequently incorporated in the 
results.
Instrument
All scales for this study derive from an instrument developed by Daalhuizen et al. (2014). 
Questions can be viewed in “Appendix”. Students were asked to complete a series of ques-
tionnaires throughout their two-week project (seven in total). To track students, they were 
given a random unique personal ID at the start of the study (day 1). They were asked to pro-
vide the ID whenever they filled out their survey. The ID was not connected to their names or 
Fig. 1  Line drawing of a wear-
able wristband, conceived during 
the design exercise
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university identification. Given that our participants came from a variety of countries (Spain, 
United Kingdom, Latvia, The Netherlands, Sweden, China and Belgium) we conducted the 
survey in English which was only the native language of a minority of participants. Survey A 
was distributed at the start of the assignment, after the kickoﬀ and Survey B at six predefined 
moments throughout the two-week period (day 2–day 7). Figure 2 displays an overview of 
days, diﬀerent surveys used and key moments.
Survey A questioned students about their interest in the assignment (Daalhuizen et  al. 
2014) their age and their experience. Experience used an ordinal scale, ranking experience 
from 0 years (i.e.: non-designers) to 5 + years, in incremental steps. This data was used to cre-
ate the dummy binary variable “designer”, where non-design students were coded with 0 and 
design students (i.e.: participants indicating that they have design experience, including as stu-
dents) coded as 1. Interest in the assignment was subsequently reverse coded so higher num-
bers indicate more interest. Beyond this, students were also questioned about their understand-
ing of the brief and the task.
Survey B was completed 6 times and students were reminded to do so on predefined 
moments. Survey B asked students about the number of users they contacted since the last 
time they filled out the survey, ranging from 0 to more than 7. Following this, students were 
asked to specify the type of user involvement: observations, qualitative interviews, user tests, 
surveys, or others (with an option to add detail).
These questions were followed by a randomised list of six questions relating to students’ 
self-confidence and motivation (Daalhuizen et  al. 2014), where higher scores denote more 
self-confidence and lower scores more motivation. As with the results for our variable interest, 
motivation scores were reverse coded for the analysis to aid comprehension. For each succes-
sive day questions were individually randomised. Survey A (day 1) had 126 responses, while 
Survey B (day 2–7) had 350.
Prior to our analysis, we performed some data clean-up. First, we removed 11 results from 
persons completing the survey after the final presentation. Along with these, 2 responses were 
removed because they were given in the weekend, 3 duplicate entries were removed (based on 
ID and time), 1 incomplete result and finally, 2 entries at the start of the day before any activi-
ties. In sum, this process removed 19 entries, resulting in a complete set of n = 331 for survey 
B.
Finally, we merged data from Survey A with Survey B, using the unique personal ID. In 
doing so, we also removed entries from students who filled out Survey B on one or more days, 
but failed to fill out Survey A. This merger thus left us with a total of 309 entries, completed 
by 108 students spread over the two-week period (n = 78 for day 2, n = 70 for day 3, n = 62 for 
day 4, n = 40 for day 5, n = 36 for day 6 and n = 23 for day 7).
Following data clean-up, we calculated the reliability of the scales used, using Cronbach 
alpha (αc). For survey A, the following αc values were calculated: interest in the assignment 
(αc = 0.87), understanding of the brief: αc = 0.81, understanding of the task (αc = 0.5). Neither 
understanding of the brief or understanding of the task was further used in this study.
For survey B, self-confidence had a αc of 0.62, while motivation had a score of 0.79. Given 
the low αc of self-confidence, we removed the reversed scale item for self-confidence (see 
Fig. 2  Overview of days, key moments and surveys used
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“Appendix”). This resulted in an αc of 0.66. As a result, we proceeded with the reversed item 
removed.
Finally, our independent variable, user contact, is a dummy variable. To create this vari-
able, we recoded all responses where students reported any type of user contact as 1, with 
the remaining coded as 0. We reduced this variable to a dummy because certain days con-
tained no, or very few cases of a particular user involvement strategy and including every 
contact as categorical variable would result in too many independent variables given our 
sample size.
A potential serious concern for survey B is common method bias. This can occur when 
dependent and independent variables are measured using the same instrument, as is the 
case for survey B. For example, participants might assume a link between questions related 
to self-confidence and motivation and contact with end-users. Common method bias can be 
prevented by avoiding the use of the same instrument to measure dependent and independ-
ent variables. Risks can also be reduced by using a mix of diﬀerent types of scales and 
measures, anchored diﬀerently (Podsakoﬀ et al. 2003). However, given that Survey B was 
to be repeated daily and contained only 8 questions, our scope for doing so was limited.
Given this, we have to rely on a post hoc strategy to assess whether we have issues 
related to common method bias. One way of doing so is the Harman single factor test, 
which is an unrotated exploratory factor analysis using only one factor and including all 
variables. Our results show that the proportion of variance explained is 37%, well below 
the recommended threshold of 50% (Malhotra et al. 2006; Podsakoﬀ et al. 2003). Another 
indication that common method bias is not likely is the absence of correlations of more 
than r = 0.9 (Pavlou et al. 2007) in Survey B.
Results
Sample description
Average participant age was 21.53 (± 4.4) and average interest scores was 4.60 (± 1.3). A 
majority reported having 2 years of design experience, while the final sample also included 
18.51% participants without any prior design experience. In total, 7.34% reported more 
than five years.
Levels of self-confidence was 4.03 (± 1.25), with motivation levels at 5.49 (± 0.99), 
where higher scores indicate more self-confidence and motivation. Overall, levels of user 
involvement were high, with 67% reporting some sort of user contact across the 6 meas-
ured days. Of these, qualitative interviews (65.6%) and observations (65.2%) were most 
popular. User tests (50%) was followed by surveys (24.6%) and the option for “others” 
(4.3%) being used least often.
Impact of user involvement on motivation and self-confidence
As noted before, our data contains entries that are not independent, and we have missing 
data (i.e.: certain students did not fill out the survey on all days, see summary of daily par-
ticipation above). Given this, it is suggested to use multilevel modelling (also referred to 
as random-eﬀects models)(Field et al. 2012, p. 860; Laird and Ware 1982; Tarling 2008).
Before analysis, Field et al. (2012, p. 881) recommends assessing whether diﬀerent con-
texts (day of measurement and students) impacts our model and whether a random-eﬀects 
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model is necessary. This is done by 1) comparing a null model where contexts are not ran-
domised with 2) a null model containing varying contexts. This analysis finds statistically 
significant diﬀerences for both in the case of motivation (χ2 = 103.15, p < 0.01) and self-
confidence (χ2 = 97.31, p < 0.01). In sum, this suggests that the introduction of random 
intercepts for both students and days has a significant eﬀect on our model (i.e.: varying 
students and days has an impact on our model)(Field et al. 2012, p. 881).
Given this, we proceed with our random eﬀects linear model. As shown in Table 1, 
we include the transformed log-likelihood value  (− 2LL), which indicates model 
fit. Lower values indicate better model fit but can only be compared to each succes-
sive model (i.e.: the number should not be interpreted absolutely, but relative to one 
another). This is accompanied by Akaike’s Information Criterion index (AIC) (Akaike 
1987) which also indicates model fit and can similarly only be used to compare models 
with one another.
To ease model comparison, we introduce three models in succession in both cases. 
First, we present a null model, allowing us to estimate how subsequent models fit 
(Model 1a and 2a). Following this, we introduce our control variables: age, interest, 
day of measurement and student experience (Model 1b and 2b). Day of measurement 
is included as categorical variable, with day 2 as reference category. Recall that during 
day 1 we measured our control variables age, interest and experience.
Finally, the third model (Model 1c and 2c) introduces our binary variable of interest, 
whether students had contact with users, presented as a binary categorical variable.
Self-confidence
Model 1a, our null-model, is followed by Model 1b, including our control variables. 
As seen in Table 1, only day 4 has a significant impact on self-confidence (B = 0.35, 
p = 0.02).
When compared with our null model, Model 1b is also not significant (χ2 = 3.5, 
p = 0.48). Subsequent inclusion of our dependent variable, user involvement addition-
ally fails to yield results significantly diﬀerent from our null model (χ2 = 7.71, p = 0.47), 
with user involvement having no significant impact on self-confidence (b = 0.01, 
p = 0.94). The lack of significant eﬀect is also reflected in the increase of our − 2LL, and 
AIC values, indicating that model fit has decreased.
Motivation
Looking at student motivation, we see that of our control variables in Model 2b, inter-
est has a significant positive impact on motivation (B = 0.41, p < 0.01). Model 2b also 
significantly improves on our null model (Model 2a): χ2 = 48.77, p < 0.01. Both AIC and 
− 2LL is lower than in our null model, indicating better model fit. None of the days have 
any significant impact (Fig. 3). 
Finally including our independent variable, user involvement, we similarly find no 
eﬀect (B = 0.01, p = 0.56). Correspondingly, both AIC and − 2LL is higher, and while 
Model 2c improves on our null model (χ2 = 49.76, p = <0.01), it fails to improve on 
Model 2b (χ2 = 0.93 p = 0.32).
Given these results, we reject both H1 and H2.
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Discussion
Study limitations
Before we discuss our findings more broadly, we note some limitations. First, our Cronbach 
alpha scale for self-confidence, after removal of the reversely scaled items, was slightly 
below the recommended level of 0.7, at 0.66 (Tavakol and Dennick 2011). As a result, the 
outcome of our analysis should be interpreted with caution. Additionally, while we per-
formed post hoc evaluations to test for common method bias, finding no evidence, the fact 
that we combined dependent and independent variables in a single instrument is a possible 
cause for concern.
Our unit of analysis in this study was also the individual students. However, the over-
all project grade is awarded for the final group result. To ensure participant anonymity, 
we also did not ask the team number. It is thus possible that the student team acts as a 
confounding variable. In relation to this, other unmeasured factors such as frequency of 
consults by teachers or companies might also further influence both self-confidence and 
motivation. Moreover, we saw declines in student participation of the daily survey as the 
exercise continued. As a result, there is risk of participation bias.
Finally, we used a quantitative hypothesis-testing approach, where the eﬀect of user 
involvement was statistically assessed. In contrast with qualitative studies (Gerber and 
Fig. 3  Diﬀerence in self-reported motivation and self-confidence throughout the design exercise
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Carroll 2012; Zoltowski et al. 2012), this approach does not allow deeper understanding of 
the other factors that might impact the results.
Discussion
User involvement is widely associated with system success, but little research has thus far 
been done on how design students experience user involvement. We measured the impact 
of user involvement both on student’s self-reported motivation and self-confidence, con-
trolling for prior interest, project progression as measured in days, age and experience. We 
find that the students who self-reported having involved a user, either through having inter-
viewed, observed, surveyed or tested, did not feel more motivated or experience higher 
levels of self-confidence about the success of their design outcomes.
An unintended but valuable result of this study was the impact of prior interest. While 
not part of our stated research hypothesis, our results suggest that prior interest, while asso-
ciated with motivation, was not associated with self-confidence, while participants with a 
higher interest being more motivated but not more self-confident. Finally, we find that self-
confidence was significantly higher on day 4 of measurement finding no similar eﬀects for 
motivation. This increase can possibly be explained by the key moment for day 4, namely 
the presentation of preliminary results.
More broadly, the lack of eﬀect found for the impact of user involvement on motiva-
tion and self-confidence presents a challenge for educators. Similar to Gerber and Caroll’s 
(2012) assertion that prototyping increases motivation and confidence, we proposed that 
involving users will have similar eﬀects. We find no evidence in our data for this.
Nonetheless, despite not finding any significant results, our study contributes to our 
understand of how user involvement (fails) to impact students experience during a design 
exercise. Generally, the uptake and value of teaching methods has been questioned 
(Andreasen 2011; Dorst 2008). More troubling, there is a general lack of method use in 
industry (Araujo et al. 1996; De Waal and Knott 2016), with user centered design adoption 
in practice being uneven (Mao et al. 2005).
While Kujala (2003) notes that one of the general challenges for the uptake of user 
involvement is highlighting it’s cost-eﬀectiveness, Bano and Zowghi (2014) argue that 
the benefits of user involvement cannot be calculated purely economically through return 
on investment. Our results suggest that from a student’s perspective involving users has 
no measurable eﬀect on how self-confident and motivated they report feeling during their 
design task. This poses questions about how the benefits of user involvement might be 
illustrated in an education context and points to a disconnection between the presented 
benefits of user involvement and how students themselves view doing so.
By design, this study was not performed in a laboratory setting. As a consequence, there 
were many uncaptured variables that can potentially impact both the level of self-confi-
dence and motivation not included in our model and for which we could not and did not 
control. These might include the team structure and could potentially explain why no sig-
nificant eﬀects were found.
Our study also contained mostly novice designers, the majority of whom only reported 
2 years of experience, which includes their current education program. It is possible that 
the inclusion of more experienced designers might reveal diﬀerent results, notably because 
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research has shown that expert designers deal diﬀerently with information gathering during 
design tasks (Atman et al. 2007).
Furthermore, as noted before, the involvement of users could be more characterised as 
viewing the user as a subject of inquiry (i.e.: involvement through interviews and observa-
tions). This can be contrasted with more in-depth involvement strategies like generative 
sessions. It would be of interest to assess whether more in-depth eﬀorts might produce dif-
ferent results.
Finally, it is also worth considering that the relationship between information gathering 
through user involvement is non-linear, with Christiaan and Dorst (1992) noting that cer-
tain students get stuck during the information gathering phase, while others gathered less 
information initially, but proceeded to integrate their findings quicker.
Future work
We conclude with some remarks for future work. First, other variables might also be 
included such as use of other methods or controlling for student groups. Additionally, a 
two-week period might not give enough time for significant diﬀerences in both our meas-
ured outcome variables. Beyond this, future work could see the incorporation of a com-
bination of qualitative and quantitative methods throughout design exercise to gauge stu-
dent experience, with the study also being performed in a more controlled setting. More 
broadly, the results from this study raises general questions about the use, value and adop-
tion of methods for user involvement, both in industry and education.
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Appendix: Scales and measures
All items were 7-point Likert scales: Strongly agree (1), Agree (2), Somewhat agree (3), 
Neither agree nor disagree (4) Somewhat disagree (5), Disagree (6), Strongly disagree (7).
Survey A (performed at the start of the study)
Interest (αc = 0.87), scores reversed.
The topic of the design brief triggers my interest.
The design challenge posed in the design brief is interesting to me.
I find the design brief inspiring.
Survey B (repeated six times)
Self-confidence (αc = 0.63, αc = 0.66 with reversed item removed).
I feel confident that I will be able to solve the design problem. (Reversed) (Removed).
I sometimes feel overwhelmed by the complexity of the assignment.
I doubt myself a lot when working on the assignment.
Motivation (αc = 0.79), scores reversed.
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I feel highly motivated to do this assignment.
I want to do well in this assignment.
I am working enthusiastically on this assignment.
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