Feynman diagrams are a pictorial way of describing integrals predicting possible outcomes of interactions of subatomic particles in the context of quantum field physics. It is highly desirable to have an intrinsic mathematical interpretation of Feynman diagrams, and in this article we find the representation-theoretic meaning of a particular kind of Feynman diagrams called the two-loop ladder diagram. This is done in the context of representations of a Lie group U (2, 2), its Lie algebra u(2, 2) and quaternionic analysis.
Introduction
Feynman diagrams are a pictorial way of describing integrals predicting possible outcomes of interactions of subatomic particles in the context of quantum field physics. As the number of variables which are being integrated out increases, the integrals become more and more difficult to compute. But in the cases when the integrals can be computed, the accuracy of their prediction is amazing. Many of these diagrams corresponding to real-world scenarios result in integrals that are divergent in mathematical sense. Physicists have a collection of competing techniques called "renormalization" of Feynman integrals which "cancel out the infinities" coming from different parts of the diagrams. After renormalization, calculations using Feynman diagrams still match experimental results with very high accuracy. (For a survey of various renormalization techniques see, for example, [Sm] .) However, these renormalization techniques appear very suspicious to mathematicians and attract criticism from physicists as well. For example, do you get the same result if you apply a different technique? If the results are different, how do you choose the "right" technique? Or, if the results are the same, what is the reason for that? Most of these questions will be resolved if one finds an intrinsic mathematical meaning of Feynman diagrams, and Igor Frenkel's groundbreaking idea is that at least some types of Feynman diagrams can be interpreted in the context of representation theory and quaternionic analysis.
A number of mathematicians already work on this problem of finding such an interpretation, mostly in the setting of algebraic geometry. See, for example, [M] for a summary of these algebraic-geometric developments as well as a comprehensive list of references. On the other hand, in [FL1, FL3] we give natural identifications of the two fundamental Feynman diagrams shown in Figure 1 with representation-theoretic objects in the context of quaternionic analysis.
The case of vacuum polarization diagram is particularly interesting, since it represents a divergent integral. The vacuum polarization diagram is identified with a certain quaternionic analogue of the Cauchy formula for the second order pole
(note the square of the Cauchy-Fueter kernel), where Mx is a certain second order differential operator Mx f = ∇f ∇ − f + and f : H C → H C is a holomorphic function of four complex variables. The operator Mx is an intertwining operator between certain representations of u(2, 2). It is proved that the kernel of Mx consists of precisely the solutions of a Euclidean version of the Maxwell equations for the gauge potential. Arguably, the operator Mx is a quaternionic analogue of the differentiation operator d dz . Thus the quaternionic analogue of the constant functions are the solutions of the Maxwell equations! The one-loop Feynman diagram is identified with the projection onto the first irreducible component (ρ 1 , Ж + ) in the decomposition of the tensor product of two representations of u(2, 2) into irreducible subrepresentations:
where H + denotes the space of harmonic functions on the algebra of quaternions H (see the discussion after Remark 16). Then we raise a natural question of finding mathematical interpretation of other Feynman diagrams in the same setting. Conformal four-point box diagrams play an important role in physics, particularly in YangMills conformal field theory. For more details see [DHSS] and references therein. These diagrams have been thoroughly studied by physicists. For example, the integral described by the oneloop Feynman diagram is known to express the hyperbolic volume of an ideal tetrahedron, and is given by the dilogarithm function [DD, W] ; there are explicit expressions for the integrals Figure 3 : Two-loop ladder diagram described by the ladder diagrams in terms of polylogarithms [UD] . Perhaps the most important property of the box integrals are the "magic identities" established in [DHSS] . These identities assert that all n-loop box integrals for four scalar massless particles are equal to each other. Thus we can parametrize the box integrals by the number of loops in the diagrams and choose a single representative from the set of all n-loop diagrams, such as the n-loop ladder diagram (Figure 2 ).
In this paper we find the representation-theoretic meaning of the two-loop ladder diagram ( Figure 3 ). Thus we describe the integral operator L (2) on H + ⊗H + , which is u(2, 2)-equivariant. We prove that the operator L (2) sends H + ⊗ H + into itself and, in particular that the result is a function of two variables that is harmonic with respect to each variable, which is not at all obvious from the construction. Then we show if x ∈ H + ⊗ H + belongs to an irreducible component isomorphic to (ρ n , Ж + ⊗ C n×n ) in the decomposition (2), then
(Theorem 26). We also prove a certain non-obvious symmetry property for the operator L (2) (Lemma 29). This property is a direct analogue of equation (8) in [DHSS] that is one of the ingredients of the proof of "magic identities". In [L] , the results and techniques developed in this article will be applied to provide a mathematical interpretation of all conformal four-point integrals -including those described by the n-loop ladder diagrams -in the context of representations U (2, 2) and quaternionic analysis. Moreover, this representation-quaternionic model will give us an alternative proof of "magic identities". It is reasonable to expect that an even larger class of Feynman diagrams can be interpreted in the same context. The paper is organized as follows. In Section 2 we establish our notations and state relevant results from quaternionic analysis. In Section 3 we study the decomposition of a certain representation (̟ 2 , Ж) of u(2, 2) into irreducible components (Theorem 8 and Proposition 10). These results are needed to establish that the operator L (2) is u(2, 2)-equivariant. In Section 4 we describe the one-and two-loop ladder integrals l (1) and l (2) represented by the one-and two-loop ladder diagrams, then we introduce equivariant operators L (1) and L (2) on H + ⊗ H + corresponding to those ladder integrals. We also introduce auxiliary operatorsL (2) andL (2) closely related to L (2) . In Section 5 we determine the action of the operatorL (2) by breaking it down as a composition of more elementary operators and using their equivariance properties (Proposition 22 and Theorem 25). Section 6 contains our main result about the action of the operator L (2) (Theorem 26). We essentially compute the action of L (2) on certain suitably chosen generators of H + ⊗ H + and reduce these calculations to the ones already performed forL (2) . We also prove Lemma 29 asserting a certain symmetry property for the operator L (2) .
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Preliminaries
In this section we establish notations and state relevant results from quaternionic analysis. We mostly follow our previous papers [FL1] and [FL2] . A contemporary review of quaternionic analysis can be found in [Su] . Quaternionic analysis also has many applications in physics (see, for instance, [GT] ).
2.1
Complexified Quaternions H C and the Conformal Group GL(2, H C )
We recall some notations from [FL1] . Let H C denote the space of complexified quaternions: H C = H ⊗ C, it can be identified with the algebra of 2 × 2 complex matrices:
For Z ∈ H C , we write
and think of it as the norm of Z. We realize U (2) as
where Z * denotes the complex conjugate transpose of a complex matrix Z. For R > 0, we set
and orient it as in [FL1] , so that
where dV is a holomorphic 4-form
Recall that a group GL(2, H C ) ≃ GL(4, C) acts on H C by fractional linear (or conformal) transformations:
where
For convenience we recall Lemmas 10 and 61 from [FL1] :
Lemma 2. Let dṼ denote the pull-back of dV under the map
Harmonic Functions on H C
As in Section 2 of [FL2] , we consider the space of C-valued functions on H C (possibly with singularities) which are holomorphic with respect to the complex variables z 11 , z 12 , z 21 , z 22 and harmonic, i.e. annihilated by
We denote this space by H. Then the conformal group GL(2, H C ) acts on H by two slightly different actions:
These two actions coincide on SL(2, H C ) ≃ SL(4, C) which is defined as the connected Lie subgroup of GL(2, H C ) with Lie algebra sl(2, H C ) = {x ∈ gl(2, H C ); Re(Tr x) = 0} ≃ sl(4, C).
We introduce two spaces of harmonic polynomials:
and the space of harmonic polynomials regular at infinity:
In particular, there are no homogeneous harmonic functions in C[z 11 , z 12 , z 21 , z 22 , N (Z) −1 ] of degree −1. Differentiating the actions π 0 l and π 0 r , we obtain actions of gl(2, H C ) ≃ gl(4, C) which preserve the spaces H, H − and H + . By abuse of notation, we denote these Lie algebra actions by π 0 l and π 0 r respectively. They are described in Subsection 3.2 of [FL2] . By Theorem 28 in [FL1] , for each R > 0, we have a bilinear pairing between (π 0 l , H) and
where S 3 R ⊂ H is the three-dimensional sphere of radius R centered at the origin
dS denotes the usual Euclidean volume element on S 3 R , and deg denotes the degree operator plus identity: When this pairing is restricted to H + × H − , it is gl(2, H C )-invariant, independent of the choice of R > 0, non-degenerate and antisymmetric
We conclude this subsection with an analogue of the Poisson formula (Theorem 34 in [FL1] ). It involves a certain open region D + R in H C which will be defined in (17).
Theorem 3. Let R > 0 and let ϕ ∈ H be a harmonic function with no singularities on the closure of D + R , then
Let Ж denote the space of C-valued functions on H C (possibly with singularities) which are holomorphic with respect to the complex variables z 11 , z 12 , z 21 , z 22 . (There are no differential equations imposed on functions in Ж whatsoever.) We recall the action of GL(2, H C ) on Ж given by equation (49) in [FL1] :
which is determined on pure tensors by
Differentiating the ρ 1 -action, we obtain an action (still denoted by ρ 1 ) of gl(2, H C ) which preserves spaces
Recall Proposition 69 from [FL1] :
Proposition 4. The representation (ρ 1 , Ж) of gl(2, H C ) has a non-degenerate symmetric bilinear pairing
This bilinear pairing is gl(2, H C )-invariant and independent of the choice of R > 0.
The Group H × C and Its Matrix Coefficients
We denote by H × C the group of invertible complexified quaternions:
A concrete realization of (τ l , V l ) as well as an isomorphism V l ≃ C 2l+1 suitable for our purposes are described in Subsection 2.5 of [FL1] .
Recall the matrix coefficient functions of τ l (Z) described by equation (27) of [FL1] (cf. [V] ):
∈ H C , the integral is taken over a loop in C going once around the origin in the counterclockwise direction. We regard these functions as polynomials on H C . We have the following orthogonality relations with respect to the pairing (4):
and similar orthogonality relations with respect to the pairing (9):
where the indices k, l, m, n are l = 0,
One advantage of working with these functions is that they form K-type bases of various spaces:
Proposition 5 (Proposition 19 in [FL1] , Proposition 5 in [FL3] and Corollary 6 in [FL3] ).
1. The functions
form a vector space basis of H + = {ϕ ∈ Ж + ; ϕ = 0};
The functions
form a vector space basis of H − ;
3. The functions
form a vector space basis of
4. The functions
Another advantage is having matrix coefficient expansions such as those described in Propositions 25, 26 and 27 in [FL1] . For convenience we restate Proposition 25 from [FL1] :
Proposition 6. We have the following matrix coefficient expansion
which converges pointwise absolutely in the region
We often regard the group U (2, 2) as a subgroup of GL(2, H C ), as described in Subsection 3.5 of [FL1] . That is
The maximal compact subgroup of U (2, 2) is
The group U (2, 2) acts on H C by fractional linear transformations (3) preserving U (2) ⊂ H C and open domains
where the inequalities ZZ * < 1 and ZZ * > 1 mean that the matrix ZZ * − 1 is negative and positive definite respectively. The sets D + and D − both have U (2) as the Shilov boundary. Similarly, for each R > 0 we can define a conjugate of U (2, 2)
These sets D + R and D − R both have U (2) R as the Shilov boundary.
3 Representation (̟ 2 , Ж) and Its Properties
In this subsection we introduce a family of representations (̟ m , Ж), where the parameter m = 1, 2, 3, . . . . Thus we define the following actions of GL(2, H C ) on Ж:
which are determined on pure tensors by respectively
where ϕ, ϕ 1 , . . . , ϕ m+1 ∈ H, f ∈ Ж. Differentiating the ̟ m -action, we obtain an action of gl(2, H C ) (cf. Lemma 68 in [FL1] which treats the case m = 1). Recall that ∂ =
This lemma implies that gl(2, H C ) preserves spaces Ж and Ж + defined by (7)- (8). In Subsection 5.2 we extend this family of representations (̟ m , Ж). By Theorem 20, each
Comparing this with Definition 16 in [FL1] , we can say that Ж 
Irreducible Components of (̟ 2 , Ж)
In this subsection we are concerned with decomposition of (̟ 2 , Ж) into irreducible components.
Theorem 8. The spaces
and their sums are the only proper gl(2, H C )-invariant subspaces of Ж (see Figure 4 ). 
Figure 4: Decomposition of (̟ 2 , Ж) into irreducible components
The irreducible components of (̟ 2 , Ж) are the subrepresentations
and the quotients
Proof. Note that the basis elements (13) consist of functions of the kind
where the functions f l (Z) range over a basis of harmonic functions which are polynomials of degree 2l. Recall that we consider U (2) × U (2) as a subgroup of GL(2, H C ) via (15). For k and l fixed, these functions span an irreducible representation of U (2) × U (2), which -when restricted to SU (2) × SU (2) -becomes isomorphic to V l ⊠ V l , where V l denotes the irreducible representation of SU (2) of dimension 2l + 1 described in Subsection 2.4. To determine the effect of matrices of the kind 0 B 0 0 ∈ gl(2, H C ) with B ∈ H C , we use Lemma 7 describing their action and compute
By direct computation we have:
Hence we can write Figure 5 and
with ∂f l and Z + · (∂ + f l ) · Z + + Z + f l being harmonic and having degrees 2l − 1 and 2l + 1 respectively. Next we determine the effect of matrices of the kind 0 0 C 0 ∈ gl(2, H C ) with C ∈ H C . Again, we use Lemma 7 and compute
Conjugating (20) we see that
Therefore, Remark 9. The same argument can be used to identify the subrepresentations and irreducible components of all (̟ m , Ж)'s.
Next we identify the quotient representations (19).
Proposition 10. As representations of gl(2, H C ),
in both cases the isomorphism map being
The inverse of this isomorphism is given by
Proof. First we check that this vector space isomorphism commutes with the action of diagonal matrices. Let h = a 0
Next we check for the matrices of the kind 0 B 0 0 ∈ gl(2, H C ) with B ∈ H C . Their action is described in Lemma 7. Suppose that ϕ ∈ H is homogeneous of homogeneity degree λ (note that λ is never equal to −1). From (21) with k = −1 we see that
which proves that the isomorphism respects the actions of the matrices 0 B 0 0 ∈ gl(2, H C ). Then we check for the matrices of the kind 0 0 C 0 ∈ gl(2, H C ) with C ∈ H C . Suppose again that ϕ ∈ H is homogeneous of homogeneity degree λ. From Lemma 7 and (22) with k = −1 we see that
which proves that the isomorphism respects the actions of the matrices 0 0 C 0 ∈ gl(2, H C ). Finally, that the map (23) is well defined and is the inverse isomorphism follows from the matrix coefficient expansion (14) and the orthogonality relations (12).
Invariant Pairing between
We can extend the π 0 r action of GL(2, H C ) on H to Ж. Differentiating this action, we obtain an action of gl(2, H C ), which preserves Ж, Ж + (and, of course, H − , H + ). This action is given by the same formulas as in Subsection 3.2 of [FL2] . Then we have a bilinear pairing between (̟ 2 , Ж) and (π 0 r , Ж) that is formally the same as (9):
except now the gl(2, H C )-actions on the first and second components are different: f 1 ∈ (̟ 2 , Ж) and f 2 ∈ (π 0 r , Ж). This bilinear pairing is gl(2, H C )-invariant, non-degenerate and independent Figure 6 : Decomposition of (ρ 1 , Ж) into irreducible components of the choice of R > 0. In other words, the representations (̟ 2 , Ж) and (π 0 r , Ж) are dual to each other. The proof of these assertions is exactly the same as that of Proposition 69 in [FL1] . Now, let us restrict f 2 to (π 0 r , H) ⊂ (π 0 r , Ж). Then, by (12), this pairing annihilates all
. Hence this pairing descends to a pairing between (π 0 r , H) and
. By Proposition 10, the latter representation is isomorphic to (π 0 l , H). Thus we obtain the following expression for a gl(2, H C )-invariant bilinear pairing between (π 0 l , H) and (π 0 r , H):
(This pairing is independent of the choice of R > 0.) Comparing the orthogonality relations (11) and (12), we see that the pairings (4) and (25) coincide when ϕ 1 ∈ H + , ϕ 2 ∈ H − (but differ for other choices of ϕ 1 and ϕ 2 ).
Multiplication Maps and Their Images
In [FL3] we prove the following result, its proof is very similar to that of Theorem 8:
Theorem 11 (Theorem 7 in [FL3] ). The representation (ρ 1 , Ж) of gl(2, H C ) has the following decomposition into irreducible components:
(see Figure 6 ).
Recall the natural gl(2, H C )-equivariant multiplication maps:
Lemma 12 (Lemma 8 in [FL3] ). Under the multiplication maps (π 0 l , H ± )⊗(π 0 r , H ± ) → (ρ 1 , Ж),
The image of H
We turn our attention to the images under the natural gl(2, H C )-equivariant multiplication maps
where V i ranges over the irreducible subrepresentations of (ρ 1 , Ж), i.e. Ж + , Ж − 1 and Ж 0 . By construction, I is spanned by
Proposition 13. Under the multiplication maps
(π 0 l , H ± ) ⊗ (π 0 l , H ± ) ⊗ (π 0 r , H ± ) → (̟ 2 , Ж) and (π 0 l , H ± ) ⊗ (ρ 1 , V i ) → (̟ 2 , Ж), where V i = Ж + , Ж − 1 , Ж 0 ,
The images of H + ⊗ H + ⊗ H + and H
+ ⊗ Ж + in Ж are Ж + ;
The images of H
Note that if V l and V l ′ are two irreducible representations of SU (2) of dimensions 2l + 1 and 2l ′ + 1 respectively, then their tensor product contains a copy of the trivial representation if and only if l = l ′ . This means that a linear combination of the functions (26) can express N (Z) −3 only if l = l ′ . But then the homogeneity degree of (26) In this section we introduce the integrals l (1) and l (2) represented by the one-and two-loop ladder diagrams. Then we introduce the integral operators L (1) and L (2) on H + ⊗ H + . We also introduce auxiliary integral operatorsL (2) andL (2) closely related to L (2) .
Ladder Integrals
As in [DHSS] , we use the coordinate space variable notation (as opposed to the momentum notation). With this choice of variable notation, the one-and two-loop ladder diagrams are represented as in Figure 7 . The one-loop ladder integral is
.
Next, we have the two-loop ladder integral:
where we write |Z − W | 2 for N (Z − W ) in order to fit the formula on page. The roles of variables T 1 and T 2 are symmetric, so we shall assume that r 1 > r 2 > 0. The purpose of the factor N (Z 1 − W 1 ) in (27) is to give l (2) desired conformal properties (see Lemma 14) .
These are the only ladder integrals that we consider in this paper. In general, one obtains the integral from the ladder diagram by building a rational function by writing a factor Figure 7 ) and adding the so-called "slingshots", as explained in [DHSS] . From Lemmas 1, 2 and the fact that the integrand is a closed differential form we immediately obtain: Lemma 14. For each h = a b c d ∈ GL(2, H C ) sufficiently close to the identity we have:
Integral Operators Corresponding to the Ladder Diagrams
Using bilinear pairings (4) and (9) we obtain integral operators
that have l (1) ,l (2) and l (2) as their kernels:
It follows from the gl(2, H C )-invariance of the bilinear pairings (4), (9), (24) and Lemma 14 that these three integral operators are gl(2, H C )-equivariant.
Remark 15. Strictly speaking, we need to show that the functions
are polynomials in W 1 and W 2 as opposed to, say, smooth functions. This will be done later.
Finally, we define an integral operator
using a bilinear pairing (25) that also has l (2) as its kernel:
where ϕ 1 , ϕ 2 ∈ H + , W 1 , W 2 ∈ D + r 2 , R 1 , R 2 > r 1 , as before.
Remark 16. At this point it is easy to see that L (2) (ϕ 1 ⊗ ϕ 2 )(W 1 , W 2 ) is harmonic with respect to the W 2 variable, but it is not at all obvious whether it is harmonic with respect to the W 1 variable or not. Since l (2) (Z 1 , Z 2 ; W 1 , W 2 ) may or may not be harmonic with respect to the Z 1 variable, it is also not clear if the operator L (2) is gl(2, H C )-equivariant. However, we will see later (Theorem 26) that
is indeed harmonic with respect to the W 1 variable and that we have a gl(2, H C )-equivariant map (35).
One of the central results of [FL1] was to show that the operator L (1) corresponding to the one-loop ladder diagram is the gl(2, H C )-equivariant projection onto the first irreducible component (see (33))
(the multiplication map followed by the embedding) such that L (1) (1 ⊗ 1) = 1 ⊗ 1. The goal of this article is to understand the map (35). We conclude this subsection by observing some relations between operatorsL (2) ,L (2) and L (2) . From (27) we obtain the following relation:
where (by abuse of notation) N (Z 1 − W 1 ) denotes multiplication by N (Z 1 − W 1 ). We also have:
5 Equivariant MapsL (2) and (
decomposes into a direct sum of irreducible subrepresentations, one of which is (ρ 1 , Ж + ). This decomposition is stated precisely in equation (33). The irreducible component (ρ 1 , Ж + ) has multiplicity one and is generated by 1 ⊗ 1 ∈ H + ⊗ H + . Thus we have a gl(2, H C )-equivariant map
which is unique up to multiplication by a scalar. This scalar can be pinned down by a requirement I(1) = 1 ⊗ 1. We consider a map
where H ⊗ H denotes the Hilbert space obtained by completing H⊗H with respect to the unitary structure coming from the tensor product of unitary representations (π 0 l , H) and
R , the integrand has no singularities and the result is a holomorphic function in two variables W 1 , W 2 which is harmonic in each variable separately. Recall that M denotes the multiplication map (6).
Theorem 17 (Theorem 12 and Corollary 14 in [FL3] ). The map f (Z) → (I R f )(W 1 , W 2 ) has the following properties:
The restriction of I R to Ж + coincides with the map I.
and
We finish this subsection with a lemma that will be used in our computation of the map
Lemma 18. Let p = 1, 2, 3, . . . , and let z ij = z 11 , z 12 , z 21 or z 22 . Then
Proof. By direct calculation,
. We give the proof for the case z ij = z 11 , the other cases are similar. Applying the matrix coefficient expansion (14), we obtain:
By the orthogonality relations (12),
Finally, we need to show that if l + l ′ = p/2 and (m, n, m ′ , n ′ ) = (−l, −l, −l ′ , −l ′ ), then
Indeed, by (10), each t a b c (Z) is a linear combination of monomials
and if (b, c) = (−a, −a), then t a b c (Z) does not contain the monomial (z 11 ) 2a . Hence the product t l m n (Z) · t l ′ m ′ n ′ (Z) does not contain the monomial (z 11 ) p , and the expansion of t l m n (Z) · t l ′ m ′ n ′ (Z) into basis functions (13) does not contain the term t p/2 −p/2 −p/2 (Z). Thus (31) follows. Therefore,
For future use, we state the following consequence of this proof:
Corollary 19. Let k ≥ 0. We have the following orthogonality relations:
Some Irreducible Components of (ρ
In this subsection we describe some irreducible components of (ρ 1 , Ж + ) ⊗ (π 0 r , H + ). Decompositions of tensor products of similar representations of SU (n, n) (instead of just SU (2, 2)) were studied, for example, in [J1, J2, JV] . But we could not find the decomposition of this particular tensor product in the literature.
We denote by C n×n the space of complex n × n matrices. Then Ж ⊗ C n×n is the space of holomorphic functions on H C (possibly with singularities) with values in C n×n . We let parameters m, n = 1, 2, 3, . . . and consider the following actions of GL(2, H C ) on Ж ⊗ C n×n :
On the other hand, if m = 1, then ̟ n 1 ≡ ρ n , where the action ρ n is described by equation (60) in [FL1] . Differentiating the ̟ n m -action, we obtain an action of gl(2, H C ) which preserves Ж ⊗ C n×n and Ж + ⊗ C n×n . As a special case of Proposition 4.7 in [JV] (see also the discussion preceding the proposition and references therein), we have:
Theorem 20. The representations (̟ n m , Ж + ⊗ C n×n ), m, n = 1, 2, 3, . . . , of sl(2, H C ) are irreducible. They possess inner products which make them unitary representations of the real form su(2, 2) of sl(2, H C ).
According to [JV] , we have the following decomposition of a tensor product (π 0 l , H + ) ⊗ (π 0 r , H + ) into irreducible subrepresentations of gl(2, H C ): Figure 8 : Decomposition of the diagram forl (2) into three zig-zag diagrams Figure 9 : Zig-zag diagram (see also Subsection 5.1 in [FL1] ). We outline the proof of this statement. First of all, by Lemma 1, the tensor product
Then one checks that the direct sum
, n ≥ 1, among its irreducible components. Note that Ж + ⊗ H + must contain more irreducible components in addition to those, which can be seen by, for example, comparing the two sides as representations of U (2) × U (2) or u(2) × u(2).
We introduce another subrepresentation (Ж
The Effect ofL
In this subsection we compute the effect ofL (2) on (Ж + ⊗ H + ) 1 ⊂ Ж + ⊗ H + . These calculations will be used to compute the map
is not a ladder integral, we can think of it as represented by the diagram on the left side of Figure 8. (It is the two-loop ladder diagram with dashed line deleted.) As shown in Figure 8 , we can break the diagram into three "zig-zags". To each zig-zag diagram as in Figure  9 , we associate a function
From Lemma 1 we immediately obtain the following conformal property of this function:
Corresponding to this function λ, we have an integral operator Λ on
where f ∈ Ж, ϕ ∈ H + , T, T ′ ∈ D + r , R, R ′ > 0 and r = min{R, R ′ }. Since the bilinear pairings (4) and (9) are gl(2, H C )-equivariant, so is
Proposition 22. The operator Λ annihilates (Ж − 1 ⊕ Ж 0 ) ⊗ H + , and its image lies in
Proof. By Theorem 3 and Theorem 17, the operator Λ is a composition of the canonical isomorphism switching the components
followed by the projection
where P roj :
+ is the projection, followed by the inclusion
and followed by the multiplication map
defined on pure tensors by
In particular, the operator Λ annihilates (Ж − 1 ⊕ Ж 0 ) ⊗ H + , and its image lies in Ж + ⊗ H + . Next we compute the action of Λ on the generators of V n .
Lemma 23. We have: Λ(1 ⊗ 1) = 1 ⊗ 1 and
Proof. It is clear that Λ(1 ⊗ 1) = 1 ⊗ 1, so let us assume n ≥ 1. From the description of Λ as a composition of four mappings and Lemma 18, it follows that Λ maps
where we used an identity
which can be easily proved by induction (see formula 0.15(4) in [GR] ).
Since, Λ is gl(2, H C )-equivariant and maps the generator of each V n into λ n multiple of itself, Λ must act by multiplication by λ n on the whole V n .
As immediate consequences of this proposition and (34) we obtain:
Corollary 24. The subrepresentation (Ж + ⊗ H + ) 1 is a direct sum of V n 's:
Theorem 25. The operatorL (2) annihilates (Ж − 1 ⊕ Ж 0 ) ⊗ H + , and its image lies in Ж + ⊗ H + . If x ∈ (Ж + ⊗H + ) 1 belongs to V n -the subrepresentation of Ж + ⊗H + generated by (z 11 −z ′ 11 ) n−1 -thenL (2) (x) =λ n x, whereλ n = λ if n ≥ 2.
Proof. First, we prove a lemma analogous to Lemma 23.
Lemma 27. We have: L (2) (1 ⊗ 1) = 1 ⊗ 1 and L (2) : (z 11 − z ′ 11 ) n → (−1) n n(n + 1) (w 11 − w ′ 11 ) n , n ≥ 1.
Proof. We label the variables in the diagram describingl (2) as in Figure 10 . First we compute L (2) (1 ⊗ 1). Using relations (28)- (29) and the fact thatL (2) annihilates (Ж − 1 ⊕ Ж 0 ) ⊗ H + , we obtain:
Next we compute L (2) (z 11 − z ′ 11 ) n . Let us introduce a notation
then, by (28)-(29),
Observe that
and only the terms
can potentially be non-zero -all other terms belong to (Ж − 1 ⊕ Ж 0 ) ⊗ H + and thus annihilated byL (2) . We have: Then, using (34) and Proposition 22, Finally, we computeL (2) z 22 w 11 · α n (Z, Z ′ ) :
Since the terms in (Ж 
Combining (36) and (37) finishes the proof.
We have yet to establish that the operator L (2) is gl(2, H C )-equivariant. For this reason we cannot proceed exactly as in the proof of Proposition 22. Let V ⊂ Ж ⊗ H + denote the subrepresentation of (̟ 2 , Ж) ⊗ (π 0 r , H + ) generated by 
