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Abstract
There exists a large body of work on online drift detection with the goal of
dynamically finding and maintaining changes in data streams. In this paper,
we adopt a query-based approach to drift detection. Our approach relies
on a drift index, a structure that captures drift at different time granularities
and enables flexible drift queries. We formalize different drift queries that
represent real-world scenarios and develop query evaluation algorithms that
use different materializations of the drift index as well as strategies for online
index maintenance. We describe a thorough study of the performance of our
algorithms on real-world and synthetic datasets with varying change rates.
1 Introduction
Monitoring streaming content is a challenging big data analytics problem, given
that very large datasets are rarely (if ever) stationary. In several real world mon-
itoring applications (e.g., newsgroup discussions, network connections, etc.) we
need to detect significant change points in the underlying data distribution (e.g.,
frequency of words, sessions, etc.) and track the evolution of those changes over
time. These change points, depending on the research community, are referred to as
temporal evolution, non stationarity, or concept drift and provide valuable insights
on real world events (e.g. a discussion topic, an intrusion) to take a timely action.
In this paper, we adopt a query-based approach to drift detection and address the
question of processing drift queries over very large datasets. To the best of our
knowledge, our work is the first to formalize flexible drift queries on streaming
datasets with varying change rates.
In the problem of drift detection, given a number of m drifts ordered in time, we
need no less than m + 1 intervals to detect them. Thus, without any assumption on
the underlying distribution, we are interested in exploring how to segment the input
stream in order to find a reasonable tradeoff between true positives and false neg-
atives. Existing methods rely on segmenting the input stream, mostly into smaller
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fixed length intervals [3, 5, 9, 11, 14]. Although some works exist on partitioning
the same stream into intervals of different granularities [2, 8, 15] they either adopt
an offline analysis or they lack the ability of querying historical drifts in streams.
A granularity in this case is an interval of time (e.g., every hour) or a number
of observed data points (e.g., every 200 points). A drift is then defined as a signifi-
cant difference in data distributions between two consecutive intervals at the same
granularity. To detect drifts either statistical tests are directly applied on the data of
two intervals [6, 11] or on their summaries, as for instance provided by a clustering
algorithm [1, 3, 4]. To this end, two parameters impact the accuracy and efficiency
of drift detection: the granularity of the intervals at which the original data items
are clustered and the drift significance threshold used to assess whether or not there
is a drift between two consecutive clusterings. In fact, fine-grained intervals can
be used to capture the evolution of frequently changing streams. However, they
may induce computation overhead for slowly changing ones. In addition, they
may cause false positives, i.e., detecting drifts that are too sudden and noisy, hence
hurting precision. While a coarser granularity will improve precision, since more
data is clustered in each interval, it may incur missing a drift that occurred at a
finer granularity. Those misses will negatively affect recall. Moreover, the rate of
change of a given dataset may vary over time thereby requiring to consider different
clustering granularities and drift thresholds for the same dataset.
Understanding the tradeoff between precision (at higher segmentation granular-
ities) and recall (at lower segmentation granularities), and the choice of thresholds
to determine what constitutes a drift between two consecutive intervals of the same
granularity, are the main objectives of this work. In this paper, we adopt an ana-
lytics approach in which we formalize drift queries over both fresh and historical
data of arbitrary time granularities, in order to provide flexibility in tracking and
analyzing drifts in evolving datasets. For this reason, we propose a flexible drift
index to organize past data (or more precisely their summaries) at several granu-
larities. Furthermore. we explore different creation strategies for this index relying
on two common clustering approaches, namely independent [7, 12, 16] and cumu-
lative [1, 4]. In independent clustering, data points belonging to a given interval
are considered equally important and clustered independently. In cumulative clus-
tering, data points in a given interval are clustered with all previously occurring
points and fresher data is more important than older data. Moreover, we propose
different materialization strategies in order to explore the tradeoff between index
storage and query response time.
Unlike existing approaches [3, 5, 9, 11, 14] comparing only the last most recent
intervals, we exploit this index in order to identify drifts at different granularities.
In particular, we formalize three kinds of queries: unary, refinement and synthesis
aiming to detect drifts against historical data. A unary query is used to extract
all drifts detected at a given granularity. A refinement query explores drifts from a
source granularity (e.g., 5,000 points) to a finer target granularity (e.g., 500 points),
iteratively. Such a query is useful to provide a more detailed description of drifts
that have been detected in a high granularity, resulting in better recall. Synthesis
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queries, on the other hand, start from a relatively low granularity and summarize
them into coarser ones. In this case, some of the particular details might be missed
(low recall) in order to get drifts with higher precision. This flexibility in querying
drifts allows us to explore, in a declarative fashion, precision and recall tradeoffs
at different granularities. Also, it addresses a long standing concern in detecting
and tracking drifts in streaming content, namely adaptability of drift detection to
different drift arrival rates and types.
The evaluation of declarative drift queries relies on traversing the index of his-
torical data summaries and, at each granularity, comparing its nodes pairwise to
identify points where clusterings dissimilarity exceeds a threshold θ. Rather than
setting drift thresholds a-priori [5, 13], we learn a θ-value for each dataset and at
each granularity level in the index.
In summary, this paper makes the following contributions:
1. We introduce and formalize drift queries that provide high flexibility in ana-
lyzing precision and recall of drift detection for different time granularities.
2. We propose a drift index, a graph structure that captures change at different
granularities and explore different materializations of the index that lead to
the design of various index maintenance and query evaluation algorithms.
3. We propose learning algorithms for learning drift and clustering thresholds
adaptively for different granularities and rates of change.
4. We perform a thorough study of proposed queries and indices using two
real datasets, KDD Cup’99 1 and Usenet [10], and a synthetically gener-
ated dataset. On the effectiveness front, our study confirms the need for our
refinement and synthesis queries, as demonstrated by the very good preci-
sion/recall results they attain. On the scalability front, it validates the need
for different materializations of the drift index in order to achieve a trade-
off between storage and query response time for datasets of varying change
rates.
2 Drift Queries
The goal of drift queries is to compare drifts at different granularities and provide
analysts with the ability to explore drift precison and recall across granularities. We
study two kinds of queries, refinement and synthesis. Both kinds rely on a simpler
unary query defined as follows.
Definition 1 Unary Query. A unary query UQ(D, g) returns the set of all drifts
Xg detected at granularity g for a dataset D.
Definition 2 Refinement Query. A refinement query RQ(D, gs, gt) admits a source
granularity gs and a target one gt s.t. gt ≺≺ gs, and returns a set of pairs (xgsi , xgj)
1https://archive.ics.uci.edu/ml/datasets/KDD+Cup+1999+Data
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where each drift xgsi ∈ Xgs at gs is associated to the finest corresponding drift
x
g
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{x
g
j ∈ X
g, gt ≺≺ g ≺≺ gs ∨ g = gt |
∃x
gs
i ∈ X
gs , Igj ⊆ (I
gs
i ∪ I
gs
i+1),
∄x
g′
k ∈ X
g′ , gt ≺≺ g
′ ≺≺ g ∨ g′ = gt, I
g′
k ⊆ (I
gs
i ∪ I
gs
i+1)}
where Igsi ∪ I
gs
i+1 = [ min
ts j∈I
gs
i
(ts j), max
tsk∈I
gs
i+1
(tsk)] and
Igj ⊆ (Igsi ∪ Igsi+1) if min
ts j∈(Igsi ∪I
gs
i+1)
(ts j) ≤ min
tsk∈Igsi
(tsk) and max
tsk∈Igsi
(tsk) ≤ max
ts j∈(Igsi ∪I
gs
i+1)
(ts j)
Refinement queries provide a detailed analysis of drifts iteratively. For in-
stance, for a source granularity gs = 1000 connections on KDD Cup’99, selecting
a granularity gt = 500 might result in missing a more insightful analysis occurring
at granularity gt = 100. On the other hand, selecting gt = 100 may result in re-
trieving false positives which could be avoided at gt = 500. Therefore, the analyst
will use the refinement query RQ(D, 1000, 100) to obtain details of each drift at
gs = 1000 with a tradeoff between false negatives and false positives.
Definition 3 Synthesis Query. A synthesis query
S Q(D, gs, gt) admits a source granularity gs and a target one gt s.t. gs ≺≺ gt,
and returns a set of pairs (xgsi , xgj) where each drift xgsi ∈ Xgs at granularity gs
is associated to the coarsest corresponding drift xgj ∈ Xg at a granularity g no
coarser than gt as follows:
{x
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Synthesis queries provide a summary analysis of drifts iteratively. For instance,
for a source granularity gs = 100 connections on KDD Cup’99, selecting a gran-
ularity gt = 1000 might result in missing a more precise synthesis occurring at
gt = 2000. On the other hand, selecting gt = 2000 can result in missing a summary
of a drift, which could be obtained at gt = 1000. Therefore, the analyst can use the
synthesis query S Q(D, 100, 2000) to obtain a summary of each drift at gs = 100
with a tradeoff between false negatives and false positives.
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