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1 Introduction to the Theory of Lipid Domain Morphology
Our goal in the following few sections is to add detail to calculations already performed or
alluded to in the text. We begin by building up the linearized Helfrich functional and examining
how spontaneous curvature, line tension and membrane tension affect membrane morphology
[1, 2, 3].
1.1 Calculating Membrane Curvature and Area
In general, a thin elastic sheet can be described by a surface, S(u, v), embedded in R3 and
written as a function of the parametric variables (u, v). At each point on this surface, one can
calculate the curvature tensor and pointwise contribution to the total area. As we will show
in the next few sections, the curvature tensor is used to calculate contributions to the elastic
energy from two different modes of bending and the area is used to couple membrane tension,
via a particular ensemble, to membrane energetics.
Our first simplifying assumption is that there is some one-to-one height function (i.e. no
folds) that describes the membrane midplane, h(r), often referred to as a Monge representation.
Using this representation, the exact area of the membrane is a simple, though non-linear, function
of h, given by
A =
∫
S
√
1 + (∇h)2 d2r. (1)
In comparison to a completely flat membrane, the increase in actual area due to deformation is
given by
∆A =
∫
S
(
√
1 + (∇h)2 − 1) d2r, (2)
which couples to the lateral membrane tension τ byGtens = τ∆A in a constant tension ensemble1.
In the limit where gradients are small, |∇h|  1, this simplifies to
∆A = 1
2
∫
S
(∇h)2 d2r. (3)
At every point on the surface S, the matrix of second partial derivatives defines the curvature
tensor C, whose eigenvalues are the principal curvatures of the surface at that point, and whose
eigenvectors specify the directions of those principal curvatures on the surface, as shown in
Fig. 1b. Any elastic energy formulation we construct from the curvature tensor should be
invariant under rotations, reflections and translations and therefore can be written as a function
of the invariants of the curvature tensor, namely the trace, which is the sum of the principal
curvatures, and the determinant, which is the product of the principal curvatures. To lowest
order, these symmetries dictate that the energy should be linear in the determinant and quadratic
in the trace. The determinant’s contribution is usually called the Gaussian curvature and will
be addressed in subsection 1.4. One half the sum of the principal curvatures is called the
mean curvature, denoted by H , and contributes energy of the form H2. An intuitively pleasing
formulation of the mean curvature is the divergence of the unit normal vector field of the surface
[4], as shown in Fig. 1a, that is
H(r) =
1
2
∇ · nˆ(r), (4)
1See section 2 for an in depth discussion of a variable tension ensemble, applicable to thermal environments.
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from which the mean curvature energy is calculated as
Gbend = 2κb
∫
S
H2
√
g d2r, (5)
where g = 1+ (∇h)2 is the surface metric in the Monge representation. The surface h(x, y) can
be written as an implicit function F (x, y, z), by
h(x, y) = z → F (x, y, z) = h(x, y)− z = 0, (6)
from which the unit normal vector is given by
nˆ =
∇F√
(∇F )2 . (7)
On the surface defined by h, the unit normal vector field is the gradient normalized by the size
of the small piece of area associated with the unit vector at the point r, namely
nˆ =
(∂xh, ∂yh,−1)√
1 + (∇h)2 . (8)
Then the mean curvature becomes a straight-forward, though non-linear, function of h, given
by
H =
1
2
∇ ·
(
∇F√
1 + (∇h)2
)
. (9)
In situations where the height function is azimuthally symmetric, this can be expanded to
H =
1
2r
∂
∂r

 r ∂h∂r√
1 +
(
∂h
∂r
)2

 . (10)
Application of the small gradient approximation yields a linearized curvature of the well-known
form
H ' 1
2
∇2h, (11)
with the linearized metric g ' 1, such that the integral of the mean curvature elastic energy
over the surface is
Gbend = 2κb
∫
S
H2
√
g d2r ' κb
2
∫
S
(∇2h)2 d2r. (12)
With azimuthal symmetry this simplifies further to
Gbend = piκb
∫
S
(∇2h)2 r dr, (13)
and this contribution can now be combined into a linear elastic picture of a stiff membrane under
lateral tension.
3
a) b)
Figure 1: Curvature on a Monge surface. a) Plot showing a Monge surface with its corresponding
unit normal vector field. b) The same surface, now laid flat and shown in grayscale. The small
green lines indicate the directions of the principal curvatures, while their lengths indicate the
magnitude of the principal curvatures at those points. Zones whose principal curvatures have
the same sign are colored in red (positive Gaussian curvature), while zones whose principal
curvatures have opposite signs are colored in blue (negative Gaussian curvature).
1.2 Conservation of Domain Area
Before constructing the full elastic model of a deformed lipid domain and its surrounding mem-
brane, it behooves us to constrain the class of elastic models by discussing certain properties of
the domain. In particular, if changes in domain morphology were accompanied by significant
changes in domain area, this would require a more complex elastic model. The point of this
section is to decisively show that the relevant elastic model conserves domain area during any
morphological transition, as posited in the text, though strictly speaking, this need not be true.
For instance, if the material parameters were such that the stretch modulus of the domain was
very low, while the line tension around the domain was very high, we would expect a large
change in domain area. However, as we demonstrate in this section, the material properties of a
bilayer favor the conserved area picture, and hence the use of a Lagrange multiplier formulation
to impose this area constraint. To see this explicitly, we estimate the area change induced by
the line tension for representative values of the relevant bilayer properties.
To be rigorous about this statement, we note that the membrane tension (τ) is linearly
related to the areal strain (φ) by the area stretch modulus KA [5],
τ = KAφ, (14)
where
φ =
A−Ao
Ao (15)
and Ao is the domain area at zero tension. Thus a small change in domain area costs free energy
dGarea = τ(φ)dA = AoKAφdφ, (16)
and hence upon integration we find the elastic stretch energy of a domain is
Garea = AoKA
2
φ2. (17)
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For simplicity, let us consider the case where the domain is flat and hence the membrane tension
and phase boundary line tension directly compete with each other - this is also the scenario
where we would expect the largest potential area change. In this case, the phase boundary is
characterized by the circumference
` = 2piro = 2pi
√
Ao(1 + φ)
pi
(18)
where ro is the projected radius of the domain. This contributes energy of the form
Gline = γ`, (19)
where γ is the line tension and we assume ∂γ/∂φ = 0. The combined energy, Garea +Gline, can
be used to solve for the equilibrium value of φ by evaluating
∂
∂φ
(Garea +Gline) = ω
2φ2(1 + φ)− pi = 0, (20)
where we introduce the dimensionless parameter ω = KA
√Ao/γ. Using the high estimate of
γ = 1.0 kBT/nm and low estimate of KA = 50 kBT/nm
2 [5], corresponds to ω  1 for all
reasonable domain areas (i.e. one lipid or more), and hence the areal strain is
φ '
√
pi
ω
, (21)
resulting in a fractional area change of less than 1% for all reasonable domain areas - thus we
work within an approximation in which the domain area is conserved.
1.3 The Small Gradient Limit
Using a small gradient approximation is not the most general model for the membrane surface,
but it allows us to state our results analytically, and couches domain dimpling as a linearized
buckling problem. The line tension at the phase boundary of a domain favors a circular geometry,
and hence our model utilizes polar coordinates. Employing a small gradient approximation,
valid when |∇h|  1, yields a quadratic approximation to the functional which can be solved
analytically [4, 6, 7]. With no other approximations, the mean curvature and constant membrane
tension give rise to an energy functional of the form
Gel = Gtens +Gbend =
1
2
∫
S
(
τ(∇h)2 + κb
(∇2h − co)2)d2r (22)
where S is the projected surface of integration, τ is the applied membrane tension, κb is the mean
curvature bending modulus, and co is the spontaneous curvature of the membrane comprising
the domain.
However, this only forms part of the complete free energy of a dimpled membrane. In
addition to the elastic components, we must conserve area of the domain through the use of a
Lagrange multiplier. Further, to have any interesting behavior at all, we impose a penalty at
the phase boundary through the use of a line tension, as we did in the estimate of the previous
section. Our strategy is to delineate all of the energy sources, posit a set of length-scales that
clearly elucidate the important parameters, and solve for the constrained minima in free energy.
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To be clear about all of the sources of energy they can be listed as follows: the elastic free
energy in the domain region (region 1) is given by
G
(1)
el = pi
∫ ro
0
[
τ(∇h1)2 + κ(1)b (∇2h1 − co)2
]
rdr (23)
while the elastic energy in outer region (region 2) is given by
G
(2)
el = pi
∫ ∞
ro
[
τ(∇h2)2 + κ(2)b (∇2h2)2
]
rdr, (24)
where ro is the projected domain radius. The subscripts on h and superscripts on κb refer to
the region of interest. The phase boundary is simply penalized by its length, hence the energy
from line tension is given by
Gline = 2piroγ, (25)
where γ is the energy per unit length along the phase boundary. Finally, the area constraint is
imposed through the use of a Lagrange multiplier, τo, written as
Garea = τo
(
2pi
∫ ro
0
(
1 +
1
2
(∇h1)2
)
rdr −A
)
. (26)
Our first step is to rearrange the constraint equation to construct what can be thought of as
the ‘effective’ tension in the domain τ1 = τ + τo. In particular, we can absorb part of Garea into
G
(1)
el , resulting in
G
(1)
el = pi
∫ ro
0
[
τ1(∇h1)2 + κ(1)b (∇2h1 − co)2
]
rdr (27)
and
Garea = τo
(
pir2o −A
)
. (28)
Our next step is to non-dimensionalize the free energy, with the understanding that if we are to
see dimpling at all, the membrane tension in the domain region must be compressive, in other
words, the sum of the external membrane tension and the membrane tension generated by the
line tension must be negative. Mathematically this is stated simply as τ1 < 0; this will turn out
to be an important fact when choosing admissible solutions to the Euler-Lagrange equations.
To non-dimensionalize the free energy, we first note the two length scales in the problem are
λ1 =
√
κ(1)b
τ1
and λ2 =
√
κ(2)b
τ
, (29)
and we use these to define the constants
β = i
λ2
λ1
and σ =
κ(1)b
κ(2)b
. (30)
Given our previous statements, we know that λ2 and β are both positive and real, while λ1 is
purely imaginary with a positive coefficient when τ1 < 0. These length-scales give a notion of
how quickly the perturbed height functions return to a flat state, where λ2 is a constant, but
λ1 changes as domain area and line tension are varied. The constant length scale allows us to
define the dimensionless variables
r = λ2ρ , hi = λ2ηi , ro = λ2ρo and λ2co = υo. (31)
6
With these definitions we can redefine the derivatives as
∂
∂r
=
1
λ2
∂
∂ρ
and dr = λ2dρ. (32)
Finally, making all of these substitutions gives the elastic contributions
G
(1)
el = piσκ
(2)
b
∫ ρo
0
[−β2(∇η1)2 + (∇2η1 − υo)2] ρdρ (33)
and
G
(2)
el = piκ
(2)
b
∫ ∞
ρo
[
(∇η2)2 + (∇2η2)2
]
ρdρ, (34)
also showing that a natural energy scale is κ(2)b . The line energy is then written as
Gline = 2piκ
(2)
b ρoχ (35)
with χ = γλ2/κ
(2)
b defined as the dimensionless line tension. This is one of two key parameters
used to characterize the phase space of dimple morphology. The remaining contribution from
the Lagrange multiplier is then written as
Garea = −κ(2)b (σβ2 + 1)
(
piρ2o − α
)
. (36)
where the dimensionless area, α = A/λ22, is the second key parameter that characterizes the
phase space of dimple morphology. The governing differential equations are distinct in each
region; in region 1 the Euler-Lagrange equation is
∇2(∇2 + β2)η1 = 0, (37)
while in region 2
∇2(∇2 − 1)η2 = 0. (38)
The solutions to these differential equations, and as we will show in section 1.7, part of the
derivation of the elastic free energy, can be found by splitting these fourth order equations into
two simpler, second order equations. In particular, let us view these differential equations as
differential operators acting on ηi
∇2(∇2 + c)ηi = L [ηi] = 0 → L = ∇2(∇2 + c), (39)
where c is a constant. To break this down into a set of simpler equations, we call the first
differential operator L1 = ∇2 and the second L2 = ∇2 + c, such that L = L1L2. Each of these
simpler operators defines a familiar differential equation: L1
[
η
(1)
i
]
= 0 is commonly referred to
as the Laplace equation, while L2
[
η
(2)
i
]
= 0 is commonly referred to as the Helmholtz equation.
The solutions to each equation are unique, as indicated by the superscripts. In polar coordinates,
the Laplace equation yields a solution that is the sum of a constant and a natural logarithm,
and the Helmholtz equation yields a sum of Bessel functions whose ‘kind’ depend on the sign of
the constant c. For the moment, let us assume that the full solution to the fourth order equation
is the addition of the solutions from each of these second order equations, that is
ηi = η
(1)
i + η
(2)
i , (40)
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and see what that implies for the operators Li. The fourth order equation would then be written
as
L [ηi] = L1L2
[
η
(1)
i + η
(2)
i
]
= 0, (41)
and since the operators Li are linear, this can be written as
L1L2
[
η
(1)
i
]
+ L1L2
[
η
(2)
i
]
= 0. (42)
With the trivial fact that Li [0] = 0, and recalling that the solutions to each second order
equation are unique, this can be simplified to
L1L2
[
η
(1)
i
]
︸ ︷︷ ︸
6=0
+L1 L2
[
η
(2)
i
]
︸ ︷︷ ︸
=0
= L1L2
[
η
(1)
i
]
= 0. (43)
If the differential operators commute, that is if [L1,L2] = 0, this can be rearranged to
L1 L2
[
η
(1)
i
]
︸ ︷︷ ︸
6=0
= L2 L1
[
η
(1)
i
]
︸ ︷︷ ︸
=0
= 0. (44)
Indeed, one can show that the operators do commute and hence the full solution to the fourth
order equation is the sum of the solutions from each of the second order equations. Additionally,
the knowledge that the Euler-Lagrange equations can be broken down into commuting operators
will prove useful for calculating the elastic energy in section 1.7.
The solutions must meet certain physical boundary conditions; symmetry about r = 0
dictates that
|∇η1(0)| = |∇η2(∞)| = 0, (45)
while demanding that the membrane be contiguous demands η1(ρo) = η2(ρo). Finally, as we will
show later, the surface cannot have ridges if the bending energy is to be finite, hence
|∇η1(ρo)| = |∇η2(ρo)| = , (46)
where  is the membrane slope at the phase boundary, which acts as an order parameter for the
morphological phase space. Then the general solutions are
η1(ρ) = a
(1)
1 + a
(1)
2 ln(ρ)︸ ︷︷ ︸
η
(1)
1
+ a
(1)
3 J0(βρ) + a
(1)
4 Y0(βρ)︸ ︷︷ ︸
η
(2)
1
, (47)
and
η2(ρ) = a
(2)
1 + a
(2)
2 ln(ρ)︸ ︷︷ ︸
η
(1)
2
+ a
(2)
3 K0(ρ) + a
(2)
4 I0(ρ)︸ ︷︷ ︸
η
(2)
2
, (48)
where Jk and Yk are k-th order Bessel functions of the first and second kind respectively, and
Ik and Kk are k-th order modified Bessel functions of the first and second kind, respectively.
The brackets indicate the contributions from each of the separate differential operators. The
constants a
(j)
i are set by the boundary conditions and the physical constraint that the area
change associated with morphological transitions be finite. Our stated boundary conditions
demand that a
(1)
4 = a
(2)
4 = 0, and to keep the change in the membrane area in both regions
bounded we demand a
(1)
2 = a
(2)
2 = 0. We have a freedom of vertical translation, which we choose
8
to apply to region 2, such that a
(2)
1 = 0. Applying the slope boundary conditions at the phase
boundary gives the final solutions
η1(ρ) = −
[
1
β
J0(βρ)
J1(βρo)
− 1
β
J0(βρo)
J1(βρo)
+
K0(ρo)
K1(ρo)
]
(49)
and
η2(ρ) = − K0(ρ)
K1(ρo)
. (50)
These solutions can be integrated to give closed-form expressions for the elastic energy in the
two regions, as shown in section 1.7, where in region 1
G
(1)
el = piσκ
(2)
b 
2ρoβ
J0(βρo)
J1(βρo)
(51)
and in region 2
G
(2)
el = piκ
(2)
b 
2ρo
K0(ρo)
K1(ρo)
. (52)
The only remaining component of the free energy is the elastic contribution from spontaneous
curvature in the domain. If we explicitly write the terms of the bending elastic energy from
eqn. 33 we find
1
2
∫
(∇2η1 − υo)2√gd2ρ = 1
2
∫
(∇2η1)2√gd2ρ− υo
∫
(∇2η1)√gd2ρ+ υ
2
o
2
∫ √
gd2ρ︸ ︷︷ ︸
domain area (α)
, (53)
where
√
g is the surface metric, equal to unity in the current approximation. Here, the term
proportional to υ2o is conventionally added to the elastic functional so that the interplay between
mean curvature and spontaneous curvature is clear, however it is unimportant for determining
morphology because the spontaneous curvature does not appear in the governing differential
equations (eqn. 37 and 38), and since the domain area is conserved it does not affect the mem-
brane free energy.
The domain area itself is calculated with the expression for the height field in region 1,
namely eqn. 49, to give
α = 2pi
∫ ρo
0
√
1 + (∇η1)2ρdρ ' 2pi
∫ ρo
0
(
1 +
(∇η1)2
2
)
ρdρ, (54)
and approximated as
α = piρ2o
[
1 +
2
2
(
1 +
(
J0(βρo)
J1(βρo)
)2
− 2
βρo
J0(βρo)
J1(βρo)
)]
. (55)
Let us separate out the term dealing with spontaneous curvature that does affect the free energy,
namely
Gspont = −2piσκ(2)b υo
∫ ρo
0
(∇2η1) ρdρ. (56)
For the case in which we have azimuthal symmetry, the Laplacian can be written as ∇2 =
∂2
∂ρ2
+ 1ρ
∂
∂ρ , and hence we can evaluate this energy by partial integration, where∫ ρo
0
1
ρ
∂η
∂ρ
ρdρ =
∂η
∂ρ
ρ
∣∣∣∣ρo
0
−
∫ ρo
0
∂2η
∂ρ2
ρdρ. (57)
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Upon rearranging, we see that ∫ ρo
0
(∇2η)ρdρ = ∂η
∂ρ
ρ|ρ=ρo (58)
and by applying the boundary conditions, we find that the elastic energy from spontaneous
curvature is
Gspont = −2piσκ(2)b ρoυo. (59)
Finally, with all contributions accounted for, we can assemble the free energy of the system,
with contributions
G = G
(1)
el +G
(2)
el +Gline +Gspont +Garea, (60)
such that the total free energy is
G = piκbρo
[
2
(
σβ
J0(βρo)
J1(βρo)
+
K0(ρo)
K1(ρo)
)
+ 2(χ− συo)
]
− κb(σβ2 + 1)(piρ2o − α), (61)
with the superscript dropped, κ(2)b = κb. Before searching for the morphological minimizers of
this equation, let us address one additional issue.
We demand that the membrane surface be free of ridges, that is, we match the slope of the
membrane at the phase boundary (|∇η1(ρo)| = |∇η2(ρo)| = ), because a slope mismatch would
result in a divergence of the bending energy. This can be shown by direct calculation where the
mismatch energy is calculated in a region, ρo ± δ/2, near the phase boundary
Gmismatch = lim
δ→0
piκb
∫ ρo+δ/2
ρo−δ/2
(∇2η)2ρdρ = lim
δ→0
piκb
∫ ρo+δ/2
ρo−δ/2
(
1 − 2
δ
)2
ρdρ = piκb(1 − 2)2 lim
δ→0
ρo
δ
,
(62)
where the only finite solution occurs when 1 = 2, that is, when the boundary slopes are
matched between the domain and the surrounding membrane.
1.4 Gaussian Curvature
In line with our calculation of the various elastic energy terms, the following section explicitly
calculates the elastic contribution from Gaussian curvature and makes an argument about its
relevance to our elastic model. As discussed in the first section, the local curvature tensor is
given by the matrix of partial second derivatives of the surface η, which in Cartesian coordinates
takes the form
C =
[
∂2η
∂x2
∂2η
∂x∂y
∂2η
∂y∂x
∂2η
∂y2
]
. (63)
The trace of this tensor is the sum of the principal curvatures, while the determinant is the Gaus-
sian curvature [4]. Using the typical polar transformations ρ =
√
x2 + y2 and θ = tan−1 (y/x),
the chain rule implies
∂
∂x
=
∂ρ
∂x
∂
∂ρ
+
∂θ
∂x
∂
∂θ
(64)
and
∂
∂y
=
∂ρ
∂y
∂
∂ρ
+
∂θ
∂y
∂
∂θ
, (65)
and using the equations of the principal curvatures, namely
tr [C] = C1 +C2 = ∂
2η
∂x2
+
∂2η
∂y2
(66)
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and
det [C] = C1C2 = ∂
2η
∂x2
∂2η
∂y2
−
(
∂2η
∂x∂y
)2
, (67)
it can be shown that the principal curvatures in polar coordinates with azimuthal symmetry are
C1 =
∂2η
∂ρ2
and C2 =
1
ρ
∂η
∂ρ . Then the Gaussian curvature contributes energy of the form
GGauss = κG
∫
S
(C1 · C2)d2ρ. (68)
Splitting the membrane into the domain and its surrounding region, this is written as
GGauss ' 2pi
(
κ
(1)
G
∫ ρo
0
(
∂2η1
∂ρ2
· 1
ρ
∂η1
∂ρ
)
ρdρ+ κ
(2)
G
∫ ∞
ρo
(
∂2η2
∂ρ2
· 1
ρ
∂η2
∂ρ
)
ρdρ
)
(69)
where κ
(i)
G is the saddle-splay (Gaussian bending) modulus in region i. This can be evaluated
by partial integration, writing
∫ ρo
0
(
∂2η1
∂ρ2
· 1
ρ
∂η1
∂ρ
)
ρdρ =
(
∂η1
∂ρ
)2∣∣∣∣∣
ρo
0
−
∫ ρo
0
(
∂2η1
∂ρ2
· ∂η1
∂ρ
)
dρ (70)
which simplifies to
2piκ
(1)
G
∫ ρo
0
(
∂2η1
∂ρ2
· ∂η1
∂ρ
)
dρ = piκ
(1)
G 
2, (71)
and likewise
2piκ
(2)
G
∫ ∞
ρo
(
∂2η2
∂ρ2
· ∂η2
∂ρ
)
dρ = −piκ(2)G 2. (72)
Finally, the contribution from Gaussian curvature is
GGauss = pi
2(κ
(1)
G − κ
(2)
G ) = piκb
2 · κ
(1)
G − κ
(2)
G
κb
. (73)
For a linear elastic and incompressible bilayer [8, 9], it has been analytically estimated that
κb ' −κG [4], which has been experimentally supported in some lipid mixtures [4, 10], though
measurements of κG are notoriously difficult due to its topological invariance through the Gauss-
Bonnet Theorem. Given that this estimate shows that the magnitude of the Gaussian and mean
bending moduli should be equal in each region, and that the mean bending modulus does not vary
significantly between regions, we assume the dimensionless difference in the saddle-splay bending
modulus between the domain and surrounding membrane is small (i.e. (κ
(1)
G − κ(2)G )/κb  1),
and hence ignore the contribution from Gaussian curvature altogether. That said, if we take the
implications of this estimate for an incompressible bilayer at face value, we can write the energy
of eqn. 73 as
GGauss = piκb
2(1− σ), (74)
and this term can be added to the total free energy, allowing Gaussian curvature to affect the
morphological transition.
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1.5 Equilibrium Domain Shapes
Having examined the elastic contributions to the free energy and origin of the boundary condi-
tions, the problem statement is then to find minimizers of the total free energy, eqn. 61, where
we allow , β, and ρo to vary independently. Hence we generate three simultaneous equations
∂G
∂
= 0
∂G
∂β
= 0
∂G
∂ρo
= 0. (75)
Physically, the first equation can be interpreted as torque balance at the phase boundary, the
second equation as conservation of domain area, and the third equation as lateral force balance
at the phase boundary. The first equation can be written as2

[
σβρo
J0(βρo)
J1(βρo)
+ ρo
K0(ρo)
K1(ρo)
]
= σρoυo, (76)
the second equation is the same as eqn. 55
α = piρ2o
[
1 +
2
2
(
1 +
(
J0(βρo)
J1(βρo)
)2
− 2
βρo
J0(βρo)
J1(βρo)
)]
, (77)
and the third equation is3
2
2
[
ρo
((
K0(ρo)
K1(ρo)
)2
− 1
)
− ρoσβ2
(
1 +
(
J0(βρo)
J1(βρo)
)2)]
= ρo(σβ
2 + 1)− χ, (78)
where we have used the first equation to greatly simplify the third. Specifying a particular
dimensionless area, dimensionless line tension, and dimensionless spontaneous curvature we can
use these three equations to solve for the boundary slope, Lagrange multiplier, and projected
radius that minimize the free energy. Although, it is not that straightforward to find solutions;
due to the oscillatory nature of Jk, there are actually multiple, discrete domain shapes that solve
these equilibrium equations. Examining eqn. 76, we note that possible solutions of this equation,
corresponding to discrete domain shapes, are separated by the discrete zeros of J1(βρo). To a
good approximation the nth zero of J1(βρo) is given by
βρo =
pi
4
+ (n− 1)pi, (79)
where n ∈ [1 . . .∞] is an integer. With this knowledge, we can bound the values of βρo for the
nth discrete domain shape to
pi
4
+ (n− 1)pi < βρo < pi
4
+ npi. (80)
Thus, based on the values of βρo, we know which discrete shape we are solving for, that is,
which n mode shape. As n increases, the bounded values of βρo push the elastic energy to ever
higher levels, such that from the perspective of shapes that are accessible to thermal fluctua-
tions, only the n = 1 shape is accessible for all reasonable parameter values. Further, the line
tensions required to buckle the domain for n > 1 are outside the range of reasonable values. To
demonstrate these concepts, Fig. 2 shows the numerical solutions to the equilibrium equations
2The inclusion of GGauss adds the term (1− σ) in the brackets, modifying the quantitative results slightly.
3The inclusion of GGauss adds the term 2
σ−1
ρo
in the brackets, modifying the quantitative results slightly.
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for n = 1 and n = 2. Looking at Fig. 2e, one can see that our dimpled solutions are within the
bounds of eqn. 80 for n = 1.
Having picked the regime of lowest energy dimpling, we would also like to know where in the
space of dimensionless area and line tension the dimpled states lie, that is, where is the phase
boundary? We will explore this question in the scenario where υo = 0; in the case where υo 6= 0,
there is no stable flat state and hence no phase boundary for the lowest energy mode.
Approaching the phase boundary from either large domain area or large line tension the
boundary slope → 0 at some critical value of the membrane parameters, and hence in the above
equations we can ignore terms O(2). Not only does this simplify the equations, but precisely
at the phase boundary, the O(2) terms are identically zero, such that the first equation gives
σβ
J0(βρo)
J1(βρo)
+
K0(ρo)
K1(ρo)
= 0, (81)
the second equation gives
ρo =
√
α
pi
, (82)
and the third equation gives
χ = ρo(σβ
2 + 1). (83)
The first two equations can be solved numerically to find the critical value βc at the phase
boundary as a function of α, and then the critical line tension for dimpling is χc = (σβ
2
c +
1)
√
α/pi. In the regime where the dimensionless domain area is small the relationship between
these three equations simplifies to4
χc ' 8σ
√
pi
α
. (84)
1.6 Scaling and the Critical Exponent
Using an approximation similar to how we derived the morphological phase boundary we can also
derive the critical exponent of the dimpling transition. This exponent gives us a notion of how
‘fast’ a domain dimples once the transition has occurred, which is an important shape charac-
teristic of the dimpling transition and will be crucial for understanding how domain interactions
scale with domain size and size asymmetry.
It can be shown that the quantity βρo ' βc
√
α/pi after the domain has dimpled, as demon-
strated in Fig. 2e. This approximation allows us to write the domain area conservation as
α ' piρ2o
(
1 + δ
2
2
)
, (85)
where δ = O(1) is a constant determined from eqn. 55. Using this equation solved for ρo and
eqn. 83 solved for β, we can form a complicated transcendental equation with eqn. 81. For small
domain area, this transcendental equation can be used to write the boundary slope as
|| '
√
2
δ
(
χ
χc
− 1
)
, (86)
or using eqn. 84 as
|| '
√
1
δ
(
α
αc
− 1
)
, (87)
4The inclusion of GGauss changes this equation to χc ' 4(σ + 1)
p
pi/α.
13
-30
-25
-20
-15
-10
-5
0
0
0.5
1
1.5
2
0
4
8
12
16
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0
2
4
6
8
20 40 60 80 100 120 20 40 60 80 100 120
20 40 60 80 100 120 20 40 60 80 100 120
20 40 60 80 100 120
0 0.4 0.8 1.2 1.6 2
0
0.6
0.4
0.2
a) b)
c) d)
e) f)
Figure 2: Numerical solutions for the equilibrium equations. Plots (a-d) show how morpho-
logical parameters vary as χ increases, with α = pi/4 and σ = 1. The red lines are for n = 1,
while the blue lines are for n = 2, the black lines correspond to the flat state. e) This plot
demonstrates that the values of βρo are indeed bounded by eqn. 80, and that the product βρo is
approximately constant through the morphological transition. f) This plots shows the domain
shapes for the modes (n = 1, χ ' 17) and (n = 2, χ ' 68).
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with αc = 64pi(σ/χ)
2. An additional an O(1), numerically-determined and multiplicative con-
stant can be employed to make eqns. 86 and 87 even more accurate. This calculation shows
that the critical exponent is equal to 1/2, whether line tension or domain area is increased,
which means that the domains rise rapidly from the flat state once they have gone through the
dimpling transition.
1.7 Divergence Theorem Solution for the Deformation Energy
We previously made use of the dimensionless functionals
G
(1)
el =
κb
2
σ
∫
S
(
−β2(∇η1)2 +
(∇2η1)2) d2ρ (88)
and
G
(2)
el =
κb
2
∫
S
(
(∇η2)2 +
(∇2η2)2) d2ρ, (89)
which describe the contributions to the free energy from bending and membrane tension. Using
the resulting Euler-Lagrange equations in the domain region
∇2(∇2 + β2)η1 = 0 (90)
and
∇2(∇2 − 1)η2 = 0 (91)
in the surrounding membrane, we apply the boundary conditions |∇η1(0)| = |∇η2(∞)| = 0 and
|∇η1(ρo)| = |∇η2(ρo)| = . From these differential equations and boundary conditions we found
solutions for the membrane shape
η1(ρ) = −
[
1
β
J0(βρ)
J1(βρo)
− 1
β
J0(βρo)
J1(βρo)
+
K0(ρo)
K1(ρo)
]
and η2(ρ) = − K0(ρ)
K1(ρo)
. (92)
It might appear that the only way to solve for the energy given η1 and η2 is to perform a rather
tedious integral, when in fact, there is a much more elegant way using the Divergence Theorem,
in a way similar to previous calculations [7, 11].
We will perform a series of partial integrations in rapid succession, by rewriting the deriva-
tives in the energy functional. We start by noticing
(∇η)2 = ∇ · (η∇η)− η∇2η. (93)
The second derivative term is a bit more challenging, we notice that
∇ · (∇2η∇η) = ∇3η · ∇η + (∇2η)2 (94)
and
∇ · (η∇3η) = ∇3η · ∇η + η∇4η. (95)
Subtracting these two equations yields
(∇2η)2 = η∇4η +∇ · (∇2η∇η − η∇3η). (96)
Let us tackle the functionals for the two regions separately; in region 1
−β2(∇η1)2 + (∇2η1)2 = ∇ · (∇2η1∇η1 − η1∇3η1 − β2η1∇η1) + β2η1∇2η1 + η1∇4η1, (97)
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which can be rearranged to
−β2(∇η1)2 + (∇2η1)2 = ∇ · (∇2η1∇η1 − η1∇(∇2 + β2)η1) + η1∇2(∇2 + β2)η1. (98)
Then recall that the Euler-Lagrange equations demand ∇2(∇2 + β2)η1 = 0, and further, our
condition that the change in area upon dimpling be finite gives (∇2+ β2)η1 = const, hence this
can be simplified to
−β2(∇η1)2 + (∇2η1)2 = ∇ · (∇2η1∇η1). (99)
Upon substitution into the energy functional for region 1 we find
G
(1)
el =
κb
2
σ
∫
S
(
−β2(∇η1)2 +
(∇2η1)2) d2ρ = κb
2
σ
∫
S
∇ · (∇2η1∇η1)d2ρ, (100)
and then using the divergence theorem
G
(1)
el =
κb
2
σ
∫
S
∇ · (∇2η1∇η1)d2ρ = κb
2
σ
∮
∂S
(∇2η1∇η1) · dnˆ. (101)
This last expression can be fully evaluated without a particular functional form of η1, simply by
applying azimuthal symmetry and knowing the boundary conditions, namely ∇η1(0) = 0ρˆ and
∇η1(ρo) = ρˆ, resulting in
G
(1)
el = piσκbρo(∇2η1)|ρ=ρo . (102)
The second region surrounding the domain is handled in a similar fashion. We write the
integrand of the functional as
(∇η2)2 + (∇2η2)2 = ∇ · (∇2η2∇η2 − η2∇3η2 + η2∇η2)− η2∇2η2 + η2∇4η2, (103)
which can be reorganized to
(∇η2)2 + (∇2η2)2 = ∇ · (∇2η2∇η2 − η2∇(∇2 − 1)η2) + η2∇2(∇2 − 1)η2. (104)
In a similar fashion, application of the Euler-Lagrange equation, ∇2(∇2 − 1)η2 = 0, and the
finite area change condition, (∇2 − 1)η2 = const, yield
(∇η2)2 + (∇2η2)2 = ∇ · (∇2η2∇η2). (105)
With subsequent application of the Divergence Theorem we get a relation similar to region 1,
namely
G
(2)
el =
κb
2
∫
S
∇ · (∇2η2∇η2)d2ρ = κb
2
∮
∂S
(∇2η2∇η2) · dnˆ, (106)
where application of the symmetry and boundary conditions, specifically limρ→∞ ρ|∇η2| = 0
and ∇η2(ρo) = ρˆ, yields
G
(2)
el = −piκbρo(∇2η2)|ρ=ρo . (107)
Now we see that the total elastic free energy is a measure of the curvature change at the boundary
between the two regions
Gel = piκbρo
[
σ
(∇2η1)− (∇2η2)]ρ=ρo . (108)
Using the solutions from the Euler-Lagrange equation, we recover the previously stated energy
Gel = piκbρo
2
(
σβ
J0(βρo)
J1(βρo)
+
K0(ρo)
K1(ρo)
)
. (109)
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2 Vesicle Tension and Entropy
To keep our mechanical model of membrane morphology tractable and intuitive, certain assump-
tions were made about the physical state of the membrane. One of our assumptions was that the
addition of membrane area due to domain deformation came at a constant cost per unit area,
thus setting up a constant tension ensemble. In this section we will examine this assumption in
detail, and show that while useful, the constant tension ensemble cannot be blindly employed
in all situations. In particular, if the area change connected to a morphological transition (or
set of transitions) is too large compared to a reference area, we must consider the membrane
tension as a variable, thermally-dependent mechanical attribute of the membrane.
The choice of tension ensemble affects the equilibrium stability of domain morphologies.
Our formulation of the equations of mechanical equilibrium shows that the dimpled domain
morphology is at an energy extremum, however the use of a Lagrange multiplier turns that
extremum into a saddle-point, hence obscuring the exact nature of the shape stability. Some of
our preliminary work, using fully non-linear finite element methods, suggests that the dimpled
morphology might only be a stable shape if the tension is a monotonically increasing function of
the additional area required to deform the membrane. Fortunately, that is precisely the behavior
described by a thermally active membrane - a regime of constant tension if domain deformations
are small, and a monotonically increasing tension regime if the deformations are large.
For a vesicle with conserved volume and surface area, lateral tension may arise from one
of two general sources. At higher tensions, the intrinsic area per lipid increases, corresponding
to an areal strain (φ) and tension (τ) on the vesicle surface given by τ ' KAφ, essentially
the bilayer equivalent of Hooke’s Law. At much lower tensions, this Hookean linear response
is not valid; thermal fluctuations of the membrane absorb free area, generating a small, non-
linear entropic tension. Our goal in this section is to use a common Fourier space technique to
construct a model of this entropic tension [4, 12], namely the equation of state, and determine
its implications for the constancy (or lack thereof) of tension on the surface of GUVs with lipid
domains that change morphology. This analysis informs the generic mechanical model of the
limits of the approximation of the constant tension ensemble. The result of this calculation
will also help us form a more accurate model of membrane elasticity and deformation at finite
temperature.
To these ends, the following subsections derive the equation of state in rigorous detail, and
build intuition for how bending and tension regulate the thermal fluctuations of the membrane.
An expression for the contribution to the free energy from a thermally active membrane is
derived and a connection is made between the free energy in this thermal ensemble with the
zero temperature, constant tension ensemble. Lastly, we try to estimate how changes in domain
morphology couple to the thermal fluctuations on a conserved volume and surface area vesicle.
2.1 Constructing a Thermal Ensemble
Arguably, one of the most important concepts to discuss when constructing a mechanical model
of a membrane is the ensemble in use, which can be loosely defined as the physical or thermody-
namic relationship between the patch of membrane of interest and the external physical world.
Looking back at eqn. 22, we see that the tension, τ , is a material constant, independent of the
shape of the membrane itself. This description is a constant tension ensemble, where changes
in morphology add area at infinity, by pulling membrane from an external membrane reservoir
at a fixed energy cost per unit area. This problem statement is strictly a mechanical model,
free from the effects of temperature, or more precisely, it is a statistical mechanical model at
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T = 0. A real membrane at finite temperature is bombarded by various small molecules, (e.g.
water, ions, and proteins) such that it is never in a flat state. Instead, the membrane undulates
in time, with height fluctuations having a specific frequency spectrum that will be derived in
this section. These undulations store area that can be surrendered upon application of tension,
however the energetic cost of this change in projected unit area is not constant. This constitutes
a new kind of tension ensemble, that links the tension in the mechanically deformed membrane
region to the variable tension in a thermal membrane reservoir using an equation of state.
The physical reality is that changes in domain morphology (or any change in membrane
morphology) and finite temperature bilayer undulations are happening simultaneously on the
same patch of membrane, and are energetically coupled together. This coupling combined with
only a statistical notion of the fluctuations makes this a difficult scenario to model. One avenue of
approach is to construct an entropic tension ensemble as follows. The domain and its attendant
mechanical morphologies exist on an infinite patch of membrane at zero temperature, and hence
we can model domain morphologies within the framework of standard continuum mechanics.
We then construct a thermally active membrane reservoir, with projected area A and total area
Ao, that is able to exchange area with the zero temperature membrane patch, such that the
total membrane area in the system is conserved, as shown in Fig. 3. By fixing the total area in
the system and setting A and Ao, the equation of state of the reservoir defines the tension in
both membrane regions. As the zero temperature membrane patch deforms, it pulls area from
the thermal membrane reservoir, increasing the tension in both regions according to the non-
linear equation of state. This effectively allows us to calculate membrane shapes with a strictly
mechanical model, as we have done previously, but couples the continuum mechanics to an
accurate representation of a bilayer of finite extent at finite temperature. Additionally, we will
show that this analysis clarifies the relevance of the constant tension ensemble. For a system with
a large enough thermal reservoir, the ratio ∆A/Ao  1, and hence the initial state of tension
remains essentially unchanged when the zero temperature membrane changes morphology. If
this condition is not met, we must consider the non-linear behavior of the equation of state,
and its corresponding effects on the stability of dimpled and budded domain morphologies. The
general result is that the non-linear equation of state yields a variable tension that tends to
stabilize the dimpled state if enough excess area is available.
2.2 The Equation of State
We calculate the linearized equation of state in this low tension regime by splitting the reservoir’s
deformation profile, denoted here as simply h, into planar Fourier modes and using equipartition
to calculate the amplitude of each mode. To derive the equation of state, we follow the standard
treatment given in [4, 12] with all details shown here for completeness. Recall that the linearized
deformation energy is given by
Gel =
1
2
∫
S
(
τ(∇h)2 + κb
(∇2h)2) d2r, (110)
where S is the planar projected surface. The projected surface area is A, and we assume for
now that we are operating in the entropic tension regime where the area per lipid is conserved.
While a two dimensional path integral formulation,
Z =
∫
D [h] e−
Gel[h]
kBT , (111)
which constructs the partition function Z by summing the Boltzmann factors over all possible
membrane configurations, is conceptually most straightforward, we will employ a Fourier space
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Figure 3: Schematic of an ensemble that couples the lateral tension of a zero temperature
deformation field to a finite temperature membrane reservoir. The reservoir (left) has a total
area Ao−∆A and a projected area A, where ∆A ∈ [0 . . . (Ao −A)]. The mechanically deformed
region (right - with dimpled domain) has an infinite projected area and an actual area ∆A above
the projected area, where ∆A is the area required to deform the zero temperature membrane
from a flat state. The small pipe represents a perfect thermal insulator that permits the flow of
lipid from one region to the other, where the total amount of lipid in the ensemble is conserved,
resulting in equal tension in both regions. When the zero temperature membrane is flat, the
thermal reservoir has a projected area A and actual area Ao, which, through the equation of
state, defines an initial resting tension in both regions.
approach to calculate the equation of state. For any Monge representation of the surface, we
can write the membrane deformation as the Fourier transform
h(r) =
A
(2pi)2
∫
h(q)e−iq·r d2q, (112)
with
q =
2pi√
A k, (113)
where k = (n1, n2) with n1 and n2 as integer wave numbers. For a sufficiently large membrane,
we are well-justified in using the continuous Fourier Transform, though this approximation
breaks down for patches of membrane with area near the area of a single lipid. Then the vector
derivatives from the energy functional are
∇h = A
(2pi)2
∫
(−iq)h(q)e−iq·r d2q, (114)
and
∇2h = − A
(2pi)2
∫
|q|2h(q)e−iq·r d2q, (115)
such that the terms of the deformation functional become
(∇h)2 = A
2
(2pi)4
∫ ∫
(q · q′)h(q)h(q′)e−i(q−q′)·r d2qd2q′, (116)
and
(∇2h)2 = A
2
(2pi)4
∫ ∫
(q · q′)2h(q)h(q′)e−i(q−q′)·r d2qd2q′. (117)
Explicitly performing the spatial integrals gives∫
(∇h)2 d2r = A
2
(2pi)4
∫ ∫ ∫
(q · q′)h(q)h(q′)e−i(q−q′)·r d2qd2q′d2r, (118)
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and ∫
(∇2h)2 d2r = A
2
(2pi)4
∫ ∫ ∫
(q · q′)2h(q)h(q′)e−i(q−q′)·r d2qd2q′d2r. (119)
We recognize that ∫
e−i(q−q
′)·r d2r = (2pi)2δ(q− q′), (120)
such that these integrals simplify to∫
(∇h)2 d2r =
( A
2pi
)2 ∫
|q|2|h(q)|2d2q (121)
and ∫
(∇2h)2 d2r =
( A
2pi
)2 ∫
|q|4|h(q)|2 d2q. (122)
The deformation energy can now be written as a sum of independent Fourier modes
Gel =
1
2
( A
2pi
)2 ∫ pi√
ao
pi√
A
|h(q)|2 (τ |q|2 + κb|q|4) d2q, (123)
where we integrate from the smallest q vector magnitude, corresponding to the size of the
entire projected membrane pi/
√
A, to the highest q vector magnitude, corresponding to the lipid
intermolecular spacing pi/
√
ao, where ao is the area per lipid.
This free energy can now be used in the canonical partition function to calculate various
properties of interest on a fluctuating membrane at equilibrium. The amplitudes of each mode,
|h(q)|, are degrees of freedom over which we can sum the partition function, however, since they
are independent quadratic degrees of freedom, we know that each mode absorbs energy kBT/2
from the thermal reservoir, such that
kBT
2
=
〈|h(q)|2〉 A
2
(
τ |q|2 + κb|q|4
)
, (124)
and from the definition of the Fourier transform in eqn. 112, a factor of A/(2pi)2 remains with
the integral, and this can be rearranged to
〈|h(q)|2〉 = kBTA (τ |q|2 + κb|q|4) . (125)
Using our previously defined elastic decay length, λ =
√
κb/τ , this can be recast in a form with
fewer effective parameters,
〈|h(q)|2〉 = λ2kBT
τA
1
(λ|q|)2 + (λ|q|)4 , (126)
useful for making scaling arguments. To get a feel for the magnitudes of these fluctuations,
we can plug in the minimum and maximum wave vectors to find the maximum and minimum,
respectively, root-mean-square height deviations, and find
[√
〈|h(q)|2〉
]
|q|max
' ao
pi2
(
kBT
Aκb
)1/2
∼ 10−7 nm (127)
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and [√
〈|h(q)|2〉
]
|q|min
'
[
kBT
pi2τ
(
1 +
(piλ)2
A
)−1]1/2
∼ 100 nm, (128)
on a vesicle with a 20 µm diameter and resting tension of 10−5 kBT/nm
2. Thus we see that on
small length scales, the membrane is locally very flat. To get an idea of the membrane height
gradient over different wavelengths, which helps validate the use of a Monge gauge, we can
multiply these height deviations by their corresponding wave vector magnitude to find
|∇h|min '
[
|q|
√
〈|h(q)|2〉
]
|q|max
'
(
aokBT
pi2Aκb
)1/2
∼ 10−6 (129)
and
|∇h|max '
[
|q|
√
〈|h(q)|2〉
]
|q|min
'
[
kBT
τA
(
1 +
(piλ)2
A
)−1]1/2
∼ 0.01. (130)
These estimates give us two important pieces of information. The estimate of the root-mean-
square height fluctuation tells us that in the ‘real’ physical scenario, on the length scales of
domain morphology the thermal fluctuations will be statistically smaller than the height de-
formations caused by domain morphology. The second estimate shows that the small gradient
approximation employed through this section is valid for studying membrane fluctuations.
To better understand the nature of the thermal fluctuations, specifically to build intuition
for how the fluctuation modes are regulated, we examine two naturally-arising regimes in more
detail. For small λ|q|, the quadratic term dominates the denominator to give a log-log power
law of the form
ln
[〈|h(q)|2〉 τA
λ2kBT
]
= −2 ln [λ|q|] , (131)
while for large λ|q|, the quartic term dominates and to give a log-log power law of the form
ln
[〈|h(q)|2〉 τA
λ2kBT
]
= −4 ln [λ|q|] . (132)
Where these two power laws cross is the ‘corner’ frequency, λ|q|c = 1, as shown in Fig. 4a.
Frequencies below the corner frequency, having a much higher amplitude, absorb the vast ma-
jority of the free area, and hence are almost exclusively regulated by tension. On the other
hand, frequencies above the corner frequency correspond to a high degree of curvature but do
not absorb significant area, and hence are almost exclusively regulated by bending stiffness.
Moving towards the equation of state of the reservoir, as we have shown in previous sections,
the difference between projected and actual area can be written as an integral, and can now also
be represented in Fourier-space as
Ao −A = 1
2
∫
(∇h)2 d2r = 1
2
( A
2pi
)2 ∫ 〈|h(q)|2〉 |q|2 d2q, (133)
where upon replacing the formula for the mean mode variances we find
Ao −A = kBT
4piκb
A
2pi
∫
1
τ
κb
+ |q|2 d
2q. (134)
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By choosing polar coordinates on an isotropic membrane, d2q = 2piqdq, this can be written as
Ao −A
A =
kBT
4piκb
∫ pi√
ao
pi√
A
q
τ
κb
+ q2
dq. (135)
The single greatest contribution to the integrand comes from modes at the corner frequency.
The result of this integral is the entropic equation of state [12]
Ao −A
A =
kBT
8piκb
ln
[
1 + pi
2
ao
κb
τ
1 + pi
2
A
κb
τ
]
. (136)
This equation of state is the mathematical relationship that, for a given bending modulus, relates
a given total membrane area and tension to the observed projected area, or alternately stated,
it relates the total membrane area and given projected area to the magnitude of tension on the
membrane. This equation of state is the key to deriving the energetic contribution to membrane
deformation free energy from the thermal reservoir. Additionally, it is straight forward to
include membrane stretch because it corresponds to the relatively simple transformation Ao →
Ao(1 + τ/KA), such that the equation of state becomes
Ao
A
(
1 +
τ
KA
)
− 1 = kBT
8piκb
ln
[
1 + pi
2
ao
κb
τ
1 + pi
2
A
κb
τ
]
, (137)
and now Ao is interpreted as the full, zero tension area of the bilayer.
From eqn. 136, notice that if τ → ∞ or T → 0, the right-hand side goes to zero and
A = Ao, confirming that Ao is the actual area of the membrane, or in other words, the num-
ber of lipids multiplied by the equilibrium area per lipid, and implies A < Ao. Examining
the right-hand side of this equation, two reference tensions emerge, between which nearly all
tensions of interest lie. From the denominator, the lower bound reference tension is set by
pi2κb/Ao ∼ 10−7 kBT/nm2  τ for any sufficiently large piece of membrane (e.g. vesicle with
radius 10 µm or more). Likewise, from the numerator, the upper bound reference tension is
pi2κb/ao ∼ 400 kBT/nm2  τ considering that a nominal membrane will rupture at tensions
above ∼ 5 kBT/nm2. Thus within that range the equation of state can be written as
Ao −A
A '
kBT
8piκb
ln
[
pi2κb
aoτ
]
. (138)
This also shows that for sufficiently large patches of membrane, the lower bound wave vector
plays almost no role in the equation of state. Likewise, the equation of state is only logarithmi-
cally sensitive to any errors in choice of the maximum wave vector. Together, these facts give us
confidence that the equation of state is rather robust, and does not depend on the fine details of
lipid structure, nor large-scale membrane conformations. Looking back at eqn. 136, as tension
decreases towards zero, the projected area shrinks to a state where the bending rigidity stabilizes
the membrane undulations. In the limit of zero membrane tension, the difference between the
actual and projected areas increases to a degree defined by
Ao −A
A
∣∣∣∣
τ=0
=
kBT
8piκb
ln
[A
ao
]
. (139)
The solution to this transcendental equation for A is the minimum projected area of the mem-
brane, Amin, where with reasonable values for the bending modulus and area per lipid, it is
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Figure 4: Regimes of Entropic Tension. a) Log-log plot of the fluctuation RMS height as
a function of the dimensionless wave vector magnitude. The relatively high RMS height of
frequencies below the corner frequency is regulated by tension, while the very low RMS height
of frequencies greater than the corner frequency is regulated by bending. The circle indicates the
corner frequency at which fluctuations switch from being tension regulated to bending regulated.
b) Plots of the entropic tension as a function of frame area relative to total, zero tension bilayer
area. The green line is the exact formula from eqn. 141, while the orange and blue lines are
the approximations of eqn. 143. The red line is the full entropic and elastic equation of state
from eqn. 137. The grey ellipse shows the approximate regime of entropic tension in which our
experiments reside, known from measurements of the elastic decay length λ. The dashed line
shows the tension above which one must account for changes in ao due to stretch. For all plots
the bending modulus is κb = 25 kBT , the lipid size is ao = 0.6 nm
2, the stretch modulus is
KA = 60 kBT/nm
2, and the nominal vesicle size is Ao = 4pi(10000 nm)2.
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straightforward to show that the maximum entropic areal strain is bounded by
0 <
Ao −A
A
∣∣∣∣
τ=0
≤ 0.05, (140)
for all reasonable membrane sizes, implying that in many situations we can use A ' Ao - this
will be a useful approximation in calculations that follow. In fact, this upper bound areal strain
is not reached until Ao/ao ∼ 1015! The exact entropic equation of state (eqn. 136) can be
explicitly solved for τ , yielding
τ =
pi2κb
ao
· 1−
ao
A e
“
Ao−A
A
8piκb
kBT
”
e
“
Ao−A
A
8piκb
kBT
”
− 1
. (141)
This equation of state represents a derivative of the free energy with respect to projected area,
namely
Gent =
∫ A
Amin
τ(A′)dA′, (142)
with κb, Ao and ao as parameters. The difficulty of this integral is significantly reduced if we
realize that in certain strategic locations, we can substituteA → Ao, justified by the implications
of eqn. 139, to get
τ =
pi2κb
ao
· 1−
ao
Ao
e
“
Ao−A
Ao
8piκb
kBT
”
e
“
Ao−A
Ao
8piκb
kBT
”
− 1
' pi
2κb
ao
e
−
8piκb
kBT
Ao−A
Ao . (143)
Integrating this equation gives
Gent = Go + kBT
piAo
8ao
e
−
8piκb
kBT
Ao−A
Ao , (144)
with Go defined by Gent|A=Amin = 0. The meaning of this equation is unambiguous; as we
increase the frame area from its zero tension resting value of Amin, the free energy exponentially
increases because the entropic undulations of the membrane are flattened out. Recalling the
arrangement we are using to connect domain morphology to the thermal membrane reservoir,
as shown in Fig. 3, we interpret changes in morphology as changes in the actual amount of lipid
in the thermal reservoir, such that
∆A = 1
2
∫
S
(∇h)2 d2r, (145)
where this height function h resides in the zero temperature region. Substituting this into the
free energy, we can write the elastic functional as
Gel = Gent|Ao→Ao−∆A +
κb
2
∫
S
(∇2h)2 d2r, (146)
or more explicitly as
Gel = Go + kBT
piAo
8ao
e
−
8piκb
AokBT (Ao−A−
1
2
R
S(∇h)
2 d2r)
+
κb
2
∫
S
(∇2h)2 d2r, (147)
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and the variation is still taken with respect to h, as δGelδh = 0. This has the pleasing property
that if the morphological deformation field is zero, the membrane system returns to the equation
of state defined by entropic fluctuations.
We can take this calculation a few steps further by asking: In what regime does the constant
tension ensemble match the results of this entropic ensemble? Looking at the first two terms of
eqn. 147, the regime where tension would be constant is
8piκb
kBT
∆A
Ao  1, (148)
yielding the approximation to the entropic component of the free energy
Gent ' Go + kBT piAo
8ao
e
−
8piκb
kBT
Ao−A
Ao
(
1 +
8piκb
kBT
∆A
Ao
)
. (149)
Readjusting the zero of the free energy, this can be written as
Gent ' G′o +
pi2κb
ao
e
−
8piκb
kBT
Ao−A
Ao︸ ︷︷ ︸
eqn. 143 for τ
1
2
∫
S
(∇h)2 d2r. (150)
Taking a nominal bending modulus of κb = 25 kBT and vesicle diameter of 20 µm, we can use
eqn. 148 to estimate the area change above which we must consider changes to the entropic
reservoir, and find that the tension is approximately constant for the upper bound value of
∆A < 2 µm2. This means that a single domain with flat radius of roughly 800 nm or less
can fully bud without changing the resting tension in the membrane significantly. In another
estimate, this means that on the vesicle surface ∼ 150 domains of area α = pi/4 with λ = 1 µm,
which in real units corresponds to domains with a flat diameter 1 µm, can dimple to have a
boundary slope of  = 0.25 and still maintain an essentially constant frame tension. This
is a reasonable estimate which says that the constant tension ensemble is relevant, although
depending on the vesicle size and the exact composition of the lipid mixture, the domains may
be larger and/or more numerous, and the dimpling process may yield lower values of ∆A per
domain than the above estimates depending on the values of . This alludes to a model where
it is the total area change of all domains that couples to the tension of the thermal reservoir;
hence for tension to be constant, domains must not only be small, but there must be low enough
number of them such that their combined ∆A is less than the values suggested by eqn. 148.
To put these results in further experimental context, we explore how the entropic tension
changes when a domain of area AD, on a GUV with area Ao, changes its morphology from flat
to budded. We assume the vesicle is nearly spherical, and hence the volume of the vesicle is
V = A3/2/3√4pi, where A represents the frame area of the GUV with the flat domain. We
assume the domain forms a spherical bud, in which case, it requires volume VD = A3/2D /3
√
4pi to
complete this change in morphology. This change in volume corresponds to a change in frame
area, such that the new frame area is
An =
(
A3/2 −A3/2D
) 2
3
. (151)
Via the phase boundary, the same morphological change isolates a certain amount of lipid from
the vesicle, such that
A′o = Ao −AD. (152)
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Figure 5: Effects of domain budding on entropic tension. a) This schematic shows how the
budding of a domain from a large vesicle, conserves total membrane area and enclosed volume,
but changes the frame area and actual area available for fluctuations on the vesicle, increasing
the entropic tension. b) Plot of the membrane tension upon budding of a domain whose size is
a fraction of the total membrane area, AD/Ao, where the initial state had a relative frame area
A/Ao, which specifies an initial state of tension. The light blue area indicates tensions below
the minimum tension pi2κb/Ao, whereas the light red region indicates tensions where membrane
stretch becomes important.
This effectively causes a change of variable in eqn. 141 from
Ao
A →
A′o
An =
1− ADAo((
A
Ao
)3/2
−
(
AD
Ao
)3/2)23 ' AoA
(
1− ADAo
)
. (153)
We can now calculate the tension as a function of the relative frame area (A/Ao) and the
budding domain area relative to the total vesicle area (AD/Ao), as shown in Fig. 5.
The end result of these calculations is that there is a regime in which tension is constant and
a regime in which tension rises exponentially as a domain changes morphology. In which regime
a vesicles finds itself depends on the number and size distribution of domains on its surface. It
is likely that for large vesicles with a low number of small domains, the tension is approximately
constant, while for vesicles with larger, more numerous domains the tension cannot be considered
constant. In those cases where the tension is exponentially sensitive to domain morphology, it
should not have an effect on the actual shape of the dimpled domain because one can always
readjust the zero of the free energy about the current state of tension and explore shapes in
that region of phase space under the approximation of the constant tension ensemble. Further,
we speculate that an exponentially rising tension has the effect of stabilizing dimples against
budding; in a sense, complicating the relatively simple phase diagram of the constant tension
ensemble, by demanding that we know not only elastic constants of the membrane and domain
size, but extrinsic features of the membrane, like the total membrane area.
3 The 1D Interaction Potential
As mentioned in the text, the 1D interaction potential is an approximation that makes calcula-
tions relatively easy by absorbing all the changes that occur during interaction into the boundary
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conditions of the surrounding membrane. The following subsection will derive the 1D potential
in detail and explain the manner in which boundary conditions are imposed. In addition, these
ideas permit us to examine how differences in domain size might effect the pairwise interaction
potential. We explicitly assume that the shapes of the domains are constant during the interac-
tion; the domains are only allowed to rotate with respect to the flat integration plane. However,
the membrane surrounding the domain is allowed to deform in response to this rotation. Casting
this into a one-dimensional model allows us to easily find analytical solutions for the interaction
potential. In one dimension, there are three regions of membrane to consider: two regions of
membrane which extend from the outer domain edges out to infinity on either side and an inner
region between the two domains from −d/2 to d/2, where d is the separation between domain
edges.
The elastic energy of the 1D membrane deformation, like the 2D case, is a sum of tension
and bending terms. Using Fig. 6, let us refer to the blue region to left with the label l, the blue
region in between the domains with the label c, and the blue region to the right with the label
r. Then, similar to the 2D scenario, in the left region the elastic energy is
Gl[ηl(x)] =
κbs
2λ
∫ 0
−∞
((
∂ηl
∂xl
)2
+
(
∂2ηl
∂x2l
)2)
dxl, (154)
in the right region
Gr[ηr(x)] =
κbs
2λ
∫ ∞
0
((
∂ηr
∂xr
)2
+
(
∂2ηr
∂x2r
)2)
dxr, (155)
and in the center region
Gc[ηc(x)] =
κbs
2λ
∫ d
2
−d
2
((
∂ηc
∂xc
)2
+
(
∂2ηc
∂x2c
)2)
dxc. (156)
Then the total elastic energy is the sum of these three parts. The parameter s is the effective
one dimensional length over which the interaction occurs; the exact value is absorbed into the
data fitting routine. In Fig. 6, s would be the distance the membrane goes ‘into’ the page. These
functionals generate Euler-Lagrange equations identical in form to those in section 2, however
they are now one dimensional. The solutions are all of the form
ηi = a
(i)
1 e
xi + a
(i)
2 e
−xi + a
(i)
3 xi + a
(i)
4 . (157)
As we will show, there are two qualitatively different interactions that are distinct realizations
of the same four boundary conditions. The results of this analysis are that we explain the
domain repulsion in terms of elastic parameters and domain morphology and predict as of yet
unobserved attractive interactions for opposite parity domains. Further, we can use results from
previous sections to estimate the effects of domain size and size asymmetry.
3.1 Interactions of Asymmetric Domains
We refer to domains whose curvature have the same sign as being of the same ‘parity’, however
their size, boundary slope or elastic properties may differ. The parity itself is encoded by the
sign of the slope boundary condition, whereas size asymmetry or elastic differences are reflected
in the magnitude of the boundary slope and projected domain sizes as demonstrated in the
following calculation.
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Figure 6: A detailed view of the four distinct boundary conditions in the 1D model of interaction
between two dimpled domains. If both domains are the same size, then 1 = 2 and φ1 = φ2.
The boundary slopes, i, are set by the single domain energy minimization described earlier. The
inner domain edge separation is d, and the tilt angle sign convention is shown below each angle
φi. The energy is calculated by integrating the membrane shape over the three blue regions,
adherent to the boundary conditions.
For the outer membrane regions, the boundary conditions are that the membrane be flat far
from the domain edges, in particular
∂ηl
∂xl
∣∣∣∣
xl=−∞
=
∂ηr
∂xr
∣∣∣∣
xr=∞
= 0, (158)
that the change in 1D ‘area’ due to interaction be finite, and we arbitrarily set xl(−∞) =
xr(∞) = 0, which immediately leads to
ηl = a1e
xl , (159)
for the left hand side and
ηr = a2e
−xr , (160)
for the right hand side. As the domains approach each other, a preferred rotation angle will
emerge; applying the small gradient/angle approximation, namely tan(φi) ' φi, this boundary
slope is
∂ηl
∂xl
∣∣∣∣
xl=0
= φ1 − 1, (161)
in the left region and
∂ηr
∂xr
∣∣∣∣
xr=0
= 2 − φ2, (162)
in the right region. Taking φi and s/λ as small allows us to neglect the small contributions to
the interaction energy from the change in domain projected area with the rotations φi. Then
the final solutions for the outer regions are
ηl = (φ1 − 1)exl and ηr = (φ2 − 2)e−xr . (163)
In the inner region 2 changes sign and the slope boundary conditions read
∂ηc
∂xc
∣∣∣∣
xc=−d/2
= 1 + φ1 and
∂ηc
∂xc
∣∣∣∣
xc=d/2
= −(2 + φ2). (164)
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Additionally, for the membrane to be contiguous, we must impose the height boundary conditions
ηc|x=−d/2 = ηl|xl=0 + 2ρ(1)o φ1 (165)
on the left side and
ηc|x=d/2 = ηr|xr=0 + 2ρ(2)o φ2 (166)
on the right side, where again we have applied the small angle approximation. Application
of these four boundary conditions yields a complicated expression for the membrane shape in
between the domains.
The solutions for the membrane shape in the three regions can be integrated in the appro-
priate elastic functionals, giving a rather complicated expression for the energy as a function of
φ1 and φ2. The preferred domain tilt is found by minimizing this energy with respect to the
available rotations, ∂G∂φi = 0, giving
φ1(d) ' −2e−d and φ2(d) ' −1e−d. (167)
Substituting the exact equations for φi(d) into G(d) = Gl + Gc + Gr gives the 1D interaction
potential in the small gradient limit
G(d) = 2κb12
s
λ
e−d
(
1 + f(i, ρ
(i)
o , d)
)
' 2κb12 s
λ
e−d, (168)
where the function f is
f =
(
ρ
(1)
o 2 − ρ(2)o 1
)2
12
[
4ρ(1)o ρ
(2)
o + e
d
(
d− 2 + 2(ρ(1)o + 1)2 + 2(ρ(2)o + 1)2
)]−1
. (169)
Using the relationships for ρ
(i)
o (αi, i) and i(αi) from eqns. 85 and 87, respectively, one can show
that f  1 for all reasonable parameter values.
In processing the experimental data, we made the assumption that the material properties
of all domains were identical and their areas were approximately equal, hence 1 = 2, thus the
two outer regions of membrane are identical, the inner region is an even function, and f = 0.
One important feature to notice about this potential is that 1 and 2 are multiplicative factors;
if both domains have the same parity they will repel, whereas if they have opposite parity they
will attract. Size asymmetry is addressed in some detail in the following subsection. The precise
fit model used in data analysis was
G(r) = a1e
−r/λ + a2, (170)
where ai are fit parameters, and the distance parameter used in the text is r = λ(2ρo+d), where
throughout this section we refer to λ2 = λ. The constant a2 shifts the zero of the potential
which is arbitrarily set when taking the logarithm of the radial distribution function.
Prior to our work, theoretical efforts [13] showed that membrane proteins which deform the
membrane midplane exert a repulsive force on each other of the limiting form
G(r) ' piκb
[
212ρ
2
oK0(r/λ) + (
2
1 + 
2
2)ρ
4
oK
2
2 (r/λ)
]' 2piκb12ρ2oK0(r/λ). (171)
Assuming that the dimpled domain shape is constant during interaction, this model maps di-
rectly onto the domain interaction scenario with the effective cross-section of interaction having
the intuitively pleasing form of projected domain area s ' λpiρ2o. This model and the exponential
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model can be fit to the data presented in the text. The two models are visually indistinguishable
in their fit quality, though there is a slight change in the measured length-scale of interaction,
of about 12%. Fig. 7 graphically compares these two models to experimental data.
Additionally, we used fully non-linear, 2D finite element calculations of the elastic interaction
of domains to validate these analytical models; the results for an example symmetric interaction
are shown in Fig. 8.
3.2 Effects of Domain Size Asymmetry
Due to the stochastic nature of how domains initially form, there are always slight (or sometimes
more than slight) size differences between all the domains on a vesicle’s surface. This experi-
mental reality is demonstrated in the domain area histograms of Figs. 13, 14 and 15. In this
subsection we derive scaling laws that allow us to comment on how mean domain size and size
asymmetry affect the strength of the interaction. We presume that on the surface of a vesicle the
domains are sparse enough that pairwise interactions dominate, that is, multi-body interactions
are negligible.
We begin by rewriting the exponential interaction as a function of the domain center-to-
center distance, r = λ(ρ
(i)
o + ρ
(j)
o + dij), such that we can define the interaction between the ith
and jth domains as
Gij = 2κbij
sij
λ
e
“
ρ
(i)
o +ρ
(j)
o
”
e−r/λ, (172)
showing that it is the product of a distance-dependent and size-dependent function; we now
examine the size-dependent function, which we will call σij(αi, αj) for ease of notation. To
explicitly calculate how domain sizes affect the strength of the interaction, recall from eqn. 87
that the boundary slope of each domain can be written as
|i| '
√
1
δ
(
αi
αc
− 1
)
, (173)
where it is important to note that αc is not a domain-dependent quantity - it is set by the material
properties of the membrane, and hence for any interaction to take place between domains, both
must have an area greater than αc. For this reason, we define αi/αc = αˆi where αˆi > 1.
To understand the underlying scaling relationship, we must comment on how sij behaves
with changes in αi and αj. Clearly, the potential should scale symmetrically with changes in the
size of either domain, or in other words s(αi +∆α, αj) = s(αi, αj +∆α) if αi = αj. If we make
the approximation that s/λ ' piρ2o in the case of equal domain areas, as indicated by the 2D
model [13], then to lowest order, symmetry dictates that sij/λ ' piρ(i)o ρ(j)o . Then using eqn. 85
we can relate the boundary slope and domain size to the projected radius by
ρ(i)o =
√
2αc
pi
(
αˆi
αˆi + 1
)
. (174)
After a few algebraic manipulations, we can write
σij(αˆi, αˆj) =
4
δ
κbαc
√
αˆiαˆj
√
(αˆi − 1)(αˆj − 1)
(αˆi + 1)(αˆj + 1)
e
q
2αc
pi
»r
αˆi
αˆi+1
+
r
αˆj
αˆj+1
–
(175)
which characterizes the strength of the pairwise potential given the sizes of the two domains,
and material constants. This also gives us the useful scaling relationship that as the average
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Figure 7: Comparison of different interaction models. Using the same data as in the text, we
show graphically that an exponentially repulsive interaction is indistinguishable from a Bessel
function repulsion (eqn. 171). The only notable difference is that for such excellent alignment
of the two models, a slightly different length-scale of interaction must be chosen for each.
domain size increases, the strength of the potential scales approximately linearly as
σ(αˆ) =
4
δ
κbαcαˆ · αˆ − 1
αˆ + 1
· e2
q
2αc
pi
αˆ
αˆ+1 , (176)
thus larger domains should repel each other more strongly than smaller domains. We characterize
the difference in domain sizes by writing the mean domain size as
α¯ij =
1
2
(αˆi + αˆj), (177)
and their percent difference as
cij =
αˆi − αˆj
α¯ij
, (178)
which defines the transformation α¯ij(1+cij/2) = αˆi and α¯ij(1−cij/2) = αˆj. We can make these
substitutions to find σij(α¯ij, cij), giving a rather complicated expression for the scaling factor of
the potential as a function of the mean size of the two domains and their size difference. Finally,
these scaling arguments culminate in Fig. 9, where we take the ratio of the scaling factor for
some given value of c and α¯ and normalize it by the scaling factor at the same α¯ but c = 0 (i.e.
σij/σij|c=0), in essence giving a measure of the relative change in the strength of the potential
as size asymmetry increases. This ratio is relatively insensitive to the value αc, however to be
complete, we show plots for two different values of αc. The result is that the potential remains
relatively unchanged within certain bounds of the size asymmetry. The specific values of this
bound are set by the mean size α¯ and a specified tolerance p < σij/σij|c=0 < 1. Additionally,
this analysis shows that for conserved mean domain size, increasing size asymmetry tends to
weaken the strength of the interaction, since σij/σij|c=0 ≤ 1.
3.2.1 Corrections from Size Asymmetry
With these results, we can begin to connect the distribution of sizes found in a real experiment
to the manner in which size asymmetry changes the potential of mean force. Specifically, in
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Figure 8: Comparison of the 2D interaction model of [13] and fully non-linear finite-element
analysis. a) Plots of the interaction potential between symmetric domains as a function of
center-to-center distance for two different domain sizes, as indicated in the legend. The fit
functions are of eqn. 171 with 1 = 2. b) Non-linear finite element solution for the membrane
shape with two rigid, interacting domains - the lipid domains are not shown. As the domains
get closer, they tilt as predicted by the 1D theory, and the membrane between them becomes
ever more deformed. Each of the solid blue data points in (a) correspond to a frame in (b). This
figure made in collaboration with and adapted from [14].
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Figure 9: Effects of domain size and size asymmetry on the strength of the interaction potential.
Plots (a) and (b) are the ratio of the scaling factor σij normalized by the scaling factor with
the same mean size but zero size asymmetry. The bounded values of c are shown for tolerances
of p = 0.9 (blue), p = 0.7 (green) and p = 0.5 (red), with the white line outlining the extent of
possible values of c for a given α¯. If we demand that the change in the strength of the potential
be less than 10%, then the size asymmetry should be between −1/2 . c . 1/2. Additionally,
these plots show that for a given mean size, asymmetry tends to weaken the potential. Plot (a)
uses αc = 0.01 while plot (b) uses αc = 100, showing that the bounds of c are fairly insensitive
to the value of αc.
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this subsection we will derive a correction to the potential of mean force from the width of the
distribution of scaling factors σij.
For a vesicle with a given number of domains, there areN distinct domain pairs, and hence N
distinct pairwise interactions between those domains. The radial distribution function describes
the probability of finding two domains a distance r apart from domain center-to-center. As
explained in section 7.1, the measured potential Veff(r) is the sum of the potential of mean force,
here denoted by G¯(r), and a fictitious potential Vfict(r) that is the same for all domains on a
given vesicle. Then the radial distribution function is given by
P (r) =
1
Z¯
e−(G¯(r)+Vfict(r)), (179)
where
Z¯ =
∫ 2Rfict
0
e−(G¯(r)+Vfict(r))dr, (180)
Rfict is a parameter in the fictitious potential, and the energies are measured in units of kBT .
The fictitious potential is a property of the vesicle and microscope optics only, and hence is
the same for all pair interactions. The upper bound of the integral is set by the fact that
limr→2Rfict [Vfict] = ∞. On the vesicle surface the same radial distribution function is given by
the sum of the radial distribution functions from each pair of domains, that is
P (r) =
1
N
∑
ij
1
Zij
e−(Gij (r)+Vfict(r)), (181)
where
Zij =
∫ 2Rfict
0
e−(Gij (r)+Vfict(r))dr (182)
and i and j span the set of distinct domain pairs. Equating these two expressions and solving
for the measured potential of mean force gives
G¯(r) = − ln

 Z¯
N
∑
ij
1
Zij
e−Gij

 = − ln

 Z¯
N
∑
ij
1
Zij
e−σije
−r/λ

 . (183)
The only change in the pairwise potential from one domain pair to another is the value of
σij and the only intrinsic parameter that changes from one domain to another is the size α.
Thus for a given distribution of domain sizes p(α), there is a distribution of the values of σ for
domain pairs, p(σ), that depends on the joint probability distribution p(α1|α2) ' p(α1)p(α2).
Finding the connection between these two distributions is quite complicated, and given the
complex functional form of σij in eqn. 175, we would not be able to analytically solve it. That
said, using Monte Carlo methods it is straightforward to generate the appropriate p(α1|α2) and
corresponding p(σ) given a measured p(α).
Let us assume that the sum can be converted to an integral, such that we can write
G¯(r) = − ln
[∫
p(σ)
Z¯
Z(σ)
e−σe
−r/λ
dσ
]
. (184)
To make progress, let us posit the form of p(σ) as a Gaussian
p(σ) =
e−
(σ−σ¯)2
2a2
a
√
2pi
(185)
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with a standard deviation a much smaller than the mean, which allows us to make the approx-
imation Z(σ) ' Z¯, and take the bounds of the integral to infinity such that the potential of
mean force can be written as
G¯(r) ' − ln
[∫ ∞
−∞
p(σ)e−σe
−r/λ
dσ
]
. (186)
Then examining the integral we find∫ ∞
−∞
p(σ)e−σe
−r/λ
dσ = e
“
a2
2
e−2r/λ−σ¯e−r/λ
”
, (187)
and finally we can write the potential of mean force as the mean pairwise interaction plus a
correction term related to the width of the distribution p(σ)
G¯(r) = σ¯e−r/λ − a
2
2
e−2r/λ, (188)
although this result is only valid if the underlying distribution for σ is Gaussian. In general
the correction term can be arbitrarily complex given the possible distributions of p(α), and
corresponding distributions of p(σ). The key points of this result are that it makes sense to
approximate the measured potential as a mean pairwise potential, and it shows that asymmetry,
here characterized by a, tends to make the measured potential weaker, a result qualitatively
supported by the reduction in the strength and increase in the apparent length scale of the
potentials as size asymmetry increases, as shown in Figs. 13, 14 and 15.
4 Coarse Control of Membrane Tension and Inducing Phase
Separation
As explained in the text of the paper, there are essentially four main parameters that dictate
where in the space of possible morphologies a particular vesicle will find itself: bending stiffness,
applied membrane tension, phase boundary line tension and domain size. Of those, the bending
stiffness and line tension are dictated by the composition of the membrane, and are not thought
to be independent of each other [15]. Considering the difficulty of changing composition in situ
and the fact that these parameters are not varied independently, we used membrane tension as
the ‘knob’ in our experiment when trying to induce different morphologies. However, control
of membrane tension in these experiments is not an exact procedure (as it is, for instance, in
micropipette aspiration [5]).
Multi-component GUVs were formed in a 100 mM sucrose solution via heated electroforma-
tion (∼ 50 C) to be above the phase separation temperature5. The electroformate containing
the GUVs was then aliquoted into a number of glucose solutions that were within a few mOsm
of the 100mM sucrose solution found inside the vesicles. For instance, the 100 mM sucrose
electroformate might be diluted into aliquots of 96, 98, 100, 102, 104, 106, 108, and 110 mM
glucose solutions at a dilution of ∼ 1 : 100 sucrose:glucose (v/v). A range of sugar dilutions,
and hence a range of membrane tensions, is employed because precise control of the osmolar
gradients between the inside and outside of the vesicle is not possible. This lack of fine osmolar
control is due to measurement errors in the sugar concentrations at the millimolar level and more
importantly there is evaporation occurring during the electroformation and handling that causes
5See the online protocol - http://www.rpgroup.caltech.edu/lab/electroformation.pdf
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slight variations in sugar concentration. Each of these aliquots would then be examined under
epi-fluorescence to determine which had yielded the proper osmolar gradient and membrane
tension, as determined by the resulting morphologies (i.e. many aliquots have vesicle tensions
too high to observe dimpling or budding).
Even with the composition controlled and the tension roughly dictated by the osmolar gra-
dient, individual vesicle composition varies and the thermal history plays a part in the observed
phase behavior. Key to observing the described morphologies is a degree of control over the
thermal history of any one vesicle. Above the de-mixing transition temperature, the membrane
is a homogeneous mix of the three molecular components and hence there are no domains. The
precise conditions under which phase separation occurs have some variance from one preparation
to another [16, 17], but once the transition has occurred we consistently observe the same types
of domain morphologies and qualitative kinetics, as shown in Fig. 10. Using a custom built,
electronically controlled microscope temperature stage, we were able to dynamically control the
temperature of the sample. Our best results occurred when we ‘rapidly’ decreased the temper-
ature (∼ −10 K/min) through the transition temperature, but avoided the formation of a gel
phase; the gel phase yields distinctly different morphologies and dynamics, a topic of interest on
its own.
5 Error Introduced by the Curved Vesicle Surface
Giant unilamellar vesicles are an intrinsically curved surface, whose geometry leads to distortion
of distance measurements in the image plane. Measurements of domain interaction are taken at
the top or bottom of vesicles where the surface is nearly flat, and hence the measured distance is
minimally distorted. However, we can estimate the severity of distance distortion by considering
the error introduced by the curvature of the vesicle surface relative to the projected (i.e. 2D)
image plane. The function f =
√
R2 − (x21 + x22) is the hemi-spherical height function specifying
the position of the vesicle surface relative to the flat image plane, R is the vesicle radius, and
xi are the Cartesian coordinates in the image plane. The distance between any two points on
the vesicle surface is specified by the ‘great’ circle that connects those two points. This has a
particularly simple interpretation in the case of a sphere; the geodesic is a circle that intersects
the two points of interest and whose center is common with the sphere. Thus given two domains
of interest, whose image plane positions are (x
(j)
1 , x
(j)
2 ), we define their spherical unit vectors by
rˆj =
[
x
(j)
1
R
,
x
(j)
2
R
,
√
1−
((
x
(j)
1 /R
)2
+
(
x
(j)
2 /R
)2) ]
, (189)
with the origin at the sphere’s center. The resulting geodesic distance on the vesicle surface is
given by
lact = R cos
−1(rˆ1 · rˆ2). (190)
The error in distance measurement between any two points on the vesicle is
m =
lact − l
lact
, (191)
where l is the measured distance (i.e. distance in the image plane), with the explicit formula
l =
√
(x
(1)
1 − x(2)1 )2 + (x(1)2 − x(2)2 )2. (192)
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Figure 10: Lipid phase separation and domain formation. A multi-component GUV is driven
through the de-mixing transition by a reduction in temperature to form discrete domains, via a
process analogous to spinodal decomposition. The time between frames is 1.6 s. The domains
are fluid, circular, and many are of the dimpled morphology. Due to the stochastic nature of
their formation, the domains cover a range of sizes; the observed distribution of domain sizes
persists (with the occasional coalescence event) on the time-scale of an hour or more, which is
much longer than the minute time-scale for full phase separation on a higher tension GUV. The
radial distribution function of domains on this vesicle would yield a measure of the potential of
mean force between domains. The scale bars are 10µm.
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For the purposes of estimation and formulaic simplicity, we derive a simple formula for the
error as measured from the projected vesicle center, where we use the azimuthal symmetry and
integrate the error explicitly to find
m = 1− l/R
cos−1
(√
1− ( lR)2
) ' 1
6
(
l
R
)2
. (193)
The dimensionless quantity l/R ∈ [0 . . .1] quantifies how far a domain is from the projected
vesicle center. The maximum possible error occurs when we measure from the image plane
center to a point on the equator of the sphere (l/R = 1), resulting in an underestimate of
∼ 36% (exactly 1 − 2/pi) in the measured distance. If we demand that at most a 10% error in
distance measurement is acceptable, this constrains our measurements to be within a circle of
radius l/R ' 0.71. This calculation gives an estimate of the error in distance measurement, but
in reality, the exact error introduced by the surface curvature is a complicated function of the
precise positions of each domain relative to the center of the spherical vesicle.
Let us do a sample calculation to make a more concrete connection to our experiments.
Given a nominal vesicle size of R = 15µm, we should be able to measure out to approximately
l = 10.6 µm from the projected vesicle center with an error in distance measurement of less than
10%. On the surface of the sphere, this maximum allowed l would correspond to a change in
the vesicle height of ∼ 4.4 µm. The depth-of-field of our 20x objective is about ∼ 4µm (a 4x
multiplier tube on the camera effectively increases the magnification to 80x without changing
the depth-of-field).
Our domain tracking software was written to reject domains which appeared out of focus
and/or distorted from a circle, as discussed in section 7. Hence, if we ensure that the top (or
bottom) of the vesicle is in focus, domains which break our 10% error condition are rejected. The
exact numbers will change with different sized vesicles, but due to the fact that a larger vesicle
is relatively flat over a larger area, this model calculation shows that for any vesicle R & 15 µm
our software automatically rejects domains that do not meet the error criteria.
6 In vitro Selection and Representative Data
In this section, we describe: how we chose vesicles for data collection and analysis, some of the
common problems with selecting vesicles and collecting data, and the generic quality of collected
data.
After the formation of multi-component GUVs, the raw solution of vesicles is diluted in
an osmolar-balanced glucose solution to roughly regulate the membrane tension, as discussed
in section 4. A viewing chamber is created using two #1 cover-slips with an O-ring between
them, loaded with ∼ 135 µl of the osmolar balanced vesicle solution. Small density gradients
between the glucose outside and sucrose inside the vesicles sediment them toward the bottom
of the chamber, where the dilution ratio is adjusted such that there is a single, sparse layer of
vesicles (i.e. no stacked vesicles). In all the data shown here, the vesicles were close to the
glass substrate (roughly within a vesicle radius), but had a small z-displacement between the
substrate and the lower focal plane of the vesicle, indicating that the vesicles were not resting
directly on the substrate. At approximately 1 cm in diameter, the viewing chamber is small
enough that we can scan the entire chamber, examining hundreds of vesicles relatively quickly.
Within a single field of view we look for vesicles that meet the following criteria:
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Figure 11: Examining spatial regions of acceptable distance measurement error. In all plots,
the outer dashed line shows the projected equator of a vesicle with R = 15 µm, and the region
defined by the inner dashed line is where the depth-of-field of the objective will show domains
in focus; the grey region will be out of focus. In all plots, the domain radius is r = 1 µm. a) A
domain is placed at x1 = 2 µm and x2 = 0 µm; other domains that lie inside the red region have
a measured distance error of less than 10%. b) A domain is placed at x1 = 7 µm and x2 = 0 µm;
other domains that lie inside the green region have a measured distance error of less than 10%.
c) A domain is placed at x1 = 10 µm and x2 = 0 µm; other domains that lie inside the blue
region have a measured distance error of less than 10%. In (b) and (c) the smaller white regions
indicate regions of measurement error greater than 10%.
• Vesicle size needs to be large enough that we can clearly resolve domains, given the optical
limits of the microscope, and large enough that there is an appreciable area of the vesicle
at the top or bottom where we can approximate the surface as flat (see section 5). This
usually corresponds to vesicles with a radius greater than ∼ 10 µm.
• Vesicles need to be ‘clean’, by which we mean the vesicle itself does not have any obvious
tubes, protrusions, or internal structures attached to it, nor should it have other vesicles
nearby obstructing the view of the image plane or excessively polluting the image with
light from outside the image plane.
• While we have recorded vesicles with domains of a wide distribution of sizes, we prefer
vesicles whose domain sizes are in a narrower range, usually with a standard deviation
half the mean size. In cases where we want to observe many closely interacting domains,
or disperse domains, the interaction potentials tend to be less noisy the narrower the
distribution of domain sizes. See the following paragraphs and subsection 3.2 for more
discussion of domain size asymmetry.
• Slight thermally-driven fluid flows in the chamber can cause vesicles to drift in the image
plane, and beyond a certain drift speed (∼ 10 µm/s) it becomes impractical to follow even
the best vesicles that meet the above criteria. That said, most vesicles are quite stationary
in the image plane, with drift speeds of only a few microns per minute.
Figure 12 shows a typical microscope view from which vesicles would be chosen for data collec-
tion, and subsequent analysis.
Rather than offer our own subjective interpretation of data quality, we present a subset of
the 29 total data sets that have a relatively low areal density of domains, showing the range
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Figure 12: A typical view of phase-separated GUVs in the TRITC fluorescence channel. This
field of view is at 20X magnification, though most measurements were taken at 80X. This
particular combination of field of view and membrane compositions shows dark domains in a
light surrounding membrane. The white squares outline vesicles from which data would likely
be collected. The scale bar is 50 µm.
39
from very poor data sets up to what we consider very good data sets. We classify a good data
set solely in terms of the noise characteristics of the interaction potential. Data sets with low
noise, whose potentials are relatively smooth, have well-resolved features and are considered to
be of the highest quality. Generally, the noise is related to the chosen spatial resolution of the
potential; increased spatial resolution decreases the number of events in each bin of the histogram
and hence lowers the signal to noise ratio. Higher levels of noise in the interaction potential also
arise from a vesicle whose domains have a widely varying size distribution, as demonstrated in
Fig. 15. The qualitative explanation of the correlation between increasing width of the domain
area distribution and increasing noise in the measured potentials is as follows: if all domains
are the same size, then the pairwise potential describing the interaction between each unique
domain pair has the same scaling factor (i.e. eqn. 175), and hence each measurement of a
pairwise distance is essentially sampling from the same underlying distribution, thus the signal
to noise ratio is high. On the other hand, if all the domains are different sizes, the scaling factors
of the potentials associated with each unique domain pair are different, hence each measurement
of a pairwise distance is sampling from the distribution describing only that pair’s interaction.
All those measurements, describing distinct pairwise interactions, are then combined to form the
potential of mean force, however, being made up of a large number of slightly different pairwise
potentials, the potential of mean force has lower signal to noise.
The only degree of subjectivity that we will add is a classification system where data sets
will be put into one of three categories according to the quality of their interaction potentials:
good (Fig. 13), fair (Fig. 14) and poor (Fig. 15). In the following figures we give two examples
of each type of data set, and state how many data sets fall within each classification. For each
data set we show a plot of the raw, uncorrected histogram of domain positions, the raw and
corrected potentials resulting from that histogram, a histogram of the number of domains found
in each frame, and a histogram of the identified domain areas. A clear correlation exists between
vesicles whose domains have a wide size distribution and interaction potentials with higher noise,
as demonstrated in the figures.
7 Domain Tracking and Data Analysis
Having established that we can measure distances between domains in the image plane to within
a reasonable error tolerance, we are in a good position to begin transforming images into quan-
titative data. After a suitable vesicle has been chosen, images are collected in the form of 16
bit TIFF stack image files. Each stack contains ∼ 500 to 1500 frames collected at a rate such
that diffusion allows the domains to explore their local configuration space during the course of
the video - a typical time scale is 50 - 200 ms between frames. If the domain density is approx-
imately constant during the stack collection, then the system is in quasistatic equilibrium, and
time ordering of the frames is not necessary. Thus any software that identifies domains need
only calculate the distances between domains in each frame, and combine data from all frames
to construct a radial distribution function for the entire stack - tracking domains through time
gives no additional information for the purposes of our measurement.
Regarding the ‘nuts-and-bolts’ level of image processing required to construct the radial
distribution function, each image progresses through three phases of processing: i) background
removal and contrast adjustment, ii) edge detection and brightness filtering, and iii) morpho-
logical selection. Each of these phases has a number of parameters that may be tuned to best
fit a particular data set. The rest of this section discusses each phase in some detail.
It is often easier to process data sets where the vesicles are stationary and closely cropped
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Figure 13: Representative ‘good’ quality domain interaction data. Each column represents a
unique ‘good’ quality data set, in total 12 of 29 data sets. Plots (a) and (e) show the raw distri-
bution of domain distances, where N is the total number of unique distances measured. Plots
(b) and (f) show the raw (blue), fictitious (red), and corrected (green) potential of mean force.
The black line is a fit to eqn. 170, with the length scale indicated on the graph, corresponding
to τ ' 2 × 10−4 kBT/nm2 with κb = 25 kBT . Plots (c) and (g) are histograms of the number
of domains identified in each frame. Plots (d) and (h) are the distribution of domain areas
throughout the stack. In (c), (d), (g) and (h) the red line is the mean.
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Figure 14: Representative ‘fair’ quality domain interaction data. Each column represents a
unique ‘fair’ quality data set, in total 6 of 29 data sets. Plots (a) and (e) show the raw distribution
of domain distances, where N is the total number of unique distances measured. Plots (b) and
(f) show the raw (blue), fictitious (red), and corrected (green) potential of mean force. The
black line is a fit to eqn. 170, with the length scale indicated on the graph, corresponding to
τ ' 1 × 10−4 kBT/nm2 with κb = 25 kBT . Plots (c) and (g) are histograms of the number
of domains identified in each frame. Plots (d) and (h) are the distribution of domain areas
throughout the stack. In (c), (d), (g) and (h) the red line is the mean.
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Figure 15: Representative ‘poor’ quality domain interaction data. Each column represents a
unique ‘poor’ quality data set, in total 11 of 29 data sets. Plots (a) and (e) show the raw distri-
bution of domain distances, where N is the total number of unique distances measured. Plots
(b) and (f) show the raw (blue), fictitious (red), and corrected (green) potential of mean force.
The black line is a fit to eqn. 170, with the length scale indicated on the graph, corresponding
to τ ' 4 × 10−5 kBT/nm2 with κb = 25 kBT . Plots (c) and (g) are histograms of the number
of domains identified in each frame. Plots (d) and (h) are the distribution of domain areas
throughout the stack. In (c), (d), (g) and (h) the red line is the mean.
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to the total image size. We wrote a separate piece of software that translates a vesicle to be
stationary in time - many data sets require such alignment.
Background removal and contrast adjustment are not required to process a stack, however,
they help compensate for brightness changes due to photo-bleaching, and can enhance contrast
between a domain and its background, thereby making edges easier to find. For each data set,
we employ one of two methods. The first method, which is more manual but generally yields
better results, is outlined in Fig. 16. The second method is more automated, using so-called
‘adaptive’ contrast adjustment, briefly:
• a square tile size of n × n pixels is chosen such that the tile fully encompasses a domain
and its local background
• the image is divided into regions of that tile size and the contrast in each region is enhanced
according to standard histogram equalization
• each tile is then bilinearly interpolated with the neighboring tiles to prevent fictitious edges
In regions of the image where no domain is present, the adaptive contrast adjustment en-
hances the noise, but such regions neither pass the brightness nor morphological criteria. The
tile size is the only user-specified parameter in this stage of domain tracking. The contrast-
adjusted image from either method is then passed onto the second stage of the algorithm - edge
detection and brightness filtering.
The well-known and robust Canny edge detection algorithm [18], as implemented in MatLab c©,
is used to find domain edges in the contrast-adjusted images, whether the domains are bright in
a dark background or dark in a bright background. The edge detection algorithm requires three
user-specified parameters to find edges, however those parameters need little tuning between
data sets. Our software only examines ‘connected’ objects as potential domains, thus if an edge
is found it must topologically make a circle to be examined further. Once the edge detection
has found a topologically circular element, it examines that element to determine if it has the
correct general brightness features - for instance, a light domain in a dark background should be
brighter at its center than in the transition zone at the domain edge. The user specifies a cut-off
for the ratio of the edge-to-center brightness, thereby allowing the edge detection algorithm to
be promiscuous in what edges it detects and connects into circles. Those circular elements are
then checked against the relevant edge-to-center brightness cut-off; only connected objects that
meet the criterion are queried in the next stage for their morphological properties.
Once topologically circular objects have been found that meet the brightness criterion, they
must also have roughly the correct shape, namely a circle. There are many ways to measure
how much a given shape deviates from a circle; our software uses the dimensionless measure
of the square of the perimeter length divided by the area, `2perim/4piA. Using this measure
a perfect circle has a value of 1, and higher values correspond to less circular objects. The
user specifies a cut-off above which the object is rejected. There are two main reasons why a
domain might appear acircular. First, it could be that the domain is in focus but is near the
vesicle equator, and hence lies in a region where its projection is elliptical and thus our distance
measurement error is too high. Second, it could be that the domain is partially out of focus,
such that the point-spread-function of the microscope warps the shape into something acircular.
These domains would not have a well-defined center, and hence might also break our error
tolerance criterion. For domains near the equatorial regions of the vesicle, these effects often
occur simultaneously. The final morphological criterion is that any putative domain must lie
within a certain reasonable size range, the minimum and maximum of which is specified by the
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i) ii) iii)
iv) v) vi)
Figure 16: Example of manual background removal and contrast adjustment. i) The raw fluo-
rescence image; in this case dark domains in a light background, but the method also applies to
reverse contrast vesicles. ii) Inverted (i) and contrast maximized by 0.5% histogram threshold-
ing. iii) Gaussian blur of (ii) using a 30 pixel radius. iv) Subtraction of (iii) from (ii), essentially
removing background and increasing the signal-to-noise of the domains. v) Gaussian blur of (iv)
using a 1 pixel radius - this decreases high frequency noise that can trigger the edge detection
algorithm without sacrificing spatial resolution. vi) Finally, spatially irrelevant intensities are
removed and the stack contrast is adjusted. The scale bar is 20 µm.
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Figure 17: Screen shot of the domain tracking software. Parameters for contrast adjustment,
edge detection, brightness, and morphological criteria are entered on the left. The top left
graph shows connected-edge objects that have met the brightness criterion in blue (failed in
yellow). The top right graph shows in green the subset of blue objects which have also met
the morphological criteria. The lower left graph is the radial distribution function for the entire
stack. The lower right graph is the natural logarithm of that probability distribution (in blue),
the simulated fictitious potential (in red), and their difference - the potential of mean force (in
green).
user. For instance, a putative domain with an area of only a few pixels or an area approaching
the size of the entire vesicle would likely be rejected for being too small or too large, respectively.
Any object that has passed through these three stages is then considered a well-resolved
domain. Each domain’s center is then identified by a simple first-moment calculation, and
the centers are used to calculate the pairwise distances in each image. The pairwise distance
data from the entire stack is then combined and binned into a probability distribution for the
separation of two domains. The natural logarithm of that probability distribution is then the
potential of mean force between domain pairs. Figure 17 shows a screen-shot of the program
after a data set has been processed.
7.1 The Fictitious Confining Potential
Extracting the interaction energy from the statistical distribution of distances between domains
is not entirely straightforward. As we have just shown, we can reasonably assume that the
surface is flat in our measurements, and hence the actual distances we measure are not severely
distorted. However, there is also an effect coming from the circular geometry of our measurement.
More specifically, all of the domains the software detects are confined to lie in a circle of some
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Figure 18: Flow diagram explaining how the fictitious potential is removed from measured
data. The positions of well-resolved domains are measured, the radial distribution function
is generated, and the effective potential between the domains is calculated as the blue line.
Simultaneously, the radial distribution function for two non-interacting domains in a user-defined
circle of radius Rfict is generated, and the corresponding fictitious potential is calculated as the
red line. Subtracting the fictitious potential from the effective potential leaves only the potential
of mean force, Vint(r). Intervals of r with very low statistics are excluded.
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a) b) c)
Figure 19: Geometric relationships for the analytical calculation of the fictitious potential. a)
This schematic shows the first contribution to the density of states, P1(r). Two points separated
by a distance r, as shown by the red line, sweep out pi radians for every point in the gray region,
contributing a statistical weight proportional to the product of the area of the gray region and
the length of the solid blue line. b) This schematic shows the second contribution to the density
of states, P2(r). If the points lie outside of the gray region in (a), the density of states for a
given value of h is proportional to the product of the length of the dashed blue line and the solid
blue line. Then all such contributions for h ∈ [hmin . . . r/2] must be summed. c) This schematic
shows the geometric origin of the minimum height, hmin, as a function of the separation r.
effective radius (Rfict), smaller than the radius of the vesicle (R). This means that any two
domains we detect will be maximally separated by 2Rfict. When making a histogram of the
pairwise distance data, we never detect two domains farther apart than this distance, and thus
it appears there is a strong confining potential keeping all domains within 2Rfict of each other.
The actual interaction energy we measure is the sum of this fictitious confining potential, Vfict(r),
and the real interaction potential, Vint(r),
Veff(r) = Vint(r) + Vfict(r). (194)
The fictitious confining potential can be easily simulated via Monte Carlo methods. Given a
circle of radius Rfict, we generate a uniform distribution of points within the circle and calculate
the radial distribution function as shown in the upper right of Fig. 18. The negative natural
logarithm of this distribution is Vfict(r). All that remains is to pick a proper Rfict for a given
data set; that is, to isolate the correct interaction potential there is one fit parameter for each
data set. An example of processed data is shown in Fig. 18.
7.1.1 The Geometric Derivation
Given certain constraints of our analysis software, it is often quicker to generate the fictitious
potential via Monte Carlo methods, though in this section we will show a geometric derivation
that leads to a closed form expression for the fictitious potential. A key result is that the fictitious
potential for any value of Rfict is simply a scaled version of the same underlying function.
As we have shown previously, the measured potential of mean force is the sum of the in-
teraction potential and the fictitious potential, which, in terms of the underlying probability
distributions can be written as
Veff(r) = − ln [Pint(r) · Pfict(r)] , (195)
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where the distribution Pfict(r) is somehow related to the geometry of the space available to two
non-interacting domains, essentially ‘counting’ up the number of states with a separation r. This
geometric relationship can be found exactly for a circle as follows. First, consider two points a
distance r apart connected by a line segment, whose center lies at some position inside the circle
defined by (Rfict − r/2) as shown in Fig. 19a. For every point inside this region we can rotate
the line segment about its center point to find the density of states with separation r, where
the rotation is restricted to pi radians to avoid double counting. We refer to this contribution to
Pfict(r) as
P1(r) = pi
r
2︸︷︷︸
rotation
· pi
(
R− r
2
)2
︸ ︷︷ ︸
region area
. (196)
For those states with separation r whose connecting line segment has its center outside the region
defined by (Rfict− r/2) not all rotations of the line segment are available. Referring to Fig. 19b,
the rotation of the line segment is now defined by the angle φ, which depends on the distance,
h, from the outer circle, Rfict. Determining this angle is then only a matter of geometry, where
using the law of cosines and the fact that φ = 2θ − pi, one finds
φ(r¯, h¯) = 2 cos−1
[
(1− h¯)2 + (r¯/2)2 − 1
r¯(1− h¯)
]
− pi, (197)
where for ease of notation we now define r¯ = r/Rfict and h¯ = h/Rfict. Then for each value
of h the density of states with rotation φ and separation r is simply the product of r/2, the
angle φ, and the circumference of the circle defined by (Rfict − h), as shown by the dashed blue
line in Fig. 19b. Summing these contributions for all available values of h we find the second
contribution to Pfict(r),
P2(r) =
∫ r
2
hmin(r)
2pi(Rfict− h)︸ ︷︷ ︸
circumference
r
2
φ(r, h)︸ ︷︷ ︸
rotation
dh. (198)
For a given value of r there is some value of h below which there are no available states, or in
other words φ = 0, as shown in Fig. 19c. This value can be found by solving φ = 0 for h¯ giving
h¯min = 1−
√
1−
( r¯
2
)2
. (199)
Then the total density of states for a separation r¯ is given by the sum
Pfict(r¯) =
1
a
(P1(r¯) + P2(r¯)) =
piR3fict
a
[
pi
r¯
2
(
1− r¯
2
)2
+
∫ r¯
2
h¯min
(1− h¯)r¯φ(r¯, h¯)dh¯
]
, (200)
where a is a normalization constant defined by
a = piR3fict
∫ 2
0
[
pi
r¯
2
(
1− r¯
2
)2
+
∫ r¯
2
h¯min
(1− h¯)r¯φ(r¯, h¯)dh¯
]
dr¯. (201)
Then finally, the properly normalized distribution is
Pfict(r¯) = ν
[
pi
r¯
2
(
1− r¯
2
)2
+
∫ r¯
2
h¯min
(1− h¯)r¯φ(r¯, h¯)dh¯
]
(202)
where ν ' 2.4675 and Pfict(r) = Pfict(r¯)/Rfict. Fig. 20 compares this analytical result to the
fictitious radial distribution function generated by Monte Carlo methods, showing excellent
agreement between the two methods. Additionally, this analytical result shows that the fictitious
radial distribution function for any value of Rfict, is simply a scaled version of Pfict(r¯).
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Figure 20: Comparison of the fictitious radial distribution function from analytical and Monte
Carlo methods. The fictitious radial distribution function generated by Monte Carlo methods
is shown in the blue histogram, while the distribution calculated from Pfict(r¯) is shown by the
orange points, both plotted as a function of the point separation r¯.
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