In this paper we present a version of the balancing technique for nonlinear systems which are dissipative with respect to a general quadratic supply rate that depends on the input and the output of the system. We discuss an input output approach that allows us to apply the theory of balancing based upon Hankel singular value analysis. In order to do that we prove that the available storage and the required supply of the original system, solutions of a (general) Hamilton-Jacobi-Bellman equation, are the controllability and the observability functions of asymptotically stable realizations. Then the Hankel singular value theory can be applied and a relation between the axis singular value functions obtained for these realizations and the axis singular value functions with respect to the available storage and the required supply of the original system, is provided. Thus balanced realizations are provided and truncation is performed yielding dissipative reduced order models.
Introduction
The problem of model order reduction plays an important role in systems and control theory when deal with high order and complex models. The idea is to replace such a complex and high order model with a lower order and/or simpler model in order to ease controller design, make controller implementation feasible, or to speed up simulations. Moreover, it is desirable for many properties of the full order system to be preserved in a low order approximation, both from an insight/analysis and control design point of view. In this paper we are interested in nonlinear model order reduction methods based on balancing while preserving the dissipativity properties of the system. A motivation for preservation of dissipativity stems from the power systems field, [1] . The system consists of more machines interconnected through transmission lines yielding complex nonlinear models, which are difficult to analyze and control. A reduced order model that preserves the dissipativity (passivity) of the original system is needed for the analysis of transient stability. Basically dissipativity means that the internal energy of the system never exceeds the energy supplied to the system. It is an important tool for stability analysis in general as described in e.g. [2] or for designing a stabilizing controller with e.g. passivity based control [3] . From an order reduction point of view, we focus on the attractive balanced truncation procedure, offering a tool to neglect the states of the system that are more or less dissipative.
We deal with the class of systems that are dissipative with respect to a quadratic supply rate that depends on the input and the output of the system.
with J = J T . Basically, a system is called balanced when the past required input energy to be supplied to the system in the past to reach a state and the future available energy stored by the same state can be (directly) quantified, showing how much energy that state dissipates.
For linear state-space systems, many particular, important cases of a quadratic supply rate (1) have been treated in the literature. We mention here for instance, 1 . the LQG-balancing case and normalized coprime factorization, for unstable systems, i.e. J = I described in [4, 5, 6, 7] .
Here we include the particular case of H ∞ -balancing, i.e. J =       2. the bounded real balancing case, i.e. J = I 0 0 −I , treated in [10, 11, 12, 7] ;
3. the positive real balancing case, that is balancing of strictly passive, asymptotically stable, minimal systems, i.e. J = 0 I I 0 , treated in [10, 13, 14] . 4 . the classic balancing cases can also be taken into account, since the controllability function of an asymptotically reachable system can be considered as a storage function with respect to a supply rate (1) that depends only on the input, i.e. J = I 0 0 0 . However, the future energy is described by the observed energy at the output after turning off the input (i.e. setting u = 0). Details are found in e.g. [15, 10, 13, 16] ;
In all the above mentioned cases, a pair of positive definite matrices are computed as solutions of particular cases of algebraic Riccati equation. These matrices are then balanced, i.e. brought into equal and diagonal form. The diagonal elements are called singular values and they are also similarity invariants. Each singular value is associated to a state component. For model reduction we can choose to truncate the less or the more dissipative states depending on the intended use of the reduced order model. For nonlinear systems the classic case was extensively treated in [17] and then developed for the LQG balancing case, called HJB balancing, and normalized coprime factorization case in [18, 19] as well as for H ∞ case, in [20] . The positive real balancing was extended in [21] to the nonlinear case using the nonlinear balancing method developed in [17] in combination with the passivity theory in e. g. [2, 22, 23, 24, 25] . In these cases, the singular values are nonlinear positive functions of the state and in this form they are not invariants, that is they depend on the state-space realization. This drawback is solved for the classic asymptotically stable balancing case, in [26, 27] . Here, the Hankel operator gain structure is investigated and a set of invariant, with respect to a coordinate transformation, (axis) singular value functions for the system are derived. For each component the axis singular value function measures the input effort to steer to that state component from the past and the amount of energy that it provides in the future at the output. Thus the input-output point of view from the linear systems is extended to the nonlinear systems case rendering a more precise balancing procedure. The aim of this paper is to give a general version of the balanced truncation for nonlinear, dissipative systems procedure, that also includes the nonlinear versions of the particular cases listed above from 1. to 3. In detail, the problem is stated as follows: given a nonlinear system, dissipative with respect to (1) find a coordinate transformation such that in the new coordinates, the states are ordered according to the amount of energy that they dissipate. Then, by truncating the more/less dissipative states a reduced order model is obtained, which is in its turn dissipative with respect to the same supply rate. A similar problem has been previously addressed in the work of Weiland [9] and more recently in the work of Minh [28] , for linear systems. Their problem and the general results therein are described in the linear behavioural framework. We approach this nonlinear problem by combining the balancing technique developed in [26, 27] with the dissipativity theory described in e.g. [29, 22] . The latter provides the available storage and the required supply functions as the solutions of a Hamilton-Jacobi-Bellman equation. Unfortunately, an operator interpretation, such as we have for the Hankel operator, of these energy functions is missing. Still, we prove that they are in fact the observability and the controllability functions, respectively, of an extended system. For this system the Hankel gain structure problem can be solved and the solution provides the (coordinate-free) singular value functions of the original system. Finally, balanced realizations of the original system are obtained. Based on these results, cases like strictly passive (positive real) or strict bounded real balanced truncation are extended to the nonlinear case, resulting in nonlinear reduced models that preserve passivity or bounded realness, respectively. In Section 2, a brief overview of the dissipativity theory is given with respect to a nonlinear system, as well as of the energy functions, the available storage and the required supply. Section 3 deals with constructing the new state-space realization whose controllability and observability function are the storage functions defined for the original dissipative system. Also, the particular cases of passivity and bounded realness are treated. Section 4 deals with a factorization approach where a new pair of energy functions is derived. In Section 5 the relation between the axis singular value functions of the original system, with respect to the available storage and the required supply is provided. Also the balanced realizations are written and model reduction is performed. Some conclusions and future work make up Section 6.
T and y(t) = [y 1 (t) y 2 (t) ... y m (t)] T be two signals. The norm of u is given by 
Preliminaries
We treat the following class of nonlinear systems:
where x ∈ R n , is the state vector, u, y ∈ R m , are the input vector and the output vector of the dynamic system, respectively. We assume f (x), g(x), h(x) are smooth.
Dissipativity and storage functions
The property of a system being dissipative with respect to the supply rate (1) is described by the following: (2) is called dissipative with respect to a supply rate s(u, y), if there exists a storage function S : R n → R, S (x) ≥ 0, such that:
for all x, u and t 1 ≥ t 0 , with x 0 = x(t 0 ) and x 1 = x(t 1 ), the state of the system (2) at t 1 , resulting from the initial condition x 0 and input u.
Remark 2.
Assuming S is at least continuously differentiable, inequality (3) can be also written in differential form as ( [22] ):
called the differential dissipation inequality.
We are interested in the study of two particular energy storage functions: the available stored energy at the state x 0 and the required supply at the state x 0 . Definition 3. [2, 10] The available storage function of a system (2) is the energy function:
The required supply function of system (2) is the energy function:
subject to the constraints (2).
S a (x) represents the maximal amount of energy that can be extracted from the system when starting at the initial state x 0 . S r (x) represents the minimal amount of energy required to be supplied to the system in order to reach x 0 from the equilibrium. The property of the system being reachable from x 0 is a condition for the existence and nonnegativity of the energy functions defined in relations (5) and (6), see e.g. [29, 2] . So, we introduce the following:
Assumption 4. the system is asymptotically reachable from 0. For stating the positive definiteness of the storage functions of a dissipative system, additional assumptions are required.
This basically means that we assume that we can find an input ensuring that the energy flows out of the system. Assumption 7. the system is zero-state observable. (3) is strictly positive definite.
Lemma 8. [30, 23] Assume system (2) is dissipative with respect to supply rate (1) and Assumptions 6 and 7 hold. Then any storage function S that fulfills

The Hankel singular value problem and the axis singular value functions
In this section we briefly describe the Hankel singular value problem for a nonlinear system as shown in the results from [26, 27] , useful for obtaining a balanced realization. First we make an assumption: Assumption 9. 0 is an equilibrium point of the system and h(0) = 0.
Assuming that 0 is asymptotically stable, we can define a couple of operators and energy functions. First, the controllability operator is defined as C :
Then the Hankel operator, mapping past inputs to future outputs is defined by the relation
Accordingly the controllability and observability energy functions of (2) are described by
By C † we denote the pseudo-inverse of the controllability operator, namely 
exists and satisfies the nonlinear Lyapunov equation:
The starting point in solving the Hankel singular value problem is the investigation of the gain structure of the Hankel operator. The gain structure problem means examining the largest singular value, where a singular value is defined as
According to [27] , the following problem must be solved:
that characterizes all the critical points u as well as the optimal one that gives the largest eigenvalue. This problem has the alternative formulation: there exists λ ∈ R s.t.
(dH(u)) * H(u) = λu.
The problem of finding u ∈ Im C † such that equation (13) is satisfied, is called the Hankel singular value problem. A characterization, in terms of the controllability and observability function derivatives, of the equation (13) is described in the following.
Theorem 11. [27] Assume that the controllability operator, its pseudo-inverse and the observability operator exist and are continuously differentiable. Assume, moreover that there exists λ ∈ R and x ∈ R n satisfying
Then if
it satisfies the Hankel singular value equation (13) .
Remark 12. In the linear case, for a minimal asymptotically stable system, if W > 0 and M > 0 denote the controllability and observability Gramians, respectively, then (14) is equivalent to 
Even more, if U = R, the Hankel norm of the system is sup s∈U ρ 1 (s).
A new input-normal output diagonal realization can be obtained where all the coordinate axes of the state-space appear separately in the observability and controllability functions.
Theorem 14. [27] Let system (2) be such that its linearization is minimal and satisfies the condition in the preamble of Theorem 13. Then, there exists a coordinate transformation x
Finally, a balanced realization can be written, based on the Hankel singular value problem: 
If U = R n then the Hankel norm of the system is given by sup z 1 ρ 1 (z 1 ).
Energy functions of state-space realizations
We consider a nonlinear system (2) that is dissipative with respect to the supply rate (1). We present the available storage and the required supply defined by equations (5) and (6) as the solutions of a Hamilton-Jacobi-Bellman equation. Denote by
and by
We make an additional assumption:
The energy functions are computed as the stabilizing and antistabilizing solution, respectively, of a (general) HamiltonJacobi-Bellman equation, which is the nonlinear generalization of the general Algebraic Riccati equation as in [11] . 
has the smooth solution S a (x), S a (0) = 0, such that
is asymptotically stable and the smooth solution S r (x), S r (0) = 0, such that 
Substituting different values for J, as described in Section 1, one recognizes the positive real Riccati equation, the boundedreal Riccati equation, etc.
Remark 19. If we define the following Hamiltonian function:
then, according to [22, Chapter 7] , the optimal control that solves the problem in (5), (6) satisfies the condition ∂H(x, p, u) ∂u = 0. Also, note that ∂ 2 H(x, p, u) ∂u 2 = r(x) > 0, as in Assumption 16 (see e.g. [22] ) rendering the optimal control problems in (5) and (6), non-singular.
We also give here an important property that any solution of the Hamilton-Jacobi-Bellman equation (21) have ( [22, 29] ). It essentially says that when there is dissipation, then the available stores energy is less than the energy supply required. 
H as in (24) , has no eigenvalues on the imaginary axis. Then, any storage function S (x) that satisfies (21) 
Coming back to equation (21), it can be rewritten as:
Doing a regrouping of terms and using (19), we get:
where
The sign of L(x) cannot be determined in general, but we will study some cases of L(x) > 0.
The passivity case
In this section we treat the particular case of passivity since model order reduction preserving this property is useful in applications such as power systems stability/passivity analysis and controller design, as well as simulations of electrical circuits. In this case, the matrix J from relation (1) and relations (20) and (19) become:
x) and c(x) = h(x).
The supply rate is s(u, y) = u T y and L(x) > 0. The notion of passivity is related to the (linear) notion of positive realness, i.e. the energy is always positive. We briefly present these ideas:
Combined with Lemma 5, we obtain the link between passivity and positive realness:
Proposition 22. [24] A passive system (2) is positive real. Conversely, a positive real system (2), that satisfies Assumption 4, is passive.
In the sequel, we treat the case of a system being positive real and reachable, so equivalently passive, with r(x) > 0. This case is actually similar to the strictly input passive case, see van der Schaft [22] for more details. Strict positive realness can be studied with the Kalman-Yakubovitch-Popov lemma, see e.g. [10] . The energy functions are quadratic and related to a pair of matrices called the positive real Gramians of the system. 
Theorem 24. [2] Assume (A, B, C, D) is reachable and observable (minimal) and strictly positive real. Then S a (x) =
Definition 25. Let (A, B, C, D) be a positive real balanced system. Assume that π k π k+1 and accordingly partition the state-space realization into: 
or, equivalently, rewriting equation (27) :
The energy functions, the available storage and the required supply of system (2) can be written as the observability and controllability functions of another system, as follows:
Theorem 27. Assume that system (2) satisfies Assumptions 4, 7, is passive and moreover, Assumptions 16, 6 hold. Assuming that f (x) − g(x)r −1 (x)h(x) is asymptotically stable, then S a (x) is the observability function the following system:
Proof. Since the system (2) is assumed passive, reachable and zero state observable (satisfying Assumption 6), then S a (x) > 0 exists and satisfies equation (30) and equivalently equation (31) . Also, if we assume that y 2 = 0 then, due to r(x) > 0, we have h(x) = 0. Since (2) is assumed zero-state observable we get x(t) = 0 meaning that (32) is zero-state observable, too.
Since f − gr −1 h is assumed asymptotically stable, according to [17] , there exists an observability function
which satisfies the nonlinear Lyapunov equation:
that is the same as equation (31) . Since S a is the unique stabilizing solution of equation (30), we have S a (x) = L o (x), for all x ∈ W, which proves the statement of the theorem.
Remark 28. According to [17] the asymptotic stability of (32) is ensured by the positivity of S a and the zero-state observability of system (32) .
Following the same line of thinking, we can prove that the required supply of the strictly passive system (2) is the controllability function of an extended system.
Theorem 29. Assume system (2) is asymptotically reachable from 0, zero-state observable and passive and Assumption 16
holds. Then S r (x) is the controllability function of the following system:
Proof. Since the system (2) is assumed passive, asymptotically reachable from 0 and zero-state observable then S r (x) > 0 exists and satisfies equation (30) and equivalently equation (31) such that
is asymptotically stable about 0. Using (31), we have that
is asymptotically stable about 0, making (33) asymptotically reachable from 0. Then, according to [17] , for (33) there exists the controllability function L c defined as
L c (x) > 0, which is the unique anti-stabilizing solution of the Hamilton-Jacobi-Bellman equation:
with L c (x) = S r (x).
In conclusion, if system (2) satisfies Assumptions 9, 4 and is positive real, i.e. is passive, and moreover, Assumptions 7, 16 and 6 hold, then the systeṁ
is asymptotically stable, asymptotically reachable from 0 and zero-state observable with the controllability function S r (x) > 0 and the observability function S a (x) > 0. Then the positive real singular value functions of (2) are the Hankel singular value functions of (34), the singular value functions of the Hankel operator associated to (34), defined in Section 2.2.
The bounded real case
In the bounded real dissipativity case, the matrix J from relation (1) and relations (20) and (19) become:
and the supply rate is
Definition 30. [22, 31] A system (2) is called bounded real if the system is dissipative with respect to the supply rate (35).
Linear systems case. For the linear, minimal, asymptotically stable case, the notion of bounded realness from Definition 30 is equivalently rewritten in terms of the transfer function as follows:
Definition 31. [13, 32, 12] . A minimal, square, asymptotically stable system with the transfer function G(s) = C(sI −A) −1 B+ D is bounded real if it satisfies the following property:
If the inequalities are strict, then the system is called strictly bounded real.
Equivalently, (A, B, C, D) is strictly bounded real, if there exists K > 0 that satisfies the bounded real Riccati equation ( [12] ):
This equation admits a minimal and a maximal solution K min > 0 and K max > 0 and moreover S a (x) = 
Definition 33.
[13] A strictly bounded real system is called bounded real balanced if Let (A, B, C, D) be a strictly bounded real balanced system. Assume that ν k ν k+1 and accordingly partition the statespace realization as:
Theorem 34. [10, 13] Let the reduced order model G r (s) = C 1 (sI − A 11 ) −1 B 1 + D be obtained by truncation, i.e. set the states from k + 1 to n to 0. Then G r (s) is asymptotically stable, minimal and strictly bounded real.
Nonlinear Bounded Real Case. In the case of a bounded real system, a storage function S (x) satisfies the following HamiltonJacobi-Bellman equation:
To rewrite it in the form of (26) we need some properties from matrix theory:
T are positive definite then the following relations hold:
Assuming that l(x) > 0 and using this lemma, equation (36) can be equivalently rewritten as:
Remark 36 
Then the available storage S a and the required supply S r are the observability and controllability functions, respectively, of the following extended system:
Other nonlinear extension cases, like the controllability function case or the LQG case have been already treated in [17] and [18, 19] as well as the H ∞ case in [20] .
The general case revisited. In the general case, if the matrix L(x) in equation (27) is positive definite, then the available storage and the required supply are the controllability and observability functions of the following extended system:
If L(x) is not positive definite, then a realization such as (40) cannot be written. However, assuming the asymptotic stability about 0 ofẋ =ẋ = f (x) − g(x)r −1 (x)c(x) the available storage can be considered an observability function (different from (8)) of an extended system similar to (40). Since L(x) is not positive definite, the asymptotic stability of f (x) − g(x)r −1 (x)c(x) cannot be ensured by the storage (observability) function, since the conditions for Lyapunov stability theory are not satisfied. The same holds for the required supply which can be found as a controllability function of an extended system, which is assumed asymptotically stable.
A factorization approach
In this section we give a different interpretation of the available storage and the required supply, in terms of a different pair of energy functions for a factorization system. In this case, no extra assumptions, such as asymptotic stability, are required on the extended system. This is a general extension of the normalized coprime factorization idea presented in [18] .
If a storage function S (x) satisfying (3) or (4) is the solution of the Hamilton-Jacobi-Bellman equation (21) then it also immediately satisfies the following equation, equivalently:
Remark 38. In the linear case the counterpart of (41) in different particular cases such as bounded real or LQG, can be found in, for instance, [4, 29] .
We have the following result, relating the minimal and the maximal solutions of (21) or (26) and equivalently of (41) to the controllability, and observability of a closed loop system. This will lead to a factorization approach for balancing with respect to supply rate (1). First, we make the following assumption:
Following the reasoning in [17] 
Proof. Since the system (2) is assumed reachable and dissipative with respect to supply rate (1), S a ≥ 0 exists and uniquely satisfies equation (41), that can be rewritten as:
which is the observability Lyapunov equation (44) for system (45), with M = J. Since S a is the unique stabilizing solution of (41), then system (45) is asymptotically stable and the statement of the proposition is proven.
Remark 44. If the dissipative system (2) is assumed zero-state observable and satisfying Assumption 6, then the observability function S a of the system (45) is positive definite.
In conclusion, if the original dissipative system (2) satisfies Assumptions 4, 7 and 16, then S a and S r exist and the system:
has the following set of energy functions attached:
> 0, the latter with respect to Definition 42.
Balancing and dissipativity preserving model reduction
In this section we provide a relation between the singular value functions computed with respect to the balancing of S a and S r and the Hankel singular values of system (46), based on the results of Section 4. We make the following working assumption for the strictly dissipative system (2):
Assumption 45. Assume that S a (x) and S r (x) exist such that (22) and (23) are asymptotically stable about 0 and moreover, 0 < S a < S r .
Then, system (46) is asymptotically stable with the energy functions
Then the line of thinking described in Section 2.2 can be followed. First we make the following working assumption upon system (46):
∂x 2 (0) and
are positive definite and the eigenvalues of the product of these two matrices are distinct and nonzero. If Assumption 46 is satisfied then for (46) the axis singular value functions can be defined as in Theorem 13:
According to [26] this definition is related to the Hankel norm of system (46), i.e. sup s ρ(s) is the maximum gain between the past input energy and future output energy. Following this idea, for the original system (2), we define the axis singular values, in the coordinates x = ξ(s) with respect to the balancing of S a and S r as:
They express the gain between the effort energy to reach the state x i = ξ i (s) to 0 and the maximum stored energy available in the future, at the same state. The relation between the two definitions is the following: 
Proof.
S a (ξ i (s)) − 1
. So, we can write: ρ This equation constitutes the relation between the axis positive real singular value functions of (2) and the axis singular value functions of system (46). It can be easily checked that ρ is a monotonously increasing function of π and moreover ρ i (s) ≤ 1 and π i (s) ≤ 1.
Remark 48. This result is in accordance with the linear coprime factorization case, the Hankel singular values of the factorization are related in this way to the singular values of the Riccati balancing original system, see [7] for more details. Based on Theorem 11, the Hankel singular value problem (13) of system (46) can be easily rewritten as singular value problem in for the original system, in terms of the available storage and the required supply.
which have the following properties: 
The singular value functions of subsystem Σ 1 are π i (z i , 0), i = 1, k and the singular value functions of subsystem Σ 2 are π j (0, z j ), j = k + 1, n. Moreover Σ 1,2 are dissipative with respect to the supply rate s(u, y 1, 2 
