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Abstract
Interpolation inequalities play an important role in the study of PDEs and
their applications. There are still some interesting open questions and problems
that related to integral estimates and regularity of solutions to the elliptic and/or
parabolic equations. Since many of researchers who are working on this domain,
the main motivation of our work here is to provide an important observation of
Lp-boundedness property with respect to the interpolation inequalities. In this
paper, from an idea of integral approximation theory and Sobolev, Morrey embed-
dings, we construct a nontrivial counterexample for interpolation inequalities in the
connection of results between Sobolev and Morrey spaces. Our proofs rely on the
integral representation and the theory of maximal and sharp maximal functions.
1 Introduction
In the theory of partial differential equations, the study of interpolation inequalities
in Lebesgue spaces, Sobolev spaces, Morrey spaces play an important role. There has
been still a lot to develop in our investigations relating to these interesting inequalities,
arising from Lp-estimates or regularity results for Lp solutions of the PDEs. It is
mentioned here that recently, there is an increasing literature devoted to the study of
these inequalities and their improvements, such as [6, 10, 5] and references given there.
In this paper, we are interested in the interpolation inequality between the Sobolev and
Morrey spaces and we highlight in the proof of a boundedness property in Lebesgue
spaces. More precisely and specifically, in the application of interpolation between
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Sobolev and Morrey spaces, we provide a counterexample, in which the boundedness
property does not hold. This gives an important result that helpful in studying bounds
on solution of general classes of PDEs.
Let us consider in the Euclidean space Rd, d ≥ 2 and with some given parameters
1 ≤ p < d and 1 < q < pd
d−p , we therein focus on a brief proof of a problem related to
the Lr boundedness property of a function u ∈ C1c (R
d):ˆ
Rd
|u|rdx ≤ C, ∀r ∈
[
p
(q
d
+ 1
)
,
pd
d− p
]
. (1.1)
This study is furthermore interconnected to solution regularity of PDEs, especially
non-linear equations, and play a significant role in analysis. In particular, it makes
sense to study solution properties in this range of parameter r. As we will show in the
present work, it gives a counterexample that in (1.1), the inequality does not hold for
some range of r.
In order to state our result, we firstly recall some notations and definitions that
related to our proof. Here we only recall the essentials that we use in the statements and
proofs. The notations used throughout the paper are standard and some conventions
are given as following. For definitions and properties of spaces and some operators
we recall as below, we refer the reader to many textbooks and reference materials in
[1, 2, 3, 4].
1. Open ball: If x ∈ Rd and r is a positive real number, we denote Br(x) = {y ∈
R
d : |y − x| < r} the open ball in Rd.
2. Average integral: the denotation
 
Br(x)
f(y)dy indicates the integral average of
f in the variable y over the ball Br(x) or mean value of the function f over that
ball, i.e.  
Br(x)
f(y)dy =
1
|Bρ(x)|
ˆ
Br(x)
f(y)dy,
where |B| denotes the d-dimensional Lebesgue measure of a set B ⊂ Rd.
3. For any set I ⊂ R, let us denote by Ckc (R
m, I) (and C∞c (R
m, I)) the set of
k-th order differentiable (infinitely differentiable, respectively) function f with
compact support, i.e., there exists a compact set K ⊂ I such that
supp(f) = {x ∈ Rm : f(x) 6= 0} ⊂ K.
4. The Hardy-Littlewood maximal function: For x ∈ Rd, the Hardy-Littlewood max-
imal function is defined for each locally integrable function f in Rd by
M(f)(x) = sup
ρ>0
 
Bρ(x)
|f |dy.
5. Sharp maximal function: For x ∈ Rd, the sharp maximal function of f is defined
as
M#(f)(x) = sup
ρ>0
 
Bρ(x)
∣∣∣∣∣f(y)−
 
Bρ(x)
f(z)dz
∣∣∣∣∣ dy. (1.2)
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6. By a . b, we mean that a ≤ Cb with some positive real constant C depends on
inessential parameters.
7. We write a ∼ b means that there exist some positive real constants C1, C2 > 0
such that: C1a ≤ b ≤ C2a.
The rest of this paper is structured as follows. In the next section, we state main
result and some preparatory lemmas are also given therein. In Section 3, we give the
detailed proof for the main theorem and some necessary proofs are also brought to
reach our conclusion.
2 Statement of main results
In this section, we list all the lemmas, theorems, and corollaries that will be discussed
and proved. The first integral inequality is stated in Theorem 2.1 as follows, where its
proof can be found in Section 3.
Lemma 2.1 Let 1 < p < d and 1 < q < pd
d−p . Then, the following integral inequality
holds
ˆ
Rd
|u|p(
q
d
+1)dx ≤ C
ˆ
Rd
|∇u|pdx
(
sup
Bρ(z)
ρ
d
q
 
Bρ(z)
|u|dx
) qp
d
, ∀ u ∈ C1c (R
d). (2.1)
The inequality we will state in next Theorem is also known as interpolation in-
equality in Lebesgue spaces. As an application of the former result in (2.1), Sobolev’s
inequality, Ho¨lder’s inequality (see [4]), we then obtain the following simple result.
Theorem 2.2 Let 1 < p < d and 1 < q < pd
d−p . If
ˆ
Rd
|∇u|pdx ≤ 1, (2.2)
and
sup
Bρ(z)
ρ
d(q1−q)
q
ˆ
Bρ(z)
|u|q1dx ≤ 1, (2.3)
for some 1 ≤ q1 ≤ q, then
ˆ
Rd
|u|rdx ≤ C, ∀r ∈
[
p
(q
d
+ 1
)
,
pd
d− p
]
. (2.4)
The proof of Theorem 2.2 that we will show in next section 3 brings us up an
interesting problem to consider. More precisely, a further question that arises here
pertains to the range of r in (2.4), is that possible to extend value range of r where
the interpolation inequality (2.4) still holds? Dealing with this problem enables us to
have a complete picture in studying of interpolation inequalities in Lebesgue spaces,
and somewhat related to Gagliardo-Nirenberg inequalities also their generalizations (we
refer the reader to [7, 1, 2, 6, 5] and literature related to this subject). This question
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follows our interest in the theory of PDEs, that could provide a procedure to construct
regularity, some comparison estimates or important properties of solutions to elliptic
and/or parabolic equations in future studies. That is the reason why in the present
work, our study on this problem could be considered.
The following result of next Corollary 2.3 asserts that inequality (2.4) holds for
extended range of r only for a specific case q1 = q. Also, we refer the reader here to
Section 3 for a brief proof.
Corollary 2.3 If q1 = q in Corollary 2.2, then (2.4) is still true for any r ∈
[
q, p
(
q
d
+ 1
)]
.
However, as we will show in this paper, this interpolation inequality does not hold
for r < p
(
q
d
+ 1
)
. It provides us a very important result, that the range of r in Theorem
2.2 is optimal. Indeed, a counterexample is a specific instance where the inequality (2.4)
does not hold outside the interval
[
q, p
(
q
d
+ 1
)]
, is stated in the following theorem.
Theorem 2.4 Let 1 < p < d and 1 < q < pd
d−p . Then, for any 1 ≤ q1 < q, there exists
a sequence (un)n ∈ C
∞
c (R
d) such that
ˆ
Rd
|∇un|
pdx ≤ 1, sup
Bρ(z)
ρ
d(q1−q)
q
ˆ
Bρ(z)
|un|
q1dx ≤ 1. (2.5)
Moreover, for any r > 0 there holds
ˆ
Rd
|un|
rdx ∼ 2
d2(q−q1)
q(dp−(d−p)q)(p(1+
q
d
)−r)n, ∀n≫ 1. (2.6)
In particular,
ˆ
Rd
|un|
rdx ≤ C, ∀n≫ 1 (2.7)
if and only if r ≥ p
(
q
d
+ 1
)
.
3 Proof of main results
This section is dedicated to proofs of our statements in previous section 2. We note
that the positive constant C may change from an inequality to another in the proofs.
Proof of Lemma 2.1.
By Poincare´ inequality, for ρ > 0 and any y ∈ Rd, we firstly have
 
Bρ(y)
|u− (u)Bρ(y)|dx ≤ Cρ
 
Bρ(y)
|∇u|dx , ∀u ∈ C1c (R
d), (3.1)
where the term (f)Ω stands for the average value of f over the domain Ω. Taking the
supremum both sides of (3.1) for all ρ > 0, this gives
sup
ρ>0
ρ−1
 
Bρ(y)
|u− (u)Bρ(y)|dx ≤ CM(|∇u|)(y), ∀y ∈ R
d. (3.2)
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By the definition of the sharp maximal function M# in (1.2), it enables us to
decompose it as
[M#(u)(y)]
p( qd+1)
= sup
ρ>0
(
ρ
d
q
 
Bρ(y)
|u− (u)Bρ(y)|dx
) pq
d
.
(
ρ−1
 
Bρ(y)
|u− (u)Bρ(y)|dx
)p
≤ C
(
sup
ρ>0, z∈Rn
ρ
d
q
 
Bρ(z)
|u|dx
) qp
d
.
(
sup
ρ>0
ρ−1
 
Bρ(y)
|u− (u)Bρ(y)|dx
)p
. (3.3)
Thanks to (3.2) and (3.3), one also has the related inequality between the Hardy-
Littlewood maximal functionM and the sharp maximal functionM# as in the following
formula:
[M#(u)(y)]
p( qd+1) ≤ C
(
sup
Bρ(z)
ρ
d
q
 
Bρ(z)
|u|dx
) qp
d
[M(|∇u|)(y)]p . (3.4)
Refer to [8], it is well known that for any f ∈ Ls(Rd) and s ∈ (1,∞), there exists a
positive constant C such that the following inequalities hold:
C−1
ˆ
Rd
|f |sdx ≤
ˆ
Rd
|M#(f)|
sdx ≤ C
ˆ
Rd
|f |sdx, (3.5)
C−1
ˆ
Rd
|f |sdx ≤
ˆ
Rd
|M(f)|sdx ≤ C
ˆ
Rd
|f |sdx. (3.6)
In what follows from (3.4), (3.5) and (3.6) that
ˆ
Rd
|u|p(
q
d
+1)dx ≤ C
ˆ
Rd
[M#(u)(x)]
p( qd+1) dx
≤ C
ˆ
Rd
[M(|∇u|)(x)]p
(
sup
Bρ(z)
ρ
d
q
 
Bρ(z)
|u(y)|dy
) qp
d
dx
≤ C
ˆ
Rd
|∇u|p
(
sup
Bρ(z)
ρ
d
q
 
Bρ(z)
|u(y)|dy
) qp
d
dx
≤ C
(
sup
Bρ(z)
ρ
d
q
 
Bρ(z)
|u|dx
) qp
d ˆ
Rd
|∇u|pdx,
and therefore, our proof is complete.
Proof of Theorem 2.2.
The strengthened form of Sobolev’s inequality asserts that for all u ∈ W 1,p(Rd),
one has
(ˆ
Rd
|u|
pd
d−pdx
) d−p
dp
≤ C
(ˆ
Rd
|∇u|pdx
) 1
p
,
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which deduces that if (2.2) holds, then
ˆ
Rd
|u|
pd
d−pdx ≤ C. (3.7)
Thanks to Ho¨lder’s inequality, for all u satisfying (2.3), there holds
sup
Bρ(z)
ρ
d
q
 
Bρ(z)
|u|dx = sup
Bρ(z)
ρ
d(1−q)
q
ˆ
Bρ(z)
|u|dx
≤ sup
Bρ(z)
ρ
d(1−q)
q . ρ
d(q1−1)
q1
(ˆ
Bρ(z)
|u|q1dx
) 1
q1
≤
(
sup
Bρ(z)
ρ
d(q1−q)
q
ˆ
Bρ(z)
|u|q1dx
) 1
q1
≤ 1,
for any 1 ≤ q1 ≤ q. In the use of Lemma 2.1, one obtains thatˆ
Rd
|u|p(
q
d
+1)dx ≤ C. (3.8)
For all r ∈
[
p
(
q
d
+ 1
)
, pd
d−p
]
, it is easily seen that there exists θ ∈ [0, 1] such that
1
r
=
θd
p(q + d)
+
(1− θ)(d− p)
pd
.
Applying Ho¨lder’s inequality, one gets that
ˆ
Rd
|u|rdx =
ˆ
Rd
|u|rθ|u|r(1−θ)dx
≤

ˆ
Rd
[
|u|rθ
] p( qd+1)
rθ
dx


rθd
p(q+d) (ˆ
Rd
[
|u|r(1−θ)
] pd
r(1−θ)(d−p)
dx
) r(1−θ)(d−p)
pd
≤
(ˆ
Rd
|u|p(
q
d
+1)dx
) rθd
p(q+d)
(ˆ
Rd
|u|
pd
d−pdx
) r(1−θ)(d−p)
pd
.
(3.9)
It should be mentioned that the obtained inequality (3.9) is also known as the
interpolation inequality in Lebesgue spaces, that has been studied in [8, 9, 11].
From what already been proved in (3.7), (3.8) and (3.9), the proof of Theorem 2.2
is then complete.
Next, let us now give a proof of what stated in Corollary 2.3.
Proof of Corollary 2.3.
If q1 = q in Theorem 2.2, the assumption (2.3) becomes
sup
Bρ(z)
ˆ
Bρ(z)
|u|qdx ≤ 1,
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and it follows that ˆ
Rn
|u|qdx ≤ 1. (3.10)
The estimate (2.4) holds for any r ∈
[
q, p
(
q
d
+ 1
)]
from (3.8), (3.10) and repeated
application of interpolation inequality in Lebesgue space as in (3.9).
Proof of Theorem 2.4.
Let φ ∈ C∞c (R
d−1, [0, 1]) and η ∈ C∞c (R, [0, 1]) be given as
φ(x) =
{
1, x ∈ B1(0)
0, x ∈ B2(0)
c
, η(t) =
{
1, t ∈ (−1, 1)
0, t ∈ (−2, 2)c
and satisfy |∇φ(x)| ≤ 1, ∀x ∈ Rd−1 and |η′(t)| ≤ 1, ∀t ∈ R.
Moreover, let us choose a parameter θ ∈
(
0, 10−10d
)
and n ≥ 100/θ. Then, for any
fixed k ≥ 10/θ, we set the sequence {ak,j} in terms of
ak,j = 2
k−1 + 1 + j2k−1−θ(k−1), for all 1 ≤ j ≤ 2θ(k−1) − 3.
It is easy to check that for any 1 ≤ j ≤ 2θ(k−1) − 3, one has
ak,j ∈ (2
k−1 + 2, 2k − 2).
Let us set functions χ and σ given as follows
χn(t) =
n∑
k≥10θ−1
2θ(k−1)−3∑
j=1
η (t− ak,j) and σn(t) = χn(t) + χn(−t).
Firstly, since
supp(η(. − ak,j)) ∩ supp(η(. − ak′,j′)) = ∅, ∀(k, j) 6= (k
′, j′),
we then have that for any r > 0,
sup
ρ>0,t0∈R
(
ρ−θ
ˆ t0+ρ
t0−ρ
σn(t)
rdt
)
∼ 1, ∀n ≥ 100/θ,
and ˆ
R
σn(t)
rdt ∼ 2θn, ∀n ≥ 100/θ, (3.11)
together with that fact thatˆ
R
|σ′n(t)|
rdt ∼ 2θn, ∀n ≥ 100. (3.12)
On the other hand, for n > 100/θ, we define the following sequence of functions:
un(t,x) = 2
−αdn
q σn
(
2−αnt
)
φ
(
2−αnx
)
, ∀(t,x) ∈ R× Rd−1, (3.13)
where θ = d(q−q1)
q
∈
(
0, 10−10d
)
and α = d(q−q1)
dp−(d−p)q .
We now prove that un satisfies (2.5) and (2.6). Indeed,
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(i) Firstly, one can compute
ˆ
Rd
|∇un|
pdxdt = 2
− pαdn
q
ˆ
R
|σ′n(2
−αnt)|p2−pαndt
ˆ
Rd−1
φ
(
2−αnx
)p
dx
+ 2−
pαdn
q
ˆ
R
|σn(2
−αnt)|pdt
ˆ
Rd−1
|∇φ
(
2−αnx
)
|p2−pαndx
= 2
− pαdn
q
ˆ
R
|σ′n(t)|
p2αn−pαndt
ˆ
Rd−1
φ (x)p 2(d−1)αndx
+ 2
− pαdn
q
ˆ
R
|σn(t)|
p2αndt
ˆ
Rd−1
|∇φ(x)|p2(d−1)αn−pαndx
= 2
n
(
− pαd
q
+dα−pα
)(ˆ
R
|σ′n(t)|
pdt
ˆ
Rd−1
φ(x)pdx
+
ˆ
R
|σn(t)|
pdt
ˆ
Rd−1
|∇φ(x)|pdx
)
.
(3.14)
For θ and α are chosen above, it is easy to obtain −pαd
q
+ dα− pα+ θ = 0, and
by (3.11), (3.12) and (3.14) one has
ˆ
Rd
|∇un|
p ∼ 2−
pαdn
q
+dαn−pαn+θn = 1, ∀n > 100/θ. (3.15)
which implies the first inequality of (2.5).
(ii) By changing variables inside the integrals, one gets
sup
Bρ(s,y)⊂Rd
(
ρ−θ
ˆ
Bρ(s,y)
|un(t,x)|
q1dtdx
)
∼ sup
ρ>0
(
ρ−θ
ˆ
Bρ(0)
|un(t,x)|
q1dtdx
)
∼ 2−
q1αdn
q sup
ρ>0
(
ρ−θ
ˆ ρ
−ρ
σn
(
2−αnt
)q1 dt ˆ
|x|<ρ
φ
(
2−αnx
)q1 dx
)
∼ 2−
q1αdn
q sup
ρ>0
(
ρ−θ
ˆ 2−αnρ
−2−αnρ
σn (t)
q1 2αndt
ˆ
|x|<2−αnρ
φ (x)q1 2(d−1)αndx
)
∼ 2−
q1αdn
q sup
ρ>2αn
(
ρ−θ
ˆ 2−αnρ
−2−αnρ
σn (t)
q1 2αndt
ˆ
|x|<2−αnρ
φ (x)q1 2(d−1)αndx
)
(3.11)
∼ 2−
q1αdn
q 2αdn2−αθn = 1.
Thus,
sup
Bρ(s,y)⊂Rd
ρ−θ
ˆ
Bρ(s,y)
|un|
q1dx ∼ 1, ∀n > 100/θ.
which implies the second inequality of (2.5).
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(iii) On the other hand, for any r > 0, it gives the following estimateˆ
Rd
|un(t,x)|
rdtdx = 2−
rαdn
q
ˆ
R
σn
(
2−αnt
)r
dt
ˆ
Rd−1
φ
(
2−αnx
)p
dx
= 2−
rαdn
q
+dαn
ˆ
R
σn (t)
r dt
ˆ
Rd−1
φ (x)p dx
(3.11)
∼ 2−
rαdn
q
+dαn+θn = 2
d2(q−q1)
q(dp−(d−p)q)(p(1+
q
d
)−r)n.
which implies (2.6).
Finally, from what already been proved in (2.6), it concludes that the estimate (2.7)
holds if and only if r ≥ p
(
q
d
+ 1
)
.
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