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Delft University of Technology, Faculty of Mechanical Engineering, The Netherlands
fax: ++ 31 15 2787204
email: j .prins@wbmt.tudelft.nl

ABSTRACT
A comparison between four quasi one-dimensional steady-state gas leakage models, presented in a parallel paper,
showed that none of them proved to be satisfactory. The results suggest that the modeling of the wall shear stress
is the main flaw in the models. By fitting the shear stress to experimental data, an attempt was made to find
a more acceptable model. For this a flow model was combined with an optimization algorithm. A second set of
experimental data was used to validate the results. The optimized model gives a much better prediction for the
set of experimental data used in the optimization. Application of the new model to another, quite different set of
experimental data shows a slight improvement in comparison to the original. This gives some confidence in the
improvement. Simulations show that choking, and thereby the occurrence of shock waves, is a realistic possibility
in leakage.
INTRODUCTION
One of the conclusions of a parallel paper [4) was that the modeling of
viscous effects, more specific the wall shear stress, in one dimensional
leakage models is poor. As a logical follow up, optimization of the
wall shear stress computation was attempted. Of the two sets of experimental data that were already used in the parallel paper, those by
Peveling were used for the optimization, Ishii's for validation. Since
these apply to quite different conditions (air /R22, clearance heights
100 .. 500/10 /-LID, pressure ratio's 1.2 .. 2.2/1..15 respectively), good prediction of the data which were not used in the optimization increases
the confidence in the results.
For the optimization a quasi one-dimensional steady state model was
combined with an optimization algorithm. The model by Xiuling (see
parallel paper) was selected because it showed good qualitative behavior and proved to be numerically stable. The investigation presented
here seeks to improve its quantitative predictions. Because derivatives
of the object function, ie. the function that is actually optimized,
cannot be found in an effective way, the selection of the optimization algorithm was first narrowed down to methods that don't need
any. Since there are no available criteria for further selection, the
Downhill-Simplex method of Neider & Mead was chosen intuitively,
the implementation was taken from Press et al. [3].
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The paper starts off with a discussion of the wall shear stress model, followed by derivation of the flow model and
an explanation of the optimization procedure. It closes with a discussion of the results and the conclusions. For
a description of the measurements is referred to the parallel paper.
WALL SHEAR STRESS
The use of semi-empirical formulae for the wall shear stress is widely spread. They usually relate the friction
coefficient to the Reynolds number. Best known are the relations of Hagen-Poiseuille (which is purely theoretical
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Crawford [1].
ject of the optimizati on. A profound introducti on to the theory behind (eq.l) can be found in Kays &
The dynamic viscosity, which was fitted to a straight line in the parallel
paper, is replaced by the more realistic model found in Perry & Chilton [5]:

'fJ

(T) =

I_
TJo

(

3/2

To )

To+ 1.47 · TB
T + 1.47 · TB

(2)

In figure 1 the properties of the fluida used in this investigation are tabulated.
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Figure 1: Coefficien ts in the viscosity model.

XIULING 'S MODEL FOR THE FLOW
on the three
Following the general approach in fluid dynamics, the mathemat ical model of the flow is based
equations is
great conservation principles of mass, momentum and energy. In addition a series of constitutio nal
p = RpT
required: in this case the shear stress model (eq.1), the equation of state (caloric perfect gas, thus:
sional
two-dimen
and d-y = 0) and the viscosity (eq.2). A model very similar to this one, though derived from the
section
this
In
Navier-Stokes equations, was presented by Xiuling et al. and later used by Zhen & Zhiming [10].
the model is derived.
Continui ty Equation

The conservati on of mass is trivial:
du
dp
puA=m
u
p

dA

(3)

:::::::-~--

A

Energy Equation

anyway: The
Due to the wall friction the isentropic assumptio n is incorrect, but it seems justified to use it
paper). Both
compariso n between the models of Xiuling and Anderson shows relative little difference (see parallel
the second
solve the same equations for mass and momentum conservation, but the first employs an isentropic,
form:
an non-isentr opic energy equation. The advantage is that the equation gets a very simple
pp- 1 =constan t

dp

dp

(4)

-=-y~

p

p

Moment um Equation

The basic form of the momentum equations is:
d(pu 2 A)+ A dp + r P dx = 0
2
The first term can be worked out as: d(pu A) ::::: puA du

+u

(eq.3). Together with (eq.l) this yields:
'2
1
puA du+A dp+ "2p~u P dx::::: 0
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d(puA), of which the last term vanishes due to

By using (eq.4) to eliminate dp and (eq.3) to eliminate the dpj p it introduces, all independe nt variables
except
for u can be removed from the equation:

puA

du~1pA

du
{ -u

dA} + -p~u
1
2
+P
A
2

dx::::::: 0

Division of the entire equation by pu 2 A, introducti on of the hydraulic diameter, substitutio n of the
Mach number 1
and rearrangin g, gives the momentum equation for the velocity:
d'U :::::::

u

1

M2 ~ 1

{ dA

A

~ 2~M

2

dx}

(5)

D

At sonic conditions, the first term on the right hand side equals 1/0, which can only be physically
correct when
the bracketed terms also add up to zero. For leakage flows, which are usually highly viscous, this
might not
occur (the viscous term exceeds the rate of change of the area). This implies that either instability
of the flow
forbids a steady state solution or that two dimensional effects, such as expansion waves and oblique
shocks, forbid
one-dimensional modeling. Since there is no subsonic solution, the flow is still expected to become
supersonic
and (non-norm al) shock-waves are therefore inevitable 2 . It is assumed that subsonic flow upto the
transition is
not influenced by this flaw, leaving the computati on of the mass flow rate intact.
The momentum equation is not used in this form, but converted to an equation for the Mach number.
Derivation
of the square of the Mach number yields:
dM2::::::: d

(pu2)::::::: M2 {2du + dp ~ dp}
IP

u

P

P

Employing the chain-rule the left hand side is written as dM 2
with (eq.4) followed by eliminatio n of dpjp with (eq.3) yields:

:::::::

2MdM. This together with eliminatio n of dpjp

+ 1 du 1 ~ 1 dA
M::::::: 1-2~.--;+ -2~. A
dM

(6)

The momentum equation as expressed for du/u is used as a constitutio nal equation only. The differentia
l equations for dpj p, dpfp and dMjM are the final model equations. Of course it should be possible to use
the integral
form of the continuity and energy equations, leaving only one differential equation, but this leads
to a less stable
code. The reason for this is not yet understood .

BOUND ARY CONDIT IONS AND NUMER ICAL SOLUTI ON STRATE GY
The most convenient boundary conditions are the inlet pressure and temperatu re and outlet pressure.
This
means that the problem is stated as a two point boundary value problem. Therefore straight forward
integratio n
of (eq.3,4,6) is not possible. As an iterative solution strategy the shooting method was adopted:
It is obvious that the inlet Mach number can be bracketed between 0 and 1. Now this interval is narrowed
down
by trying the intermedia te value (M :::::: 0.5) with which the flow will be simulated. When the flow chokes,
becomes
supersonic, the trial must be a maximum value. When it remains subsonic and the outlet pressure·
exceeds the
prescribed value, the viscous effects are too low and thus the trial Mach number is too low. By the
same line of
reasoning, a maximum value is found when the flow remains subsonic and outlet pressure is lower than
prescribed .
By repeating this sequence the inlet Mach number can be determined upto any accuracy.
When the flow becomes supersonic, the flow downstrea m of the sonic point is irrelevant to the mass
flow rate.
Since compariso n with the experimen tal data is based on the mass flow rate, the supersonic part
of the flow is
not incorporat ed in the optimizati on program. Another program for simulation of individual flow
problems does
incorporat e the supersonic flow and a normal shock. The shock equations were taken from Shapiro
[7]. Non
1

The velocity of sound is defined as a= j{opf&p } •. With (eq.4) which leads toM= -,fa=
~= -,j.J-yRT for ideal gases.
Transition from supersonic to subsonic flow without the occurrence of shock waves is even under
laboratory conditions hard to
achieve (Leijdens (2]). They are certainly not common in leakage flows.
2
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be represented in a one-dimensional
normal shocks are typically multi-dimensional and therefore they cannot
model.

OPTIM IZATI ON ALGO RITHM
ratio. The latter is defined as the
Peveling presents his results as charts of the flow coefficient versus the pressure 3
:
to
g
mass flow rate compar ed by a theoretical value which is comput ed accordin
ffitheore tic

= Aporr- lh / __'!.y__RTa (1- II(l--y)h )
V'"(-1

minima l flow area and the index 0
Here II is the ratio of the inlet and the outlet pressure (II > 1), A is the
is assumed when the pressure ratio
denotes inlet conditions. Choking and thereby the maximu m mass flow rate,
exceeds a critical value:

Before optimiz ation can start, a well defined criterium for the performance is required. It should be a function of the parame ters in the
optimiz ation only (here a. and b from (eq.1)). The criterium goes by
the name of object function. In this case the root mean square of the
deviation of the flow coefficients of 24 comput ed conditions, denoted
by a;( a., b) (i indexes the condition), from the measured (a;) is used:
1 N

fobj(a.,b )=

L

N

(a;( a., b)-

a;)

2

with

N =24

Figure 2: The 24 conditio ns taken from

i=l

The 24 points are taken from the experiments by Peveling [6] (shortly
described in the parallel paper) and are tabulate d in figure 2.

c)

b)

c

flow coefficients
clearance in mm
pressure
0.10 0.15 0.20 0.50
ratio
0.76 0.84 1.01 1.12
1.2
0.78 0.87 0.90 0.99
1.4
0.79 0.85 0.93 0.94
1.6
0.79 0.85 0.93 0.94
1.8
0.81 0.86 0.93 0.95
2.0
0.83 0.87 0.94 0.95
2.2
Peveling 's experim ental data and used
within the object function .

d)

b

c

c

c

a

a

ance, it is manipul ated
Figure 3: The Downhi ll Simplex Method: When vertex c has the worst perform

denoted p. b) When the
according to: a) Reflecti on in the center of gravity of the remaini ng vertices,
of gravity is attempte d.
center
the
from
result is even better than the best vertex so far, elongati on away
of gravity is tried. d)
center
the
c) When a} did not lead to any improve ment, contract ion of c towards
can be shown that by
It
a).
(here
When all fails the entire simplex is contract ed towards the best vertex
.
repeating this sequence the simplex always converges to an optimum

al [3]. A simplex is the mathem atical
The Downhill Simplex Method for optimiz ation is described by Press et
their intercon necting line segments,
concept of N + 1 points or vertices in an N dimensional space togethe r with
triangle , in three dimensions it would
faces, etc. In the two dimensional case (here the a, b-space) this leads to a
equation for isentropi c flow of a perfect gas, by
theoretic al mass flow rate is based on the integral fonnulati on of the energy
in the throat. The latter assumpti on is a
pressure
the
with
coincides
pressure
outlet
the
neglectin g the inlet velocity and assuming
rather crude simplific ation.
3 The
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be a tetrahedron (not necessarily regular). For each point the value of the object function is computed to assign
a performance parameter to it. By manipulation, as shown in fig.3, the simplex converges around a minimum
of the object function. Press et al use, with a sense of humor, the term amoeba for the deforming, walking triangle.

RESULTS
The output of the optimization program consists of the optimal values
for a and b and the flow coefficients for the 24 conditions specified
above. The latter are listed in figure 4 and shown in figure 5 together
with the simulation oflshii's experiments in the same way as described
in the parallel paper. For the coefficients was found:
a:::::

0.247

b::::: -0.276

Comparison of the graphs in figure 5 with similar graphs in the parallel
paper reveals a far better agreement for the experiments by Peveling.
This was expected since the model is optimized for these. The agreement with Ishii is still not very good, though a slight improvement is
found. The mass flow rate proved to be proportional to the pressure
ratio for II > 2.

1.3

Comparison: Meassurements (marks) • Model (lines)

1.2 ...

,

pressure
ratio
1.2
1.4
1.6
1.8
2.0
2.2

flow coefficients
clearance in mm
0.10 0.15 0.20 0.50
0.75 0.87 0.97 1.22
0.79 0.89 0.95 1.02
0.81 0.87 0.90 0.96
0.82 0.86 0.88 0.94
0.82 0.86 0.89 0.94
0.82 0.86 0.89 0.94

Figure 4:

The flow coefficients computed with the optimized shear stress
model for the 24 conditions used during
the optimization.

Comparison: Measurements (marks) • Simulation (lines)

16,-~--~----~--~--~--~~

i

h(min),.100

•

+\--·. --------4-. -· -- -!.-····-- .. """150·--·~.-:·:•.
200

14

12

0

'i
£
!!!

10

~"

Q.

4
2

1.2

1.4

1.6

1.B

pressure ratio

2

OL-----~----~------~----~
0
50
100
150
200

2.2

lime [seconds]

Figure 5: Comparison of the predicted flow coefficients for Peveling's experiments {left) and
the pressure-time curve of Ishii's (right)- The legends give the clearance in J-lffl-

Behavior of the Flow

Figure 6 shows the conditions for Peveling's experiments that are predicted to choke. For the experiments by Ishii the critical pressure
ratio at which choking should occur is about ten percent lower than
for Peveling's conditions (II ::::: 1.75 versus II = 1.89). But the predictions of the flow model only give choking from n : : : 12 and only
for the highest clearance (14 J-lm). The reason is that the viscous effects, which are much larger in the much more narrow channel oflshii,
suppress the acceleration. This is confirmed by the results of figure 6
which show that chocking gets more likely as the clearance increases.
Figure 7 clearly shows this effect in the flow properties. The sonic
point moves downstream as a result of the viscosity and the shock
upstream. As a result the shock looses much of its strength.
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Figure 6: Classification of the conditions of the experiments by Peveling:
choking {•) or fully subsonic (o) flow.

The limitation of the model as explained just below (eq.5) is encountered a few times for both experiments . They
occur for pressure ratio's just above critical.
CONCLUS IONS

Effect of Viscosity on the Flow

, .6

The optimization of the wall shear stress modeling for quasi
one-dimensional steady state models for gas leakage proved
to be worth while. The newly proposed model is: =a-Reb
with a = 0.247 and b = -0.276.

r----,---.-- --,......-,.-- ---,---.,.--- --.
mai:h (lnviscid) math (viscous) ··-·p/pO (inviscid) ........
. .P/~0 {Y.i$_cp~$L-~- ·c.

1.4

e

1.2

!)

::
0.8

The predicted mass flow rates, for the experiments on which
the optimization wa~ based, is much more realistic than
with the model of Blasius. The new model also gives a
slight improvemen t for experiments which differ in fluid urn,
pressure ratio's and geometry. Although this is not fully
satisfactory, it is ground for some confidence in the model.
There is a physical limitation to the model: under some
conditions the flow is either unstable or shows multi dimensional effects. The results also show that choking and
therefore shock waves, are likely to occur in relative wide
channels.

·"··-·-··-'------·

0.6
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0.2
0.2

0.4

0.6

0.8

1.2

dim'less position

Figure 7: The effect of viscosity on supersonic
flow: the sonic point moves down stream. and the
shock upstream.

Finally the linear proportiona l relation between the mass flow rate and the pressure ratio, as suggested in the
parallel paper is supported by the new results. Only in the low pressure ratio range (II < 2) the results divert
from this relation.
Two-dimens ional computation s based on commercial CFD software are scheduled for future research. By solving
the velocity profile the semi-empiri cal relation for the friction coefficient becomes superfluous. Though these types
of computation s are too time consuming for thermodyna mic simulation of screw compressors, it might lead to
more insight and further improvemen t of one-dimensional models.
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