Abstract. The number of word forms in agglutinative languages is theoretically infinite and this variety in word forms introduces sparsity in many natural language processing tasks. Part-of-speech tagging (PoS tagging) is one of these tasks that often suffers from sparsity. In this paper, we present an unsupervised Bayesian model using Hidden Markov Models (HMMs) for joint PoS tagging and stemming for agglutinative languages. We use stemming to reduce sparsity in PoS tagging. Two tasks are jointly performed to provide a mutual benefit in both tasks. Our results show that joint POS tagging and stemming improves PoS tagging scores. We present results for Turkish and Finnish as agglutinative languages and English as a morphologically poor language.
Introduction
Part-of-speech (PoS) tagging is one of the essential tasks in many natural language processing (NLP) applications, such as machine translation, sentiment analysis, question answering etc. The task is especially crucial for the disambiguation of a word. For example, the word saw can correspond to either a noun or a verb. The meaning is ambiguous unless its syntactic category is known. Once its syntactic category is assigned a noun, it becomes clear that the word corresponds to the tool, saw.
Agglutinative languages introduce the sparsity problem in NLP tasks due to their rich morphology. Hankamer [ ] claims that the number of various word forms in an agglutinative language like Turkish is theoretically infinite. The sparsity emerges with out-of-vocabulary (OOV) problem and is often a bottleneck in PoS tagging. Therefore, PoS tagging in agglutinative languages becomes even more challenging compared to other languages with a poorer morphology.
In this paper, we tackle the sparsity problem by combining PoS tagging with stemming in the same framework by reducing the number of distinct word forms to distinct stem types. Stemming is the process of finding the stem of the word by removing its suffixes. In stemming, normally inflectional suffixes are stripped off, whereas the derivational suffixes are kept because the stem refers to a different word type (i.e. lemma). For example, the stem of bookings is booking since -s is an inflectional suffix, whereas -ing is a derivational suffix. Moreover, booking exists in dictionary as a word itself.
Many PoS tagging models ignore the morphological structure of the agglutinative languages. In this paper, we present an unsupervised model for PoS tagging that jointly finds stems and PoS tags. We propose different approaches to the same model, where all of them learn the tags and stems from a given raw text in a fully unsupervised setting. Different approaches show that using stems rather than words in learning PoS tagging improves PoS tagging performance, which also helps in learning stems cooperatively. Our model is based on a Bayesian hidden Markov Model (HMM) with a second order Markov chain for the tag transitions. We test with different emission types and the results show that emitting stems rather than words improves PoS tagging accuracy.
The paper is organized as follows: Section addresses the related work on unsupervised POS tagging and stemming, section describes our Bayesian HMM model and the different settings of the same Bayesian model applied for joint learning of PoS tags and stems, section explains the inference algorithm to learn the model, section presents the experimental results obtained from different datasets for English, Turkish and Finnish languages along with a discussion on the results, and finally section concludes the paper with the future goals.
Related Work
.
PoS Tagging
Various 
Model & Algorithm
We define a joint PoS tagger and stemmer that extends the fully Bayesian PoS tagger by Goldwater and Griffiths [ ]. By joining PoS tagging and stemming, we aim to reduce the sparsity in PoS tagging for agglutinative languages while also improving the stemming accuracy using the tag information.
Word-based Bayesian HMM Model
The word-based Bayesian HMM model (Goldwater and Griffiths [ ]) for PoS tagging is defined as follows (see Fig. ) :
where denotes the ith word in the corpus and is its tag. ( ) is the emission distribution in the form of a Multinomial distribution with parameters ( ) that are generated by ℎ ( ) with hyperparameters . Analogously, (
) is the transition distribution with parameters ( , ′ ) that are generated by ℎ ( ) with hyperpameters . The conditional distribution of under this model is:
where is the number of word types in the corpus, is the size of the tag set, is the number of words tagged with , ( −1, ) is the frequency of tag bigram < −1 , >. (.) is a function that gives if its argument is true, and otherwise . 
Stem-based Bayesian HMM Model
We extend the basic HMM model for PoS tagging introduced by Goldwater and Griffiths [ ] by replacing the word emissions with stem emissions in order to reduce the emission sparsity, thereby mitigating the size of the out-of-vocabulary words. Therefore, we obtain a joint PoS tagger and stemmer with this model. The stem-based model is defined as follows (see Fig. ) :
Here, and are the ith tag and stem, where = + , being the suffix of .
Under this model, the conditional distribution of becomes as follows:
where is the number of stem types in the corpus. When compared to the word-based model, the number of word types reduces to stem types. Therefore, sparsity also decreases.
Stem/Suffix-based Bayesian HMM Model
Words belonging to the same syntactic category take also similar suffixes. For example, words ending with ly are usually adverbs, whereas words ending with ness are usually nouns. We include suffixes in the emissions in addition to the stems (see Fig. ) : 
where is the suffix of = + which is generated by ( ( ) ) with parameters drawn from ℎ ( ) with hyperparameters . The new conditional distribution of becomes:
where is the number of suffix types in the corpus.
Inference
We use Gibbs sampling [ ] for the inference of the model. t are drawn from the posterior distribution (t|w, , ) ∝ (w|t, ) (t| ) in the word-based Bayesian HMM model, (t|s, , ) ∝ (s|t, ) (t| ) in the stem-based model, and (t|s, m, , , ) ∝ (s|t, ) (m|t, ) (t| ) in the stem/suffix-based model. In the word-based Bayesian HMM model, all tags are randomly initialized at the beginning of the inference. Then each word's tag is sampled from the model's posterior distribution given in Equation . This process is repeated until the system converges.
In the stem-based and stem/suffix-based model, all tags are randomly initialized and all words are split into two segments randomly. In each iteration of the algorithm, a tag and a stem are sampled for each word from the posterior distribution given in Equation and Equation respectively. Table and Table . Therefore, the size of the tagset is in all experiments for three languages.
We ran each model with four settings of parameters. In the first setting, we assigned = . , = . , and = .
(indicated as setting 1 in the tables); in the second setting, = .
, = , and = .
(indicated as setting 2 in the tables); in the third setting, = . , = . , and = .
(indicated as setting 3 in the tables); and in the fourth setting we assigned = .
(indicated as setting 4 in the tables). FlatCat. The results show that using suffixes does not help in stemming. Using stem emissions alone gives the best accuracy for stemming in the joint task.
Since the English stems are not covered in Penn TreeBank, we were not able to evaluate the English stemming results.
Examples to correct and incorrect stems in all languages are given in Table . The results show that our joint model can find the common endings, such as s, ed, ted, er, d, e, ing in English. However, since we do not exploit any semantic features in the model, words such as filter can be stemmed as filt+er. This is also one of the main problems in morphological segmentation models that rely only on the orthographic features. Our stemming results are promising, but it shows that it is not sufficient to reduce the sparsity based on the common segments and it requires more features. Table , Table , and Table respectively . The overall results show that using stems rather than words leads to better results in three languages. Therefore, the Bayesian S-HMM model outperforms other two models in three languages in general. Although English has got a poor morphology when compared to Turkish and Finnish, the Bayesian S-HMM model still outperforms other two models. Using suffixes also does not help in PoS tagging and its scores are generally behind the Bayesian S-HMM model. However, in some parameter settings Bayesian SM-HMM model outperforms other two Bayesian models.
The overall PoS tagging results show that our stem-based and stem/suffixbased Bayesian models outperform both Brown Clustering [ ] and word-based Bayesian HMM model [ ] for three languages according to both many-to-one measure and VI measure. 
Conclusion & Future Work
In this paper, we extend the Bayesian HMM model [ ] for joint learning of PoS tags and stems in a fully unsupervised framework. Our model reduces the sparsity by using stems and suffixes instead of words in a HMM model. The results show that using stems and suffixes rather than words outperforms a simple word-based Bayesian HMM model for especially agglutinative languages such as Turkish and Finnish. Although English has got a poor morphology, the English PoS tagging results are also better when the stems are used instead of words. Although our Turkish stemming results are far behind the other compared models, our Finnish stemming results are on par with other models.
We aim to use other features (such as semantic features) in our model to capture the semantic similarity between the stems and their derived forms, which is left as a future work.
Our model does not deal with irregular word forms. We also leave this as a future work.
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