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Abstract Stencil computations on low dimensional grids are kernels of many
scientific applications including finite difference methods used to solve partial
differential equations. On typical modern computer architectures, such sten-
cil computations are limited by the performance of the memory subsystem,
namely by the bandwidth between main memory and the cache. This work
considers the computation of star stencils, like the 5-point and 7-point sten-
cil, in the external memory model and parallel external memory model and
analyses the constant of the leading term of the non-compulsory I/Os. While
optimizing stencil computations is an active field of research, there has been
a significant gap between the lower bounds and the performance of the algo-
rithms so far. In two dimensions, this work provides matching constants for
lower and upper bounds closing a multiplicative gap of 4. In three dimensions,
the bounds match up to a factor of
√
2 improving the known results by a fac-
tor of 2
√
3
√
B, where B is the block (cache line) size of the external memory
model. For dimensions d ≥ 4, the lower bound is improved between a factor
of 4 and 6. For arbitrary dimension d, the first analysis of the constant of the
leading term of the non-compulsory I/Os is presented. For d ≥ 3 the lower
and upper bound match up to a factor of d−1
√
d! ≈ de .
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ALGORITHM 1: One Jacobi iteration for the 2-dimensional 1-star stencil on the input
array A and the output array B. Truncation of the stencil at the boundary is disregarded.
for i← 1 to k1 do
for j ← 1 to k2 do
B(i, j) = −4 ·A(i, j) + (A(i− 1, j) +A(i+ 1, j) +A(i, j − 1) +A(i, j + 1))
Keywords stencil computations · complexity · (parallel) external memory
model · lower and upper bounds · hierarchical memories · scientific computing
1 Introduction
Stencil computations are the most performance critical component for many
tasks in scientific computing. In particular, they appear when Partial Differ-
ential Equations (PDEs) are solved. In order to solve a PDE with numeri-
cal methods, the space needs to be discretized and a standard discretization
method for low dimensional Euclidean spaces are regular grids. The differential
operator can then be turned into a linear function of a grid point and its neigh-
bors by a finite difference method. Such a linear function is also called stencil
and results in a very regular sparse system of linear equations. To make use
of the sparsity, such systems are typically solved with iterative solvers like the
Jacobi or Gauss-Seidel method. The kernel of these methods is the evaluation
of the underlying stencil.
To clarify how stencils are used to solve PDEs we give a simple example.
Consider the one-dimensional heat equation which describes the variation of
temperature on a pole over time. For a function u(t, x) describing the tem-
perature of the pole at time t and position x, this problem can formally be
written as the PDE ∂u∂t =
∂2u
∂x2 . We approximate the pole by a one-dimensional
grid where each grid point stores the temperature of the pole at the respective
point. Using an explicit finite difference method, the temperature of the grid
points at time t+1 can be computed given the temperature at time t . The PDE
is approximated by u(t+1, x)−u(t,x)∆t =
u(t, x−1)−2u(t, x)+u(t, x+1)
(∆x)2 . Abbreviating
c := ∆t(∆x)2 , this solves to u(t+1, x) = c·u(t, x−1)+(1−2c)·u(t, x)+c·u(t, x+1)
which in turn gives rise to the one-dimensional 1-star stencil. Hereby the sten-
cil states which neighboring vertices of a grid point are necessary to update
the grid point. The task is to recompute the values at the vertices of the
grid according to the stencil. Another well known example is the linear ap-
proximation of the Laplacian on a regular two dimensional grid as given by
∆u(x, y) =˙ 1h2
[
u((x−h), y)+u((x+h), y)+u(x, y−h)+u(x, y+h)−4u(x, y)].
This defines the so called 5-point or 1-star stencil depicted in Fig. 1. This sten-
cil can then be used in an Jacobi iteration to compute one time step for the
2-dimensional heat equation as exemplified in Alg. 1.
Stencil computations are typically memory bound as they perform rela-
tively few floating point operations on the data. The theoretically available
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Fig. 1 The computation graph implied by the 1-star stencil in 1D (left) and 2D (right).
peak floating point performance cannot be achieved because the memory sys-
tem is the bottleneck limiting the speed. Hence, optimizing the memory ac-
cess has become the main focus when designing high performance stencil-code.
We employ the external memory model [2] and the parallel external memory
model [4] to count the number of memory accesses.
For stencil computations, the classical asymptotic analysis is too coarse
to give interesting insights as the majority of the I/O operations is already
needed for reading the input and writing the output. In fact, many simple
algorithms for the 5-point stencil are within a factor of 5 of this lower bound.
I/O operations related to the initial read of the input and the final write of
the output are called compulsory I/Os or cold cache misses. All other I/Os are
called non-compulsory I/Os or capacity misses (because they are unnecessary
for sufficiently large main memory M).
This work examines the constant of the leading term of the non-compulsory
I/Os caused by one update of the grid according to the s-star stencil in the
external memory model and the parallel external memory model. Any na¨ıve
algorithm evaluating a stencil achieves the correct asymptotics for the total
number of I/Os. Analyzing the constant of the total number of I/Os allows to
distinguish na¨ıve algorithms and whether they exploit locality at all. But to
quantify how well locality is exploited, we need to drill down to the leading
term of non-compulsory I/Os. The asymptotics of the leading term of the non-
compulsory I/Os determines whether an algorithm exploits the data layout
it works on (as the presented memory efficient band algorithms) or is not
able to do so (as standard blocked algorithms working on a row- or column-
major data layout). Examining the constant of the leading term of the non-
compulsory I/Os allows to determine the efficiency of different data layouts
and the corresponding algorithms.
In two dimensions, matching lower and upper bounds are given closing a
multiplicative gap of 4. In three dimensions the provided bounds match up
to a factor of
√
2 improving the known results by a factor of 2
√
3
√
B. For
dimensions d ≥ 3, the lower bound is improved between a factor of 4 and
6. For arbitrary dimension d, the first analysis of the constant of the leading
term of the non-compulsory I/Os is presented. For d ≥ 3 the lower and upper
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bound match up to a factor of d−1
√
d!. For high dimensions d, this can be
approximated as d−1
√
d! ≈ de .
The lower bound combines a round argument with an isoperimetric inequal-
ity to bound the progress that can be achieved in each round. The isoperimetric
results needs to be deduced and adapted carefully, using a pathwidth argument
amongst others, such that no constant factors are lost in the analysis.
To analyze the upper bounds in a uniform manner, the framework of (mem-
ory efficient) band algorithms is introduced. In summary, a d− 1 dimensional
sweep shape is swept through the grid creating work bands which are evalu-
ated one after another. To be able to evaluate the whole grid these work bands
need to overlap. This overlap gives rise to the data layout which is employed
to optimize the constant of the leading term of the non-compulsory I/Os. In
particular, the data layout is organized by so called k-intersections which store
vertices that are used in succession in contiguous memory.
Stencil computations can be thought of as a sparse-matrix vector multipli-
cation where the large, sparse matrix is defined by the stencil. The structure of
the sparse matrix determined by the stencil can be exploited to find memory
efficient algorithms performing this multiplication. Hereby, it is crucial to find
permutations of the matrix that create dense blocks as dense blocks can be
applied efficiently. The algorithms and data layouts presented in this paper
provide such reorderings.
The implications of the theoretical results of this paper for actual stencil
computations are limited due to three main reasons: First, the compulsory
misses dominate the non-compulsory misses by a factor of Θ
(
d−1√M
)
, i.e.
for every non-compulsory cache miss there are Θ
(
d−1√M
)
compulsory misses.
Hence, the presented optimizations may result in only marginal performance
improvements unless the cache is very small, e.g. a register.
Second, the implications of the results are limited as we examine one single
update of the grid according to the stencil. Optimizing multiple stencil passes
at once is common in practice and can be modeled by introducing a tempo-
ral dimension. When a temporal dimension is included the compulsory I/Os
no longer dominate the non-compulsory ones as the number of computations
is the product of the spatial and temporal dimensions whereas the number of
compulsory I/Os solely depends on the spatial dimensions. Hence, for multiple
stencil passes, increasing temporal (and spatial) locality can speedup the code
significantly. We do not analyze a time step setup in this paper as it intro-
duces a directed dimension and hence changes the structure of the computation
graph, the stencil defining the neighborhood of a set and hence the isoperimet-
ric sets and inequalities. To transfer the lower bounds to a time step setting
an isoperimetric inequality for the directed, multi-layer time step computation
graph needs to be derived. With this new inequality, the rest of the argument
can be applied as before. The best upper bounds in two (Diagonal Band Al-
gorithm) and three dimensions (Hexagonal Band Algorithm) should easily be
transferable to a time step setting as their structure is compatible with the
setting of one temporal and one respectively two spatial dimensions because of
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the alternating sweep sequence. Parallelizing the algorithms is, however, more
difficult when there is a temporal dimension. All in all, the techniques for the
lower as well as the upper bounds derived in this paper are also applicable in
a time step setup.
Third, the implications of the results are limited as we focus on the the-
oretical I/O behavior of stencil computations. We limit the analysis to two
levels of the memory hierarchy and assume, as usual for the external memory
model, a fully associative cache. When implementing stencil computations,
one may need to be careful about theoretic I/O behavior, which this work
studies, and optimizations that improve runtime on current computer archi-
tectures. Some of the data layouts presented in this work, in particular the
3-dimensional hexagonal band layout, are complex and may not be suitable
for implementation as they could require sophisticated padding schemes or
might interfere with prefetching, etc. In general, they could increase runtime
although the number of cache misses is reduced. Implementing the presented
algorithm is out of the scope of this work and we limit ourselves to improving
the theoretic I/O behavior of stencil computations. However, diagonal hyper-
space cuts, similar to the ones proven optimal in this work, are often employed
in empirical work to select suitable substructures for computation.
The paper proceeds by defining the theoretical model and problem pre-
cisely, presents the results and discusses related work. In §2 the lower bounds
are derived. The lower bound section first proofs an isoperimetric result and
analyzes the isoperimetric sets. After mentioning the relevant concepts of path-
width these findings are assembled to the lower bound. The algorithmic frame-
work for the upper bounds as well as the notation required for the upper
bounds is given in §3. Then, the upper bounds which are inspired by the lower
bounds are described in §4. The paper concludes in §5 with a discussion of al-
ternative theoretical models and a summary of the results and problems that
remain open.
1.1 Problem Definition
1.1.1 Computational Model
The computational model we consider is the external memory (EM) model or
I/O model of Aggarwall and Vitter [2]. This model is the generalization of
Hong and Kung’s red-blue pebble game [29] to arbitrary block size B. There
are two levels of memory, an external memory of infinite size on which all data
is stored initially, and an internal memory of size M to which the data has
to be loaded to perform computations. The external memory is organized in
blocks of size B. An I/O operation is the transfer of one block of data of size B
from external to internal memory (read) or from internal to external memory
(write).
We classify the I/Os into compulsory I/Os (cold misses), which account for
the first access to a block and writing the final output, and non-compulsory
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I/Os (capacity misses). Non-compulsory I/Os are due to the limited size of
the internal memory. In the I/O model the cache is always assumed to be fully
associative and hence conflict misses do not occur.
In the I/O model, the internal memory is managed explicitly. This has three
major implications. First, the cache replacement strategy can be specified by
the user is hence assumed to be optimal. Second, it is up to the user how
data is evicted from internal memory. The data can either be stored back to
external memory or deleted within internal memory without causing an I/O
operation. Third, data can be written directly to blocks in external memory,
without loading these blocks to internal memory first.
We further assume that all I/Os are simple, i.e. data elements are moved
instead of copied between internal and external memory. While this facilitates
the derivation of our bounds, this assumption is not crucial and matching
bounds assuming simple I/Os translate to matching bounds using non-simple
I/Os as we discuss in §5.1.
1.1.2 Task
The task we consider is t perform one update of all values of a grid according
to the s-star stencil. For the basic notation let [k] abbreviate {0, . . . , k − 1},
let [k1] × . . . × [kd] denote the d-dimensional grid and Zk1 × . . . × Zkd the
d-dimensional torus of side lengths ki. Denote by || · ||1 the `1-norm which is
defined as usual for the grid. For an element v ∈ Zk1× . . . ×Zkd of the torus
it is given by ||v||1 =
∑d
i=1 min{ (−vi mod ki), (vi mod ki)} (assuming (vi
mod ki) ∈ {0, . . . , ki − 1}). Denote by V the vertices of the grid.
We consider out-of-place computations, hence there is an input layer Vin :=
V × {in } and an output layer Vout := V × {out } of the grid. Initially, each
vertex of the input layers stores a value while the output layer is empty. At
the end of the computation, the values updated according to the stencil have
to be stored in the output layer Vout. The function which maps the values of
Vin to Vout is described by a stencil. The task is to evaluate the stencil for all
points of the output layer, i.e. to compute all values of the output grid and to
write these results to external memory.
We consider so called s-star stencils. Denote by vin ∈ Vin and vout ∈ Vout
corresponding vertices of the input and output layer, i.e. the first d coordinates
of these vertices of the d-dimensional grid or torus are identical. The s-star
stencil Ss for a vertex vout ∈ Vout is defined as all vertices within distance
s from vin, Ss(vout) := {w ∈ Vin : ||w − vin||1 ≤ s}. This also implies that
the stencils are cut off at the boundary of the grid as shown in Fig. 1. For
the asymptotic notation we assume throughout the paper that s is a small
constant.
The computation graph (Vin ∪˙Vout, E) for the s-star stencil is obtained by
connecting the input layer to the output layer by adding edges (w, vout) for all
vertices w ∈ Ss(vout) and repeating this process for all vertices in vout ∈ Vout,
E := {(w, vout) ∈ Vin × Vout : ||w − vin||1 ≤ s}.
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The 1-star stencils are the most common stencils. Since upper (lower) com-
plexity bounds for the s-star stencil induce upper (lower) bounds for all sten-
cils which are subsets (supersets) of the s-star stencil meaningful choices also
include s = 2 and s = 3.
Working out-of-place on an input and output layer of the grid is not es-
sential for neither the lower nor the upper bounds but simplifies their anal-
ysis. When we later argue about the stencil computations, the distinction
between input and output layer is less strict. We say to evaluate a vertex v of
the grid (torus) V when we compute the stencil for vout and have the input
Ss(vout) ⊂ Vin in internal memory. §5.1 discusses the implications when we
want to work in-place.
We consider computing the value for one grid point vout ∈ Vout as an
atomic operation. This means that all input required to compute f(vout),
namely Ss(vout), needs to reside in internal memory to do the calculation and
partial computations are not allowed. Refer to §5.1 for a discussion of this
assumption.
1.2 Results
This work examines the leading term of the non-compulsory I/Os of the s-star
stencil. In two dimensions, matching lower and upper bounds are given closing
a multiplicative gap of 4. In three dimensions the provided bounds match up
to a factor of
√
2 improving the known results by a factor of 2
√
3
√
B. For
dimensions d bigger than three, the lower bounds are improved between a
factor of 4 and 6. For arbitrary dimension d, the first analysis of the constant
of the leading term of the non-compulsory I/Os is presented. For d ≥ 3 the
lower and upper bound match up to a factor of d−1
√
d!. For high dimensions d,
this can be approximated as d−1
√
d! ≈ de .
We use the following assumptions for the asymptotic analysis. The dimen-
sion d is assumed to be fixed. Given d, we assume that there is an abstract
parameter n governing the size of our problem. In particular, n is the pa-
rameter which goes to infinity in the O-notation. All other parameters of the
problem, the grid sizes ki (1 ≤ i ≤ d), the size of the internal memory M
and the block size B are going to depend on n. Hence, when we write ki we
actually mean ki(n). The same holds for M and B and we assume that ki(n),
M(n) and B(n) are all positive, non-decreasing functions. The grid sizes ki(n)
are assumed to ordered by size, i.e. k1(n) ≥ k2(n) ≥ · · · ≥ kd(n). Further, we
assume kd(n)M(n)
n→∞−→ ∞ and a weak tall cache assumption, namely M(n)B(n)
n→∞−→ ∞.
In other words, M(n) = o (kd(n)) and B(n) = o (M(n)). We regard everything
that grows slower than the leading term of the non-compulsory I/Os as lower
order terms. Terms that solely depend on d or s are regarded constant.
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Denote by Cs(k1, . . . , kd) the number of simple I/Os to evaluate the s-point
stencil on [k1]× . . . × [kd]. Then the following holds in the serial case:
Cs(k1, k2) =
2 + 4s2
M
·

1 + O
(
B
M +
M
k1
)
1− O
(
1
M +
M
k2
)

 · k1k2
B
Cs(k1, k2, k3) =
2 + 8√3 · s3/2√M ·

√
2 +O
(√
B
M
)
1 −O
(
1√
M
+
√
M
k3
)

 · k1k2k3
B
Cs(k1, . . . , kd) =
=
2 + 4s · d−1√2s · (d− 1)d−1√M ·

1 +O
(
d−1
√
B
M
)
1
d−1√
d!
−O
(
1
d−1√
M
+
d−1√
M
kd
)

 · ∏di=1 ki
B
.
The bounds consist of three parts. The first part is the constant 2 accounting
for the compulsory I/Os. The second part is the leading term of the non-
compulsory I/Os on which this work focuses. The third part characterizes
lower order terms that we do not explore further. The best 3-dimensional
upper bound is only proven for s ∈ {1, 2, 3} but should generalize to arbitrary
s ∈ N.
Parallelization of both, the lower and upper bounds, to the CREW (con-
current read, exclusive write) parallel external memory model (PEM) [4] is
simple when we work not-in-place and the number P of processors is of order
O
(
1
M
∏d−1
i=1 ki
)
. Then, the complexities are reduced by a factor of P . The
lower bound of this paper is derived for B = 1 and works in the parallel
setting just as well: as we assume that stencil evaluations are atomic there
are no intermediate results. Hence, we can simulate any parallel algorithm
using P processors on a single processor increasing the total number of I/Os
by at most a factor of P .1 This simulation implies that the lower bound in
the parallel setting is by at most a factor of P weaker then the serial lower
bound. For the simulation, simply execute all computations of processor p1
first, followed by all computations of processor p2 and so forth until we finish
with processor pP . This serialization requires one modification which does not
change the total number of I/Os. As we assume simple I/Os, a processor may
need to store a vertex back to external memory such that a processor which is
simulated later can access this vertex. Consider any particular vertex x of the
grid and say it is read k times in the serialized algorithm. The vertex needs
to be transfered back to external memory the first k − 1 times it is evicted
from internal memory. Hence, this vertex causes 1 compulsory read and k− 1
non-compulsory reads and k − 1 non-compulsory writes. The same holds for
the number of I/Os this vertex causes in the parallel version of the algorithm.
1 Unlike with classical computational complexity (i.e. on PRAM), taking advantage of
the combined internal memory of the PEM model of size P ·M enables speedups above P
for certain tasks.
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Just the processor that have to perform the non-compulsory writes change. As
in the serial setting, the parallel lower bound can be generalized to arbitrary B
by the simple observation that one I/O operation affects at most B elements.
Regarding the algorithms: as we are working not-in-place, i.e. on an input
and an output copy of the grid, all evaluations of stencils are independent
from each other and can hence be done in parallel. Therefore, we use the
proposed serial algorithms and merely split the computation into P contiguous
parts. For instance, the work band list W can be split in parts that contain
an equal number of work bands and each processor evaluates the evaluation
bands corresponding to its part of the work band list. The only additional
non-compulsory I/Os are used to initially fill the local memory. Assuming
P = O
(
1
M
∏d−1
i=1 ki
)
, this is a lower order term, namely the one that we
analyze as the difference between the torus and the grid.
1.3 Related Work
The external memory (EM) or I/O model for B = 1, focusing on temporal
locality, was introduced by Hong and Kung as ”red-blue pebble game” [29].
Aggarwal and Vitter generalized Hong and Kungs model to arbitrary B taking
spatial locality into account [2]. There are also various approaches to extend
the external memory model to several layers of the memory hierarchy [1,3,48].
Arge et al. generalized the EM model to the parallel external memory model
(PEM model) [4]. The prior models have in common that they are cache-aware:
the cache size M as well as the block size B are known to the algorithm and
can be exploited to select subproblems that are small enough to be handled
efficiently. In contrast, Frigo et. al. introduced the cache-oblivious model [43,
21] in which the parameters M and B are not known to the algorithm. The
idea is to design algorithms that work efficiently for any M and B and hence
efficiently across different machines.
The pathwidth of graphs was studied intensely in the series of papers on
graph minors by Robertson and Seymour [46]. Pathwidth can also be modeled
by a robber-cop game [49]. For more details about pathwidth and treewidth
refer to Bodlaender’s survey [13]. Pathwidth is of interest to us (see § 2.4) as
evaluating star-stencils on a graph has to cause non-compulsory I/Os if the
pathwidth is at least M (see Lem. 6). This allows to split the algorithm into
rounds by the number of non-compulsory I/Os and apply an isoperimetric
result to each of these rounds.
The idea of splitting an algorithm into rounds and applying a sort of isoperi-
metric results goes back to Hong and Kung [29]. Hong and Kung use dominator
sets to determine how much input has to be loaded to compute a certain round.
With that approach they derive the first I/O bounds for products of graphs.
In particular, they proof a lower bound of Θ
(
1
n−1√
M
·∏ni=1 ki) I/Os for the
graph that is the product of paths. This graph, however, differs significantly
from the setup we examine as the product of paths has only one single input
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and one single output vertex and hence the compulsory I/Os are negligible.
Using similar techniques Hong and Kung also derive bounds for problems like
the Fast-Fourier-Transform (FFT) and matrix-matrix multiplication.
Hong and Kungs lower bound for matrix-matrix multiplication is extended
to a distributed memory setup by Irony et al. [31]. With this work as starting
point, a series of papers studies the relation between communication costs of
algorithms and expansion properties of the underlying computation graphs for
various problems from numerical linear algebra. Problems include Strassen’s
matrix-matrix multiplication [9,8,6], sparse random matrix-matrix multiplica-
tion [5], triangular substitution, Gaussian elimination, Krylov subspace meth-
ods, LU factorizaion [50], Cholesky factorization, LDLT-factorization, QR-
factorizaion, the Gram-Schmidt algorithm, eigenvalue and singular value algo-
rithms [7] and in general programs that reference arrays [15]. For further refer-
ences, refer to these papers and the references therein. This research includes
lower bounds and also examines trade-offs between local computation and the
required communication. The studies focus on the asymptotic complexity of
the problem and are often limited to B = 1. The expansion properties of the
computation graph are closely related to the dominator set of Hong and Kung
and the isoperimetric inequality of Bolloba´s and Leader [14] we use to derive
our bounds for stencil computations. By carefully adapting the isoperimetric
inequality we are able to analyze star-stencil computations past the leading
term of the compulsory I/Os and prove a lower bound for the constant of the
leading term of the non-compulsory I/Os
As stencil computations can be regarded as multiplying a sparse-matrix
with a vector, the complexity of this problem is of particular interest. The com-
plexities of sparse-matrix vector multiplication have been derived for sparse
random matrices of varying densities in the serial [11] and also the parallel
setting [25]. Further, the complexity of multiplying the same sparse, random
matrix with several vectors at once has been analyzed [26]. As one stencil
gives rise to one particular sparse matrix, we can exploit the structure of our
problem and hence perform better than these bounds which state the worst
case complexities over all sparse random matrices of a certain density.
The particular I/O complexity of the 1-star stencil has already been studied
independently by Frumkin and Wijngaart [24] and Leopold [39,38,40] for ar-
bitrary B. Both lines of work examine the leading term of the non-compulsory
I/Os but do not analyze it with the precision presented in this paper. The
different results for the leading term of the non-compulsory I/Os are given in
Table 1 and have to be multiplied by the number of vertices
∏n
i=1 ki. Frumkin
and Wijngaart consider arbitrary dimensions but focus on the asymptotic be-
havior of the non-compulsory I/Os. The lower bound uses an isoperimetric
argument similar to the one presented in this article but does not exploit its
full strength. We improve these results by a factor between 4 and 6. The upper
bound focuses on the asymptotic behavior and is an existence results. Leopold
focuses on the two and three dimensional cases. Her lower bounds exploit a
weak isoperimetric result [39,40] which we improve by a factor of 2 and 4√3 for
two respective three dimensions. The upper bounds discuss row and column
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Table 1 Comparison of the bounds for the leading term of the non-compulsory I/Os for
the 1-star stencil (s = 1). All to be multiplied with the number of grid points
∏d
i=1 ki. The
best presented result as well as the previously known best result, upon which we improve,
are bold.
Lower Bounds Presented Result Frumkin and Wijngaart Leopold Improvement
Lower Bound 2D 4
BM
8
9
1
BM
2
BM
2
Lower Bound 3D 8√
3
1
B
√
M
2√
3
1
B
√
M
2
B
√
M
4√
3
Low. Bnd. Arb. D 4·
d−1√2·(d−1)
d−1√
d!
1
B
d−1√
M
2· d−1√2·d
3· d−1
√
3·(d−1)!
1
B
d−1√
M
n.a. 6·
d−1√3·(d−1)
d· d−1√d
Upper Bounds Presented Result Frumkin and Wijngaart Leopold Improvement
Upper Bound 2D 4
BM
O
(
1
M
) 8
BM
2
Upper Bound 3D 8
√
2√
3
1
B
√
M
O
(
1√
M
)
4
√
6√
B
√
M
3
2
√
B
Upp. Bnd. Arb. D 4·
d−1√2·(d−1)
B
d−1√
M
O
(
1
d−1√
M
)
n.a. O (B)
layouts. By using a data layout suited for our algorithms we decrease the upper
bounds by 12 and
2
3
√
B
for two and three dimensions. Leopold also discusses
two spatial and one temporal dimension [38], which is out of the scope of this
paper (also see §5.1). Further, the conference version of this work establish the
lower bounds [30]. This work exceeds the previous versions by developing the
framework of memory efficient band algorithms (§3) to describe and analyze
the upper bounds in a uniform manner.
The research on optimizing stencil computations, mostly in two and three
dimensions, on modern computer architectures is vast and ongoing. As stencil
computations are not compute intensive, this research focuses on improving
the I/O behavior of the algorithms. All known algorithms work on either the
standard row- and column-major layout and do not adapt the data layout
to the structure of the stencil as done in this paper. Typically, the number
of cache misses is reduced by tiling. Tiling is typically done in either the
spatial dimensions alone, increasing spatial locality, or in the spatial and time
dimensions, increasing spatial as well as temporal locality.
It was observed that spatial tiling alone has less and less effects due to a
refined memory hierarchy and may actually interfere with prefetching tech-
niques [34,18]. Further, standard spatial blocking in 3 dimensions is difficult
as the blocks would need to be very small to fit in memory [45]. Hence, Rivera
and Tseng suggest to block only the 2 least significant dimensions reducing
the dimensionality of the blocks by 1. This approach is very similar to the
one presented in this paper moving d − 1 dimensional sweep shapes through
the grid. The presented results also suggest that spatial blocking alone can
decrease runtime by just a small fraction as the spatial blocking addresses
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the leading term of the non-compulsory I/Os but not the dominating term of
compulsory I/Os.
Optimizing stencil computations with a time step changes the game. In a
time step setup the compulsory I/Os no longer dominate and hence increasing
temporal (and spatial) locality can speedup the code significantly. Keep in
mind, however, that merging time steps is not applicable in many application
domains [34] and if computations should be performed between time steps [33,
18]. Hence, improving spatial locality alone is the more general task and always
applicable.
Time skewing reorders the computations to enable parallelism and to re-
duce synchronization points. The first time skewing approaches include work
from Wolfe [56], Song and Li [51] and Wonnacott [57]. More recently, wavefront
approaches have been implemented for multicore chips with shared cache [55,
53] In these approaches the different processor of the multicore chip update
successive temporal wavefronts of the spatial block improving temporal local-
ity. Also, special hyperplane cuts to enable concurrent startup of the tiles have
been derived [10].
Cache oblivious algorithms for stencil computations using trapezoidal space-
time cuts have been derived and analyzed for B = 1 [22] as well as implemented
[23,58]. The complexity of the cache oblivious algorithm proposed by Frigo and
and Strumpen matches the lower bound of Hong and Kung [29] asymptoti-
cally. Also, cache oblivious algorithms based on space filling curves and stacks
have been derived and implemented [42,27]. As space filling curves can model
hierarchical data structures with no memory overhead, they are also very suit-
able for multigrid methods which are among the most efficients PDE solvers.
Comparing cache aware and cache oblivious approaches it was observed that
cache aware algorithms typically outperform their cache oblivious counterparts
for stencil computations [33,18]. Further, it was observed that cache oblivious
approaches may increase runtime although they decrease memory traffic.
The literature also includes work on compiler optimization [52,28] and
auto-tuning. General autotuning of sparse-matrices is provided by the ”opti-
mized sparse kernel interface” (OSKI) [54]. For stencil computations, auto-
matic time skewing schemes [41], tiling strategies for parallel startup and ex-
ecution [36], parallelization strategies [32] exist. Stencil autotuners also exist
for GPUs [16]. Datta’s autotuner applies a wide range of optimizations includ-
ing problem decomposition techniques, data allocation schemes, bandwidth
optimizations and in-core optimizations [17,19]. The autotuners are comple-
mented by predictive models [44,47] which can guide the optimizations. The
autotuners can build upon the polyhedron model2 which provides an abstract
framework to represent loop programs as computation graphs. Applying tech-
niques from linear programming allows to reorder this computation graph to
enhance parallel execution, minimize the number of synchronization points
and optimize performance. Refer to [20] for a recap of the model which was
stimulated from the architecture [35] as well as the software [37] community.
2 The polyhdedron model is also called polyhedral model or polytope model.
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Bisseling’s survey [12] describes tiling techniques very similar to the ones
presented in this paper. In 2 dimensions, he argues that tiling the space with
diamonds (`1 balls) has a better surface to volume ratio than tiling the space
with squares. In 3 dimensions, he proposes to tile the space with a truncated
octahedron to improve the surface to volume ratio over that of cubes. We
prove that the diamond tiling is in fact optimal in 2 dimensions and provide
a lower bound (and algorithm) for the 3 dimensional case.
All mentioned stencil algorithms of the literature work on the standard
row or column major data layouts. In this paper we present algorithms that
work on non-standard layouts to reduce the memory traffic. While reordering
the data to a specific layout may not be worthwhile for a single stencil sweep,
reordering should pay off when the stencil is applied repeatedly. In particular,
we show that non-standard data layouts are crucial to optimize memory traffic.
2 The Lower Bounds
The lower bound is derived by splitting an arbitrary algorithm into rounds of
a certain number of non-compulsory I/Os and applying an isoperimetric result
combined with a pathwidth argument to each round. The lower bound is first
deduced assuming that an I/O operation accesses one element (B = 1) and is
then generalized for arbitrary B. This section first introduces some notation,
mainly from [14], to then state the required isoperimetric result. Thereafter the
isoperimetric sets are examined and results concerning pathwidth summarized.
These findings are then merged to derive the lower bound.
2.1 Notation: Fractional Sets, Boundary and Core
The notation necessary to prove and apply the isoperimetric result includes
fractional systems, the notion of weight, boundary and interior of these systems
and fractional balls as special systems. A fractional system or simply system
f is a function from Zdk or Zd to the unit interval [0, 1]. For f : Zd → [0, 1]
the function can take non-zero values only for a finite number of grid points.
The weight w of a system f is w(f) =
∑
x∈Zd
k
f(x) or w(f) =
∑
x∈Zd f(x)
according to the domain of f . A fractional system f on Zdk or Zd is therefore
a generalization of a subset S of Zdk or Zd respectively. If a fractional systems
f takes just the values 0 and 1, then f is naturally identified with the set
S = f−1(1) and the weight w(f) is the cardinality of S. The closure ∂f of a
system f is given by
∂f(x) =
{
1, f(x) > 0
max||x−y||1=1{f(y)}, f(x) = 0
.
Similar to the closure we define the inner core ∆f of f by
∆f(x) =
{
0, f(x) < 1
min||x−y||1=1{f(y)}, f(x) = 1
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and the inner-s-core by applying the operator repeatedly, ∆sf = ∆ . . .∆︸ ︷︷ ︸
s times
f .
This is now used to define the inner-s-boundary by Γsf(x) = f(x)−∆sf(x) .
The fractional `1–ball b(r, α)y of radius r ∈ N0, 0 ≤ r ≤ k2 , surplus α ∈ (0, 1)
and center y ∈ Zdk is defined as
b(r, α)y (x) :=

1, ||x− y||1 ≤ r
α, ||x− y||1 = r + 1
0, ||x− y||1 > r + 1
.
For 0 ≤ v ≤ kd we also use the notation bvy which describes the unique ball
of weight v and center y. For the isoperimetric inequalities the centers of the
balls are irrelevant and hence we omit the subscript y when it is not needed.
2.2 The Isoperimetric Result
The goal of this section is to prove the isoperimetric result given in Theorem 2.
An isoperimetric inequality states how many vertices can be enclosed by a
fixed number of boundary vertices. The optimal sets in this sense are called
isoperimetric sets and, as proven by Bolloba´s and Leader [14], the isoperimetric
sets in Zdk are (fractional) `1–balls.3 Precisely, Bolloba´s and Leader have proven
that `1 balls have the smallest closure of all systems of the same weight.
Theorem 1 (An isoperimetric inequality on the discrete torus).
Let k ≥ 2 and even, let f be a fractional system on Zdk. Then w(∂f) ≥
w
(
∂bw(f)
)
.
Proof. The result has been proven by Bolloba´s and Leader [14] as Theorem
4.
We need a version of this result which allows us to bound the number of
interior vertices given the number of inner-boundary vertices. This differs in
two aspects from the above theorem: First, we want to look at the boundary
as part of the set, the inner-boundary, and not add it in addition like in
the closure. Second, we need to have a result for systems of all weights but
bounded inner-boundary. This will make it necessary to translate Theorem
1 to the infinite grid Zd where the boundary of the balls is growing strictly
monotonic. The desired result reads:
Theorem 2 (The boundary bounds the core on Zd).
Let s ∈ N and f be a fractional system on Zd. For v ∈ R+0 the following holds:
( w(Γ2sf) ≤ w(Γ2sbv) )⇒ ( w(∆sf) ≤ w(∆sbv) ) . (1)
We first prove two lemmata.
3 It is known that the isoperimetric sets in the continuous domains Rd are `2 balls.
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Lemma 3. For a fractional system f on Zd the following inequality holds:
(∂(∆f))(x) ≤ f(x) .
Proof. The claim is proven by examining the three different cases carefully. If
f(x) = 0 it follows that ∂(∆f)(x) = 0 as well since all neighbors of x are set
to 0 by the ∆-operator. When 0 < f(x) < 1, ∆f(x) = 0 and for all y such
that ||x − y|| = 1 we have ∆f(y) ≤ f(x) and hence ∂(∆f)(x) ≤ f(x). When
f(x) = 1 the claim holds trivially.
The second lemma states that balls have the largest inner-core of all systems
of the same weight.
Lemma 4 (A version of the isoperimetric inequality).
For even k, s ∈ N and all fractional systems f on Zd it holds that
w(Γsf) ≥ w
(
Γsb
w(f)
)
which is by definition equivalent to
w(∆sf) ≤ w
(
∆sb
w(f)
)
. (2)
Proof. The claim is proven by induction over s. First, consider the case s = 1.
If w(f) ≤ 1 then w(Γf) = w(f) and w(∆f) = 0 such that the claim holds.
Assume there exists some fractional system f with w(f) > 1 such that
w(Γf) < w
(
Γbw(f)
)
and hence w(∆f) > w
(
∆bw(f)
)
.
By the latter and the strict monotonicity of w
(
∂b(·)
)
we get
w
(
∂bw(∆f)
)
> w
(
∂bw(∆b
w(f))
)
.
To simplify the right hand side we use that the inner core of a ball is itself a
ball and hence we can discard building the ball of it.
w
(
∂bw(∆b
w(f))
)
= w
(
∂∆bw(f)
)
.
For a ball with w(f) > 1 the closure of the inner core is pointwise equal to the
ball itself. Furthermore we employ Lemma 3.
w
(
∂∆bw(f)
)
= w(bw(f)) = w(f) ≥ w(∂∆f) .
Reading this sequence of inequalities altogether yields
w
(
∂bw(∆f)
)
> w(∂∆f) .
Since f takes just a finite number of non-zero values, we can find k such that
all non-zero values of f are in the grid {−k, . . . , k}n and we can embed f
in the torus Zn2k+3 such that no points of f touch were the grid is closed to
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a torus. Therefore we can transfer the counterexample to the torus where it
contradicts Theorem 1 for ∆(f) as fractional system and proves the claim for
s = 1.
Let us now prove the claim for s assuming it holds for s − 1. Using the
induction assumption for ∆f we arrive at
w(∆sf) = w(∆s−1∆f) ≤ w
(
∆s−1bw(∆f)
)
.
Noting that b·, ∆b· and ∆s−1b· are pointwise monotonically increasing yields
that w(∆s−1b·) is monotonically increasing. Hence we can apply the result
proven for s = 1 to yield
w
(
∆s−1bw(∆f)
)
≤ w
(
∆s−1bw(∆b
w(f))
)
.
But the inner core of a ball is a ball itself, so we can discard building the ball
of it and this simplifies to the required result
w
(
∆s−1bw(∆b
w(f))
)
= w
(
∆s−1∆bw(f)
)
= w
(
∆sb
w(f)
)
.
Since the weight of the inner-s-core of a ball is monotonically increasing
with the weight of the ball, this result can be used to deduce the implication
(w(f) ≤ v)⇒ ( w(∆sf) ≤ w(∆sbv) ) .
Nevertheless, we run into problems when bounding the weight of a ball given
that its inner-boundary is bounded. The inner-boundary of balls is only mono-
tonically increasing until v ≈ kn2 and thereafter monotonically decreasing. To
overcome this problem, Theorem 2 transfers the results to the infinite grid,
where the inner-s-boundary of balls is monotonically increasing with respect
to the weight of the ball.
Proof of Theorem 2. The proof is split into two parts. ( w(Γ2sf) ≤ w(Γ2sbv) )⇒
( w(f) ≤ v ) is first proven by contraposition. Hence, we first prove
( w(Γ2sf) > w(Γ2sbv) )⇐ ( w(f) > v ) .
From Lemma 4, namely w(Γsf) ≥ w(Γsbw(f)), and the observation that the
weight w(Γsbv) is strictly monotonically increasing with respect to v on Zn
follows
w(Γsf) ≥ w(Γsbw(f)) > w(Γsbv)
Since s was arbitrary it also follows that w(Γ2sf) > w(Γ2sbv) which establishes
the first part.
Employing Lemma 4 again and noting that w(∆sbv) is monotonically in-
creasing with respect to v yields (w(f) ≤ v)⇒ ( w(∆sf) ≤ w(∆sbv) ) and the
proof is complete.
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2.3 The Size of the `1–Ball and its Boundary
This section derives the asymptotic expansion for the number of vertices of a
ball and its inner-boundary in Zd with respect to the radius r,
w
(
b(r,0)
)
= 2
d
d! · r
d +O (rd−1) (3)
and
w
(
Γ1b
(r,0)
)
= 2
d
(d− 1)! · r
d−1 +O (rd−2) . (4)
The dimensions d is assumed to be constant. As long as the sides of the torus
or grid are big enough, k ≥ 2(r+ 1), the formulas apply there also. Note that
all lower order terms have positive coefficients.
We derive these formulas by recursing over the dimensions. Hence it is
useful to introduce the notation b(r,0)d for the ball of radius r in d dimensions.
The `1–ball of dimension d consists of smaller balls of one dimension less,
namely the level sets in the new dimension:
b
(r,0)
d = b
(r,0)
d−1 + 2 ·
r−1∑
l=0
b
(l,0)
d−1 . (5)
Another simple fact is b(r,0)n = b(r−1,0)n + Γb(r,0)n which yields when combined
with (5)
Γb
(r,0)
d = b
(r,0)
d−1 + b
(r−1,0)
d−1 . (6)
Since w
(
Γb
(0,0)
d
)
= 1 for all d ∈ N and w
(
Γb
(r,0)
1
)
= 2 for r ≥ 1 the weight
of the one-dimensional balls is given by
b
(r,0)
1 = 2r + 1 . (7)
Recursion (5) yields that w
(
b
(r,0)
d
)
and w
(
Γb
(r,0)
d
)
are polynomials in r of
degree d and d− 1 with non-negative coefficients. So they can be written as
w
(
b
(r,0)
d
)
=
d∑
i=0
αd,i · ri and w
(
Γb
(r,0)
d
)
=
d−1∑
i=0
βd,i · ri .
Examining the leading term αd,d of w
(
b
(r,0)
d
)
yields
w
(
b
(r,0)
d
)
= w
(
b
(r,0)
d−1
)
+ 2
r−1∑
l=0
w
(
b
(l,0)
d−1
)
= O(rd−1) + 2
r−1∑
l=0
d−1∑
i=0
αd−1, i · li =
= O(rd−1) + 2
d−1∑
i=0
(
αd−1, i
r−1∑
l=0
li
)
≤ O(rd−1) + 2
d−1∑
i=0
(
αd−1, i
∫ r
0
li dl
)
=
= O(rd−1) + 2
d−1∑
i=0
(
αd−1, i
ri+1
i+ 1
)
= 2αd−1, d−1
rd
d
+O(rd−1) .
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Comparing the coefficient of the leading terms yields the recursion
αd,d =
2
d
αd−1, d−1 .
The recursion stops with (7), namely α1, 1 = 2. Hence we get
αd,d =
2d
d! and w
(
b
(r,0)
d
)
= 2
d
d! · r
d +O(rd−1) .
Now (6) yields
βd,d−1 =
2d
(d− 1)! and hence w
(
Γb
(r,0)
d
)
= 2
d
(d− 1)! · r
d−1 +O(rd−2) .
2.4 Pathwidth
We employ pathwidth [46] to ensure that we are working on the “inside” of the
torus and can treat it like the infinite grid which allows to apply Theorem 2.
Definition 5 (Pathwidth [46]). A path decomposition of a graph G = (V,E)
is a sequence of subsets of vertices (X1, X2, . . . , Xr), called bags, such that
1.
⋃
1≤i≤rXi = V .
2. for all edges (v, w) ∈ E there exists an i ∈ {1, . . . , r} such that v ∈ Xi
and w ∈ Xi.
3. for all i, j, k such that 1 ≤ i ≤ j ≤ k ≤ r it holds that Xi ∩Xk ⊆ Xj.
The width of a path decomposition (X1, X2, . . . , Xr) is max1≤i≤r |Xi|−1. The
width of a graph G is the minimum width over all possible path decompositions
of G.
Condition (3) implies that a vertex can only be in a consecutive block of bags
and not reappear after it has been removed from a bag once.
Lemma 6. Let G be a graph. Denote by M the size of the internal memory.
If pathwidth(G) ≥ M , then any algorithm evaluating the s-star on G has to
cause non-compulsory I/Os.
Proof. We will prove the contraposition of the claim: If there exists an al-
gorithm evaluating the s-star stencil on G with only compulsory I/Os then
pathwidth(G) < M .
If we can evaluate the s-star stencil on G with internal memory of size
M and without loading a vertex twice this immediately induces a path de-
composition with bags of size at most M . The bags are the different sets of
elements the internal memory is containing at different stages of the algorithm
and hence pathwidth(G) ≤M − 1.
Lemma 7. Evaluating the s-star stencil on a two dimensional grid or torus
with min{k1, k2} ≥M has to cause non-compulsory I/Os.
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Proof. Since the two dimensional grid [k1] × [k2] has pathwidth min{k1, k2}
(Corollary 89 of [13]) the claim follows from Lemma 6.
Pathwidth can also be modeled by a robber and cop game [49]. The robber
and cop game is played on an arbitrary undirected graph like the grid or the
torus. Initially p cops are placed on the vertices of the graph and afterwards
the robber chooses its initial position. The robber is visible to the cops during
the game and the game proceeds in rounds. First the cops announce were
they want to be placed in the next round. Then every cop that wants to move
boards a helicopter. While the cops are moving in the air the robber is allowed
to move to an arbitrary vertex of the graph if he can reach it without running
into a cop. Thereafter the cops land and the robber escapes in that round if no
cop lands on the vertex the robber is standing on. The game then continues
with the next round. If there is a strategy so that the robber is able to escape
the cops for an infinite number of rounds we say that the robber wins.
The following implication holds [49]: When the robber cop game is played
with p cops on a graph G and if there is a strategy so that the robber wins,
G has to have pathwidth bigger than p− 1.
Lemma 8. If the subgraph H of a two dimensional grid or torus consists of
p+ 1 complete rows and complete columns, then pathwidth(H) ≥ p.
Proof. To prove the claim we give a strategy in the robber and cop game such
that the robber wins against p cops for any strategy the cops have. Since there
are p + 1 complete rows and columns in H, the robber is free to start in a
row which is empty, after the initial placements of the cops. When the cops
announce their move, there will be a free column in the next configuration.
Since the robber is in a free row, it can move to this column which is free
in the next configuration. The game now proceeds with rows and columns
interchanged. The robber always escapes from a free row to a free column and
vice versa.
Lemma 9. Let M be the size of the internal memory. If the subgraph H of a
two dimensional grid or torus consists of M + 1 complete rows and complete
columns any algorithm evaluating the s-star stencil on H has to cause non-
compulsory I/Os.
Proof. The claim follows from the combination of Lemmata 8 and 6.
2.5 Splitting into Rounds and Deducing the Lower Bound
To derive the lower bound it is left to describe how to split an algorithm
into rounds. Therefore assume an arbitrary algorithm evaluating the s-star
stencil on Zk1 × . . . × Zkd is given. As ki(n) = Ω (M(n)) ∀i it follows that
min{k1, k2} ≥ M for almost all n. In these cases, the algorithm causes non-
compulsory I/O operations by Lemma 7. We can count these operation and
split the algorithm into rounds of c non-compulsory I/Os. c denotes the round
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length and hence all rounds except the last one cause c non-compulsory I/Os.
This approach is similar to the idea presented by Hong and Kung [29] and
therefore we call the rounds Hong-Kung rounds.
To apply the isoperimetric inequality we need to establish a link between
the inner-core, the inner-boundary and the rounds. Choose one of the Hong-
Kung rounds and denote with S the set of vertices which are in internal mem-
ory at some point of this round. Let Transfer(S) be the transfer vertices of S,
i.e. vertices which are also present in internal memory during other rounds.
Precisely, a vertex is a transfer vertex if at least one of four cases applies:
– The vertex is transferred from the previous to the current round by residing
in internal memory at the beginning of the current round.
– The vertex has been written back to external memory in a preceding round
and is read again in the current round.
– The vertex is written from internal to external memory in the current
round to be read again in a subsequent round.
– The vertex is transferred from the current to the proceeding round by
residing in internal memory at the end of the current round.
We denote further Eval(S) as the evaluated vertices which are all vertices of S
for which the s-point stencil is evaluated in the current round. The following
two observations relate these sets to the inner-core and the inner-boundary:
Γ2s(S) ⊂ Transfer(S) (8)
and
Eval(S) ⊂ ∆s(S) . (9)
A vertex can only be evaluated in a round if all its neighbors within distance
s are in S as well. ∆s(S) consists of exactly these vertices. Equivalently Γs(S)
are the vertices which cannot be evaluated in round S. Take any x ∈ Γs(S).
All vertices which are within distance s from x need to be in the round in
which x is evaluated. Hence they need to be transferred. The set of all vertices
of S within distance s from any of the vertices of Γs(S) is Γ2s(S). Therefore
these vertices are a subset of the transfer vertices.
Furthermore, we can give an upper bound for the number of transfer ver-
tices of a round. At the beginning and at the end of a round there are at
most M vertices in internal memory. Together these account for at most 2M
transfer vertices. The only other way a vertex can be a transfer vertex is that
it has been rewritten to external memory in a previous round and is reloaded
in the current round or rewritten to external memory in the current round to
be reloaded in a subsequent round. So either the reload or write of the vertex
causes a non-compulsory I/O. Since there are at most c non-compulsory I/Os
per round, the total number of transfer vertices is at most 2M + c,
w(Transfer(S)) ≤ 2M + c . (10)
We can embed S in the infinite grid since the torus is assumed to be large.
Denote by ei the vector of the i.th unit direction. From ki(n) = Ω (M(n)) ∀i it
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follows that k1, k2 ≥ 2M+c+(M+1) and ki ≥ 2M+c+1 for i ∈ {3, . . . , d} for
almost all n. In these cases we know by (10) that the vertices of (at least) M+1
hyperplanes of normal e1, M+1 hyperplanes of normal e2 and one hyperplane
of normal ei (3 ≤ i ≤ d) do not belong to Transfer(S). The union U of these
hyperplanes forms a connected component in Zk1 × · · · × Zkd . As a connected
component U could either be a subset of S \ Transfer(S) or disjoint from S.
Assume that U ⊂ (S \ Transfer(S)). Taking the union of all hyperplanes of
normal e1 and normal e2 and intersecting them with all other hyperplanes
results in a subset H ⊂ U of a two dimensional torus of at least M + 1
complete rows and columns. By Lemma 9 evaluating the s-star stencil on
H has to cause non-compulsory I/Os. But evaluating the s-star stencil for
vertices of S \Transfer(S) does not cause non-compulsory I/Os by definition.
Hence the case U ⊂ (S \ Transfer(S)) is not possible and it follows that U is
disjoint from S. Therefore, at least one hyperplane of each normal direction
ei (1 ≤ i ≤ d) is disjoint from S. Deleting these hyperplanes allows to embed
S in the infinite grid Zd.
Treating S as a subset of the infinite grid allows to apply Theorem 2 and
yields the lower bound. Denote with v0 the weight such that
w(Γ2sbv0) = 2M + c . (11)
Combining (10) and (8) reads
w (Γ2s(S)) ≤ w (Transfer(S)) ≤ 2M + c = w(Γ2sbv0) .
By Theorem 2 and (9) it follows that w(Eval(S)) ≤ w(∆sS) ≤ w(∆sbv0).
Therefore, a lower bound for the evaluation of the s-point stencil on Zk1 ×
· · · × Zkd is given by
c
w(∆sbv0)
·
d∏
i=1
ki . (12)
It is left to determine the round length c that gives the best lower bound.
Using the assumption that s is small and constant we simplify (11) before
solving. Denote (r0, α0) the radius and surplus such that bv0 = b(r0, α0). Using
(4), the asymptotic expansion of w(Γ2sbv0) is given by
w(Γ2sbv0) =
2s−1∑
i=0
2d · (r0 − i)d−1
(d− 1)! +O
(
rd−20
)
= 2s · 2
d
(d− 1)! (r0 − 2s)
d−1 +O (rd−20 ) .
(13)
Since all coefficients in the lower order terms are non-negative, dropping the
lower order terms before solving (13) increases r0 and v0, increases w(∆sbv0)
and hence weakens the lower bound (12). Solving (11) without the lower order
terms yields
r0 = d−1
√
(d− 1)!2M + c2s · 2d + 2s . (14)
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The round length c giving the strongest lower bound is chosen by plugging (14)
into (12) and maximizing over c by setting the derivative to 0 and checking
that the solution is a maximum. As the round length can be chosen arbitrarily
we disregard lower order terms whens solving and choose
c = 2(d− 1) ·M .
Using this round length in (14), we determine an upper bound for the radius of
a ball to be handled in one round as r0 = d−1
√
d!
2d
M
s + 2s. Finally, by plugging
this radius into (12) and using (3) to simplify, the lower bound reads
2(d− 1)M
w
(
∆sb(r0, 0)
) · d∏
i=1
ki ≥ 2(d− 1)M
w
(
b(r0, 0)
) · d∏
i=1
ki =
= 2(d− 1)M
2d
d! ·
[(
d−1
√
d!
2d · Ms + 2s
)d]
+O
((
d−1
√
d!
2d · Ms + 2s
)d−1) · d∏
i=1
ki =
= 2(d− 1)M
2d
d! ·
[(
d−1
√
d!
2d · Ms
)d
+O (M)
]
+O (M)
·
d∏
i=1
ki =
= 2(d− 1)M
2d
d! ·
(
d−1
√
d!
2d · Ms
)d
+O (M)
·
d∏
i=1
ki =
=
(
4s · d−1
√
2s · (d− 1) · d−1
√
1
d! ·
1
d−1√M +O (1)
)
·
d∏
i=1
ki =
=
(
4s · d−1
√
2s · (d− 1) · d−1
√
1
d! ·
1
d−1√M −O
(
1
d−1√
M2
))
·
d∏
i=1
ki .
This bound was derived on the torus Zk1 × · · · × Zkd and we can apply it
to the grid [k1]× · · · × [kd] using a reduction.
Lemma 10. Any algorithm using internal memory of size M and evaluating
the s-point stencil on the grid [k1] × · · · × [kd] induces an algorithm, using
internal memory M and evaluating the s-point stencil, on the torus Zk1 ×
· · · × Zkd causing at most O
(∏d−1
i=1 ki
)
additional I/Os.
Proof. When the algorithm for the grid is evaluated on the torus, only the
vertices close the boundary of the grid have to be treated differently. If a vertex
is within `1 distance s− 1 in a unit direction from a bounding hyperplane of
the grid, at most half of the points of the s-point stencil, corresponding to that
unit direction, have to be read and written additionally for this vertex on the
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torus. Altogether the number of I/Os is at most
b(s,0)
2 · s · 2 ·
d∑
j=1
d∏
i=1
i 6=j
ki = O
(
d−1∏
i=1
ki
)
.
Furthermore, the lower bound can be generalized to arbitrary B by the
simple observation that one I/O operation affects at most B elements. Hence,
for the grid the total number of I/Os, including the compulsory ones, is(
2 + 4s ·
d−1√2s · (d− 1)
d−1√d! ·
1
d−1√M −O
(
1
d−1√
M2
+ 1
kd
)) ∏d
i=1 ki
B
.
3 Notation and Algorithmic Framework for the Upper Bounds
Algorithms evaluating the s-star stencil on the d dimensional grid [k1]× · · · ×
[kd] are presented in this section. A single time step is considered, i.e. the
whole grid is updated once according to the stencil. Hence we limit ourselves
to spatial tiling. It has been observed that tiling is limited to spatial tiling
in many application domains [34] and if computations should be performed
between time steps [33,18]. As we are working not-in-place, we always keep
two copies of the grid, one with the input values and one with the output
values according to the stencil. Also, we consider simple I/Os in the sense that
data items are moved between external and internal memory and hence the
original value of a vertex has to be stored back if it is accessed at a later point
in time.
All the upper bounds have in common that a sweep shape is moved through
the grid in unit shifts in a simple sweep sequence resulting in work bands. This
approach is similar to the one employed by Leopold [39]. The data layout is
crucial to the design of a memory efficient algorithm: First, the data layout
and the sweep shape have to match. Second, vertices that belong to different
sets of work bands, these sets are going to be defined as k-intersections, have
to be stored together. This section first introduces the necessary definitions
and ideas for the Band Algorithms given in §4 and then states and proves the
algorithmic framework to analyze their complexity.
Many of the involved definitions and constructions are necessary as we
want to analyze the constant of the leading term of the non-compulsory I/Os
and derive the asymptotic behavior of the lower terms. Limiting the analysis
to the asymptotic complexity of leading term of the non-compulsory I/Os or
disregarding lower order terms would greatly simplify the analysis. Further,
the Diagonal Band Algorithm and the Hexagonal Band Algorithm, the best
algorithms presented in 2 and 3 dimensions respectively, employ several dif-
ferent unit shifts which further complicates the analysis. We think, however,
that employing different unit shifts is crucial when matching upper and lower
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bounds should be designed. Hence, we present and analyze these algorithm to
disclose design issues which are essential for matching bounds.
3.1 Notation and Setup for the Upper Bounds
This section first introduces the necessary definitions for sweep sequences,
sweep shapes, work bands, evaluation bands and k-intersections. Then, we
examine the sweep shapes in more detail defining the size parameter m of a
sweep shape and the data layout within a sweep shape. Finally, we reduce the
dimensionality of the problem to d− 1 by cutting it with hyperplanes. Let us
start with the definitions.
The vector of the i.th unit direction is denoted by ei. For a vertex w ∈
[k1] × · · · × [kn] or w ∈ Zd the i.th component is denoted by wi. Recall that
the definition of the s-star stencil of a vertex w ∈ [k1]× · · · × [kn] is given by
Ss (w) = {v ∈ [k1]× · · · × [kn] : ||v − w||1 ≤ s} . (15)
A simple sweep sequence or just sweep sequence X of length k is the se-
quence of the first k unit directions ei ordered by increasing i. We denote by
δi ∈ X the i.th element of the simple sweep sequence.
A sweep shape S is a subset of vertices of the infinite grid Zd. All con-
sidered sweep shapes are the integral points of d − 1 dimensional polygons
lying in a hyperplane of normal
∑
x∈X x. In two dimensions the sweep shapes
are therefore simply line segments. In three dimensions, the employed sweep
shapes can be described by squares, diamonds and hexagons. Therefore, you
can think of the sweep shapes as convex and d− 1 dimensional objects. How-
ever, we do not define the notions of convexity and the dimension of a set
of points for the discrete setting. The distance of a sweep shape S from the
origin is defined as the `2 distance of the hyperplane containing S from the
origin.
For the following discussion and definitions, it is assumed that a simple
sweep sequence and a sweep shape have been chosen.
An infinite work band W∞ is a subset of the infinite grid Zd. W∞ results
from shifting a sweep shape S according to the sweep sequence X over and
over in positive (or negative) direction. If the end of the sweep sequence is
reached, we start over with the first element of the sweep sequence. We say
that a sweep shape S ′ proceeds (precedes) the sweep shape S if it results
from S be applying the next (previous) unit shift of the sweep sequence. The
infinite work band resulting from S and X is given by (assuming that the
elements δi of the sweep sequence are indexed from 0 to |X | − 1)
W∞ =
{
y ∈ Zd : ∃z ∈ S , ∃r ∈ Z, s.t.:if r ≥ 0 : y = z +∑ri=1 δ((i−1) mod |X |)
if r < 0 : y = z +
∑−1
i=−r δ(i mod |X |)
}
.
Each infinite work band W∞ corresponds to a (finite) work band W containing
the vertices of W∞ that are part of the grid [k1] × · · · × [kd], W = W∞ ∩
([k1]× · · · × [kd]).
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In addition to the sweep sequence and sweep shape, an algorithm is going
to be defined by a list of work bands W which are evaluated one by one. All
work bands of one particular algorithm result from the same, possible shifted,
sweep sequence and shape. Different work bands are obtained by shifting the
sweep shape to a new start position before applying the sweep sequence.
We associate an evaluation band EW or simply E to each work band W ∈
W. Fix one particular work band W . The evaluation band EW is the set of
vertices w ∈ W for which the s-star stencil Ss(w) can be evaluated if all
vertices of W would fit into internal memory,
EW = {w ∈W : Ss(w) ⊂W} . (16)
For an infinite work band the infinite evaluation E∞ band is defined in the
analogous way. Similarly to associating an evaluation band EW with a work
band W , we associate a work band WE with an evaluation band E. If an
algorithm evaluates s-star stencil for all grid points, the evaluation bands have
to cover the grid.
As an evaluation band is a true subset of its corresponding work band,
the work bands have to overlap if the evaluation bands shall cover the grid.
Because of this overlap there are going to be vertices that belong to several
work bands. These vertices that are part of several different work bands cause
the non-compulsory I/Os.
We introduce the notion of k-intersections to partition the vertices of the
grid according to the work bands and evaluation bands they belong to. The k-
intersections are fundamental for the data layout and allow a simple counting
of the non-compulsory I/Os. To define the k-intersections, let W be the set of
all work bands that an algorithm works on. For k ∈ N and two subset E′ ⊂W
and W′ ⊂ W such that E′ ⊂ W′ and |W′| = k, the k-intersection Φ (W′,E′)
is the set of all vertices which belong to all W ′ for W ′ ∈ W′ and all EW for
W ∈ E′, but not to any other work or evaluation bands,
Φ (W′,E′) := Φ (W′) ∩ ΦE (E′) for
Φ (W′) :=
( ⋂
W∈W′
W
)
\
( ⋃
W /∈W′
W
)
and
ΦE (E′) :=
( ⋂
W∈E′
EW
)
\
( ⋃
W /∈E′
EW
)
.
We call Φ (W′) work band intersection and ΦE (E′) evaluation band intersec-
tion. For a fixed k ∈ N and a particular work band W ∈ W the family of all
k-intersections which contain vertices of W is given by
Φ (W,k) := {Φ (W′,E′) : W′,E′ ⊂W, E′ ⊂W′, |W′| = k and W ∈W′} (17)
The k-intersections describe sets of vertices that are going to be either read or
written in sequence to achieve good performance. To use the compulsory reads
effectively, the data is split according to the Φ (W′). To make sure that the
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compulsory write can store a whole block of vertices to external memory, the
data is organized by the ΦE (E′). To avoid overhead with respect to both, com-
pulsory reads and writes, the data is divided according to the k-intersections
Φ (W′,E′). In the presented algorithms the vertices of the 1-intersections are
only going to contribute to the compulsory I/Os and the vertices of the 2-
intersections are going to determine the leading term of the non-compulsory
I/Os. The I/Os caused by vertices in the k-intersections for k ≥ 3 will only
amount to lower order terms.
To describe the size of the sweep shape and the resulting work band a
parameter m sufficing
|S | = c ·md−1 +O (md−2) (18)
for a constant c ∈ R is employed. For our polygonal sweep shapes a natural
choice for m is the width of S in one unit direction, e.g. m = max{|u1 − v1| :
u, v ∈ S }. The size parameter m is going to be specified for each individual
sweep shape. The size of a work band is going to be chosen so that we can
evaluate the corresponding evaluation band by doing one sweep of the work
band, i.e. by loading each vertex of the work band exactly once.
For a sweep shape S and the resulting work band W and evaluation band
EW , all vertices ofS ∩EW can be evaluated if the s preceding and s proceeding
sweep shapes of S are in internal memory. Hence an evaluation band can
be evaluated by one sweep of the work band when the internal memory can
hold 2s + 1 sweep shapes. When the vertices within a sweep shape are not
evaluated randomly but in lexicographic order, only vertices equivalent to
2s full sweep shapes (O (md−1) vertices each) and an overhead of O (md−2)
vertices is needed in internal memory instead of 2s+ 1 full sweep shapes. The
vertices of the s-th preceding sweep shape can be deleted or written to the
external memory as vertices of the s-th proceeding sweep shape are loaded. For
the leading term of the non-compulsory I/Os only the number sweep shapes
is relevant. The overhead of O (md−2) vertices is only going to contribute to
lower order terms.
To prove that the sweep shape and the resulting work band are small
enough to evaluate the evaluation band with a single sweep of the work band,
the notion of a work band order is introduced. Fix one work band W . The
vertices w ∈W are sorted in two stages:
1. Sweep shape by sweep shape in increasing distance of the sweep shape to
the origin.
2. Within sweep shapes in lexicographic order.
The lexicographic order is the lexicographic order with respect to the coordi-
nates of the vertices, xd being the index changing fastest and x1 the slowest
index. Formally,
w ≤ w′ ⇔
⇔
((∃j ∈ {1, . . . , d}: ∀i < j : wi = w′i ∧ wj < w′j) ∨ (wi = w′i ∀i ∈ {1, . . . , d})).
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For a vertex w ∈W its work band position or work band order oW (w) is its
position in the work band according to this order. For two vertices w,w′ ∈W
their distance in the work band order is ||w − w′||W = |o(w)− o(w′)|, i.e. the
difference of their respective positions within this work band W . Note that
vertices which are in k-intersections for k ≥ 2 belong to more than one work
band and hence are assigned a work band order for each of the work bands
they belong to. Also, vertices which do not belong to the same work band are
not comparable.
In the very same way as the work band order oW (·), the evaluation band
order oE(·) and the k-intersection order oΦ(W′,E)(·) are defined for all vertices
w ∈ E or w ∈ Φ (W′,E) respectively. As a consequence, the orders of different
work bands, evaluation bands and k-intersections are consistent with each
other. Formally, let A and B be either be work bands, evaluation bands or
k-intersections. The orders of A and B are called consistent if and only if:
∀w,w′ ∈ A ∩B : oA(w) ≤ oA(w′)⇒ oB(w) ≤ oB(w′) .
The linear work band order gives rise to the definition of an interval of
vertices of the work band W . For δ ∈ N,
[−δ + w, w + δ]W := {w′ ∈W : ||w′ − w||W ≤ δ}
is the interval of midpoint w and width 2δ. The vertices needed to evaluate a
vertex w ∈ EW of the evaluation band EW are contained in the interval
I(w) := {w′ ∈W : ∃v ∈ Ss(w), ∃v′ ∈ Ss(w) s.t. oW (v) ≤ oW (w′) ≤ oW (v′) .}
(19)
By definition, Ss(w) ⊂ I(w). Note that if w ∈ EW then it also holds that
w ∈W . Further, it follows from w ∈ EW that the whole s-star stencil of w is a
subset of W , i.e. Ss(w) ⊂W , and the definition above is well defined. Finally,
observe that there is a simple characterization of I(w) following directly from
the definition. Using wmin = argmin{oW (w) : w ∈ Ss(w) ⊂W} (the vertex in
Ss(w) of the smallest work band order in W ) and wmax argmax{oW (w) : w ∈
Ss(w) ⊂W} (the vertex in Ss(w) of the largest work band order in W ), I(w)
is given by
I(w) = [oW (wmin), oW (wmax)] (20)
To facilitate the analysis, we reduce the dimensionality of the problem to
d−1 by cutting it with hyperplanes of normal e1. In particular, the vertices of
the k-intersections causing the non-compulsory I/Os are going to be counted
layer by layer, hyperplane of normal e1 by hyperplane of normal e1. The count-
ing is done in a two-step process. First the number of work bands that are in
one hyperplane is bounded. Then, for each hyperplane and each work band
the number of vertices in any k-intersection is bounded. For both tasks, we
need more notation.
First, let us introduce notation to estimate the number of work bands in a
particular hyperplane of normal e1. Denote by Hh the hyperplane of normal
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e1 at distance h from the origin and let W be a list of work bands. The work
bands that have a vertex in Hh are denoted by Wh,
Wh = {W ∈W : W ∩Hh 6= ∅}
Estimating the number of work bands in Wh is the first part of the complexity
analysis. To carry out this analysis later, we need more notation. Let E∞ be
an infinite evaluation band. The intersection of the evaluation band at level h
is then defined as
E∞h = E∞ ∩Hh . (21)
(In general, for sets A the subscript h is used as a shortcut for Ah = A ∩Hh,
i.e. for all vertices of A for which x1 = h holds.) For simple sweep sequences
it holds that E∞h1 = E
∞
h2
up to translations for all h1, h2 ∈ Z. We say that a
set of work bands is created by the same sweep shape (and sweep sequence)
when only translations of one particular sweep shape are used to create the
different work bands. Given that the work bands are created by the same
sweep shape and sweep sequence, all corresponding infinite evaluation bands
have the same cross-sections up to translations. In particular, for two infinite
evaluation bands E∞ and (E′)∞ whose corresponding work bands are given
by the same sweep shape and sweep sequence, the sizes of their level sets at
height h and h′ are equal,
|(E∞)h| =
∣∣((E′)∞)
h′
∣∣ ∀E,E′ ∀h, h′ ∈ Z .
For a fixed sweep shape determining m, a fixed sweep sequence and a list of
work bands W that is created by this sweep shape and sweep sequence, there
is a constant e ∈ R, e ≥ 0 such that
∀h ∈ [k1], ∀W ∈W : |(EW )∞h | ≥ e ·md−1 −O
(
md−2
)
. (22)
Such an e always exists as e = 0 may be chosen. We are going to derive the
value of e in the sections of the different algorithms for the respective sweep
shapes and sweep sequences.
Finally, denote by li (2 ≤ i ≤ d) the width of E∞h in direction i, i.e.
li = max
x∈E∞
h
{xi} − min
x∈E∞
h
{xi} . (23)
Again, given that the same sweep shape and sequence was used to create
different work bands, li is independent of the actual choice of E and the level
h.
It is left to count the vertices in the k-intersections of a work band per
hyperplane of normal e1. LetW be a list of work bands and choose one W ∈W.
For k ∈ N and h ∈ [k1] the vertices of the k-intersections of W at height h are
given by
Φ(W,k,h) = Φ(W,k) ∩Hh .
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3.2 The Algorithmic Framework for the Band Algorithms
With this notation in hand, we are ready to define the algorithmic framework
of the band algorithms presented in this paper. Recall the definitions and
assumptions we need for the asymptotic analysis. The dimension d and the
stencil size s are assumed to be fixed and constant. The grid sizes ki(n) are
ordered by size, i.e. k1(n) ≥ k2(n) ≥ · · · ≥ kd(n), and we assume M(n) =
o (kd(n)) and B(n) = o (M(n)) for n→∞.
All algorithms work on two copies of the data, an input and an output grid.
The input grid stores the initial values of the vertices and these values are never
altered. The values updated according to the s-star stencil are stored in the
output grid. When we have to evict blocks of the input data from internal
memory due to capacity reasons, we store them back to external memory if
that block is accessed again by the algorithm. If the block is not accessed again
by the algorithm, it is discarded and not written back to external memory.
Output blocks are always stored in external memory. The first time we access
an output block it does not need to be read, though, as it does not contain
any data.
Definition 11 (Band Algorithm). A Band Algorithm A evaluating the s-star
stencil on the d-dimensional grid [k1]× · · · × [kn] is defined by
1. a simple sweep sequence X ,
2. a sweep shape S and
3. a list W work bands.
All work bands W ∈W need to be generated by the sweep shape S and sweep
sequence X .
The algorithm works on a data layout organized
1. by k-intersections,
2. within k-intersection in k-intersection order (i.e. sweep shape by sweep
shape in increasing distance to the origin and within sweep shapes by the
lexicographic order of the coordinates).
The algorithm evaluates the vertices in the following order:
1. Evaluation band by evaluation band in the order of the corresponding work
bands in the list W.
2. Within an evaluation band in the evaluation band order (i.e. sweep shape
by sweep shape in increasing distance to the origin and within sweep shapes
in lexicographic order).
If the k-intersection of an evaluation band has already been evaluated, it is not
evaluated again.
If a vertex w ∈ E of a particular evaluation band E is evaluated, all blocks
that store the input values of the vertices of the interval I(w) are loaded to
internal memory. The least recently used (LRU) cache replacement strategy
is used when input blocks have to be evicted from internal memory. Output
blocks containing the updated values of a vertex are only evicted from internal
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memory if the updated values of all vertices of the block have been calculated
or the end of the work band has been reached.
Definition 12 (Correct and Memory Efficient Band Algorithm). Let A be a
Band Algorithm as given in Def. 11. Let m be a parameter for the size of the
sweep shape that suffices (18), i.e.
|S | = c ·md−1 +O (md−2)
for a constant c ∈ R>0. We then choose the size m of the sweep shape as
m = d−1
√
M
2s · c −Θ
(
d−1√
B
)
. (24)
A is called memory efficient if the following assumptions hold:
1. The interval of a vertex w ∈ W is small: ∀W ∈ W and all w ∈ EW
it holds that I(w) ⊂ [x− δ, x+ δ]W for δ = s · |S |+O
(
M
d−2
d−1
)
.
2. The evaluation bands {EW : W ∈ W} cover the grid: ∀w ∈ [k1] ×
· · · × [kn] : ∃W ∈W such that w ∈ EW .
3. The width of an evaluation band is small: li = O (m) ∀i ∈
{2, . . . , d}.
4. Size of the evaluation bands: ∃e ∈ R>0 such that (22) holds, i.e.
∀h ∈ [k1], ∀W ∈W : |(EW )∞h | ≥ e ·md−1 −O
(
md−2
)
.
5. Work band vertices are not separated from the evaluation band:
∀W ∈W and ∀w ∈W : ∃v ∈ EW such that w1 = v1 and ||w − v||1 ≤ 2s.
6. The total number of work bands is small: |W| = O
(
1
M ·
∏d−1
i=1 ki
)
.
7. Any work band overlaps only with a constant number of other
work bands. ∀W ∈W :
∣∣∣{V ∈W : (V 6= W ) ∧ (V ∩W 6= ∅)}∣∣∣ = O (1).
8. The 2-intersections determine the leading term of the non-com-
pulsory I/Os:
∃b ∈ R>0 such that ∀h ∈ [k1], ∀W ∈W :
∣∣Φ(W,2,h)∣∣ ≤ b ·md−2 +O (md−3).
(For d = 2:
∣∣Φ(W,2,h)∣∣ ≤ b.)
9. The k-intersections for k ≥ 3 only contribute to lower order terms
of the non-compulsory I/Os: ∀h ∈ [k1], ∀W ∈ W, for k ≥ 3 :∣∣Φ(W,k,h)∣∣ = O (md−3). (For d = 2: ∣∣Φ(W,k,h)∣∣ = 0.)
Theorem 13 (The I/O Complexity of a Memory Efficient Band Algorithm.).
Let A be a memory efficient band algorithm as defined by Defs. 11 and 12.
Then, an upper bound for the non-compulsory I/Os performed by A is given
by
d = 2 : b · c
e
· 2s · k1k2
B ·M +O
(
k1k2
M2
)
+O
(
k1
B
)
, (25)
d ≥ 3 : b ·
d−1√c
e
· d−1
√
2s ·
∏d
i=1 ki
B · d−1√M +O
( ∏d
i=1 ki
d−1√
Bd−2 ·M2
)
. (26)
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For any dimension d, the number of compulsory I/Os is, by definition,
2 · 1B ·
∏d
i=1 ki.
For d ≥ 3, the leading error term O
(∏d
i=1 ki
/
d−1√
Bd−2 ·M2
)
is due to
reserving separate blocks for each k-intersection. For d = 2, the additional
error term O (k1B ) error is due to the estimation of the number of work bands
and the last, probably incomplete, work band that the algorithm works on.
We claim that this analysis is tight and that Thm. 13 hence gives the
complexity of a memory efficient band algorithm. To prove the theorem, we
first prove several Lemmas. Once the theorem is proven, we present different
band algorithms in §4 and show that these are memory efficient. Hence, their
complexity is given by Thm. 13.
Lemma 14 (The number of non-empty k-intersections of each work band is
bounded).
Given the setup of Def. 11, i.e. a sweep shape S , a sweep sequence and a list
of work bands W, assume that Assumption 7 of Def. 12 holds. Then, for any
W ∈W the number of k-intersections containing vertices of W is bounded by
a constant which only depends on the dimension d and the size of the stencil s.
Proof. We need to prove that the family {A : A ∈ Φ (W′,E′) for W′ ∈W, E′ ∈
W and A ∩W 6= ∅} contains only a constant number of sets. Denote by OW
the set of work bands which overlap with W non-trivially, including W itself.
Denote by P(OW) the power set of OW . By Assumption 7 of Def. 12 one work
band overlaps non-trivially with only a constant number of other work bands.
This constant does only depend on the dimension d and the size of the stencil
s. Hence, |OW | = θ(1) and therefore it also holds that |P(OW)| = θ(1). For
any non-empty k-intersection Φ (W′,E′) containing at least one vertex of W it
follows that W′ ∈ P(OW). As an evaluation band E is always a subset of its
work band, E ⊂ WE , it also follows that E′ ∈ P(OW). Hence, their is just a
constant number of non-empty k-intersections Φ (W′,E′) that contain vertices
of W .
Lemma 15 (The interval I(w) of a vertex w and a constant number of output
blocks fit into internal memory).
Given the setup of Def. 11, i.e. a sweep shape S , a sweep sequence and a list
of work bands W. Assume that 1 and 7 of Def. 12 hold. Then, for any work
band W ∈W and any vertex w ∈ W , the vertices of the interval of w fit into
internal memory together with a constant number of output blocks of size B,
I(w) = M −Ω (1) ·B .
Proof. By Assumption 1 of Theorem 13 we got the inclusion I(w) ⊂ [x− δ, x+ δ]W
for δ = s · |S |+O
(
M
d−2
d−1
)
. The interval [x− δ, x+ δ]W itself contains 2δ+ 1
vertices. However, the interval is split into several chunks of contiguous mem-
ory blocks by the k-intersection. Denote by Φ (W′,E′) a k-intersection that
contains a vertex of I(w). Although each k-intersection is contiguous in mem-
ory, all k-intersections of W are most likely not contiguous in memory together.
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Hence, we do not only need to account for the vertices in [x− δ, x+ δ]W but
also for all vertices which are in the same blocks as any of these vertices. As
the work band and the k-intersection orders are consistent, the vertices of
I(w) ∩ Φ (W′,E′) are contiguous in memory. Therefore, in at most 2 blocks of
I(w)∩Φ (W′,E′), the first and the last block, are also vertices not from I(w).
Hence, per k-intersection there are less than 2 blocks in internal memory which
contain vertices not in I(w). By Lemma 14, there the number of k-intersections
per work band is constant. Hence, the union of all blocks containing vertices
of I(w) consist of at most (2 ·δ+1)+O (B) vertices altogether. Hence proving
2 · δ + 1 +O (B) = M −Ω (B) establishes the lemma.
2δ + 1 +O (B) = 2 ·
(
s · |S |+O
(
M
d−2
d−1
))
+ 1 +O (B) =
(18)= 2 · s · (c ·md−1 +O (md−2))+O (M d−2d−1)+O (B) =
(24)= 2 · s · c ·
(
d−1
√
M
2s · c −Θ
(
d−1√
B
))d−1
+
+O
(
M
d−2
d−1
)
+O
(
M
d−2
d−1
)
+O (B) =
= M −Θ
(
M
d−2
d−1 ·B 1d−1
)
+O
(
M
d−2
d−1
)
+O (B) =
= M −Θ
(
d−1√
Md−2 ·B
)
= M −Ω (B) .
Lemma 16 (Number of work bands per hyperplane of normal e1).
Given the setup of Def. 11, i.e. a sweep shape S , a sweep sequence and a
list of work bands W. Assume that Assumptions 3, 5, 7, 8 and 9 of Def. 12
hold. Then, for all h ∈ [k1], the hyperplane of distance h from the origin and
normal e1 contains vertices of at most∏d
i=2 (ki +O (m))
|E∞h | − O (md−2)
different work bands.
Proof. Recall the definition of E∞h and li, namely (21) and (23). In particular
note that the values of neither of them depends on the choice of the work
band WE or the level h. Let K be a level set of the grid [k1]× · · · × [kn] in e1
direction, K = {h} × [k2]× · · · × [kd]. Hence, |K| =
∏d
i=2 ki.
To estimate the number of work bands in a hyperplane of normal e1 we
make a detour to the evaluation bands. We first want try to estimate the
number of evaluation bands needed to cover K by |K|/ |E∞h |: dividing |K| by
the number of vertices that can be evaluated per work band and hyperplane
of normal e1, namely |E∞h |. This fraction would underestimate the number of
work bands that have a vertex in K for three reasons. First, if the simple sweep
sequence also contains a shift different from e1, it is possible that a hyperplane
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of normal e1 contains a vertex of the work band but none of the corresponding
evaluation band. Second, the straight boundary of the grid cannot be repro-
duced if E∞ does not have the same straight boundary, i.e. whenever the sweep
shape is more complicated. Third, the irregular structure of E∞ could make
it impossible to align different evaluation bands without overlap. |K|/ |E∞h |
would assume that perfect partitioning is possible and would allow fractions
of evaluation bands to cover K. However, we are interested in the number
of evaluation needed and are not allowed to add fractional evaluation bands
together to form a single one.
We therefore enlarge the grid in two steps to get an upper bound for the
number of work bands involved in each hyperplane of normal e1.To address
the first issue, pad 2s grid points at the beginning and end of each coordinate
direction xi for 2 ≤ i ≤ d of the grid. By Assumption 5, this ensures that
for every vertex of the work band in the original grid there is also a vertex of
the evaluation band in the same hyperplane of normal e1 in the extended grid.
Hence, by counting the evaluation bands in the extended grid for a hyperplane
of normal e1, we get a lower bound for the work bands in the original grid in
this hyperplane.
To address the second issue, pad another li grid points at the beginning
and end of unit direction xi for all 2 ≤ i ≤ d. Hence, if there is a vertex
of an evaluation band E in the hyperplane of normal e1 before this second
enlargement, then all of E∞h is in the twice enlarged grid. Therefore, each
fractional evaluation band from before is now completely in the grid.
Lastly, to address the third issue, we do not divide |K| by |E∞h | but by
the number of vertices in |E∞h | that belong to the 1-intersection and hence are
not part of any other evaluation band. By Assumption 8 at most b ·md−2 +
O (md−3) vertices of |E∞h | belong to 2-intersections (at most b for d = 2). By
Assumption 7 at most a constant number of work bands, say f work bands,
overlap and hence only k-intersections for k up to f can be non-empty. Using
Assumption 9, the number of vertices of |E∞h | which are in k-intersections for
k ≥ 3 is hence bounded by f · O (md−3) = O (md−3) (and is 0 for d = 2).
Altogether, subtracting all k-intersections for k ≥ 2, the 1-intersection of |E∞h |
still contains at least
d = 2 : |E∞h | − b = |E∞h | − O
(
md−2
)
d ≥ 3 : |E∞h | −
((
b ·md−2 +O (md−3))+O (md−3)) = |E∞h | − O (md−2)
vertices.
With these three modifications we ensure that the number of work bands
containing a vertex of K is overestimated by(
d∏
i=2
(ki + 2 · li + 4s)
)
· 1|E∞h | − O (md−2)
(Assum. 3)=
∏d
i=2 (ki +O (m))
|E∞h | − O (md−2)
.
We are now ready to proof Thm. 13.
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Proof of Theorem 13. The proof proceeds in the following steps: first, the cor-
rectness of a memory efficient band algorithm is proven, making sure all ver-
tices are evaluated and that the internal memory stores the relevant infor-
mation to evaluate the current vertex. Then, we analyze the I/O complex-
ity of a memory efficient band algorithm. We first determine that a memory
efficient band algorithm evaluates an evaluation band by sweeping through
the k-intersections of the corresponding work band simultaneously, loading
each vertex of the work band exactly once. From that it follows that the
k-intersections determine the number of non-compulsory I/Os that a vertex
causes. Hence, we estimate the total number of vertices in the k-intersections
for different k. After accounting for incomplete blocks at the beginning and
end of each k-intersection, we use these results to establish the upper bound.
The correctness of algorithmA is verified easily. For anyW ∈W choose any
w ∈ EW . First, the interval I(w) contains all vertices necessary to compute the
s-star stencil of w as Ss(w) ⊂ I(w) by the definition of I(w). Second, Lemma 15
shows that the internal memory is large enough to hold all blocks of I(w) and a
constant number of output blocks. By Lemma 14, the number of k-intersections
of W is constant and hence, as we need at most one output block per k-
intersection, also the number of output blocks. Hence, all blocks containing
vertices of I(w) and the output blocks fit in internal memory together. Finally,
by Assumption 2 the evaluation bands cover the grid. As A works through all
evaluation bands it also evaluates all vertices of the grid and hence performs
one update of the grid according to the s-star stencil.
Let us now analyze the number of I/Os the algorithm performs.
First, let us establish that A evaluates an evaluation band E loading each
vertex of WE exactly once. As whole blocks of size B are always loaded, the
first and last block of each k-intersection of WE can also contain vertices not
in W . Hence, evaluating E can also load vertices w /∈ W . We disregard these
vertices w /∈ W for the moment and account for them separately in (30).
The algorithm A evaluates the vertices of E in the evaluation band order.
To evaluate a vertex w ∈ E the algorithm A loads the interval I(w) ⊂ W
into internal memory. We have already seen in the correctness proof of A that
the internal memory is large enough to hold I(w) and the constant number of
output blocks needed. As the orders of the work band, the evaluation band and
the k-intersections are consistent with each other, this means that A sweeps
over the k-intersections of W simultaneously. Therefore evaluating the next
vertex in E results in loading subsequent vertices of the work band order and
evicting prior vertices. Formally, the following holds.
For w, w′ ∈ E with I(w) = [a, b] and I(w′) = [a′, b′]
it holds that: oE(w) ≤ oE(w′)⇒ (a ≤ a′ ∧ b ≤ b′)
Using the cache replacement strategy described in Def. 11 ensures that neither
input nor output blocks are evicted from memory when they are still needed for
the evaluation of E. Altogether, although these sweeps happen simultaneously,
each vertex of W needs to be read exactly once to evaluate all vertices of E.
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We say, that one one sweep of the work band W suffices to evaluate all vertices
of E.
The k-intersections determine how often a vertex needs to be read. Recall
that a vertex of a k-intersection is part of exactly k work bands. As the vertex
needs to be accessed by these k work bands, it causes the first, compulsory
read operation followed by a sequence of k − 1 non compulsory writes and
reads. As well, the updated value of the vertex is stored by the compulsory
write.Altogether, a vertex in a k-intersection takes part in 2 compulsory and
2(k − 1) non-compulsory I/Os. This are less than 2 non-compulsory I/Os for
each work band the vertex is part of. It is also possible that a vertex is still in
internal memory from the previous work band when it is accessed by the next
work band. This, however, would only decrease the number of I/Os performed
and is hence disregarded in the analysis.
By now we know that vertices in the 1-intersections cause 0 non-compulsory
I/Os, vertices in the 2-intersections cause 1 non-compulsory I/O per work band
they belong to and vertices in k-intersections for k ≥ 3 cause less than 2 non-
compulsory I/O per work band they belong to. Hence, it is left to estimate
the number of vertices in the k-intersections for k ≥ 2. We count a vertex
that belongs to k different work bands k times as the vertex causes 1 non-
compulsory I/O per work band if k = 2 and less than 2 non-compulsory I/O
per work band if k ≥ 3. Recall that the number of work bands in Hh is bounded
by Lem. 16 as ∏d
i=2 (ki +O (m))
|E∞h | − O (md−2)
.
First, let us bound the number of vertices in all 2-intersections. For d ≥ 3
Assumption 8 of Def. 12 yields that a hyperplane Hh contains at most
(
b ·md−2 +O (md−3)) · ∏di=2 (ki +O (m))|E∞h | − O (md−2)
vertices in 2-intersections, counting them once for each work band they belong
to. As this holds for all h ∈ [k1], the grid [k1]× · · · × [kd] contains at most
k1 ·
((
b ·md−2 +O (md−3)) · ∏di=2 (ki +O (m))|E∞h | − O (md−2)
)
(27)
vertices in 2-intersections for d ≥ 3, counting them once for each work band
they belong to. For d = 2 the same argument yields that there are at most
k1 ·
((
b ·md−2) · ∏di=2 (ki +O (m))|E∞h | − O (md−2)
)
(28)
vertices in 2-intersections counting them once for each work band they belong
to.
Similarly, the vertices in the k-intersections for k ≥ 3 can be bounded. Fix
a k ≥ 3. For d = 2 these k-intersections are empty by Assumption 9 of Def. 12.
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So consider d ≥ 3. Similarly to the 2-intersections, Assumption 9 of Def. 12
yields that the grid [k1]× · · · × [kd] contains at most
k1 · O
(
md−3
) · ∏di=2 (ki +O (m))|E∞h | − O (md−2) (29)
vertices in the k-intersection for a fixed k ≥ 3, counting each vertex once for
each work band it belongs to.
Now, consider the I/Os necessary to load the first and last block of each
k-intersection of WE in general containing vertices w /∈ W . We disregarded
loading these w /∈W vertices up to now when we said that E can be evaluated
by one sweep of the work band WE . All in all, these are are less than 2 blocks
or 2 · B vertices for each k-intersection of a work band. For each block we
account for 2 non-compulsory I/Os, one read and one write operation. The
number of work bands is given by Assumption 6 as |W| = O
(
1
M ·
∏d−1
i=1 ki
)
.
By Lemma 14 the number of k-intersections per work band is constant. Hence,
the total number of non-compulsory I/Os caused by incomplete blocks at the
beginning and end of the k-intersections is bounded by
|W| · 2 · 2 · O (1) = O
(
1
M
·
d−1∏
i=1
ki
)
. (30)
We are now ready to establish the upper bound for the non-compulsory
I/Os of the memory efficient band algorithm A. Accounting for the extra non-
compulsory I/Os for incomplete blocks at the beginning and end of each k-
intersection with (30), we can assume that we evaluate E by sweeping through
all k-intersections of WE simultaneously. As we access the vertices of the k-
intersections in their k-intersection order, we can always make use of the full
block of data loaded. Recall that vertices of 2-intersections take part in 1 non-
compulsory I/O for their work band and the vertices of k-intersections for
k ≥ 3 take part in less than 2 non-compulsory I/Os for each of their work
bands. Also, by Assumption 7 only k-intersections for k up to some constant
f can be non-empty.
If a vertex belongs to several work bands, it is already counted multiple
times in (27), (28) and (29). Hence, an upper bound for the non-compulsory
I/Os of algorithm A for d ≥ 3 is given by
1 · 1
B
· k1 ·
(
b ·md−2 +O (md−3)) · ∏di=2 (ki +O (m))|E∞h | − O (md−2) +
+
f∑
j=3
(
2 · 1
B
· k1 · O
(
md−3
) · ∏di=2 (ki +O (m))|E∞h | − O (md−2)
)
+O
(
1
M
·
d−1∏
i=1
ki
)
=
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(Assum. 4)= k1
B
·
∏d
i=2 (ki +O (m))
e ·md−1 −O (md−2) ·
(
b ·md−2 +O (md−3))+O( 1
M
·
d−1∏
i=1
ki
)
=
(Assum. 3)= k1
B
·
∏d
i=2 ki
e ·md−1 −O (md−2) · b ·m
d−2 +O
(
k1
B
· m ·
∏d−1
i=2 ki
e ·md−1 · b ·m
d−2
)
+
+O
(
k1
B
·
∏d
i=2 (ki +O (m))
e ·md−1 −O (md−2) ·m
d−3
)
+O
(
1
M
·
d−1∏
i=1
ki
)
=
= b ·
∏d
i=1 ki
B
· 1
e ·m−O (1) +O
(∏d−1
i=1 ki
B
)
+O
(∏d
i=1 ki
B ·m2
)
+O
(
1
M
·
d−1∏
i=1
ki
)
=
(24)= b ·
∏d
i=1 ki
B
· 1
e ·
(
d−1
√
M
2s·c −Θ
(
d−1√B
)) +O(∏d−1i=1 ki
B
)
+O
( ∏d
i=1 ki
B · d−1
√
M2
)
=
= b ·
∏d
i=1 ki
B
+
 1
e · d−1
√
M
2s·c
+Θ
(
d−1√B
d−1√
M2
)+
+O
(∏d−1
i=1 ki
B
)
+O
( ∏d
i=1 ki
B · d−1
√
M2
)
=
= b ·
d−1√c
e
· d−1
√
2s ·
∏d
i=1 ki
B · d−1√M +O
( ∏d
i=1 ki
d−1√
Bd−2 ·M2
)
.
For d = 2, the bound can be deduced by very similar calculations as (just the
O (md−3) terms are missing and the last step combining lower order terms is
not possible)
1 · 1
B
· k1 · b · k2 +O (m)|E∞h | − O (1)
+O
(
k1
M
)
= b · c
e
· 2s · k1k2
B ·M +O
(
k1k2
M2
)
+O
(
k1
B
)
.
4 The Upper Bounds
This section gives several memory efficient band algorithms for 2 dimensions,
3 dimensions and arbitrary dimensions. The complexity of these algorithms
is given by Thm. 13. The leading term of the non-compulsory I/Os of the
presented memory efficient band algorithms is asymptotically optimal. The
constant of the leading term of the non-compulsory I/Os depends on the choice
of the sweep shape and sweep sequence. For 2 dimensions the constant of
the leading term of the non-compulsory I/Os of the diagonal band algorithm
matches the lower bound. In 3 dimensions, the best constant is by a factor of√
2 worse than the lower bound and in arbitrary dimensions d the best constant
differs by a factor of d−1
√
d!
d large≈ de . In addition, we present two standard
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algorithms, that work on the standard row- and column-major data layout,
which are also blocked and show that their performance is asymptotically
worse.
4.1 General Upper Bounds for Arbitrary Dimensions
This section discusses algorithms that work in arbitrary dimensions. First,
we discuss the hypercube band algorithm which takes advantage of the non-
standard data layout specified in Thm. 13. Then, we analyze two standard
algorithms, the row and the column algorithm. These algorithms are standard
in the sense that they work on the standard row- or column-major layout of the
data, respectively. They both work with basic blocks given by the work bands
just as the band algorithms do. Due to the standard data layout, however,
the Row and the Column Algorithm cannot take advantage of the blocks with
respect fastest changing dimension. As the Row and the Column Algorithms
do not work on the band layout, we cannot take advantage of Thm. 13 to
analyze their complexity. The leading terms of the non-compulsory I/Os for
the Row and Column algorithms as well as for the Hypercube Band Algorithm
are summarized in Tab. 2. The Row Algorithm is factor of Θ
(
d−1√B
)
worse
then the lower bound and the Column Algorithm by a factor of Θ (B). The
Hypercube Band Algorithm achieves the correct asymptotic of the leading
term of the non-compulsory I/Os but is by a constant factor of d−1
√
d! worse
than the lower bound. As all three algorithms work in particular in the 2-
and 3-dimensional setting, they are also fundamental algorithms for the low-
dimensional cases.
Table 2 Leading term of the non-compulsory I/Os for different algorithms in arbitrary
dimension d.
dD Algorithms Sweep Shape Sweep Seq. Non-Compulsory I/Os
Row Algorithm Hypercube e1 Ω
(
1
d−1√
Bd−2·M
·
∏d
i=1 ki
)
Column Algorithm Hypercube e1 Ω
(
1
d−1√
M
·
∏d
i=1 ki
)
Hypercube Band Algorithm Hypercube e1 4s·
d−1√2s·(d−1)
B· d−1√M
·
∏d
i=1 ki
Lower Bound n.a. n.a. 1d−1√
d!
· 4s·
d−1√2s·(d−1)
B· d−1√M
·
∏d
i=1 ki
4.1.1 The Hypercube Band Algorithm: Asymptotically Optimal for Arbitrary
Dimensions
This section discusses the Hypercube Band Algorithm which is a simple, asymp-
totically matching upper bound for arbitrary dimension d. As the Hypercube
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Fig. 2 In two dimensions: the Row Algorithm (left) and the Column Algorihtm (right) for
s = 2. Vertices currently in internal memory in red.
Band Algorithm works on a data layout supporting its particular access, its
complexity is matching the lower bound asymptotically. The Hypercube Band
Algorithm is within the framework of memory efficient band algorithms and
hence we can apply Theorem 13. For two dimensions, this algorithm is depicted
in Fig. 4.
As sweep sequence X only the single unit shift e1 is employed. The sweep
shape S is a d− 1 dimensional hypercube lying in a hyperplane of normal e1
with m vertices in each of the remaining d− 1 directions,
S = {x = (x1, . . . , xd) ∈ [k1]× · · · × [kd] : x1 = 1 ∧ (1 ≤ xi ≤ m for 2 ≤ i ≤ d)}
the sweep shape consists of |S | = md−1 vertices in total. The constant c de-
scribing the relation between the size parameter m and the number of vertices
in S in (18) is therefore c = 1. The intersection of a resulting infinite evalua-
tion band with a hyperplane of normal e1 is a hypercube of side length m−2s.
Therefore
|E∞h | = (m− 2s)d−1 = md−1 +O
(
md−2
)
and hence e = 1 (Assumption 4). The evaluation bands are characterized
by E∞h being a d − 1 dimensional hypercube of side length m − 2s lying in
the center W∞h , i.e. s units away from every side of the work band. Hence
Assumptions 3 and 5 of Def. 12 is fulfilled.
As the sweep sequence consists only of the unit shift e1, covering the grid
[k2]×· · ·× [kn] with sets E∞h yields a cover for the d dimensional grid once the
sweep sequence is applied. As E∞h is also a hypercube, it is easy to cover the
d− 1 dimensional grid. The grid [k2]× · · · × [kn] is covered by the evaluation
bands if an evaluation band is placed every m− 2s vertices for the last d− 1
unit directions in a lattice-like structure as shown in Fig. 3. This specifies the
list of work bands W. The number of work bands per Hh equals the total
number of work bands and is
|W| =
d∏
i=2
⌈
ki
m− 2s
⌉
= Θ
(
d∏
i=2
ki
m
)
(24)= O
(
1
M
·
d∏
i=2
ki
)
.
Hence, Assumption 6 is satisfied. By construction, the evaluation bands cover
the grid (Assumption 2). One work band W ∈W overlaps with at most 3d−1−
1 = Θ (1) other work bands and hence Assumption 7 is met.
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Fig. 3 For d = 3, m = 4 and s = 1: Left: Covering a hyperplane of Hh (2-dimensional)
with the evaluation bands resulting from sweeping a d − 1-dimensional hypercube along
e1. Right: the size of the k-intersections determined by the work bands surrounding the
evaluation bands per Hh.
Lemma 17 ensures that Assumption 1 is met.
Lemma 17. Given the d dimensional grid [k1] × · · · × [kd] and the setup of
Def. 12 assuming that the sweep sequence is X = {e1}. It then holds for any
W ∈W and any w ∈ EW that
I(w) = [x− δ, x+ δ] with δ = s · |S | .
Proof. By (20) we know that I(w) = [oW (wmin), o(wmax)] with wmin = argmin{oW (w) :
w ∈ Ss(w)} and wmax argmax{oW (w) : w ∈ Ss(w)}. Denote by S the sweep
shape of W that contains w and by Sk the sweep shape that is preceding
(k < 0) or proceeding (k > 0) S in the work band by k shifts. As we are only
sweeping in x1-direction, the only vertex of Ss(w) which is in S−s is w−s ·e1.
Also, Ss(w) ∩Sk = ∅ for k < −s. Hence wmin = w − s · e1. As wmin and w
have the same lexicographic position within their respective sweep shape we
get ||wmin−w||W = s ·S . Similarly wmax = w+s ·e1 and ||wmin+w||W = s ·S
and hence the claim follows.
It is left to estimate the size of the k-intersections per hyperplane of normal
e1,
∣∣Φ(W,k,h)∣∣ (see Fig. 3). For one work band, there are 2(d − 1) different 2-
intersections, one for each of the faces of the d−1 dimensional hypercube sweep
shape. Per hyperplane of normal e1, any 2-intersection contains 2s·(m−4s)d−2
vertices. In total these are
2(d− 1) · 2s · (m− 4s)d−2 = 4s(d− 1)md−2 +O (md−3)
vertices if d ≥ 3. For d = 2 these are 2 · (2− 1) · 2s · (m− 4s)2−2 = 4s vertices.
Hence, b = 4s · (d− 1) in both cases and Assumption 8 holds.
If three or more work bands intersect, at least one of them has to be
offset from W in two different unit directions. The intersection of two work
bands contains 2s vertices in direction i if the work bands are at a offset in
this direction and m − 4s vertices if they are not at offset in this direction.
Hence, the number of vertices in any k-intersection for k ≥ 3 is O (k1 ·md−3)
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Fig. 4 In two dimensions: the Hypercube Band Algorithm (lower left) and the Diagonal
Band Algorithm (lower right) for s = 2. Vertices currently in internal memory in red.
or O (md−3) vertices per hyperplane of normal e1. As there are only a con-
stant number of non-empty k-intersections per work band by Lemma 14, also∣∣Φ(W,k,h)∣∣ = O (md−3) for any k ≥ 3. If d = 2, only up to two work bands over-
lap and the k-intersections for k ≥ 3 are empty. This yields that Assumption 9
is also satisfied.
Hence, Theorem 13 can be applied to the Hypercube Band Algorithm with
c = e = 1 and b = 4s · (d− 1). Therefore, the number of non-compulsory I/Os
of the Hypercube Band Algorithm is upper bounded by
4s · d−1
√
2s · (d− 1) ·
∏d
i=1 ki
B · d−1√M +O
( ∏d
i=1 ki
d−1√
Bd−2 ·M2
)
.
For d = 2 and d = 3 this bound reads
d = 2 : 8s2 · k1k2
B ·M +O
(
k1k2
M2
)
+O
(
k1
B
)
and
d ≥ 3 : 8 ·
√
2 · s3/2 · k1k2k3
B · √M +O
(
k1k2k3√
B ·M2
)
.
4.1.2 Standard Row and Column Algorithms: Baselines With Non-Optimal
Asymptotic Behavior
This section analyses two standard approaches to evaluate stencils in arbitrary
dimension called Row Algorithm and Column Algorithm. Both algorithms are
depicted in Fig. 2 for two dimensions. Both algorithms cause an asymptotically
non-optimal number of non-compulsory I/Os. Hence, the analysis focuses on
the asymptotic number of non-compulsory I/Os only and does neither derive
the constant of the leading term nor lower order terms.
The algorithms are standard in the sense that they work on the common
data layouts used to stored multidimensional arrays, i.e. grids, and not the
layout specified in Theorem 13.
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These standard layouts are the row- and the column-major layout. To be
specific, the first coordinate x1 is changing fastest in the row-major layout and
the second coordinate x2 is changing fastest in the column-major layout.
The Row Algorithm and the Column Algorithm are going to sweep a d−1
dimensional hypercube through the grid in x1-direction. Sweeping the hyper-
cube in x1-direction (x2-direction) in a row layout is the same as sweeping the
same hypercube in x2-direction (x1-direction) in a column layout. Hence only
sweeps in x1-direction will be discussed but both, row and column, layouts.
Also, layouts in which the i.th coordinate is changing fastest could be dis-
cussed. It only matters, however, whether we sweep along the fastest changing
index or not. Hence discussing row and column layouts covers all cases.
The Row Algorithm and the Column Algorithm are specified by their sweep
sequence, sweep shape, list of work bands and the data layout they work on.
Apart the data layout, the algorithms work precisely as described in Thm. 13.
However, as the Row and the Column Algorithm use a different data layout
than specified in Thm. 13 we cannot use this theorem to derive the number of
non-compulsory I/Os for these algorithms. The structure and analysis of the
algorithms is, however, very similar to the one carried out in Thm. 13.
Row Algorithm The Row Algorithm is based on a standard row-major lay-
out of the vertices of the grid. For two dimensions, the Row Algorithm is
depicted in Fig. 2. The sweep sequence is X = {e1} and the sweep shape a
d− 1 dimensional hypercube of side length m lying in a hyperplane of normal
e1. As the sweep shape and sweep sequence are the same as for the Hypercube
Band algorithm, the work bands, evaluation bands and list of work bands W
are identical to those of the Hypercube Band Algorithm. The sweep shape
consists of md−1 vertices. As we sweep solely in x1-direction, the work and
evaluation bands extend in this direction. The evaluation bands are charac-
terized by E∞h being a d − 1 dimensional hypercube of side length m − 2s
lying in the center W∞h . Hence the grid is covered by the evaluation bands
if an evaluation band is placed every m − 2s vertices for the last d − 1 unit
directions as shown in Fig. 3. This specifies the list of work bands W. The
number of work bands per Hh equals the total number of work bands and is
|W| =
d∏
i=2
⌈
ki
m− 2s
⌉
= Θ
(
d∏
i=2
ki
m
)
.
The evaluation order of the vertices as well as the data that is kept in internal
memory is as specified in Thm. 13.
Let us determine the maximum size m of the sweep shape. Consider the
input first. As the blocks of the data layout extend in x1-direction we need to
keep at least one block of data in internal memory for each of the md−1 rows
of the sweep shape. We assume B ≥ 2s+ 1 and hence one block of data covers
2s + 1 sweep shapes allowing the middle sweep shape to be evaluated.4 For
4 The worst case would be a block aligned data layout, i.e. all blocks start at the same
indices of x1 for all rows. In a block aligned data layout it would be necessary to keep the
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the output we need one block of data for each row of the evaluation band, i.e.
(m−2s)d−1 blocks. Hence, at least B · (md−1 + (m− 2s)d−1) = Θ (B ·md−1)
vertices have to be in internal memory at once. This means that the sweep
shape size has to be chosen in the order of
m = O
(
d−1
√
M
B
)
.
To determine the number of non-compulsory I/Os consider the k-intersec-
tions. The data layout is not organized by k-intersections but the k-intersections
still describe the number of non-compulsory I/Os a vertex (or block of ver-
tices) has to cause. A work band exceeds its evaluation band by 2s vertices (s
vertices before and s vertices after the evaluation band) in each of the d − 1
coordinates xi for 2 ≤ i ≤ d. As the evaluation bands cover the grid without
overlap, this means that the 1-intersection of each work band (besides the first
and last work band in each direction) is characterized by Φ(W,1,h) being a d−1
dimensional hypercube of side length (m−4s) lying in the middle of W . Hence
per Hh the vertices of a work band shared with other work bands is given by
∞⋃
k=2
Φ(W,k,h) = md−1 − (m− 4s)d−1 = Θ
(
md−2
)
.
With the conservative assumption that all these vertices are only shared by
two work bands, each of them causes one non-compulsory I/O for each of the
work bands (see also the similar discussion in the proof of Thm. 13). Each row
of the grid is contiguous in memory and so we have one I/O every B vertices of
each row, or k1
/
B I/Os per row. For the asymptotic analysis we ignore blocks
that contain two different rows as this effects only lower order terms.
Hence, the Row Algorithm causes at least
Θ
(
d∏
i=2
ki
m
)
· k1
B
·Θ (md−2) = Θ(∏di=1 ki
B
1
m
)
= Ω
( ∏d
i=1 ki
d−1√
Bd−2 ·M
)
non-compulsory I/Os. Although we do not provide a proof, we claim that this
analysis is tight, i.e. the Row Algorithm causes that many non-compulsory
I/Os and the effects disregard only concern lower order terms. For d = 2 and
d = 3 this bound reads
d = 2 : Ω
(
k1k2
M
)
and d = 3 : Ω
(
k1k2k3√
B ·M
)
.
The Row Algorithm causes an asymptotically non-optimal number of non-
compulsory I/Os as the row-major data layout forces the algorithm to keep
a whole block of B vertices in internal memory for each row of the sweep
shape. To evaluate the current sweep shape, however, at most the s pre- and
2s previous sweep shapes in internal memory in addition to the md−1 new blocks that are
loaded when the end of a set of blocks is reached.
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s proceeding sweep shapes are required in memory and hence only a constant
number of vertices (at most 2s+1) per row. This forces the Row Algorithm to
choose a relatively small sweep shape size m and hence decreases the interior-
to-boundary ratio of the work bands.
Column Algorithm The Column Algorithms is based on a standard column-
major layout of the vertices of the grid. For two dimensions, the Column
Algorithm is depicted in Fig. 2. This means that blocks extend in x2 direction.
The sweep sequence is X = {e1} and the sweep shape a d − 1 dimensional
hypercube of side length m consisting of md−1 vertices. As the sweep sequence
and sweep shape are identical to the Row Algorithm and the Hypercube Band
Algorithm, the work bands, evaluation bands and list of work bands W are
also identical to those algorithms. Hence, the number of work bands is |W| =
Θ
(∏d
i=2
ki
m
)
as for the Row Algorithm. The evaluation order of the vertices
as well as the data that is kept in internal memory is as specified in Thm. 13.
Let us determine the maximum size m of the sweep shape. For each of
its md−2 columns, a sweep shape consists of
⌈
m
B
⌉
blocks of data. Hence, the
number of vertices contained in the blocks of a sweep shape is
B ·
⌈m
B
⌉
·md−2 = Θ (md−1) .
The algorithm needs to keep at least 2s− 1 = Θ (1) complete sweep shapes in
internal memory for the input, i.e. the sweep shape currently being evaluated
as well as the s − 1 preceding and s − 1 proceeding sweep shapes. For the
asymptotic analysis we disregard blocks of the output that have to reside in
internal memory.5 Hence, the number of vertices that have to be in internal
memory at once is lower bounded by (2s − 1) · Θ (md−1) = Θ (md−1). We
therefore know that the size of the sweep shape is
m = O
(
d−1√
M
)
.
To determine the number of non-compulsory I/Os consider the k-intersections.
As for the Row Algorithm, the 1-intersection of each work band (besides the
first and the last work band in each direction) is characterized by Φ(W,1,h)
being a d− 1 dimensional hypercube of side length (m− 4s) lying in the mid-
dle of W . Hence per Hh and work band W the section above and below the
evaluation band in x2 direction is a d−1 dimensional hypercube of 2s vertices
in x2 direction and (m − 2s) for all directions xi for i ∈ {3, . . . , d}. Hence,
there are (m − 2s)d−2 columns per work band and Hh that contain vertices
that are also shared with other work bands. This means that there are at
least 2 · (m− 2s)d−2 = Θ (md−2) blocks per work band and Hh causing non-
compulsory I/Os. With the conservative assumption that all these blocks are
5 If the vertices are evaluated in lexicographic order one output block per column of the
sweep shape, hence m blocks in total, should be kept in memory. This can be reduced to
one output block if the vertices are evaluated according to columns, i.e. with x2 and not xd
being the fastest changing index for the evaluation order
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only shared by two work bands, each of them causes one non-compulsory I/O
for each work band (see also the similar discussion in the proof of Thm. 13).
We disregard all other 2 · (d−2) faces of the evaluation band that also contain
vertices of the k-intersections for k ≥ 2. These vertices only increase the num-
ber of non-compulsory I/Os but would not change the asymptotic behavior of
the leading term of the non-compulsory I/Os.
Hence, the Column Algorithm causes at least
Θ
(
d∏
i=2
ki
m
)
· k1 ·Θ
(
md−2
)
= Θ
(∏d
i=1 ki
m
)
= Ω
(∏d
i=1 ki
d−1√M
)
non-compulsory I/Os. Although we do not provide a proof, we claim that this
analysis is tight, i.e. the Column Algorithm causes that many non-compulsory
I/Os and the effects disregarded only concern lower order terms. For d = 2
and d = 3 this bound reads
d = 2 : Ω
(
k1k2
M
)
and d = 3 : Ω
(
k1k2k3√
M
)
. (31)
The Column Algorithm causes an asymptotically non-optimal number of
non-compulsory I/Os as the column-major data layout forces the algorithm
to perform one non-compulsory I/O per column of the sweep shape to load
and store the k-intersections for k ≥ 2. Per column, however, there are only
a constant number of 2s vertices in the k-intersection above and below the
evaluation band (besides for the outermost columns). This forces the Column
algorithm to perform a non-compulsory I/O for each column and each step
in x1-direction instead of performing an non-compulsory every 2s
/
B steps in
x1-direction and each column.
4.2 Upper Bounds in 2 Dimensions
The upper bounds in two dimensions are summarized in Tab. 3 and the lay-
outs depicted in Fig. 2 and 4. The Row and the Column Algorithm are both
by a factor of Ω (B) worse than the optimum. The two dimensional Hyper-
cube Band Algorithm achieves the correct asymptotics but the leading term
of the non-compulsory I/Os is by a factor 2 worse than the lower bound. In
[39] Leopold uses a mixed row/column layout which achieves the same con-
stant at the leading term of the non-compulsory I/Os as the Hypercube Band
Algorithm. In contrast, the constant of the lower bound is matched by the
Diagonal Band Algorithm which is depicted in the right part of Fig. 4. The
key observation is that shifting a sweep shape which lies in a hyperplane of
normal (1, −1) in the two unit directions (1, 0) and (0, 1) alternately dou-
bles the vertices of an evaluation band while the number of vertices of the
2-intersections stays constant per evaluation band .
46 Philipp Hupp, Riko Jacob
Table 3 Leading term of the non-compulsory I/Os for different algorithms in two dimen-
sions.
2D Algorithms Sweep Shape Sweep Seq. Non-Compulsory I/Os
Row Algorithm Vertical e1 Ω
(
1
M
· k1k2
)
Column Algorithm Vertical e1 Ω
(
1
M
· k1k2
)
Hypercube Band Algorithm Vertical e1 8s
2
BM
· k1k2
Diagonal Band Algorithm Diagonal e1, e2 4s
2
BM
· k1k2
Lower Bound n.a. n.a. 4s
2
BM
· k1k2
adjacent `1 balls k1l1 l1
≤|Ex10 | =|Ex10 | =|Ex10 | =|Ex10 | ≤|Ex10 |
=|Ex10 | =|Ex10 |
≤|Ex10 |≤|Ex10 |
Fig. 5 In 2 dimensions. Depicted are the evaluation bands. Left: covering the grid
with adjacent `1 balls results in diagonal work and evaluation bands. Right: At most
(k1 + 2 · l1) /
∣∣Ex10 ∣∣ work bands are needed to cover the side [k1] of the grid [k1] × [k2]
with evaluation bands.
4.2.1 Diagonal Band Algorithm (see Fig. 4 - right): Optimal in 2 Dimensions
The Diagonal Band Algorithm is optimal with respect to the leading term
of the non-compulsory I/Os. As suggested by the lower bound, the algorithm
evaluates the grid `1-ball by `1-ball, by sweeping through adjacent `1-balls (see
Fig. 5). The algorithm fits the framework of Theorem 13 and is depicted in
detail in Fig. 4.
The sweep sequence X consists of both unit directions, X = {e1, e2}. The
sweep shape S is a diagonal line segment of m points,
S = {x ∈ Z2 : (x1 + x2 = 0) ∧ (x2 ≥ 0) ∧ (x2 < m)} . (32)
By definition, b = 1 holds. The sweep shape S can be regarded as the inter-
section of an `1-ball with a hyperplane, i.e. a line, of normal (1, 1) through the
center of that ball. This means that we are sweeping an `1-ball diagonal per
diagonal.
The work bands that result from this construction are also diagonal and
extend along the direction (1, 1) of the sweep. One work band consists of m
vertices per diagonal hyperplane of normal (1, 1). Using two different shifts for
the sweep sequence together with a diagonal sweep shape, however, doubles,
in comparison to the hypercube band algorithm, the vertices of a work band
per hyperplane Hh to 2m.
The evaluation bands are also diagonal bands. They consists of m− s ver-
tices per hyperplane of normal (1, 1) and 2m − 2s vertices per Hh. Hence,
|E∞h | = 2m− 2s and e = 2 (Assumption 4). Further, an evaluation band also
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consists of 2m − 2s vertices per hyperplane of normal e2 and hence Assump-
tion 3 holds. The evaluation bands lie in the middle of the work bands. In
particular, consider the intersection of a work band W with a Hh. First, there
are s vertices which belong to W \ EW , followed by 2m − 2s vertices of the
evaluation band EW and another s vertices of W \EW . Hence, Assumption 5
is satisfied.
It is easy to cover the grid with non-overlapping evaluation bands as their
structure is very simple. Shift the infinite evaluation bands by 2m−2s vertices
in direction e1 until the whole grid is covered (Assumption 2). By this approach
a work band overlaps with at most two other work bands, the work bands
above and below it, and hence Assumption 7 is satisfied. This covering also
immediately yields that at most
k1 + k2
2m− 2s
(24)= k1 + k2
M
2s·c −O (B)
= O
(
k1
M
)
evaluation bands and hence also work bands are needed to cover the grid.
Therefore Assumption 6 is satisfied.
Let us now analyze the k-intersections. By the arrangement of the work
bands, all k-intersections for k ≥ 3 are empty and Assumption 9 satisfied.
For the 2-intersections consider the intersection of a work band W with a
hyperplane Hh of normal e1. We have seen that, per Hh, the vertices of the
evaluation band are adjacent to s vertices of W \EW on each side of the eval-
uation band. Also, the adjacent work bands, intrude by exactly s vertices into
the current work band. Hence, 4s vertices of the evaluation band, 2s vertices
on each side, are part of the 2-intersections for each Hh. Hence, Φ(W,2,h) = 4s
and Assumption 8 holds with b = 4s.
We verify the remaining Assumption 1 with Lem. 18.
Lemma 18. Given d = 2 and the setup of Def. 12. Given the Diagonal Band
Algorithm specified in this section: the sweep sequence is X = {e1, e2}, the
sweep shape S is a diagonal line segment of m points and the list of work
bands W is as specified in this section. Then, for any W ∈W and any w ∈ EW
the following holds:
I(w) = [oW (w)− δ, oW (w) + δ] with δ = s · |S |+O (1) .
Proof. As (20) characterizes I(w) as I(w) = [oW (wmin), oW (wmax)] it is left
to determine wmin and wmax as well as their distance to w in the work band
order. Let S be the sweep shape containing w ∈ EW . First consider wmax.
This vertex has to be in the sweep shape Ss proceeding S by s shifts. Of all
vertices inSs∩Ss(w) the vertex w+(s, 0) is the one of maximum lexicographic
order, hence wmax = w+ (s, 0). Denote by v the vertex v to which w is shifted
in the next s. It holds that ||v−w||W = s·|S | and v ∈ Ss∩Ss(w). The vertices
in Ss∩Ss(w) form a contiguous, diagonal line segment of s+1 vertices. Hence,
the work band distance between v and wmax is bounded by s.Hence
||w − wmax||W ≤ ||w − v||W + ||v − wmax||W ≤ s · |S |+O (1) .
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Similarly, it can be shown that wmin = w + (−s, 0) and that ||w − wmin||W ≤
s · |S |+O (1). Hence, the claim follows.
As all assumptions are satisfied, we can apply Theorem 13 to yield an
upper bound for the non-compulsory I/Os of the Diagonal Band Algorithm
(c = 1, e = 2 and b = 4s ). The upper bound is
4s2 · k1k2
BM
+O
(
k1k2
M2
)
+O
(
k1
B
)
.
4.3 Upper Bounds in 3 Dimensions
The upper bounds in three dimensions are summarized in Tab. 4. In three
dimensions, the Hypercube Band Algorithm achieves optimal asymptotic be-
havior and outperforms the Row Algorithm by Ω
(
1√
B
)
and the Column Al-
gorithm by Ω
( 1
B
)
. Using a two dimensional `1-ball (Diamond Band Algo-
rithm) instead of a square as sweep shape improves the leading term of the
non-compulsory I/Os by a factor of 1√2 compared to the Hypercube Band
Algorithm. The best new upper bound improves this by another factor of
1√
3 , leaving a gap of
√
2 to the lower bound (Hexagonal Band Algorithm –
s ∈ {1, 2, 3} only). The Hexagonal Band Algorithm shifts a hexagonal sweep
shape, resulting from the intersection of a three dimensional `1-ball with a
plane of normal (1, 1, 1), and alternates the three unit shifts.
One reason why the constants of the lower and upper bound do not yet
match is the fact that the grid cannot be tiled with `1-balls in three dimensions.
Hence, imitating the lower bound by tiling the grid with `1-balls fails in three
dimensions while it was possible in two dimensions.
Table 4 Leading term of the non-compulsory I/Os for different algorithms in three dimen-
sions. The Hexagonal Band Algorithm is analyzed only for s ∈ {1, 2, 3}.
3D Algorithms Sweep Shape Sweep Seq. Non-Compulsory I/Os
Row Algorithm Square e1 Ω
(
1√
B·√M · k1k2k3
)
Column Algorithm Square e1 Ω
(
1√
M
· k1k2k3
)
Hypercube Band Algorithm Square e1 8
√
2s3/2
B
√
M
· k1k2k3
Diamond Band Algorithm `1-ball e1 8s
3/2
B
√
M
· k1k2k3
Hexagonal Band Algorithm Hexagonal e1, e2, e3 8
√
2s3/2√
3B
√
M
· k1k2k3
Lower Bound n.a. n.a. 8s
3/2√
3B
√
M
· k1k2k3
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4.3.1 Diamond Band Algorithm
The three dimensional Diamond Band Algorithm improves upon the three di-
mensional (Hyper-)Cube Band Algorithm by a factor of 1√2 . Instead of a two
dimensional hypercube (square) it uses a diamond, i.e. `1-ball, as sweep shape.
It has been proven in §2.2 that the `1-ball has a better interior to boundary
ratio than the cube. Hence, it is also advantageous as sweep shape. Although
the Hexagonal Band Algorithm presented in §4.3.2 further reduces the num-
ber of non-compulsory I/Os, the Diamond Band Algorithm maybe better for
implementation as the complexity of its data layout is still manageable.
Theorem 13 can be used to analyze the Diamond Band Algorithm. The
sweep sequence consists of the first unit shift, X = {e1}. The sweep shape
is a two dimensional `1-ball of radius m − 1, i.e. side length m, lying in a
hyperplane of normal e1,
S = b(m−1,0)2 = {(x1, x2, x3) ∈ Z3 : (x1 = 0) ∧ (|x2|+ |x3| ≤ m− 1)} .
A sweep shape consists of |S | §2.3= m2 + (m− 1)2 = 2m2− 2m+ 1 vertices and
hence c = 2.
The work and evaluation bands are simple to describe as we are only sweep-
ing in x1-direction,
W∞h = S = b
(m−1,0)
2 and E∞h = b
(m−1−s,0)
2 .
An evaluation band lies in the center of its corresponding work band. In par-
ticular, Assumptions 3 and 5 hold.
It follows that |E∞h | = (m − 1 − s)2 + (m − 1 − s − 1)2 = 2m2 + O (m)
and e = 2 (Assumption 4). Sweeping only in x1-direction means that if we
cover [k2] × [k3] with the E∞h , then the three dimensional grid is covered by
the resulting evaluation bands. In fact, it is easy to cover the two dimensional
grid with two dimensional `1-balls without overlap (Assumption 2). See Fig 6
and also [12] for an example covering. This covering gives rise to the list of
work bands W. Any work band overlaps only with up to the 8 = 3d − 1 work
bands adjacent to it and hence Assumption 7 holds.
Let us now consider the k-intersections. Pick one work band W . The (E∞W )h
is an `1-ball of radius m − 1 − s at the same center as W∞h = S = b(m−1,0)2 .
Therefore, a work band W is larger than EW by s layers of vertices. As the
evaluation bands cover the grid without overlap, a work band W ′ 6= W can
only reach the s outermost layers of EW . Hence only the outermost 2s layers
of W may be shared with other work bands. Therefore,
|ΦW,2,h| ≤
∣∣∣Γ2s(b(m−1,0)2 )∣∣∣ ≤ 2s∑
r=1
4(m− r) = 8s ·m−O (1) . (33)
This means that Assumption 8 holds with b = 8s. It also follows from the
shape and position of the evaluation and work bands that the k-intersections
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Fig. 6 Diagonal Band Algorithm: Left: covering the two dimensional grid [k2]×[k3] with
E∞h , i.e. two dimensional `
1-balls. Hexagonal Band Algorithm: Middle left: for m=3,
intersecting a 3-dimensional `1-ball (black) with plane of normal (1, 1, 1) results in S ′ (red).
Additional vertex ofS for s = 1 in cyan. Middle right: projection P2 of 2-star stencil S2. The
projection Ps of the stencil consist of the different level sets of the original stencil Ss. Right:
trying to cover the two dimensional grid [k2]× [k3] with the {w ∈W : Ps(w) ⊆W}h ⊂ E∞h
resulting from the original hexagonal sweep shapes S ′ for m = 3 and s = 1. One vertex
(circled) cannot be covered when the E∞h do not overlap.
are limited to constant size per Hh whenever k ≥ 3. By Lem. 14 it follows that
|ΦW,k,h| = O (1) for k ≥ 3. Hence, also Assumption 9 is satisfied.
The number of work bands used in total is the same as the number of work
bands per Hh as we are only sweeping in x1-direction. Hence, as the necessary
assumptions are satisfied, we can apply Lemma 16 to yield Assumption 6:
|W| ≤ (k2 +O (m))(k3 +O (m))|E∞h | − O (m)
= (k2 +O (m))(k3 +O (m))(2m2 +O (m))−O (m)
(24)= O
(
k2k3
M
)
.
Finally, we can apply Lemma 17 as we are only sweeping in x1-direction to
show that Assumption 1 holds. Therefore all assumptions of Def. 12 are met
and Thm. 13 can be applied. Hence, the number of non-compulsory I/Os of
the 3-dimensional Diamond Band Algorithm is upper bounded by (c = e = 2,
b = 8s)
8s3/2 · k1k2k3
B · √M +O
(
k1k2k3√
B ·M
)
.
4.3.2 Hexagonal Band Algorithm for 3 Dimensions: Alternate Sweeps
Improve the Constant
The best algorithm presented in three dimensions is the Hexagonal Band Algo-
rithm. Essential to the Hexagonal Band Algorithm is the concept of alternat-
ing shifts which has already proven useful in two dimensions for the Diagonal
Band Algorithm. The Hexagonal Band Algorithm is asymptotically optimal
and improves the constant of the leading term of the non-compulsory I/Os by
a factor of
√
3 over the three dimensional Hypercube Band Algorithm and a
factor of
√
3√
2 over the three dimensional Diamond Band Algorithm.
The Hexagonal Band Algorithm is presented to show that alternating shifts
are very likely necessary if the lower and upper bounds should match. Using
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alternating shifts, however, makes the analysis and implementation of the algo-
rithm more difficult. Due to the sloped traversal of the grid and the irregular-
ity of the k-intersections implementing this data layout requires sophisticated
logic and index computations to determine the k-intersections. The overhead
created by the irregular k-intersections may cancel the performance gained by
reducing the non-compulsory I/Os. Hence, it is unsure whether implementing
this algorithm is worthwhile. Regarding the analysis, some of the concepts in-
troduced in §3 are solely necessary to cope with a sweep sequence containing
different shifts. As the Hexagonal Band Algorithm is therefore more of theo-
retical interest, we present its main ideas and concepts but do not proof all
details in a rigorous manner. In particular we only analyze this algorithm for
s ∈ {1, 2, 3} and claim that the modifications necessary to the sweep shape
are identical for all s′ = s + 3 · k for k ∈ N0. The case distinction between
different s is necessary to show that the evaluation bands cover the grid in
the desired manner. Also, we only show that the evaluation bands can cover
the grid without overlap by presenting a picture and do not explicitly con-
struct the work band list W by giving the offsets between the work bands. In
addition, counting the vertices of a work band that cannot be evaluated (see
(38)) and those that are part of k-intersections for k ≥ 2 (see (41)) is done by
proof by picture. We leave it to the reader to verify these details in a rigorous
manner for all m. Instead, we describe the essential results and build upon the
intuition gained from the other algorithms.
The Hexagonal Band Algorithm is a memory efficient band Algorithm. To
describe it, fix the sweep sequence X to consist of the three unit vectors in
their natural order, X = {e1, e2, e3}. The sweep shape S ′ of size m is the
intersection of the 3-dimensional `1-ball of radius 2m centered at the origin,
b
(2m,0)
3 (0) ⊂ Zd, with the plane H through the origin and normal (1, 1, 1),
S ′ = b(2m,0)3 (0) ∩H(1,1,1)0 (see Fig. 6) .
The vertices in S ′ can be counted per x1-level-sets and hence
|S ′| =
(
2 ·
( 2m∑
k=m+1
k
)
+ (2m+ 1)
)
= 3m2 + 3m+ 1 .
The sweep shape S ′ has hexagonal structure and it is therefore easy to cover
the grid with the work bands. For s = 3 · k, k ∈ N, the evaluation bands
resulting from the sweep shape of size m are identical to the work bands
resulting from a sweep shape of size m− 2k. Hence, in this case the grid can
be covered with non-overlapping evaluation bands without adapting the sweep
shape and we can choose
S = S ′ for s = 3 . (34)
For s /∈ 3N the evaluation bands, however, do not cover the grid in a
nice fashion (see Fig. 6 for an example). Consider the cases s ∈ {1, 2}. In
summary, when the evaluation bands are placed without overlap there is one
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x2
x3
x2
x3
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Fig. 7 s = 1 and m = 3. The center of W∞h is marked with a cross. Right: W∞h . Vertices
w ∈ W∞h that can be evaluated because of Ps(w) ⊆ W∞h are depicted as circles, vertices
for which Ps(w) * W∞h holds are squares. Vertices of the original sweep shape S
′ in
red, additional vertices of the adapted sweep shape S in cyan. Middle: a partial, non
overlapping cover of the grid [k2] × [k3] with the sets
{
w ∈W∞h : Ps(w) ⊆W∞h
}
⊆ E∞h .
Left: Overlapping work bands to estimate the vertices in the k-intersections.
vertex missing per evaluation band and Hh. If the evaluation bands overlap
such that the whole grid is covered the overlap would be of order O (m) per
Hh and would affect the leading term of the non-compulsory I/Os. Therefore,
the sweep shape S ′ is enlarged by one vertex in a manner that the grid can be
covered with non-overlapping evaluation bands. The enlarged sweep shapes6
S are given by
s = 1 : S = S ′ ∪ (−m,−1, (m+ 1)) and (35)
s = 2 : S = S ′ ∪ (−1,−m, (m+ 1)) . (36)
In any case, c = 3 holds.
Let us now discuss the evaluation bands and how they cover the grid for
s ∈ {1, 2} in detail. Therefore, consider the intersection of a (infinite) work
band with a Hh. This intersection is depicted in Fig. 7 for s = 1 and in Fig. 8
for s = 2. The intersection consists of |W∞h | = 3 · |S ′| = 3 · (3m2 + 3m + 2)
vertices, as we employ three different unit shifts and hence each subset of S
of a fixed x1-coordinate appears three times in this intersection.
To determine which vertices of the work band belong to the evaluation
band and the k-intersections, regard how the shifts of the sweep shape affect
the s-star stencil. We define Ps(·) (see Fig. 6), the two dimensional projection
of the s-star stencil Ss(·), as
Ps(w) :={v ∈ (h× [k2]× [k3]) : ||w − v||1 ≤ s} ∪
∪ {y : ||w − v||∞ ≤ s ∧ (wi ≤ 0 ∧ vi ≤ 0 for i = 2, 3) } ∪
∪ {y : ||w − v||∞ ≤ s ∧ (wi ≥ 0 ∧ vi ≥ 0 for i = 2, 3) } ,
We will argue next that a w ∈ W can be evaluated, if the projection of the
s-star stencil of w is in W ∩Hh, i.e.
Ps(w) ⊂ (W ∩Hh) ⇒ w ∈ EW . (37)
6 These are not the only possible choices to enlarge S but there are up to six different
choices for each s.
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x2
x3
x2
x3
x2
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Fig. 8 s = 2 and m = 3. The center of W∞h is marked with a cross. Right: W∞h . Vertices
w ∈ W∞h that can be evaluated because of Ps(w) ⊆ W∞h are depicted as circles, vertices
for which Ps(w) * W∞h holds are squares. Vertices of the original sweep shape S
′ in
red, additional vertices of the adapted sweep shape S in cyan. Middle: a partial, non
overlapping cover of the grid [k2] × [k3] with the sets
{
w ∈W∞h : Ps(w) ⊆W∞h
}
⊆ E∞h .
Left: Overlapping work bands to estimate the vertices in the k-intersections.
If Ps(w) ⊂ (W ∩Hh), all vertices of Ps(w) belong to some sweep shape of W .
In particular, every fixed vertex v ∈ Ps(w) has a trace in the 3-dimensional grid
depending on the sweep shape(s) it belongs to and the shifts that are applied
to it and its sweep shape(s). It is important that the whole trace of a vertex
belongs to W if v itself belongs to W . As the three unit shifts alternate as
sweeps, the vertices v±k ·(1, 1, 1) for k ∈ Zd are in the trace of v independently
of which shift is next. As example consider, the vertex v = (−1,−1, 0) which
has the vertex (0, 0, 1) in its trace. Verifying the ⊇ part of the equality
Ps(w) =
s⋃
k=−s
(
(Ss(w) ∩Hk)− k · (1, 1, 1)
)
yields that the traces of the vertices of the stencil projection Ps(w) cover the
stencil Ss(w) itself. Hence Ss(w) ⊂W holds from which w ∈ EW follows.
The structure of W∞h (see Figs. 7 and 8) can be described as follows: the
vertices of W∞h can be split into groups of three diagonals that all correspond
to vertices of the same x1-value of the sweep shape. The three diagonals within
a group correspond to the three different unit shifts. Within such a group, the
three diagonals have the same number of vertices. If the group contains vertices
of x1-value u, then there are (2m + 1) − |u| vertices in the group. The only
exception is the group which contains the additional vertex, (m, 1,−(m+ 1))
for s = 1 and (−1,−m, (m+ 1)) for s = 2. This group contains one additional
vertex per diagonal, or three additional vertices in total.
To estimate E∞h apply the projected stencil Ps to W∞h . By (37): if the
projected stencil of a vertex w is in W∞h , then the w itself belongs to the
evaluation band. Hence
E ⊃ {w ∈W : Ps(w) ⊆W} and W \ E ⊂ {w ∈W : Ps(w) *W} .
The vertices in the set A := {w ∈ W : Ps(w) * W} can be counted per
Hh. To treat all cases for different s at once, we apply Ps(·) to the work band
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(W ′)∞ resulting from the original S ′. If Ps(·) is within (W ′)∞ then it is for
sure within W∞ and hence this underestimates the number of vertices that can
be evaluated. Further, enlarging the sweep shape adds at most three vertices
W∞h and hence at most 3 vertices to A. The first and the last 2s diagonals of
W∞h (m+ 1 vertices each) are in the set A. For each group of three diagonals
with x1 6= 0, there are 2 · 2s vertices in A at the ends of the diagonals. This
holds also for the first and last group for which we have already excluded
several diagonals completely. Again, this double accounting only decreases the
vertices in the evaluation band and weakens the analysis. The middle group
for x1 = 0 contains 2s+ 3s vertices for which Ps(w) * (W ′)∞ holds. In total
(counting diagonal by diagonal from left to right),
|(W \ E)h| ≤ (m+ 1) · 2s+m · 4s+ 5s+m · 4s+ (m+ 1) · 2s+ 3 =
= 12ms+O (1) . (38)
Hence, a lower bound for the size of E∞h is given by
|E∞h | ≥ 3 · (3m2 + 3m+ 2)− (12ms+O (1)) = 9m2 −O (m) (39)
and e = 9 follows (Assumption 4).
Besides the sheer number of vertices in E∞h , we also need to know the shape
of E∞h to cover the grid with few evaluation bands. Examine the sets W∞h and
A∞h = {w ∈ W : Ps(w) * W} ∩Hh depicted in Figs. 7 and 8 for m = 3 and
s = 1 respectively s = 2.7 From the hexagonal structure of the sweep shapes
follows that the two sets W∞h and Ah also have a hexagonal like structure.
Figs. 7 and 8 show partial covers of the grid [k2] × [k3] with non-overlapping
sets Ah which can be extended to cover the whole grid [k2] × [k3]. Hence we
can also cover the 3-dimensional grid [k1] × [k2] × [k3] with non-overlapping
evaluation bands which gives rise to the list of corresponding work bands W
and Assumption 2 is fulfilled.
As the sweep shape and also E∞h are hexagonal it follows that a work
band overlaps with at most 6 other work bands and Assumption 7 is satisfied.
Further, Assumption 3 holds by construction for the adaptedS . Assumption 5
holds for the unmodified sweep shape S ′. This is sufficient as Assumption 5
is only needed for Lem. 16 estimating the total number of work bands which
we apply to the unmodified sweep shape S ′ in (42).
Let us now check the k-intersections. The vertices in the k-intersections
B :=
∞⋃
k=2
Φ(W,k,h) = {w ∈W : w ∈ Hh and ∃V ∈W : W 6= V and w ∈ V }
(40)
can be counted similarly to those in W \E (see (38)). Again, let us first count
the vertices in B for the unmodified work band (W ′)∞h . By construction, the
{w ∈ W ′ : Ps(w) ⊆ W ′} (subsets of evaluation bands) do not overlap.
Further, as the W ′h are similar to convex shapes, every vertex in W ′h is in the
7 E∞h can also contain further vertices but a subset of E
∞
h is sufficient for the following
analysis.
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projected stencil Ps(·) of some vertex {w ∈ W ′ : Ps(w) * W ′}. Hence, work
bands neighboring W ′h intrude into {w ∈ W ′ : Ps(w) ⊆ W ′} by at most
this projected stencil. Therefore we can account for the vertices of W ′ that
are also part of other work bands similar to (38). At most the first and last
2 · 2s diagonals of W ′h (≤ m + 1 vertices each for the original S ′) are shared
with other work bands. For each group of three diagonals for x1 6= 0 there are
2 ·2 ·2s vertices at the ends of the diagonals that can also belong to other work
bands, possibly being identical with the vertices of the first and last diagonals
that have already been accounted for completely. The middle group for x1 = 0
contains 2 · 5s vertices which are also part of other work bands. When we now
consider S instead of S ′ there are at most 3 more vertices in Wh then in
W ′h. Conservatively, we assume that these three vertices are in k-intersections
for k ≥ 2. Similarly, all 6 work bands adjacent to W contain at most 3 more
vertices than per Hh than assumed forS ′. Hence, at most another 3·6 vertices
of Wh belong to k-intersections for k ≥ 2. All in all, the number of vertices in
k-intersections for k ≥ 2 is at most (counting diagonal by diagonal from left
to right as in (38))∣∣∣∣∣
∞⋃
k=2
Φ(W,k,h)
∣∣∣∣∣ ≤ 2 · (12ms+O (1)) + (3 + 6 · 3) = 24ms+O (1) . (41)
This also gives the bound
∣∣Φ(W,2,h)∣∣ ≤ 24ms + O (1) and therefore Assump-
tion 8 is satisfied with b = 24s. Furthermore, looking at the effective placement
of the work bands, only k-intersections for k ≤ 3 are non-empty. Hence, the
sets Φ(W,k) are empty for k ≥ 4. If k = 3, every k-intersection is limited in all
three unit directions to constant width within a hyperplane Hh. Hence, any
k-intersection for k = 3 contains only a constant number of vertices per Hh.
Using Lemma 14 this yields
∣∣Φ(W,k,h)∣∣ = O (1) for k = 3, all work bands W
and all h ∈ [k1]. Hence Assumption 9 holds.
Assumption 1 is proven by the following Lemma.
Lemma 19. Given the setup of Def. 12, employ the sweep sequence X =
{e1, e2, e3}, sweep shape S as specified in one of (35), (36) or (34) and list
of work bands W specified in this section. Then, for any W ∈ W and any
w ∈ EW the following equality holds:
I(w) = [oW (x)− δ, oW (x) + δ] with δ = s · |S |+O
(√
M
)
.
Proof. The interval I(w) is described by (20) and hence it is left to determine
wmin and wmax and their distance to w in the work band order. By the defini-
tion of I(w) we know that wmin, wmax ∈ Ss(w). From the lexicographic order
it then follows that
wmin = w + (−s, 0, 0) and wmax = w + (s, 0, 0) .
The vertex v to which w is shifted in he next s shifts has distance ||v−w||W =
s · |S | from w in the work band order. For Ss, the sweep shape proceeding S
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by s shifts, consider Ss∩Ss(w). Both v and wmax are in Ss∩Ss(w). Consider
the projection of the set Ss ∩ Ss(w) in the x1x2-plane. Up to translations,
this projection is given by {x ∈ Z2 : x1 ≥ 0 ∧ x2 ≥ 0 ∧ x1 + x2 ≤ s}.
As all vertices of Ss ∩ Ss(w) belong to the s-point stencil Ss(w) they are
distributed over at most s adjacent rows and at most s adjacent columns
of the sweep shape Ss. By definition, a row of the projection of the sweep
shape contains less than (2m + 1) + 1 = O (m) vertices. Hence, the positions
of the lexicographic minimum and maximum vertices of Ss ∩ Ss(w) differ
by at most (2m + 2) · s + s = O (m) in the work band order. Hence, also
||wmax − v||W = O (m) and therefore
||w − wmax||W ≤ ||w − v||W +||v − wmax||W =
= s · |S |+O (m) (24)= s · |S |+O
(√
M
)
.
The same argument can be used to show that ||w − wmin||W ≤ s · |S | +
O
(√
M
)
. Hence, the claim follows.
It is left to estimate the total number of work bands. Identify a start and
an end of each work band with respect to the order of the shifts. As all shifts
are unit directions, we say that work bands start at the 2 dimensional faces of
the grid which contain the point (0, 0, 0).8 These are the 3 sets
0× [k2]× [k3] , [k1]× 0× [k3] and [k1]× [k2]× 0 .
The face 0× [k2]× [k3] of the grid can also be written as H0. Hence, Lemma 16
can be applied to give an upper bound for the number of work bands that
start in this face of the grid. All other faces of the grid in which work bands
start can be treated similarly. Denote by Hih the hyperplane of normal ei and
distance h from the origin. Considering the unmodified sweep shape S ′, the
sweep shape and the work bands are symmetric with respect to the three
coordinates x1, x2 and x3, i.e. permuting the coordinates does not affect the
the sweep shape. In particular, the intersections (E′)∞ ∩Hi0 are identical for
all i ∈ {1, 2, 3} up to translations and an isomorphism of the coordinates. As
in (39), (E′)∞ ∩Hi0 = 9m2−O (m). As the modified sweep shape S enlarges
S ′ we getS ,
(
(E′)∞ ∩Hi0
) ⊂ (E∞ ∩Hi0). Hence, the technique of Lemma 16
(first enlarging the sides of grid by 2li + 4s for last d− 1 directions and then
dividing the number of vertices in one face of the grid by the number of vertices
of E∞h ) can be applied to every face of the grid to bound the number of work
bands which start at this face. All in all, the number of work bands needed to
cover the grid with evaluation bands is at most (Assumption 6)
3∑
j=1
∏3i=1i6=j (ki +O (m))
|(E′)∞h | − O (m)
 (39)= 3 · ∏2i=1 (ki +O (m))(9m2 −O (m))−O (m) (24)= O
(
k1k2
M
)
.
(42)
8 Similarly, work bands end at the 3 faces of the grid which contain the vertex (k1 −
1, k2 − 1, k3 − 1).
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As all assumptions of Def. 12 are satisfied, Theorem 13 gives an upper
bound for the number of non-compulsory I/Os performed by the Hexagonal
Band Algorithm (c = 3, e = 9 and b = 24s),
8
√
2s3/2√
3
· k1k2k3
B · √M +O
(
k1k2k3√
B ·M2
)
.
5 Discussion and Future Work
This section concludes the paper by first discussing variants of the theoretical
model that are closer to real caches and the effects of the model upon the
algorithms and lower bounds. We then summarize the results and discuss open
problems.
5.1 Variants of the Theoretical Model
The main contribution of this paper are the lower bounds as they do not only
provide part of the complexity result but actually guided the construction of
the data layouts and algorithms improving the upper bounds. The theoretical
model chosen explicitly manages the cache, assumes simple I/Os and counts
read and write operations. Further, the given task assumes that we do not
work in-place and considers stencil operations to be atomic. We now exam-
ine the consequences of dropping these assumptions to model scenarios closer
to current hardware. In short, besides working not-in-place none of these as-
sumptions are crucial and matching bounds in one model translate to matching
bounds in the other models.
Let us first drop the assumption that I/Os are simple and consider non-
simple I/Os, i.e. copy a block of data from external to internal memory when it
is accessed. For the moment still assume that the cache is managed explicitly,
i.e. we can decide what happens if a block is evicted from internal memory
(either store the block back to external memory or simply delete it) and we
can write to blocks of the external memory before loading them first. For the
upper bounds, non-simple I/Os would mean that the number of compulsory
I/Os stays constant while the leading term of the non-compulsory I/Os halves.
I/Os regarding the output are either part of the compulsory term or lower order
terms. For the input, we never need to store the input values back to external
memory as the original copy remains unchanged. As a non-compulsory read
in the model using simple I/Os was always preceded by one non-compulsory
write, the leading term of the non-compulsory I/Os in the non-simple model
halves. The same argument holds for the lower bounds. Consider a vertex
and the series of I/Os it causes. In the simple model, the first compulsory
read of an input vertex is followed by a series of alternating non-compulsory
writes and reads, ending with a read. Hence, also for the lower bounds the
number of compulsory I/Os stays constant at 2 ·∏di=1 ki while the number of
non-compulsory I/Os halves when switching from simple to non-simple I/Os.
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Hence, dropping the assumption that I/Os are simple reduces the number of
non-compulsory I/Os by a factor of 2 for both the lower and the upper bounds.
Switching from an explicit to an implicit cache affects the cache replace-
ment strategy as well as how data is evicted from internal memory and the
access to blocks we only want to store data in. Regarding the cache replace-
ment strategy, assuming an implicit cache replacement strategy as LRU instead
of managing the cache replacement strategy explicitly does neither affect the
lower nor the upper bounds. An explicit cache replacement strategy can be
seen as an optimal cache replacement strategy and hence lower bounds for
an explicitly managed cache replacement strategy hold for any implicit strat-
egy. For the upper bounds, any implicit cache replacement strategy can be
simulated with dummy accesses to items that should be kept in cache.
A block that is evicted from internal memory can either be stored back
to external memory or deleted within internal memory and forgotten. In an
implicit cache it is common to write the block to external memory, causing a
write operation, only if it has been altered in internal memory. Hence, if the
block has not been modified in internal memory, and is hence identical to the
external memory copy, the block is deleted within internal memory saving the
I/O. For the algorithm as well as the lower bound this is exactly the behavior
we employed for non-simple I/Os in the explicit model and hence the bounds
do not change.
Finally in an implicit cache, a block has to be loaded to internal memory
before results can be stored in it. This increases the number of compulsory I/Os
to 3 times the number of grid points, as we need to read the input as well as all
output blocks and store the output as well. It does, however, not change the
leading term of the non-compulsory I/Os as I/Os caused by the output either
affect the compulsory I/Os or lower order terms of the non-compulsory I/Os.
Hence, for the lower as well as the upper bounds in an implicit cache model
using non-simple I/Os the number of compulsory I/Os increases to 3 ·∏di=1 ki
while the leading term of the non-compulsory I/Os remains unchanged with
respect to the explicit model using non-simple I/Os.
If we would just be interested in reads and disregard the write operations
in an implicit cache using non-simple I/Os, the compulsory term goes back
down to 2 I/Os per grid point for both the lower and the upper bounds.
Also, the non-compulsory term would be unchanged, as the leading term of
the non-compulsory I/Os results from reading the 2-intersections of the input
grid. These vertices are never written and hence counting only reads does not
change the term. The additional reads only amount to lower order terms as
they are just caused by the first and the last block of each k-intersections of
the output grid.
As next step, let us consider to work in-place in an implicit model using
non-simple I/Os and counting reads only. By working in-place, the compul-
sory read of the output grid can be avoided and the number of compulsory
read operations drops to 1 per grid point. The presented algorithms, how-
ever, are not capable to work completely in-place. Some k-intersections for
k ≥ 2 need to be buffered in additional space in external memory as they are
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needed to evaluate vertices after the k-intersection itself has been evaluated.
A na¨ıve buffer for all vertices in the union of all k-intersections for k ≥ 2
would require O
((∏d
i=1 ki
)/
d−1√M
)
additional space. This can be reduced
to O
((∏d−1
i=1 ki
)/
d−1√M
)
by working through adjacent work bands first and
reusing the buffer of one k-intersection when all the work bands it is part of
have been evaluated. When the input values of a k-intersection for k ≥ 2 are
stored to the buffer when the k-intersection itself is evaluated, the number of
non-compulsory reads a vertex of that k-intersection takes part in rises from
k−1 to k. This additional non-compulsory read is caused by loading the block
of the buffer into which we want to store the input data. In the worst case,
for k = 2, this means that the number of non-compulsory I/Os doubles and
hence the leading term of the non-compulsory I/Os doubles. The lower bound
transfers to the in-place setting, as working in-place is more restrictive. It is
likely that the lower bound can be improved for the in-place setting such that
previously matching lower and upper bounds match again.
Last but not least, let us address the assumption that evaluating a stencil
is an atomic operation which cannot be split. Allowing partial evaluations of
the stencil requires a more general lower bound while the upper bounds still
apply. Further, although partial stencil evaluations are possible in practice,
none of the implementations discussed in the related work takes advantage
of partial evaluations of the stencil. Regarding the lower bounds, we think
the assumption that stencil operations are atomic can be dropped without
weakening the lower bounds. Given a set of vertices which we want to evaluate
in one round of the algorithm, the isoperimetric inequalities yield how many
grid points need to be transferred to (or have already been transferred from)
other rounds. This does not assume that the stencil is indivisible but only
states that neighboring values are needed to evaluate the stencil. Reducing
the number of vertices that need to be transferred from one round to another
would mean to compress the data which has to be disallowed for the I/O model
to make sense.
5.2 Summary and Future Work
This work examined the constant of the leading term of the non-compulsory
I/Os caused by one update of the grid according to the s-star stencil in the
external memory model and the parallel external memory model. In two di-
mensions, matching lower and upper bounds were given closing a multiplica-
tive gap of 4. In three dimensions the provided bounds match up to a factor
of
√
2 improving the known results by a factor of 2
√
3
√
B. For dimensions
d ≥ 4, the lower bound is improved between a factor of 4 and 6. For arbitrary
dimension d, the first analysis of the constant of the leading term of the non-
compulsory I/Os was presented. For d ≥ 3 the lower and upper bound match
up to a factor of d−1
√
d!.
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The lower bound combines a round argument with an isoperimetric inequal-
ity to bound the progress that can be achieved in each round. The isoperimetric
results needs to be deduced and adapted carefully such that no constant factors
are lost in the analysis. To analyze the upper bounds in a uniform manner, the
framework of (memory efficient) band algorithms was introduced. This frame-
work also defines the data layout which stores vertices that are read, written
or read and written in contiguous memory.
An experimental consideration on how to turn the proposed algorithms
into high performance code remains open. Although memory access is very
important for high performance code, it is not the only factor influencing the
runtime. It needs to be determined in a process of algorithms engineering if and
to which extent the benefits from on optimized data layout and access lead
to faster code. Other options that may influence runtime include the more
complicated index computations, optimizing for several layers of the memory
hierarchy, vectorization and loop unrolling enabling scalar replacement.
Topics the paper does not address include a time step setup, matching
bounds for non-trivial B and standard layouts like a usual row or column
layout, stencils different from star stencils and matching bounds for high di-
mensions. We do not consider a time step as it introduces a directed dimension
and hence changes the structure of the computation graph, the stencil defining
the neighborhood of a set and hence the isoperimetric sets and inequalities.
However, in a setting with time step the number of computations is the prod-
uct of the spatial and temporal dimensions whereas the number of compulsory
I/Os solely depends on the spatial dimensions. This implies that an isoperi-
metric argument, as presented in this paper, would analyze the constant of
the leading instead of the second order term. To transfer the lower bounds
to a time step setting an isoperimetric inequality for the directed, multi-layer
time step computation graph needs to be derived. With this new inequality,
the rest of the argument can be applied as before. The best upper bounds in
two (Diagonal Band Algorithm) and three dimensions (Hexagonal Band Al-
gorithm) should easily be transferable to a time step setting as the structure
of the two and three dimensional algorithms is compatible with the setting of
one temporal and one respectively two spatial dimensions. Parallelizing the al-
gorithms is, however, more difficult when there is a temporal dimension. Also,
the lower bounds have not been tuned to account for different data layouts as
this would also change the isoperimetric inequalities. However, while account-
ing for a specific data layout further restricts the theoretical model it may be
a key aspect to get matching lower and upper bounds for different layouts.
It would also be interesting to examine the I/O complexity of stencils differ-
ent from the star stencils given by `1 balls. Canonical candidates are stencils
described by `∞ balls and mixtures between `1 and `∞ stencils appearing in
finite element methods. Finally, it remains open if the complexity can be pin-
pointed for three and higher dimensions as both lower and upper bounds do
not seem optimal.
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