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Abstract
In this paper, we study uni-parametric linear optimization problems,
in which simultaneously the right-hand-side and the left-hand-side of con-
straints are linearly perturbed with identical parameter. In addition to
the concept of change point, the induced optimal partition is introduced,
and its relation to the well-known optimal partition is investigated. Fur-
ther, the concept of free variables in each invariancy intervals is described.
A modified generalized computational method is provided with the capa-
bility of identifying the intervals for the parameter value where induced
optimal partitions are invariant. The behavior of the optimal value func-
tion is described in its domain. Some concrete examples depict the results.
We further implement the methodology on some test problems to observe
its behavior on large scale problems.
Keyword: Uni-parameter linear optimization; Change point; Induced
partition invariancy analysis; Moore-Penrose inverse; Realization theory
MSC 2000: 90c05,90c31
1 Introduction
Existence of inaccuracy and variation in parameters of an optimization problem
are indispensable, and investigation of their effects has attracted the primary
concern of many researchers. Deviation from a predetermined optimal solution
would be an implication of such variation. Consequently, the current solution
fails to be optimal or feasible, and additional burden of problem-solving for
other values of parameters is imposed. Parametric programming has denoted
its competence in this situation which economically identifies the exact mapping
of the optimal solution in the space of parameters; unnecessary many problems
solving is avoided, and the optimal solution can be accordingly adjusted.
To be specific, consider the primal linear program
(P ) min{cTx : Ax = b, x ≥ 0},
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and its dual as
(D) max{bT y : AT y + s = c, s ≥ 0},
where c ∈ Rn, b ∈ Rm and A ∈ Rm×n are fixed data; and x, s ∈ Rn and y ∈ Rm
are unknown vectors. Usually, vectors b and c are referred to as rim data. As-
sume that these problems are feasible, and denote their feasible solution sets by
P and D, respectively. A primal feasible solution x and a dual feasible solution
(y, s) are optimal solutions if they satisfy the well-known complementary con-
dition xT s = 0. Optimal solution sets of these problems are denoted by P∗ and
D∗, correspondingly.
Consider the index set {1, 2, . . . , n}. Let B be a set of m indices in this
identifying a nonsingular submatrix AB from the columns of A, and N =
{1, 2, . . . , n} \ B. The vector xT = (xTB , xTN ) is called a primal basic feasible
solution where xB = A−1B b ≥ 0, and xN = 0. A dual basic feasible solution is
identified as y = A−TB cB and s = c−ATA−TB cB ≥ 0. Recall that a basic optimal
solution specifies a partition of the index set, known as basic optimal partition.
A primal-dual optimal solution (x∗, y∗, s∗) is strictly complementary when
x∗ + s∗ > 0. By the Goldman-Tucker’s theorem [10], the existence of a strictly
complementary solution is guaranteed if both Problems (P ) and (D) are feasible.
Interior point methods start from a solution and terminate at a strictly com-
plementary optimal solution [15]. Having a primal-dual strictly complementary
optimal solution, the index set {1, 2, . . . , n} is partitioned as
B := {j|x∗j > 0, for some x∗ ∈ P∗},
N := {j|s∗j > 0, for some (y∗, s∗) ∈ D∗}.
This partition is denoted by pi = (B,N), and known as optimal partition. It is
identical with the basic optimal partition only if the primal and dual optimal
solutions are nondegenerate.
We consider the following uni-parametric linear optimization problem
P (4A,4b) min{cTx : (A+ λ4A)x = b+ λ4b, x ≥ 0},
where λ ∈ R is a parameter, 4b ∈ Rm and 4A ∈ Rm×n are perturbing direc-
tions with no specific restriction on 4A and 4b.
In uni-parametric programming, it is assumed that the data are perturbed
along a direction according to the parameter. The aim is to identify the region
for the parameter value, where specific properties of the current optimal solution
do not alter. For example, if the current optimal solution is basic, one might be
interested in identifying the region at which the known optimal basis is invariant
for every parameter values in this region. On the other hand, when the solution
is strictly complementary, the aim could be the specifying of a region at which
the known optimal partition is invariant for every parameter value in this region.
We characterize conditions that guarantee the convexity of these regions. Recall
that degeneracy of a primal or dual basic solution leads to having multiple dual
or primal optimal solutions. Therefore, the basic optimal partition may not be
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unique in general. In spite, the convexity of optimal solution sets implies the
uniqueness of the optimal partition.
We recall that the Problem P (4A,4b) has been studied when the basic
optimal partition is known. The case when either4A or4b is zero, also studied.
In this paper, we investigate the behavior of Problem P (4A,4b) when the
optimal partition is known, and identify the regions where the given optimal
partition is invariant. To do this end, we have to define the notion of induced
optimal partition. Despite the optimal partition, which defines transition points,
induced optimal partition suggests other points; here, we refer to as change
points. These two types of points lead to determine the regions as intervals.
A computational algorithm is provided for finding all potential such intervals.
Furthermore, the representation of the optimal value function is presented, and
the results are clarified using some concrete examples. The methodology is also
implemented on some test problems to investigate the efficiency of the algorithm
and to observe computational challenges.
The rest of paper is organized as follows. Section 2 is devoted to reviewing
the so-far-existing results of linear parametric programming in a nutshell. In
Section 3, in addition to expression the admissibility of a direction (4A,4b)
of Pλ(4A,4b), we review some other necessary concepts as optimal partition
invariancy on Problem Pλ(4A), pseudo-inverse, and realization theory. In Sec-
tion 4, the concept of optimal partition invariancy on principal problem is gen-
eralized to the Problem Pλ(4A). The notion of change point is defined and
distinguished from the transition point. Its economical interpretation is high-
lighted via a simple example. In Section 5, a generalized explicit formula is
presented that identifies a closed form of the optimal value function on each
invariancy interval. The process of finding all transition points, change points,
and invariancy intervals are provided in Section 6. Some concrete examples
illustrate the results in Section 7, and the methodology is also implemented on
some test problems. The final section contains some concluding remarks.
2 Literature Review
Let us first review some findings in parametric linear programming. In a para-
metric linear optimization when right-hand-side is perturbed, it is proved that
the invariancy regions are open intervals if they are not a singleton. Moreover,
the optimal value function is a continuous piecewise linear over these inter-
vals [15], and therefore, these intervals may be referred to as linearity intervals.
Singleton regions are referred to as break points since optimal value function
does not have a continuous derivative at these points.
Perturbation at the left-hand-side alongside a direction 4A with arbitrary
rank has been studied to find basic invariancy intervals[7]. The author studied
properties of the optimal value function and the associated optimal basic feasible
solution in a neighborhood about a fixed parameter value. Computable formulas
for the Taylor series’ (and hence all derivatives) of the optimal value function
were provided, as well as for the primal and dual optimal basic solutions as
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functions of the parameter. It also identifies the parameter values where the
optimal value function is differentiable in the case of degeneracy.
In another study, the author considered the same problem and could present
a closed form of the optimal value function as a fractional function of the pa-
rameter in the optimal basic invariancy interval [16]. It was denoted that the
optimal value function is piecewise fractional in terms of the parameter. In
another study, a solution algorithm has presented for a linear program with
inequality constraints and a single parameter at their left-hand-side [14]. This
algorithm includes inversion techniques of perturbed matrices, which accompa-
nies with some computational complexities. The case when the problem is in
the canonical form, a primal-dual strictly complementary optimal solution is in
hand, and perturbing direction is of rank one, has been studied in [11].
Recently an algorithm has been introduced for the exact solution of multi-
parametric linear programming problems with inequality constraints [6]. The
perturbation occurs simultaneously on the objective functions coefficients, the
right-hand-side, and the left-hand-side of the constraints. This algorithm is
based on the principles of symbolic manipulation and semi-algebraic geometry,
and critical regions are identified by semi-algebraic geometry. From the critical
region, the authors meant the region where active constraint sets are invariant.
, It is shown that these regions are neither necessarily convex nor connected.
The entire parametric space is explored implicitly within the algorithm, while
there is no necessity for determining the inverse of parametric matrices. It
was shown that the objective function is fractional on critical regions. Though
their considered problem can be reduced to P (4A,4b), their assumption on
the invariancy of the active set of constraints necessitate having an optimal
basic solution. Moreover, their approach is highly dependent on mathematical
software, which may increase the complexity of computation. As the author
acknowledged, their methodology is not efficient for large-scale problems.
In another study, the case when 4A is of arbitrary rank, and the prob-
lem is in standard form with known optimal partition, has been investigated
[8]. Their method was an adaptation of the proposed approach in [16]. The
authors presented a computational procedure for finding all intervals, and the
representation of the optimal value function on these intervals. They further
investigated some properties of the optimal value function. Let us call the con-
sidered problem in [8] as the principal parametric linear program which, in our
notation, is
Pλ(4A) min{cTx : (A+ λ4A)x = b, x ≥ 0}.
Its dual is
Dλ(4A) max{bT y : (A+ λ4A)T y + s = c, s ≥ 0}.
Let P∗(λ) and D∗(λ) denote the optimal solution sets of Pλ(4A) and Dλ(4A),
respectively.
The main results deserve to mention are as follows. Despite the case when
only rim data is perturbed, that the domain of the optimal value function is
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closed [9, 15], this domain might be open when 4A is perturbed. Further, there
is no clear relation between optimal partitions at a breakpoint and at its poten-
tial neighboring intervals despite the perturbation at rim data [13]. Moreover,
the invariancy region might not be convex unless with some conditions[11]. The
last, unlike rim variation, the set of admissible changes (See page 5) correspond-
ing to Problem Pλ(4A) is not a convex set [11].
3 Preliminaries
In this section, some necessary preliminary concepts and assumptions for the
convexity of the invariancy region are posed, and optimal partition invariancy
is reviewed in our literature. It follows by the concept of Moore-Penrose inverse
and finalizes with some facts from realization theory.
3.1 Convexity of the invariancy region
In the following subsection, we consider some assumptions that guarantee the
convexity of the invariancy region for the problem P (4A,4b). Observe that the
dual of this problem is
D(4A,4b) max{(b+ λ4b)T y : (A+ λ4A)T y + s = c, s ≥ 0}.
Here λ runs throughout a nonempty subset Λ ⊆ R, where Problem P (4A,4b)
has an optimal solution for every parameter value λ ∈ Λ. This set is nonempty
since it is assumed that Problems P (4A,4b) and D(4A,4b) are feasible at
λ = 0. In general, Λ is not a convex set, and to guarantee its convexity, we
have to make some assumptions. First, let 4 = (4A,4b) denote a perturbing
direction referred to as change direction. For a λ ∈ R, λ4 is said an admissible
change if Problem P (4A,4b) has an optimal solution, or equivalently
∃(x, y), x ≥ 0 : (A+ λ4A)x = b+ λ4b, (A+ λ4A)T y ≤ c.
There are some instances at which, λ4 is not an admissible change for all
λ ∈ (0, λ∗), just because λ∗4 is an admissible change. A change direction 4
is an admissible direction if there exists λ∗ > 0, such that λ4 is an admissible
change for all λ ∈ [0, λ∗). Let us denote the set of all admissible directions by
A. For an admissible direction 4, let Λ(4) := {λ : λ4 ∈ A} and λ∗(4) :=
sup{λ∗ : ∀λ ∈ [0, λ∗), λ ∈ Λ(4)}. Analogous to [11], it can be proved that if
A = ⋃Kk=1{Pk}, and each Pk is a polyhedron containing the origin, then Λ(4)
is simply an interval. In this study, we assume that these conditions are fulfilled.
3.2 Optimal partition invariancy
Let us quote the notion of optimal partition from [8], and clarify its relationship
with the optimal partition defined in Page 2. Let
τ : {1, . . . , l} → {1, . . . , n}, τ ′ : {1, . . . , n− l} → {1, . . . , n}, (1)
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be injective and strictly increasing functions, where 1 ≤ l ≤ max{m,n}, and
Range(τ) ∪ Range(τ ′) = {1, . . . , n}. Further, let
E(τ) = (eτ(1) . . . eτ(l)) : Rl → Rn,
be a map where Aτ = AE(τ) : Rl → Rm and cτ = E(τ)T c ∈ Rl. Let
λ0 ∈ R such that (x∗(λ0), y∗(λ0), s∗(λ0)) is a strictly complementary opti-
mal solution of Problems Pλ0(4A) and Dλ0(4A) with the optimal partition
pi(λ0) = (B(λ0), N(λ0)), where
B(λ0) := {j|x∗j (λ0) > 0, for some x∗(λ0) ∈ P∗(λ0)},
N(λ0) := {j|s∗j (λ0) > 0, for some (y∗(λ0), s∗(λ0)) ∈ D∗(λ0)}.
Moreover, let Λpi(λ0) ⊆ R be a set of parameters such that for each λ ∈ Λpi(λ0),
the principal Problem Pλ(4A) has an optimal solution (x∗(λ), y∗(λ), s∗(λ))
with the optimal partition pi(λ0) = (B(λ0), N(λ0)). Clearly, any strictly com-
plementary optimal solution corresponding to an arbitrary t ∈ Λpi(λ0) implies
B(λ) = {τ(1), . . . , τ(l)} and N(λ) = {τ ′(1), . . . , τ ′(n − l)}. Furthermore, when
the following three properties hold for λ ∈ Λpi(λ0)
Property 1. Aτ (λ) has a pseudo-inverse,
Property 2. xτ (λ) = Aτ (λ)
†b > 0,
Property 3. sτ ′(λ) > 0 (or equivalently c
T
τ ′ − cTτ Aτ (λ)†Aτ ′(λ) > 0),
then (x(λ), y(λ), s(λ)) is a strictly complementary optimal solution of Problems
Pλ(4A) and Dλ(4A) with optimal partition pi(λ0). Recall that the aim of
optimal partition invariancy is to find the region Λpi(λ0), where for every λ ∈
Λpi(λ0), optimal partition of the associated problem is pi(λ0). This is equivalent
to establishment of Properties 1-3 for such a parameter λ.
3.3 Moore-Penrose inverse
There exists a unique matrix for a real matrix A ∈ Rm×n, is known as Moore-
Penrose inverse (or simply pseudo-inverse) and denoted by A† ∈ Rn×m, that
satisfies the following equations.
A†AA† = A†, (2)
AA†A = A, (3)
(A†A)∗ = A†A, (4)
(AA†)∗ = AA†, (5)
where A∗ denotes the conjugate transpose of matrix A. In general, AA† is
not necessarily an identity matrix, while it maps all column vectors of A to
themselves, and (A†)† = A. A matrix satisfying (2) and (3) is known as a
generalized inverse. It always exists but is not usually unique unless Conditions
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(4) and (5) hold, too. Observe that if a matrix is nonsingular, the pseudo-inverse
and the inverse coincide. For more details, one can refer to [3].
Let H(A) be an index set of nonsingular r×r submatrices AIJ of A ∈ Rm×n
with Rank(A) = r. It was proved [2] that the pseudo-inverse A† is a convex
combination of ordinary inverses {A−1IJ : (I, J) ∈ H(A)}, as
A† =
∑
(I,J)∈H(A)
tIJ Â
−1
IJ ,
where Â−1IJ denotes that A
−1
IJ padded with the right number of zeros in the right
places, and
tIJ =
det2AIJ∑
(I¯,J¯)∈H(A)
det2AI¯J¯
, (I, J) ∈ H(A).
The volume of A, denoted by Vol A, is defined as 0 if r = 0 and
Vol A :=
√ ∑
(I,J)∈H(A)
det2AIJ ,
otherwise [2]. Let bI be a subvector of b ∈ Rm with indices in I. The Euclidean
norm least squares solution of the linear system Ax = b is a convex combination
of basic solutions A−1IJ bI , i.e.,
x = A†b =
∑
(I,J)∈H(A)
tIJ Â
−1
IJ bI . (6)
The representation (6) follows easily for A of full column rank [4]. When A
is a matrix of full row rank, a solution x is in the row space of A, i.e., x =
AT (AAT )−1b.
3.4 Realization theory
Here, the realization theory for scalar rational functions is reviewed. More
details for matrix-valued and operator-valued functions can be found in [1]. A
fundamental observation in realization is that, when b, c ∈ Rl and C ∈ Rl×l,
then f(λ) = 1 + λcT (Il + λC)
−1b is a rational function and can be described
completely in terms of eigenvalues of two matrices C and C× = C + bcT as
f(λ) = det f(λ) = det(1 + λcT (Il + λC)
−1b) = det(Il + bcT (Il + λC)−1)
=
det(Il + λ(C + bc
T ))
det(Il + λC)
=
det(Il + λC
×)
det(Il + λC)
,
where Il is an l×l identity matrix. More explicitly, let α1, . . . , αl be eigen-
values of C and α×1 , . . . , α
×
l be eigenvalues of C
×, counted according to their
multiplicities. Then
f(λ) =
l∏
j=1
1 + λα×j
1 + λαj
. (7)
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The number l, i.e., the factors in numerator and denominator, on the right-
hand-side of (7) is minimal when C and C× do not have common eigenvalues.
4 New concepts and main results
In this section, we present our approach for finding the invariancy interval of
Problem P (4A,4b). The first step is to convert this problem to the one with
only perturbation in the left-hand-side of the constraints.
Recall that two problems are equivalent if they contribute similar features,
and a solution of one can be immediately identified by the other’s, while they
may have different numbers of variables and constraints [5]. Let us rewrite
P (4A,4b) as
min{cTx : Ax+ λ(4Ax−4b) = b, x ≥ 0}.
Considering z = 4Ax −4b, as a constraint, leads to a problem in which only
the coefficient matrix is perturbed with λ as
Pλ(4A) min{cTx : (A+ λ4A)x = b, x = (x, z)T , x ≥ 0},
with
c =
(
c
0
)
,A =
(
A 0
4A −Im
)
,4A =
(
0 Im
0 0
)
,b =
(
b
4b
)
,
where Im is an m×m identity matrix, zeros are matrices of appropriate sizes,
xj := xj , j = 1, . . . , n, and xn+i := zi, i = 1, . . . ,m. The optimal value function
of this problem is denoted by Z(λ). The dual of Pλ(4A) is
Dλ(4A) max{bT y +4bTw : AT y +4ATw + s = c, λy − w = 0, s ≥ 0}.
Suppose P∗λ(4A) and D∗λ(4A), respectively denote optimal solution sets of
Pλ(4A) and Dλ(4A). Further, let σ(v) = {i|vi 6= 0} as the support set of
an arbitrary vector v. Let s∗T (λ0) = (s∗T (λ0), 0), where zero is a row vector
with dimension m, and y∗T (λ0) = (y∗T (λ0), w∗T (λ0)). We define the partition
p¯i(λ0) = (B¯(λ0), N¯(λ0)) as B¯(λ0) := B(λ0) ∪B−(λ0) ∪B+(λ0) with
B(λ0) := {j|x∗j (λ0) > 0, 1 ≤ j ≤ n, for some x∗(λ0) ∈ P∗λ0(4A)},
B−(λ0) := {j|x∗j (λ0) < 0, n+ 1 ≤ j ≤ n+m, for some x∗(λ0) ∈ P∗λ0(4A)},
B+(λ0) := {j|x∗j (λ0) > 0, n+ 1 ≤ j ≤ n+m, for some x∗(λ0) ∈ P∗λ0(4A)},
and N¯(λ0) := N(λ0) ∪N0(λ0) with
N(λ0) := {j|s∗j (λ0) > 0, 1 ≤ j ≤ n, for some (y∗(λ0), s∗(λ0)) ∈ D∗λ0(4A)},
N0(λ0) := {j|x∗j (λ0) = 0, n+ 1 ≤ j ≤ n+m, for all x∗(λ0) ∈ P∗λ0(4A)}.
It can be easily understood that B(λ0) in this partition is the same as in
the optimal partition extracted from a strictly complementary optimal solu-
tion of Problems P (4A,4b) and D(4A,4b) at λ0. Moreover, considering
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the equivalence of two Problems P (4A,4b) and Pλ(4A), an optimal solution
(x∗(λ),y∗(λ), s∗(λ)) can be induced by an optimal solution x∗(λ) of Problem
P (4A,4b) and vice versa. Therefore, we refer to such an optimal solution
x∗(λ) for Pλ(4A) as induced optimal solution, and the corresponding par-
tition as induced optimal partition. Note that, an induced optimal solution
(x∗(λ),y∗(λ), s∗(λ)) is an induced strictly complementary solution when for all
j ∈ {1, . . . , n}, x∗j (λ) + s∗j (λ) > 0, and for n+ 1 ≤ j ≤ m+ n, x∗j (λ) and s∗j (λ)
are not simultaneously zero.
In the sequel, we assume that pi(λ0) = (B(λ0), N(λ0)) is the known op-
timal partition of Problems P (4A,4b) and D(4A,4b) at λ0, and p¯i(λ0) =
(B¯(λ0), N¯(λ0)) is the induced optimal partition of Problems Pλ0(4A) and
Dλ0(4A). Let l = |B(λ0)| and l¯ = |B¯(λ0)|. Obviously, l ≤ n and l ≤ l¯ ≤ m+n.
Let us adapt the notations and concepts of the principal Problem Pλ(4A) to
the Problem Pλ(4A). Let
τ¯ : {1, . . . , l, . . . , l¯} → {1, . . . , n, . . . , n+m},
τ¯
′
: {1, . . . , (n+m)− l¯} → {1, . . . , n, . . . , n+m},
be injective and strictly increasing functions with Range(τ¯) ∪ Range(τ¯ ′) =
{1, . . . , n+m}. Analogously, define
E(τ¯) = (eτ¯(1) . . . eτ¯(l) . . . eτ¯(l¯)) : Rl¯ → R(n+m).
It can be easily observed that B¯(λ0) = {τ¯(1), . . . , τ¯(l), . . . , τ¯(l¯)} and N¯(λ0) =
{τ¯ ′(1), . . . , τ¯ ′(n + m − l¯)}. Moreover, when {i|n + 1 ≤ i ≤ m + n, vi 6= 0} is
empty then l = l¯, i.e., B¯(λ0) = B(λ0) = {τ(1), . . . , τ(l)}. In this case,
x∗j (λ0)

> 0, if j ∈ {τ¯(1), . . . , τ¯(l)},
= 0, if j ∈ {τ¯ ′(1), . . . , τ¯ ′(n+m− l)}.
On the other hand, for l < l¯,
x∗j (λ0)

> 0, if j ∈ {τ¯(1), . . . , τ¯(l)},
6= 0, if j ∈ {τ¯(l + 1), . . . , τ¯(l¯)},
= 0, if j ∈ {τ¯ ′(1), . . . , τ¯ ′(n+m− l¯)}.
Further, for the induced optimal solution (y∗(λ0), s∗(λ0)) of Problem Dλ0(4A),
it holds
s∗j (λ0)
{
> 0, if j ∈ N¯(λ0)
= 0, otherwise.
The following theorem states necessary and sufficient conditions for an optimal
solution of Pλ0(4A) being an induced optimal solution.
Theorem 1. Let λ ∈ Λ, and p¯i(λ) = (B¯(λ), N¯(λ)). Then, (x∗(λ),y∗(λ), s∗(λ))
is an induced strictly complementary optimal solution of Pλ(4A) and Dλ(4A)
if and only if
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Cond. 1. Aτ¯ (λ) has pseudo-inverse,
Cond. 2. For 1 ≤ q ≤ l¯, (x∗τ¯ (λ))q = eTq A†τ¯ (λ)b is positive when q ∈ B ∪ B+,
negative when q ∈ B−, and zero otherwise,
Cond. 3. s∗
τ¯ ′ (λ) = s
∗
τ ′(λ) = c
T
τ ′ − cTτ A†τ (λ)Aτ ′(λ) > 0, and zero otherwise.
Proof. Observe that satisfaction of Cond. 1 is necessary to others, since the
pseudo-inverse of Aτ¯ (λ) appears in them. Moreover, Cond.s 2 and 3, respec-
tively, are the strictly feasibility conditions of the solution for Problems Pλ(4A)
and Dλ(4A). Since for λ, the dual feasibility condition of Dλ(4A) only asso-
ciates to those variables with indices in τ ′(i) , i ∈ {1, . . . , n − l}, it suffices to
consider the indices of τ ′ instead of τ¯
′
. Recall that τ ′(i) corresponds to the pos-
itive variables si in Problem D(4A,4b) where i ∈ {1, . . . , n − l}. Respecting
the concept of induced optimal solution and strictly feasibility of primal and
dual problems, validity of the statement is immediate.
Now, having the induced optimal partition p¯i(λ0) = (B¯(λ0), N¯(λ0)), for a
given λ ∈ Λ0, the aim of induced optimal partition invariancy is to find the
region Λp¯i(λ0) ⊆ Λ, where for all λ ∈ Λp¯i(λ0), the induced optimal partition
of the associated problem is identical with p¯i(λ0). Recall that this invariancy
region contains all such t’s at which Cond.s 1-3 in Theorem 1 hold.
Let us define the notion of change point to distinguish it from the transi-
tion point. Due to the assumption that 4Aτ¯ is an admissible direction (See
page 5), the induced optimal partition invariancy region, is an interval. At
the endpoints of this interval, induced optimal partitions are changed provided
that the Problem Pλ(4A) is feasible and has optimal solutions at these points.
Otherwise, there is no induced optimal partition at these points. Variation of
induced partition means that some indices interchange between B¯ and N¯ when
the parameter is replaced by one of the endpoints of the interval. More clearly,
this transition may happen between B and N , or between B+, B− and N0. In
the first case, the point is referred to as a transition point, and in the second
case, it is called a change point . Note that when a parameter value is a change
point only, indices of free variable interchange between their index sets only.
Since they are absent in the objective function Z(λ), this variation does not
affect its representation. Therefore, at a transition point, the representation of
the optimal value function changes, and it fails to have the first derivative. The
representation of the optimal value function on the neighborhoods of the change
point does not change when it is not a transition point, simultaneously.
Let us illustrate the importance of a change point in practice via a simple
example. Consider manufacturing of n products, usingm sources, and bi denotes
the amount of available value of source i. A unit of product j needs aij amount of
the source i. For instance, let b1 is the available machine time in this production
plan, and a1j is the time necessary to produce one unit of item j. Therefore,
the corresponding constraint could be as
a11x1 + · · ·+ a1nxn ≤ b1
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where xj is the production level of j. Without loss of generality, one may assume
that variation in production time affects its quality. Thus, positive 4a1j , as the
increase in the production time of j increases the quality of this product and
vice versa. This variation may necessitate a change on b1, but this is not the
only reason. Consequently, the corresponding parametric form of this constraint
is
(a11 +4a11λ)x1 + · · ·+ (a1n +4a1nλ)xn + xn+1 = b1 +4b1λ,
where xn+1 is an slack variable. Equivalently,
a11x1 + · · ·+ a1nxn+ xn+1+ λz = b1
4a11x1 + · · ·+ 4a1nxn+ − z = 4b1
where λ could be considered as the degree of quality. Without loss of generality,
let λ = 0 be a change point of the corresponding linear optimization problem.
This means that for λ = 0, z = o. Further, let for some λ > 0, z = 4a11x1+· · ·+
4a1nxn −4b1 > 0, and for some λ < 0, z = 4a11x1 + · · ·+4a1nxn −4b1 <
0. This means that increasing (decreasing) of the quality degree λ implies in
growth (decline) of z. Here, z is the difference between the available variation
in corresponding total production time (4b1) and the necessary time 4a11x1 +
· · · +4a1nxn to change the quality of products. More clearly, the amount of
variation in total production time for the current quality, (4b1), equals to the
variation of production time of every product at an optimal production plan.
Increasing of the quality (λ > 0), implies in slack in total considered extra time
4b1 versus the necessary time 4a11x1 + · · · +4a1nxn in an optimal solution
at λ > 0 (i.e. z > 0). On the other hand, decreasing the quality (λ < 0), leaves
some spare time from 4a11x1 + · · · + 4a1nxn that is more than the reduced
available time 4b1 (i.e. z < 0). This information would guide the manager to
adjust the production plan efficiency.
4.1 Identifying an induced invariancy interval
Note that Cond.s 1-3 in Theorem 1 quids us to derive some computational
tools that lead to identifying an induced invariancy interval. Realization theory
helps us to translate Property 1-3 for Problem Pλ(4A) to computational forms
in terms of eigenvalues of some matrices. In the sequel, these conditions are
translated in terms of eigenvalues of specific matrices.
Consider Properties 1-3 (See Page 6). For the principal Problem Pλ0(4A)
with optimal partition pi(λ0) = (B(λ0), N(λ0)), at λ0 the approach in [8] needs
to calculate A†τ (λ). To determine this matrix, we consider three possibilities.
First let m < l, with l as defined in (1). In this case Aτ (λ0)A
†
τ (λ0) = Im, then
A†τ (λ) = (Aτ (λ0) + (λ− λ0)4Aτ )† = (Il + (λ− λ0)A†τ (λ0)4Aτ )−1A†τ (λ0). (8)
When m > l, then A†τ (λ0)Aτ (λ0) = Il, and therefore
A†τ (λ) = A
†
τ (λ0)(Im + (λ− λ0)4AτA†τ (λ0))−1. (9)
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Finally for m = l, Aτ (λ0) has full row and full column ranks and Moore-Penrose
inverse is reduced to the standard inverse, i.e., A†τ (λ) = A
−1
τ (λ), then
A†τ (λ) = A
−1
τ (λ) = (Im + (λ− λ0)A−1τ (λ0)4Aτ )−1A−1τ (λ0). (10)
Note that applying (8) or (9) leads to identical nonzero eigenvalues of some
matrices we need in our procedure. More clearly, using (8) leads to identify
eigenvalues of multiplication of two matrices, say TQ, while using (9) needs to
do the same for QT. Observe that for two matrices Q and T with appropri-
ate sizes, nonzero eigenvalues of TQ and QT are identical, and the extra ones
are zero.Therefore, depending on the size of TQ and QT, more-cost-effective
calculation suggests to apply the one with less dimension. In our problem in
question, l in the principal problem is replaced by l¯ and m by 2m. Thus without
loss or generality, we assume that 2m ≤ l¯ and construct our methodology based
on (8).
The following theorem provides an inequality, which is identical to Cond. 1,
the existence of the pseudo-inverse of Aτ¯ (λ).
Theorem 2. For a given λ0, let τ¯ correspond to the induced optimal partition
p¯i(λ0) of Problem Pλ0(4A). Then, for all λ ∈ Λp¯i(λ0) with λ 6= λ0, Aτ¯ (λ) =
Aτ¯ + λ4Aτ¯ has pseudo-inverse if and only if
1 + αj(λ− λ0) 6= 0, j = 1, . . . , l¯, (11)
where the nonzero values of α1, . . . , αl¯ are nonzero eigenvalues of 4Aτ¯A†τ¯ (λ0).
Proof. For λ 6= λ0 and considering (8), we have
A†τ¯ (λ) = (Il¯ + (λ− λ0)A†τ¯ (λ0)4Aτ¯ )−1A†τ¯ (λ0)
=
1
λ− λ0 (
1
λ− λ0 Il¯ +A
†
τ¯ (λ0)4Aτ¯ )−1A†τ¯ (λ0).
Since A†τ¯ (λ0) exists, then A
†
τ¯ (λ) exists if and only if
1
λ0 − λ 6∈ ρ(A
†
τ¯ (λ0)4Aτ¯ ), (12)
where for a square matrix D, ρ(D) ⊂ C denotes the resolvent set of D consisting
of those complex numbers µ for which µI − D is invertible [8]. Thus, (12) is
identical to (11) where the nonzero values of α1, . . . , αl¯ are nonzero eigenvalues
of 4Aτ¯A†τ¯ (λ0). The proof is complete.
Remark 1. Recall that for 2m > l¯, the size of 4Aτ¯A†τ¯ (λ0) is greater than the
size of A†τ¯ (λ0)4Aτ¯ . Thus, it is more cost-effective to consider α1, . . . , αl¯ as the
eigenvalues of A†τ¯ (λ0)4Aτ¯ .
Corollary 1. In the special case, let Pλ0(4A) have a unique basic optimal
solution, i.e., l¯ = 2m (See (10)). Then, for all λ ∈ Λp¯i(λ0), Aτ¯ (λ) is invertible if
and only if (11) holds, and α1, . . . , α2m are eigenvalues of A
−1
τ¯ (λ0)4Aτ¯ .
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The following theorem translates Cond. 2 in terms of eigenvalues of some
further specific matrices.
Theorem 3. Let τ¯ correspond to the induced optimal partition p¯i(λ0) of Prob-
lems Pλ0(4A) and Dλ0(4A). Then, for 1 ≤ q ≤ l¯, and q ∈ B∪B+, (xτ¯ (λ))q >
0 is identical with
l¯∏
j=1
1 + (λ− λ0)βq,j
1 + (λ− λ0)αj
{ ≥ 1, if (λ− λ0) ≥ 0,
≤ 1, if (λ− λ0) ≤ 0. (13)
When q ∈ B−, (xτ¯ (λ))q < 0 is identical with
l¯∏
j=1
1 + (λ− λ0)βq,j
1 + (λ− λ0)αj
{ ≤ 1, if (λ− λ0) ≥ 0,
≥ 1, if (λ− λ0) ≤ 0, (14)
where nonzero values of βq,1, . . . , βq,l¯ are nonzero eigenvalues of the matrix
(4Aτ¯ + beTq )A†τ¯ (λ0), and α1, . . . , αl¯ are nonzero eigenvalues of 4Aτ¯A†τ¯ (λ0).
Proof. We prove (13), the proof of (14) goes similarly, and we omit it. For
1 ≤ q ≤ l¯ and q ∈ B∪B+, the inequality (xτ¯ (λ))q = eTq A†τ¯ (λ)b > 0 holds if and
only if 1+(λ−λ0)eTq A†τ¯ (λ)b ≥ 1 when λ−λ0 ≥ 0, and 1+(λ−λ0)eTq A†τ¯ (λ)b ≤ 1
when λ− λ0 ≤ 0. Using (8), we have
1 + (λ− λ0)eTq A†τ¯ (λ)b
= 1 + (λ− λ0)eTq (Il¯ + (λ− λ0)A†τ¯ (λ0)4Aτ¯ )−1A†τ¯ (λ0)b.
(15)
Based on the realization theory and considering
λ := λ− λ0, cT := eTq ,
C := A†τ¯ (λ0)4Aτ¯ , b := A†τ¯ (λ0)b,
C× := C + bcT := A†τ¯ (λ0)(4Aτ¯ + beTq ),
Eq. (15) can be converted to
l¯∏
j=1
1 + (λ− λ0)βq,j
1 + (λ− λ0)αj ,
where the nonzero values of βq,1, . . . , βq,l¯ are nonzero eigenvalues of (4Aτ¯ +
beTq )A
†
τ¯ (λ0), and α1, . . . , αl¯ are nonzero eigenvalues of 4Aτ¯A†τ¯ (λ0). This com-
pletes the proof.
Remark 2. In addition to Remark 1, observe that for 2m > l¯, the size of (4Aτ¯+
beTq )A
†
τ¯ (λ0), is greater than the size of A
†
τ¯ (λ0)(4Aτ¯ + beTq ). Thus, one has
better to consider βq,1, . . . , βq,l¯ as the eigenvalues of A
†
τ¯ (λ0)(4Aτ¯ + beTq ).
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Analogous to Theorem 3, next theorem translates Cond. 3 in terms of eigen-
values of some other specific matrices. Recall that in this theorem functions τ
and τ ′ are defined as (1) for Problem P (4A,4b).
Theorem 4. Let p¯i(λ0) be the induced optimal partition of Problems Pλ0(4A)
and Dλ0(4A). For p ∈ Range(τ ′), the inequality cp − cTτ A†τ (λ)Ap(λ) > 0 is
translated as
l∏
j=1
1 + (λ− λ0)γp,j
1 + (λ− λ0)α′ j +
1
λ− λ0
l∏
j=1
1 + (λ− λ0)δp,j
1 + (λ− λ0)α′j
< 1 +
1
λ− λ0 + cp,
where the nonzero values of α
′
1, . . . , α
′
l, γp,1, . . . , γp,l and δp,1, . . . , δp,l are nonzero
eigenvalues of the matrices 4AτA†τ (λ0), (4Aτ +4ApcTτ )A†τ (λ0), and (4Aτ +
(Ap + λ04Ap)cTτ )A†τ (λ0), respectively.
Proof. Consider the dual constraints of Dλ(4A) as(
AT 4AT
λIm −Im
)(
y
w
)
+
(
s
0
)
=
(
c
0
)
.
Observe that the vector 0 in s =
(
s
0
)
is of dimension m, and s = c − AT y −
4ATw. Thus, s ≥ 0 is identical with s ≥ 0. Further, s ≥ 0 is the feasibility
of Dλ(4A) which is identical with the optimality of Pλ0(4A). Thus, one can
replace τ¯
′
with τ ′ in Cond. 3. On the other hand, τ and τ ′ denote the sets
of indices in x respectively corresponding to positive and zero variables of x.
Thus, cTτ A
†
τ (λ)Ap(λ)− cp < 0 can be rewritten as
1 +
1
λ− λ0 + c
T
τ A
†
τ (λ)(Ap + (λ− λ0)4Ap + λ04Ap) < 1 +
1
λ− λ0 + cp,
for p ∈ Range(τ ′). Equivalently, as
1 + (λ− λ0)cTτ A†τ (λ)4Ap + 1λ−λ0 (1 + (λ− λ0)cTτ A†τ (λ)(Ap + λ04Ap))
< 1 + 1λ−λ0 + cp.
(16)
Considering (8) and realization theory, (16) can be reworded as
l∏
j=1
1 + (λ− λ0)γp,j
1 + (λ− λ0)α′ j +
1
λ− λ0
l∏
j=1
1 + (λ− λ0)δp,j
1 + (λ− λ0)α′j
< 1 +
1
λ− λ0 + cp,
where α
′
j , γp,j and δp,j , j = (1, . . . , l) are as stated. The proof is complete.
Remark 3. For m > l, one has better to consider α
′
j , γp,j and δp,j , j = (1, . . . , l)
as the eigenvalues of A†τ (λ0)4Aτ , A†τ (λ0)(4Aτ +4ApcTτ ) and A†τ (λ0)(4Aτ +
(Ap + λ04Ap)cTτ ), respectively.
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5 Closed form of the optimal value function
Without loss of generality, let l¯ > 2m. In the sequel, the representation of the
optimal value function Z(λ) is derived.
Theorem 5. Let Cond.s 1-3 satisfy for a fixed λ ∈ Λ. The representation of
the optimal value function Z(λ) is
Z(λ) =
1
λ− λ0
l¯∏
j=1
1 + (λ− λ0)α×j
1 + (λ− λ0)αj − 1, (17)
where the nonzero values α×1 , . . . , α
×
l¯
are nonzero eigenvalues of the matrix
(4Aτ¯ + bcTτ¯ )A†τ¯ (λ0) and nonzero values of α1, . . . , αl¯ are nonzero eigenvalues
of the matrix 4Aτ¯A†τ¯ (λ0). .
Proof. It is clear that Z(λ) = cTτ¯ xτ¯ (λ) = c
T
τ¯ A
†
τ¯ (λ)b. Considering (8) and real-
ization theory, it holds
1 + (λ− λ0)Z(λ) = 1 + (λ− λ0)cTτ¯ (Il¯ + (λ− λ0)A†τ¯ (λ0)4Aτ¯ )−1A†τ¯ (λ0)b
=
l¯∏
j=1
1 + (λ− λ0)α×j
1 + (λ− λ0)αj .
Thus,
Z(λ) =
1
λ− λ0
l¯∏
j=1
1 + (λ− λ0)α×j
1 + (λ− λ0)αj − 1
where α×1 , . . . , α
×
l¯
and α1, . . . , αl¯ are as stated.
Corollary 2. In the spacial case l¯ = 2m, the closed form of the optimal value
function is
Z(λ) =
1
λ− λ0
2m∏
j=1
1 + (λ− λ0)α×j
1 + (λ− λ0)αj − 1,
where α×1 , . . . , α
×
2m are eigenvalues of A
−1
τ¯ (λ0)(4Aτ¯ + bcTτ¯ ) and α1, . . . , α2m
are eigenvalues of A−1τ¯ (λ0)4Aτ¯ .
Remark 4. Similar to Remarks 1-3, for 2m > l¯, one has better to consider
α×1 , . . . , α
×
l¯
and α1, . . . , αl¯ as the eigenvalues of the matrices A
†
τ¯ (λ0)(4Aτ¯ +
bcTτ¯ ) and A
†
τ¯ (λ0)4Aτ¯ , respectively.
6 Finding all transition and change points
The following computational algorithm is devised to find all transition and
change points of Problem Pλ(4A) in R+. All induced invariancy intervals
are identified by these points. The inputs of this algorithm is the perturbing
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direction (4A,4b) in addition to the fixed data A, b and c. After finding a
transition point or a change point, the algorithm needs to select a point in the
next immediate right invariancy interval as close as possible to the aforemen-
tioned identified point. This selection could be carried out by adding  > 0 to
the identified transition or change point. The output of this algorithm is the
point λ¯i and λi while it is expected that λ¯i) = λi+1. These points are transition
or change points when the associated problems in these points have optimal
solutions. Distinguishing between transition points and change points can be
carried out using the induced optimal partitions at their immediate adjacent
intervals. The algorithm consists of the following steps.
Step 0: Let i = 0, λi = 0.
Step 1: Solve Problems Pλi(4A) and Pλi+(4A), and identify p¯i(λi) and p¯i(λi+
), respectively. If Pλi+(4A) is infeasible or unbounded then stop. λi is
a transition or change point
Step 2: If p¯i(λi) 6= p¯i(λi + ), then λi is a transition or change point.Let let
λi = λ¯i = 0, i = i+ 1, λi := λ¯i + .
Step 3: Find interval (λi, λ¯i) as the intersection of the obtained intervals in
Theorems 2, 3, and 4 for Problem Pλi(4A).
Step 4: If λ¯i =∞ stop, otherwise solve Pλ¯i(4A). If this problem is unbounded
or infeasible, stop. Otherwise, identify p¯i(λ¯i). Set λi+1 := λ¯i + , i := i+ 1
Step 5: Solve Problem Pλi(4A). If this problem is infeasible or unbounded,
then stop. Otherwise, identify p¯i(λi) and go to Step 3.
Remark 5. To find the induced optimal invariancy intervals and transition or
change points to the left of λ0 = 0, one can replace  < 0 and substitutes λ¯
with λ in Steps 2 and 4 of the algorithm. This algorithm terminates in a finite
number of iterations since the number of induced optimal partitions is finite.
7 Illustrative Examples
In this section, two concrete examples are designed to clarify the approach. In
these examples, we set  = 0.1. The first example is an instance that includes
a point which is both transition and change point.
Example 1. Consider the following problem
min −x1 − x2
s.t. (1 + λ)x1 + (1− λ)x2 + x3 = 1 + λ
x1, x2, x3 ≥ 0,
where t ∈ R is the parameter. This problem can be rewritten as
min −x1 − x2
s.t. x1 + x2 + x3 + λ(x1 − x2 − 1) = 1
x1, x2, x3 ≥ 0.
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By considering x4 = x1 − x2 − 1, this problem is equivalent with
min −x1 −x2
s.t. x1 +x2 +x3 +λx4 = 1
x1 −x2 −x4 = 1
x1, x2, x3,≥ 0,
(18)
in which only the coefficient matrix is perturbed. To be clear
c =

−1
−1
0
0
 ,A = (1 1 1 01 −1 0 −1
)
,4A =
(
0 0 0 1
0 0 0 0
)
,b =
(
1
1
)
.
In the first iteration of the algorithm, when λ0 = 0 and λ1 = 0.1, implementation
of Step 1 reveals the induced primal-dual optimal solution of Problem (18) as
x∗(0) = (0.56, 0.44, 0,−0.88),y∗(0) = (−1, 0), s∗(0) = (0, 0, 1, 0)
x∗(0.1) = (0, 1.22, 0,−2.22),y∗(0.1) = (−1.11,−0.11), s∗(0.1) = (0.22, 0, 1.11, 0).
Corresponding induced optimal partitions are
B(0) = {1, 2}, B+(0) = ∅, B−(0) = {4}, N(0) = {3}, N0(0) = ∅,
B(0.1) = {2}, B+(0.1) = ∅, B−(0.1) = {4}, N(0.1) = {1, 3}, N0(0.1) = ∅.
By Step 2, λ0 = 0 is as a transition or change point. From Step 3, the corre-
sponding invariancy interval containing λ0 = 0.1, is (0, 1), and λ¯1 = 1. Since
Problem (18) at this point is unbounded, the algorithm is terminated at step 4.
This algorithm can be applied to find the invariancy intervals to the left of
λ0 = 0. The immediate right invariancy interval is (-1,0), while Problem (18)
at λ = −1 is unbounded.
The results are reported in Table 1 which includes the induced optimal par-
tition invariancy intervals and corresponding induced optimal partitions. Rep-
resentation of the optimal value function on these intervals are identified using
(17) and appeared at the last column. Fig. 1 depicts the optimal value function
on these intervals.
Ind. Inv. Int. B B+ B− N N0 Z(λ)
(−1, 0) {1} ∅ ∅ {2, 3} {4} −1
0 {1, 2} ∅ {4} {3} ∅ −1
(0, 1) {2} ∅ {4} {1, 3} ∅ λ+ 1
λ− 1
Table 1: Induced invariancy intervals, induced optimal partitions and optimal
value function in Example 1.
As reflected in Table 1, domain of the optimal value function is the open
interval (−1, 1). It is continuous at point λ = 0, but fails to be continuous or
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even defined at the end points. Observe that when one passes from λ = 0
to each neighboring interval, an index from B moves to N. Thus λ = 0 is a
transition point. Further, moving from the interval (−1, 0) to 0, not only B and
N exchanges the index 2, but also B− and N0 exchanges the index 4. Thus
λ = 0 is a change point, too.
Figure 1: The optimal value function Z(λ) of Example 1.
The following example contains a change point where in its neighborhoods,
the representation of the optimal value function dose not change.
Example 2. Assume the following problem
min −x1 − x2
s.t. tx1 + (1 + λ)x2 +x3 = 1 + 2λ
(1− λ)x1 + (1− 2λ)x2 +x4 = 1− λ
x1, x2, x3, x4 ≥ 0,
where t ∈ R is the parameter. One can rewrite this problem as
min −x1 −x2
s.t. +x2 +x3 +λ(x1 + x2 − 2) = 1
x1 +x2 +x4 +λ(−x1 − 2x2 + 1) = 1
x1, x2, x3, x4 ≥ 0.
Substitution of x5 = x1 + x2 − 2 and x6 = −x1 − 2x2 + 1, results to
min −x1 −x2
s.t. x2 +x3 +λx5 = 1
x1 +x2 +x4 +λx6 = 1
x1 +x2 −x5 = 2
−x1 −2x2 −x6 = −1
x1, x2, x3, x4 ≥ 0,
18
To be clear
c =

−1
−1
0
0
0
0
 ,A =

0 1 1 0 0 0
1 1 0 1 0 0
1 1 0 0 −1 0
−1 −2 0 0 0 −1
 ,
4A =

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0
 ,b =

1
1
2
−1
 .
Table 2 has a summary of the results and Fig. 2 denotes the corresponding
optimal value function. As this table shows, λ = 0 is simultaneously transition
and change point, while λ = −1 and λ = 1 are only transition points. The
optimal value function is continuous on them but not differentiable. The point
λ = 0.5 is a change point, and the optimal value function is continuous and
differentiable at this point. The domain of the optimal value function is the
closed interval [−1,∞) in this example. Here, explicitly, at λ = 0, the indices
2, 3 interchange between B and N, and the index 6 interchanges between B− and
N0. At λ = 1, the indices 2, 4 interchange only between B and N. Approaching
from the left to λ = 0.5, the index 5 moves from B− to N0, and passing from
this point it moves to B+. As can be seen in the neighborhood of this point,
the representation of the optimal value function does not alter. This is a visible
display of the difference between a mere transition point and a mere change
point.
Ind. Inv. Int. B B+ B− N N0 Z(λ)
−1 {1} ∅ {5} {2, 3, 4} {6} −1
(−1, 0) {1, 3} ∅ {5} {2, 4} {6} −1
0 {1, 2, 3} ∅ {5, 6} {4} ∅ −1
(0, 0.5) {1, 2} ∅ {5, 6} {3, 4} ∅ −1− 2λ
2
λ2 − λ+ 1
0.5 {1, 2} ∅ {6} {3, 4} {5} −2
(0.5, 1) {1, 2} {5} {6} {3, 4} ∅ −1− 2λ
2
λ2 − λ+ 1
1 {1} {5} {6} {2, 3, 4} ∅ −3
(1,∞) {1, 4} {5} {6} {2, 3} ∅ −1− 2λ
λ
Table 2: Invariancy intervals, induced optimal partitions and the optimal value
function in Example 2.
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Figure 2: The optimal value function Z(λ) in Example 2.
7.1 Computational results
In the sequel, the results of executing the methodology on some test problems
from Netlib are reported. They are in standard form, and their characteristics
are reflected in Table 3.
Name Rows Columns
Afiro 27 51
Blend 74 114
Stocfor1 117 165
Scagr7 129 185
Table 3: Characteristics of test problems
Computations are carried out on Asus FX570UD - FY213, Intel core i7-8550u
with 12GB Ram with platform Windows 10 Enterprise. The algorithm has
been implemented in MATLAB R2019b using some main standard commands
as linprog with the option ’interior-point-legacy’, eig, pinv. We used standard
commands as infsup, in0, intersect, of version 11 of the interval arithmetic
toolbox, INTLAB, for interval computations.
In each parametric Problem P (4A,4b), bn
2
c elements of 4A are randomly
selected and their values are produced by the pseduorandom normal codes of
the Matlab. Further, each element of 4b is produced by the uniform distribu-
tion from interval [0, 3]. Computational results with  = 0.015 are reported in
Table 4.
In this table, the first column is the name of problems, the second column
is the corresponding convex section of the domain of the optimal value function
containing λ0 = 0. The four consequent columns are the number of detected
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invariancy intervals, transition points, change points and those that are both
transition and change points. The values in the last column (in CPU time)
corresponds to the total times for determining all invarian???? The “min” is
the minimum time spent in detection of one of the invariancy intervals. The
“mean” is the average consumed time in detection of an invariancy interval.
The “min” (“max”) is the minimum (maximum) time spent in detection of
all invariancy intervals. The “mean” is the average consumed time in detection
of an invariancy interval. The first row is related to the required time to find the
eigenvalues of the matrices 4Aτ¯A†τ¯ (λ0) (See Theorem 2), (4Aτ¯ +beTq )A†τ¯ (λ0)
(See Theorem 3), and 4AτA†τ (λ0), (4Aτ +4ApcTτ )A†τ (λ0), and (4Aτ + (Ap +
λ04Ap)cTτ )A†τ (λ0) (See Theorem 4). The second to fourth rows are the times
consumed to determine the intervals satisfying Cond.s 1-3, respectively.
For example, in Afiro, induced invariancy intervals are 44 with 29 points
as mere transition points, 3 points as mere change points, and 11 points as
both transition and change points. In the last column, 4151 is the total time
for determining all invariancy intervals. The values 0.013, 0.016, and 0.021
are respectively, related to min, mean, and max of the required time to find
the eigenvalues of some specific matrices in Theorems 2, 3, and 4. The values
(0.240 , 0.585 , 0.829), (37.205, 64.131, 92.316), and (18.762, 29.608, 36.888) are
respectively, related to min, mean, and max of the times consumed to determine
the intervals satisfying Cond.s 1-3, respectively.
As Tables 3 and 4 show, the computation time increases as the size of the
problem increases. However, this is not a general rule. For example, the problem
Stocfor1 only revealed one invariancy interval (−0.011, 0.012) for several random
selections of 4A and 4b; and the total CPU time was almost less than 700
Sec.Furthermore, these results show that the time required to determine an
interval satisfying Cond. 2, is as least as the two-thirds of the total time.
In order to analyse the effect of  on the number of detected invariancy
intervals, the behavior of Afiro is investigated and the results are denoted in
Table 5 for  = 0.005 up to  = 0.050 with step size 0.050. As it is depicted in
this table, when  increases, the total running time for computing the convex
domain containing zero would decrease. For example, the total running time for
computing the convex invariancy interval Λ for  = 0.015 and  = 0.020 is equal
to 4151 and 3783, respectively, with the exception at  = 0.020 and  = 0.025.
Analogously, as  increases, the number of detected invariancy intervals might
decrease. This means that some invariancy intervals might be divided into
some subintervals by decreasing the value of . For example, the number of
invariancy intervals of Problem Afiro for  = 0.015 and  = 0.020 are 44 and
41, respectively. The exception is for  = 0.020 and  = 0.025 that this number
rises from 41 to 42.
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8 Conclusion
In this paper, we considered a uni-parametric linear program when an identical
parameter linearly perturbed the left and the right sides of constraints. The
induced optimal partition was defined, and a methodology for identifying the
corresponding invariancy interval was provided. It was proved that the optimal
value function is fractional on each interval; it is continuous at internal jointing
points. A computational algorithm was presented, enabling to find all invariancy
intervals. In addition to the traditional concept of the transition point, the
concept of change point was also introduced. Examples indicated the validity of
the findings. As future work, this study could be conducted for more than one
parameter or a uni-parametric linear program when left and right-hand-side of
constraints in addition to the objective coefficients were linearly perturbed by
an identical parameter, as well as for the case where the perturbation is not
linear.
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Convex section
No. of detected Ind.
Total CPU
Inv. Trans. Chang.
Precision of Λ; 0 ∈ Λ Int. Points Points Both Time (Sec.)
0.005 (−3.136, 59.944) 56 36 7 12 5408
0.010 (−3.136, 59.944) 48 31 5 11 5262
0.015 (−3.136, 59.944) 44 29 3 11 4151
0.020 (−3.136, 60.102) 41 27 3 10 3783
0.025 (−3.136, 60.102) 42 28 2 11 3859
0.030 (−3.136, 60.102) 40 25 2 12 3601
0.035 (−3.136, 60.102) 40 25 2 12 3683
0.040 (−3.136, 60.102) 34 22 1 10 3662
0.045 (−3.136, 60.102) 32 20 1 10 3221
0.050 (−3.284, 59.944) 29 17 1 11 2594
Table 5: Afiro’s computational results with different accuracy values.
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