Abstract-In many areas of science and engineering there is a need for techniques to robustly extract velocity and its derivatives from a finite sample of observed positions. The extracted information can be used to infer related quantities such as curvature and speed, which are important for analysis of strategies and feedback laws associated with the motion. In this work a novel approach is proposed to reconstruct trajectories from a set of discrete observations. A simple linear model is used as the generative model for trajectories, and high values of the jerk (derivative of the acceleration) path integral are penalized during reconstruction. The positions, reconstructed in this way, can be represented as a linear combination of the sample data. The regularization (penalty) parameter plays a very important role in the reconstruction process, and it may be determined from data using ordinary cross validation.
I. INTRODUCTION
One finds evidence of collective motion in many natural settings. From schools of fish [1] to aerial display by large flocks of starling [2] -we find agents moving collectively by interacting with each other. On the other hand, pursuit can be observed in different kinds of intra-and interspecies encounters, such as bat-bat pursuit [3] or dragonfly foraging [4] . As both collective motion and pursuit play a significant role also in engineering settings, it seems to be a relevant effort to explore underlying strategies and control laws governing collective motion, by extracting parameters of motion (namely curvature, speed, lateral acceleration etc.) from sampled observations of trajectories.
The problem of recovering an underlying smooth signal from sampled noisy observations arises in many fields of applied science. This inverse problem is ill-posed in the sense that naive solutions are highly sensitive to noise, and non-unique. Tackling such problems by the method of regularization has a long history [5] . In this paper we focus on a class of such problems associated to reconstructing smooth trajectories of animal movement (e.g. starlings in a flock [2] , echolocating bats engaged in prey capture [3] [6], fish schools [1] ) from time samples of 3D position. Typically such time-samples are gathered from video imagery (at rates anywhere from 10Hz to 1000Hz) using a multi-camera network subject to computer vision algorithms to determine 3D positions of feature points (e.g. center of mass of a starling in flight) from 2D projections. Taking the result of such vision processing as a starting point, we seek to extract noise-robust smooth trajectories. In what follows, we turn this into an optimal control problem for a generative model of feature point trajectories, and the choice of cost functional to be optimized specifies the regularization imposed on the data.
Treating feature points as self steering particles with trajectories r(t) in three dimensions, a natural generative model isġ = νgξ r = I 0 ge 4 .
Here I denotes the 3 × 3 identity matrix, g(t) denotes a 4×4 matrix representation of a curve in the special euclidean group SE(3):
The 3 × 3 block T M 1 M 2 denotes a natural framing of r, an orthonormal triad with T the normalized velocity. Letting ξ 0 = E 14 ; ξ 2 = E 13 − E 31 ; ξ 3 = E 21 − E 12 , denote standard basis elements in se(3) the Lie algebra of SE (3), and e 4 denote a standard basis vector in R 4 , we set
Then u and v are natural curvatures (steering controls) and ν is the speed of the trajectory r(t). The existence and uniqueness (up to a single rotational degree of freedom) of such a generative model for every twice differentiable trajectory r(t) is discussed in [7] , and exploited in a series of papers (c.f. [8] ) investigating pursuit models in nature and engineering.
In this setting the optimal control problem takes the form (here λ > 0),
(2) subject to the generative model (1) , given a time sample
. The nonlinear nature of this optimization problem leads one to resort to mathematical programming algorithms as in [9] , to determine the inputs u, v, ν. We note that the purpose of such reconstruction is to look for evidence in the data for theoretically based feedback steering control laws (in [9] [10] this pertained to sonar-guided pursuit of a prey insect by a bat). In the absence of a full-fledged integrability theory for optimal control problems in Lie groups (but see [11] [12] ) one resorts to numerical, constrained optimization for (2) .
On the other hand, one observes that steering control may be expressed in terms lateral acceleration. This in turn suggests resorting to an alternative linear generative model driven by acceleration as input and a regularization cost given by a quadratic in jerk, the derivative of acceleration. This allows one to fully exploit the integrability theory of linearquadratic optimal control, given by Riccati equations, as in the rest of this paper. For a different view of exploiting linear optimal control for smooth interpolation see [13] .
II. PROBLEM STATEMENT
Given a time series of observed positions in three dimensional space, our primary objective is to generate a smooth trajectory to fit these data points. To assure smoothness of the reconstructed trajectory we penalize high values of the jerk path integral. This particular penalty term is very relevant and carries a similar effect as the penalty term considered in (2) . Moreover it is very significant in the context of physiological movement, as described in [14] and [15] .
Let
be the set of observed positions. We are interested in finding a trajectory r : [0, T ] → R 3 (t 0 = 0, t N = T ) to minimize the following cost:
where (·) (k) implies k-th derivative of any function, if it exits. λ > 0 acts as a regularization parameter in the above cost. It forces a balance between the goodness of fit and the smoothness of the trajectory. The trajectory dynamics is given byṙ
where v, a and u represents the velocity, acceleration and jerk respectively. Then the cost can be expressed as:
Now we define a state x as:
and therefore the dynamics of the trajectory x can be represented in a compact form, aṡ
where
with I being a 3 × 3 identity matrix. It is obvious that (4) is controllable and observable. Now we can pose our smoothing problem as a special case of the following constrained optimization problem:
where U is the space of piecewise continuous functions.
III. CONTROL THEORETIC APPROACH TO DATA SMOOTHING PROBLEM
We begin by applying in the present setting of data smoothing, a standard tool from the theory of least squares, namely the path independence lemma for trajectories of linear systems [16] .
A. Path Independence Lemma and Its Application to Completion of Squares
Consider the quadratic form x T (t)K(t)x(t), where K :
n×n is a symmetric matrix-valued function. Then, along (5)
For brevity of notation explicit time dependence will be dropped wherever doing so does not create any ambiguity. Adding (6) over (t
As the quantity given by (7) equals to zero for any u ∈ U and any K differentiable over (t
, a multiple of it can be added to the cost J(x(t 0 ), u) without any change. Hence we have,
As (8) holds true for any choice of K, at this point we make the following assumptions on K,
With the assumptions (9), the cost J(x(t 0 ), u) can be represented as
Now consider the linear functional x T (t)η(t), where η :
n is a vector valued function. Then,
Adding (11) over (t
As the quantity given by (12) equals to zero for any u ∈ U and any η differentiable over (t
, a multiple of it can be added to the cost J(x(t 0 ), u) in (10) without any change. Hence we have,
As (13) holds true for any choice of η, we make the following assumptions on η,
With the assumptions (14), the cost J(x(t 0 ), u) can be represented as
As λ > 0, it is apparent from (15) , that the necessary and sufficient conditions for the cost to be minimized are,
Hence, the minimum cost can be represented as
It is of relevance to mention here that a Riccati equation of the forṁ
has a symmetric, positive semi-definite solution for any t ≤ T . With assurance on the existence of solution, we can make the following claim on the solution of (9).
Proposition 3.1: The solution of the Riccati equation (9) satisfies
T and Φ Σ is the transition matrix of Σ. Now we concentrate on the dynamics of η given by (14) and introduce a new time-varying matrix
Then the dynamics of η can be represented aṡ
for any t ∈ (t i , t i+1 ), where i ∈ {0, 1, · · · , N − 1}. Proposition 3.2: Let ΦΣ be the state-transition matrix for (19) . Then,
Remark 3.3:
For proofs of Proposition 3.1 and Proposition 3.2 by mathematical induction see [17] .
Proposition 3.4: (−Σ T , C) forms an observable pair for the problem of our interest (4) .
Proof: K is a symmetric matrix by definition, and hence one can assume the following block structure for K,
With this particular structure for K, we have the following expression of Σ T (t) for the minimization problem,
Now, for the sake of convenience, we use SilvermanMeadows rank condition [18] to prove our claim. To do so, we define the matrix Q obv as
where S i (t)'s are computed recursively using
The S i (t)'s will assume the following form,
and so on. Hence it can be immediately concluded that the pair (−Σ T , C) is observable as the rank of Q obv (t) is 9 for any t ∈ R + ∪ {0}. Theorem 3.5: The equation (17) is uniquely solvable for almost any time index set {t i } N i=0 . Proof: From proposition 1 we have, t 1 , t 0 ) . . . t 1 , t 0 ) . . .
Now we investigate the rank of C because the solvability of (17) is equivalent to the fact of C having full rank. To do so we consider the following systeṁ
which is observable (Proposition 3.4) . We can easily show that the j-th derivative of its output can be represented as
where S j (t)'s are defined in (21) . Let ξ 1 = ξ 2 be two different choice of initial state ξ(t 0 ) for the system (22) and γ i (t) be its output corresponding to the initial condition ξ(t 0 ) = ξ i . Now we define,
Now we claim that the outputs of (22), corresponding to two different initial conditions ξ 1 = ξ 2 , do not match identically over any interval T ⊂ R + ∪ {0}, or in other words, there is no such interval T ⊂ R + ∪ {0} such that γ 1 (t) = γ 2 (t) for any t ∈ T. We can prove our claim by contradiction. Let
for all t belonging to some interval T. Then the derivatives, when they exist, should match for any t * in the interior of T, i.e.
. . .
But it contradicts our initial assumption about inequality of ξ 1 and ξ 2 , thereby proves the claim. Hence Cξ 1 = Cξ 2 for almost any time index set {t i } N i=0 . Therefore K(t − 0 ) is positive definite almost surely because C has full rank almost surely. When the rank condition fails, i.e. Cξ 1 = Cξ 2 , we can consider an arbitrary close perturbation of the original time index. For any given ǫ > 0 we can choose a perturbed time index set {t i } N i=0 , such that the following conditions holds true,
and,
has full rank.
Therefore (17) can be uniquely solved, for almost any time index set {t i } N i=0 . Following Theorem 3.5 the optimal initial condition can be represented as
B. Linear Structure in The Reconstructed Trajectory
Under the action of optimal control input u opt the dynamics of the system of our interest, given in (4), looks likė
or in other words it can be viewed as a time-varying linear system with η being the input. Then we can express x(t) as
It is quite clear from (23) that the optimal initial condition is linear in terms of the observed data points. From (25) we obtain the following representation for x(t k ),
Therefore the smoothed position at time t k can be expressed as
From (26) it can be concluded that the smoothed outputs are linear combinations of observed data. Remark 3.6: As F (k, i) depends only on the sampling time instances, namely t 0 , · · · , t N , these coefficients can be pre-computed.
Remark 3.7:
This approach can also be viewed as a global alternative to Savitzky-Golay smoothing filters [19] [20] , wherein the filtered outputs are obtained by fitting a least square polynomial (locally) through the observed data points. In our approach the local nature is absent instead each of the filtered outputs depends on the complete data set. But because of this global nature our approach has its own drawback. This method, in its true form, cannot be used in real-time as it requires all the observations together.
Remark 3.8: The significance of the word "smoothing" is twofold in this context. Firstly this approach penalizes high values of jerk path integral and thereby yields a smoothened trajectory. Moreover, it uses data from both past and future to estimate the present position and thus justifies the usage of "smoothing" in estimation context.
Remark 3.9:
The formulation of the problem is an example of fixed interval smoothing. One can use this as a building block and proceed to obtain a fixed lag smoothing algorithm.
IV. AN ALTERNATIVE CO-STATE BASED APPROACH
By defining the co-state variables as
the optimal control input (16) can be represented as
Therefore the optimal trajectory between two observations can be viewed as the base integral curve of the following Hamiltonian system
From (28) it is apparent that the dynamics of p is decoupled from that of x. Moreover the co-state variables will satisfy the following jump conditions
We also have the terminal condition
as both K(t + N ) and η(t + N ) are equal to zero and by choosing x(t 0 ) = x opt (t 0 ) we get,
from (17). Now we introduce a new variable, namely incremental time, defined as
for i ∈ {0, 1, · · · , N − 1}. And, the dynamics of x yields
By defining a discrete time state vector
) the following matrix representation is obtained for forwardpropagation of x(t i ) and p(t
where Λ i and Γ are defined as
The controllability Gramian like matrix W i is defined as
From (34) it is apparent that it depends only on the intersample intervals, not explicitly on the sampling instances. Moreover, W i is invertible as the underlying system (4) is controllable. Lemma 4.1: Λ i is invertible for any i ∈ {0, 1, · · · , N −1}. Proof:
(35) gives a block LU-factorization for Λ i and both M and Υ i are invertible for any i.
Hence, Λ i is invertible for any i.
From (33) we obtain
where represents left multiplication. As p(t + N ) = 0, x(t 0 ) can be obtained by solving the following equation
From the way (37) has been obtained, it can be inferred that (37) is an alternative form of (17) . Hence, it can be concluded from Theorem 3.4 that (37) yields a solution for almost any time index set {t i } N i=0 . Once x(t 0 ) is obtained by solving (37), the trajectory can be reconstructed using (28) and the jump conditions given by (29).
V. ORDINARY CROSS VALIDATION TO CHOOSE AN OPTIMAL λ FOR THE TRAJECTORY SMOOTHING PROBLEM Ordinary cross validation (OCV) was first proposed by Allen (1974) in the context of regression [21] and by Grace Wahba and Wold (1975) for smoothing splines [22] . The main idea behind cross validation is to use a subset of the given dataset to obtain a parameter estimate and to use the rest of the data for performance validation under that particular value of the estimate. However, cross validation does not use one subset solely for one purpose (estimation or validation); it allows all the data to be used for both purposes. For instance, we can divide the data set into m subsets; compute an estimate from all the subsets but one; and validate the estimate using the left-out subset. Then, we perform the estimation-validation after leaving out a different subset. This process is repeated m times.
OCV uses "leaving-out-one" strategy, i.e. each data point is left out in turn and an estimate for the curve is derived from the rest of the data (by solving an optimization problem). Then the prediction error is computed at the left out data point and the prediction errors are summed to yield the ordinary cross validation cost. An optimal λ minimizes the summed error. Now we'll briefly discuss the ordinary cross validation procedure for the trajectory smoothing problem. Let x k λ (0), u k λ (·) be a minimizer of the following optimization problem:
(38) subject to the constraints given by (4) . Then the ordinary cross validation cost V 0 (λ) is defined as
where r k λ (·) is obtained from (4), using x k λ (0) as the initial condition and u k λ (·) as the input. Hence we choose the optimal value of the regularization parameter as
For the problem under consideration, the special structure of the underlying dynamical system yields a nice form for the ordinary cross validation cost. Now we solve the optimization problem (38) by following the path described in section IV of this article. By following the co-state approach we can conclude that the optimal trajectory will be a base integral curve of the associated Hamiltonian vector field, with suitable jump conditions on the co-state variables. It can be easily observed that the costate variables are continuous at the left-out point, without any jump. Then with a little bit of algebra we can show that x k λ (0), an optimal initial condition, will satisfy a modified form of (37), in particular
where Υ i 's are obtained by factorization of Λ i 's, as mentioned in Lemma 4.1. Therefore the reconstruction error encountered at the k-th data point can be represented as
when we start the trajectory from x k λ (0) and apply the optimal input u T C and hence the reconstruction error is a vector of rational functions in λ. Now we can represent the cross validation cost, V 0 (λ), associated with this particular problem as
VI. NUMERICAL EXAMPLES
We generated two sets of synthetic data: (a) spiral on a sphere of radius 5, and added i.i.d. Gaussian noise with mean = 0, and standard deviation = 0.15; (b) circular helix on a cylinder of radius 5, and added i.i.d Gaussian noise with mean = 0, and standard deviation = 0.05. In each case the number of samples used was N = 201. See Figures 1 and 2 for illustration. Reconstruction using the method of this paper (see figures) appears to produce satisfactory results as judged from the fit error normalized by the corresponding radius. In these numerical experiments the regularization/penalty parameter was determined by ordinary cross validation.
VII. CONCLUSION
Many areas of science and engineering (e.g. tracking individual trajectories of animal movement, motion capture in robotics) lead to the ill-posed inverse problem of extracting velocity and higher derivatives from a noisy finite sample of observed positions. Using a simple linear generative model for trajectories, this paper investigates a technique based on optimal control to obtain smoothed solutions to the inverse problem. The method is based on regularization by adding a penalty -the path integral of the square of jerk, to the fit error. The underlying cross validation technique for determining the regularization/penalty parameter is also sketched out. The algorithm has been tested on synthetic data and is currently being applied to biological observations.
