ABSTRACT A novel random code-domain non-orthogonal multiple access (NOMA) framework, rateless multiple access (RMA), is studied in this paper. In RMA, instead of granting each user specific radio resources in a fixed and centralized manner, the access point simply assigns to it a random access control function, according to which the user independently chooses a pseudo-random number of symbols each time and transmits their weighted sum until receiving an acknowledgment that indicates the successful recovery of its information. In this way, the transmission process of each individual user as well as that of all the users as a whole, resembles a special linear superposition rateless encoder and, thus, information can be retrieved with the low-complexity belief propagation (BP) algorithm at the access point. In this paper, the asymptotic throughput of RMA with BP decoding is analyzed. Then, in order to bridge the performance gap between BP decoding and the optimal MAP (maximum a posteriori) decoding, we apply the most recently developed coding technique of spatial coupling to RMA and propose an enhanced version, SC-RMA, in which all the user codewords are properly spatially-coupled across different subsets of REs. We prove that SC-RMA asymptotically approaches the channel sum-rate capacity with high adaptability and low-signaling overhead, which makes it a viable candidate for massive access.
I. INTRODUCTION A. MOTIVATION
Massive access is one of the key technologies for future Internet of Things (IoT) which aims to provide reliable and adaptive connections for large number of devices over shared and dynamic resources [2] - [5] . Recently, non-orthogonal multiple access (NOMA) [6] has attracted a lot of research interest for its potential in enhancing the system capacity and meanwhile increasing the number of users by nonorthogonally sharing the resources among users. A typical NOMA scheme either exploits mainly the power domain and applies successive interference cancelation (SIC) to the received signal with differentiated user power [6] , or exploits mainly the code domain and iteratively decodes the received signal by making use of certain codeword sparsity, such as low density signature multiple access (LDS) [7] and sparse code multiple access (SCMA) [8] . Due to its high spectrum efficiency, NOMA has been selected as the basic framework in 5G standardization.
However, several critical issues have yet to be solved in the design of massive access schemes. First, as the user number increases, centralized coordination becomes more difficult and inefficient. In particular, well-designed user pairing and accurate power control as usually required in conventional NOMA incurs considerable signalling and is not easy to realize in practice. Distributed coordination instead becomes more attractive in this sense. Second, the network becomes more dynamic with the increasing user number as well as the varying channel conditions in a wireless context. Fixed code/signature sequence design as in LDS, cannot adapt well to the network dynamics. High adaptability is thus of particular importance in the massive access protocol design.
Recently, random access, a technique for early computer networking, has been resurging due to its great advantages in signaling overhead and network adaptability [9] . Among all the possible approaches, the random access protocols incorporated with random coding and adaptive SIC have been of particular interests due to the increased achievable throughput [10] . However, the spectrum efficiency of these protocols are still relatively low, since only single-user detection and decoding has been employed in these protocols.
In this work, we aim to establish a novel framework of random non-orthogonal massive access, namely, Rateless Multiple Access (RMA), which incorporates random access with the code-domain NOMA. In particular, in RMA, instead of granting each user specific resource elements (RE, i.e., a certain subcarrier-time slot pair), the access point (AP) assigns to it an random access control function (RACf) according to which each user independently and pseudorandomly chooses a certain number of symbols for every RE and then transmits their linear combination over that RE. The transmission stops once the user receives an acknowledgement (ACK) from the AP indicating the successful recovery of its information. As a result, the transmission process of each individual user, as well as those of all the users as a whole, resembles a special linear superposition rateless encoder and BP algorithm can be used to retrieve the user information at the AP. Intuitively, RMA could work without specific RE allocation, which greatly reduces the signalling overhead. Moreover, due to the intrinsic rate adaptation property of rateless codes, RMA adapt well to the traffic and channel variations.
To further improve the performance, based on the above framework, we further incorporate RMA with the most recently developed idea of spatial coupling [11] , a technique to improve the saturation threshold of iterative BP decoding or iterative detection [12] , [13] , and propose a novel Spatially-Coupled RMA (SC-RMA) protocol. SC-RMA retains the whole attractive features of RMA, and more importantly, it is proved to be capacity-approaching in an asymptotic sense.
B. RELATED WORKS
The original work of [14] studied in theory the achievability of gaussian multiple access channel capacity with rateless coding, which shows a new way for the design of multiple access protocols. To the best of our knowledge, the first series of attempts that incorporate rateless codes into practical multiple access protocol design were reported in [15] - [17] . Therein, instead of precoding the user information with a fixed-rate LDPC code as in IDMA [18] , Raptor code [19] was employed to adapt the user transmission rate to the multiple access channel in which collision occurs unexpectedly since there lacks centralized coordination. Similarly, in [20] , the authors introduced a frameless ALOHA that operates like a rateless code with simple repetitive encoding and iterative erasure decoding, and provided heuristic criteria to maximize the media access control (MAC) layer throughput. However, physical-layer properties of the wireless multiple access channel, such as linear superposition of collided signals and channel noise have not been fully considered therein. In [21] , the authors proposed a similar idea in an analog fountain code framework. Therein empirical code degree and weight distribution are employed, the asymptotic achievable sum rates have not been analyzed, and the non-optimality of BP decoding and efficient spatial coupling of user code graphs have not been considered.
On the other hand, spatial coupling has been applied to random access protocols such as coded slotted ALOHA (CSA), to attain a performance close to the theoretical limit [22] . However, the physical-layer properties have not been fully considered there. In [12] , the authors applied spatial coupling to sparsely spread CDMA to improve the detection performance. In [23] and [24] , spatially coupling combined with two-stage decoding is proved in theory to achieve the channel capacity. Compared to the above schemes, we are not just applying another type of spreading codes (i.e., rateless codes vs. fixed-rate codes) which makes RMA adapt well to the traffic and channel variations and asymptotically achieve the sum-rate capacity, but its rateless nature brings a major conceptual shift with respect to the previous centralized spreading, which greatly reduces the signaling overhead especially when the number of users is large or the set of active users changes dynamically.
C. SUMMARY OF CONTRIBUTIONS
The contributions of this paper can be summarized as below:
• We establish a novel framework for random nonorthogonal massive access, namely RMA, which provides high spectrum efficiency with a relatively low signaling overhead and high adaptability. We derive the maximum achievable throughput under different signalto-noise ratios (SNRs) and overloading factors based on the extrinsic information transfer (EXIT) theory [25] , and develop the optimal degree distribution which provides some insights for the practical design of RACfs.
• We incorporate the coding technique of spatial coupling to RMA and propose the SC-RMA scheme, which provides increased system spectrum efficiency and reduced decoding complexity while retaining all the other attractive properties of basic RMA. Furthermore, we derive the achievable throughput of SC-RMA based on EXIT theory and prove that it is able to approach the channel capacity asymptotically.
• For further enhancing the performance of RMA in practical applications, we optimize system parameters including the RACfs, the spatial coupling pattern, and the coding rates and degree profiles of LDPC precoders using a two-step design method, which provides a feasible way for real system design. The rest of the paper is organized as follows. In Section II, the system model, access procedure and decoding algorithm are introduced. In Section III, the achievable rate region of RMA is analyzed using the EXIT theory. In Section IV, SC-RMA is introduced and is proved to be capacityapproaching. In Section V, the key parameters in RMA are optimized using a practical two-step design method. Extensive simulation results are presented in Section VI and conclusions are drawn in Section VII. 
II. PROTOCOL AND ALGORITHM
Consider a cellular network with a number of potential users and an AP. All the users are assumed to be synchronized according to the down-link beacon. In case there still exist residue packet delays among users, such delays could be naturally compensated by the CP (cyclic prefix) if OFDM (Orthogonal Frequency Division Multiplexing) signalling is adopted. The users independently access the AP sporadically. At a given time, among all of them, K users, denoted by set U A of {U 1 , U 2 , ..., U K }, are active. As shown in Fig.1 , during each access period, U k (k = 1, 2, ..., K ) first encodes its m k information bits with an LDPC encoder, and maps the resultant coded bits to a vector of symbols {x k,1 , x k,2 , ..., x k,N k } with ±1-valued indices, and then attempts to send them to the AP based on the access procedure as described below. The total length of information bits from all the active users is denoted by m K k=1 m k , and the total amount of resultant symbols is denoted by N K k=1 N k . At last, a quasi-static fading channel is considered, i.e., we assume that the channel gains from different users to the AP are independent and keep static during the transmission period of each packet.
A. ACCESS PROCEDURE OF RMA
Before starting the packet transmission, each active user accomplishes a certain initialization/registration process (please be referred to [9] for details), which enables the AP to obtain the current U A , the packet lengths and the corresponding channel gains, etc. Based on these parameters, the AP starts the procedure of data transmission by assigning each active user an RACf as follows:
where p k,d denotes the probability of User k to select d out of N k symbols and
The RACfs can be viewed as some kind of distribution profiles and are used for the active users to share a block of REs in a distributive manner as described below.
As the transmission process starts, for every RE t ∈ 
in which g k denotes the scaling factor to meet the power constraint. The signals transmitted over RE t from all the users are linearly added together in the air, and thus the signal received by the AP over RE t can be written as
where z t denotes the Gaussian noise at RE t with mean zero and variance σ 2 w . Since h k and g k have equivalent impacts on the received signal, we need not distinguish them, and hereafter we define c k = h k g k for brevity:
At the AP, it consistently collects signals from all the available REs and keeps attempting to decode the user messages. Once a user message is successfully decoded, the AP feeds back to that user an ACK signal via the downlink to end its current transmission. Note that in this paper, we consider a half-duplex system in which the uplink and downlink transmissions are separated in time or frequency. Remark 1: Obviously, the above transmission process resembles a special linear superposition rateless encoder (in contrast to the XOR-based conventional rateless encoders). On the one hand, the transmission of each user can be viewed as a centralized linear superposition rateless encoder, since each of its channel inputs is the local linear combination of a random number of randomly selected symbols. On the other hand, the transmissions of all active users as a whole can be viewed as a distributed linear superposition rateless encoder, since now the linear superposition is accomplished over the air. Due to such intrinsic features, the proposed framework is named RMA.
B. DECODING ALGORITHM OF RMA
Similar to Raptor codes [19] , the transmission process of RMA can be elegantly represented by a single sparse factor graph, which brings the following two attractive features: (i) It enables the AP to retrieve the messages using a lowcomplexity BP algorithm; (ii) As elaborated in the following sections, it facilitates the design of the RMA schemes. Here we briefly describe the factor graph at first.
As shown in the graph representation of RMA in Fig.2 , there are three kinds of nodes, including check nodes (CNs), variable nodes (VNs) and resource element nodes (RENs). In the precoding part, each subgraph within a rectangle represents the LDPC code applied at a user. At the bottom, each REN represents an RE. The edge between a VN and an REN means that the corresponding symbol is transmitted over that RE. The other nodes and edges are similarly defined as in Raptor codes [19] . As we have described that, at each time and for each active user, the number of symbols and their indices are pseudo-randomly generated with some predefined seed according to the RACf and the uniform distribution, respectively. Therefore, the AP has full knowledge about each user's graph structure once it is activated via the registration process, and hence is able to reconstruct the whole graph. In the case of no registration process available or in the so-called grant-free scenario, the graph structure can be recovered in conjunction with information decoding by exploiting the intrinsic and unique access pattern of each user, as elaborated in [28] . Here we only focus on the former case.
The AP then performs iterative BP algorithm based on which soft messages are exchanged on the graph iteratively to retrieve the original information bits. In this process, we need not distinguish which user a specific symbol is from, thus in the following we can drop the subscript k from x k,n k in (2) and denote them as {x n , n = 1, 2, . . . , N } unless otherwise explicitly stated. The VN that represents x n is referred to as VN n. Let L j n← −t (resp. L j n− →t ) denote the log-likelihood ratio (LLR) passed from REN t (resp. VN n) to VN n (resp. REN t) in iteration j. In particular, at the initial stage of the decoding algorithm, there is
In the following, the iterative joint detection and decoding algorithm is described briefly.
First, denote the set of indices of VNs that are connected to REN t as V(t) ⊆ {1, 2, . . . , N }. For VN n ∈ V(t), the soft message from REN t to VN n can be calculated using the MAP (maximum a posteriori probability) criterion as follows:
and
Note that the calculation of p(y t |x n = ±1, {x n } n ∈V(t)\n ) is slightly different from that in the conventional XOR-based Raptor codes since linear superposition is involved here.
Second, the soft message that VN n gets from all the connected RENs can be expressed as
in which Q(n) ⊆ {1, 2, . . . , T } denotes the set of indices of RENs that are connected to VN n. Based on this, the LDPC coding part can be updated iteratively as in [19] and feeds back L j+1 n− →t to RENs to further improve the detection performance as shown in (6).
III. ACHIEVABLE THROUGHPUT OF RMA UNDER BP DECODING
The main object of this section is to derive the maximal achievable throughput of RMA under the low complexity BP decoding algorithm. Due to the random structure of the factor graph and the iterative manipulations applied herein, it is difficult to pursue an explicit result by convergence analysis. Here we resort to the EXIT theory [26] which provides an effective approach for analysis of the performance of iterative decoding algorithms.
A. DEFINITIONS AND NOTATIONS
For useful insight as well as tractability, we assume that all the active users have the same Quality of Service (QoS) requirement and the same LDPC code rate R = m N . Moreover, by proper power control all the user signals arrive at the AP with nearly the same power, i.e., c k (k ∈ {1, 2, . . . , K }) defined in (4) are equal and thus can be denoted as c with subscript k dropped hereafter. In such a case, overloading factor β, which is defined as the ratio of the amount of symbols from all the users to the amount of REs, can be calculated by:
and, throughput can be calculated by m T = Rβ.
(11) VOLUME 6, 2018 As to the transmission process, the total number of symbols transmitted on RE t ∈ {1, 2, . . . , T } is denoted as d t and therefore,
Without loss of generality, we assume that the noise variance σ 2 w = 1. In such a case, the average SNR over all the REs, denoted by γ , can be calculated by
Moreover, we denote d n as the degree of VN n, namely, d n = |Q(n)|. Note that Q(n), defined in (9), denotes the set of indices of RENs that are connected to VN n. As we have assumed that the symbols are uniformly selected during the access procedure, we have
Consider the Gaussian channel y = x + z in which x is the binary input and z is the Gaussian noise with distribution N (0, σ 2 ). In this case, the soft message can be modeled as log-likelihood ratio L x which is Gaussian distributed as
σ , and therefore, the distribution of L x can be expressed as:
Based on this, the mutual information (MI) between L x and x can be calculated by:
, which means that the less the noise is, the more information about x we have. Specifically, we have J (0) = 0 and J (+∞) = 1.
B. THEORETICAL ANALYSIS OF RMA
For ease of analysis, we consider the two-stage detectionand-then-decoding algorithm for RMA. In the first stage, the subgraph in the bottom of Fig.2 is iteratively updated according to (6) until the MI of VNs converge. In the second stage, the subgraphs of pre-coding part are iteratively updated to retrieve the original information bits. Now we start to derive the theoretical achievable throughput in this case. We first analyze the first stage of the algorithm. The main object is to derive the accurate relationship between the evolution process MI of VNs and the specific degree distribution (for more information about degree distribution, please refer to [19] and the references therein). We denote the edge-degree distribution of RENs as
where l denotes the number of different REN degrees in the factor graph (therefore,
, and ω i denotes the probability that a randomly chosen edge is connected to an REN of degree k i d a (here d a is a given natural number), thus
it is referred to as the asymptotic case. If there is an i * ∈ {1, 2, . . . , l} satisfying ω i * = 1, the edge degree distribution is then uniform. If both of them hold, it is referred to as the uniform asymptotic case.
Before stepping into more details, we first discuss the case ω i = 1, i.e., each RE is only accessed by one VN. In this case, we can easily verify that L j n ∼ N ( 2γ β x n , 4γ β ), which means that the channel one user faces can be approximated as a Gaussian channel. In the following, it is revealed that such result also holds for the RMA in which each RE is accessed by a random number of VNs.
Lemma 1: After the multiuser detection, the channel that one user faces can be approximated as a Gaussian channel with certain SNR degradation, i.e.,
The degradation factor η can be calculated by:
in which,
Proof: See Appendix A. Corollary 1: In the uniform asymptotic case, (18) can be further simplified as:
where (a) follows from (13) .
In the following, we prove that degradation factor η j is maximized only in the uniform asymptotic case and thus the uniform asymptotic case is optimal in terms of throughput.
Lemma 2: For the degree distributions of RENs, the maximization of η j is achieved only when there is an i * ∈ {1, 2, . . . , l} satisfying ω i * = 1.
Proof: See Appendix B. Thereby, to derive the achievable throughput in the asymptotic case, we only consider the uniform asymptotic case in the following. It can be easily seen from (18) that, there is η 1 > η 0 when η 0 = 0, and η j+1 < η j when η j = 1. Invoking the monotonicity of f (η), we can conclude that η = 1 1+βf (η) has at least one solution within (0, 1]. We denote the minimum solution as η β,min . As a result, invoking the MI defined in (15) , the converged MI of VNs may be expressed as
Then, we take the LDPC coding part into consideration, based on which, we derive the theoretical achievable throughput of RMA.
Theorem 1: In the RMA system with overloading factor β and SNR γ , the asymptotic achievable throughput, denoted by ac , can be calculated by
in which C BIAWGNC (x) denotes the capacity of the binary input Gaussian channel with SNR x. Proof: Based on previous discussions, in the RMA system with overloading factor β and SNR γ , the channel that one user faces can be approximated as a Gaussian channel with SNR γ β η β,min . In such a case, to guarantee the decodability of LDPC codes, the maximum coding rate may be expressed as C BIAWGNC ( γ β η β,min ). Hence the conclusion follows by invoking (11) .
Note that since the linear combination may happen among the coded symbols from both different active users and an individual user itself, the analysis result in this section is tenable regardless of the specific user number.
Remark 2: For the given γ , different β results in different η β,min and thus different achievable throughput ac . For further enhancing the performance, we optimize β to maximize the asymptotic achievable throughput. Define β opt as
Since it is hard to obtain the explicit expressions of β opt and ac , numerical results are illustrated in Fig.3 , according to which, a notable gap between the achievable throughput and the sum capacity can be observed even with optimal overloading. This is mainly due to that the relatively low complexity BP algorithm achieves only local optimum which leads to possible performance loss when the degrees of the underlying graph increase [11] . In the following section, the problem is addressed by employing the most recently developed spatial coupling theory [11] , [13] , which results in a capacity-approaching RMA scheme with reserved attractive features of low signaling overhead and high adaptability as the basic RMA framework.
IV. SPATIALLY COUPLED RMA
As shown in [11] , the locally optimal BP algorithm generally has a threshold lower than the globally optimal but highly complicated MAP (maximum a posteriori) algorithm, where the threshold is a unique parameter reflecting the tolerable channel condition, such as erasure probability or noise level, etc. Fortunately, it is revealed in [11] that by properly spatially coupling individual codes, the BP threshold of the resultant new ensemble can approach to its maximum possible value, namely the MAP threshold of the underlying ensemble. Such a phenomenon of ''threshold saturation'' gives an entirely new way to approach capacity. Motivated by the above theory, in this section, we propose a novel spatially coupled RMA scheme, which naturally produces a new superposition rateless code with a spatially coupled graph by properly mapping the coded symbols of different users to some specific subsets of REs. According to the analysis, SC-RMA approaches asymptotically the channel capacity with reserved attractive features as the basic RMA framework.
A. ACCESS PROCEDURE OF SC-RMA
To highlight its intrinsic structure, we present a protograph [11] representation of SC-RMA in Fig.4 , in which the precoding parts correspond to the LDPC precoders, and the differently colored squares denote different types of REs. Each RE is randomly assigned a unique type value within {1 − w, 2 − w, . . . , K + w}, where w K is a given natural number, 1 i.e., there are K + 2w types of REs in total. The arrow denotes that the user can access the corresponding type of REs. As a result, each type of REs can only be accessed by a specific subset of users. In particular, for the REs with type s, only the subset of users {U k : |k − s| ≤ w} have access to them, while any other users are not allowed to transmit over them. For example, for the RE with type 1 − w, only U 1 has access to it. Similarly, only the set of users {U 1 , . . . , U 2w+1 } have access to the RE of type w + 1. Note that, since the basic RMA allows all the active users to access the only type of REs, it can be regarded as a special case of SC-RMA.
The access process is much alike that of the basic RMA. Each user pseudo-randomly selects its precoded symbols according to its RACf, and then transmits the linear sum over the allowed types of REs and stops the transmission once it receives an ACK from the AP. The AP also resorts to the BP decoding on the spatially coupled factor graph to retrieve the information bits. Evidently, the change brought by the spatial coupling in the transmission process is subtle, which brings attractive features for SC-RMA that it inherits the low signaling overhead and high adaptability from the basic RMA.
B. THEORETICAL ANALYSIS OF SC-RMA
In the following, we derive the achievable throughput of SC-RMA. For the same reasons, we consider the two-stage decoding algorithm.
First, we consider the first stage of the decoding algorithm. In this stage, the subgraph in the bottom of Fig.4 is updated iteratively until the MI of VNs converge. Note that in Section III, we have proved that the uniform REN degree distribution is optimal in terms of throughput. In the SC-RMA scheme, the degrees of RENs of type s, s ∈ {1 − w, 2 − w, . . . , w} ∪ {K − w + 1, K − w + 2, . . . , K + w}, are different from RENs of other RENs since a different number of users have access to these REs, as depicted in Fig.4 . However, as elaborated in the following, this does not affect the performance visibly since the w K . The converged MI of VNs in this case can be determined as below.
Lemma 3: In the SC-RMA scheme, the channel that one user faces can be approximated as a Gaussian channel with certain SNR degradation. The evolution process of the degradation factor can be expressed as follows:
where η j k (k ∈ {1, 2, . . . , K }) denotes the degradation factor of U k in iteration j, and η 0 k = 0 for k ∈ {1, 2, . . . , K }. For the extreme case where w K → 0, (24) is reduced to
Proof: See Appendix C. We can see that for different k ∈ {1, 2, . . . , K }, η {2, 3 , . . . , K −1}). However, when analyzing the achievable throughput for SC-RMA, we only need to consider U 1 (or U K ) as described below.
Lemma 4: In the SC-RMA scheme where all the users share the same LDPC precoder, other users can also be reliably decoded iff U 1 and U K are reliably decoded.
Proof: Once U 1 (or U K ) has been correctly decoded, other users can then be decoded in a successive interference cancellation manner. In particular, the AP can remove the subgraph of U 1 (or U K ) from the protograph, which leads to a situation that U 2 (respectively U K −1 ) faces the same interference as U 1 (respectively U K ) does (see the protograph in Fig. 4 ), indicating that U 2 (respectively U K −1 ) can also be successfully decoded the same way.
On the other hand, in the protograph, the subgraphs of U 1 and U K are connected to dedicated REs which have no inputs from other users. Therefore, U 1 and U K always suffer the least interference in average and thus can be decoded successfully w.h.p. if all other users can be reliably recovered in the BP decoding.
Based on these lemmas, we derive the achievable throughput for SC-RMA as follows.
Theorem 2: For SC-RMA, the asymptotic achievable throughput ac can be expressed as
In particular, when K → ∞, w → ∞ and
Proof: See Appendix D. Remark 3: Although each user only takes very simple binary modulation, RMA can still approach the Gaussian capacity asymptotically. This is due to that the channel input is the sum of several randomly selected symbols and the distribution of the resultant symbol tends to be Gaussian when the number of selected symbols is relatively large.
Remark 4: When K → ∞, the numerical results for achievable throughputs with given w are presented in Fig.5 , which shows that the achievable throughput increases with w and approaches asymptotically the channel sum capacity. In particular, when w = 0, the system can be regarded as a collection of K independent RMA subsystems, each of which occupies 1 K of the total REs and has the same throughput. Therefore, it is equivalent to the basic RMA system which has only a single type of REs (i.e., all the users have access to all the REs). Thus from Fig.5 , we can see that the basic RMA system has the least achievable throughput under BP decoding, and spatial coupling (w > 0) can bring significant gain in throughput. Moreover, we note that the gap to the capacity increases as the SNR increases, which shows that the required w increases as SNR increases. Moreover, when the number of users K is relatively small, according to (24) , we have
When 2w + 1 < K ( ∞), η 1 1 and consequently the achievable throughput, increase with w at first and then drop down. For further enhancing the performance in such a case, we need to optimize w carefully, which will be elaborated in Section V.
V. PRACTICAL DESIGN OF THE SYSTEM PARAMETERS
The main system parameters including the RACfs, the spatial coupling pattern w, and the coding rates and degree profiles of LDPC precoders, should be carefully designed in real applications. However, due to the prohibitive complexity, it is difficult to achieve a joint optimization of these system parameters. Instead, for tractability and flexibility, here we provide a practical two-step approach to determine the system parameters.
First, we consider the design of RACf. Since it is a nonlinear multi-variate optimization problem with unknown dimensions, the optimal analytical RACfs are hard to obtain. With the aid of EXIT analysis, here we present an empirical but feasible solution. In particular, from the theoretical analysis in previous section, we know that the sum capacity could be approached for the asymptotic case in which the average degree of RENs d RE tends to infinity. However, a large average REN degree usually results in high decoding complexity, and moreover, it also brings much difficulty in the determination of an RACf with a large number of unknowns. Therefore, for ease of treatment and near-optimal performance, we choose to seek a relatively simple but practical RACf with reduced dimensions and sufficiently large average REN degree, i.e., ρ(x) = (1 − p) + px d , which has only two non-zero coefficients. With this specific RACf, the user only needs to choose whether to transmit on certain RE, which further greatly simplifies the access procedure. Note that for such an RACf, the average degree of RENs d RE = pKd, increases with K . This in fact gives us an opportunity to adapt p and d to the dynamic change in K . Now using the EXIT theory, the evolution of the MI of VNs for different d RE can be predicted and the numerical results are provided in Fig.6 . For each specific EXIT curve, the VNs will get more MI after each decoding iteration when the EXIT curve is above the black diagonal line. Otherwise, less MI will they get. As a result, the MI of VNs finally converges to the intersection point of the EXIT curve and the diagonal line, which determines the overall decoding performance. As d RE increases, the intersection point will gradually approach the stationary point that corresponds to the asymptotic throughput. Thus in practice, as a rule of thumb, in order to achieve a good tradeoff between the throughput performance and the decoding complexity, we can choose d RE as the one that makes the intersection point close enough to the stationary point, i.e., 6 or 8 as shown in the figure. This observation is also verified by simulation results in Fig.7 in Section VI.
Second, we jointly optimize the spatial coupling pattern w and the LDPC pre-coding parameters to maximize the throughput. Let {λ i } (resp. {ρ i }) denote the edge-degree distributions of VNs (resp. CNs) of LDPC codes. 2 
) denote the extrinsic information (EI) passed from VNs (resp. CNs) to CNs (resp. VNs) of U k . In the initial case, we have
Invoking the Gaussian approximation [25] , the variance of the soft messages that a VN of U k gets from the connected CNs, can be expressed as 2 . Therefore, taking these information into account and invoking (24), we have
On the other hand, the evolution process of the EI during the LDPC decoding can be expressed as follows (please be referred to [25] for more details):
As a result, with the initial value I 0
may be iteratively calculated based on (30) - (32) . Furthermore, we define T min as
If and only if, T > T min , I j V →C 1 increases as the algorithm iterates until it approaches 1, which means that U 1 can be reliably decoded [25] . Invoking Lemma 4, T min is thus the threshold of T above which the AP can recover all the original information reliably. Therefore, to maximize the throughput, we may optimize system parameters to minimize T min as follows:
Note that, with given {w, R}, the optimization problem may be simplified as a standard LDPC optimization problem, which can be solved based on the differential evolution (DE) method [25] . Then the exhaustive two dimensional search approach can be employed to find the optimized w and R. The phenomenon that the achievable throughput increases with w at first and then drops down, as discussed in Remark 4, can be used to simplify the search process. The algorithm is summarized in Algorithm 1.
Algorithm 1 Algorithm to Solve the Optimization Problem

Input:
System parameters: m, γ and K ; Output:
Optimized parameters: {w, λ i , R}; 1: Initialize w = 0 and T min = ∞; 2: For any given R, optimize λ i using the DE method to minimize T R,w . Denote the minimal T R,w as T * ; 3: if (T * < T min ) then 4: Keep {w * , R * , λ * i } that corresponds to the minimal T * as the candidate; 5: w = w + 1, T min = T * and go to step 2; 6: end if 7: return {w * , R * , λ * i }.
VI. SIMULATION RESULTS
We first present simulation results to confirm Lemma 1. We set that K = 6 and γ = 10dB. In the access procedure, each active user transmits to the AP a packet of length 100 bits without precoding. The simulation results for Bit Error Rate (BER) performance are presented in Fig.7 . Note the inflection points in Fig.7 at −1 = 1 (especially when d RE = 3) are due to the uneven VN node degree distribution among users which leads to certain differences in their equivalent symbol power when d RE is relatively small. As d RE increases, the inflection points vanish gradually. According to the simulation results, the BER performance improves as d RE increases, which matches well with the previous theoretical analysis. Since the performance at d RE = 6 is very close to the asymptotic case, we then use it for the following simulations.
Then, we show simulation results for the scenario in which the user number is relatively small. Again, we set K = 6, i.e., there are 6 active users, and each of which transmits to the AP a packet of 240 bits. The LDS scheme is taken as a benchmark [7] and the well designed signature matrix reported in [30] is chosen for the simulation. For RMA, we choose RACf ρ(x) = 0.5 + 0.5x 2 , thereby we have d RE = 6. On the other hand, the optimized w is 0 since K is relatively small. In the precoding part, the same regular LDPC code of rate 0.6 is adopted for these two schemes. According to the simulation results in Fig.8 , RMA achieves better performances using the same number of decoding iterations, without needing to design the rather complicated signature matrix as in LDS.
Finally, we evaluate RMA for the scenario in which there are a relatively large number of users. In this case, we set that the received SNR γ = 5dB. Furthermore, there are K = 100 users, each of which transmits to the AP a packet of 100 bits. By solving the optimization problem, we obtain the optimized spatial coupling pattern w = 2 and the corresponding optimized LDPC codes, namely, C2. For ease of comparison, we optimize LDPC codes for the case w ∈ {0, 1} and denote the corresponding LDPC codes as C0 and C1 respectively. Their rates, theoretical throughput and distribution profiles can be found in Table 1 and at the top of next page, respectively. As discussed in Section IV, the SC-RMA with w = 0 corresponds to the basic RMA system. The analytical and simulation results are presented in Fig. 9 . As −1 increases, i.e., as we increase the number of channel uses or equivalently, REs, to beyond the EXIT thresholds as shown in Table 1 in a rateless manner, the block error rate (BLER) falls quickly. It also shows the BLER decreases as w increases, which corroborates that the performance of RMA can be further improved by proper spatial coupling. Moreover, it makes sense to compare the practical decoding performance with channel capacity, which is 1.0287 bits per channel use for a received SNR γ = 5dB. The gap between the system throughput and channel capacity get closer as the spatial coupling get tighter, which provides simple but sufficient clues that proper spatial coupling improves the system performance.
VII. CONCLUSION
In this work, we have established the novel rateless multiple access framework, which has attractive features of low signaling overhead, low decoding complexity and high adaptability to network traffic and channel changes. Based on the EXIT theory, we analyzed the asymptotic achievable throughput under BP decoding. By exploiting the recent theory of spatial coupling, we proposed the spatially-coupled RMA which further enhances the system performance. A practical two-step design approach for the system parameters is provided. According to the theoretical analysis and simulation results, RMA achieves high spectrum efficiency with high adaptability and low signaling overhead, which makes it a viable candidate for future random massive access.
APPENDIX A PROOF OF LEMMA 1
The proof mainly follows the approach used in [27] . First, (3) can be equivalently formulated as
Define
for ι ∈ {0, 1}. For the asymptotic case in which d t → ∞ and thereby c → 0, we have 
Then the expectation and the variance of L j n← −t can be calculated by
where (a) follows (38) and (b) follows from that 1 (y t ) is odd function. Thereby, the expectation and the variance of L j+1 n , defined in (9), can be calculated by
and (36) and (37).
According to the central limit theorem, when number of nodes in Q(n) tends to infinity, the distribution of L j+1 n− →t tends to be Gaussian. In this case, based on (13), we have t∈Q(n) c 2 = γ β and thereby,
Moreover, by invoking (14) , when symbol x n is passed through a Gaussian channel with SNR η j+1 γ β , the distribution of the LLR will be identical to (44). Therefore, for RMA, the channel that one user faces can be approximated as a Gaussian channel with an SNR degradation factor of lim j→∞ η j .
At last, we calculate η j+1 . By invoking the central limit theorem again, we have W t ∼ N (µ W t , σ 2 W t ), and
Consequently,
and η j+1 can be calculated as
Furthermore, since σ 2
can be viewed as the estimation variance of the binary inputs of the related equivalent Gaussian channels in the form of y = η j γ β x + z where z ∼ N (0, 1), i.e., σ 2 2 , thus we can get (18) after some manipulation.
APPENDIX B PROOF OF LEMMA 2
Based on the edge degree distribution of RENs, defined in (16), E(d t ) can be expressed as
based on which, we have
where (a) follows from (12).
Thereby, the degradation factor η j+1 can be calculated by:
The optimal {ω i } refers to the one that maximizes η j+1 for the given η j . For clarity, we define τ βf (η j ). The problem to optimize {ω i } may be expressed as
Then we prove that the optimal solution is the uniform distribution by induction. First, we consider the case that l = 2. Evidently, when (ω 1 , ω 2 ) = (1, 0) or (0, 1), we have
for any k i and τ . Define M(x) = x 1+τ k 1 (
Therefore, M(x) = 0 has at least two solutions: x = 0 and x = 1. Furthermore, we have (63) VOLUME 6, 2018
The distribution of L j+1 (k,n) tends to be the Gaussian distribution as the number of nodes in Q(k, n) tends to infinity. Thereby, with SC-RMA, the channel that one user faces can also be approximated as a Gaussian channel. In particular, the degradation factor of U k in iteration n+1 can be calculated by: Proof: At first, we consider the subgraph in the bottom part of Fig.4 . Based on the previous analysis, the soft message that VN n of U 1 gets from the connected RENs, denoted by L ∞ (1,n) , can be approximated as
in which z ∼ N (0, 1). Thereby, to guarantee the decodability, the maximum pre-coding rate that U 1 can take is C BIAWGNC ( 
In the initial case, we do not have any MI of the VNs, i.e., η 0 k = 0(k ∈ {1, 2.., K }). Based on (62), we have
in which f (0) can be calculated by f (0) = γ β according to (19) . Then we have 
Thus we complete the proof.
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