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Abstract  
Collision sports athletes experience many head acceleration events (HAEs) per season. The effects 
of these subconcussive events are largely understudied since HAEs may produce no overt 
symptoms, and are likely to diffusely manifest across multiple scales of study (e.g., molecular, 
cellular network, and behavior). This study integrated resting-state fMRI with metabolome, 
transcriptome and computational virtual reality (VR) behavior measures to assess the effects of 
exposure to HAEs on players in a collegiate American football team. Permutation-based mediation 
and moderation analysis was used to investigate relationships between network fingerprint, 
changes in omic measures and VR metrics over the season. Change in an energy cycle fatty acid, 
tridecenedioate, moderated the relationship between 1) miR-505 and DMN fingerprint and 2) 
the relationship between DMN fingerprint and worsening VR Balance measures (all 
𝑝𝐹
𝑝𝑒𝑟𝑚 , 𝑝𝛽3
𝑝𝑒𝑟𝑚
 ≤ 0.05). In addition, the similarity in DMN over the season was negatively related 
to cumulative number of HAEs above 80G, and DMN fingerprint was less similar across the season 
in athletes relative to age-matched non-athletes. miR-505 was also positively related to average 
number of HAEs above 25G per session. It is important to note that tridecenedioate has a double 
bond making it a candidate for ROS scavenging. These findings between a candidate ROS-related 
metabolite, inflammatory miRNA, altered brain imaging and diminished behavioral performance 
suggests that impact athletes may experience chronic neuroinflammation. The rigorous 
permutation-based mediation/moderation may provide a methodology for investigating complex 
multi-scale biological data within humans alone and thus assist study of other functional brain 
problems. 
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Introduction  
Athletes in impact sports may experience hundreds of so-called “subconcussive” events during a 
season that do not lead to overt concussive symptoms [1–4], but may lead to subtle alterations in 
brain structure and function [5–10]. Such events involve a direct blow to the head or an indirect 
acceleration or whiplash movement due to an impact elsewhere on the body, and are referred to as 
head acceleration events (HAE) [2]. Neuroimaging studies using functional MRI (fMRI), diffusion 
weighted imaging, perfusion imaging, and magnetic resonance spectroscopy (MRS) have shown 
alterations in functional connectivity, working memory, cerebro-vascular reactivity, white matter 
integrity, regional cerebral blood flow, and neurometabolite concentrations in asymptomatic 
collision sport athletes due to repeated HAE exposure [8,9,11–19] supporting multiple etiologic 
hypotheses for injury. Many etiological hypotheses about the mechanism of injury have been 
proposed, including: (1) neurovascular decoupling [20–27] (2) neuroinflammation [28–34] and 
(3) diffuse axonal injury (DAI) [35–42]. Although these three models are independently supported 
by strong evidence, vascular function is a fundamental part of the initiation phase of inflammatory 
response, and its longer-term resolution phase [43,44], suggesting two of these three models have 
some overlap.  
The neuroinflammation model was the focus of a recent study on micro-RNA (miRNA) 
levels before and over the course of the football season for miRNAs related to inflammatory 
responses, such as miR-505, miR-30d, and miR-92a [45]. The panel of miRNAs studied had 
previously been shown to be elevated in subjects visiting emergency rooms for mild to severe 
traumatic brain injury (TBI), and were correlated with abnormal clinical readings on CT scans 
[46]. miRNAs represent a dynamic measure of gene function and are part of the transcriptome 
[47], targeting up to hundreds of mRNAs, and thus being involved in a wide variety of cellular 
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processes, including many of those that occur after the initial physical impact in head injuries, such 
as the initiation of inflammation, or its longer-term resolution [48,49]. Inflammation is energy 
intensive and also leads to alterations in metabolomic profiles (i.e., individualized biochemistry) 
in athletes, as suggested by several recent MRS studies of mild traumatic brain injury (mTBI) 
[11,18,50–59]. In parallel, the DAI model suggests there may be an array of shock-wave 
abnormalities to axons and their structure, and given axon structure depends on a broad array of 
fatty acids (FAs), FAs might be an important focus for metabolomic study of HAE. One of the 
fundamental strengths of studying miRNA associated with neuroinflammation, or metabolomic 
measures of molecules important for brain structural integrity or energetics, is that they can be 
readily sampled in peripheral blood [45,46]. This strength is coupled, in turn, with the parallel 
requirement that transcriptomic and metabolomic measures be connected to brain measures and 
the computational behavior mediated by the brain that is relevant to HAEs and concussion. In 
recent work, we found such connections between omic measures, brain imaging and computational 
behavior could be quite powerful, specifically with an observation that miR-30d and miR-92a 
mediated more than 70% of the relationship between brain imaging and a virtual reality (VR) 
measure of motor control in football athletes [60].    
Core features of the diagnosis of concussion and accumulated HAEs  are disturbances of 
motor control in the form of coordination, balance, or the capacity to navigate, features that were 
a focus of research by Alexander Luria [61–63]. He noted that head impacts without clinical signs 
of trauma may be associated with chronic neurocognitive deficits in (a) spatial orientation and 
accuracy of navigation, (b) processing of visual-spatial information (sensory-motor reactivity), or 
(c) related coordination functions such as whole-body postural control or balance [61–63]. Recent 
work with virtual reality (VR) technology has allowed these deficits to be tested using a validated 
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methodology [64,65],  producing computational behavior measures of (i) spatial navigation 
accuracy (“Spatial Memory”), (ii) sensory-motor reactivity and efficiency of visual-spatial 
processing (“Reaction Time”), and (iii) postural stability during equilibrium changes (“Balance”), 
along with (iv) an integrative metric of all three measures together (“Comprehensive” score). 
Although a number of computer-based neuropsychological tests exist to assess aspects of Luria’s 
triad [i.e., (a) – (c) above], VR can detect residual abnormalities in the absence of self-reported 
symptoms by HAE recipients [66].  
Connecting alterations in measures of motor control to in vivo brain alterations requires 
use of brain imaging such as resting-state fMRI (rs-fMRI), which measures the spontaneous neural 
activity in the brain and determines the default functional connectivity between brain regions. rs-
fMRI has gained wide-spread attention and is used to investigate brain functional connectivity in 
the normal healthy brain [67–71] as well as in many clinical populations including mTBI 
[9,12,13,72–74]. A functional connectome (FC) is a symmetric square matrix that estimates the 
level of functional coupling of blood oxygenation level dependent (BOLD) signal between pairs 
of brain regions. Robust individual differences in FCs have been termed a “fingerprint”, and are 
demonstrated by the self-identification of subjects by correlating repeat visits of the same subject 
[75–81]. Use of an association between individual differences in FCs (i.e., fingerprints) and motor 
control behavior would provide a fundamental way to assure that alterations in transcriptomics and 
metabolomics were related to HAEs, and not just inflammation based on orthopedic injury.  
Given this background, this study evaluated the hypothesis that omic measures from the 
transcriptome (miRNA) and metabolome (individualized biochemistry) would mediate or 
moderate the relationship of rs-fMRI measures to motor control behavior. We hypothesized these 
effects would be observed through three-way associations with computational behavior measures 
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across a season (i.e., pre- vs. post-season) of a football team. We predicted omic measures would 
show mediation/moderation relationships with imaging and behavioral measures, in line with our 
prior experience with imaging omics [60]. For the miRNA measures, we focused on a panel of 
miRNAs that had previously been shown to be abnormal relative to emergency room controls in 
the pre-season, and across season for football players, and that were known to be involved in the 
control of inflammation [45]. For metabolomics, we focused only on compounds significantly 
altered over the season (with FDR correction and/or random forest assessment) that were (i) fatty 
acids and/or compounds involved with energy metabolism, (ii) compounds involved with 
stress/inflammatory responses, or (iii) exogenous compounds related to consumption. For rs-
fMRI, a network fingerprint approach was used to compare rs-fMRI measures across the season. 
The broad focus of this imaging-omics study was to determine if identified metabolomic 
compounds and inflammatory miRNAs mediated or moderated the relationship of rs-fMRI 
measures to motor control behaviors. Such a finding would go beyond the idea of an intermediate 
phenotype in “imaging genetics” [82], wherein brain imaging acts as a common, overlapping node 
between two associations, and point to the quantitative integration of measures across multiple 
scales, using omics as opposed to genetic measures (that cannot be easily manipulated for clinical 
purposes). Omic measures such as metabolomics can be clinically manipulated, and their linkage 
to imaging and computational behavior suggests the possibility for mechanistic insight. To date, 
we do not believe that imaging omics using metabolomic measures has been described in the 
literature. To do this, given the large number of associations needing testing for this study, we 
integrated permutation-based statistics with mediation/moderation analyses to directly address the 
issue of multiple comparisons. 
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Methods 
Participants and data collection 
Twenty-three (23) male collegiate varsity student football athletes (mean standard 
deviation = 212 years) participated in this study. All participants provided informed consent, as 
approved by the Penn State University Institutional Review Board and in alignment with the 
Declaration of Helsinki. No participants were excluded due to history of concussion. Self-reports 
of prior history of concussion (and associated counts) were given by 9 of 23 football athletes (1 
prior concussion: n = 7; 2 prior concussions: n = 2). Blood samples were taken prior to any contact 
practices (Pre) and within one week of the last game (Post). None of the subjects had a diagnosed 
concussion in the 9 months preceding preseason data collection. Blood samples were prepared and 
sent out for miRNA quantification and metabolomic analysis. Concurrent with blood collection, 
players also underwent virtual reality (VR) testing and MR imaging sessions. HAE measures were 
collected over the season (i.e., between Pre and Post blood, imaging, and VR sampling) as 
described below. 
 
Head Acceleration Events (HAEs) monitoring 
Head acceleration events (HAEs) were monitored at all contact practice sessions (max = 
53; no games were monitored) using the BodiTrak sensor system from The Head Health Network. 
Sensors were mounted in each active player’s helmet prior to contact. Sensor outputs included 
peak translational acceleration (PTA; G-units) and impact location. Two G-unit thresholds i.e. 25G 
and 80G were selected based on previous reports of impacts related to brain health and injury [83]. 
For each i-th athlete the HAEs were quantified as cumulative number of hits exceeding the 
threshold Th = 25G and 80G (cHAE25G,i and cHAE80G,i):   
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𝑐𝐻𝐴𝐸𝑇ℎ,𝑖 =  ∑ 𝑢(𝑃𝑇𝐴𝑘,𝑖 − 𝑇ℎ) 
𝑁
𝑘=1
 
 
𝑤ℎ𝑒𝑟𝑒 𝑢(𝑥) = {
1 𝑖𝑓 𝑥 > 0
0 𝑖𝑓 𝑥 ≤ 0
 
 
The average number of hits exceeding 25G and 80G per session for i-th athlete (aHAE25G,i and 
aHAE80G,i) is given as 
 
𝑎𝐻𝐴𝐸𝑇ℎ,𝑖 =
𝑐𝐻𝐴𝐸𝑇ℎ,𝑖
𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠𝑖
 
 
Serum Extraction 
Five mL of blood were drawn from each participant at Pre and Post sessions. Samples 
were placed in a serum separator tube, allowed to clot at room temperature, and then centrifuged. 
Serum was extracted from each tube and pipetted into bar-coded aliquot tubes. Serum samples 
were stored at -70°C until they were transported to 1) a central laboratory for blinded miRNA 
batch analysis [45] and 2) Metabolon (Morrisville, NC, USA) for blinded metabolite analysis.  
 
miRNA quantification 
Serum samples collected at Pre and Post sessions were used to isolate and quantify levels of RNA. 
100 𝜇L of serum was aliquoted and RNA was isolated using a serum/plasma isolation kit (Qiagen 
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Inc., Venlo, Netherlands) as per the manufacturer’s protocol. RNA was eluted in 20  𝜇L of 
DNAse/RNAse-free water and stored at -80°C until further use. 
Droplet digital PCR (ddPCR; Bio-Rad Inc., Hercules, CA, USA) was used to quantify 
absolute levels of nine miRNA (miR-20a, miR-505, miR-3623p, miR-30d, miR-92a, miR-486, 
miR-195, miR-93p, miR-151-5p) [45]. Prior to ddPCR analysis, RNA was checked for quality 
using a bioanalyzer assay with a small RNA assay. After quality confirmation, 10 ng of RNA was 
reverse transcribed using specific miRNA TaqMan assays as per the manufacturer’s protocol 
(Thermo Fisher Scientific Inc., Waltham, MA, USA). Protocol details can be found in [45]. The 
final PCR product was analyzed using a droplet reader (Bio-Rad Inc., Hercules, CA, USA). Total 
positive and negative droplets were quantified, and from this, the concentration of miRNA/𝜇L of 
the PCR reaction was reported. All reactions were performed in duplicate. 
 
Metabolomic Analysis 
The remaining serum was sent to Metabolon (Morrisville, NC, USA) for metabolomic 
quantification. Upon arrival, samples were assigned a unique identifier via an automated 
laboratory system and stored at -80°C. Samples were prepared for subsequent analyses using an 
automated MicroLab STAR® system (Hamilton Company, Reno, NV, USA). Proteins were 
precipitated out of each sample using methanol and a shaker (Glen Mills GenoGrinder 2000), and 
then centrifuged. The resulting extract was then divided into five fractions for various analyses: 1) 
two fractions for analysis by two separate reverse phase (RP)/UPLC-MS/MS methods with 
positive ion mode electrospray ionization (ESI), 2) one for analysis by RP/UPLC-MS/MS with 
negative ion mode ESI, 3) one for analysis by HILIC/UPLC-MS/MS with negative ion mode ESI, 
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and 4) one reserved for backup. To remove organic solvent, samples were briefly placed on a 
TurboVap® (Zymark); samples were then stored under nitrogen overnight prior to analyses.  
Serum metabolites were quantified using Ultrahigh Performance Liquid Chromatography-
Tandem Mass Spectroscopy (UPLC-MS/MS). All methods utilized a Waters ACQUITY UPLC 
and a Thermo Scientific Q-Exactive high resolution/accurate mass spectrometer interfaced with a 
heated electrospray ionization (HESI-II) source and Orbitrap mass analyzer operated at 35,000 
mass resolution. The sample extract was dried and reconstituted in solvents compatible to each of 
the listed analyses. Each reconstitution solvent contained a series of standards at fixed 
concentrations to ensure injection and chromatographic consistency. One aliquot was analyzed 
using acidic positive ion conditions, chromatographically optimized for more hydrophilic 
compounds. In this method, the extract was gradient eluted from a C18 column (Waters UPLC 
BEH C18-2.1x100 mm, 1.7 µm) using water and methanol, containing 0.05% perfluoropentanoic 
acid (PFPA) and 0.1% formic acid (FA). Another aliquot was also analyzed using acidic positive 
ion conditions, however it was chromatographically optimized for more hydrophobic compounds. 
In this method, the extract was gradient eluted from the same afore mentioned C18 column using 
methanol, acetonitrile, water, 0.05% PFPA and 0.01% FA and was operated at an overall higher 
organic content. Another aliquot was analyzed using basic negative ion optimized conditions using 
a separate dedicated C18 column. The basic extracts were gradient eluted from the column using 
methanol and water, however with 6.5mM Ammonium Bicarbonate at pH 8. The fourth aliquot 
was analyzed via negative ionization following elution from a HILIC column (Waters UPLC BEH 
Amide 2.1x150 mm, 1.7 µm) using a gradient consisting of water and acetonitrile with 10mM 
Ammonium Formate, pH 10.8. The MS analysis alternated between MS and data-dependent MSn 
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scans using dynamic exclusion. The scan range varied slighted between methods but covered 70-
1000 m/z.   
Peak analysis was conducted using a bioinformatics system which consisted of four major 
components: 1) the Laboratory Information Management System (LIMS - a system used to 
automate sample accession and preparation, instrumental analysis and reporting, and data 
analysis), 2) the data extraction and peak-identification software, 3) data processing tools for 
quality control and compound identification, and 4) a collection of information interpretation and 
visualization tools.  
Raw data were extracted, peak-identified, and QC processed using Metabolon’s hardware 
and software. Compounds were identified by comparison to library entries of purified standards. 
Biochemical identifications were based on three criteria: 1) retention index (RI) within a narrow 
RI window of the proposed identification, 2) accurate mass match to the library (+/- 10 ppm), and 
3) the MS/MS forward and reverse scores between the experimental data and authentic standards. 
The MS/MS scores were based on a comparison of the ions present in the experimental spectrum 
to the ions present in the library spectrum. While there may have be similarities between these 
molecules based on one of these factors, the use of all three data points was utilized to distinguish 
and differentiate more than 3,300 registered biochemicals.  
Peaks were quantified using area-under-the-curve. A data normalization step was 
performed to correct variation resulting from instrument inter-day tuning differences (i.e. variation 
between pre and postseason analyses). Specifically, each compound was corrected in run-day 
blocks by registering the medians to equal one (1.00) and normalizing each data point 
proportionately. Data were then log-transformed. Of the 3,300+ potential biochemicals, 968 
metabolites were analyzed at Pre and Post sessions. Of these, 161 showed significant, FDR-
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corrected, increases or decreases between the Pre and Post sessions (q-value < 0.05). Of those 161 
metabolites, 40 were selected based on the following criteria: 1) they appeared in the random forest 
plot (20/40) (see Vike et al., 2020 [84]) and 2) they were hypothesized to change following 
repetitive HAEs. Based on these criteria, six macromolecule categories were defined: lipids 
(19/40), energy-related metabolites (5/40), xenobiotics (10/40), amino acids (3/40), carbohydrates 
(2/40), and nucleotides (1/40) [84]. These 40 metabolites were used in all subsequent analyses. 
 
Virtual Reality (VR) testing 
Athletes completed a previously validated Virtual Reality (VR) neurocognitive testing with 
a 3D TV system (HeadRehab.com) and a head mounted accelerometer [8,60,65,66] for Pre and 
Post sessions. The test included three modules: Spatial Memory, sensory-motor reactivity or whole 
body Reaction Time and Balance accuracy. These tasks were based on findings from [61–63] for 
spatial navigation problems following head injuries in veterans. For the Spatial Memory module 
participants were shown a randomized virtual pathway including multiple turns to a door along 
with the return trip. Athletes were instructed to repeat the pathway from their memory using a 
joystick. The Spatial Memory score was based on correct responses versus the errors.  
For the Reaction Time module the participants stood feet shoulder width apart with hands 
on their hips. They were instructed to move their body in the same direction as the virtual room’s 
movements, and the accelerometer measured response time latency.  
For the Balance module, athletes were instructed to hold a modified tandem Romberg 
position for all trials. The first trial was baseline measure where the virtual room was still. Athletes 
were scored for the subsequent six trials where the virtual room moved in various directions, and 
the deviance of individual’s alignment with the virtual room was quantified via an accelerometer. 
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To facilitate interpretation, all scores were scaled such that higher score represents better 
performance. 
In addition to the individual scores from each module, an overall Comprehensive score was 
calculated by combining the three module scores into a ten-point scale (0 worst and 10 best) [66]. 
 
resting-state fMRI  
Twenty (20) athletes participated in two MRI sessions consisting of a 10-min eyes-closed 
rs-fMRI scan with echo-planar imaging and the following parameters: time of echo (TE) = 35.8 
ms, time of repetition (TR) = 2000 ms, flip angle = 90°, 72 contiguous 2-mm axial slices in an 
interleaved order, voxel resolution = 2 mm × 2 mm × 2 mm, matrix size = 104 × 104 and 300 total 
volumes. One high-resolution T1 scan using 3D magnetization prepared rapid acquisition gradient 
recalled echo (3D MPRAGE) sequence was acquired for registration and tissue segmentation 
purposes with the following parameters: TE = 1.77 ms, time of inversion (TI) = 850ms, TR = 
1700ms, flip angle = 9°, matrix size = 320×260×176, voxel size=1mm×1mm×1mm, receiver 
bandwidth = 300 Hz/pixel, and parallel acceleration factor = 2.  
 
rs-fMRI data were processed using functions from AFNI [85] and FSL [86,87] using in-
house MATLAB code explained in detail in [81]. rs-fMRI BOLD timeseries were processed in the 
subject’s native space and the first four volumes were discarded to remove spin history effects. 
Structural T1 images were denoised and segmented into gray matter (GM), white matter (WM) and 
cerebrospinal fluid (CSF) tissue masks. The 4D BOLD timeseries was then passed through outlier 
detection, despiking, slice timing correction, volume registration, aligned to the T1 structural scan, 
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voxel-wise spatial smoothing within tissue masks, scaled to a maximum (absolute value) of 200, 
and the data were censored to remove outlier timepoints (with the censoring criteria as in [81]).  
The timeseries were then detrended using no global signal regression with the following common 
regressors: (1) very low frequency fluctuations as derived from a bandpass [0.002–0.01 Hz] filter, 
the six motion parameters and their derivatives, and the voxel-wise local neighborhood (40mm) 
mean WM timeseries.  
For connectivity analysis on a regional basis, the grey matter brain atlas from [88] was 
warped to each subject’s native space by linear and non-linear registration. This brain parcellation 
consists of 278 regions of interest (ROIs). Note that data from the cerebellum (comprising a total 
of 30 ROIs) were discarded, because the acquired data did not completely cover this structure for 
all subjects. This resulted in a final GM partition of 248 ROIs. A functional connectivity matrix 
(namely the functional connectome; FC) was computed for each rs-fMRI scan through correlation 
of the mean time series from each of the 248 ROIs. The resulting square, symmetric FC matrices 
were not thresholded or binarized. Each FC matrix was ordered into seven cortical sub-networks, 
as proposed by Yeo et al. [89], and an additional eighth sub-network comprising sub-cortical 
regions was added [90]. These networks were: Visual (VIS), Somato-Motor (SM), Dorsal 
Attention (DA), Ventral Attention (VA), Limbic System (L), Fronto-Parietal (FP), Default Mode 
Network (DMN) and subcortical regions (SUBC). The fingerprint for FC and these eight networks 
was calculated by correlating the submatrix corresponding to each of the networks from Pre and 
Post sessions [75,76,81]. The network fingerprint represents the similarity between repeat visits 
of the same participant.  
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Statistical Analysis 
To assess changes across the season, “” values were calculated for all the aforementioned 
measures by subtracting Pre-session measures from Post. For rs-fMRI networks, the fingerprint—
representing the similarity between repeat visits of the same participant—was used instead of  
values. After quality checks and removing missing data seventeen (17) subjects had both Pre and 
Post data for all five measurements.  All statistical analyses used the software package R [91]. 
Analyses involved identification of two-way associations, discovery of their overlap as three-way 
associations, and mediation/moderation testing within a permutation-based framework.   
 
Two-way associations 
Two-way associations were checked between nine network fingerprints (FC, Vis, SM, DA, 
VA, L, FP, DMN and SUBC), four VR scores (Balance, Reaction Time, Spatial Memory and 
Comprehensive), nine miRNA (miR-20a, miR-505, miR-3623p, miR-30d, miR-92a, miR-486, 
miR-92a, miR-93p, and miR-151-5p), 40 metabolites (complete list as mentioned in [84] and 
five HAE metrics (sessions, cHAE25G, aHAE25G, cHAE80G, and aHAE80G). Linear regression was 
run between two variables and outliers were removed based on Cook’s distance [92], a robust 
approach to remove outliers. After outlier removal, linear regressions were re-run and all two-way 
associations with 𝑝 ≤ 0.05 were passed forward for further analysis with three-way associations. 
For all two-way associations meeting the 𝑝 ≤ 0.05 threshold, we report the number of outliers 
removed, 𝑝-value, -coefficient and adjusted R2 (Radj
2 ). 
 
Three-way associations 
All two-way associations with 𝑝 ≤ 0.05 were used to build three-way associations.  
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The measurement matrices 𝑋𝑡 , 𝑌𝑡 , 𝑍𝑡 defined below schematize the variables used, such as the 
network fingerprint, VR scores, miRNAs and metabolites. 
 
  𝑋𝑡 = [
𝑥𝑡,1,1
⋮
𝑥𝑡,1,𝑆
…
𝑥𝑡,𝑁,1
⋮
𝑥𝑡,𝑁,𝑆
], 𝑌𝑡 = [
𝑦𝑡,1,1
⋮
𝑦𝑡,1,𝑆
…
𝑦𝑡,𝑀,1
⋮
𝑦𝑡,𝑀,𝑆
], 𝑍𝑡 = [
𝑧𝑡,1,1
⋮
𝑧𝑡,1,𝑆
…
𝑧𝑡,𝑃,1
⋮
𝑧𝑡,𝑃,𝑆
] 
 
where N is the total number of variables in matrix 𝑋𝑡, M and P are the total number of variables 
for matrices 𝑌𝑡 and 𝑍𝑡 respectively. S is the number of participants and the matrices were measured 
at two time points 𝑡 = 1 represents Pre and 𝑡 = 2 represents Post-season measurements.  
 
Across season measures for VR scores, miRNAs and metabolites were calculated as  
∆𝑋 =  𝑋2 − 𝑋1 
∆𝑌 =  𝑌2 − 𝑌1 
∆𝑍 =  𝑍2 − 𝑍1 
 
Note that, for rs-fMRI instead of difference measures network fingerprint was computed 
by correlating the data at two time-points. 
 
In what follows, ∆𝒚𝒋~∆𝒙𝒊 will be used to denote the significant two-way association 
between any two variables (following the procedure described above).  
 
To quantify three-way associations, the following steps (A – C, below) were performed 
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First, two-way associations were performed between all variables ∆𝒚𝒋  and ∆𝒙𝒊 from 
matrices ∆𝑌 and ∆𝑋: 
Step A: ∆𝒚𝒋~∆𝒙𝒊 {
∀ 𝑖 ∈ {1, ⋯ , 𝑁}
∀ 𝑗 ∈ {1, ⋯ 𝑀}
 
 
Second, two-way associations were performed between all variables ∆𝒛𝒌 and ∆𝒚𝒋 from 
matrices ∆𝑍 and ∆𝑌: 
Step B: ∆𝒛𝒌~∆𝒚𝒋 {
∀ 𝑗 ∈ {1, ⋯ 𝑀}
∀ 𝑘 ∈ {1, ⋯ 𝑃}
 
 
Third, two-way associations were performed between all variables ∆𝒛𝒌 and ∆𝒙𝒊 from 
matrices ∆𝑍 and ∆𝑋: 
Step C: ∆𝒛𝒌~∆𝒙𝒊 {
∀ 𝑖 ∈ {1, ⋯ , 𝑁}
∀ 𝑘 ∈ {1, ⋯ 𝑃}
 
 
Finally, three-way associations between any three variables were formed if all three above 
steps resulted in significant two-way associations for the common variables, leading to the relation: 
∆𝒙𝒊~∆𝒚𝒋~∆𝒛𝒌~∆𝒙𝒊 
 
Mediation Analysis 
All three-way associations were tested for mediations with VR scores as the dependent 
variable (DV). This prior hypothesis was observed in previous studies [60]. The independent 
variable (IV) and mediator (M) were chosen from network fingerprints, miRNAs and 
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metabolites. Please see the Supplemental material for a detailed description of the mediation 
procedure.   
 
Moderation Analysis 
All three-way associations were also tested for moderation. The moderation model 
proposes that the strength and direction of the relationship between independent variable (IV) and 
dependent variable (DV) is controlled by the moderator variable (M). The IV, DV and M were 
chosen from network fingerprints, miRNAs, metabolites and VR scores.  The moderation is 
characterized by the interaction term between IV and M in the linear regression equation as given 
below: 
 
𝐷𝑉 =  𝛽0 + 𝛽1𝐼𝑉 + 𝛽2𝑀 + 𝛽3(𝐼𝑉 ∗ 𝑀) + 𝜖 
  
Moderation is significant if  𝑝𝛽3 ≤ 0.05 and 𝑝𝐹 ≤ 0.05, where 𝑝𝛽3 ≤ 0.05 indicates that 
𝛽3 is significantly different than zero using a t-test and 𝑝𝐹  is the 𝑝-value associated with the overall 
F-test for the regression equation suggesting that the overall linear relationship is significant.  
 
Permutation Testing 
To control for the occurrence of false positives due to multiple hypotheses testing, 
permutation-based moderation analysis was conducted. Permutation tests re-sample observations 
from the original data multiple times to build empirical estimates of the null distribution for the 
test statistic being studied [93,94]. Permutation-based tests are especially well-suited for studies 
with small sample sizes as they estimate the statistical significance directly from the data being 
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analyzed rather than making assumptions about the underlying distribution. First, the test statistic 
is obtained from the original data set, then the data is randomly permuted multiple (Q) times and 
the test statistic is computed on each permutated data set. The statistical significance is computed 
by counting (K) the number of times the statistic value obtained in the original data set was more 
extreme than the statistic value obtained from the permuted data sets, and dividing that value by 
the number of random permutations (K/Q) [93]. 
For this study, permutation-based moderation analysis was performed for all three-way 
associations following the steps listed below: 
 
1. Moderation analysis was performed by assigning the original data variables ∆𝒙𝒊, ∆𝒚𝒋, ∆𝒛𝒌 
as IV, DV and M to obtain reference test-statistics: 𝑡0 and 𝐹0. Only variables that formed 
three-way associations were considered. 
2. Data permutation: values were randomly selected from 𝒙𝟏,𝒊 and 𝒙𝟐,𝒊 to assign to 𝒙𝟏,𝒊
′  and 
𝒙𝟐,𝒊
′ .  
3. Across season measures were computed from the permuted dataset  ∆𝒙𝒊
′ = 𝒙𝟐,𝒊
′ − 𝒙𝟏,𝒊
′ . 
Similarly, ∆𝒚𝒋
′ and ∆𝒛𝒌
′  were computed.  
4. Moderation analysis was performed on the permuted dataset ∆𝒙𝒊
′, ∆𝒚𝒋
′, ∆𝒛𝒌
′  by assigning as 
IV, DV and M and the test statistics: 𝑡𝑞
′ and 𝐹𝑞
′ were obtained.  
5. The counter variable 𝐾1 was incremented by one if absolute value of 𝑡0 was greater than 
absolute value of  𝑡𝑞
′ . 
6. 𝐾2 was incremented by one if absolute value of 𝐹0 was greater than absolute value of  𝐹𝑞
′. 
7. Steps 2-6 were repeated: 𝑞 = 1,2,  ⋯ , 𝑄 times. Here, 𝑄 = 100,000.  
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8. Permutation-based p-value 𝑝𝛽3
𝑝𝑒𝑟𝑚
 was calculated as the proportion of the 𝑡𝑞
′  values that are 
as extreme or more extreme than 𝑡0 i.e. 𝐾1/𝑄 . 
9. Permutation-based p-value 𝑝𝐹
𝑝𝑒𝑟𝑚
 was computed from 𝐹0 and 𝐹𝑞
′ i.e. 𝐾2/𝑄. 
10. Moderation analysis was considered significant if 𝑝𝛽3
𝑝𝑒𝑟𝑚 ≤ 0.05 and 𝑝𝐹
𝑝𝑒𝑟𝑚
 ≤ 0.05. 
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Results 
This analysis integrated four types of measure at two time-points Pre and Post from a 
competition season of American collegiate football using a permutation-based 
mediation/moderation framework. The four measures integrated in mediation/moderation were: 
network fingerprint (reflecting changes in brain connectivity), change in metabolomics, changes 
in miRNA and changes in VR-based motor control. For such a mediation/moderation framework, 
two-way associations were identified using Cook’s distance assessments for outlier removal, and 
then three-way associations were identified through the overlap of two-way associations. 
Mediation testing was done in a directed manner, with motor control behavior always being the 
dependent variable following prior methods (e.g., as seen by Chen et al., 2019 [60]). Moderation 
testing looked at all possibilities for the dependent variable. All mediation/moderation testing used 
a permutation-based framework to provide protection against false positives due to multiple 
comparisons. Secondary analyses done after permutation-based mediation/moderation included (i) 
assessment of the brain imaging measures in athletes relative to age-matched controls, and (ii) 
testing of association between the four measures integrated in mediation/moderation against HAE 
measures.  
 
Two-way associations 
Linear regression following Cook’s outlier removal was used to assess significant (𝑝 ≤ 
0.05) two-way associations between functional connectome (FC) and  eight network fingerprints 
(Vis, SM, DA, VA, L, FP, DMN and SUBC), four VR scores (Balance, Reaction Time, Spatial 
Memory and Comprehensive), nine miRNA (miR-20a, miR-505, miR-3623p, miR-30d, miR-
92a, miR-486, miR-92a, miR-93p, and miR-151-5p), 40 metabolites (complete list as mentioned 
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in [84]. Secondary analyses included assessments of these four categories of measure against the 
five HAE metrics (sessions, cHAE25G, aHAE25G, cHAE80G, and aHAE80G). 
Supplemental Table 1 (A-J) report the significant negative or positive pairwise associations 
between any two variables with number of Cook’s outliers removed, 𝑝-value,  coefficient and 
adjusted R2 (Radj
2 ) for the regression. The common significant pairwise associations were then 
used to build three-way associations.  
 
Three-way associations 
Three-way associations were formed from the common significant pairwise associations 
between any three variables ∆𝒙𝒊, ∆𝒚𝒋 and ∆𝒛𝒌 where these could be any of the network fingerprints, 
VR scores, miRNAs and/or metabolites (see Methods for details).  
Table 1 (A-C) lists all three-way associations that resulted from the common pairwise 
associations as described in Methods, and were used for directed mediation and moderation 
analysis. 
 
Mediation and Moderation results 
The three-way associations were tested for directed mediation analysis with VR as the 
dependent variable. The independent variable and mediator were chosen from network fingerprint, 
miRNA and/or metabolite. None of the three-way associations resulted in a significant 
mediation.  
The three-way associations identified and listed in Table 1 (A-C) were then tested for 
moderation analysis across network fingerprint, VR, metabolite and miRNA. Table 1 (A-C) 
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lists the significant moderation result (𝑝𝐹
𝑝𝑒𝑟𝑚
 ≤ 0.05, 𝑝𝛽3
𝑝𝑒𝑟𝑚 ≤ 0.05) in bold and italics. Two 
moderation results were observed meeting permutation criteria.  
(A) 
 
(B) 
 
(C) 
 
Table 1. Table (A), (B) and (C) lists all triangulations. 𝛽𝐴 , 𝑝𝐴 are the nominal interaction results between X and Y 
variables; 𝛽𝐵 , 𝑝𝐵 are the nominal interaction results between Y and Z variables and 𝛽𝐶 , 𝑝𝐶  are the nominal interaction 
results between X and Z variables. Cook’s outliers (k/n) lists the number of outliers k, based on Cook’s distance, 
removed out of the total n samples for moderation analysis. Significant moderation results are marked in bold and 
italics. Table (A) lists the results between Metabolite, Network fingerprint and VR tasks. Table (B) lists the results 
between miRNA, Metabolite and Network fingerprint. Table (C) lists the results between miRNA, Network 
fingerprint and VR tasks 
 
 One significant moderation result is shown in Figure 1(A-C) between VR Balance 
(dependent variable), and DMN fingerprint, tridecenedioate (independent variable, moderator) 
with 𝑝𝐹
𝑝𝑒𝑟𝑚
 = 0.03, 𝑝𝛽3
𝑝𝑒𝑟𝑚
= 0.05. The regression slope (), 𝑝-value and adjusted R2 (Radj
2 ) depicted 
on each arm of the triangle corresponds to the pairwise interaction results, after Cook’s distance 
outliers removed, between those two variables with 𝑝 ≤ 0.05. Figure 1(B) shows the pairwise 
interactions between the three variables VR Balance, DMN fingerprint and tridecenedioate. 
There was a negative relationship between DMN fingerprint and tridecenedioate, a negative 
relationship between tridecenedioate and VR Balance and a positive relationship between DMN 
fingerprint and VR Balance. Figure 1(C) plots the relationship between DMN fingerprint and 
 24 
VR Balance with tridecenedioate as the moderator. Three lines corresponds to low (mean - 
standard deviation), medium (mean) and high (mean + standard deviation) tridecenedioate 
values. 
 A second significant moderation result is shown in Figure 1(D-F) between DMN 
fingerprint (dependent variable), and miR-505, tridecenedioate (independent variable, 
moderator) with  𝑝𝐹
𝑝𝑒𝑟𝑚
 = 0.02, 𝑝𝛽3
𝑝𝑒𝑟𝑚
= 0.02. The regression slope (), 𝑝-value and adjusted R2 
(Radj
2 ) depicted on each arm of the triangle corresponds to the pairwise interaction results, after 
Cook’s distance outliers removed, between those two variables with 𝑝 ≤ 0.05. Figure 1(E) plots 
the pairwise interactions between these three variables. There was a positive relationship between 
miR-505 and tridecenedioate, a negative relationship between DMN fingerprint and 
tridecenedioate and a negative relationship between DMN fingerprint and miR-505. Figure 1(F) 
depicts the relationship between  miR-505 and DMN fingerprint with tridecenedioate as the 
moderator. Three lines corresponds to low (mean - standard deviation), medium (mean) and high 
(mean + standard deviation) tridecenedioate values. 
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Figure 1. (A-C) Significant moderation analysis result. (A) VR Balance was the dependent variable, DMN 
fingerprint and tridecenedioate were independent variable and moderator ( 𝑝𝐹
𝑝𝑒𝑟𝑚 = 0.05, 𝑝𝛽3
𝑝𝑒𝑟𝑚 = 0.03). The 
regression slope (), 𝑝-value and adjusted R2 (Radj
2 ) depicted on each arm of the triangle corresponds to the significant 
interaction results, after Cook’s distance outliers removed, between those two variables with 𝑝-values reported at a 
significance level of 0.05. (B) Interaction plots corresponding to the moderation analysis. There was negative 
relationship between DMN fingerprint and tridecenedioate; there was negative relationship between 
tridecenedioate and VR Balance; there was positive relationship between DMN fingerprint and VR Balance. (C) 
The plot depicts the relationship between DMN fingerprint and VR Balance with tridecenedioate as the moderator. 
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Three lines corresponds to low (mean - standard deviation), medium (mean) and high (mean + standard deviation) 
tridecenedioate values. (D-F) Significant moderation analysis result. (D) DMN fingerprint was the dependent 
variable, and miR-505 and tridecenedioate were independent variable and moderator ( 𝑝𝐹
𝑝𝑒𝑟𝑚 = 0.02, 𝑝𝛽3
𝑝𝑒𝑟𝑚 =
0.02). The regression slope (), 𝑝-value and adjusted R2 (Radj
2 ) depicted arm of the triangle corresponds to the 
significant interaction results, after Cook’s distance outliers removed, between those two variables with 𝑝-values 
reported at a significance level of 0.05. (E) Interaction plots corresponding to the moderation analysis. There was 
positive relationship between tridecenedioate and miR-505; there was negative relationship between 
tridecenedioate and DMN fingerprint; there was negative relationship between DMN fingerprint and miR-505. (F) 
The plot depicts the relationship between DMN fingerprint and miR-505 with tridecenedioate as the moderator. 
Three lines corresponds to low (mean - standard deviation), medium (mean) and high (mean + standard deviation) 
tridecenedioate values. 
  
Given the same metabolomic measure moderated both results, Figure 2 integrates the two 
moderation analyses results along with HAE metrics. Figure 2(A) shows that VR Balance was 
the dependent variable and DMN fingerprint acted as the independent variable for one moderation 
and dependent variable for the other. tridecenedioate acted as the moderator for the two 
moderation analyses. In addition, there was a positive relationship between miR-505 and 
aHAE25G as depicted in Figure 2(B). Figure 2(C) shows the negative relationship between DMN 
fingerprint and cHAE80G. 
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Figure 2. This figure combines the moderation analyses results with HAEs. (A) VR Balance was the dependent 
variables and miR-505 was the independent variable. DMN fingerprint acted as independent variable for one 
moderation and as dependent variable for the other one. tridecenedioate acted as the moderator for the two analyses. 
The regression slope (), 𝑝-value and adjusted R2 (Radj
2 ) depicted arm of the diamond corresponds to the significant 
interaction results, after Cook’s distance outliers removed, between those two variables with 𝑝-values reported at a 
significance level of 0.05. This figure depicts the integration of resting state fMRI with metabolic profiling, 
transcriptomics and computational virtual reality (VR) behavior task along with Head Acceleration Events (HAEs). 
(B) Interaction plots between Network fingerprint, miRNA with Head Acceleration Events (HAEs). The regression 
slope (), 𝑝-values and correlation coefficient (r) depicted on top of the plots corresponds to the interaction results, 
after Cook’s distance outliers removed, between two variables with 𝑝-values reported at a significance level of 0.05. 
There was a positive relationship between miR-505 and average number of HAEs above 25G per session (aHAE25G). 
(C) There was a negative relationship between DMN fingerprint and cumulative number of HAEs above 80G 
(cHAE80G).  
 
rs-fMRI between Age-Matched Non-Athletes (NAth) and Football Athletes (Ath) 
To facilitate interpretation of the permutation-based mediation/moderation analyses, 
network fingerprint strength was compared between age-match non-athletes (NAth) and football 
athletes (Ath) in this study.  
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Figure 3(A) shows the brain rendering of average network fingerprint strength across the 
cohort for NAth and Ath. The NAth exhibited stronger fingerprint for each of the resting-state 
fMRI network: Vis, SM, DA, VA, L, FP, DMN and SUBC. Figure 3(B) shows the boxplots for all 
the network fingerprints for age-match non-athletes and football athletes. Age-matched non-
athletes exhibited significantly higher network fingerprint values, using two-sample t-test 
following Bonferroni correction, for all networks except the Limbic system (L), as compared to 
the football athletes.  
 
Figure 3. Network fingerprint strength analysis for each of Yeo’s resting state functional networks between football 
athletes and age-matched non-athletes. (A) Brain rendering of average network fingerprint across football athletes and 
age-matched non-athletes. The strength per brain region depicted in the figure is the network fingerprint of the cohort 
to which the brain region belongs. (B) Boxplots of network fingerprint for each of Yeo’s resting state functional 
networks between football athletes and age-matched non-athletes. Note that football athletes have significantly lower 
network fingerprint than the age-matched non-athletes for all networks except Limbic system (L) using two-sample t-
test followed with Bonferroni correction.  
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Yeo’s resting functional networks [89]: Visual (VIS), Somato-Motor (SM), Dorsal Attention (DA), Ventral Attention 
(VA), Limbic system (L), Fronto-Parietal (FP), Default Mode Network (DMN), and subcortical regions (SUBC). 
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Discussion 
This study evaluated the hypothesis that omic measures from the transcriptome (miRNA) 
and metabolome (individualized biochemistry) would mediate or moderate the relationship of rs-
fMRI measures to motor control behavior collected Pre and Post season in collegiate American 
football athletes. Using a rigorous outlier removal procedure and permutation analyses for multiple 
comparisons correction, this hypothesis was confirmed for one metabolomic measure showing 
multiple moderation effects. Specifically, a fatty acid, tridecenedioate, was found to moderate the 
relationship of the DMN fingerprint from rs-fMRI to motor control (balance) behavior. The DMN 
network was shown to have less self-similarity over the course of the season in football players 
relative to age-matched controls, and it showed a negative relationship with HAEs accumulated 
over the season (i.e., more HAEs meant lower similarity in DMN across the season). Further, 
HAEs showed a positive association with changes in miR-505 levels, indicating that increasing 
HAEs were associated with increasing levels of a neuroinflammatory-associated miRNA. Lastly, 
tridecenedioate moderated the relationship of miR-505 to the DMN network.  
Tridecenedioate is a long-chain monounsaturated (i.e., one double bond) dicarboxylic fatty 
acid. Such compounds are hypothesized to act as reactive oxygen species (ROS) scavengers given 
the double bond stability and reactivity. Interestingly, similar monounsaturated compounds, as 
observed [84], were also decreased (e.g., heptenedioate, hexedecenedioate). Long-chain 
polyunsaturated fatty acids (PUFAs) have anti-inflammatory properties via the reduction of ROS 
and direct superoxide scavenging [95], while monounsaturated fatty acids (MUFAs) display 
neuroprotective effects and ameliorate brain injury in animal models [96]. Unsaturated FAs are 
also shown to efficiently antagonize the toxic action of saturated non-esterified fatty acids [97], 
and the presence of the double bond corresponds to increased antioxidant and neuroprotective 
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effects [98]. Thus, the association between across-season decreases in tridecenedioate with 
inflammatory miR-505 (see Supplemental Figure1) implicate its role in ROS scavenging and 
inflammation resolution.  
Overall, the selected miRNAs have been implicated in cancer, systemic inflammation, and 
central nervous system disorders [99–107]. Specifically, miR-505 is negatively correlated with 
progression in various cancers, inhibiting tumorigenesis and acting as a tumor suppressor in 
malignancies such as glioblastoma, endometrial carcinoma, hepatocellular carcinoma and prostate 
cancer [108–111]. In osteosarcoma tissues, for instance, the reduced expression of miR-505 is 
significantly associated with poorer clinical prognosis [112]. miR-505 has been reported to inhibit 
osteosarcoma and hepatoma cell proliferation, migration and invasion by regulating the high-
mobility group box 1 (HMGB1), which functions as a damage-associated molecular pattern that 
propagates infection- or injury-elicited inflammatory responses [112,113]. In addition to its 
oncogenic associations, miR-505 was found to be significantly decreased in the blood of 
Ulcerative Colitis patients, thus playing a critical role in chronic inflammatory bowel disease 
[114]. Furthermore, miR-505 has been implicated in Alzheimer’s disease [115] and identified as a 
predictive biomarker for Parkinson’s disease (PD) [116]. In PD, miR-505 had a potential 
functional role via inverse modulation of neural proliferation differentiation and control 1 
(NPDC1), a down-regulator of neural proliferation [117]. miR-505 was also shown to be 
upregulated in both mild to moderate and severe TBI in human subjects [46]. Here, involvement 
of miR-505 suggests a state of neuroinflammation in asymptomatic football athletes due to 
repetitive HAE exposure. miR-505 was not only associated with decreased tridecenedioate, but 
also with decreased self-identifiability in the DMN. 
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Default Mode Network (DMN) is the resting state fMRI network that appeared in both 
moderation results. Alterations in this network have been associated with numerous neurological 
disorders. DMN, an ensemble of cortical regions, typically including parts of the anterior and the 
posterior cingulate cortices, is a task-negative resting state network that is active while at rest and 
deactivated during a task. Apart from being active during rest, DMN persists in passive sensory 
processing tasks with minimal cognitive demands [70,118,119] but switches off during externally 
cued tasks with high cognitive demands. DMN is essential for basic, and possibly subconscious, 
processing necessary for calibrating affective and autonomic states of the brain [70]. DMN is also 
critical for retrieval of episodic memory [70,120–123] and altered connectivity has been observed 
in patients with Alzheimer’s disease [70,124–128]. Altered DMN connectivity, and the subsequent 
inability to deactivate it for cognitive tasks, has also been observed in patients with schizophrenia 
[129,130], depression [131–133], epilepsy [134–136], multiple sclerosis [137], Autism Spectrum 
Disorder [138] and contributes to executive deficits in Parkinson Disease (PD) patients [139] such 
as PD-associated saccadic hypometria [140] and altered resistance to passive movement/motor 
performance in PD patients [141,142]. Altered DMN connectivity has also been observed in 
concussed and TBI patients [12,143–151]. Despite these profound network changes, relating 
complex neuroimaging such as rs-fMRI to observable behavior remains elusive. 
Core features of the diagnosis of concussion and accumulated HAEs over a season, are 
disturbances of motor control in the form of coordination, balance, or the capacity to navigate as 
investigated by Alexander Luria [61–63]. Numerous studies have attempted to uncover behavioral 
changes in contact sport athletes, but many tests are insensitive to subtle changes in behavior [152–
156]. Recent advances in virtual reality (VR) has prompted the investigation of these deficits in 
concussed athletes with the use of a validated methodology [64,65]. In order to observe subtle 
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changes in contact sports athletes with or without concussion, it is critical to study associations 
between motor control behavior and other measures, such as metabolomics and brain imaging.  In 
this study, changes in VR Balance scores over the season were found to be associated with DMN 
fingerprint and tridecenedioate. Better performance in the VR Balance task was related to higher 
DMN similarity (i.e., higher fingerprint values) over the season and lower levels of the ROS 
scavenging compound, tridecenedioate. This implied that improved motor control across the 
season of play was associated with smaller changes in the brain’s executive network and more 
efficient neuroinflammation resolution. Combining complex computational VR tasks with other 
indicators of neurological dysfunction (i.e., metabolomics and neuroimaging) proved to be a 
powerful method to uncover subtle, and unobservable changes in brain function related to 
repetitive HAEs. 
DMN fingerprint and miR-505 were also found to be correlated with the HAE metrics. 
First, the DMN fingerprint, which depicts similarity between repeat visits for a specific participant, 
was found to be significantly lower in football athletes as compared to age-matched non-athletes. 
This implies that the DMN network, which is critical for executive functions, is altered in football 
athletes. Specifically, the fingerprint was negatively associated with the cumulative number of 
high magnitudes hits; namely, the higher the number of cHAE80G, the lower the similarity in DMN 
across the season. Second, miR-505 was found to be positively associated with aHAE25; 
therefore, elevated levels of an inflammatory miRNA were positively associated with a higher 
number of average HAEs over the season. One interpretation of these results is that limiting HAE 
exposure over the season could potentially mitigate the alterations observed in these asymptomatic 
athletes.  
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The primary limitation of the study was the modest sample size for which all five measures 
were available: transcriptome, metabolome, MR imaging, VR behavior, and HAE data. It is critical 
to note that with the highly rigorous mathematical approach used in this study to analyze the 
dataset, results are deemed highly reproducible despite this potential limitation. Another potential 
limitation of the study was that the HAE metrics were only allowed to be collected at practices and 
not during competitive play, which resulted in a limited picture of the true exposure to 
“subconcussive” events. To observe the transient changes that football athletes go through 
throughout a competition season, these metrics would need to be collected over more impact events 
in future studies. Future studies might also include comparison of the aforementioned metrics 
collected for football athletes to age-matched, non-contact sports athletes.   
 
Conclusion 
This study evaluated the associations between metabolome, transcriptome, brain imaging, 
and behavior measures, collected in collegiate football athletes before and after the season, as a 
function of mechanical accelerations to the head. It was found that tridecenedioate moderated the 
relationship between 1) miR-505 and DMN fingerprint and 2) the relationship between DMN 
fingerprint and VR Balance measures. Metabolomics provides a viable method for investigating 
metabolic fluctuations and biomarkers of brain injury [157,158], but often lack a relationship to 
neurological function or dysfunction (observed with brain imaging or behavioral testing) and other 
markers of neuroinflammation (i.e. miRNAs). Here, a metabolomic measure was found to be 
associated with the transcriptome, brain imaging, and behavior, elucidating it as a potential HAE-
associated blood biomarker of neurological dysfunction. The integration of these multi-scale 
biological measures through a permutation-based approach uncovered a mechanism of putative 
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brain injury due to HAEs as summarized in Figure 4 and described in detail in [84]. The findings 
of this study are synergistic with the findings of Vike and colleagues in that markers of 
mitochondrial distress were linked to HAEs, and metabolites related to fatty acid oxidation (e.g. 
sebacate) and the TCA cycle (e.g. citrate) were observed to mediate the relationship between 
miRNAs and behavior [84]. Mitochondrial dysfunction is suspected to increase reactive oxygen 
species production, which is supported by the alterations we observed with tridecenedioate, 
which was in turn linked to chronic elevations in inflammatory miRNAs and alterations in brain 
imaging and behavior.  The rigorous permutation-based mediation/moderation that integrated 
omic measures with brain imaging and behavior suggests a viable methodology for investigating 
complex multi-scale biological data. Altogether, this study suggests 1) a potential mechanism of 
brain injury due to repetitive HAEs and 2) a permutation-based mediation/ moderation approach 
to integrate multi-scale data that can be applied broadly. This last point is of importance in the 
context of current controversies about the relevance of animal models of functional brain illness, 
such as with mental illness, and suggests one possible route forward for developing mechanistic 
hypotheses from the study of humans alone [159–165]. 
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Figure 4. Synopsis figure summarizing the interplay between moderation variables. Repetitive head accelerate events 
(HAEs) in football athletes have been related to changes in brain homeostasis, as evidenced by neuroimaging studies 
[9,11–16,19]. Additionally, a study using the same collegiate football dataset [84] pointed to mitochondrial distress 
and subsequent energy imbalance, as evidenced by increased medium-chain fatty acids and decreased TCA 
metabolites. Furthermore, the metabolites were observed to mediate the relationship between elevated miRNAs and 
Luria behavior. In the present study, significant moderation effects were observed with default mode network (DMN) 
fingerprint, miR-505, VR balance task performance, and tridecenedioate. Tridecenedioate, a dicarboxylic fatty acid 
with one double bond, significantly decreased from pre- to post-season. The double bond in this metabolite is 
hypothesized to act as a reactive oxygen species (ROS) scavenger. Indeed, previous research supports an increase in 
reactive oxygen species (ROS) following repetitive exposure to head impacts [166]; therefore, a depletion of 
tridecenedioate would support its role as an ROS scavenger. Even with scavenging, ROS can still remain elevated and 
cause damage to neurophysiological systems [166]. This may ultimately result in damage to neuronal connectivity as 
observed by decreased similarity in DMN and interactions with VR balance task performance. Together, these 
complex relationships may explain why behavioral changes in subconcussed athletes are not consistently observed, 
but how repetitive, long-term exposure to HAEs, chronic increases of inflammatory-miRNAs, and acute changes to 
resting state networks could result in behavioral disturbances later in life
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Supplementary Material 
Age Matched Non-Athletes (NAth) 
A cohort of sixteen undergraduate and graduate students (age: mean ± st. deviation = 
22.8± 2.12 years; nine female and seven male) from Purdue University participated in imaging 
session and served as Age Matched Non-Athletes (NAth) for this study.  
The imaging session conducted using a 3T General Electric Signa HDx and a 16- channel 
brain array (Nova Medical) consisted of high resolution T1 scan and a ten minutes eyes-open 
resting-state fMRI scan. The imaging parameters for rs-fMRI consisted of blipped echo-planar 
imaging: TR/TE = 2000/26 msec; flip angle = 35; 34 slices; acceleration factor = 2; Field of View 
= 20 cm; voxel size = 3.125 x 3.125 x 3.80 mm and 294 volumes. The details of this imaging data 
are described in Bari et al., 2019 [81]. This dataset was processed using the steps listed in the 
Methods section and as described in [81]. Network fingerprint comparisons were conducted 
between age-matched non-athletes and football athletes using two-sample t-test following 
Bonferroni correction, 
 
Permutation-based Mediation Analysis  
Mediation seeks to clarify the causal relationship between the independent variable (IV) 
and dependent variable (DV) with the inclusion of a third variable mediator (M). Mediation model 
proposes that instead of a direct causal relationship between IV and DV, the IV influences M which 
then influences the DV. Beta coefficients (β) and standard error (se) terms from the following 
linear regression equations are used to calculate the Sobel p-value and mediation effect percentage 
(Teff) using the following steps: 
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𝑆𝑡𝑒𝑝 1 (𝑃𝑎𝑡ℎ 𝐴): 𝑀 = 𝛽0 +  𝛽1𝐴(𝐼𝑉) + 𝜖𝐴 
 
𝑆𝑡𝑒𝑝 2 (𝑃𝑎𝑡ℎ 𝐵): 𝐷𝑉 = 𝛽0 +  𝛽1𝐵(𝑀) + 𝜖𝐵 
   
𝑆𝑡𝑒𝑝 3 (𝑃𝑎𝑡ℎ 𝐶,  𝑚𝑜𝑑𝑒𝑙 1):  𝐷𝑉 =  𝛽0 +  𝛽1,1𝐶(𝐼𝑉) + 𝜖1𝐶 
 
                         𝑆𝑡𝑒𝑝 4 (𝑃𝑎𝑡ℎ 𝐶,  𝑚𝑜𝑑𝑒𝑙 2):  𝐷𝑉 =  𝛽0 +  𝛽1,2𝐶(𝐼𝑉) +  𝛽2,2𝐶(𝑀) + 𝜖2𝐶  
 
Sobel’s test is used to test if 𝛽1,2𝐶 was significantly lower than 𝛽1,1𝐶 using the following equation: 
 
(3) 𝑆𝑜𝑏𝑒𝑙 𝑧 − 𝑠𝑐𝑜𝑟𝑒 =  
(𝛽1,1𝐶 − 𝛽1,2𝐶)
√[(𝛽2,2𝐶)
2
(𝜖1𝐴)2] + [(𝛽1𝐴)2(𝜖2𝐶)2] 
 
 
Using a standard 2-tail z-score table, the Sobel p-value is determined from Sobel z-score. 
Mediation effect percentage Teff  is calculated using the following equation: 
 
(4) 𝑇𝑒𝑓𝑓 = 100 ∗
(𝛽1𝐴 ∗ 𝛽2,2𝐶)
(𝛽1𝐴 ∗ 𝛽2,2𝐶) + [𝛽1,1𝐶 − (𝛽1𝐴 ∗ 𝛽2,2𝐶)]
 
 
 
For this study, permutation-based mediation analysis was performed for all three-way associations 
following the steps listed below: 
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1. Mediation analysis was performed by assigning the original data variables ∆𝒙𝒊, ∆𝒚𝒋, ∆𝒛𝒌 as 
IV, DV and M to obtain reference Sobel z-score: 𝑧0 and 𝑇𝑒𝑓𝑓 . Only variables that formed 
three-way associations were considered. 
2. Data permutation: values were randomly selected from 𝒙𝟏,𝒊 and 𝒙𝟐,𝒊 to assign to 𝒙𝟏,𝒊
′  and 
𝒙𝟐,𝒊
′ .  
3. Across season measures were computed from the permuted dataset  ∆𝒙𝒊
′ = 𝒙𝟐,𝒊
′ − 𝒙𝟏,𝒊
′ . 
Similarly, ∆𝒚𝒋
′ and ∆𝒛𝒌
′  were computed.  
4. Mediation analysis was performed on the permuted dataset ∆𝒙𝒊
′, ∆𝒚𝒋
′, ∆𝒛𝒌
′  by assigning as 
IV, DV and M and the test statistics: 𝑧𝑞
′  was obtained.  
5. The counter variable 𝐾 was incremented by one if absolute value of 𝑧0 was greater than 
absolute value of  𝑧𝑞
′ . 
6. Steps 2-5 were repeated: 𝑞 = 1,2,  ⋯ , 𝑄 times. 
7. Permutation-based p-value 𝑝𝑆𝑜𝑏𝑒𝑙
𝑝𝑒𝑟𝑚
 was calculated as the proportion of the 𝑧𝑞
′  values that are 
as extreme or more extreme than 𝑧0 i.e. 𝐾/𝑄 . 
8. Mediation analysis was considered significant if 𝑝𝑆𝑜𝑏𝑒𝑙
𝑝𝑒𝑟𝑚 ≤ 0.05 and 𝑇𝑒𝑓𝑓 > 50%. 
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Results 
 
Supplemental Figure 1. Boxplots comparing the Pre- and Post-season distributions of (A) tridecenedioate (B) VR 
Balance (C) miR-505 and (D) DMN connectivity.  
 
(A) 
 
(B) 
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(C) 
 
(D) 
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(F) 
 
(G) 
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(H) 
 
(I) 
 
(J) 
 
 
Supplemental Table 1. Tables (A-J) lists all pairwise nominal interactions at a significance level of 0.05 between the 
variables: Network fingerprint, Metabolite, miRNA, VR tasks and HAE metrics. Cook’s outliers (k/n) lists the 
number of outliers k, based on Cook’s distance, removed out of the total n samples. The linear regression slopes , p-
values and Adjusted R2 (R2adj) are reported after the outlier removal.  
  
 45 
Reference: 
1. Broglio SP, Eckner JT, Martini D, Sosnoff JJ, Kutcher JS, Randolph C. Cumulative Head 
Impact Burden in High School Football. J Neurotrauma. 2011;28:2069–78.  
2. Bailes JE, Petraglia AL, Omalu BI, Nauman E, Talavage T. Role of subconcussion in 
repetitive mild traumatic brain injury. J Neurosurg. 2013;119:1235–45.  
3. Gessel LM, Fields SK, Collins CL, Dick RW, Comstock RD. Concussions among United 
States high school and collegiate athletes. J Athl Train (National Athl Trainers’ Assoc. 
2007;42:495–503.  
4. Zuckerman SL, Kerr ZY, Yengo-Kahn A, Wasserman E, Covassin T, Solomon GS. 
Epidemiology of Sports-Related Concussion in NCAA Athletes From 2009-2010 to 2013-2014. 
Am J Sports Med. 2015;43:2654–62.  
5. Bazarian JJ, Zhu T, Zhong J, Janigro D, Rozen E, Roberts A, et al. Persistent, Long-term 
Cerebral White Matter Changes after Sports-Related Repetitive Head Impacts. Theoret H, editor. 
PLoS One. Public Library of Science; 2014;9:e94734.  
6. Davenport EM, Whitlow CT, Urban JE, Espeland MA, Jung Y, Rosenbaum DA, et al. 
Abnormal White Matter Integrity Related to Head Impact Exposure in a Season of High School 
Varsity Football. J Neurotrauma.  Mary Ann Liebert, Inc.  140 Huguenot Street, 3rd Floor New 
Rochelle, NY 10801 USA  ; 2014;31:1617–24.  
7. McAllister TW, Ford JC, Flashman LA, Maerlender AC, Greenwald RM, -Lincoln McAllister 
N, et al. Effect of head impacts on diffusivity\r\nmeasures in a cohort of collegiate 
contact\r\nsport athletes. 2013;63–9.  
8. Slobounov SM, Walter A, Breiter HC, Zhu DC, Bai X, Bream T, et al. The effect of repetitive 
subconcussive collisions on brain integrity in collegiate football players over a single football 
 46 
seasonA multi-modal neuroimaging study. NeuroImage Clin. Elsevier; 2017;14:708–18.  
9. Talavage TM, Nauman EA, Breedlove EL, Yoruk U, Dye AE, Morigaki KE, et al. 
Functionally-Detected Cognitive Impairment in High School Football Players without Clinically-
Diagnosed Concussion. J Neurotrauma. 2014;31:327–38.  
10. Reynolds BB, Stanton AN, Soldozy S, Goodkin HP, Wintermark M, Druzgal TJ. 
Investigating the effects of subconcussion on functional connectivity using mass-univariate and 
multivariate approaches. Brain Imaging Behav. Springer US; 2018;12:1332–45.  
11. Bari S, Svaldi DO, Jang I, Shenk TE, Poole VN, Lee T, et al. Dependence on subconcussive 
impacts of brain metabolism in collision sport athletes: an MR spectroscopic study. Brain 
Imaging Behav. Springer US; 2019;13:735–49.  
12. Abbas K, Shenk TE, Poole VN, Breedlove EL, Leverenz LJ, Nauman EA, et al. Alteration of 
Default Mode Network in High School Football Athletes Due to Repetitive Subconcussive Mild 
Traumatic Brain Injury: A Resting-State Functional Magnetic Resonance Imaging Study. Brain 
Connect. 2015;5:91–101.  
13. Shenk TE, Robinson ME, Svaldi DO, Abbas K, Breedlove KM, Leverenz LJ, et al. FMRI of 
visual working memory in high school football players. Dev Neuropsychol. 2015;40:63–8.  
14. Chun IY, Mao X, Breedlove EL, Leverenz LJ, Nauman EA, Talavage TM. DTI detection of 
longitudinal WM abnormalities due to accumulated head impacts. Dev Neuropsychol. 
2015;40:92–7.  
15. Jang I, Chun IY, Brosch JR, Bari S, Zou Y, Cummiskey BR, et al. Every hit matters: White 
matter diffusivity changes in high school football athletes are correlated with repetitive head 
acceleration event exposure. NeuroImage Clin. Elsevier Inc.; 2019;24:101930.  
16. Svaldi DO, Joshi C, Robinson ME, Shenk TE, Abbas K, Nauman EA, et al. Cerebrovascular 
 47 
reactivity alterations in asymptomatic high school football players. Dev Neuropsychol. 
2015;40:80–4.  
17. Svaldi DO, Joshi C, McCuen EC, Music JP, Hannemann R, Leverenz LJ, et al. Accumulation 
of high magnitude acceleration events predicts cerebrovascular reactivity changes in female high 
school soccer athletes. Brain Imaging Behav. Springer US; 2018;1–11.  
18. Poole VN, Abbas K, Shenk TE, Breedlove EL, Breedlove KM, Robinson ME, et al. MR 
spectroscopic evidence of brain injury in the non-diagnosed collision sport athlete. Dev 
Neuropsychol. 2014;39:459–73.  
19. Poole VN, Breedlove EL, Shenk TE, Abbas K, Robinson ME, Leverenz LJ, et al. The role of 
location of subconcussive head impacts in fMRI brain activation change. Dev Neuropsychol. 
Psychology Press; 2015;40:74–9.  
20. Toth P, Szarka N, Farkas E, Ezer E, Czeiter E, Amrein K, et al. Traumatic brain injury-
induced autoregulatory dysfunction and spreading depression-related neurovascular uncoupling: 
Pathomechanisms, perspectives, and therapeutic implications. Am J Physiol Circ Physiol. 
American Physiological Society; 2016;311:H1118–31.  
21. Wing BH, Tucker BJ, Fong AK, Allen MD. Developing the Standard of Care for Post-
Concussion Treatment: Neuroimaging-Guided Rehabilitation of Neurovascular Coupling. Open 
Neuroimag J. Bentham Science Publishers Ltd.; 2017;11:58–71.  
22. Samra A, Ramtahal J. Recurrent subacute visual loss presenting in a 52-year- ... Recurrent 
subacute visual loss presenting in a 52-year- ... Brain. Oxford University Press; 2012;139:16–7.  
23. CT E, MD A. Neurovascular Coupling: A Unifying Theory for Post-Concussion Syndrome 
Treatment and Functional Neuroimaging. J Neurol Neurophysiol. OMICS Publishing Group; 
2017;08.  
 48 
24. Østergaard L, Engedal TS, Aamand R, Mikkelsen R, Iversen NK, Anzabi M, et al. Capillary 
transit time heterogeneity and flow-metabolism coupling after traumatic brain injury. J Cereb 
Blood Flow Metab. 2014;34:1585–98.  
25. Yuan XQ, Prough DS, Dewitt DS, Prough DS, Smith TL. The Effects of Traumatic Brain 
Injury on Regional Cerebral Blood Flow in Rats. J Neurotrauma. 1988;5:289–301.  
26. Yamakami I, McIntosh TK. Effects of traumatic brain injury on regional cerebral blood flow 
in rats as measured with radiolabeled microspheres. J Cereb Blood Flow Metab. 1989;9:117–24.  
27. Giza CC, Hovda DA. The Neurometabolic Cascade of Concussion. J Athl Train. National 
Athletic Trainers Association; 2001;36:228–35.  
28. Finnie JW. Neuroinflammation: Beneficial and detrimental effects after traumatic brain 
injury. Inflammopharmacology. Springer; 2013. p. 309–20.  
29. Kumar A, Loane DJ. Neuroinflammation after traumatic brain injury: Opportunities for 
therapeutic intervention. Brain. Behav. Immun. Academic Press; 2012. p. 1191–201.  
30. Simon DW, McGeachy MJ, Baylr H, Clark RSB, Loane DJ, Kochanek PM. The far-reaching 
scope of neuroinflammation after traumatic brain injury. Nat. Rev. Neurol. Nature Publishing 
Group; 2017. p. 171–91.  
31. Chiu CC, Liao YE, Yang LY, Wang JY, Tweedie D, Karnati HK, et al. Neuroinflammation 
in animal models of traumatic brain injury. J. Neurosci. Methods. Elsevier B.V.; 2016. p. 38–49.  
32. Aungst SL, Kabadi S V, Thompson SM, Stoica BA, Faden AI. Repeated mild traumatic brain 
injury causes chronic neuroinflammation, changes in hippocampal synaptic plasticity, and 
associated cognitive deficits. J Cereb Blood Flow Metab. Nature Publishing Group; 
2014;34:1223–32.  
33. Lozano D, Gonzales-Portillo GS, Acosta S, de la Pena I, Tajiri N, Kaneko Y, et al. 
 49 
Neuroinflammatory responses to traumatic brain injury: Etiology, Clinical consequences, And 
therapeutic opportunities. Neuropsychiatr. Dis. Treat. Dove Medical Press Ltd.; 2015. p. 97–106.  
34. Faden AI, Wu J, Stoica BA, Loane DJ. Progressive inflammation-mediated 
neurodegeneration after traumatic brain or spinal cord injury. Br. J. Pharmacol. John Wiley and 
Sons Inc.; 2016. p. 681–91.  
35. Meythaler JM, Peduzzi JD, Eleftheriou E, Novack TA. Current concepts: Diffuse axonal 
injury-associated traumatic brain injury. Arch Phys Med Rehabil. W.B. Saunders; 
2001;82:1461–71.  
36. Adams JH, Doyle D, Ford I, Gennarelli TA, Graham DI, Mclellan DR. Diffuse axonal injury 
in head injury: Definition, diagnosis and grading. Histopathology. John Wiley & Sons, Ltd; 
1989;15:49–59.  
37. Mittl RL, Grossman RI, Hiehle JF, Hurst RW, Kauder DR, Gennarelli TA, et al. Prevalence 
of MR evidence of diffuse axonal injury in patients with mild head injury and normal head CT 
findings. Am J Neuroradiol. American Journal of Neuroradiology; 1994;15:1583–9.  
38. Claus-W. Wallesch, Noreen Curio, Su. Outcome after mild-to-moderate blunt head injury: 
effects of focal lesions and diffuse axonal injury. Brain Inj. Informa UK Limited; 2001;15:401–
12.  
39. Bazarian JJ, Zhong J, Blyth B, Zhu T, Kavcic V, Peterson D. Diffusion tensor imaging 
detects clinically important axonal damage after mild traumatic brain injury: A pilot study. J 
Neurotrauma.  Mary Ann Liebert, Inc.  2 Madison Avenue Larchmont, NY 10538 USA  ; 
2007;24:1447–59.  
40. Kumar R, Gupta RK, Husain M, Chaudhry C, Srivastava A, Saksena S, et al. Comparative 
evaluation of corpus callosum DTI metrics in acute mild and moderate traumatic brain injury: Its 
 50 
correlation with neuropsychometric tests. Brain Inj. Informa Healthcare; 2009;23:675–85.  
41. Hemphill MA, Dauth S, Yu CJ, Dabiri BE, Parker KK. Traumatic brain injury and the 
neuronal microenvironment: A potential role for neuropathological mechanotransduction. 
Neuron. Cell Press; 2015. p. 1177–92.  
42. Mierzwa AJ, Marion CM, Sullivan GM, McDaniel DP, Armstrong RC. Components of 
Myelin Damage and Repair in the Progression of White Matter Pathology After Mild Traumatic 
Brain Injury. J Neuropathol Exp Neurol. Lippincott Williams and Wilkins; 2015;74:218–32.  
43. Xiong Y, Mahmood A, Chopp M. Current understanding of neuroinflammation after 
traumatic brain injury and cell-based therapeutic opportunities. Chinese J. Traumatol. - English 
Ed. Elsevier B.V.; 2018. p. 137–51.  
44. Sankar SB, Pybus AF, Liew A, Sanders B, Shah KJ, Wood LB, et al. Low cerebral blood 
flow is a non-invasive biomarker of neuroinflammation after repetitive mild traumatic brain 
injury. Neurobiol Dis. Academic Press Inc.; 2019;124:544–54.  
45. Papa L, Slobounov SM, Breiter HC, Walter A, Bream T, Seidenberg P, et al. Elevations in 
MicroRNA Biomarkers in Serum Are Associated with Measures of Concussion, Neurocognitive 
Function, and Subconcussive Trauma over a Single National Collegiate Athletic Association 
Division i Season in Collegiate Football Players. J Neurotrauma. Mary Ann Liebert Inc.; 
2019;36:1343–51.  
46. Bhomia M, Balakathiresan NS, Wang KK, Papa L, Maheshwari RK. A Panel of Serum 
MiRNA Biomarkers for the Diagnosis of Severe to Mild Traumatic Brain Injury in Humans. Sci 
Rep. Nature Publishing Group; 2016;6:1–12.  
47. Bushati N, Cohen SM. microRNA Functions. Annu Rev Cell Dev Biol. Annual Reviews; 
2007;23:175–205.  
 51 
48. Davidson-Moncada J, Papavasiliou FN, Tam W. MicroRNAs of the immune system: Roles 
in inflammation and cancer. Ann. N. Y. Acad. Sci. Blackwell Publishing Inc.; 2010. p. 183–94.  
49. Tahamtan A, Teymoori-Rad M, Nakstad B, Salimi V. Anti-inflammatory MicroRNAs and 
their potential for inflammatory diseases treatment. Front. Immunol. Frontiers Media S.A.; 2018. 
p. 1377.  
50. Henry LC, Tremblay S, Leclerc S, Khiat A, Boulanger Y, Ellemberg D, et al. Metabolic 
changes in concussed American football players during the acute and chronic post-injury phases. 
BMC Neurol. BioMed Central; 2011;11:105.  
51. Vagnozzi R, Signoretti S, Cristofori L, Alessandrini F, Floris R, Isgró E, et al. Assessment of 
metabolic brain damage and recovery following mild traumatic brain injury: A multicentre, 
proton magnetic resonance spectroscopic study in concussed patients. Brain. 2010;133:3232–42.  
52. Yeo RA, Gasparovic C, Merideth F, Ruhl D, Doezema D, Mayer AR. A Longitudinal Proton 
Magnetic Resonance Spectroscopy Study of Mild Traumatic Brain Injury. J Neurotrauma. 
2011;28:1–11.  
53. Maudsley A, Govind V, Levin B, Saigal G, Harris LT, Sheriff S. Distributions of MR 
Diffusion and Spectroscopy Measures with Traumatic Brain Injury. J Neurotrauma. 
2014;1063:1–25.  
54. Ricci R, Barbarella G, Musi P, Boldrini P, Trevisan C, Basaglia N. Localised proton MR 
spectroscopy of brain metabolism changes in vegetative patients. Neuroradiology. 1997;39:313–
9.  
55. Friedman SD, Brooks WM, Jung RE, Hart BL, Yeo RA. Proton MR spectroscopic findings 
correspond to neuropsychological function in traumatic brain injury. Am J Neuroradiol. 
1998;19:1879–85.  
 52 
56. Newsholme P, Procopio J, Ramos Lima MM, Pithon-Curi TC, Curi R. Glutamine and 
glutamate - Their central role in cell metabolism and function. Cell Biochem Funct. 2003;21:1–9.  
57. Govindaraju V, Gauger GE, Manley GT, Ebel A, Meeker M, Maudsley A a. Volumetric 
proton spectroscopic imaging of mild traumatic brain injury. AJNR Am J Neuroradiol. 
2004;25:730–7.  
58. Shutter L, Tong KA, Holshouser BA. Proton MRS in acute traumatic brain injury: role for 
glutamate/glutamine and choline for outcome prediction. J Neurotrauma. 2004;21:1693–705.  
59. Gasparovic C, Yeo R, Mannell M, Ling J, Elgie R, Phillips J, et al. Neurometabolite 
concentrations in gray and white matter in mild traumatic brain injury: an 1H-magnetic 
resonance spectroscopy study. J Neurotrauma. Mary Ann Liebert, Inc.; 2009;26:1635–43.  
60. Chen Y, Herrold AA, Martinovich Z, Blood AJ, Vike N, Walter AE, et al. Brain perfusion 
mediates the relationship between miRNA levels and postural control. 2019;  
61. Luria AR. Recovery of brain functions after military traumas. Moscow, Moscow State 
University Publisher.; 1948.  
62. Luria AR. Higher cortical functions and its deficits after local brain traumas. Moscow, 
Moscow University Publisher.; 1962.  
63. Luria AR. Foundation of Neuropsychology. Moscow, Moscow University Publisher.; 1973.  
64. Slobounov SM, Sebastianelli WJ, Newell KM. Feasibility of Virtual Reality for Assessment 
of Neurocognitive, Executive, and Motor Functions in Concussion. Concussions Athl. Springer 
New York; 2014. p. 49–68.  
65. Teel EF, Slobounov SM. Validation of a virtual reality balance module for use in clinical 
concussion assessment and management. Clin J Sport Med. Lippincott Williams and Wilkins; 
2015;25:144–8.  
 53 
66. Teel E, Gay M, Johnson B, Slobounov S. Determining sensitivity/specificity of virtual 
reality-based neuropsychological tool for detecting residual abnormalities following sport-related 
concussion. Neuropsychology. American Psychological Association Inc.; 2016;30:474–83.  
67. Biswal B, Zerrin Yetkin F, Haughton VM, Hyde JS. Functional connectivity in the motor 
cortex of resting human brain using echo-planar mri. Magn Reson Med. Wiley-Blackwell; 
1995;34:537–41.  
68. Beckmann CF, DeLuca M, Devlin JT, Smith SM. Investigations into resting-state 
connectivity using independent component analysis. Philos Trans R Soc Lond B Biol Sci. The 
Royal Society; 2005;360:1001–13.  
69. Fox MD, Raichle ME. Spontaneous fluctuations in brain activity observed with functional 
magnetic resonance imaging. Nat Rev Neurosci. Nature Publishing Group; 2007;8:700–11.  
70. Greicius MD, Krasnow B, Reiss AL, Menon V. Functional connectivity in the resting brain: 
a network analysis of the default mode hypothesis. Proc Natl Acad Sci U S A. National Academy 
of Sciences; 2003;100:253–8.  
71. Shehzad Z, Kelly AMC, Reiss PT, Gee DG, Gotimer K, Uddin LQ, et al. The Resting Brain: 
Unconstrained yet Reliable. Cereb Cortex. Oxford University Press; 2009;19:2209–29.  
72. Broyd SJ, Demanuele C, Debener S, Helps SK, James CJ, Sonuga-Barke EJS. Default-mode 
brain dysfunction in mental disorders: A systematic review. Neurosci Biobehav Rev. Pergamon; 
2009;33:279–96.  
73. Contreras JA, Goñi J, Risacher SL, Sporns O, Saykin AJ. The Structural and Functional 
Connectome and Prediction of Risk for Cognitive Impairment in Older Adults. Curr Behav 
Neurosci Reports. Springer International Publishing; 2015;2:234–45.  
74. Mayer AR, Mannell M V., Ling J, Gasparovic C, Yeo RA. Functional connectivity in mild 
 54 
traumatic brain injury. Hum Brain Mapp. John Wiley & Sons, Ltd; 2011;32:1825–35.  
75. Amico E, Goñi J. The quest for identifiability in human functional connectomes. Sci Rep. 
Nature Publishing Group; 2018;8:8254.  
76. Finn ES, Shen X, Scheinost D, Rosenberg MD, Huang J, Chun MM, et al. Functional 
connectome fingerprinting: Identifying individuals using patterns of brain connectivity. Nat 
Neurosci. Nature Publishing Group; 2015;18:1664–71.  
77. Shah LM, Cramer JA, Ferguson MA, Birn RM, Anderson JS. Reliability and reproducibility 
of individual differences in functional connectivity acquired during task and resting state. Brain 
Behav. Wiley-Blackwell; 2016;6.  
78. Shen X, Finn ES, Scheinost D, Rosenberg MD, Chun MM, Papademetris X, et al. Using 
connectome-based predictive modeling to predict individual behavior from brain connectivity. 
Nat Protoc. Nature Publishing Group; 2017;12:506–18.  
79. Vanderwal T, Eilbott J, Finn ES, Craddock RC, Turnbull A, Castellanos FX. Individual 
differences in functional connectivity during naturalistic viewing conditions. Neuroimage. 
Academic Press; 2017;157:521–30.  
80. Yoo K, Rosenberg MD, Hsu W-T, Zhang S, Li C-SR, Scheinost D, et al. Connectome-based 
predictive modeling of attention: Comparing different functional connectivity features and 
prediction methods across datasets. Neuroimage. Academic Press; 2018;167:11–22.  
81. Bari S, Amico E, Vike N, Talavage TM, Goñi J. Uncovering multi-site identifiability based 
on resting-state functional connectomes. Neuroimage. Academic Press Inc.; 2019;202:115967.  
82. Meyer-Lindenberg A, Weinberger DR. Intermediate phenotypes and genetic mechanisms of 
psychiatric disorders. Nat. Rev. Neurosci. Nature Publishing Group; 2006. p. 818–27.  
83. McCuen E, Svaldi D, Breedlove K, Kraz N, Cummiskey B, Breedlove EL, et al. Collegiate 
 55 
women’s soccer players suffer greater cumulative head impacts than their high school 
counterparts. J Biomech. Elsevier; 2015;48:3720–3.  
84. Vike NL, Bari S, Stetsiv K, Papa L, Nauman EA, Talavage TM, et al. Metabolomic measures 
of altered energy metabolism mediate the relationship of inflammatory miRNAs to motor control 
in collegiate football athletes. 2020;  
85. Cox RW. AFNI: Software for Analysis and Visualization of Functional Magnetic Resonance 
Neuroimages. Comput Biomed Res. 1996;29:162–73.  
86. Jenkinson M, Beckmann CF, Behrens TEJ, Woolrich MW, Smith SM. FSL. 2012;  
87. Smith SM, Jenkinson M, Woolrich MW, Beckmann CF, Behrens TEJ, Johansen-Berg H, et 
al. Advances in functional and structural MR image analysis and implementation as FSL. 
Neuroimage. 2004.  
88. Shen X, Tokoglu F, Papademetris X, Constable RT. Groupwise whole-brain parcellation 
from resting-state fMRI data for network node identification. Neuroimage. 2013;82:403–15.  
89. Yeo BTT, Krienen FM, Sepulcre J, Sabuncu MR, Lashkari D, Hollinshead M, et al. The 
organization of the human cerebral cortex estimated by intrinsic functional connectivity. J 
Neurophysiol. 2011;106:1125–65.  
90. Amico E, Marinazzo D, Di Perri C, Heine L, Annen J, Martial C, et al. Mapping the 
functional connectome traits of levels of consciousness. Neuroimage. Academic Press; 
2017;148:201–11.  
91. Team R core. R: A Language and Environment for Statistical Computing [Internet]. 2013. 
Available from: http://www.r-project.org/ 
92. Cook RD. Detection of Influential Observation in Linear Regression. Technometrics.  Taylor 
& Francis Group ; 1977;19:15–8.  
 56 
93. Camargo A, Azuaje F, Wang H, Zheng H. Permutation - Based statistical tests for multiple 
hypotheses. Source Code Biol. Med. BioMed Central Ltd.; 2008. p. 15.  
94. Belmonte M, Yurgelun-Todd D. Permutation testing made practical for functional magnetic 
resonance image analysis. IEEE Trans Med Imaging. 2001;20:243–8.  
95. Richard D, Kefi K, Barbe U, Bausero P, Visioli F. Polyunsaturated fatty acids as 
antioxidants. Pharmacol Res. Academic Press; 2008;57:451–5.  
96. Gonzalo-Gobernado R, Ayuso MI, Sansone L, Bernal-Jiménez JJ, Ramos-Herrero VD, 
Sánchez-García E, et al. Neuroprotective effects of diets containing olive oil and DHA/EPA in a 
mouse model of cerebral ischemia. Nutrients. MDPI AG; 2019;11.  
97. Gehrmann W, Würdemann W, Plötz T, Jörns A, Lenzen S, Elsner M. Antagonism Between 
Saturated and Unsaturated Fatty Acids in ROS Mediated Lipotoxicity in Rat Insulin-Producing 
Cells. Cell Physiol Biochem. S. Karger AG; 2015;36:852–65.  
98. Pensalfini A, Cecchi C, Zampagni M, Becatti M, Favilli F, Paoli P, et al. Protective effect of 
new S-acylglutathione derivatives against amyloid-induced oxidative stress. Free Radic Biol 
Med. Pergamon; 2008;44:1624–36.  
99. Tommasi S, Pinto R, Danza K, Pilato B, Palumbo O, Micale L, et al. miR-151-5p, targeting 
chromatin remodeler SMARCA5, as a marker for the BRCAness phenotype. Oncotarget. Impact 
Journals LLC; 2016;7:80363–72.  
100. Li D, Zhao Y, Liu C, Chen X, Qi Y, Jiang Y, et al. Analysis of MiR-195 and MiR-497 
Expression, Regulation and Role in Breast Cancer. AACR. 2011;  
101. Soon PSH, Tacon LJ, Gill AJ, Bambach CP, Sywak MS, Campbell PR, et al. miR-195 and 
miR-483-5p identified as predictors of poor prognosis in adrenocortical cancer. Clin Cancer Res. 
American Association for Cancer Research; 2009;15:7684–92.  
 57 
102. Wang X, Wang J, Ma H, Zhang J, Zhou X. Downregulation of miR-195 correlates with 
lymph node metastasis and poor prognosis in colorectal cancer. Med Oncol. 2012;29:919–27.  
103. Che J, Wang W, Huang Y, Zhang L, Zhao J, Zhang P, et al. miR-20a inhibits hypoxia-
induced autophagy by targeting ATG5/FIP200 in colorectal cancer. Mol Carcinog. John Wiley 
and Sons Inc.; 2019;58:1234–47.  
104. Zhou Y, Hao Y, Li Y, Li R, Wu R, Wang S, et al. Amplification and up-regulation of 
MIR30D was associated with disease progression of cervical squamous cell carcinomas. BMC 
Cancer. BioMed Central Ltd.; 2017;17.  
105. Basak I, Patil KS, Alves G, Larsen JP, Møller SG. MicroRNAs as neuroregulators, 
biomarkers and therapeutic agents in neurodegenerative diseases. Cell. Mol. Life Sci. Birkhauser 
Verlag AG; 2016. p. 811–27.  
106. Kohram F, Fallah P, Shamsara M, Bolandi Z, Rassoulzadegan M, Soleimani M, et al. Cell 
type-dependent functions of microRNA-92a. J Cell Biochem. Wiley-Liss Inc.; 2018;119:5798–
804.  
107. Mogilyansky E, Differentiation IR-CD&, 2013  undefined. The miR-17/92 cluster: a 
comprehensive update on its genomics, genetics, functions and increasingly important and 
numerous roles in health and disease. nature.com.  
108. Ling XH, Fu H, Chen ZY, Lu JM, Zhuo YJ, Chen JH, et al. MiR.505 suppresses prostate 
cancer progression by targeting NRCAM. Oncol Rep. Spandidos Publications; 2019;42:991–
1004.  
109. Chen S, Sun KX, Liu BL, Zong ZH, Zhao Y. MicroRNA-505 functions as a tumor 
suppressor in endometrial cancer by targeting TGF-aα. Mol Cancer. BioMed Central Ltd.; 
2016;15:1–10.  
 58 
110. Zhang C, Yang X, Fu C, Liu X. Combination with TMZ and miR-505 inhibits the 
development of glioblastoma by regulating the WNT7B/Wnt/β-catenin signaling pathway. Gene. 
Elsevier B.V.; 2018;672:172–9.  
111. Lu L, Zhang D, Xu Y, Bai G, Lv Y, Liang J. miR-505 enhances doxorubicin-induced 
cytotoxicity in hepatocellular carcinoma through repressing the Akt pathway by directly 
targeting HMGB1. Biomed Pharmacother. Elsevier Masson SAS; 2018;104:613–21.  
112. Liu YJ, Li W, Chang F, Liu JN, Lin JX, Chen DX. MicroRNA-505 is downregulated in 
human osteosarcoma and regulates cell proliferation, migration and invasion. Oncol Rep. 
Spandidos Publications; 2018;39:491–500.  
113. Lin CW, Chou YE, Yeh CM, Yang SF, Chuang CY, Liu YF. A functional variant at the 
miRNA binding site in HMGB1 gene is associated with risk of oral squamous cell carcinoma. 
Oncotarget. Impact Journals LLC; 2017;8:34630–42.  
114. Wu F, Guo NJ, Tian H, Marohn M, Gearhart S, Bayless TM, et al. Peripheral blood 
MicroRNAs distinguish active ulcerative colitis and Crohnʼs disease. Inflamm Bowel Dis. 
Oxford Academic; 2011;17:241–50.  
115. Denk J, Boelmans K, Siegismund C, Lassner D, Arlt S, Jahn H. MicroRNA profiling of 
CSF reveals potential biomarkers to detect Alzheimer’s disease. PLoS One. Public Library of 
Science; 2015;10.  
116. Khoo SK, Petillo D, Kang UJ, Resau JH, Berryhill B, Linder J, et al. Plasma-based 
circulating microRNA biomarkers for Parkinson’s disease. J Parkinsons Dis. IOS Press; 
2012;2:321–31.  
117. Zhu J, Wang S, Liang Y, Xu X. Inhibition of microRNA-505 suppressed MPP+ -induced 
cytotoxicity of SHSY5Y cells in an in vitro Parkinson’s disease model. Eur J Pharmacol. 
 59 
Elsevier B.V.; 2018;835:11–8.  
118. Shulman GL, Corbetta M, Buckner RL, Fiez JA, Miezin FM, Raichle ME, et al. Common 
blood flow changes across visual tasks: I. Increases in subcortical structures and cerebellum but 
not in nonvisual cortex. J Cogn Neurosci. MIT Press Journals; 1997;9:624–47.  
119. Mazoyer B, Zago L, Mellet E, Bricogne S, Etard O, Houdé O, et al. Cortical networks for 
working memory and executive functions sustain the conscious resting state in man. Brain Res 
Bull. Elsevier; 2001;54:287–98.  
120. Maddock RJ, Garrett AS, Buonocore MH. Remembering familiar people: The posterior 
cingulate cortex and autobiographical memory retrieval. Neuroscience. Pergamon; 
2001;104:667–76.  
121. Maguire EA, Mummery CJ. Differential modulation of a common memory retrieval 
network revealed by positron emission tomography. Hippocampus. John Wiley & Sons, Ltd; 
1999;9:54–61.  
122. Fujii T, Okuda J, Tsukiura T, Ohtake H, Miura R, Fukatsu R, et al. The role of the basal 
forebrain in episodic memory retrieval: A positron emission tomography study. Neuroimage. 
Academic Press Inc.; 2002;15:501–8.  
123. Cabeza R, Dolcos F, Graham R, Nyberg L. Similarities and differences in the neural 
correlates of episodic memory retrieval and working memory. Neuroimage. Academic Press; 
2002;16:317–30.  
124. Mevel K, Chételat G, Eustache F, Desgranges B. The Default Mode Network in Healthy 
Aging and Alzheimer’s Disease. Res Int J Alzheimer’s Dis. 2011;2011.  
125. Binnewijzend MAA, Schoonheim MM, Sanz-Arigita E, Wink AM, van der Flier WM, 
Tolboom N, et al. Resting-state fMRI changes in Alzheimer’s disease and mild cognitive 
 60 
impairment. Neurobiol Aging. Elsevier; 2012;33:2018–28.  
126. Damoiseaux JS, Prater KE, Miller BL, Greicius MD. Functional connectivity tracks clinical 
deterioration in Alzheimer’s disease. Neurobiol Aging. Elsevier Inc.; 2012;33:828.e19-828.e30.  
127. Johnson KA, Jones K, Holman BL, Becker JA, Spiers PA, Satlin A, et al. Preclinical 
prediction of Alzheimer’s disease using SPECT. Neurology. Lippincott Williams and Wilkins; 
1998;50:1563–71.  
128. Minoshima S, Giordani B, Berent S, Frey KA, Foster NL, Kuhl DE. Metabolic reduction in 
the posterior cingulate cortex in very early Alzheimer’s disease. Ann Neurol. John Wiley & 
Sons, Ltd; 1997;42:85–94.  
129. Salgado-Pineda P, Fakra E, Delaveau P, McKenna PJ, Pomarol-Clotet E, Blin O. Correlated 
structural and functional brain abnormalities in the default mode network in schizophrenia 
patients. Schizophr Res. Elsevier; 2011;125:101–9.  
130. Wang L, Zou F, Shao Y, Ye E, Jin X, Tan S, et al. Disruptive changes of cerebellar 
functional connectivity with the default mode network in schizophrenia. Schizophr Res. Elsevier; 
2014;160:67–72.  
131. Wu M, Andreescu C, Butters MA, Tamburo R, Reynolds CF, Aizenstein H. Default-mode 
network connectivity and white matter burden in late-life depression. Psychiatry Res - 
Neuroimaging. Elsevier; 2011;194:39–46.  
132. Hwang JW, Xin SC, Ou YM, Zhang WY, Liang YL, Chen J, et al. Enhanced default mode 
network connectivity with ventral striatum in subthreshold depression individuals. J Psychiatr 
Res. Elsevier Ltd; 2016;76:111–20.  
133. Sheline YI, Barch DM, Price JL, Rundle MM, Vaishnavi SN, Snyder AZ, et al. The default 
mode network and self-referential processes in depression. Proc Natl Acad Sci U S A. National 
 61 
Academy of Sciences; 2009;106:1942–7.  
134. Haneef Z, Lenartowicz A, Yeh HJ, Engel J, Stern JM. Effect of lateralized temporal lobe 
epilepsy on the default mode network. Epilepsy Behav. Academic Press; 2012;25:350–7.  
135. McCormick C, Quraan M, Cohn M, Valiante TA, McAndrews MP. Default mode network 
connectivity indicates episodic memory capacity in mesial temporal lobe epilepsy. Epilepsia. 
John Wiley & Sons, Ltd; 2013;54:809–18.  
136. Danielson NB, Guo JN, Blumenfeld H. The default mode network and altered 
consciousness in epilepsy. Behav Neurol. Hindawi Limited; 2011;24:55–65.  
137. Bonavita S, Sacco R, Esposito S, d’Ambrosio A, Della Corte M, Corbo D, et al. Default 
mode network changes in multiple sclerosis: a link between depression and cognitive 
impairment? Eur J Neurol. Blackwell Publishing Ltd; 2017;24:27–36.  
138. Padmanabhan A, Lynch CJ, Schaer M, Menon V. The Default Mode Network in Autism. 
Biol. Psychiatry Cogn. Neurosci. Neuroimaging. Elsevier Inc; 2017. p. 476–86.  
139. Tahmasian M, Eickhoff SB, Giehl K, Schwartz F, Herz DM, Drzezga A, et al. Resting-state 
functional reorganization in Parkinson’s disease: An activation likelihood estimation meta-
analysis. Cortex. Masson SpA; 2017. p. 119–38.  
140. Gorges M, Müller H-P, Lulé D, Ludolph AC, Pinkhardt EH, Kassubek J. Functional 
Connectivity Within the Default Mode Network Is Associated With Saccadic Accuracy in 
Parkinson’s Disease: A Resting-State fMRI and Videooculographic Study. Brain Connect.  Mary 
Ann Liebert, Inc.  140 Huguenot Street, 3rd Floor New Rochelle, NY 10801 USA  ; 2013;3:265–
72.  
141. Baradaran N, Tan SN, Liu A, Ashoori A, Palmer SJ, Wang ZJ, et al. Parkinson’s Disease 
Rigidity: Relation to Brain Connectivity and Motor Performance. Front Neurol. Frontiers; 
 62 
2013;4:67.  
142. Pan PL, Zhan H, Xia MX, Zhang Y, Guan DN, Xu Y. Aberrant regional homogeneity in 
Parkinson’s disease: A voxel-wise meta-analysis of resting-state functional magnetic resonance 
imaging studies. Neurosci. Biobehav. Rev. Elsevier Ltd; 2017. p. 223–31.  
143. Zhu DC, Covassin T, Nogle S, Doyle S, Russell D, Pearson RL, et al. A potential biomarker 
in sports-related concussion: Brain functional connectivity alteration of the default-mode 
network measured with longitudinal resting-state fMRI over thirty days. J Neurotrauma. Mary 
Ann Liebert Inc.; 2015;32:327–41.  
144. Militana AR, Donahue MJ, Sills AK, Solomon GS, Gregory AJ, Strother MK, et al. 
Alterations in default-mode network connectivity may be influenced by cerebrovascular changes 
within 1 week of sports related concussion in college varsity athletes: a pilot study. Brain 
Imaging Behav. Springer New York LLC; 2016;10:559–68.  
145. Dunkley BT, Urban K, Da Costa L, Wong SM, Pang EW, Taylor MJ. Default mode 
network oscillatory coupling is increased following concussion. Front Neurol. Frontiers Media 
S.A.; 2018;9.  
146. Orr CA, Albaugh MD, Watts R, Garavan H, Andrews T, Nickerson JP, et al. Original 
Articles Neuroimaging Biomarkers of a History of Concussion Observed in Asymptomatic 
Young Athletes. liebertpub.com. Mary Ann Liebert Inc.; 2016;33:803–10.  
147. Bonnelle V, Ham TE, Leech R, Kinnunen KM, Mehta MA, Greenwood RJ, et al. Salience 
network integrity predicts default mode network function after traumatic brain injury. Proc Natl 
Acad Sci U S A. National Academy of Sciences; 2012;109:4690–5.  
148. Bonnelle V, Leech R, Kinnunen KM, Ham TE, Beckmann CF, de Boissezon X, et al. 
Default mode network connectivity predicts sustained attention deficits after traumatic brain 
 63 
injury. J Neurosci. Society for Neuroscience; 2011;31:13442–51.  
149. Sharp D, Scott G, Neurology RL-NR, 2014  undefined. Network dysfunction after traumatic 
brain injury. nature.com.  
150. Sharp D, Beckmann C, Greenwood R, Brain KK-, 2011  undefined. Default mode network 
functional and structural connectivity after traumatic brain injury. academic.oup.com.  
151. Zhou Y, Milham MP, Lui YW, Miles L, Reaume J, Sodickson DK, et al. Default-mode 
network disruption in mild traumatic brain injury. Radiology. 2012;265:882–92.  
152. Eckner JT, Kutcher JS, Richardson JK. Pilot evaluation of a novel clinical test of reaction 
time in National Collegiate Athletic Association Division i football players. J Athl Train. 
National Athletic Trainers’ Association Inc.; 2010;45:327–32.  
153. Tarazi A, Tator CH, Wennberg R, Ebraheem A, Green REA, Collela B, et al. Motor 
Function in Former Professional Football Players with History of Multiple Concussions. J 
Neurotrauma. Mary Ann Liebert Inc.; 2018;35:1003–7.  
154. Ellemberg D, Henry LC, Macciocchi SN, Guskiewicz KM, Broglio SP. Advances in sport 
concussion assessment: from behavioral to brain imaging measures. J. Neurotrauma.  Mary Ann 
Liebert, Inc.  140 Huguenot Street, 3rd Floor New Rochelle, NY 10801 USA  ; 2009. p. 2365–
82.  
155. Martini DN, Broglio SP. Long-term effects of sport concussion on cognitive and motor 
performance: A review. Int J Psychophysiol. Elsevier B.V.; 2018;132:25–30.  
156. Dessy AM, Yuk FJ, Maniya AY, Gometz A, Rasouli JJ, Lovell MR, et al. Review of 
Assessment Scales for Diagnosing and Monitoring Sports-related Concussion. Cureus. Cureus, 
Inc.; 2017;9.  
157. Bigler ED. Neuroimaging biomarkers in mild traumatic brain injury (mTBI). Neuropsychol. 
 64 
Rev. Springer; 2013. p. 169–209.  
158. Papa L, Edwards D, Ramia M. Exploring Serum Biomarkers for Mild Traumatic Brain 
Injury. Brain Neurotrauma Mol. Neuropsychol. Rehabil. Asp. CRC Press/Taylor & Francis; 
2015.  
159. Nestler EJ, Hyman SE. Animal models of neuropsychiatric disorders. Nat Publ Gr. 2010;  
160. Tordjman S, Drapier D, Bonnot O, Graignic R, Fortes S, Cohen D, et al. Animal models 
relevant to schizophrenia and autism: Validity and limitations. Behav. Genet. Springer; 2007. p. 
61–78.  
161. Hyman SE. Back to basics: Luring industry back into neuroscience. Nat. Neurosci. Nature 
Publishing Group; 2016. p. 1383–4.  
162. Hyman SE. Revolution stalled. Sci. Transl. Med. American Association for the 
Advancement of Science; 2012. p. 155cm11-155cm11.  
163. Hyman SE. Revitalizing psychiatric therapeutics. Neuropsychopharmacology. Nature 
Publishing Group; 2014. p. 220–9.  
164. Markou A, Chiamulera C, Geyer MA, Tricklebank M, Steckler T. Removing obstacles in 
neuroscience drug discovery: The future path for animal models. Neuropsychopharmacology. 
Nature Publishing Group; 2009. p. 74–89.  
165. Ahmed SH. Validation crisis in animal models of drug addiction: Beyond non-disordered 
drug use toward drug addiction. Neurosci. Biobehav. Rev. Pergamon; 2010. p. 172–84.  
166. Cristofori L, Tavazzi B, Gambin R, Vagnozzi R, Vivenza C, Amorini AM, et al. Early onset 
of lipid peroxidation after human traumatic brain injury: A fatal limitation for the free radical 
scavenger pharmacological therapy? J Investig Med. BMJ Publishing Group; 2001;49:450–8.  
 
