Abstract: In this paper we explore theoretically and numerically the application of the advection transport algorithm introduced by Smolarkiewicz to the one dimensional unsteady advection diffusion equation. The scheme consists of a sequence of upwind iterations, where the initial iteration is the first order accurate upwind scheme, while the subsequent iterations are designed to compensate for the truncation error of preceding step. Two versions of the method are discussed. One, the classical version of the method, regards the second order terms of the truncation error and the other considers additionally the third order terms. Stability and convergence are discussed and the theoretical considerations are illustrated through numerical tests. The numerical tests will also indicate in which situations is advantageous to use the numerical methods presented.
Introduction
In numerical modeling of physical phenomena it is often necessary to solve the advective transport equation for positive definite scalar functions, that is, we may wish to require that a non-negative variable remains non-negative under advection. In many hydrodynamical systems, such as in the presence of turbulent diffusion, dealing with a shock or discontinuity is not as important as maintaining the positive definiteness of the evaluated scalar quantity. Also in some numerical simulation of fluids sign-preserving advection is often a necessary prerequisite of solution realizability [1] , [2] . Numerical schemes of second or higher order accuracy can produce negative values in the solution due to the dispersive ripples. Lower-order schemes or higher-order schemes with zeroth-order diffusion added produce no ripples but suffer from excessive implicit diffusion.
Multidimensional positive definite advection transport algorithm (Mpdata) was proposed in the early eighties as a simple positive-definite advection scheme for evaluating the advection of water substance constituents in atmospheric cloud models [3] and further generalisations were presented in [4] , [5] . Nowadays Mpdata has been used in different contexts and some review 2 E. SOUSA papers have been written about this method, see for instance, [6] , [7] . Several applications and comparison with other methods can be found in literature, for instance in [8] , [9] , [10] , [11] .
Technically, Mpdata consists of a sequence of upwind iterations, where the initial iteration is the first order accurate upwind scheme, and the subsequent iterations use a pseudo-velocity constructed from the leading truncation error of the preceding iteration. Thus the scheme itself, refines the first-order to an high-order according to which terms of the leading truncation error we choose to construct the pseudo-velocities. In comparison to the TVD (total variation diminishing) schemes [12] and ENO (essentially non-oscillatory) schemes [13] the general iterative principle of the algorithm seems to be simple and can be easily developed from the Taylor series expansion applied to the classical upstream scheme. This type of schemes are particularly important for an advection problem but also for an advection-diffusion problem [14] , [15] , [16] where a major objective can be to inhibit or prevent oscillations.
In this paper we study two versions of the Mpdata, the classical Mpdata [3] and the so called third-order Mpdata [17] when applied to the one dimensional unsteady advection-diffusion equation. For the classical Mpdata the pseudo-velocities of the iterations are constructed from the second order leading truncation error and the third-order Mpdata consists of continuing the truncation error to identify the third-order error and then to build the pseudo-velocities with the additional terms. One of the purposes of the paper is to provide indicators of the situations we shall use the methods.
The paper is organized as follow. We start in the next section with a very brief review of the classical Mpdata method [3] and the third order Mpdata [17] . In the third section we describe its application to the advection diffusion equation. A stability region depending on the Courant number and the mesh Fourier number is displayed. We analyse the order of accuracy of the schemes and conclude that although for pure advection the thirdorder Mpdata reaches third-order, for an advection-diffusion problem for the majority of cases, it only reaches second-order. Nevertheless the amplitude of the error diminishes considerably and it is always smaller than the amplitude of the error of the classical Mpdata scheme. In the end we present some test problems. We comment the accuracy of the methods that depends on the Peclet number showing that both schemes present a less good performance for large mesh Peclet numbers. 
The classical sign-preserving numerical method
The classical method was done for the advection equation. Consider the equation
(1) Let Ψ n i be the numerical approximation of the solution of (1) defined in (x i , t n ), where t n = n∆t, x i = i∆x, and ∆x is the space step and ∆t is the time step.
The classical first order upstream scheme can be written in the form
where F is such that
and
. For u constant a sufficient and necessary condition for stability is
For u not constant this is the CFL condition which is a necessary condition for stability. Let u be constant and ψ ≥ 0. The truncation error for (2) is given by
where ν = u∆t/∆x is the Courant number. The truncation analysis shows that (2) more accurately approximates the advection-diffusion equation
where
From (6) it can be seen that when ∆t and ∆x goes to zero (6) approaches (1), but during a realistic computational process the scheme in (2) with finite ∆x and ∆t approximates more accurately an advection transport equation with additional diffusive terms rather than the original equation (1).
E. SOUSA
On the other hand, these implicit diffusion terms are important for the stability of the scheme and must not be explicitly subtracted from the scheme. An intuitively approach is to make the advection step using equation (2) and then reverse the effect of the diffusion equation
in the next corrective step. Let
for ψ > 0 and v
= 0 for ψ = 0. Therefore, we have the pseudo-velocity v (1) given by
The superscript (1) shows that it is the first approximation to subtract the error.
Note that we can write (7) as
and therefore the anti-diffusive velocities or pseudo-velocities are v (1) . In the approximation of (11) by (2) the factor in the numerator of v (1) defined in (10) will be represented using an upstream value, whereas the factor in the denominator will be approximated using a centered value. In this way, a nonlinearity is introduced and a higher-order approximation is found that still preserves positivity. Let Ψ (1) be the approximation given by the first iteration, which is determined using the right hand side of (2). For
∂ψ ∂x a first-order accurate estimate is
Sometimes, it is necessary to introduce a small value ǫ, e.g. ǫ = 10
i = 0. The corrective step is suggested in the form
which estimates Ψ n+1 to the second order while preserving the sign of Ψ and Ψ (1) . Mpdata works in the following way: 1 -First we compute (2) to obtain Ψ (1) i . 2 -Secondly, we calculate the pseudo-velocity ν (1) i using (12). 3 -We determine the final value Ψ n+1 i using (13) . We can iterate k = 2, . . . , iter times so that (14) before calculate the final value Ψ n+1 i and where
Theoretically iter can be any value, but as can be concluded from the performed tests, using iter > 3 only negligibly improves the accuracy of the solution, while increasing the computational costs of the scheme.
A third-order Mpdata method, presented in [17] , which takes in consideration the third-order terms of the truncation error (5), consists in considering the pseudo-velocities as
and therefore
In this case we consider the recursive ν
given by
The factor in the denominator of the second term of ν (k) i will be approximated by 4
in order to preserve the stability of the scheme, that is, to verify the CFL condition |ν
3. Simulation of the advection-diffusion equation 3 .1. The numerical method. Consider the equation
where D > 0 is the diffusion coefficient. We can write ∂ψ ∂t
for v = u + ω where ω = − (Dψ) x ψ , ψ = 0 0, ψ = 0. Therefore we can simulate this equation using the advection equation (1) . The first order upstream scheme can be written as
where F is defined in (3) and α i = v i ∆t/∆x for v i = u i−1/2 + ω i−1/2 with
.
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The discretisation of α = v∆t/∆x = (u + ω)∆t/∆x is given by
with
where µ is called the mesh Fourier number. The scheme is nonlinear even in the case of a uniform velocity field.
The implementation of the classical Mpdata method consists of first computing Ψ
(1)
(21) The pseudo-velocities are given by
and the discretised α i , are computed by
We can then iterate k times, k = 2, . . . , iter,
before computing the final value Ψ n+1 i and where
Finally we get
The third-order Mpdata method consists in considering the pseudo-velocities as
In this case we consider the recursive α
. (25) The matricial form of the schemes can be described as follows: first we calculate
where A is the iteration matrix coming out of the scheme (2) 
. . . . . .
denotes the matrix iteration at k iteration and Ψ
are given by
. . .
→ I and to iterate is not relevant anymore. It is seen experimentally that after three iterations α (k) i becomes very small. Also when ∆x is very small the iterative process is less effective for more iterations.
3.2. Convergence and stability.
3.2.1. Convergence. For k = 1 the scheme is consistent. For k > 1 the corrective iterations in equation (22) do not affect the solution of the first iteration since from (24) it is easy to verify that when ∆t, ∆x → 0 then α (k) i → 0 for all k. The latter implies that (22) for k > 1 converges to ∂ψ ∂t = 0, which means the scheme is consistent.
The algorithm order of accuracy can be determined by estimating the truncation error. It can be shown and confirmed by the results of tests that the schemes, are at least second order accurate as we shall discuss in this section. We start by analising the classical Mpdata scheme.
Assuming v is computed exactly, v = u + ω, let ψ (1) be the approximation given by the first iteration of the scheme. It can be written in the form
)/2 and α = v∆t/∆x. The second iteration of the scheme is given by
We have
Similarly the k-iteration is given by
We obtain the integral of order (∆x 3 /∆t)∆t,
We notice that the corrective step compensates the small diffusive term from the previous corrective step, that is, the idea behind each iteration is to cancel the term ∆x
with the new term at the k iteration
We also observe that increasing the number of iterations does not necessarily increases the order of accuracy of the scheme even if diminishes considerably the magnitude of the error. In the end of all iterations we have,
and since the second term integral is of order (∆x
If ∆t = c∆x we expect the method to be of second order since we have
Therefore, we expect the method to start with first order and then with the iterations we expect to reach at least second order.
For the third order Mpdata, we can do a similar study. Let ψ (1) be the approximation given by the first iteration of the scheme. It can be written in the form
3 )/6 and α = v∆t/∆x. The second iteration of the scheme is given by
We get
Therefore, the k-iteration is given by
We can write,
Similarly to the classical Mpdata, the corrective step for the third-order Mpdata compensates the small terms from the previous corrective step, that is, each iteration k pretends to cancel the terms
with the new terms at the k iteration, respectively
Taking in consideration the previous equalities we have
α ψ
Finally,
For this method to have a superior order to the classical Mpdata method the following terms that seem to be of second order
should reach third order. If we sum these terms we have
for
and for (37), to reach third order we must have
and we have that K
), for k ≥ 2. Therefore, computing the derivative of (32) and substituting in (38) we have
We can write
From this results we can say that the third-order Mpdata does not necessarily increases the order of accuracy to third-order but diminishes the magnitude of the error.
The analysis of this section indicates that the classical Mpdata is of secondorder and that the third-order Mpdata is not necessarily of third-order. For both schemes and for k ≥ 3, as we shall see in the next section, the error does not diminish considerably between iterations. This happens because K 
3.2.2.
Stability. The stability of the first step controls the stability of the subsequent iterations for both schemes, the classical Mpdata scheme and the third-order Mpdata scheme.
Let us assume we have a uniform velocity field u. Then and if ν + 2µ ≤ 1 we have |ν − 2µξ i | ≤ 1. We plot this region and a experimental stability region in Figure 1 , where we display the Courant number, ν, versus the Fourier number, µ. The experimental stability region was computed by running calculations for different values of ν and µ. given by
Therefore, |α
and the stability of the first step controls the stability of the full algorithm with various iterations. For the third order Mpdata from (25), the α
and |α
(2α
are in general satisfied.
Test Problems
In this section we consider some numerical experiments in order to further compare the schemes discussed above and its different iterations. We first start to solve the one dimensional linear advection equation with velocity u and periodic boundary conditions on the domain 0 ≤ x ≤ 1 and secondly we solve the same problem for the advection-diffusion equation.
4.1.
Test problem for D = 0. Consider the advection problem defined on the domain 0 ≤ x ≤ 1 with initial condition
The exact solution is of the form
For our tests we assume L = 0.02 and in Figure 2 we display the initial solution and the exact solution at t = 0.3.
Consider the vectors ψ x = (ψ(x, t 1 ), . . . , ψ(x, t n )) where ψ is the exact solution and Ψ x = (Ψ (x, t 1 ) , . . . , Ψ(x, t n )), where Ψ is the approximated solution. The error is defined by
where || · || ∞ is the l ∞ norm. In Figures 3 and 4 we plot the error versus the mesh size, ∆x, for u = 0.5 and u = 0.75 respectively. We observe that until two iterations we have considerable improvements in what concern the accuracy of the method. For k = 3 we have improvements only in some situations. One of those situations is illustrated in Figure 4(b) . Onwards the improvements become meaningless. Therefore, for both methods is not worth to go further than three iterations, that is, k = 3. To further illustrate this point, in Figure 5 we plot the error versus the k iterations for a fixed space step, namely ∆x = 0.002. It is clear that for k > 3 there are no significant changes for the error values.
In Table 1 to Table 4 we show the order of accuracy of the classical Mpdata and the third-order Mpdata for ∆t = ∆x and u = 0.1, u = 0.25, u = 0.5 and u = 0.75. We consider five iterations. We observe that the classical Mpdata is usually of second order and the third-order Mpdata is of third-order for k ≥ 2.
Theoretically as we have discussed in the previous section the third-order Mpdata can be only proved to be of second-order. The fact that it reaches third-order can be explained by assuming that the amplitude of the error diminishes in a way that the effect is a third-order convergence. It was also proved, in section 3, that to increase the number of iterations does not necessarily increases the order of accuracy for k > 1 and this is highlighted in Table 1 to Table 4 , where we see that for k ≥ 2 the order of accuracy is the same. at u = 0.1 for the classical Mpdata and the third-order Mpdata.
Method Table 2 . Estimated convergence rate p for error assuming Error ≈ (∆x) p at u = 0.25 for the classical Mpdata and the third-order Mpdata. Method
2.4 Third-order 0.6 1.6 2.5 2.5 2.5 2.5 Table 3 . Estimated convergence rate p for error assuming Error ≈ (∆x) p at u = 0.5 for the classical Mpdata and the third-order Mpdata. Table 4 . Estimated convergence rate p for error assuming Error ≈ (∆x) p at u = 0.75 for the classical Mpdata and the third-order Mpdata.
In Table 3 , for u = 0.5, that is ν = 0.5 since we are considering ∆t = ∆x, the classical Mpdata reaches an order of accuracy similar to the third-order Mpdata scheme. We note that K ν takes its maximum at ν = 0.5 and we have
with B ν = 0 for ν = 0.5. Therefore it is not surprising that for ν = 0.5, the classical Mpdata reaches smaller errors that are similar to the third-order Mpdata. The exact solution of this problem can be obtained from the eigenfunctions of the spatial differential operator which are sines and cosines. Hence, the solution is given by means of a Fourier expansion
Test problem for
We are assuming periodic boundary conditions. In Figure 6 we plot the exact solutions for the five cases we have chosen to run the experiments. In Figure 7 and Figure 8 we plot the error versus the space step for the classical Mpdata and the third-order Mpdata and for different iterations. It is highlighted by these figures that the corrective iteration k = 2 is the most effective. Further increase in iteration number has very little effect. As we refine the mesh the iterative process can be less advantageous. This is illustrated in Figure 7(b) , where for smaller ∆x the error is the same for k = 2 and k = 3, although for large values of ∆x three iterations lead to significant smaller errors.
From Figure 5 of the advection problem and Figure 9 of the advection diffusion problem it can be observed that the effect of increasing the k iterations is similar for the advection equation and the advection-diffusion equation, that is, it is not worth to iterate more than three times. Table 5 to Table 9 show the order of accuracy of the classical Mpdata and the third-order Mpdata. Contrary to what happened in the previous section, for D = 0, we observe the third-order Mpdata in general does not reach third-order. This is consistent with the theoretical analysis we have done in section 3. It was also found that the order of accuracy depends on the values ν, µ, that is, on the Peclet number,
For large Peclet numbers the methods seem not to perform well as shown in Table 7 . To iterate for this case does not improve the order of accuracy and does not diminish the error significantly. Both methods seem to have second order accuracy although for some cases the third-order Mpdata seems of higher order as highlighted in Table 10 .
0.9 1.9 1.9 1.9 1.9 1.9 Third-order 0.9 1.9 2.0 1.9 1.8 1.8 Table 5 . Estimated convergence rate p for error assuming Error ≈ (∆x) p for u = 0.5, D = 0.01, t = 0.3, ν = 0.001, Pe = 50∆x Table 10 . Error results for u = 0.5, D = 0.001. For some intervals of the space step the order of convergence of the third-order Mpdata can be around three although in general is around second order.
The purpose of Table 10 is to illustrate that for some intervals of ∆x the order of accuracy of the third-order Mpdata can be around third-order. In Table 10 we present the error values for a certain interval of ∆x where the third-order scheme reaches order 3.5 if we assume k = 3. This feature is also visible in Figure 7 (b). This order of accuracy seems to be the result of the diminishing amplitude of the error as we already pointed out previously since theoretically it is only proved that the method is second order as it happens in general. Figure 10 shows the error versus the space step for two iterations, that is, k = 2. We display in Figure 10 (a) an example of the classical Mpdata and the third-order Mpdata which order of accuracy is the same, although the error is smaller for the third-order Mpdata. Figure 10 (b) shows an example where the third-order Mpdata is of higher order.
Finally we would like to illustrate in Figure 11 one of the important advantages of using these schemes which is the fact that they do not present oscillations. It is also visible in this figure that for k = 2 we have a good approximated solution.
Final Remarks
In this paper we present results for the classical Mpdata and the third-order Mpdata schemes applied to the one dimensional unsteady advection-diffusion equation. The order of convergence of both methods in general increases for one and two iterations but usually does not increase for more than two iterations, although the magnitude of the error can diminish. We can say that after the third iteration there are no significant improvement for both schemes and the best choice seems to be two iterations. Furthermore, the third order Mpdata is not, in some situations, of a higher order, although the magnitude of the error is still smaller than the magnitude of the error of the classical Mpdata method. Additionally, both schemes perform better for small Peclet numbers.
Considering advantages for using these methods in comparison with other methods in literature, we can point out that these methods are easy to implement and for a small number of iterations, namely two iterations, the schemes reach a good order of accuracy and the error seems to diminish considerably. In problems where we need to deal with boundary conditions, the fact that the scheme only uses three discrete points can be very helpful since it avoid the need of implementing numerical boundary conditions and its disadvantages, see for instance, [18] . In situations where is fundamental to avoid oscillations, this seems to be very adequate, specially if we are interested in problems with small Peclet numbers. Table 6 . Table 5 . 
