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О ЛИНГВОСТАТИСГИЧЕСКОЙ ОПТИМИЗАЦИИ ОБУЧЕНИЯ ЧТЕНИЮ 
НА ИНОСТРАННОМ H3UKE В УСЛОВИЯХ ПРЕЕМСТВЕННОСТИ 
МЕВДУ ШКОЛОЙ И НЕЯЗЫКОВЫМ ВУЗОМ
Известно, что,для того чтобы рационально организовать • 
обучение и самообучение иностранному языку, необходимо четко 
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задать коммуникативную цель и условия ее реализации. В неязыковом 
вузе на первое место выдвигается обучение самостоятельному чте­
нию научно-популярной и оригинальной литературы с целью извле­
чения из текста полезной информации. При ограниченной сетке 
часов этот вид коммуникативной деятельности на иностранном языке 
наиболее доступен, а при наличии элементарных навыков устного 
общения чтение может послужить достаточно эффективным средством 
их дальнейшего укрепления и развития.
’ Понятие оптимальности обучающего процесса будет иметь 
смысл, если выбран определенный критерий как некоторая "цена". 
При прочих равных условиях оптимальным методическим решением 
будет такое, которое обеспечивает наименьший расход учебного 
времени (минимальная "цена") и в то же время достаточное для 
достижения поставленной цели - превращения знаний отдельных 
лексико-грамматических явлений в некоторую систолу, которая 
может рассматриваться в качестве минимально допустимого уровня 
владения иностранным языкам. Этот уровень определяется как обес­
печивающий прием, понимание и воспроизведение (в виде перевода, 
пересказа, краткого изложения) информации, содержащейся в тексте 
на данном языке. В рецептивном аспекте при чтении уровень ком­
муникативной достаточности допускает замедленный темп дешифровки 
и позволяет обращаться к словарю. В то же время этот уровень 
предусматривает полное или почти полное понимание сообщений на 
основе заданного минимума знаков и структур. При этом темп де­
шифровки не должен быть ниже некоторой эмпирически установленной 
норны, она в практике преподавания иностранных языков определяется 
объемом материала, который должен быть прочитан за единицу времени. 
Именно такая норма выступает, с одной стороны, в качестве одного 
из основных критериев оценки усвоенности иностранного языка 
обучающимся, а с другой - в качестве косвенной оценки эффективности 
обучающего процесса в целом. Следует подчеркнуть, что минимально 
допустимый уровень владения иностранным языком и соответственно 
учебные нормы и минимумы устанавливаются на основе опыта и интуи­
ции преподавателя и варьируются в самом широком диапазоне не 
только в различных учебных заведениях, но и в вузах одного и 
того же профиля. Дело в том, что адекватных и научно обоснован­
ных программ пока еще нет для обучения хотя бы одному языку, 
а существующие программы, цели и задачи которых сформулированы 
в самых общих словах, получают конкретизацию в учебных планах 
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отдельных кафедр в соответствии со сложившейся практикой и тра­
дицией. Такое положение в какой-то степени объясняется тем, что 
"чистая" лингвистика и психолингвистика оказались не в состоянии 
снабдить методику преподавания языков качественными данными, 
которые были бы необходимы и достаточны для создания рациональ­
ных рабочих программ и удовлетворяли бы потребности обучения 
студентов различных специальностей.
Некоторые новые пути и возможности для решения кардиналь­
ных методических проблем в преподавании иностранных языков от­
крываются на основе данных современной статистической лингвистики, 
в рамках которой уже сложился целый лингвоматематический подход 
к построению учебных программ и оптимизации метсдов обучения 
[2;3]. Имеется удачный опыт преподавания языка с дифференциацией 
языковых элементов по частоте их употребления в речи [4; 6; 8; ], 
созданы многочисленные частотные словари-минимумы (наиболее пол­
ный список их см. в [I] ), изданы и на практике применяются 
учебники и учебные пособия по английском!’ языку на основе частот­
ного курса [ 5;7] . Вместе с этим следует отметить и тот факт, 
что теория и практика лингвостатистической оптимизации обуче­
ния языкам пока еще не получили должного внимания и оценки со 
стороны методистов. Более того, эти результаты нередко сталкиваются 
со скептическим отношением, либо априорно отрицаются вообще.
Это, вероятно, можно объяснить традиционным неприятием филологами 
математики и математического моделирования из-за кажущейся 
сложности вычислительных процедур. С другой стороны, лингвостатис­
тическая методология пока еще не дала однозначного и обоснован­
ного ответа на вопрос, как конкретно осуществить переход от 
частотного словаря к отдельному тексту и совокупности взаимо­
связанных учебных текстов и как строить такую совокупность. 
Именно здесь совместные усилия частотников и методистов могут 
оказаться наиболее плодотворными. Сама же по себе лингвоста­
тистическая методология не претендует на то, чтобы полностью 
решить вечные проблемы "что, как, где, когда". Она прежде всего 
является более четким, однозначным и верифицируемым способом 
Рассуждений, сравнений и выводов. Что же касается математичес­
ких трудностей, то они явно преувеличены, так как из всего 
вероятностно-статистического арсенала методисту достаточно знать 
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несколько простейших вычислительных процедур, чтобы с их по­
мощью под одним и тем же углом зрения оценивать и соотносить 
учебный материал словаря и текстов, равномерность и последова­
тельность введения нового лексического материала, а также со­
поставимо соотносить данные своих исследований с материалами 
других авторов.
■ В данной статье все последующие рассуждения будут прово­
диться на основе двух простейших по форме лингвостатистических 
зависимостей - закон Ципфа, который имеет обобщенную и дифферен­
цированную формы выражения соответственно:
(I)
(2)
а также на основе функции "текст-словарь" вида
(3)
Так как функции"текст-словарь" и "словарь-текст" являются об­
ратимыми, они далее не различаются. Здесь Р - частота употреб­
ления слова, ь - его ранг в частотном словаре, \/ - объем это­
го словаря в тексте или совокупности текстов объемом V словоупот­
реблений (с/у), остальные знаки в формулах - эмпирические по­
стоянные, которые вычисляются на основе количественных дан­
ных опытной выборки текстов.
На основе выражения (3) можно легко определить, каков бу­
дет объем словаря V , если, например, увеличить или уменьшить 
в п раз текст или совокупность текстов объемом /И с/у, а с помощью 
выражений (I) и (2) - как распределятся по частотам и рангам слова 
в этом словаре соответственно в высокочастотной зоне и во всем 
эмпирическом частотном ряду. Уже на основе приведенных выше 
трех лингвостатистических зависимостей можно сделать целый ряд 
существенных умозаключений, имеющих самое непосредственное от­
ношение к решению многих методических вопросов. Обладая просто­
той и максимальной обобщенностью математического выражения, закон 
Ципфа и функция "текст-словарь" заключают в своей структуре ос­
новные идейные и логические установки статистической лингвисти­
ки, которые можно интерпретировать в терминах и понятиях мето­
дики преподавания. Из (3) следует потенциальная бесконечность 
объема словаря при неограниченном увеличении объема выборки
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текстов, но эта бесконечность не имеет абсолютного и ничем не 
ограниченного характера. Она всегда лимитирована вполне опре­
деленным и закономерным соотношением величин И и /I/, и это 
ограничивающее условие количественно измеряется величиной оС. 
Ни один носитель языка не хранит в своей памяти и не использует 
в коммуникации всех или даже значительной доли рекуррентных 
знаков и моделей, имеющихся в конкретном языке. Этому условию 
соответствует конечность и специфическая ограниченность объема 
словаря V в заданном объеме текста или текстов V с/у.
Из (I) и (2) еле,дует, что в частотном списке слова дан­
ной выборочной совокупности расположатся вполне определенным 
образом, начиная со слова с максимальной частотой Рта*  и мини­
мальным рангом, равным I, с последовательным переходом к слову с 
минимальной частотой, равной I, и максимальным рангом Стах , 
равным по величине объему словника выборки текстов. Такая особен­
ность поведения элементов лексико-семантической системы объясня­
ется прежде всего целостностью и единообразием тезаурусов и грам­
матики отдельных носителей языка.
Полноценное усвоение требует рационального распределения 
и достаточной повторяемости учебных единиц (принцип "семь плюс 
минус два" повтора в обучающем процессе). Выполнение этого ус­
ловия можно эффективно контролировать с помощью модели (I), так 
как она позволяет легко и однозначно определить то множество 
слов, которые имеют частоту употребления менее 7 и которое ло­
гично рассматривать в качестве так называемого пассивного учеб­
ного материала. Вместе с тем, для того чтобы повторяемость язы­
ковых элементов повышалась с увеличением объема учебного ма­
териала, модель "требует", чтобы этот материал строился на ос­
нове максимального единообразия и однородности языковых элемен­
тов, которые в своей совокупности должны составлять то, что в 
лингвостатистике обычно определяется как подъязык, или лексико­
семантическое и терминологическое единство. Априорно можно 
утверждать, что для того чтобы такое единство обладало свойством 
целостности и семантической непрерывности, количество "новых" 
элементов, которые могут непосредственно прилегать к некоторому 
исходному лексическому множеству и развивать его в подъязык 
как некоторую систему или ее фрагмент, не может быть неогра­
ниченным и произвольно большим (ср. принцип ограниченности ко­
личества семантических валентных связей отдельного языкового
ЗТ
знака и соответственно некоторого целостного множества таких 
знаков). Это условие заложено в структуру моделей (I) и (2), 
но особенно четко просматривается в модели (3), в которой постоян­
ство параметра может использоваться в качестве индикатора 
однородности и компактности лексико-семантического множества 
учебных материалов и текстов. Попадание в совокупность учеб­
ных текстов такого текста, который является инородным в темати­
ческом и, следовательно, в лексико-семантическом плане, можно 
чисто формально диагносцировать по резкому изменению параметра V .
Рассмотрим на ряде примеров конкретное приложение моде­
лей (I), (2) и (3) при решении некоторых методических вопросов. 
Для этого введем единое графическое представление этих моделей, 
расшифровка параметров которых дана ранее. На рисунке совмещены 
два графика: верхняя половина - распределение по закону Ципфа. 
Здесь частоты и ранги с представлены в логарифмических 
координатах, прямая I - аппроксимация с помощью модели (I), кривая 
2 - аппроксимация эмпирического ряда с помощью модели (2). Нижняя 
половина - это график функции "текст-словарь". Связующей обоих 
графиков и своеобразной единицей масштаба здесь служит точка 
так как величина объема словаря У равна максимальному 
рангу £ слова в выборке объемом Л/. Кривые 1,П, Ш - различные 
случаи проявления функции "текст-словарь".
Рис; Графическое представление зависимостей I, П, Ш
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Лингвостатистическая практика показывает, что стандартный 
частотный словарь конкретного английского подъязыка, составлен­
ный на основе выборки текстов общей длиной в 200 тыс. словоупот­
реблений, содержит от 9 до 16 тыс. разных словоформ, которые 
далее будем называть просто словами. Скруглим для простоты рас- 
суждений объем словаря до 12 тыс.,т.е. зададим V * 12. Тогда под- 
ставивЛ^ 200 и 1/ ~ 12 в модель (3), находимX - 1,38. Примерно 
эту же величину для< мы получили бы, если произвели бы соответст­
вующие вычисления уже после первых, например, 10 или 15 страниц 
текстов этой же выборки. Очевидно, что определив таким образом 
значение параметра сб для данного подъязыка, можно легко вычислить, 
сколько появится слов в выборке объемом и 50, и 100, и 400 тыс. с/у. 
Здесь речь идет пока о неадаптированных текстах.
Школьная программа по иностранным языкам в идеале предус­
матривает усвоение примерно 2 тыс. слов, в том числе I тыс.ак­
тивно, которые изучаются на основе учебных адаптированных текстов 
объемом около 200 тыс. с/у. Следовательно, об здесь равняется 
50, а на графике кривая функции "текст-словарь" II более крутая 
по сравнению с кривой I неадаптированных текстов, так как учеб­
ный словарь отличается максимальной компактностью. Соотнося па­
раметры оСI иХд в неадаптированных и адаптированных текстах, 
мы получаем коэффициент адаптации. В нашем случае имеем:
А</ = » 36,23.
Этот коэффициент является безразмерной величиной и не зависит 
поэтому от абсолютных величин сравниваемых выборок.
Вузовская программа для неязыковых специальностей ориен­
тирует учебный процесс на усвоение еще 2 тыс. лексических и тер­
минологических единиц, хоторые отрабатываются на общей совокуп­
ности текстов (учебник и различные материалы самостоятельного 
чтения) 150-200 тыс. с/у. Это означает, что параметр и коэф­
фициент адаптации на промежуточных и конечном этапах равны 
соответственно 12,5 и 4. Полученные параметры и коэффициенты по­
зволяют сравнивать школьную и вузовскую программы с точки зрения 
эффективности и оптимальности, под которыми в первом приближении 
будем понимать то, насколько быстро соответствующая программа 
приближает учащегося и студента к конечной цели - научиться раз?, 
говаривать на общие темы, читать газету, научно-популярную и ори- 
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Финальную литературу с минимальным обращением к словарю. Для 
этого будем исходить из того, что необходимо усвоить в общей 
сложности около 10 тыс. лексических единиц, в том числе - 5 тыс. 
активно. При этом будем исходить также из оптимистического пред­
положения, что так называемому среднему учащемуся и студенту дейст­
вительно удается овладеть необходимыми знаниями и навыками об­
ращения с программным учебным минимумом, "Линейная" арифметика 
подсказывает, что достаточно увеличить учебный материал в 5 раз, 
чтобы совершить переход от исходных 2 тыс. до ТО тыс. единиц. 
Но поскольку языковые знаки употребляются в речи и текстах с 
неодинаковой частотой, линейное умножение не дает правильного 
ответа. Модель (3) показывает, что при сохранении школьного 
темпа введения новой лексики для достижения искомых ТО тыс. 
единиц учебный процесс должен опираться на учебные материалы 
и тексты общим объемом не I млн. с/у, что само по себе уже зву­
чит безнадежным, а 5 млн. словоупотреблений:
50 х 10^ « 5.000 тыс. с/у.
Для вузовской учебной программы имеем соответственно:
12,5 х 10*  « 1.250 тыс. с/у.
или, иначе говоря, требуются еще шесть вузовских программ для 
приближения к идеальной цели. Перевод рассуждений на язык учеб­
ных часов не представляет каких-либо трудностей, но и не является 
необходимым, так как не меняет сути дела. В общем же, завершая 
сравнение школьной и вузовской программ по заданным параметрам и 
коэффициентам, можно сделать вполне обоснованный вывод, что ву­
зовская программа при условии ее выполнения по сравнению со школь­
ной в 4 раза более оптимальна (ср. соответствующие параметры - 
50 и 12,5), так как предусматривает более энергичный темп пере­
хода к неадаптированному иноязычному тексту, но и он оказывается 
явно недостаточным. Если сравнивать обе программы по их эффек­
тивности, как конкретно они применяются на практике и в какой 
степени удается добиться программных целей, и если считать, что 
обе программы выполняются только наполовину, что соответствует 
реальному положению вещей, то и тогда сравнение будет в пользу 
вузовского курса в соотношении 4:1. Этому примерно соответствует 
и соотношение учебных часов в вузе и школе.
Если верно вообще утверждение о том, что иностранному 
языку невозможно научить, но можно только научиться, то оно
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тем более верно в условиях неязыкового вуза. Успешность обу­
чающего процесса здесь находится в непосредственной связи 
е рациональной организацией самообучения в форме интенсивного 
й экстенсивного самостоятельного чтения, ориентированного пре­
имущественно на извлечение интересной, полезной и нужной ин­
формации, Именно такая работа в максимальной мере использует 
аффект непроизвольного, запоминания, которое часто остается 
вне поля зрения методистов. Очевидно, что для более быстрого 
и полноценного усвоения языка необходимо много читать на этом 
языке, но чтобы суметь много прочитать, нужно достаточно много 
знать. В практике преподавания и самообучения этот конфликт 
разрешается обращением к словарю и поиском в нем всего неизвест­
ного и слабо усвоенного. Даже по самым скромным подсчетам ока­
зывается, что при прочтении требуемых программой/200 страниц 
различных текстов, в том числе неадаптированных, обучающийся 
столкнется не менее чем с 6-7 тыс. языковых знаков, не входящих 
з словарь-минимум. При этом большинство таких знаков встретится 
от I до 5 раз. Если оптимистически считать, что поиск слова 
в словаре и его выписывание занимает в среднем 30 секунд, а эа 
многими словами приходится обращаться к словарю неоднократно, 
то только эта чисто механическая работа отнимет у обучающегося 
не менее 150-200 учебных часов< или столько же, сколько насчи­
тывает обычный вузовский аудиторный курс. Как следствие этого, 
студент читает намного меньше, чем рационально необходимо и, 
следовательно, усваивает язык слабее, чем предусматривается 
самой скромной программой.
Вероятностно-статистическая специфика лексико-семантической 
структуры языков и подъязыков, которая адекватно описывается 
различными моделями закона Ципфа как закономерной неравномерности 
употребления языковых знаков в речи, императивно диктует общий 
методический принцип обучения языку в целом и чтению в особен­
ности - чтобы обучающий процесс был интенсивным,т.е.с большой пов­
торяемостью элементов, сопоставимой с частотным соотношением 
знаков в языке или подъязыке, он должен быть обязательно экстен­
сивным, или осуществляться на основе разнообразного знакового 
массива. Характер сопряженности (повторяемости) и экстенсив­
ности (знакового разнообразия) фиксируется параметром функции * 
"текст-словарь’’, который должен быть заложен в самой структуре 
обучающей программы и ее этапов, если такая программа претен­
дует на обучение реальному, а не препарированному языку.
Экстенсификация чтения с минимальным обращением за пере 
водом к словарю обусловливает некоторую корректировку структуры 
учебных текстов. В частности, в целях экономии времени учащегося 
и концентрации его внимания на содержании прочитанного перевод 
новых слов следует давать построчно, слова активного минимума, 
вероятно, нужно выделять в тексте подчеркиванием или особым 
шрифтом до тех пор, пока это слово не встретится 7 и более раз 
с указанием страницы, где оно появилось впервые и где имеется 
его перевод. Опыт такого введения лексики имеется в целом ряде 
учебных пособий для начинающих, но фактически никак не используется 
в вузах.
Опыт лингвостатистических исследований различных языков 
и подъязыков убедительно показывает, что без самого тщательного 
отбора знакового и структурного материала немыслимо рациональ­
ное обучение иностранному языку. Решение глобальных методических 
проблем на базе идей и методов современной статистической лин­
гвистики, разумеется, невозможно без анализа и синтеза обучающего 
процесса, его этапов, их последовательности и взаимосвязей с по­
мощью ЭВМ, что является делом недалекого будущего. Но уже теперь 
имеющиеся частотные словари могут послужить в качестве исходной 
базы при решении большого круга методических и дидактических 
вопросов преподавания иностранных языков, повышения оптимальности 
и эффективности обучающего процесса.
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Омский ветеринарный институт 
НЕКОТОРЫЕ 1П0ГИ МОДЕЛИРОВАНИЯ БАЗОВОГО 
ПОДЪЯЗЫКА ВЕТЕРИНАРИИ
Моделирование вероятностного частотного словаря английско­
го и немецкого подъязыков ветеринарии осуществляется на кафедре 
Омского государственного ветеринарного института в разрезе 15 
основных дисциплин (анатомии, гистологии, патанатомии, фармако­
логии, промышленного животноводства, внутренних незаразных бо­
лезней, эпизоотологии, паразитологии, акушерства, ветсанэкспертизы, 
хирургии, звероводства), образующих в совокупности ветеринарную 
науку. Долю каждой дисциплины в общем объеме исследуемого 
текстового материала - 5000 условных страниц определили ее 
"удельный вес", т.е. ее современный уровень развития и актуаль­
ность.
В качестве материала исследования послужили научные статьи по 
соответствующим дисциплинам из американской, английской и не­
мецкой /ГДР, ФРГ/ периодики, взятые за последние десять лет.
В данной работе использовался статистико-вероятностный 
метод моделирования базовых подъязыков [I; 2].
За .единицу учета на лексическом уровне принято слово, 
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