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Abstract
In this work we consider the time evolution of charged Renyi entanglement entropies
after exciting the vacuum with local fermionic operators. In order to explore the infor-
mation contained in charged Renyi entropies, we perform computations of their excess
due to the operator excitation in 2d CFT, free fermionic field theories in various di-
mensions as well as holographically. In the analysis we focus on the dependence on
the entanglement charge, the chemical potential and the spacetime dimension. We find
that excesses of charged (Renyi) entanglement entropy can be interpreted in terms of
charged quasiparticles. Moreover, we show that by appropriately tuning the chemical
potential, charged Renyi entropies can be used to extract entanglement in a certain
charge sector of the excited state.
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1 Introduction and Summary
Measures of entanglement in field theories provide a zooming glass that can detect new
phases of matter or count degrees of freedom out-of equilibrium [1, 2, 3]. Conformal field
theories (CFT) are, on the other hand, perfect testing grounds where one has analytic con-
trol over reduced density matrices what helps to understand the structure of entanglement at
1
criticality [4, 5]. In addition, via holography, CFTs at large central charge are dual to asymp-
totically Anti-de Sitter (AdS) spacetimes [6] where the celebrated Ryu-Takayangi formula
[7] reproduces the von-Neumann entropy.
Particularly useful measures of entanglement are provided by Re´nyi entanglement en-
tropies (REE). For two regions A and B, in state ρ and a factorized Hilbert space H =
HA ⊗HB, one can define them for a reduced density matrix ρA = TrHBρ as
S
(n)
A =
1
1− n log TrAρ
n
A (1.1)
where the integer power n ≥ 2. From the family of all the REE we can extract the spectrum
of the reduced density matrix but entropies for fixed n are also interesting on their own,
like e.g. purity for n = 2 that might be turned into experimentally measurable quantities
[8]. Finally, analytically continuing to non-integer n and taking n→ 1 yields the celebrated
von-Neumann entropy.
Based on the local quench protocol in CFTs [9, 10], it was demonstrated [11] that REEs
are very useful in exploring entanglement also in excited states. More precisely, in a class
of excited states obtained by acting with local operators on the CFT vacuum, the real time
evolution of the change (with respect to the vacuum) in Re´nyi entanglement entropies ∆S
(n)
A
can be used to characterize the operators from the perspective of quantum entanglement.
An extensive study of ∆S
(n)
A in free field theories as well as minimal models shows that REEs
approach to a constant that can be interpreted in terms of the quasi-particle picture [12, 13].
On the other hand, in the limit of large central charge the entropies grow logarithmically
with time in a universal fashion [14]. Some further results were obtained and extensively
discussed in [15, 16].
In quantum field theories, the presence of global conserved charges provides us with
more parameters to tune when probing the system. It is then desirable to have appropriate
quantum information measures sensitive to these charges in the entangled state. In fact,
such charged Re´nyi entanglement entropy (CREE) was proposed in [17]. It is defined as
follows. If a theory has a global symmetry, a charge Q can be defined. Subsequently, an
entanglement charge localized in the subsystem A is denoted as QA. On general grounds, a
modular Hamiltonian Hmod can be associated with the reduced density matrix as
ρA = e
−2πHmod (1.2)
Now, by taking the entanglement charge QA into account, similarly to the grand canonical
ensemble, a CREE is defined with respect to the charged reduced density matrix
ρcA =
e−2πHmod+αQA
TrAe−2πHmod+αQA
, (1.3)
as the (integer) n-th Re´nyi entropy of ρcA
S
(n),c
A =
1
1− n log TrA (ρ
c
A)
n. (1.4)
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Analogously to the (uncharged) Re´nyis, we can continue to the (charged) von-Neumann limit.
So far, CREEs have only been studied in the CFT ground states [18, 19] and we are
only beginning to explore their properties and useful informations that they are sensitive to.
To push this program further, in this work we will perform various computations, in CFTs
in two and higher (even) dimensions as well as holography, on how CREEs evolve in time
after local fermionic operator excitations. Before that, we first briefly review our setup and
summarize the results below.
Our setup
We consider excited states obtained by acting on the vacuum with local operators in free
massless fermionic CFT in D dimensional flat spacetime with Lorentzian signature. We
choose half of the total space at (t = 0, x1 ≥ 0) as the subsystem A and insert the local
operator at distance l from A at time t = −t (see Figure 1). The pure excited state is then
defined as
|Ψ〉 = NO(−t,−l,x) |0〉 , (1.5)
where N is the normalization constant such that the total density matrix ρ = |Ψ〉 〈Ψ| has a
unit norm Tr(ρ) = 1 and x = (x2, · · · , xD−1) denotes the spatial coordinates perpendicular
to the x1. Tracing out the degrees of freedom in B (the complement of A) we obtain the
Figure 1: The location of local operator.
reduced density matrix ρA = TrBρ of the sub-region A.
Using the replica trick, we can compute the change (with respect to the vacuum) in the
Re´nyi as well as the charged Re´nyi entanglement entropies of A due to the local operator
excitation. They can be written in terms of the ratio of the 2n-point correlator on n-sheeted
surface Σn with cuts corresponding to A to the n-th power of the two-point function on a
3
single sheet surface Σ1 [15]
∆S
(n),c
A =
1
1− n log
[〈O†(r, θn)O(r2, θn2 ) · · ·O†(r, θ1)O(r2, θ12)〉Σn
〈O†(r, θ1)O(r2, θ12)〉nΣ1
]
, (1.6)
where local operators are inserted periodically as in Figure 2 and θk = θ + 2(k − 1)π, θk2 =
θ2 + 2(k − 1)π and k = 1 ∼ n (k ∈ Z). The difference between the standard Re´nyi entropies
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Figure 2: The n covering space Σn.
and the charged Re´nyi entropies is encoded in the action that computes the expectation
values. Namely for charged Re´nyi entropies the action will be deformed by the appropriate
charges associated with A. In our computations below we will then be interested in how
∆S
(n),c
A depends on the real time as well as the space-time dimension and the charge.
Summary
Let us briefly summarize our computations and main results. Our first important result, is the
determination of the twisted and untwisted fermionic propagators on Σn in even dimensions.
This allowed us to compute the excess in Re´nyi entanglement entropies in even dimensions
and fix the dependence of the algebra of fermionic quasi-particles on the spacetime dimension
(accomplishing the work started in [15]).
Moreover, using 2d CFT, the twisted propagators in four dimensions, the effective quasi
particle description in arbitrary even dimensions as well as holography, we have managed to
compute several examples of the change in CREEs. This important data gives us a lot of
useful information about CREEs, how they evolve and depend on the charges. We were also
able to interpret these results in terms of the charged fermionic quasi-particles that emerge
as an effective, fine grained picture for local excitations as seen by CREEs.
In this work, we especially focus on the dependence of CREEs on the modular chemical
potential α in states excited by simple examples of fermionic e.g. ψ¯ψ and ψ†ψ. We found that
for ψ¯ψ CREEs decrease when the modular chemical potential increases. On the other hand,
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for ψ†ψ they initially increase at certain values of α and after they decrease. In both cases,
increasing the potential, eventually brings CREEs to the value corresponding to a certain
(dominant) charged sector. This property of CREEs is very similar to quantum information
operations that through particular gates can access only a certain type of information from
a quantum state. We believe that these features of CREEs may find important applications
in the study of quantum entanglement in field theories.
We have computed CREEs in free fermions in the adjoint representation of U(N) and
studied in detail the dependence on N , the modular chemical potential α, the spacetime
dimension D and the replica number n. In the large N limit entanglement in the ”singlet
sector” of the excited state seems to be enhanced. On the other hand, the large α CREEs
have access to the internal ”quark” sectors of the quantum state.We have also noticed certain
curious issues with the order of limits. In D 6= 2, after taking the large N limit, the von
Neumann limit (n→ 1) cannot be taken. On the other hand, in D = 2 the limit n→ 1 can
be taken after first taking the large modular chemical potential.
Last but not least, we studied the late time values of ∆S
(n),c
A holographically for n ≥ 2. In
dimensions higher than 3 and in the approximation of the small modular chemical potential
we have fund results consistent with [14] and the logarithmic growth with time but in a
slightly modified way that depends on the charge. In addition, we found that in 3 dimensions
with more analytic control, in a certain setup resembling the CREEs, the change in ∆S
(n),c
A
can approach to a constant at late times.
This paper is organized as follows. We begin section 2, by defining CREE and how to
compute them using the replica trick. We find the relevant propagators that we employ in
section 3 to compute REEs and determine the spacetime dependence of the quasi-particles
that reproduce late time values of REEs in free fermionic theories. In the section 4, we
finally compute and study the evolution and properties of ∆S
(n),c
A in various free fermionic
field theories in even dimensions and holography in section 5. We finish with conclusions
and discussion in section 6 and several relevant details and examples are included in four
appendices.
2 (Charged) Re´nyi entanglement entropies
We start by explaining in detail the definition and how to compute charged (Re´nyi) entan-
glement entropy (CREE) in free fermions using replica trick.
We consider a quantum field theory with global symmetries and corresponding conserved
charges. In the computation of CREEs, we pick a spatial subsystem A and its complement
B in a total pure state excited by the local operator. We ignore the degrees of freedom
in B by tracing them out to obtain the reduced density matrix ρA. QA is then defined as
the (remaining) charge that is contained in the subsystem A. The charged reduced density
5
matrix ρcA is by definition [17]
ρcA =
eαQAρA
TrAeαQAρA
, (2.1)
where α is a modular chemical potential which in general can be real or purely imaginary.
CREEs are defined for an integer n ≥ 2 as REEs for the charged reduced density matrix
S
(n),c
A =
1
1− n log TrA (ρ
c
A)
n
. (2.2)
S
(n),c
A can be computed using the replica trick generalizing [5]. In the path integral formalism,
the effect of the modular chemical potential is captured by a Wilson line which encircles the
entangling surface as in Figure 3. The main quantity that we aim to compute is then the
Figure 3: The location of local operator and Wilson line in the replica space.
excesses of CREE of the subsystem A due to the local fermionic operator
∆S
(n),c
A = S
(n),c
A,EX − S(n),cA,0 , (2.3)
where S
(n),c
A,EX and S
(n),c
A,0 are CREEs of A in the locally excited state and the ground state
respectively.
As explained in the introduction, we study the real time dynamics of the excesses of CREE
in the locally excited excited state. Our state is defined in flat space with Lorentzian sig-
nature and we follow the algorithm from the local quenches [9]. We add e−i2παEQA to the
reduced density matrices where αE is a real number. Namely, we first compute ∆S
(n),c
A by
the replica trick in the Euclidean space. Then, after computing the Green’s function on the
n-sheeted geometry Σn, we perform an analytic continuation to real time and change from
pure imaginary chemical potential −iαE to real chemical potential α, as we will also explain
in more detail later1.
1The results for pure imaginary modular chemical potential are also presented in Appendix C
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Clearly, if we take the chemical potentials to zero, all the above definitions and derivations
for CREE reduce to the standard REE.
2.1 The replica trick
We start with the Euclidean signature and add e−2πiαEQA to the reduced density matrix.
Moreover, we assume that 0 < αE ≤ 12. As a result, in the path integral, we introduce a
Wilson line encircling entangling surface with a constant real gauge field from the imaginary
chemical potential. Then, the action with which we compute CREEs with an imaginary
entanglement chemical potential is given by
S =
∫
drr
∫ 2nπ
0
dθ
∫
dxD−2ψ¯Γµ∇µψ + iαE
∫
drr
∫ 2nπ
0
dθ
∫
dxD−2
ψ¯Γ1ψ
r
, (2.4)
where Γ1 = iγt and the second term is just a convenient rewriting of the (fermionic) charge
QA. In the following it is convenient to use the symmetry under the unitary redefinition
as well as the local Lorentz transformation of the fermionic field. The fermion field can be
rewritten as
ψ(r, θ,x) = e−iαEθψ˜(r, θ,x), (2.5)
what brings the replica action to
S =
∫
drr
∫ 2nπ
0
dθ
∫
dxD−2 ¯˜ψΓµ∇µψ˜. (2.6)
After performing the transformation ψ˜ = e−
Γ0Γ1
2
θψ′ where Γ0 = γ1, the action for ψ′ becomes
S =
∫
drr
∫ 2nπ
0
dθ
∫
dxD−2ψ¯′
[
Γr∂r + Γ
θ ∂θ
r
+ Γx∂x
]
ψ′. (2.7)
where Γs in radial coordinates are given by
Γr = Γ1 sin θ + Γ0 cos θ
Γθ = Γ1 cos θ − Γ0 sin θ. (2.8)
Finally, from this action, the Green’s function for ψ′ can be written as a certain differential
operator acting on a scalar function G
Sab(θ − θ2) = −
〈T ψ′a(r, θ)ψ¯′b(r2, θ2)〉
=
(
Γr∂r +
1
r
Γθ∂θ + Γ
x∂
x
)
ab
G(θ − θ2).
(2.9)
2Once we introduce a modular chemical potential αE(∈ R) to the reduced density matrix, it can be
decomposed into the integer part M ∈ Z and fractional F (0 < F ≤ 1). The boundary condition for
fermions, that are sensitive to this chemical potential term, are only affected by the non-integer part F ,
therefore we neglect M .
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In addition, we impose a boundary condition for fermions as follows
ψ′(r, θ + 2nπ,x) = ei2nπBψ′(r, θ,x), (2.10)
where B is given by
B =
1− n(1− 2αE)
2n
, (2.11)
that in the original fermion corresponds to
ψ(r, θ + 2nπ) = −ψ(r, θ). (2.12)
2.2 Propagators
In this subsection, we compute the Green’s function for ψ′ [20] in 4 dimensions. The function
defined in (2.9) obeys the following equation of motion(
Γr∂r +
1
r
Γθ∂θ + Γ
x∂
x
)
S(θ − θ2) = −δ (θ − θ2) δ (r − r2) δ(x− x2)
r
1, (2.13)
and consequently, G(θ − θ2) is a solution of(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
+
∂2
∂x2
)
G(θ − θ2) = −δ (θ − θ2) δ (r − r2) δ(x− x2)
r
. (2.14)
Both functions satisfy the same boundary conditions
S(r, θ + 2nπ,x) = ei2nπBS(r, θ,x), G(r, θ + 2nπ,x) = ei2nπBG(r, θ,x). (2.15)
We decompose B into an integer and fractional parts
2nπB = 2π(m+ αr), (2.16)
where m ∈ Z and 0 < αr ≤ 13 and the propagators only depend on αr.
Specifying to D = 4, the propagator is given by
G(x, x′) =
ei
αr
n
(θ−θ′) sinh
(
1−αr
n
t0
)
+ ei
αr−1
n
(θ−θ′) sinh
(
αr
n
t0
)
8nπ2rr′ sinh (t0)
(
cosh
(
t0
n
)− cos ( θ−θ′
n
)) , (2.17)
where t0 is defined by
cosh (t0) =
r2 + r′2 + (x− x′)2
2rr′
. (2.18)
The untwisted Green’s functions (αE =
N
n
, N ∈ Z, 0 < N ≤ n)4 reduce to those for REEs.
Then the propagators S are simply obtained by applying the appropriate differential operator
from the definition (2.9).
3Here ar is given by αr =
2nαE−n+1−2m
2
4The boundary conditions for even or odd n correspond to αr =
1
2 or αr = 0 respectively.
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Finally, we perform an analytic continuation of the propagators in the Euclidean space to
the Lorentzian signature. More precisely, the two local operators that appear in the reduced
density matrix ρA are located as in Figure 4. Therefore, the analytic continuation that yields
the time dependent REEs and CREEs is given as follows [11]
τl = ǫ− it,
τe = −ǫ− it,
(2.19)
where in the Lorentzian signature ǫ is a cutoff parameter which regulates the divergence of
the norm 〈Ψ|Ψ〉 of our locally excited state |Ψ〉. The relevant Lorentzian propagators can be
Figure 4: The relation between Lorentzian and Euclidean setup.
found in Appendix A.
In the next section, before computing charged Renyi entropies, we first use the untwisted
propagator to analyze REEs. This will allow us to determine the dependence on the spacetime
of the effective quasi-particle picture that we will later use to obtain CREEs in section 4.
3 ∆S
(n)
A and dependence on spacetime dimension
As explained earlier, authors in [15] pointed out that anti-commutation for entangled particles
depends on the spacetime dimension. In this section, we study it in detail. First we study
∆S
(n)
A for ψa, ψ¯ψ and ψ
†ψ in D = 6, 8 dim. spacetime by using propagators which are listed
up in Appendix A5.
5In even dimension, green functions can be computed analytically. In D = 2, 4 ∆S
(n)
A have been already
computed by the authors in [15].
9
3.1 ∆S
(n)
A for ψa, ψ¯ψ and ψ
†ψ
Here we study ∆S
(n)
A for ψa , ψ¯ψ and ψ
†ψ in 6 and 8 dimensions by using the analytically
continued propagators from Appendix A. After taking ǫ→ 0, we also take the late time limit
(t≫ l). The computations are based on a straightforward application of Wick contractions
so we only present the results for ∆S
(n)
A in Table 1.
O ∆S(n)A in 6 dim. ∆S(n)A in 8 dim.
ψa
1
1−n log
[(
1
4n
) (
2− 3
4
(γ1γt)aa
)n
+
(
1
4n
) (
2 + 3
4
(γ1γt)aa
)n] 1
1−n log
[(
1
2
+ 5
32
(γtγ1)aa
)n
+
(
1
2
− 5
32
(γtγ1)aa
)n]
ψ¯ψ 1
1−n log
[
2
(
1−( 38)
2
4
)n
+ 23
(
( 54)
2
128
)n
+ 23
(
( 114 )
2
128
)n]
1
1−n log
[
2
(
1−( 516)
2
4
)n
+ 24
(
( 1116)
2
64
)n
+ 24
(
( 2116)
2
64
)n]
ψ†ψ 1
1−n log
[
2
(
1+( 38)
2
4
)n
+ 24
(
1−( 38)
2
25
)n]
1
1−n log
[
2
(
1+( 516)
2
4
)n
+ 25
(
1−( 516)
2
26
)n]
Table 1: The list of the late time values of ∆S
(n)
A for |Ψ〉 = NO |0〉 in 6 and 8 dimensions.
Next we would like to interpret these results in terms effective density matrices for
fermionic quasi-particles. We closely follow [15] where this was derived in 2 and 4 dimensions
and we obtain density matrices listed in Table 2.
O ρA in 6 dim. ρA in 8 dim.
ψa
1
2
(
1− 3
8
(γ1γt)aa 0
0 1 + 3
8
(γ1γt)aa
)
1
2
(
1 + 5
16
(γtγ1)aa 0
0 1− 5
16
(γtγ1)aa
)
ψ¯ψ diag
(
1−( 38)
2
4
, p1, p1, p1, p1, p1, p1, p1, p1,
1−( 38)
2
4
)
diag
(
1−( 516)
2
4
, p2, p2, p2, p2, p2, p2, p2, p2,
1−( 516)
2
4
)
where p1 = diag
(
52
211
, 11
2
211
)
where p2 = diag
(
112
26162
, 21
2
26162
, 11
2
26162
, 21
2
26162
)
ψ†ψ diag
(
1+( 38)
2
4
,p3,p3,
1+( 38)
2
4
)
diag
(
1+( 516)
2
4
,p4,p4,
1+( 516)
2
4
)
where p3 =
1−( 38)
2
25
18×8 where p4 =
1−( 516)
2
26
116×16
Table 2: The table of the reduced density matrix for |Ψ〉 = NO |0〉 in 6 and 8 dimensions.
Then ∆S
(n)
A in Table 1 can be reproduced from these effective density matrices by simply
computing
∆S
(n)
A =
1
1− n log ρ
n
A, (3.1)
In the next subsection, we will study how these density matrices and ∆S
(n)
A depend on the
spacetime dimensions.
3.2 The algebra of fermionic quasiparticles
Here we interpret the results in the previous subsection in terms of quasi-particles (entan-
glement particles) (as in [15]) and fix its dependence on the spacetime dimensions.
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We decompose fermionic fields into left movers (ψL†, φL†, ψ¯L†) and right movers (ψR†, φR†, ψ¯R†)
as follows,
ψa = ψ
L†
a + ψ
R†
a + φ
L
a + φ
R
a ,
ψ†a = ψ
L
a + ψ
R
a + φ
L†
a + φ
R†
a ,
ψ¯a = ψ¯
L†
a + ψ¯
R†
a + i
(
ψLγt
)
a
+ i
(
ψRγt
)
a
,
(3.2)
where ψ¯K† is defined by
ψ¯L†a ≡ i
(
φL†γt
)
a
,
ψ¯R†a ≡ i
(
φR†γt
)
a
.
(3.3)
The vacuum is defined by
ψLa |0〉 = ψRa |0〉 = φLa |0〉 = φRa |0〉 = ψ¯La |0〉 = ψ¯Ra |0〉 = 0. (3.4)
The anti-commutation relation for them is given by
{φRa , φR†b } =
(
δab − cg
(
γtγ1
)
ab
)
,
{φLa , φL†b } =
(
δab + cg
(
γtγ1
)
ab
)
,
{ψR†a , ψRb } =
(
δab − cg
(
γtγ1
)
ab
)
,
{ψL†a , ψLb } =
(
δab + cg
(
γtγ1
)
ab
)
,
{ψ¯Ra , ψ¯R†b } =
(
δab − cg
(
γ1γt
)
ab
)
,
{ψ¯La , ψ¯L†b } =
(
δab + cg
(
γ1γt
)
ab
)
.
(3.5)
where cg depends on the spacetime dimension. The γ
tγ1 dependence in (3.5) comes from the
propagation of fermions and the fact that this influences the probability of (anti-)particles
to be in A and B at late time. To reproduce the result in the previous section, cg needs to
D 2 4 6 8
cg 1
1
2
3
8
5
16
Table 3: The list of cg in D dimensional spacetime.
be taken as in Table 3. Here D is the spacetime dimensions. For general even spacetime
dimension D, from the result in Table 3, cg is expected to be
cg =
1
2D−2
D−2
2∑
j=0
(
D−2
2
Cj
)2
(3.6)
where lCk is the binomial coefficient
6.
6cg can be rewritten by
1
2D−2 D−2CD−2
2
hence cg ≤ 1.
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3.3 A physical interpretation of cg
Here we would like to interpret the coefficient (cg) of γ
tγ1. It is defined in even dimensions
and depends on D. The probability of (anti-)particles’ existence in A or B at late time is
computable by using the anti-commutation in (3.5). Therefore, the term cgγ
tγ1 is related to
the propagation of the (anti-)particles which are created by local operators.
In even dimension D = 2p (p ∈ Z), fermions can be represented in the terms of p spins’
eigenvalues. One of them can be chosen by that of γtγ1. It determines how likely (anti-)
particles are contained in A or B at the late time. On the other hand, the other eigenvalues
do not affect this probability for (anti-)particles to be A or B at late times. After fixing
the direction of spin for γtγ1, ψa can be written by the linear combination of ψa which are
labeled by q − 1 eigenvalues,
ψa = N1ψa(γ
tγ1, ↑, ↑, · · · , ↑) +N2ψa(γtγ1, ↑, ↑, · · · , ↓) + · · · , (3.7)
where ↑, ↓ represent eigenvalues of spins except of γtγ1.
The result in (3.6) can be interpreted as follows. The field which has l negative eigenvalues
can be written by Ψa (γ
tγ1, l, p− 1− l). There are p−1−lCl of Ψa (γtγ1, l, p− 1− l). ψa is
approximately given by the sum of them such as
ψa ∼
p−1∑
l=0
p−1−lClΨa
(
γtγ1, l, p− 1− l) . (3.8)
The field which has the same number of negative values can contribute to the probability of
(anti-)particles in A or B at the late time equally. Then the binomial coefficient included
in cg is expected to come from the number of Ψa (γ
tγ1, l, p− 1− l). Therefore square of
binomial coefficient appears in cg. As explained above, the coefficient of γ
tγ1 is expected to
depend on how to divide the total system into A and B. If another shape is taken as the
subsystem A (for example, x1 ≥ 0, x2 ≥ 0), the dependences on other spins (for example
γtγ2) are expected to appear in cg. Here we assume that the volume of the subsystem A is
infinite.
4 The excess of charged (Re´nyi) entanglement entropy
In this section we study ∆S
(n),c
A for a locally excited state in free massless fermionic field
theories. As explained above, their late time values can be reproduced from a quantum state
in an effective Hilbert space for quasi-particles which are created by local operators. Those
entanglement entropies on the effective Hilbert apace are finite. Therefore it is expected that
studying ∆S
(n,)c
A for the locally excited state helps us to understand the properties of CREEs
as well as the charge carried by the quasi-particles.
First we study ∆S
(n),c
A in 2d massless free fermion in 2d CFT and interpret the results
in terms of charged quasi-particles. Next, we consider ∆S
(n),c
A in 4d free massless fermionic
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field theory using twisted propagators and also the effective quasi-particle picture. Finally,
we generalize the computation to free fermions with U(N) symmetry in even D dimensions.
4.1 2d CFT: massless free fermions
We start by considering a Dirac fermion (or two Majorana fermions ) ψ = (ϕ, ˜¯ϕ)T (and the
Dirac conjugate ψ¯ = (ϕ˜, ϕ¯)), where ϕ and ϕ¯ ( ϕ˜ and ˜¯ϕ ) is the combination of Majorana-Weyl
fermion ψ1(z) and ψ2(z) (ψ˜1(z¯) and ψ˜2(z¯))
ϕ = ψ1 + iψ2, ϕ˜ = ψ˜1 + iψ˜2
ϕ¯ = ψ1 − iψ2, ˜¯ϕ = ψ˜1 − iψ˜2. (4.1)
This system has a U(1) global symmetry ϕ → eiθϕ (ϕ˜ → e−iθϕ˜) and we choose the charge
for this symmetry as QA. In the following we employ the bosonization
ϕ(z) ≃ eiH(z), ϕ˜(z¯) ≃ eiH˜(z),
ϕ¯(z) ≃ e−iH(z), ˜¯ϕ(z¯) ≃ e−iH˜(z¯), (4.2)
where each of H(z) and H(z¯) is the chiral and anti-chiral part of φ(z, z¯).
Now, let us compute the second CREE for the case of local operator O = 1√
2
(eiφ + e−iφ).
In the fermion language, this operator corresponds the Lorentz invariant operator ψ¯ψ .
The correlation function on Σ2 is given by〈O†(w1)O(w2)O†(w3)O(w4)e−iαφ(w5)eiαφ(w6)〉Σ2
〈e−iαφ(w5)eiαφ(w6)〉Σ2
. (4.3)
Here w5 = 0 and w6 = L are the branch points and finally we take the limit of w6 → ∞
because we are interested in the case that A is a half line. Then we map the 2-sheeted surface
Σ2 to a complex plane Σ1 by the conformal transformation z
2 = w/(w − L). The operator
e±iαφ(wi) represents the existence of flux. We need to treat the twist operator e±iαφ located
at the branch point carefully. First, these operators are inserted at singular points, the
conformal factor |dw/dz| diverges. But these factors are cancelled by conformal factor from
normalization part. Second, we need to treat the chemical potential α carefully. Because
we introduced these operators to represent the flux corresponding to the chemical potential,
they also need to reproduce the correct monodromy.
If we go around the twist operator once in Σ1 , we go around twice in Σ2, and the operator
gets the monodromy transformation e±iH(z) → e±2αie±iH(z). To reproduce this condition, we
need to change the flux α to 2α. Taking these into account, the correlation function on Σ2
can be expressed as follows:〈O†(w1)O(w2)O†(w3)O(w4)e−iαφ(w5)eiαφ(w6)〉Σ2
〈e−iαφ(w5)eiαφ(w6)〉Σ2
=
4∏
i=1
∣∣∣dwi
dzi
∣∣∣−2∆i
〈O†(z1)O(z2)O†(z3)O(z4)e−2iαφ(z5)e2iαφ(z6)〉Σ1
〈e−2iαφ(z5)e2iαφ(z6)〉Σ1
(4.4)
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Using Appendix B, we can compute the ratio of propagators〈O†(w1)O(w2)O†(w3)O(w4)µ˜(w5)µ(w6)〉Σ2 / 〈µ˜(w5)µ(w6)〉Σ2
(〈O†(w1)O(w2)µ˜(w5)µ(w6)〉Σ1 / 〈µ˜(w5)µ(w6〉Σ1)2
=
| z1
z2
|8α + | z2
z1
|8α + 2| z1+z2
2
|8 + 2| z12
2
|8
(| z1
z2
|4α + | z2
z1
|4α)2
(4.5)
with µ(wi) = e
iαφ(wi) and µ˜(wi) = e
−iαφ(wi).
Then, if we take the limit of ǫ → 0 , we can get the early and late time values of CREE.
However, we need to take care of the complex coordinates z and z¯ separately since, after
the analytical continuation to real time (or in the Lorentzian regime), they are not just
complex conjugates of each other. The coordinates of operators (after the mapping w = f(z))
z1, · · · , z4 are
z1 = −z3 =
√
l − t− iǫ
l + L− t− iǫ , z¯1 = −z¯3 =
√
l + t− iǫ
l + L+ t− iǫ (4.6)
z2 = −z4 =
√
l − t+ iǫ
l + L− t+ iǫ , z¯1 = −z¯3 =
√
l + t− iǫ
l + L+ t− iǫ . (4.7)
We take the branch as follows
z1 = lim
ǫ→0
√
l − t− iǫ
l + L− t− iǫ =
√
l − t
l + L− t , (0 < t < l) (4.8)
z2 = lim
ǫ→0
√
l − t+ iǫ
l + L− t+ iǫ =
√
l − t
l + L− t (0 < t < l), (4.9)
and then , if l < t < L there should be a phase factor
z1 = lim
ǫ→0
√
l − t− iǫ
l + L− t− iǫ = e
− ipi
2
√
t− l
l + L− t , (0 < t < l) (4.10)
z2 = lim
ǫ→0
√
l − t + iǫ
l + L− t+ iǫ = e
ipi
2
√
t− l
l + L− t (0 < t < l), (4.11)
so we need to take these phase factors into account (there are no phase factor for z¯1). Namely,
in the range of l < t < L,
lim
ǫ→0
∣∣∣z1
z2
∣∣∣2α = e−iαπ. (4.12)
Finally, from these results, the excess of 2nd charged Re´nyi entropy is given by
∆S
(2),c
A (α) = − log
[〈O†(w1)O(w2)O†(w3)O(w4)σ(w5)σ(w6)〉Σ2 / 〈σ(w5)σ(z6)〉Σ2
(〈O†(w1)O(w2)σ(w5)σ(w6)〉Σ1 / 〈σ(w5)σ(w6〉Σ1)2
]
=

0 (0 < t < l)− log ( cos 4πα
2(cos 2πα)2
)
(l < t < L)
. (4.13)
In the next subsection we provide a physical interpretation of this result in terms of charged
quasi-particles.
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4.1.1 Particle interpretation
In [11], it was shown that (Re´nyi) entanglement entropy for excited states by local operators
can be understood as the entropy of quasi-particles created by the local operator. We can
also see that the above result can be understood as CREE of a charged quasi-particles created
by the operator O. In the case of O = 1/√2(eiφ + e−iφ), we define a state
O |0〉 ≡ 1√
2
(|qA〉 |qA¯〉+ |−qA〉 |−qA¯〉) (4.14)
such that the reduced density matrix becomes
ρA =
1
2
(|qA〉 〈qA|+ |−qA〉 〈−qA|). (4.15)
Now, we define the charge operator as
Q = QA ⊗QA¯ (4.16)
QA |qA〉 = q |qA〉 (4.17)
QA |−qA〉 = −q |−qA〉 (4.18)
Then, the charged Re´nyi entropy becomes
S
(n),c
A (α) =
1
1− n log
tr(ρAe
iαQA)n
(tr(ρAeiαQA))n
=
1
1− n log
cos nαq
2n−1(cosαq)n
. (4.19)
If we substitute q = 2π and n = 2, the value of charged Re´nyi entropy in the quasi-particle
state reproduces the answer from the replica computation in 2d CFT.
Moreover, we can also get the charged Re´nyi entropy for real chemical potential
S
(n),c
A (α) =
1
1− n log
tr(ρAe
αQA)n
(tr(ρAeαQA))n
=
1
1− n log
cosh nαq
2n−1(coshαq)n
. (4.20)
This can be obtained by the analytic continuation from (4.19) around α = 0. As functions of
entanglement chemical potential, charged entanglement entropy and charged Re´nyi entropy
behave as in Figure 5.
The important point is that in |α| → ∞ limit CREEs vanish. This is because for the real
entanglement chemical potential, only one of the charged sectors: |qA〉 or |−qA〉, essentially
contributes and the state is seen by CREEs as effectively not entangled.
4.2 Free fermions in 4 dim.
In this subsection, we study the time evolution for the excesses of ∆S
(n),c
A in 4d massless
free fermionic field theory using twisted propagators explained in Appendix A. We add real
modular chemical potential to the reduced density matrix. For that, we first we compute
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Figure 5: The plots of S
(n),c
A (α) for n = 1, 2, 3 as functions of entanglement chemical potential
α.
∆S
(n),c
A with imaginary modular chemical potential by using analytically continued propa-
gators (from Appendix A) and the limit ǫ→ 0. Then we perform the analytic continuation
in the modular chemical potential (αE → iα), to obtain ∆S(n),cA with real modular chemical
potential.
To illustrate the properties of ∆S
(n),c
A , we consider states excited by three simple fermionic
operators: a component of Dirac fermion ψa, a Lorentz scalar ψ¯ψ (where ψ¯ = iψ
†γt) and
ψ†ψ. As we will see, their properties under Lorentz transformations also play an important
role from the perspective of (charged) quantum entanglement.
In the region 0 < t < l, ∆S
(n),c
A vanish for all of the operators. This is consistent with the
propagation of the quasi particles that by that time are still in the traced-out region. On the
other hand, for times t ≥ l, ∆S(n),cA shows the initial growth with time and finally saturates
to a constant values for the late time (t≫ l). The initial growths with time, as well as the
late time constants are different for each operator and we list them in Table 4 and Table 5
respectively.
Next, we interpret the time evolution and the late time values of ∆S
(n),c
A in these tables
in terms of charged quasi-particles.
4.2.1 Particle interpretation
Here we interpret the evolution of ∆S
(n),c
A from the previous section in terms of quasi-particles.
We decompose ψa, ψ
†
a and ψ¯a into right and left movers respectively as in (3.2) and define
states in the effective Hilbert space by acting with such decomposed operators. At the late
time, we assume that the degrees of freedom of the left and right movers are identified with
the degrees of freedom in B and A respectively. In 4d, anti-commutation relations for the
left and the right movers are given by (3.5) with cg =
1
2
. Then, the reduced density matrix
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O ∆S(n),cA for t ≥ l
ψa
1
1−n log
[
(t+l)n[2− l−tt (γtγ1)aa]
n
+(t−l)n[2− l+tt (γtγ1)aa]
n
e−2npiα
[2{(t−l)e−2piα+(t+l)}− (−l+t)(l+t)t (e−2piα−1)(γtγ1)aa]
n
]
ψ¯ψ 1
1−n log

 (t+l)2n[42−4( t−lt )2]n+(t−l)2n[42−4( t+lt )2]n+8(t2−l2)n∑n≥kk∈2Z nCk4k(4+ t2−l2t2 )n−k cosh (2nπα)[
42{(t−l)2+(t+l)2+2(t2−l2) cosh (2πα)}+8
(
t2−l2
t
)2
(cosh (2πα)−1)
]n


ψ†ψ 1
1−n log

 (t+l)2n[42+4( t−lt )2]n+(t−l)2n[42+4( t+lt )2]n+8(t2−l2)n∑n≥kk∈2Z nCk(4 lt)k(4+−t2+l2t2 )n−k cosh (2nπα)[
42{(t−l)2+(t+l)2+2(t2−l2) cosh (2πα)}+8
(
t2−l2
t
)2
(− cosh (2πα)+1)
]n


Table 4: The list of ∆S
(n)
A for |Ψ〉 = NO |0〉 in the region of initial growth t ≥ l.
O ∆S(n),cA for t≫ l
ψa
1
1−n log
[
[2+(γtγ1)
aa
]
n
+[2−(γtγ1)
aa
]
n
e−2npiα
[2(e−2piα+1)−(e−2piα−1)(γtγ1)aa]
n
]
ψ¯ψ 1
1−n log
[
(12)n+(12)n+8
∑n≥k
k∈2Z nCk5
n−k4k cosh (2nπα)
[42(2+2 cosh (2πα))+8(cosh (2πα)−1)]n
]
ψ†ψ 1
1−n log
[
(20)n+(20)n+8·3n cosh (2nπα)
[42(2+2 cosh (2πα))+8(− cosh (2πα)+1)]n
]
Table 5: The table of ∆S
(n)
A for |Ψ〉 = NO |0〉 at late times t≫ l.
is defined by
ρA =
TrB
(O |0〉 〈0| O†)
Tr (O |0〉 〈0| O†) , (4.21)
where TrAρA = 1. The reduced density matrices ρ
p
A, ρ
bp
A , ρ
dp
A for ψa, ψ¯ψ, ψ
†ψ are then com-
puted as in [15] and are listed in Table 6.
In the free massless fermionic field theory, we have a U(1) global charge. Therefore an
entanglement charge QA can be defined by the charge included in the region A. The charged
reduced density matrix ρcA is defined by
ρcA =
e2παQAρA
TrAe2παQAρA
. (4.22)
where ρA is defined in (4.21) and TrAρ
c
A = 1.
The dependence of operators on QA are given by
[QA, ψ
R†
a ] = −ψR†a , [QA, ψ¯R†a ] = ψ¯R†a , [QA, φR†a ] = φR†a (4.23)
where we assume that the subsystem A is x1 ≥ 0. We also assume that γtγ1 = diag(1,−1, 1,−1)
for simplicity. The reduced density matrices ρp,cA , ρ
bp,c
A and ρ
dp,c
A are listed in the Table 6. If
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O ρA
ψa
1
4
[
(2 + (γtγ1)aa) |0〉R 〈0|R + (2− (γtγ1)aa)
∣∣ψRa 〉R 〈ψRa ∣∣R]
ψ¯ψ 12
64
|0〉R 〈0|R +
∑
i
Mi
64
∣∣ψRi 〉R 〈ψRi ∣∣R +∑i M¯i64 ∣∣ψ¯Ri 〉R 〈ψ¯Ri ∣∣R + 1264 ∣∣ψ¯RψR〉R 〈ψ¯RψR∣∣R
ψ†ψ 20
64
∣∣φRψR〉
R
〈
φRψR
∣∣
R
+ 20
64
|0〉R 〈0|R + 364
∑
i
∣∣φRi 〉R 〈φRi ∣∣R + 360 ∣∣ψRi 〉R 〈ψRi ∣∣R
ρcA
ψa C0,R |0〉R 〈0|R + C1,R
∣∣ψRa 〉R 〈ψRa ∣∣R ,
ψ¯ψ D0,R |0〉R 〈0|R +
∑
aD1,R,a
∣∣ψRa 〉R 〈ψRa ∣∣R +∑aD2,R,a ∣∣ψ¯Ra 〉R 〈ψ¯Ra ∣∣R +D3,R ∣∣ψ¯RψR〉R 〈ψ¯RψR∣∣R
ψ†ψ E0,R
∣∣φRψR〉
R
〈
φRψR
∣∣
R
+ E1,R |0〉R 〈0|R + E2,R
∑
i
∣∣φRi 〉R 〈φRi ∣∣R ++E3,R∑i ∣∣ψRi 〉R 〈ψRi ∣∣R
Table 6: The table of ρA and ρ
c
A for |Ψ〉 = NO |0〉 in the late time. Here M1 = M3 =
M¯2 = M¯4 = 1 and M2 = M4 = M¯1 = M¯3 = 9. ρA was obtain by authors in [15]. The
probabilities C,D and E are listed up in Table 7.
C0,R
(2+(γtγ1)
aa
)
[2(1+e−2piα)+(1−e−2piα)(γtγ1)aa]
C1,R
e−2piα(2−(γtγ1)
aa
)
[2(1+e−2piα)+(1−e−2piα)(γtγ1)aa]
D0,R = D3,R
12
24+40 cosh (2πα)
D1,R,1 = D1,R,3
9e−2piα
24+40 cosh (2πα)
D1,R,2 = D1,R,4
e−2piα
24+40 cosh (2πα)
D2,R,1 = D2,R,3
e2piα
24+40 cosh (2πα)
D2,R,2 = D2,R,4
9e2piα
24+40 cosh (2πα)
E0,R = E1,R
20
40+24 cosh (2πα)
E2,R
3e−2piα
40+24 cosh (2πα)
E3,R
3e2piα
40+24 cosh (2πα)
Table 7: The table of C,D and E.
we compute ∆S
(n),c
A by using the reduced density matrices in the Table 6, they are consistent
with those in the Table 5.
If we take the von Neumann limit n→ 1, ∆ScA for ψa, ψ¯ψ and ψ†ψ are respectively given
by
∆Sp,cA =
2 + (γtγ1)aa
F1
log
[
F1
2 + (γtγ1)aa
]
+
(2− (γtγ1)aa) e−2πα
F1
log
[
F1
(2− (γtγ1)aa) e−2πα
]
,
∆Sbp,cA =
3
F2
log
[
2F2
3
]
+
5 cosh (2πα)
F2
log [8F2]− 9 cosh 2πα
F2
log 3− 10πα sinh 2πα
F2
,
∆Sdp,cA =
5
F3
log
[
2F3
5
]
+
3 cosh (2πα)
F3
log
[
8F3
3
]
− 6πα sinh 2πα
F3
,
(4.24)
where the functions Fi are given by
F1 = 2 +
(
γtγ1
)
aa
+ e−2πα(2− (γtγ1)
aa
),
F2 = 3 + 5 cosh 2πα,
F3 = 5 + 3 cosh 2πα.
(4.25)
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∆Sp,cA ,∆S
bp,c
A and ∆S
dp,c
A respectively correspond to the excesses of charged entanglement
entropies for ψa, ψ¯ψ and ψ
†ψ.
Let us next study in detail how the late time values of ∆S
(n),c
A depend on the modular
chemical potential.
The dependence on modular chemical potential
Here we study how the late time values of ∆S
(n),c
A for ψa, ψ¯ψ and ψ
†ψ depend on the modular
chemical potential α. ∆ScA are plotted in Figures 6 and 7. The Figure 7 show that ∆S
c
A for
ψ¯ψ monotonically decreases when |α| increases.
Figure 6: The plot of ∆ScA for ψa with real modular chemical potential α.The horizontal axis
corresponds to α.The vertical line corresponds to ∆ScA. ψa acts on the ground state. The
blue, green and red lines respectively correspond to (γtγ1)aa = −1, 0 and 1. The orange line
corresponds to log 2.
Figure 7: The plot of local ∆ScA for ψ¯ψ and ψ
†ψ with real modular chemical potential
α.The horizontal axis corresponds to the modular chemical potential α. The vertical line
corresponds to ∆ScA. ψ
†ψ acts on the ground state. The blue and red curves correspond to
∆ScA for ψ¯ψ and ψ
†ψ respectively
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On the other hand, Figure 6 and 7 show that ∆ScA for ψa ((γ
tγ1)aa 6= 0), ψ†ψ do not
monotonically decrease when |α| increases. In both case, until certain values |α| they increase
and decrease after that value. ∆ScA for ψ
†ψ reaches maximum value at αm which satisfies
the following equation7,
2παm(5 cosh(2παm) + 3)− 5 log
(
20
3
)
sinh(2παm) = 0. (4.26)
In the large |α| limit, ∆S(n),cA for ψa, ψ¯ψ and ψ†ψ eventually approach a certain value. They
are listed in Table 8. These results show that the dependence of ∆ScA on modular chemical
potential is related the detail of local operators which act on the ground state. For a certain
class of local operators, the amount of quantum information can increase by tuning modular
chemical potential. It is expected that operators can be characterized by measuring ∆S
(n),c
A .
It is one of the interesting future problems.
Next, we consider the behavior of ∆S
(n),c
A in the large |α| limit.
A limit of large modular chemical potential
Here, we focus on the behavior of ∆S
(n),c
A in the large |α| limit, which, as we will see, can be
used to extract entanglement in a certain charged sector.
If we consider large modular chemical potential (α→ ±∞), we can easily extract CREEs
e.g. ∆S
(n),c
A , ∆S
c
A and ∆S
(∞),c
A for ψa, ψ¯ψ and ψ
†ψ and they are listed in the Table 8. Let
O ∆S(n),cA , ∆ScA ∆S(∞),cA
ψa 0 0 0
ψ¯ψ
log( 2 9
n+2
20n )
1−n log
(
20
3 34/5
)
log 20
9
ψ†ψ log 4 log 4 log 4
Table 8: The table of ∆S
(n),c
A ,∆S
c
A and ∆S
(∞),c
A for |Ψ〉 = NO |0〉 when adding the large
modular chemical potential.
us explain this behavior for each of the operators.
First, if we take the α→ ±∞ limit for operator ψa, ∆S(n),cA reduce to that for product state
ψR†a |0〉R (or |0〉R ) and vanishes.
If ψ¯ψ acts on the ground state, in the large modular chemical potential limit, the reduced
density matrix becomes
ρpb,cA →
{∑
aD2,R,a
∣∣ψ¯Ra 〉R 〈ψ¯Ra ∣∣R α→∞∑
aD1,R,a
∣∣ψRa 〉R 〈ψRa ∣∣R α→ −∞, (4.27)
7However it is difficult to compute the maximal value of ∆ScA for ψ
†ψ analytically.
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where
D1,R,1 = D1,R,3 =
9
20
, D1,R,2 = D1,R,4 =
1
20
, D2,R,1 = D2,R,3 =
1
20
, D2,R,2 = D2,R,4 =
9
20
.
(4.28)
Therefore ∆ScA corresponds to the answer in a given charge sector and therefore in the large
α limit, entanglement in a particular charged sector can be extracted.
Finally, in the large |α| limit, the reduced density matrix for ψ†ψ is given by
ρpb,cA →
{
E2,R
∑
i
∣∣φRi 〉R 〈φRi ∣∣R α→∞
E1,R
∑
i
∣∣ψRi 〉R 〈ψRi ∣∣R α→ −∞ (4.29)
where
E1,R =
1
4
, E2,R =
1
4
. (4.30)
Therefore ∆ScA for the large α is given by that for the maximally entangled state in a certain
charged sector. This way, we can extract quantum information in a particular charged sector
by turning the large modular chemical potential α. In the large modular chemical potential
limit e2παQA acts on the ground state as projection operator which extracts the effect of some
sectors.
It is also worth noting that without the modular chemical potential, ∆ScA for ψ¯ψ is greater
than that for ψ†ψ. On the other hand in the large α limit, ∆ScA for ψ
†ψ overwhelms that for
ψ¯ψ. This is another new feature of the CREEs that was not present in REEs.
4.3 D-dimensional free-fermions in the adjoint of U(N)
In this subsection, we generalize the setup to the D dimensional free massless fermion with
U(N) symmetry in the Lorentzian signature,
S = −
∫
dDxTr
[
ψ¯(x)γµ∂µψ(x)
]
, (4.31)
where ψ is the adjoint fermion. Here we consider ∆S
(n)
A for (ψa)
l
k,Tr
(
ψ¯ψ
)
and Tr
(
ψ†ψ
)
. In
D dim. U(N) free massless fermionic field theory, fermionic fields are decomposed into the
left and right moving modes as in (3.2) and anti-commutation relation for them are imposed
as follows,
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{(
φRa
)l
k
,
(
φR†b
)n
m
}
= δlmδ
n
k
(
δab − cg
(
γtγ1
)
ab
)
,{(
φLa
)l
k
,
(
φL†b
)n
m
}
= δlmδ
n
k
(
δab + cg
(
γtγ1
)
ab
)
,{(
ψR†a
)l
k
,
(
ψRb
)n
m
}
= δlmδ
n
k
(
δab − cg
(
γtγ1
)
ab
)
,{(
ψL†a
)l
k
,
(
ψLb
)n
m
}
= δlmδ
n
k
(
δab + cg
(
γtγ1
)
ab
)
,{(
ψ¯Ra
)l
k
,
(
ψ¯R†b
)n
m
}
= δlmδ
n
k
(
δab − cg
(
γ1γt
)
ab
)
,{(
ψ¯La
)l
k
,
(
ψ¯L†b
)n
m
}
= δlmδ
n
k
(
δab + cg
(
γ1γt
)
ab
)
,
(4.32)
where cg is defined by (3.6).
Let’s derive ∆S
(n)
A and ∆S
(n),c
A for (ψa)
i
j |0〉 ,Trψ¯ψ |0〉 and Trψ†ψ |0〉 as in the previous
subsection.
4.3.1 ∆S
(n)
A and ∆S
(n),c
A for (ψa)
i
j, Tr(ψ¯ψ) and Tr(ψ
†ψ)
O ∆S(n≥2)A for D 6= 2 ∆S(n≥2)A for D = 2
(ψa)
i
j
1
1−n log
[
(1+cg(γtγ1)
aa
)
n
+(1−(γtγ1)
aa
)
n
2n
]
1
1−n log
[
(1+(γtγ1)
aa
)
n
+(1−(γtγ1)
aa
)
n
2n
]
Trψ¯ψ 1
1−n log
[
2·2Dn2 (1−c2g)nN2n+2
D
2 (1−cg)2nN2+2
D
2 (1+cg)2nN2
N2n2
(D+4)n
2
]
log 2N2
Trψ†ψ 1
1−n log
[
2·2Dn2 (1+c2g)
n
N2n+2·2D2 (1−c2g)nN2
2(
D+4
2 )nN2n
]
log 2
O ∆S(n≥2),cA for D 6= 2 ∆S(n≥2),cA for D = 2
(ψa)
i
j
1
1−n log
[
(1+cg(γtγ1)
aa
)
n
+e−2piαn(1−cg(γtγ1)
aa
)
n
(1+e−2piα+cg(1−e−2piα)(γtγ1)aa)
n
]
1
1−n log
[
(1+(γtγ1)
aa
)
n
+e−2piαn(1−(γtγ1)
aa
)
n
(1+e−2piα+(1−e−2piα)(γtγ1)aa)
n
]
Trψ¯ψ 1
1−n log
[
2·2Dn2 (1−c2g)nN2n+2
D
2 N2 cosh (2nπα){(1−cg)2n+(1+cg)2n}
2
(D+2)n
2 N2n{(1−c2g)+(1+c2g) cosh (2πα)}n
]
log 2N2 + 1
1−n log
[
cosh 2nπα
(cosh 2πα)n
]
Trψ†ψ 1
1−n log
[
2(c2g+1)
n
2
Dn
2 N2n+2
D+2
2 N2(1−c2g)
n
cosh(2παn)
2
1
2 (D+2)nN2n((1−c2g) cosh(2πα)+(c2g+1))
n
]
log 2
Table 9: The table of ∆S
(n≥2)
A and ∆S
(n≥2),c
A for (ψa)
i
j |0〉 ,Trψ¯ψ |0〉 and ψ†ψ |0〉.
Here we study ∆S
(n)
A and ∆S
(n),c
A for (ψa)
i
j |0〉 ,Trψ¯ψ |0〉 and Trψ†ψ |0〉 in even D dim.
spacetime. Those for n ≥ 2 are listed up in the Table 98.
∆SA and ∆S
c
A for (ψa)
i
j |0〉 ,Trψ¯ψ |0〉 and Trψ†ψ |0〉 are listed up in the Table 10.
The results in the Table 9 and 10 show that ∆S
(n)
A for (ψa)
i
j do not depend on N . They
show that ∆S
(n)
A for Trψ¯ψ do not depend on the replica number n for D = 2. ∆S
(n),c
A for
8When D = 2 and
(
γtγ1
)
aa
= ±1, ∆S(n)A and ∆S(n),cA for (ψa)ij vanish.
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O ∆SA for D 6= 2 ∆SA for D = 2
(ψa)
i
j
1+cg(γtγ1)
aa
2
log
(
2
1+cg(γtγ1)aa
)
+
1−cg(γtγ1)
aa
2
log
(
2
1−cg(γtγ1)aa
)
1+(γtγ1)
aa
2
log
(
2
1+(γtγ1)aa
)
+
1−(γtγ1)
aa
2
log
(
2
1−(γtγ1)aa
)
Trψ¯ψ
(1−c2g)
2
log
(
4
1−c2g
)
+ (1−cg)
2
4
log
(
2
D+4
2 N2
(1−cg)2
)
+ (1+cg)
2
4
log
(
2
D+4
2 N2
(1+cg)2
)
log 2N2
Trψ†ψ
1+c2g
2
log
[
4
1+c2g
]
+
(1−c2g)
2
log
[
N22
D+2
2
1−c2g
]
log 2
O ∆ScA for D 6= 2 ∆ScA for D = 2
(ψa)
i
j
1+cg(γtγ1)
aa
F3
log
(
F3
1+cg(γtγ1)aa
)
+
(1−cg(γtγ1)
aa
)
F3e2piα
log
(
F3e
2piα
(1−cg(γtγ1)aa)
)
1+(γtγ1)
aa
F4
log
(
F4
1+(γtγ1)aa
)
+
(1−(γtγ1)
aa
)
F4e2piα
log
(
F4e
2piα
(1−(γtγ1)aa)
)
where F3 = 1 + cg (γ
tγ1)aa + (1− cg (γtγ1)aa)e−2πα F4 = 1 + (γtγ1)aa + (1− (γtγ1)aa)e−2πα
Trψ¯ψ
(1−c2g)
F1
log
(
2F1
(1−c2g)
)
+ (1−cg)
2 cosh (2πα)
2F1
log
(
2
D+2
2 N2F1
(1−cg)2
)
+ (1+cg)
2 cosh (2πα)
2F1
log
(
2
D+2
2 N2F1
(1+cg)2
)
− 2πα(1+c2g) sinh 2πα
F1
log (2N2 cosh 2πα)− 2πα tanh 2πα
where F1 = (1− c2g) + (1 + c2g) cosh 2πα
Trψ†ψ
1+c2g
F2
log
(
2F2
1+c2g
)
+
(1−c2g) cosh (2πα)
F2
log
(
N22
D+2
2 F2
(1−c2g)
)
−2πα (1−c2g) sinh 2πα
F2
log 2
where F2 = 1 + c
2
g + (1− c2g) cosh 2πα
Table 10: The table of ∆ScA for (ψa)
i
j |0〉 ,Trψ¯ψ |0〉 and Trψ†ψ |0〉.
Trψ†ψ do not depend on α and n for D = 2. We would like to explain why ∆S(n)A for Trψ¯ψ
(∆S
(n)
A for Trψ
†ψ) do not depend on n (n and α) in D = 2 in the next subsection. In this
subsection let’s study ∆S
(n)
A and ∆S
(n),c
A in the large N or α limit. First let’s study them in
the large N limit. After that, let’s study them in the large α limit.
Large N Limit
Here we consider ∆S
(n)
A for Trψ¯ψ and Trψ
†ψ in the large N limit. When D 6= 2, ∆S(n)A for
Trψ¯ψ in the large N limit are given by
∆S
(n≥2)
A ∼
1
1− n log
[
21−2n(1− c2g)n
]
,
∆SA ∼
(
c2g + 1
)
log (N).
(4.33)
On the other hand, ∆S
(n)
A for Trψ
†ψ in the large N limit are given by
∆S
(n≥2)
A ∼
1
1− n log
[
21−2n(1 + c2g)
n
]
,
∆SA ∼
(−c2g + 1) log (N), (4.34)
where ∆S
(n≥2)
A are consistent with the results in [15] for D = 4. In the large N limit, ∆SA
for Trψ†ψ is smaller than ∆SA for Trψ†ψ. In both case, the coefficient of logN depends on
cg. Then it depends on spacetime dimension D.
For D = 2, ∆S
(n)
A for Trψ¯ψ is given by
∆S
(n)
A ∼ logN. (4.35)
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As in Table 9 and 10, ∆S
(n)
A for Trψ
†ψ do not depend on N and are given by
∆S
(n)
A = log 2. (4.36)
For Trψ¯ψ and Trψ†ψ in D > 2, von Neumann limit (n → 1) can not be taken after taking
the large N limit. However in D = 2 for Trψ¯ψ and Trψ†ψ von Neumann limit (n→ 1) can
be taken after taking the large N limit. As explain later, in D = 2 case there is only one
sector where components of the reduced density matrix equally depend on N . Then n→ 1
limit can be taken after taking N →∞.
We would also like to study ∆S
(n),c
A in the large N limit. First let’s consider ∆S
(n),c
A for
Trψ¯ψ. In the limit N →∞ for D 6= 2, they reduce to
∆S
(n≥2),c
A ∼
1
1− n log
[
2(1− c2g)n
2n
{
(1− c2g) + (1 + c2g) cosh (2πα)
}n
]
,
∆ScA ∼
2 cosh(2πα)
(
c2g + 1
)
((
c2g + 1
)
cosh(2πα)− c2g + 1
) log(N)
(4.37)
The results in (4.37) show that after taking N → ∞, von Neumann limit can not be taken
for ∆S
(n≥2),c
A in D(> 2) dimensional spacetime.
If we take the large N limit for D = 2, ∆S
(n),c
A for arbitrary n reduce to
∆S
(n),c
A ∼ 2 logN. (4.38)
The result in (4.38) indicates ∆S
(n),c
A for D = 2 in the large N limit do not depend on the
modular chemical potential. On the other hand, the coefficient of logN in D 6= 2 depends
on the modular chemical potential α. In the next subsection, we would like to explain how
the coefficient of logN depends on α.
In the limit N →∞, ∆S(n),cA for Trψ†ψ in D 6= 2 reduce to
∆S
(n≥2),c
A ∼
1
1− n log
[
2(1 + c2g)
n[
2
{
(1 + c2g) + (1− c2g) cosh (2πα)
}]n
]
,
∆ScA ∼
2
(
c2g − 1
)
cosh(2πα)(
c2g − 1
)
cosh(2πα)− (c2g + 1) log(N).
(4.39)
For D = 2, ∆S
(n),c
A do not depend on α and N and they are given by (4.36)
Large α limit
Here we would also like to study ∆S
(n),c
A in the large modular chemical potential limit (|α| →
∞) in stead of taking the large N limit.
If we take the large α limit, ∆S
(n),c
A for (ψa)
i
j vanish because the locally excited state
reduces to a product state in the large α limit. In 2 dim. spacetime, if taking |α| → ∞ limit,
∆S
(n),c
A for Trψ¯ψ reduce to
∆S
(n),c
A ∼ 2 logN, (4.40)
24
where n is an arbitrary integer. They are can be identified as (Re´nyi) entanglement entropy
for a maximally entangled state in a certain charged sector. In even higher dimension (D >
2), if taking the same limit, ∆S
(n),c
A for Trψ¯ψ reduce to
∆S
(n≥2),c
A ∼
D
2
log 2 + 2 logN +
1
1− n log
[
(1− cg)2n + (1 + cg)2n
2(1 + c2g)
n
]
∆ScA ∼
D
2
log 2 + 2 logN +
(1− cg)2
2(1 + c2g)
log
(
(1 + c2g)
(1− cg)2
)
+
(1 + cg)
2
2(1 + c2g)
log
(
(1 + c2g)
(1 + cg)2
)
.
(4.41)
In D = 2 case, ∆S
(n),c
A for Trψ
†ψ do not depend on α and N and it is given by (4.36).
It is (Re´nyi) entanglement entropy for EPR state. In even higher dimension, ∆S
(n),c
A for an
arbitrary n are given by
∆S
(n),c
A ∼
D
2
log 2 + 2 logN. (4.42)
As explained earlier, they can be interpreted as a maximally entangled state in a certain
charged sector. Unlike the large N limit, if taking the large α limit, entanglement in ”quark”
sector such as
∣∣∣(ψ¯a)ij
〉
is partially enhanced. Even after taking the large α limit, von Neu-
mann limit can be taken. Therefore the large N limit is totally different from taking the
large modular chemical potential limit. In the large α limit in D = 2, ∆S
(n),c
A for Trψ¯ψ is
greater than those for Trψ†ψ. On the other hand, ∆S(n),cA for Trψ
†ψ is greater than that for
Trψ¯ψ in the large |α| limit for D > 2. In the next subsection, let’s interpret their dependence
on α and N .
4.3.2 Dependence on N and α
We discuss the dependence of ∆S
(n),c
A on N and α. First we discuss it for D = 2. The
authors in [14] studied ∆S
(n)
A in the large N free massless scalar field theory. For n ≥ 2,
∆S
(n)
A is given by O(1) in the large N limit. It can be interpreted as entanglement between
the singlets (for example, |Trφφ〉) since contribution from entanglement in ”quark” sector
such as |(φ)ab 〉 is suppressed in the large N limit. They found that the next leading correction
is given by O(N2(n−1)). Therefore we have to take the von Neumann limit n → 1 before
taking the large N limit.
However for Trψ¯ψ and Trψ†ψ the von Neumann limit n → 1 can be taken even after
taking the large N limit in the case of D = 2. The components of the reduced density
matrix for ψ¯ψ are given by
∣∣∣(ψ)ij〉〈(ψ)ij∣∣∣ and ∣∣∣(ψ¯)ij〉〈(ψ¯)ij
∣∣∣. They depend on entanglement
charge. Therefore its charge reduced density matrix is given by
ρ
(n),c
A =
1
2N2 cosh 2πα
(
e2πα1N2×N2 0
0 e−2πα1N2×N2
)
, (4.43)
where 1N2×N2 is the N2 ×N2 identity matrix.
There are no singlet sectors. The effect of N2 ”quarks” is not suppressed in the large N
limit. Therefore even after taking the large N limit, the von Neumann limit can be taken.
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∆S
(n),c
A for arbitrary n is given by O(logN). It comes from entanglement in ”quark” sector.
Before taking the large N limit, ∆S
(n),c
A depends on the entanglement chemical potential.
However in the large N limit the dependence of ∆S
(n),c
A on it disappears. Unless taking
large N limit, ∆S
(n)
A (∆S
(n),c
A without the modular chemical potential) is given by that for
the maximally entangled state on the effective Hilbert space whose dimension is 2N2. If
the large N limit is taken, ∆S
(n)
A is given by that for the maximally entangled state on the
effective Hilbert space whose dimension is N2. If large α is added, ∆S
(n),c
A is given by ∆S
(n)
A
for the maximally entangled state on the effective Hilbert space whose dimension is N2.
The components of the reduced density matrix for Trψ†ψ is given by |0〉 〈0| and ∣∣Trψ†ψ〉 〈Trψ†ψ∣∣.
They do not depend on entanglement charge. Therefore its charged reduced density matrix
is given by
ρcA =
1
2
(
1 0
0 1
)
. (4.44)
Therefore ∆S
(n),c
A for arbitrary n is given by (Re´nyi) entanglement entropy for an EPR
state. It dose not depend on α and N . In the 2 dimensional free massless fermionic field
theory with U(N) symmetry, ∆ScA for Trψ¯ψ is greater than that for ∆S
c
A for Trψ
†ψ.
Although the von Neumann limit can be taken in the 2 dimensional free massless fermionic
field theory, we can not taking the von Neumann limit (n→ 1) after taking large c limit in
the specific interacting theories even in D = 2 as in [14].
For D > 2, the components of the reduced density matrices for Trψ¯ψ and Trψ†ψ neces-
sarily include those in the singlet sector and quark sectors. Entanglement in quark sector is
suppressed in the large N limit. Therefore the von Neumann limit n → 1 has to be taken
before taking the large N limit when we compute ∆ScA in the large N limit. In this case the
effect of modular chemical potential on ∆S
(n),c
A does not disappear even in the large N limit.
Finally we would like to comment on the difference between the effect of N and α on
∆S
(n),c
A . As well as we study, the modular chemical potential enhances the effect of entan-
glement in quark sector in the large α limit. On the other hand, the parameter N enhances
that of entanglement in the singlet sector for ∆S
(n≥2),c
A and ∆S
(n≥2)
A in D 6= 2. After taking
the large N limit, the von Neumann limit can not be taken. On the other hand, even after
taking the large α limit, von Neumann limit can be taken because there are not O(e2(n−1)πα)
correction. As in (4.33) and (4.34), in the large N limit ∆ScA for Trψ¯ψ is greater than that
for Trψ†ψ in D > 2. On the other hand, in the large modular chemical potential limit, ∆S(c)A
for Trψ†ψ is greater than that for Trψ¯ψ9. In this sense, taking the large N limit is totally
different from taking the large |α| limit.
In the end of this section we study the time evolution of ∆S
(n),c
A in 4 dimensional space
time without U(N) symmetry.
9In D = 2 ∆S
(n),c
A for Trψ¯ψ is greater than that for Trψ
†ψ in both limits.
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4.4 Time evolution of CREEs
In this subsection, we study the time evolution of ∆S
(n),c
A in 4 dimensional space time without
U(N) symmetry. Here for simplicity we consider ∆S
(2),c
A for ψa, ψ¯ψ and ψ
†ψ. The time
evolution of ∆S
(2),c
A for ψa, ψ¯ψ and ψ
†ψ is plotted in Figures 8 and 9 and 10 respectively.
We especially consider the behavior of ∆S
(2),c
A for ψ¯ψ and ψ
†ψ. When α is small (|α| ∼ 0)
or large (|α| → ∞), it can be interpreted physically.
In the former case, the time evolution of ∆S
(2),c
A for ψ¯ψ, and ψ
†ψ is similar to that of
∆S
(2)
A for them. Therefore it can be interpreted similarly to ∆S
(2),c
A without the modular
chemical potential. Entanglement in all sectors can contribute to ∆S
(2),c
A .
On the other hand, in the later case, entanglement between (anti-)particles in a cer-
tain charged sector can only contribute to ∆S
(2),c
A . Here we assume that γ
tγ1 is given by
diag(1,−1, 1,−1) for simplicity and also assume that even unless taking late time limit, the
reduced density matrices for ∆S
(2),c
A can be written by
ρbpA = P1 |0〉A 〈0|A + P2
∣∣ψ¯ψ〉
A
〈
ψ¯ψ
∣∣
A
+ P3
(∣∣ψ¯1〉 〈ψ¯1∣∣+ ∣∣ψ¯3〉 〈ψ¯3∣∣)+ P5 (∣∣ψ¯2〉 〈ψ¯2∣∣+ ∣∣ψ¯4〉 〈ψ¯4∣∣)
+ P4 (|ψ1〉 〈ψ1|+ |ψ3〉 〈ψ3|) + P6 (|ψ2〉 〈ψ2|+ |ψ4〉 〈ψ4|)
ρdpA = P¯1 |0〉A 〈0|A + P¯2 |φψ〉A 〈φψ|A + P¯3 (|φ1〉 〈φ1|+ |φ3〉 〈φ3|) + P¯5 (|φ2〉 〈φ2|+ |φ4〉 〈φ4|)
+ P¯4 (|ψ1〉 〈ψ1|+ |ψ3〉 〈ψ3|) + P¯6 (|ψ2〉 〈ψ2|+ |ψ4〉 〈ψ4|)
(4.45)
where ρbp,cA and ρ
dp,c
A respectively correspond to the charged reduced density matrices for ψ¯ψ
and ψ†ψ. We also assume that
∑
i Pi =
∑
i P¯i = 1. In both case, the behavior of ∆S
(2),c
A
can be interpreted in the same way. Therefore we consider ∆S
(2),c
A for only ψ¯ψ. If the limit
α → ∞ is taken, entanglement between two components ψ¯a can only contribute to ∆S(2),cA
for ψ¯ψ at t = l. Therefore although only P1 does not vanish before t = l, only P3 or P5 can
be none-zero at t = l. Because we assume that γtγ1 = diag(1,−1, 1,−1), only one of them
does not vanish at t = l. Then ∆S
(2),c
A suddenly increases at t = l as in 2d CFT. ∆S
(2),c
A
is given by log 2. However in this case entanglement between the residual two components
ψ¯a can contribute to ∆S
(2),c
A after t = l. Therefore ∆S
(2),c
A keeps to increase after t = l and
approaches the late values in the limit α→∞, which are obtained in the previous subsection.
The time evolution of ∆S
(2),c
A for ψ
†ψ can be interpreted in the same way.
The time evolution of ∆S
(2)
A outside the region where we study is interesting because the
structure of entanglement between all sectors is deformed by charge chemical potential. The
effect of entanglement in some sector is partially enhanced and that of entanglement in other
sector is partially suppressed. Then the effect of the modular chemical potential can compete
with the original features of operators. The Figure 9 and 10 show that ∆S
(n),c
A can have a
peak in this region. To study it is one of the important future problems in order to study
features of charged (Re´nyi) entanglement entropy.
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Figure 8: The plot of ∆S
(2),c
A for real entanglement chemical potential α. The horizontal axis
corresponds to time t. The vertical line corresponds to ∆S
(2),c
A . ψa is the local operator which
acts on the ground state. Here l = 10, α = 1
2π
. The blue, green and red lines correspond to
(γtγ1)aa = −1, 0 and 1.
Figure 9: The plot of ∆S
(2),c
A with real entanglement chemical potential α. The horizontal
axis corresponds to time t. The vertical line corresponds to ∆S
(2),c
A . ψ¯ψ is the local operator
which acts on the ground state. Here l = 10. The blue, green and red lines correspond to
α = 0, 1
2π
and 2
π
. The purple line corresponds to α→∞.
5 Holographic results for d ≥ 4
In this section, following [14], we compute the excess in charged (Re´nyi) entanglement en-
tropies at large central charge and in the limit of a small chemical potential. We consider
a charged topological black hole in AdSd with d ≥ 4 [21] (see also [22]). At large central
charge, we can compute the 2n-point correlation functions that appear in the the Re´nyi
entropies from holography [14]. More precisely, at large c, the 2n-point function factorizes
into a product of the two-point functions that can be approximated by the exponent of the
geodesic length computed in the charged topological black hole background (with Σn at the
boundary). Below, we follow [14] very closely and only stress the differences that appear for
the charged case.
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Figure 10: The plot of ∆S
(2),c
A with real entanglement chemical potential α. The horizontal
axis corresponds to time t. The vertical line corresponds to ∆S
(2),c
A . ψ
†ψ is the local operator
which acts on the ground state. Here l = 10. The blue, green and red lines correspond to
α = 0, 1
2π
and 2
π
.The purple line corresponds to α→∞
The metric of the (Euclidean) charged topological black hole in AdSd+1 is given by
ds2 = f(r)dτ 2 +
dr2
f(r)
+ r2dφ2 + r2e−2φdx2i , (5.1)
where
f(r) = −1− m
rd−2
+
r2
R2
+
q2
r2(d−2)
. (5.2)
In addition, the solution contains a bulk gauge field
A =
(√
2(d− 1)
(d− 2)
Rq
R∗l∗rd−2
− µ
2πR∗
)
idτ, (5.3)
that vanishes at the horizon r+. This gives a relation between µ and the charge q
q2
r
2(d−2)
+
=
(√
d− 2
2(d− 1)
µl∗
2πR
)2
≡ µ2d, (5.4)
where for simplicity of notation we defined µ2d. Once we express the mass m and f(r) in
terms of µ2d, the temperature can be written as
β−1 = TH =
1
4π
∂rf(r)
∣∣∣∣
r+
=
r+d
4πR2
− d− 2
4πr+
[
1 + µ2d
]
, (5.5)
where β = 2nπR. Then, we have the radius
r+ =
R
dn
+R
√
1− 2
d
+
1
d2n2
+
d− 2
d
µ2d. (5.6)
Putting all together, we can express the mass in terms of n, d and µ
m = 2Rd−2
(
1
dn
+
√
()
)d−2(
1
d2n2
− 1
d
+
d− 1
d
µ2d +
1
dn
√
()
)
≡ Rd−2F(d,n,µ), (5.7)
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where
√
() stands for the square root in (5.6). Notice that due to the presence of the chemical
potential, now m(n = 1) 6= 0 (for µ2d = 0, m(1, 0) = 0 as before [14]).
Analogously to [14], we can compute the length of the geodesics in metric (5.1) at fixed xi
L
2
=
∫ rΛ
r∗
√
f(r)τ ′2 +
1
f(r)
+ r2φ′2 dr ≡
∫ rΛ
r∗
L dr. (5.8)
The corresponding equations of motion are
f(r)τ ′
L = C1,
r2φ′
L = C2, (5.9)
where C1 and C2 are arbitrary constants. Using the divergence of the derivatives at the
turning point r∗ we can further eliminate one constant, so that the distances between points
are
∆τ ≡ τf − τi = 2
∫ ∞
r∗
r
√
f(r∗)(r2∗ − C22 ) dr
f(r)
√
f(r)r2∗(r2 − C22 )− f(r∗)r2(r2∗ − C22 )
(5.10)
∆φ ≡ φf − φi = 2
∫ ∞
r∗
C2r∗ dr
r
√
f(r)r2∗(r2 − C22)− f(r∗)r2(r2∗ − C22)
, (5.11)
and the geodesic length is
L
2
= r∗
∫ rΛ
r∗
r dr√
f(r)r2∗(r2 − C22 )− f(r∗)r2(r2∗ − C22 )
. (5.12)
We are interested in the late time behavior of the correlation function for which the distances
between points become [14]
∆τ
R
= π +O(t−2), ∆φ = i
(
π − 2ε
t
)
+O(t−2), (5.13)
we can then set C22 = −|C2|2 and define
β =
R|C2|
r∗
. (5.14)
The relevant answer in the late time limit can be extracted by expanding the integrands for
large r∗ as well as keeping the leading term in large β. The length of the geodesic in this
limit is given by
L
2R
≃ log
(
2rΛ
r∗β
)
+O(r−1Λ ). (5.15)
Finally, we just have to determine the relation between β and m(n, µ). The algorithm is
that we focus on the difference between |∆φ| and ∆τ
R
by performing the expansion of the two
integrals in the inverse of r∗ and integrating to the leading term in 1/β and also to the first
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order in the chemical potential.
For example in 4 dimensions (d = 3) this leads to the relation
2ε
t
≃ R
2
r2∗β
− mR
2
3r3∗
+O(r−4∗ ), (5.16)
and in order for the two expressions on the right hand side to be of the same order, we must
have
β ∼ α3 r∗
m
, (5.17)
where α3 is an O(1) number. From that we can fix
2ε
t
∼ R
2m
r3∗
c3, (5.18)
with some O(1) constant c3, so we can express r∗ in (5.15) in terms of the relevant parameters.
Analogous analysis in d-dimensions yields
2ǫ
t
∼ R
2
r2∗β
− λdR
2m
rd∗
= cd
R2m(n, µ)
rd∗
, (5.19)
and the length of the geodesic becomes
L(n)
2R
∼ log
(
2rΛ
r∗β
)
= log
(
2rΛm(n, µ)
αd r
d−1∗
)
. (5.20)
The above geodesic gives us the propagator on Σn in d-dimensions and at large c from
holography
e−
2∆O
R
L(n) ∼
(
αdR
d−2
d
2rΛ
R
m(n, µ)
1
d
(
2ǫ
cdt
) 1
d
−1)4∆O
. (5.21)
This is our main holographic result from which we can now evaluate the correlators in the
large c limit.
There are two allowed sets of Wick contractions that we can take (see detailed discussion in
[12]) and the change in the n-th CREE becomes
∆S
(n)
A ≃
4n∆
d(n− 1) log
(
F(d,n,µ) t
2 ǫ
)
+ C(n,d) − 1
n− 1 log 2, (5.22)
where C(n,d) is some non-universal constant. This is the same form as for the uncharged case
but now F(d,n,µ) depends on the chemical potential. Clearly, holographically the effect of a
small charge is only seen in the details of the logarithmic growth with time but the coefficient
of the logarithm is unchanged. Note however that this answer is based on the expansion in
large r∗, so that we can perform the very complicated integrals in arbitrary dimension. As
we will see in the Appendix D, for d = 2 one gets more analytic control and the expansion
is not needed.
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Discussion
Here we assumed that the real modular chemical potential is added. In our analysis, ∆S
(n≥2)
A
does not approach to a constant even at the late time (t ≫ l ≫ ǫ). This behavior might
be interpreted as follows. We implicitly assume that the modular chemical potential α is
very small and β and r∗ are large. Under this assumption, we evaluate ∆τ , ∆φ and L by
expanding with respect to r∗ and β. On the other hand, the black hole horizon (r+) depends
on the modular chemical potential as in (5.6) because µ ∼ α. Therefore, if α is large, the
black hole horizon can be large and geodesics, that compute the correlator holographically,
can probably attach to it. Hence, our analysis is expected to break down in the limit of
a large modular chemical potential10. Therefore, it is possible that ∆S
(n),c
A approaches a
constant at the very late time limit for sufficiently large chemical potentials. Actually, as in
Appendix D, ∆S
(n),c
A is given by constant in the AdS3 example
11.
6 Conclusions and future problems
Here, we finish by brief conclusions and outline some future problems. In this work we focused
on the excesses of (Re´nyi) and charged (Re´nyi) entanglement entropies after excitations by
local fermionic operators. We derived the dependence of the coefficient cg of γ
tγ1 on spacetime
dimension D (given by (3.6)) and fixed the algebra of the fermionic quasi-particles. The
coefficient can be interpreted as follows. For D = 2p (p ∈ Z), fermionic field can be written
as a linear combination of fields labeled by eigenvalues of p spins and one of them can be
chosen as that of γtγ1. Fermions’ propagation depends on the representation of γtγ1 and cg
depends on the number of p− 1 spins except of γtγ1. Fermions which have the same number
of negative eigenvalues contribute equally to probability of the fermionic (anti-)particles to
be in A or B. Therefore, the square of a combination matrix appears in cg. If we choose a
more complicated subsystem such as x1 ≥ 0 and x2 ≥ 0 as the subsystem A, cg is expected
to depend on other generators.
We have also considered the excesses of charged (Re´nyi) entanglement entropy for locally
excited states in the free massless fermionic field theory. We found that the late values of
∆S
(n),c
A can be affected by the modular chemical potential. For ψ¯ψ, ∆S
c
A in 4d monotonically
decreases when |α| increases and approaches entanglement entropy for a certain charged
sector. For ψ†ψ, ∆ScA in 4d does not monotonically decreases when |α| increases. Until
the certain value |αm| of |α|, it increases. After |α| is over |αm|, they decrease and approach
(Re´nyi) entanglement entropies for the maximally entangled state in a certain charged sector.
If we recognize ∆S
(n),c
A as the amount of quantum information, the results indicate that it
10The results in this section is expected to be reliable when ǫ
t
is much greater than the modular chemical
potential.
11However, since we are not certain about the physical interpretation of that behavior, we have added the
example to Appendix D. Certainly, understanding of this setup and behavior is one of the important future
problems that can help us to explore the new features of charged (Re´nyi) entanglement entropies.
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can be controlled by changing the modular chemical potential. The way of increasing or
decreasing depends on the local operator. If we add the large amount of |α| to the reduced
density matrix for ψ¯ψ and ψ†ψ, we can obtain (Re´nyi) entanglement entropies in a certain
charged sector. In D = 4, ∆ScA without the modular chemical potential for ψ¯ψ is greater
than that for ψ†ψ. On the other hand, in the large modular chemical potential limit, that
for ψ¯ψ is smaller than that for ψ†ψ. We have also studied the time evolution of ∆S(n)A .
In the small and large α region we found that it can be interpreted physically. Especially,
∆S
(2),c
A for ψ¯ψ and ψ
†ψ suddenly increases at t = l in the large modular chemical potential
limit. They increase and approach a certain constants at the late time. We found that this
behavior can be interpreted in terms of quasi-particles.
We also studied ∆S
(n)
A and ∆S
(n),c
A in the D dimensional free massless fermionic field
theory with U(N) symmetry with D given by even integer. We analyzed the difference
between taking the large N limit and taking the large modular chemical potential limit. In
the large N limit, the entanglement in singlet sector is enhanced. After taking the large
N limit, the von Neumann limit can not be taken for D > 2. In D = 2, the limit n → 1
can be taken for ∆S
(n),c
A for Trψ¯ψ and Trψ
†ψ after taking the large N limit since there is
entanglement in the singlet or ”quark” sector. On the other hand, in the large α limit, the
entanglement in a certain charge sector is enhanced. After taking the large α limit, the von
Neumann limit can be taken for any even D.
Finally, we studied ∆S
(n),c
A in the holographic field theory. In this case, even at the late
time limit, ∆S
(n),c
A grow logarithmically with time. In our analysis, the coefficient of loga-
rithmic term dose not depend on the modular chemical potential. However, the detailed time
evolution of ∆S
(n≥2),c
A depends on the modular chemical potential. We implicitly assumed
that the modular chemical potential is very small. When the modular chemical potential is
added to the reduced density matrix, the black hole horizon of its gravity dual depends on
α. If the large modular chemical potential is added, the black hole horizon is large. Then
geodesics can probably attach its horizon. Therefore, ∆S
(n),c
A can probably be constant as in
Appendix D.
There are many interesting future problems and we list a few below:
• It is interesting to study the dependence of ∆S(n),cA on spacetime when we take different
shapes of the subsystem A.
• We have studied time evolution of ∆S(n),cA for small and large real modular chemical
potential. It would be interesting to understand their behaviour in the intermediate
regions too.
• Understanding ∆S(n),cA with more complicated charges or many charges simultaneously
(integrable models) is one of the future problems.
• It would also be very interesting to categorize local operators by the properties of
∆S
(n),c
A .
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• It is also an important problem to study ∆S(n),cA in the holographic field theories in
higher dimensions for large chemical potential and see if that leads to the constant
behaviour at late times.
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A Propagators
Propagators for twisted fields
After performing the analytic continuation in (2.19), we take the limit ǫ → 0. In this limit,
some of the twisted Green function dominantly contribute to ∆S
(n),c
A . We call them dominant
Green functions which are listed in Table 11 and 12. If we define
n = 1, t ≤ l
Sab(θ − θ2) = −Sab(θ2 − θ) iγtab
(− 1
16π2ǫ3
)
t > l
Sab(θ − θ2) i
[(
−e−i2piαE (t−l)+l+t
32π2tǫ3
)
γtab +
(−e−i2piαE+1)(l−t)(l+t)
64π2t2ǫ3
γ1ab
]
Sab(θ2 − θ) i
[(
ei2piαE (t−l)+l+t
32π2tǫ3
)
γtab +
(ei2piαE−1)(l−t)(l+t)
64π2t2ǫ3
γ1ab
]
n ≥ 2, t ≤ l
Sab(θ − θ2) = −Sab(θ2 − θ) iγtab
(− 1
16π2ǫ3
)
t > l
Sab(θ − θ2) = −Sab(θ2 − θ) −i l+t32(π2t)ǫ3γtab + i
(
(l−t)(l+t)
64π2t2ǫ3
)
γ1ab
Sab(θ − θ2 − 2(n− 1)π) i(−1)n+1e−i2nπαE
[(
(l−t)
32π2tǫ3
)
γtab −
(
(l−t)(l+t)
64π2t2ǫ3
)
γ1ab
]
Sab(θ2 − θ + 2(n− 1)π) i(−1)nei2nπαE
[(
(l−t)
32π2tǫ3
)
γtab −
(
(l−t)(l+t)
64π2t2ǫ3
)
γ1ab
]
Sab(θ − θ2 + 2π) = −Sab(θ2 − θ − 2π) i l−t32π2tǫ3γtab + iγ1ab
(
− (l−t)(l+t)
64(π2t2)ǫ3
)
Table 11: The table of green function Sab(θα − θβ) for twisted fields in 4 dim..
−
〈
T ψa(r, θ)ψ†b(r2, θ2)
〉
= Vab(θ − θ2) = iSac(θ − θ2)γtcb. (A.1)
In the limit ǫ → 0, some of Vab can contribute dominantly and they are listed in Table 11
and 12.
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n = 1, t ≤ l
Vab(θ2 − θ) = −Vab(θ − θ2) 1ab
(− 1
16π2ǫ3
)
t > l
Vab(θ − θ2) −
[(
e−i2piαE (t−l)+l+t
32π2tǫ3
)
1ab − (1−e
−i2piαE )(l−t)(l+t)
64π2t2ǫ3
(γtγ1)ab
]
Vab(θ2 − θ) −
[(
−ei2piαE (t−l)+l+t
32π2tǫ3
)
1ab − (e
i2piαE−1)(l−t)(l+t)
64π2t2ǫ3
(γtγ1)ab
]
n ≥ 2, t ≤ l
Vab(θ2 − θ) = −Vab(θ − θ2) 1ab
(− 1
16π2ǫ3
)
t > l
Vab(θ − θ2) = −Vab(θ2 − θ) − l+t32(π2t)ǫ31ab −
(
(l−t)(l+t)
64π2t2ǫ3
)
(γ1γt)ab
Vab(θ − θ2 − 2(n− 1)π) (−1)ne−i2nπαE
[(
− (l−t)
32π2tǫ3
)
1ab −
(
(l−t)(l+t)
64π2t2ǫ3
)
(γ1γt)ab
]
Vab(θ2 − θ + 2(n− 1)π) (−1)n+1ei2nπαE
[(
− (l−t)
32π2tǫ3
)
1ab −
(
(l−t)(l+t)
64π2t2ǫ3
)
(γ1γt)ab
]
Vab(θ − θ2 + 2π) = −Vab(θ2 − θ − 2π) l−t32π2tǫ31ab − (γ1γt)ab
(
− (l−t)(l+t)
64(π2t2)ǫ3
)
Table 12: The table of green function Vab(θα − θβ) for twisted fields in 4 dim. .
Propagators for untwisted fields
Here we list up untwisted dominant propagators in D = 6, 8 in Table 13 and 14 after the
analytic continuation in (2.19).
B 2d CFT details
To compute above correlation function in section 4, we need the six types of correlation
functions〈
eiφ(z1)e
−iφ(z2)eiφ(z3)e−iφ(z4)e−i2αφ(z5)ei2αφ(z6)
〉
〈e−2iαφ(z5)e2iαφ(z6)〉 =
16|z1|2|z2|2
|z12|4|z1 + z2|4
∣∣∣z1
z2
∣∣∣8α (B.1)
〈
e−iφ(z1)eiφ(z2)e−iφ(z3)eiφ(z4)e−2iαφ(z5)e2iαφ(z6)
〉
〈e−2iαφ(z5)e2iαφ(z6)〉 =
16|z1|2|z2|2
|z12|4|z1 + z2|4
∣∣∣z2
z1
∣∣∣8α (B.2)
〈
eiφ(z1)e
−iφ(z2)e−iφ(z3)eiφ(z4)e−2iαφ(z5)e2iαφ(z6)
〉
〈e−2iαφ(z5)e2iαφ(z6)〉 =
|z1 + z2|4
16|z12|4|z1|2|z2|2 (B.3)〈
e−iφ(z1)eiφ(z2)eiφ(z3)e−iφ(z4)e−2iαφ(z5)e2iαφ(z6)
〉
〈e−2iαφ(z5)e2iαφ(z6)〉 =
|z1 + z2|4
16|z12|4|z1|2|z2|2 (B.4)〈
eiφ(z1)e
iφ(z2)e
−iφ(z3)e−iφ(z4)e−2iαφ(z5)e2iαφ(z6)
〉
〈e−2iαφ(z5)e2iαφ(z6)〉 =
|z12|4
16|z1 + z2|4|z1|2|z2|2 (B.5)
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D = 6, n = 1
Sab(θ − θ2) = −Sab(θ2 − θ) −i 132π3ǫ5γtab
Vab(θ − θ2) = −Vab(θ2 − θ) − 132π3ǫ51ab
n ≥ 2, t ≤ l
Sab(θ − θ2) = −Sab(θ2 − θ) −i 132π3ǫ5γtab
Vab(θ − θ2) = −Vab(r2, r, θ2 − θ) − 132π3ǫ51ab
t > l
Sab(θ − θ2) = −Sab(θ2 − θ) i (l−2t)(l+t)2128π3t3ǫ5 γtab − i
3(l2−t2)2
512π3t4ǫ5
γ1ab
Sab(θ − θ2 − 2(n− 1)π) = −Sab(θ2 − θ + 2(n− 1)π) (−1)n
[
i (l−t)
2(l+2t)
128π3t3ǫ5
γtab − i
3(l2−t2)2
512π3t4ǫ5
γ1ab
]
Sab(θ − θ2 + 2π) = −Sab(θ2 − θ − 2π) −i (l−t)2(l+2t)128π3t3ǫ5 γtab + i
3(l2−t2)2
512π3t4ǫ5
γ1ab
Vab(θ − θ2) = −Vab(θ2 − θ) (t+l)2128π3t3ǫ5
[
(l − 2t)1ab + 3(t−l)24t (γ1γt)ab
]
Vab(θ − θ2 − 2(n− 1)π) = −Vab(θ2 − θ + 2(n− 1)π) (−1)n (t−l)2128π3t3ǫ5
[
(l + 2t)1ab +
3(t+l)2
4t
(γ1γt)ab
]
Vab(θ − θ2 + 2π) = −Vab(θ2 − θ − 2π) (t−l)2128π3t3ǫ5
[
−(l + 2t)1ab − 3(t+l)24t (γ1γt)ab
]
Table 13: The table of green function Sab(θα − θβ) and Vab(θα − θβ) for untwisted fields in
D = 6 dim..
D = 8, n = 1
Sab(θ − θ2) = −Sab(θ2 − θ) −i 3128π4ǫ7γtab
Vab(θ − θ2) = −Vab(θ2 − θ) − 3128π4ǫ71ab
n ≥ 2, t ≤ l
Sab(θ − θ2) = −Sab(θ2 − θ) −i 3128π4ǫ7γtab
Vab(θ − θ2) = −Vab(θ2 − θ) − 3128π4ǫ71ab
t > l
Sab(θ − θ2) = −Sab(θ2 − θ) −i3(l+t)
3(3l2−9lt+8t2)
2048π4t5ǫ7
γtab + i
15(l2−t2)3
4096π4t6ǫ7
γ1ab
Sab(θ − θ2 − 2(n− 1)π) = −Sab(θ2 − θ + 2(n− 1)π) (−1)n−1i3(l−t)
3(3l2+9lt+8t2)
2048π4t5ǫ7
γtab − (−1)n−1i
15(l2−t2)3
4096π4t6ǫ7
γ1ab
Sab(θ − θ2 + 2π) = −Sab(θ2 − θ − 2π) i3(l−t)
3(3l2+9lt+8t2)
2048π4t5ǫ7
γtab + i
15(t2−l2)3
4096π4t6ǫ7
γ1ab
Vab(θ − θ2) = −Vab(θ2 − θ) −3(l+t)
3(3l2−9lt+8t2)
2048π4t5ǫ7
1ab − 15(l
2−t2)3
4096π4t6ǫ7
(γ1γt)ab
Vab(θ − θ2 − 2(n− 1)π) = −Vab(θ2 − θ + 2(n− 1)π) (−1)n−1 3(l−t)
3(3l2+9lt+8t2)
2048π4t5ǫ7
1ab + (−1)n−1 15(l
2−t2)3
4096π4t6ǫ7
(γ1γt)ab
Vab(θ − θ2 + 2π) = −Vab(θ2 − θ − 2π) 3(l−t)
3(3l2+9lt+8t2)
2048π4t5ǫ7
1ab − 15(t
2−l2)3
4096π4t6ǫ7
(γ1γt)ab
Table 14: The table of green function Sab(θα − θβ) and Vab(θα − θβ) for untwisted fields in
D = 8 dim..
〈
e−iφ(z1)e−iφ(z2)eiφ(z3)eiφ(z4)e−2iαφ(z5)e2iαφ(z6)
〉
〈e−2iαφ(z5)e2iαφ(z6)〉 =
|z12|4
16|z1 + z2|4|z1|2|z2|2 (B.6)
where we take the limit of z5 → 0 and z6 →∞.
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C ∆S
(n),c
A for αE
Here we summarize the results for ∆S
(n),c
A with pure imaginary chemical potential αE .
Time evolution of S
(n),c
A
The time dependence of ∆S
(n),c
A with pure imaginary chemical potential αE for various states
is summarized in Table 15 for three different fermionic operators. The results can be written
in the form
∆S
(n),c
A =
1
1− n log [A1 + A2] (C.1)
and the explicit expressions for the three examples are in Table 15.
O ∆S(n),cA The time value of ∆S(n),cA (t→∞)
ψa
1
1−n log [A1 + A2]
1
1−n log [L1 + L2]
A1 =
(t+l)n[2− l−tt (γtγ1)aa]
n
[2{(t−l)e2ipiαE+(t+l)}− (−l+t)(l+t)t (e2ipiαE−1)(γtγ1)aa]n L1 =
[2+(γtγ1)
aa
]
n
[2(ei2piαE+1)−(ei2piαE−1)(γtγ1)aa]
n
A2 =
(t−l)n[2− l+tt (γtγ1)aa]
n
e2nipiαE
[2{(t−l)e2ipiαE+(t+l)}− (−l+t)(l+t)t (e2ipiαE−1)(γtγ1)aa]n L2 =
[2−(γtγ1)
aa
]
n
e2nipiαE
[2(ei2piαE+1)−(ei2piαE−1)(γtγ1)aa]
n
ψ¯ψ 1
1−n log [A1 + A2]
A1 =
(t+l)2n
[
42−4( t−lt )
2
]n
+(t−l)2n
[
42−4( t+lt )
2
]n
[
42{(t−l)2+(t+l)2+2(t2−l2) cos (2παE)}+8
(
t2−l2
t
)2
(cos (2παE)−1)
]n 11−n log
[
(12)n+(12)n+8
∑n≥k
k∈2Z nCk5
n−k4k cos (2nπαE)
[42(2+2 cos (2παE))+8(cos (2παE)−1)]n
]
A2 =
8(t2−l2)n∑n≥kk∈2Z nCk4k
(
4+ t
2−l2
t2
)n−k
cos (2nπαE)[
42{(t−l)2+(t+l)2+2(t2−l2) cos (2παE)}+8
(
t2−l2
t
)2
(cos 2παE−1)
]n
ψ†ψ 1
1−n log [A1 + A2]
A1 =
(t+l)2n
[
42+4( t−lt )
2
]n
+(t−l)2n
[
42+4( t+lt )
2
]n
[
42{(t−l)2+(t+l)2+2(t2−l2) cos (2παE)}+8
(
t2−l2
t
)2
(− cos (2παE)+1)
]n , 11−n log
[
(20)n+(20)n+8·3n cos (2nπαE)
[42(2+2 cos (2παE))+8(− cos (2παE)+1)]n
]
A2 =
8(t2−l2)n∑n≤kk∈2Z nCk(4 lt)k
(
4+−t
2+l2
t2
)n−k
cos (2nπαE)[
42{(t−l)2+(t+l)2+2(t2−l2) cos (2παE)}+8
(
t2−l2
t
)2
(− cos (2παE)+1)
]n
Table 15: The table of ∆S
(n),c
A with αE .
Physical interpretation
In this subsection, we reproduce the results in the previous subsection under quasi-particle
interpretation. We decompose ψa, ψ
†
a and ψ¯a into right and left movers respectively as in
(3.2).
In 4d, anti-commutation relationships for left and right movers are given by (3.2). There-
fore the reduced density matrices ρpA, ρ
bp
A and ρ
dp
A for ψa, ψ¯ψ and ψ
†ψ are respectively given
by Table 6.
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The charged reduced density matrix ρcA with pure imaginary entanglement chemical po-
tential αE is define by
ρcA =
e−i2παEQAρA
TrAe−i2παEQAρA
. (C.2)
where its anti-commutation relationships are given by
[QA, ψa] = −ψRa , [QA, ψ¯R,†a ] = ψ¯R,†a , [QA, φR,†a ] = φR,†a (C.3)
Therefore the reduced density matrices ρpA, ρ
bp
A and ρ
dp
A are given by Table 6. C,D and E
are listed up in Table 16.
C0,R
(2+(γtγ1)
aa
)
[2(1+e2ipiαE )+(1−e2ipiαE )(γtγ1)aa]
C1,R
e2ipiαE(2−(γtγ1)
aa
)
[2(1+e2ipiαE )+(1−e2ipiαE )(γtγ1)aa]
D0,R = D3,R
12
24+40 cos (2παE)
D1,R,1 = D1,R,3
9e2ipiαE
24+40 cos (2παE)
D1,R,2 = D1,R,4
e2ipiαE
24+40 cos (2παE)
D2,R,1 = D2,R,3
9e−2ipiαE
24+40 cos (2παE)
D2,R,2 = D2,R,4
e−2ipiαE
24+40 cos (2παE)
E0,R = E1,R
20
40+24 cos (2παE)
E2,R
3ei2piαE
40+24 cos (2παE)
E3,R
3e−i2piαE
40+24 cos (2παE)
Table 16: The table of C,D and E.
By using the reduced density matrices in Table 6 and 16, ∆S
(n),c
A are consistent with those
in the previous section.
∆S
(n),c
A for ρ
p,c
A , ρ
bp,c
A , ρ
dp,c
A are respectively listed up Table 17. If we take the von Neumann
O ∆S(n),cA
ψa
1
1−n log
(
(2−(γtγ1)
aa
)
n
ei2npiαE+((γtγ1)
aa
+2)
n
((γtγ1)(1−ei2piαE)+2(ei2piαE+1))n
)
ψ¯ψ 1
1−n log
(
4·9n cos(2παEn)+4 cos(2παEn)+2 12n
(40 cos(2παE)+24)n
)
ψ†ψ 1
1−n log
(
8 3n cos(2παEn)+2 20
n
(24 cos(2παE)+40)n
)
Table 17: ∆S
(n),c
A with αE for ρ
p,c
A , ρ
bp,c
A , ρ
dp,c
A .
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limit n→ 1, ∆ScA for ψa, ψ¯ψ and ψ†ψ are respectively given by
∆Sp,cA =
2 + (γtγ1)aa
F1
log
[
F1
2 + (γtγ1)aa
]
+
(2− (γtγ1)aa) ei2παE
F1
log
[
F1
(2− (γtγ1)aa) ei2παE
]
,
∆Sbp,cA =
3
F2
log
[
2F2
3
]
+
5 cos (2παE)
F2
log [8F2]− 9 cos 2παE
F2
log 3
+
5(e−i2παE log ei2παE + ei2παE log e−i2παE)
2F2
,
∆Sdp,cA =
5
F3
log
[
2F3
5
]
+
3 cos (2παE)
F3
log
[
8F3
3
]
+
3(e−i2παE log ei2παE + ei2παE log e−i2παE)
2F3
,
(C.4)
where the functions Fi are given by
F1 = 2 +
(
γtγ1
)
aa
+ ei2παE (2− (γtγ1)
aa
),
F2 = 3 + 5 cos 2παE ,
F3 = 5 + 3 cos 2παE .
(C.5)
∆Sp,cA ,∆S
bp,c
A and ∆S
dp,c
A respectively correspond to ψa, ψ¯ψ and ψ
†ψ.
∆S
(n),c
A with αE in D-dimensional Spacetime in Large N limit
Here we consider ∆S
(n)
A for (ψa)
l
k,Tr
(
ψ¯ψ
)
and Tr
(
ψ†ψ
)
. In D dim. U(N) free massless
fermionic field theory, fermionic fields are decomposed into the left and right moving modes
as in (3.2) and anti-commutation relation (3.5) for them are imposed. Let’s derive ∆S
(n),c
A
for ρp,cA , ρ
bp,c
A and ρ
dp,c
A . ∆S
(n),c
A for (ψa)
i
j, Trψ¯ψ and Trψ
†ψ are listed up in Table 18.
Large N Limit
Here we study ∆S
(n),c
A with the imaginary chemical potential for (ψa)
i
j ,Trψ¯ψ and Trψ
†ψ.
∆S
(n),c
A does not depend on N . If we take large N limit for cos 2παE 6= 0, ∆S(n),cA for Trψ¯ψ
in D 6= 2 reduce to
∆S
(n≥2),c
A ∼
1
1− n log
[
2
(
1− c2g
)n
2n
{
(1− c2g) + (1 + c2g) cos (2παE)
}n
]
,
∆ScA ∼
2 cos(2πα)
((
c2g + 1
))
((
c2g + 1
)
cos(2παE)− c2g + 1
) log(N).
(C.6)
If we take large N limit for cos 2παE 6= 0 and cos 2nπαE 6= 0, ∆S(n),cA for Trψ¯ψ in D = 2 are
given by
∆S
(n),c
A ∼ 2 logN (C.7)
where n is arbitrary integers. ∆S
(n),c
A are (Re´nyi) entanglement entropies for a maximally
entangled state. It is for the N2 ×N2 reduced density matrix.
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O ∆S(n),cA for D 6= 2 ∆S(n),cA for D = 2, (γtγ1)aa 6= ±1
ψa
1
1−n log
[
(1+cg(γtγ1)
aa
)
n
+ei2piαn(1−cg(γtγ1)
aa
)
n
1+ei2piα+cg(1−ei2piα)(γtγ1)aa
]
1
1−n log
[
(1+(γtγ1)
aa
)
n
+ei2piαn(1−(γtγ1)
aa
)
n
1+ei2piα+(1−ei2piα)(γtγ1)aa
]
Trψ¯ψ 1
1−n log
[
2·2Dn2 (1−c2g)nN2n+2
D
2 N2 cos (2nπα){(1−cg)2n+(1+cg)2n}
2
(D+2)n
2 N2n{(1−c2g)+(1+c2g) cos (2πα)}n
]
log 2 + 2 logN + 1
1−n log
[
cos 2nπα
(cos 2πα)n
]
Trψ†ψ 1
1−n log
[
2·2nD2 (1+c2g)nN2n+2·2
D
2 (1−c2g)n cos (2nπα)N2
2
D+2
2 n[(1+c2g)+(1−c2g) cos (2πα)]
n
N2n
]
log 2
O ∆ScA for D 6= 2 ∆ScA for D = 2
(ψa)
i
j
1+cg(γtγ1)
aa
F1
log
(
F1
1+cg(γtγ1)aa
)
+
(1−cg(γtγ1)
aa
)
F1e
−i2piαE
log
(
F1e
−2ipiαE
(1−cg(γtγ1)aa)
)
1+(γtγ1)
aa
F4
log
(
F4
1+(γtγ1)aa
)
+
(1−(γtγ1)
aa
)
F4e
−2ipiαE
log
(
F4e
−2ipiαE
(1−(γtγ1)aa)
)
where F1 = 1 + cg (γ
tγ1)aa + (1− cg (γtγ1)aa)ei2παE F4 = 1 + (γtγ1)aa + (1− (γtγ1)aa)e2iπαE
Trψ¯ψ
(1−c2g)
F2
log
(
2F2
(1−c2g)
)
+ (1−cg)
2 cos (2παE)
2F2
log
(
2
D+2
2 N2F2
(1−cg)2
)
+ (1+cg)
2 cos (2παE)
2F2
log
(
2
D+2
2 N2F2
(1+cg)2
)
1
2 cos (2παE)
[ei2παE log e−i2παE + e−i2παE log ei2παE ]
+
(1+c2g)
2F2
[ei2παE log e−i2παE + e−i2παE log ei2παE ] + log (2N2 cos 2παE)
where F2 = (1− c2g) + (1 + c2g) cos 2παE
Trψ†ψ
1+c2g
F3
log
(
2F3
1+c2g
)
+
(1−c2g) cos (2παE)
F3
log
(
N22
D+2
2 F3
(1−c2g)
)
+
(1−c2g)
2F3
[ei2παE log e−i2παE + e−i2παE log ei2παE ] log 2
where F3 = 1 + c
2
g + (1− c2g) cos 2παE
Table 18: ∆S
(n),c
A with αE for ρ
p,c
A , ρ
bp,c
A , ρ
dp,c
A in D dimensional spacetime.
If the large N limit is taken for cos 2παE 6= 0, ∆S(n)A for Trψ†ψ in D 6= 2 reduce to
∆S
(n≥2),c
A ∼
1
1− n log
[
2(1 + c2g)
n[
2
{
(1 + c2g) + (1− c2g) cos (2πα)
}]n
]
,
∆ScA ∼
2
(
c2g − 1
)
cos(2πα)(
c2g − 1
)
cos(2πα)− (c2g + 1) log(N).
(C.8)
Even in the large N limit, entropies for Trψ†ψ in D = 2 dim. are given by
∆S
(n)
A = log 2 (C.9)
which does not depend on αE, N and n and correspond to the answer for the EPR state.
D Example in AdS3/CFT2
In this appendix we present another example of Re´nyi entropy with charge that can be
treated analytically. In [14] and in the main text above we used holography to compute
the 2n-point correlator on Σn in a CFT at large central charge. More precisely, we used the
geodesic approximation in the background of a topological black hole that after identification
of the temperature β = 2πn has Σn at the boundary. In three dimensions, formally, there
are no topological black holes but we can simply take the BTZ black hole with the above
identification of the inverse temperature and reproduce the large c result on Σn.
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Here we generalize this to the spinning BTZ black hole12. The spin in the dual geometry
introduces left-right asymmetry in the CFT that lives on a twisted cylinder (we will consider
a BTZ black string). After we identify the Hawking temperature appropriately we can again
use holography to compute the 2n-point correlator on this twisted Σn. This computation
turns out to be quite subtle and we only present a short summary below and we hope to
come back to it elsewhere [26] with natural generalization to higher spin black holes.
Let us start with Lorentzian black hole [23]
ds2 = −(r
2 − r2+)(r2 − r2−)
r2
dt2 +
r2
(r2 − r2+)(r2 − r2−)
dr2 + r2
(
dφ− r+r−
r2
dt
)2
, (D.1)
where the mass M , the angular momentum J , the Hawking temperature TH = 1/βH and the
angular velocity Ω of the outer horizon are determined by radii of the inner (r−) and outer
(r+) horizons, as follows
M = r2+ + r
2
−, J = 2 r+r−, βH = 1/TH =
2πr+
r2+ − r2−
, Ω =
r−
r+
, (D.2)
one can also define left and right temperatures via r± = π (T+ ± T−).
The Euclidean black hole is obtained by analytic continuation to imaginary time and imag-
inary angular momentum (usual momentum for the black string)
t→ iτE , J → iJE , (D.3)
such that we have
ds2E =
(r2 − r2+)(r2 − r2−)
r2
dτ 2E +
r2
(r2 − r2+)(r2 − r2−)
dr2 + r2
(
dφ− r+(ir−)
r2
dτE
)2
. (D.4)
For real τE and JE, the quantities ds
2
E, r
2
± and r+ are real and r− is pure imaginary. We
then have u = u+ = φ+ iτE and u¯ = u− = φ− iτE that are complex conjugates of each other
and similarly T+ = T and T− = T¯ . The radial coordinate ranges between r+ ≤ r ≤ ∞, and
we have the identification
(u, r) ≃ (u+ 2π, r) ≃ (u+ iβ, r)
(u¯, r) ≃ (u¯+ 2π, r) ≃ (u− iβ¯, r), (D.5)
where β = 1/T and β¯ = 1/T¯ are complex. The boundary of the Euclidean BH is a torus with
modular parameter iβ
2π
. Note also that since r− is pure imaginary the the potential Ω = iΩE
is also purely imaginary. In the following we will consider the BTZ black string which has
the same metric but with φ decompactified (no 2π identification on u).
12In AdS3/CFT2 context spinning BTZ black holes usually appear with a constant CS gauge field in the
bulk and are dual to a 2d CFT with additional U(1) Kac-Moody current (see [24] for review and [25] for
results on evolution of entanglement).
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Now we generalize the computation of the correlation functions using the topological black
hole. Namely we identify βH = 2πn and ”naively” compute the correlator holographically
using geodesic approximation. For that, we assume that all the analytic continuations as
well as the appropriate ranges of Ω are taken.
The length of the geodesic between points separated by ∆φ and ∆τ at radial cutoff ǫuv can
be written as [27]
L
R
= log
(
β2H(1− Ω2)
π2ǫ2uv
sinh
π(∆φ+ i∆τ)
βH(1− Ω) sinh
π(∆φ− i∆τ)
βH(1 + Ω)
)
. (D.6)
Therefore the relevant ratio of the propagators at large c becomes
e−
2∆O
R (L(n)−L(1)) =
[
sinh ∆φ+i∆τ
2(1−Ω) sinh
∆φ−i∆τ
2(1+Ω)
n2 sinh ∆φ+i∆τ
2n(1−Ω) sinh
∆φ−i∆τ
2n(1+Ω)
]2∆O
. (D.7)
For Ω → 0 this reduces to the result in [14]. This result can be reproduced from CFT by
first considering the ratio of the two-point function on Σn to the two-point function on Σ1
〈O(w1, w¯1)O(w2, w¯2)〉Σn
〈O(w1, w¯1)O(w2, w¯2)〉Σ1
=
∣∣∣∣∣ w12w 121 w 122
∣∣∣∣∣
4∆O
∣∣∣∣∣nw
1
n
1 − w
1
n
2
w
1
2n
1 w
1
2n
2
∣∣∣∣∣
−4∆O
, (D.8)
and applying the map
w = e
φ+iτ
1−Ω , w¯ = e
φ−iτ
1+Ω , (D.9)
where in all the above formulas Ω is purely imaginary.
Now we determine which geodesics are dominant in the late time limit and non-zero Ω.
Generically, as in [14], we first assume non-zero correlators between operators O and O†.
In this case, the leading contribution to the correlator comes from contractions are between
operators on the same sheet13. Inserting the late time values (5.13) and expanding to order
ǫ gives
e−
2∆O
R (L
(n)−L(1)) ≃

 sin π1−Ω
n sin π
n(1−Ω)
−
cos pi
1−Ω
cos pi
n(1−Ω)
− sin
pi
1−Ω
n sin pi
n(1−Ω)
(1− Ω) tan π
n(1−Ω)
ǫ
n t


2∆O
. (D.10)
Notice that the propagator only depends on the combination of 1−Ω what can be understood
in terms of the asymmetry between the left and right movers on Σn. Moreover, as long as
0 < Ω < 1
2
, we can neglect the O(ǫ) term and the ratio approaches a constant at late times.
For Ω ≥ 1
2
there constant term vanishes for some specific values of Ω and we have to include
the ǫ/t terms that lead to the logarithmic growth with time. Even for Ω < 1
2
the propagators
for the not-nearest operators can be O(1) at certain Ω. However in this paper we do not
consider ∆S
(n),c
A in those cases. Similar subtleties appear in the less generic situations with
13the contraction between the operator on the n-th and the 1st sheet becomes sub-leading due to the
presence of Ω
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e.g. O = O†. More detailed analysis of these interesting behavior deserves further study and
we hope to come back to it in the future.
Finally we can evaluate the 2n-point correlator using the geodesic approximation and insert-
ing the late time values we have the change in the n-th Re´nyi (even n) entropy
∆S
(n)
A ≃
∆O
1− n log


(
sin π
1−Ω
n sin π
n(1−Ω)
)2n , (D.11)
and for Ω 6= 0 we can take the von-Neumann limit n→ 1
∆S
(1)
A = 2∆O
(
1− π
1− Ω cot
π
1− Ω
)
. (D.12)
It is also worth stressing that analysis of the Re´nyi entropies also breaks down in the extremal
limit Ω→ 1 which might be an interesting problem to explore in the future also in the context
or higher spin black holes.
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