Shifts in responses typically are obscured to users, so that regression proceeds as if unshifted. At issue is the infusion of such shifts into the classical analysis. On projecting outliers into the "Regressor" and "Error" spaces of a model, our findings are that shifts in responses account for shifts in the OLS solutions and for inflated residuals. These in turn impact estimation, prediction, and hypothesis tests, all of vital interest to users, and all documented. Tools for identifying shifted responses are given. Case studies illustrate effects of such shifts, to include a reexamination of studies from the literature.
diagonal elements {h ii ∈ (0, 1); 1 ≤ i ≤ n} are leverages attributed to rows {x i ; 1 ≤ i ≤ n} of X o ; and elements of (I n −H n )Y o = e o = [e 1 , . . . , e n ] are residuals in the full data.
Specifically, regression diagnostics seek leverages of regressors, outlying data, and to identify as influential those observations whose removal would alter essentials of the analysis. Of these, much effort over many decades has sought to detect outlying and influential observations. Single-case deletions continue in use, wherein a single row {Y i , x i , ε i } is eliminated from {Y o , X o , ε o }, leaving the remainder {Y = Xβ + ε} and their solutions ( β (i) , S 2 (i) ), to be examined in regard to effects of such deletions on the output. Basic sources include Belsley et al. (1980) , Cook and Weisberg (1982) , Bar nett and Lewis (1984), Atkinson (1985) , Rousseeuw and Leroy (1987) , Chatterjee and Hadi (1988) , Myers (1990) , Fox (1991) , and others. Designs fully estimable after deletions are studied in Ghosh (1978) .
Diagnostics of note include the R-Student statistics {t i = e i /S (i)
√ 1−h ii } of Snedecor and Cochran (1968, p.157 ) in testing for a single shift at x i . Similarly,
scaled divergence between predictors at x i with and without Y i ; and {DFB ij = ( β j − β j(i) )/S (i) √ c jj } is a scaled divergence between ( β j , β j(i) ) as elements of ( β, β (i) ) with and without Y i , with c jj from the diagonal of (X X) −1 . An observation Y i is deemed influential for prediction at x i , or for estimating β j , according as DFT i or DFB ij relate to designated cutoff values. See especially Belsley et al. (1980) . Many such diagnostics are deemed to be staples of regression.
The present study is like minded in seeking effects exerted on regression analyses by shifts in the elements of Y . Unfortunately, the influence diagnostics (DFT i , DFB ij ) and many others fall short. This is because these, together with the deletion diagnostics listed in Table 1 of Jensen (2000) and others, all correspond one-to-one with t i or t 2 i . Accordingly, none conveys an iota of information beyond that of (t i , t 2 i ) for identifying outliers. Eschewing deletions, the present study differs radically in perspective, the essence being that shifts in the responses Y are tantamount to shifts in the OLS solutions, and to inflated variation about the best-fitting line. We specifically consider the model {Y = Xβ + ε} together with a shift {Y → Y + ω} considered to be fixed if unknown. Such shifts typically are obscured from the user, who then proceeds as if the unshifted model is correct, yet retains vital interest in whether such shifts have occurred. It remains to reassess those findings. Circumstances abound in engineering and the sciences, where the calibration of a device may have slipped, thus requiring recalibration.
Looking ahead to Section 5.1, take {Y = Xβ + ε} with n = 4 and p = 2 as a basic set, and Supporting developments are given in Section 2, to include notes on g-inverses and the projection of shifts into the "Regressor" and "Error" spaces of a model, drawing fundamentally different effects. Sections 3 and 4 comprise the principal findings. Section 3 establishes effects of shifts on the regression, together with anomalies in tests regarding (β, σ 2 ). Section 4 undertakes inferences regarding the unknown shifts. Section 5 offers case studies, beginning with the elementary and transparent example of (1.1), and then proceeding to a reexamination of data from the literature.
2 Preliminaries.
Notation
Spaces here include R n as Euclidean n-space, its positive orthant R n + , and the real symmetric matrices S n of order n. Vectors and matrices are set in bold type; the transpose, inverse, trace, and determinant of A are A , A −1 , tr(A), and |A|; I n is the (n×n) identity; and
The range and null spaces of A are designated as R(A) and N (A). Specifically,
Some Distributions
Given Y ∈ R n as random, its distribution, characteristic function (chf ), mean vector, and dispersion matrix are denoted by
is Gaussian on R n with (µ, Σ) as its mean and dispersion matrix. Distributions on R 1 + include χ 2 (ν, λ) as chi-squared having ν degrees of freedom, non-
, having mean (ν + λ) and variance 2(ν + 2λ); see Johnson and Kotz (1970, pp.132-133) . In addition is the doubly noncentral F -distribution F (ν 1 , ν 2 , λ 1 , λ 2 ) having (ν 1 , λ 1 ) and (ν 2 , λ 2 ) as degrees of freedom and noncentralities in its numerator and denominator. Identify {F > c α } as the conventional α-level rejection rule based on F (ν 1 , ν 2 , 0, 0).
The Model.
Arrayed as {Y = Xβ + ε}, the entities β = Lemma 2.1. Consider the model {Y = Xβ + ε} of order n and full rank p < n; let A(n × n) of rank k < n have the spectral decomposition A = QDQ with D = Diag(D 1 , 0) and
Proof. Conclusions (i) and (ii) follow on verifying the axioms (2.1). Conclusion (iii) is a special case of (ii) on letting D 1 = I k , and (iv) follows directly from (iii). The projection operator X(X X) −1 X is a geometric concept free of basis vectors. To see this take another basis for S p (X), namely XG with G(k×k) and nonsingular. Then the projectors satisfy XG(G X XG)
−1 X to establish conclusion (v).
Classification of Shifts.
A critical issue, largely unexamined in the literature, is the manner in which a given shift {Y → Y + ω} is infused into outcomes of conventional regression analyses. To these ends recall H n and (I n −H n ) as (n×n) idempotent of ranks p and (n−p), projecting into the "Regressor" space R(H n ) and "Error" space R(I n −H n ) generated by {Y = Xβ +ε}. Critical insight is gained on decomposing any ω ∈ R n as in the following.
Definition 1.
A shift ω ∈ R n is decomposed as ω = ω 1 +ω 2 , where ω 1 = H n ω and ω 2 = (I n −H n )ω are respective projections into the "Regressor" and "Error" spaces of {Y = Xβ+ε}, where H n = X(X X) −1 X . In addition, let θ 1 and θ 2 be angles between (ω, ω 1 ) and (ω, ω 2 ), respectively.
Some properties follow immediately:
This decomposition enables shifts {Y → Y + ω} in responses to be classified according to components lying in R(H n ) and R(I n −H n ). These in turn exert profound and differing impacts on the principal outcomes of regression analyses under shifts. Details follow.
3 Propagation of Shifts.
Basics.
The decomposition ω = ω 1 + ω 2 in R n enables their effects to be tracked separately; these are found to differ markedly. To fix ideas, consider outcomes { β ω , e ω , S 
The subscript (Symbol ∅ ) identifies the quantities sought by experiment, but typically not recoverable under the shifted model. Even for {Y = β 0 1 n +Xβ + ε} with intercept, attempts to reconfigure the shift {Y ω = Y + ω} as {Y = (β 0 1 n −ω) + Xβ + ε} fail under conventional OLS in having n+p parameters, some outside the span of the regressors, to be supported by n observations. Instead we follow a different approach in order to examine effects exerted by a given shift on regression outcomes. Details follow.
Effects on Regression.
At issue is the manner in which a given shift ω ∈ R n is infused into properties of
Here and elsewhere we denote M = (X X) −1 . A first look under moment assumptions follows.
(iv) The loss in efficiency due to ω in estimating β is found as the MSE efficiency ratio E ff ( β ∅ :
Similarly for the residuals e ω , e ω e ω , and S
Proof. Conclusion (i) was demonstrated in the paragraph preceding. For (ii) observe that
, and since ω is fixed, if unknown, first and second moments follow as in conclusion (ii) under Assumptions
give conclusion (iv). In regard to residuals, observe that e ω = (I n −H n )(Y ∅ +ω) = e ∅ +ω 2 and ω 2 is fixed, so that E(e ω ) = 0 + ω 2 , V(e ω ) = V(e ∅ ) = σ 2 (I n −H n ); moreover, if ω ∈ R(H n ), then ω 2 = 0 and e ω ≡ e ∅ is observable, giving (v). Conclusion (vi) follows as the expectation of a noncentral quadratic form as in Mathai and Provost (1992; p.51). Conclusion (vii) follows from (v) and (viii) from (vii). The claim in Section 1 that X( β ω − β)+(e ω −e) = ω follows from conclusions (ii) and (v) with Xκ = ω 1 .
We draw the following: (i) The components (ω 1 , ω 2 ) induce exclusive shifts in ( β, e), respectively. (ii) The extremal case ω = ω 1 renders shifts in β that cannot be discerned through altered residuals. The other extremity, ω = ω 2 , leaves β unscathed as from the intended model, while inflating variability about the intended best-fitting line. (iii) Otherwise the angles (θ 1 , θ 2 ) of Definition 1 quantify the extent to which ω projects into R(H n ) and R(I n −H n ), respectively. Remark 1. In Section 1 the influence deletion diagnostics (DFT i , DFB ij ) are cited as conveying no information beyond the R-Student statistic t i for outliers. Instead of the difference Effects that shifts exert on fundamental distributions may be summarized as follows under the normality assumption A 2 . 
Proof. Conclusion (i) and the first part of conclusion (ii) are Gaussian versions of Theorem 1(ii, v). To continue, for a random U ∈ R n having E(U ) = µ, the noncentrality parameter for U AU is the quadratic form µ Aµ in its expectation. Observe that
Accordingly, e ω e ω = e ω (I n −H n )e ω is a quadratic form of type U AU with idempotent matrix A = (I n −H n ) of rank n−p, and noncentrality
Combining gives the M SE efficiency ratio of conclusion (iv). Conclusion (v) follows along conventional lines since ( β ω , S 2 ω ) are mutually independent under Gaussian assumptions, noting that the scale-invariance of the ratio F ω frees its distribution from dependence on σ 2 .
Corollary 1. Given a single shift {Y
comprising the leverage and coleverages.
We next consider effects exerted by shifts on conventional tests regarding β and σ 2 .
Anomalies: Tests Regarding
The test for H 
Abberations in testing H
σ 0 : σ 2 = σ 2 0 against H σ 1 : σ 2 = σ 2 0 also are germane. Against one-sided upper alternatives H σ 1U : σ 2 > σ 2 0 , normal-theory tests reject at level α for {(n − p)S 2 ∅ /σ 2 0 > c α }; against H σ 1L : σ 2 < σ
Corollary 2. Consider testing H
The test has the following properties. 
Proof. Conclusions (i), (ii) and (iv) are direct consequences of Theorem 2. Conclusion
We turn next to the possibility that a given shift might exert differential effects on subsets of the betas.
Effects on Subsets of Betas.

Consider a design {Y
It is instructive to examine whether shifts may be induced in some estimators but not others. Shifting {Y → Y + ω} and taking ω = ω 1 + ω 2 as before, it follows that β ω = β ∅ +X † ω 1 . Recalling that ω 1 ∈ R(H n ) = R(X), now partition ω 1 = ω 11 + ω 12 with ω 11 ∈ R(X 1 ) and ω 12 ∈ R(X 2 ). Then ω 11 ∈ N (X 2 ) and ω 12 ∈ N (X 1 ) since X 1 ⊥X 2 , where for convenience we use the notation N (X i )
In short, it is seen that shifts in Y may induce shifts in ( β 1 , β 2 , e, SS).
(i) Then this induces a shift in the component β ω1 only, as
The residuals e, M SE and SS retain properties given in Theorems 1 and 2.
Proof. Conclusion (i) follows from (3.2) since ω 1 = ω 11 implies ω 12 = 0 and thus (ii). Conclusion (iii) holds since ω = ω 11 + ω 2 , and that developments in Theorems 1 and 2 continue to apply regarding ω 2 .
Inferences Regarding Shifts.
Inferences are sought regarding the unknown shift ω = ω 1 +ω 2 ∈ R n and its components. For this we postulate separate experiments, namely {Y ω = Xβ ω + ε ω } having shifted responses as in Section 3, together with {Y o = X o β +ε o } taken to be free of shifts. Both Y ω and Y o are observable. The two experiments may differ in design and size; they are commensurate in having the same β's; and they are to be carried out independently. In our experience researchers often know that abberations may have occurred, in retrospect through notes taken during the course of an experiment. In an industrial setting a carefully controlled pilot study may provide benchmarks in monitoring regression under the vagaries of a production line, as in Jensen et al. (1984) . Another venue is that a calibrated device has slipped and requires recalibration. Accordingly, we carry over from Section 3 the notation and findings for {Y ω = Xβ ω +ε ω } as in the following display, together with corresponding items from the unshifted array To continue, since ω ∈ R n , we seek evidence regarding ω 1 ∈ R(H n ) and ω 2 ∈ R(I n −H n ).
This turns out to be unbiased with further properties to be cited. However, the challenge is to lift this from κ ∈ R p to ω 1 ∈ R n . As a tentative step note that κ ∈ R p and ω 1 ∈ R(H n ) in effect are both p-dimensional. Accordingly, we next apply X to κ = X † ω 1 as XX † ω 1 = H n ω 1 = ω 1 to get the prospective
Details are given subsequently. Similarly, for the case that m = n, consider ω 2 = (e ω −e o ) for estimating ω 2 ∈ R n . Looking ahead, the n-dimensional joint distributions L( ω 1 ) and L( ω 2 ) necessarily will be singular on R n of ranks p and n−p, respectively, as will their (n×n) dispersion matrices, since ω 1 ∈ R(H n ) and ω 2 ∈ R(I n −H n ). Essential properties are collected in the following where, on occasion, considerable simplification accrues on allowing the designs X and X o to coincide.
for estimating ω ∈ R n and ω 2 ∈ R(I n −H n ). Under Assumptions A and A o we have
Moreover, taking m = n for ω and ω 2 , we have
(xi) For the case X = X o it follows that ω = ω 1 + ω 2 , and the noncentrality parameters satisfy
Proof. Conclusions (i)-(iii) follow on combining properties of ( β ω , e ω ) from Theorem 1(ii,v) under Assumptions A 1 , with those of ( β o , e o ) under A 01 , together with independence of the two experiments. Since ω 2 = (e ω −e o ), we have V( The second part of (ix) follows since V = 2H n and V † = 1 2 H n from Lemma 2.1(iii), so that
2 ω 1 ω 1 for its noncentral parameter. Conclusion (x) follows directly from (iii) and (vii). Conclusion (xi) follows from conclusion (viii) and the special case in the second part of (ix). 
Proof. Conclusions (i) and (ii) are complicated by prospective dependencies between
( ω 1 , e o ) and ( ω 2 , e o ). Observe that ω 1 = X(X † Y ω − X † o Y o ) = H n Y ω − XX † o Y o . The cross-covariance in (i) is Cov( ω 1 , e o ) = Cov((H n Y ω − XX † o Y o ), (I n − H o )Y o ) = Cov(H n Y ω , (I n − H o )Y o ) − Cov(XX † o Y o , (I n −H o )Y o ) = 0−Cov(X β o , e o ) = 0.
Conclusion (i) follows from Theorem 4(ix) together with the central distribution L((∓)S
under Gaussian errors. The given statistic for testing H 0 : ω 2 = 0 against H 1 : ω 2 = 0 is complicated by the fact that ω 2 = (e ω −e o ) and e o are dependent. Details accounting for this are supplied in Appendix Lemma A.1, giving in conclusion (iii) of that Lemma an expression for the pdf of G ρ (n−p, n−p, 0), its upper cutoff value c * α giving the rejection rule of conclusion (ii).
Case Studies
Case Study 1.
Our example with (n = 4, p = 2), begun in Section 1, is taken from Kang and Albin (2000) and Kim et al. (2003) , who carried out extensive simulation studies in regard to monitoring linear profiles in statistical process control. Accordingly, in the centered form of Kim et al. (2003) , observations {Y i = 13 + 2X i + ε i ; 1 ≤ i ≤ 4} are generated as reported in Table 1 As noted in Section 1, β ω = β+κ and e ω = e+ ω 2 . To expand on Remark 1, the difference ( 
Case Study 2: Hadi and Simonoff Data
Background
Hadi and Simonoff (1993) presented an artificial data set with two predictor variables {X 1 , X 2 } having response Y = X 1 + X 2 + ε, sample size n = 25, and outliers embedded in rows {1, 2, 3} designed to be difficult to find. Their errors were generated from a standard normal N (0, 1) distribution for rows {4, . . . , 25} and zeros for rows {1, 2, 3}. Outliers are fixed at ω = [4, 4, 4, 0, . . . , 0] ∈ R n . Since their responses were generated with a constant term of zero, we write {Y = β 0 1 n +β 1 X 1 + β 2 X 2 + ε}, where the actual parameters generating the data are
For our case studies all rows, including {1, 2, 3}, are disturbed by standard normal errors so as to be amenable to Gauss-Markov theory. The design matrix X = [1 n , X 1 , X 2 ] is retained throughout; components ω 1 = H n ω and ω 2 = (I n −H n )ω in R n are reported subsequently in Table 3 , where we determine that ω 1 ω 1 = 19.2173 and ω 2 ω 2 = 28.7827. Accordingly, the angle θ 1 between (ω, ω 1 ) is θ 1 = 50.8 deg, indicating that ω has only a slight propensity towards the "Error" space. Hadi and Simonoff (1993) and others offer often convoluted subset deletion algorithms for identifying outlying subsets. Our work supports the view that shifts in responses are tantamount to shifts in the OLS solutions and to inflated variation about the best-fitting line, these being the essential malapropros consequences of outlying data. Accordingly, methods offered here would seem appropriate for first determining whether such shifts are apparent.
Case 2.1.
We first illustrate basics of Theorems 1 and 2. Given the origins of these data, otherwise unknown in practice, the underlying model {Y ∅ = Xβ + ε} of Section 3, unobservable there before shifts, now can be recovered. Specifically, outcomes {Y ∅ , β ∅ , e ∅ , S 2 ∅ } all are now observable. In the Case 2.1 studies we retain the data of Hadi and Simonoff (1993) as reported in their Table 1 
} of Section 3 are now observable; these are listed in column 2 of Table 2 , where in the interests of brevity e ∅ is given in part in column 7. For reference the OLS solutions in Table 2 Table 2 , with e ω appearing in part in column 8 with only the first six entries displayed, as in column 7. Moreover, the Theorem 1(v) assertion that e ω = e ∅ + ω 2 is illustrated numerically, as seen for the subsets (e * ∅ , e * ω ) in columns 7 and 8 together with corresponding elements of ω 2 from Table 3 . In particular, elements in the first row of columns 7 and 8 are related by 0.918+2.391 = 3.309. Table 2 . It is verified numerically that β(Y ∅ +ω 11 ) in column 4 of Table 2 satisfies Table 2 . Moreover, the normal-theory statistic in testing 2 ) = χ 2 (n−p, λ 2 ) with σ 2 λ 2 = ω 2 ω 2 = 28.7827 from Theorem 2(iii), under which P ((n−p)S 2 ω > 37.31680) = 0.8620.
Case 2.2.
Our Case 2.1 analyses exploited the known structure of the Hadi and Simonoff (1993) data in recovering Y ∅ = Y ω −ω. This enabled us to illustrate essentials of Theorems 1 and 2. Since such structure typically is unavailable, we turn next to essentials surrounding Theorem 4.
To these ends, we continue the notation of Section 4 in the context of the (1993) study. Specifically, we take −1 X ; ω 1 = H n ω; and ω 2 = (I n −H n )ω as reported in Table 3 .
From Theorem 4 we carry forward ω 1 = X( β ω − β o ) ∈ R n and ω 2 = (e ω −e o ) ∈ R n with values as reported in Table 3 . Estimated parameters are determined to be 
Theorem 4 gives the distributions for
2 ). For our case study with σ 2 = 1.0, the p-values are
showing that both quantities { ω 1 ω 1 , ω 2 ω 2 } are within the range of their respective 95% confidence intervals.
To test H 0 : ω = 0 against H 1 : ω = 0, we test both H 01 : ω 1 = 0 and H 02 : ω 2 = 0 against H 11 : ω 1 = 0 and H 12 : ω 2 = 0. One application in statistical quality control is to assess whether a process has remained in control (ω = 0) or has shifted (ω = 0); and whether ω 1 = 0 has shifted the OLS solutions β, or whether ω 2 = 0 has shifted the residuals and thus inflated the variation about the best-fitting line.
For testing H 01 : ω 1 = 0, not assuming σ 2 to be known but estimated unbiasedly by
, with critical value c α = 3.04912 from F (3, 22, 0) at α = 0.05. With the values from our case study, we find P (F > 20.0377/2(3)(1.18595) = 2.81598) = 0.06280 as borderline evidence in favor of H 11 : ω 1 = 0. Equivalently, as in the Case 2.1 study, we infer not only that responses have shifted in the Y ω data, but that these shifts are accompanied by standardized changes in the betas.
For the test H
o as a ratio of dependent chi-squared variates with parameter ρ 2 = 1/2 and with degrees of freedom (n−p, n−p). Its positive square root has the distribution L(R) = G ρ (n−p, n−p, 0). Values from our case study give Table 1 is strictly inadmissible. Specifically, they applied OLS when their first three observations are deterministic since devoid of random disturbances. This is not countenanced in Gauss-Markov theory; indeed, weighted regression would entail infinite weights; and otherwise the equations {Y = Xβ + ε * }, with ε * = [0, 0, 0, ε ] ∈ R n , are inconsistent.
Conclusions
Traditional studies of deletion diagnostics in regression focus on shifts in a subset of elements of the response vector Y . The present study allows for a fixed if unknown vector ω to perturb all elements of Y , both deleted and retained in deletion diagnostics. Apart from deletions, our findings in essence are that shifts in the responses are tantamount to (i) shifts in the OLS solutions and (ii) inflated variation about the best-fitting line. Technically the shift vector ω is decomposed into the orthogonal "Regressor" component ω 1 and the "Error" component ω 2 with {Y + ω = Xβ + ω 1 + (ε + ω 2 )}, these having profoundly disparate effects. Specifically, the shift vector ω serves to perturb the OLS solutions by the rule β ω = β + κ with κ = (X X) −1 X ω 1 , and the residual vector as e ω = e + ω 2 .
The distributions of ( β ω , e ω ) are given in Theorem 2 under Gaussian assumptions. Anomalies induced in conventional hypothesis tests for (β, σ 2 ) are given in Corollary 2.
Specifically, when ω 1 = 0 and ω 2 = 0, the test for H β 0 : β = β o is conservative, akin to the concept of Masking in deletion diagnostics. In contrast, for the case ω 2 = 0 and ω 1 = 0, the test is anti-conservative, akin to Swamping in deletion diagnostics. Under Gauss-Markov assumptions on the error moments, Theorem 4 shows that ω 1 = X( β ω − β o ) is unbiased for ω 1 = H n ω; for the case n = m, ω 2 = (e ω − e o ) is unbiased for ω 2 = (I n −H n )ω. Moreover, both ω 1 and ω 2 have normal distributions; for the case X = X o , their dispersion matrices are V( ω 1 ) = 2σ 2 H n and V( ω 2 ) = 2σ 2 (I n −H n ), respectively. The associated quadratic forms have noncentral chi-squared distributions with L(
Our case studies pertain to data in monitoring a process having a linear profile as in Kim et al. (2003) , together with the reexamination of a data set of Hadi and Simonoff (1993) . To test that there are no shifts in the model, that is for H 0 : ω = 0, we have given the distributions under the null hypothesis for both H 01 : ω 1 = 0 and H 02 : ω 2 = 0. The critical value for the former is from a central F -distribution; for the latter its critical value is from the distribution of the ratio of correlated bivariate chi-squared variates as given in the Appendix. Expression (A.4), reported as equation (13) 
A Appendix
