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Abstract 
The  aim  of this  paper  is  to  examine,  using  Monte  Carlo  experiments,  the  behaviour  of  unit  root  tests  with  a 
changing mean at an unknown date  (Perron  and Vogelsang, Journal of Business and Economic Statistics,  1992,  10, 
301-320), in the presence  of IGARCH errors. We find that the empirical sizes of the test statistics  are significantly 
above  the  nominal ones  and  that  distortions  are  considerably  amplified by  a  conditional  Student's  t  distribution 
instead  of a  normal one. 
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1.  Motivations 
Through  Monte  Carlo  experiments,  the  behaviour  of  the  most  frequently  used  unit  root 
tests  (Dickey-Fuller,  Phillips-Perron)  in  the  presence  of  GARCH  errors  is  already  well 
documented.  Haldrup (1992),  Kim and Schmidt (1993),  Urbain  (1991)  stress  the fact that,  if 
GARCH  time  series  are  better  characterized  by  a  small  volatility  parameter  and  a  large 
moving  average  parameter,  the size  distortions  can be  small.  Hecq  and Urbain  (1993b)  take 
into  account  IGARCH  processes  that  are  not  simultaneously  degenerated  and  show  that  a 
Student's  t  conditional  distribution  instead  of  the  normal  one  can  lead  to  less  optimistic 
conclusions.  In the spirit of those  studies,  Monte  Carlo experiments  are  used in this paper to 
analyse  the  behaviour of unit root  tests  with a  changing mean,  in the  presence  of IGARCH 
errors.  Indeed,  faced  with  a  deterministic  changing  mean  or  breaking  trend,  Perron  (1989, 
1990a)  and  Rappoport  and  Reichlin  (1989)  show that  the  Dickey-Fuller  unit  root  tests  are 
biased,  even  asymptotically,  towards  non-rejection  of the  null. 
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Fig.  1.  Relationship  between  an  I(0)  and  an  I(1)  GARCH  time  series:  h, =0.01 +0.25u~_ 1 +0.75h,  1,  u, = 
1/2  e,(h,)  ,  e,-N(0,  1).  One  random  illustrative simulation  of 500  observations.  (a)  u,-GARCH(1,  1);  (b)  y, = 
Y,-1 + u,. 
In fact, there are some relationships between ARCH processes and breaks in economic time 
series.  In his 1982 seminal paper, Engle (1982) pointed out that the presence of ARCH could 
be a message of variables omission or a sign of a structural break.  In the same way, Hecq and 
Urbain (1993a) show that a bad choice of the breakpoint in the Perron unit root test, in which 
the  break  is exogenously imposed, can  lead to  ARCH errors  detected by LM  tests.  On  the 
other hand, some autoregressive conditional heteroscedasticity processes generate 'influential 
observations'  producing by integration [an  I(1)  time series]  shocks in  the mean which could 
appear  deterministic.  This  point is  illustrated  in  Fig.  1  which represents  an  I(1)  process  in 
which  the  error  term  follows  a  GARCH(1, 1)  with  some  empirically  often  observed 
parameters. 
2.  Test statistics 
To  allow  an  exogenous  deterministic  level  shift 1 under  the  alternative,  Perron  (1990a) 
transforms the Dickey-Fuller unit root test and proposes carrying out the following model for 
the case of innovational outliers (IO),  i.e.  when the change takes effect gradually: 
k 
y, = tx  + 6DU  t + OD(TB)t + PYt-I +  Z  Ci AYt_I  + u,,  (1) 
i=1 
and the following two-step procedure for additive outliers (AO) for the cases in which we are 
1 Perron  (1989)  has  also  proposed  procedures  for  a  change  in  the  trend  function.  It  seemed,  however,  that 
numerous financial GARCH time series (exchange rates, interest rates, prices) are better characterized by (may be 
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confronted with  an instantaneous change in the mean of a  time series: 
y,=lx +6DU,+ yt, 
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(2) 
k  k 
;,=  + .#,_, +  c, ay,_, + .,,  (3) 
i =0  i= 1 
where DU  t =  1 if t >  TB and 0 elsewhere; D(TB), =  1 if t =  TB +  1 and 0 elsewhere; TB is the 
date of the break; and u, is a white noise. In both cases, one tests the null of a unit root t~ =  1 
against  the  alternative  t)< 1  by  using  the  ordinary  t  statistic.  Critical  values  are  given  by 
Perron. 
Christiano  (1992)  shows,  however,  that  Perron's  test,  in  which  the  date  of  the  break  is 
exogenously imposed, is confronted with a pre-test problem. A  second reason for avoiding the 
a priori TB is that, even if we impose the date of the break on a major change in regime [crash 
or  crisis  (financial  or  not),  shift  in  the  interest  rate  due  to  a  new  monetary  policy,  SME 
creation, etc.] without analysing the data (pre-test issue), economic agents could react later or 
sooner than  the official date.  This  problem is  a  crucial one with high frequency data.  Using 
Monte Carlo simulations, Hecq and Urbain (1993a) emphasize how a  bad place for the break 
induces size and power distortions as well as misspecification in the residuals. We thus focus on 
unit  root tests with a  changing mean at  an unknown date  (Perron and Vogelsang,  1992).  2 
In the case of an innovational outlier, we analyse the behaviour of the minimal t statistic for 
t~ --- 1 over all possible  breakpoints  in  Eq.  (1): 
t6(IO, TB*, k) = infrB~(k+2.v) t~(IO, TB, k).  (4) 
In the additive outlier case, we use the unit root test  [i.e.  t~ =  1 against t~ <  1 in regression 
(3)]  choosing  TB  according  to  the  minimal  t  statistic  for  testing  the  significance  on  the 
coefficient  of  the  break  dummy  (6 = 0)  in  regression  (2).  This  test  statistic  is  labelled 
t~(AO, TB(6), k).  Indeed,  Perron and Vogelsang show some evidence that  this  test  is  more 
reliable  in the case of large change in  the mean, our case of interest. 
Because of the symmetric nature  of the test statistic  t~(AO, TB(6), k),  it  does not matter 
under the null if we maximize or minimize the t  statistic for 6 = 0  for determining TB. When 
applying that test, we only have to know if the series we analyse is affected by a  positive or a 
negative  break.  In  our  problem,  however,  we  wanted  to  show  that  even  under  the  null, 
GARCH  errors often give the impression of a deterministic level shift. So, because we do not 
observe  the  sign  of the  break  in  our  simulation  study,  we  add  a  procedure in  which  TB  is 
chosen as the maximal absolute value of the t  statistic for also testing 6 = 0  in regression (2). 
We note this  statistic is  t~(AO, TB(I~I), k). 
2 Similar sequential procedures have also been developed by Zivot and Andrews (1992), Barnejee et al. (1992) 
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Table 1 
Critical values for the sequential unit root test,  T = 100 and 500 
Tests  T =  100  T = 500 
1%  5%  10%  1%  5%  10% 
Tel: ta(IO, TB*, k = 0)  -4.913  -4.387  -4.130  -5.026  -4.359  -4.083 
Te2: t~(AO, TB(6), k = 0)  -4.202  -3.564  -3.187  -4.029  -3.528  -3.131 
Te3: t~(AO, TB(Igl), k = 0)  -4.359  -3.787  -3.506  -4.310  -3.724  -3.436 
Note: Percentiles of the distribution of t~(i, ]), i = IO, AO; j =  TB*,  TB(6),  TB([I~[). Tel: IO model choosing 
TB  minimizing tz  in  (1).  Te2:  AO  model  choosing  TB  minimizing t~  in  (2);  Te3:  AO  model  choosing  TB 
maximizing It~l in (2). 
3.  Data-generating processes 
The DGP is  an AR(1)-GARCH(1, 1)  model (Bollerslev,  1986)  with the following form: 
Y, =  Yt-1  +  Ut '  (5) 
u, =  e,(h,) ~/2 ,  (6) 
2 
h, =  a o +  %u,_  1 +  [31ht_ 1 ,  (7) 
where a 0 depends on the measure unit of Y,,  and can be arbitrarily (strictly positively) chosen. 
We have fixed this parameter at 0.01.  This allows us to study integrated-in-variance processes 
without imposing the series to be degenerated. The parameters a I (the volatility parameter of 
the GARCH) and/31  (the moving average one) take the following pairs, including the absence 
of  ARCH,  an  ARCH(I)  and  five  IGARCH(1, 1)  processes:  [0,0],  [0.5,0],  [0.5,0.5], 
[0.75, 0.25],  [0.9, 0.1],  [0.25, 0.75],  [0.1, 0.9].  Note that the last  two pairs give more realistic 
empirical  models.  Two  types  of conditional  distributions,  e,,  are  considered:  a  normal  one 
[e,- N(0, 1)]  and a more leptokurtic one [e,- t(3), i.e. a standardized Student's t distribution 
with three  degrees of freedom].  Indeed, an excess of kurtosis  is  often  observed in financial 
data,  a  phenomenon which cannot be fully explained by the conditional normal distribution. 
We  generate 3000  replications for  T =  100  and  1000  replications for  T = 500.  3 We  do  not 
need to specify the date of the break under the null because we want to study spurious break 
detection.  Because  of the  small  number of replications,  critical values  may depend  on  the 
seed, so we generate in Table 1 the corresponding critical values under the null and no ARCH 
for the three tests  and with k = 0. 
3 Random numbers have  been generated using the  routine Rndns in GAUSS 3.14  on  a  PC  486  DX  66.  We 
generated 50 +  T observations before dropping the first  50 in order to avoid initialization problems. We only used 
1000 replications for  T = 500 because they are very time-consuming. A. Hecq /  Economics Letters 49 (1995) 125-130 
Table 2 
Empirical sizes for sequential unit  root tests 
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Tests  Normal conditional distribution  Student's t conditional distribution 
T = 100  T = 500  T= 100  T = 500 
Tel  Te2  Te3  Tel  Te2  Te3  Tel  Te2  Te3  Tel  Te2  Te3 
[~,, g,l 
[0,0]  5.00  5.00  5.00  5.00  5.00  5.00  13.97  4.70  5.40  11.00  5.60  4.80 
[0.5,0]  14.23  7.93  8.77  9.90  5.70  6.70  24.23  8.90  11.00  19.80  8.00  9.10 
[0.5,0.5]  29.60  13.63  16.87  38.10  14.40  21.50  33.13  12.90  16.80  34.30  15.60  20.10 
[0.75,0.25]  33.33  15.40  18.97  38.50  15.60  21.60  34.27  13.37  17.17  35.20  15.20  18.10 
[0.9,0.1]  34.80  15.73  19.47  37.30  16.00  22.10  34.67  13.27  17.77  34.20  14.00  17.20 
[0.25,0.75]  16.70  8.40  10.00  30.30  11.70  15.80  26.77  10.97  12.90  36.20  15.40  20.30 
[0.1,0.9]  6.10  4.67  5.57  13.30  6.20  7.40  15.80  6.80  7.70  27.70  11.80  14.10 
Note: Tel: IO model choosing TB minimizing t~ in (1). Te2: AO model choosing TB minimizing tg in (2); Te3: AO model 
choosing TB maximizing Itzl in (2). 
4.  Simulation results and conclusion 
Now, we check size distortions  at the nominal 5%  level.  Empirical sizes are given in Table 2 
for  both  conditional  distributions  and  the  two  sample  sizes. We  let  k  =  0  in  the  tests.  4 
Some  comments  are  in  order: 
•  In general, we find in Table 2  that the unit root tests proposed by Perron  and Vogelsang are 
too liberal in the presence of GARCH.  Empirical sizes often reach 35%  for the test statistic 
t~(IO, TB*,4k),  15%  for  t~(AO, TB(~),k)  and  20%  for  t~(AO, TB(I~I),k).  The  results 
also  underline  the  asymmetric effects of oq  and/31. 
•  Thus,  in  all cases  the  break dummy  type tests behave  better  and  should  be recommended, 
with  caution,  in  empirical studies  with  potentially volatile  data.  Indeed,  the  empirical sizes 
are not different from the nominal ones for t~(AO, TB(~), k) and/~(AO,  TB(I~I), k) in the 
no-ARCH  case  in  which  the  conditional  (and  thus  also  the  marginal)  distribution  is  a 
Student's  t.  Again  for t~(AO, TB(~), k)  and  t~(AO, TB(I~I), k) only,  the  distortions  seem 
reasonable  for  practical  situations  (al =0.1  and  /3 L =0.9)  with  a  normal  conditional 
distribution.  However,  situations  with  a  volatility parameter  larger than  0.1  may  arise  and 
cause  size  distortions.  See,  for instance,  the  results  for  the  [0.25, 0.75]  specification. 
•  Moreover,  we should not be too optimistic because numerous  GARCH  financial time series 
are  also  characterized  by  non-normal  conditional  distributions,  and  in  those  cases  even  a 
small  volatility  parameter  induces  large  size  distortions  with  T  =  500. 
4 The choice of k is a crucial one. In our simulations we take k = 0 in the test statistic because it is this restrictive 
model we choose in the DGP. Tests with k ~ 0 (leaving k = 0 in the DGP) do not bring new insights (results can be 
obtained upon request).  In empirical studies, we advise to fix the parameter k  as a function of the sample size. 
Indeed, using the usual procedures to test for serial correlation (see Diebold, 1986) or information criteria (Hecq, 
1993),  GARCH residuals lead to choose a too long lag length. 130  A.  Hecq  /  Economics  Letters 49 (1995)  125-130 
•  Note finally that, except for the pure ARCH case, an increase in the sample size leads to 
more  size  distortions.  This  is  due  to  the  fact  that  GARCH  processes,  and  particularly 
because of the  moving average parameter, need time to  spread out.  This  illustrates why 
some  asymptotic  analytical  results  are  difficult  to  obtain  for  that  type  of  process,  so 
simulation studies are helpful tools. 
To conclude, even if the breaking mean (or trend) model is an attractive alternative to the 
unit root process, some caution must be exercised when using that type of test on volatile and 
leptokurtic data. In all cases the break dummy type test should be preferred. When possible, it 
may be desirable to deal with more aggregated data and remember that unit root as well as 
cointegration are long-run concepts so that test statistics work better on long span data. 
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