Abstract. In this note, we show that for an "F -crystal" (the equal characteristic analogue of F -crystals), its isomorphism number and its level torsion coincide. This confirms a conjure of Vasiu [Va] in the equal characteristic case.
1. Introduction 1.1. Let k be an algebraically closed field of characteristic p > 0 and D a p-divisible group over k. It is well-known that there exists a nonnegative integer n such that the isomorphic class of D is determined by the finite truncation D[p n ] of D. We call the smallest integer with such property the isomorphism number of D and denote it by n D . An interesting problem is to compute this number using invariants of the isomorphism class of D. In [Va] , Vasiu introduced the level torsion ℓ D of D by considering its associated Dieudonné module and showed that n D ℓ D . Actually Vasiu proved this inequality for all F -crystals and moreover, the equality hold if the F -crystal is a direct sum of isoclinic ones. He also conjectured that the equality holds for all F -crystals. In [LNV] , Lau, Nicole and Vasiu discovered an optimal upper bound for n D in terms of the Hodge polygon and the Newton polygon of D. They also proved that the equality n D = ℓ D always holds. Recently, using level torsion numbers, Xiao [X1] provided an efficiently computable upper bound for isomorphism numbers of isoclinic F -crystals.
The main purpose of this paper is to prove Vasiu' conjecture on the equality of the isomorphic number and level torsion for an "F -crystal" (see §1.2), defined using the ring k [[ǫ] ] of formal power series instead of the ring W (k) of Witt vectors over k.
Let k((ǫ)
) be the field of formal Laurent series over k and k [[ǫ] ] its ring of formal power series. Let q be a power of p. We define the Frobenius automorphism σ of k((ǫ)) by σ( a n ǫ n ) = a q n ǫ n , where each a n ∈ k.
Let M be a free k [[ǫ] ]-module of finite rank. Let φ be a σ-linear isomorphism of V = M ⊗ k [[ǫ] ] k((ǫ)). We call the pair (V, φ) an "Fisocrystal" over k. Moreover, if φ(M) ⊂ M, we call the pair (M, φ) an "F -crystal" over k. Its isomorphism number, denoted by n M , is the smallest nonnegative integer n satisfying the property that for any h ∈ GL(M) with h ≡ 1 mod ǫ n , we have (M, hφ) is isomorphic to (M, φ) , that is, hφ = g −1 φg for some g ∈ GL(M). In the above definitions, if we replace k [[ǫ] ] and k((ǫ)) by the ring of Witt vectors over k and its fractional field respectively, then we obtain the notions of F -isocrystals and F -crystals.
Letφ be the σ-linear automorphism of End(V ) defined by f → φf φ −1 . We see that (End(V ),φ) is an "F -isocrystal". By Dieudonné's classification on "F -isocrystals", we have a decom-
Following [Va] , if H = End(M), we call O H the level module of (M, φ) and define the level torsion ℓ M of (M, φ) by the following two rules:
1.3. The main result of this note is the following.
Combining with Vasiu's inequality n M ℓ M in [Va] , we confirm Vasiu's conjecture for "F -crystals".
Remark 1.3.3. Vasiu only proved his inequality for F -crystals. However, his proof can be adapted for "F -crystals" straightforwardly.
After a preliminary version of this note was finished, we learnt that Xiao has confirmed Vasiu's conjecture for F -crystals in the preprint [X2] , where he systematically generalizes several invariants, originally defined for isomorphism classes of p-divisible groups, to those of Fcrystals. Then using a main strategy in [LNV] he shows that all these invariants, including level torsion and isomorphism number, are all the same.
In this note, we approach Theorem 1.3.1 in a different way. The proof consists of two steps. First we prove a "linearization" lemma.
Then we show
Assuming these two lemmas, one can finish the proof immediately.
Proof of Theorem 1.3.1. If n M = 0, it follows form [Va, Lemma 2.3 ]. Now we assume n M 1 and it follows directly from Lemma 1.3.4 and Lemma 1.3.5.
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Algebraically closed admissible subsets
Let U be a finite dimensional k((ǫ))-vector space and N ⊂ U a lattice. For an integer i ∈ Z we set N i = ǫ i N. Let ψ be a σ-linear automorphism of U. We say Z ⊂ U is an algebraically closed admissible subset if there exist n < m ∈ Z and a closed subvariety Z n,m ⊂ N n /N m such that Z is the preimage of Z n,m under the natural projection π n,m : N n → N n /N m . Clearly our definition does not depend on the choices of n, m and Z n,m . The following lemma implies that it doesn't depend on the choice N either.
Lemma 2.0.6. GL(U) preserves algebraically closed admissible subsets of U.
Hence it suffices to show that K ∪ Y preserves algebraically closed admissible subsets of U. Let n < m ∈ Z and g ∈ K ∪ Y . Then g(N n ) is an algebraically closed admissible subset. Note that the natural morphism g :
is an isomorphism. Then the lemma follows from the observation that the natural projection g (N n 
) is a trivial vector bundle for any sufficiently large m ′ ∈ Z.
Now we come to the main result of this section, which plays a key role in the proof of Lemma 1.3.4.
Lemma 2.0.7. Let ψ be a σ-linear automorphism of U. Then ψ − 1 preserves algebraically closed admissible subsets of U.
Proof of Proposition 2.0.7. Let U = λ U λ be the slope decomposition with respect to ψ. We fix a basis E λ = {e i,λ ; 1 i r λ } for each U λ . Thanks to Lemma 2.0.6, we may conjugate ψ by a proper element of GL(U) so that ψ(e i,λ ) = e i+1,λ for i = 1, · · · , r λ − 1 and ψ(e r λ ,λ ) = ǫ s λ e 1,λ , where s λ = λr λ ∈ Z. Moreover, if λ = 0, we can assume ψ(e i ) = e i for each e i ∈ E λ . Let N λ be the lattice spanned by E λ and
To prove the lemma, it suffices to show the natural surjective morphism
is a finite morphism. Without loss of generality, we assume λ < 0. Then (2.0.1) becomes
be the induced homomorphism between coordinate rings. One computes directly that
r λ and n j m − 1. Therefore ψ − 1 is a finite morphism as desired.
Proof of Lemma 1.3.4
We keep M, φ and V as in the section of introduction. Let H = End(M) and K = GL(M). For each n ∈ Z 0 , we define K n = {g ∈ GL(M); g ≡ 1 mod ǫ n }. The main purpose of this section is to prove Lemma 1.3.4. The proof is based on Bruhat decomposition of GL(V ) and certain Moy-Prasad filtration of End(M), which we now introduce.
Fix a basis E = {e i ; 1 i r} of M and identify K with
be the subgroup of upper-triangulated matrices. Let U ⊂ B be its unipotent radical and T ⊂ B the subgroup of invertible diagonal matrices. Then B = T U. Let π : K →K be the reduction modulo ǫ map. Let I = π −1 (B), which is called a standard Iwahori subgroup with respect to E. Let U = π −1 (U) be the prounipotent subgroup of I. Let W ⊂K be the subgroup of permutation matrices. Let Y ∼ = Z r be the cocharacter group of T . Since W normalizes T , we defineW = Y ⋊ W . Then we have the Bruhat decomposition
Let Φ = {α i,j = e i − e j ; 1 i, j r} \ {0} be the set of roots andΦ = {α + n ∈ ZΦ ⊕ Z; α ∈ Φ ∪ {0}, n ∈ Z} \ {0} the set of affine roots. SetΦ + = {α i,j +n ∈Φ; either n > 0 or n = 0 and i < j}. Theñ Φ =Φ + ∪−Φ + . Note thatW acts onΦ. We define the length ofw ∈W by ℓ(w) = ♯{a ∈Φ + ;w(a) < 0}. Let S = {s ∈ W ; ℓ(s) = 1} be the set of simple reflections of W . Let s ∈ S andw ∈W . We have
For any x ∈W S and w ∈ W we have ℓ(xw) = ℓ(x) + ℓ(w) and IxIwI = IxwI.
Let a = α i,j + n ∈Φ. We defineẽ a = ǫ n e i ⊗ e ∨ j ∈ H and U a = {1 + cẽ a ∈ GL(V ); c ∈ k}. Then U = a∈Φ + U a and each g ∈ G(L) has a unique expression g = hwi withw ∈W , i ∈ I and h ∈ U w . = 
By abuse of notations, we denote by σ : V → V the σ-linear endomorphism of V which fixes each element in the basis E of M.
xσ g = g} is a finite set.
Assume g = hwi with w ∈ W , h ∈ U w ⊂K and i ∈ I. By f φ = g −1 φg we have
Note that σ w = w and ℓ(xw) = ℓ(x) + ℓ(w). We have w −1 xw = x. By [N, Lemma 4.1], w ∈ W J and g ∈ L J U J . Write g = mu with m ∈ L J and u ∈ U J . Then xσ u ∈ U and
It remains to show Λ is finite. Indeed, we have (xσ) s = µ(ǫ)σ s for some positive integer s and some cocharacter µ ∈ Y , which has only finitely many fixed points on L J . Therefore Λ is finite.
Proof of Lemma 1.3.4. By [Vi] , conjugating φ by a proper element of K we may assume φ ∈ K 1 xσ with x ∈W S . Thanks to Lemma 3.0.8, there exists J ⊂ S with xJx
DefineΦ r = {a ∈Φ; a(v) = r} andΦ r = {a ∈Φ; a(v) r}. Set V r = ⊕ a∈Φr kẽ a and H r = a∈Φ r k[[ǫ]]ẽ a . Note that H r H r ′ ⊂ H r+r ′ for r, r ′ ∈ R. We prove the lemma by induction on 0 r ∈ R such that H r ⊂ (φ− 1)H. By Lemma 2.0.7, there exists a sufficiently large integer m such that H m ⊂ (φ − 1)H. We can assume H r ⊂ H n and H r ⊂ (φ − 1)H for some r 0. If H n = H r , there is nothing to prove. Now we assume that H r H n . Let r − = max{t ∈ R; t < r,Φ r Φ t }. We
show that H r − ⊂ H n and H r − ⊂ (φ − 1)H, which will finish our induction argument. Assume H r − H n . Since H r − = V r − ⊕ H r , there exists a = α + j ∈Φ r − with α ∈ Φ ∪ {0} and j ∈ Z such thatẽ a ∈ V r − \ H n , that is, a(v) = α, v + j = r − and j n − 1. Let b = β + i ∈Φ with β ∈ Φ ∪ {0} and i ∈ Z such thatẽ b ∈ H n . Then i n and
By the choice of r − , we have b(v) r, hence b ∈Φ r which means H n ⊂ H r contradicting our assumption that H n H r . Therefore
It remains to show H r − ⊂ (φ − 1)H. Let u ∈ V r − ⊂ H n . Then 1 + u ∈ K n . By assumption, there exists g ∈ ΛU J such that gu = (φ − 1)(g).
Write g = (1 + f )h with h ∈ Λ and 1 + f ∈ U J . We have
Since h ∈ L J and 1 + f ∈ U J , we have hV r − = V r − and f V r − ⊂ H r ⊂ (φ − 1)H by the choice of r − . Hence
Applying Lemma 2.0.7 with U and ψ replaced by End(V ) andφ respectively, we see that H r − ∩(φ−1)H ⊃ H r is an algebraically closed admissible set. Hence the image X of the natural projection
is a closed subvariety. By ( * ) we see that
Since Λ is finite and that V r − is an irreducible variety, we see that X = V r − and H r − ⊂ (φ − 1)H as desired.
Proof of Lemma 1.3.5
In this section, we prove Lemma 1.3.5 by reduction to absurdity. Let V , φ and H ⊂ End(V ) be the same as in the introduction section.
Now we assume n 0 −1. We show that this would lead to a contradiction. Note that x − ∈ ǫ n 0 H and hence
and J = {i ∈ I;c i = 0}. Then h E (x 0 ) = |J|. We show that the elementsc i for i ∈ J are linear independent over F q . Otherwise, there exists j
We claim that
where the first equality follows from that observation that v H (e ′′ i ) = n 0 for i ∈ I. Note that C E ′′ (x 0 ) is independent of the choice of E ′′ and that
); i ∈ I} and the claim is proved. We fix a basis F = {f l ; l ∈ Π} of H and LetH ⊂ H be the k-vector subspace spanned F . Let u k , v i , w k ∈H be the unique elements such that
Note that α l,k and β l,k are zero for all but finitely many k ∈ Z 0 . Let
By assumption, rh = (φ − 1)(y rh,θ ) = (φ − 1)(g r ) for some g r ∈ H. Therefore y rh,θr − g r ∈ A 0 ∩ ǫ n 0 H. 
In other words, for each l ∈ Π, we have
We show that there exists l 0 ∈ Π such that (4.0.4) holds for only finitely many r ∈ k, which is a contradiction since k is an infinite set.
Define J = {i ∈ I;c i = 0}. If J = ∅, then z i,r ∈ F q for all i ∈ I. Moreover, Since c i e i ∈ ǫ n 0 +1 H for all i ∈ I, we see that there exists l 0 ∈ F such that one of {α k,l 0 , γ k,l 0 ; k ∈ Z 0 } is nonzero. Now (4.0.4) becomes (4.0.5) which has only finitely many solutions for r as desired.
Now we assume J = ∅ and fix an element i 0 ∈ J. Since v i = 0 for each i ∈ I, there exists l 0 ∈ Π such that β i 0 ,l 0 = 0. We write β i = β i,l 0 , α k = α k,l 0 and γ k = γ k,l 0 for i ∈ I and k ∈ Z 0 . Take z i = z i,r +ā i,r for i ∈ I. Then (4.0.4) is equivalent to the following equations with variables z i with i ∈ I.
(4.0.7)
(4.0.8)
To obtain the contradiction, it suffices to show that the above three equations have only finitely many solutions for z i 0 .
If not all of γ k with k ∈ Z 0 are zero, let k 0 be the maximal integer such that γ k 0 = 0. In this case, replacing P i 0 by P q k 0 +1 i 0 in (4.0.8) yields
Then one computes that det(
which means there are only finitely many solutions to the equations P i = 0 with i ∈ I. Now we assume γ k = 0 for all k ∈ Z 0 and (4.0.8) becomes
We are reduced to show there are only finitely many solutions to (4.0.6), (4.0.7) and (4.0.9). Note thatc i ∈ k with i ∈ J are linear independent over F q by our choice of E and that not all β i for i ∈ I is zero. The statement now follows directly from Lemma 4.0.9 below.
Lemma 4.0.9. Let I be finite index set and J ⊂ I a nonempty subset. Let C ⊂ k[z] be the k-vector space spanned by z q k with k ∈ Z 0 . Let T I (T I\J ) be the k-vector subspace of k[z i ; i ∈ I] spanned by z i with i ∈ I (i ∈ I \ J). We fix i 0 ∈ J.
Letc i ∈ k with i ∈ J be linear independent over F q . Let t ∈ T I and g ∈ C such that either t / ∈ T I\J or g is nontrivial. Then there are only finitely many solutions to the following equations in variables z i for i ∈ I.
Proof. Assume t = i∈I β i z i and g = ∞ k=0 α k z q k , where β i , α k ∈ k and α k = 0 for all but finitely many k ∈ Z 0 . We argue by induction on |J|. If |J| = 1, then J = {i 0 } and z q i − z i = 0 for i ∈ I \ {i 0 }. By P t,g = 0 we have
By our assumption, either β i 0 = 0 or g is nontrivial, then β i 0 z i 0 + g(c
is not a constant polynomial and hence there are only finitely many solutions. Now we assume the statement holds when 1 |J| < s, we show that it also holds when |J| = s. Let J 1 = {i ∈ J; β i = 0}. Then J 1 = ∅ because t ∈ T I\J . If J 1 J, the statement follows from induction hypothesis by replacing I and J with J 1 ∪ (I \ J) and J 1 respectively. So we assume that β i = 0 for all i ∈ J. Let P i 0 = P t,g . One computes that 
