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Abstract
The monotone rearrangement of a function is the non-decreasing function with the same distribution.
The convex rearrangement of a smooth function is obtained by integrating the monotone rearrangement of
its derivative. This operator can be applied to regularizations of a stochastic process to measure quantities
of interest in econometrics.
A multivariate generalization of these operators is proposed, and the almost sure convergence of
rearrangements of regularized Gaussian fields is given. For the fractional Brownian field or the Brownian
sheet approximated on a simplicial grid, it appears that the limit object depends on the orientation of the
simplices.
c⃝ 2011 Elsevier B.V. All rights reserved.
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0. Introduction and notation
The following notations will be useful. In Rd , denote by + the Minkowski addition of sets.
The operators vol, diam, cl, int and ∂ resp. stand for the volume, diameter, closure, interior and
boundary of a Borel set. Let ‖z‖ be the euclidean norm of a vector, and ‖z‖1 = ∑i |zi | its L1
norm, where the zi are the coordinates of z in the canonical basis e = (e1, . . . , ed). Denote by λd
the Lebesgue measure in Rd , and γd the standard normal distribution. The cardinality of a finite
∗ Corresponding author. Tel.: +33 685818389.
E-mail addresses: raphael.lachieze-rey@math.univ-lille1.fr, lr.raphael@gmail.com (R. Lachie`ze-Rey),
youri.davydov@math.univ-lille1.fr (Y. Davydov).
0304-4149/$ - see front matter c⃝ 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2011.07.004
R. Lachie`ze-Rey, Y. Davydov / Stochastic Processes and their Applications 121 (2011) 2606–2628 2607
set E is denoted by |E |. Given two random vector-valued variables X, Y , let cov(X, Y ) be their
covariance matrix in a basis u, i.e.
cov(X, Y )i, j = EX i Y j − EX iEY j ,
where X i and Y j are the components of X and Y in u, and ‖cov(X, Y )‖∞ is the maximum
norm. The covariance matrix of a vector is simply denoted by cov(X, X) = cov(X). The weak
convergence of measures is denoted by ⇒.
Preliminary example. Consider a finite population, arbitrarily labeled with numbers k in
{1, . . . , N }, for N ∈ N∗. For 1 ≤ k ≤ N , the member k receives an income of a certain resource,
denoted by a real number g(k). Now let σ be a permutation of {1, . . . , N } that makes the function
k → g(σ (k)) non-decreasing. Call g˜ = g ◦ σ the monotone rearrangement of g.
Define ψ(k) = ∑ki=1 g˜(i), 1 ≤ k ≤ n. Since g˜ is monotone, ψ is convex. For 1 ≤ k ≤ N ,
ψ(k) represents the total amount of resources detained by the kn -th poorest fraction of the
population. Now, call ψ(k) = knψ(n). It is the “equality function”, in the sense that ψ = ψ
iff all incomes are equal. Also, for some distance δ, the distance δ(ψ,ψ) between ψ and its
equality function measures the inequalities among the population.
If one defines f (k) =∑ki=1 g(i), 1 ≤ k ≤ N , the cumulative income, ψ is called the convex
rearrangement of f . It is indeed the only convex function which has the same increments (but
in a different order), and coincides with f at N . Consider for instance the case where δ is the L1
norm on RN , normalized by N . For a given cumulative income function f , the quantity
N−1‖ψ − ψ‖1 = N−1
N−
k=1
ψ(k)− kn f (n)

retrieves the Gini coefficient, which has played a central role in measuring economic inequality
since its introduction by Corrado Gini at the beginning of the 20th century. The use of the convex
rearrangement for measuring economic inequality is discussed in [10].
The notion of rearrangement, defined above for a discrete population, can be generalized in
the continuous framework. If g1 is an integrable function on [0, 1], and σ is a transformation of
[0, 1] which preserves the Lebesgue measure, the function defined by
g2 = g1 ◦ σ (1)
is a rearrangement of g. For any function g, denote by µg the image of Lebesgue measure under
g. Relation (1) also implies
µg2 = µg1 . (2)
A function g2 is said to be a rearrangement of g1 if it satisfies (2). Remark that in general this
is not equivalent to (1). A monotone rearrangement of an integrable function g on [0, 1] is a
non-decreasing function that is a rearrangement of g, and is denoted byMg. It is easy to see that
every integrable function on [0, 1] admits a monotone rearrangement, unique up to a negligible
set (see for instance [8]).
Like in the preliminary example, a convex rearrangement of a differentiable function f is a
convex function ψ which derivative is obtained as the rearrangement of the derivative of f , i.e.
µψ ′ = µ f ′ . If furthermore ψ and f coincide in a predetermined point z0, then ψ is the convex
rearrangement of f , and is denoted by ψ = C f .
If a function f is irregular, one can take regularizations fn, n ≥ 1, and study asymptotically
their rearrangements b−1n C fn , under the proper renormalization bn > 0. Also, the asymptotic
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rearrangement is consistent, i.e. if µgn has a weak limit µ, for a sequence of integrable functions
{gn; n ∈ N}, then the monotone rearrangements of the gn also converge, to a function g
satisfying µg = µ. The result is similar for convex rearrangements, i.e. the convergence of
the µ f ′n yields the convergence of the C f
′
n . It is of practical and theoretical interest to investigate
asymptotic properties of rearrangements. It can be used, for example, to construct estimators
of parameters of stochastic processes, and for measuring their fluctuations; see [6]. There are
also connections between convex rearrangement and other areas of research such as Finance
Mathematics and Economics. The Lorenz curve, important in finance mathematics, is a common
object in convex rearrangement of Gaussian processes. In the field of econometrics, convex
rearrangement can be used to measure the indices of fluctuations of stochastic processes, related
to indices of economic inequality, like the Gini index in the preliminary example; see [10]. The
monotone rearrangement of a function g also has a physical meaning, as the solution of the
optimal transport problem with transfer plan g. The asymptotic convex rearrangement has been
studied for many one-dimensional processes; see [6] for a survey.
We propose the following generalization to a compact K of Rd . For a function g integrable
on K , call µg the image of Lebesgue measure λd under g. Then a function g2 is a rearrangement
of an other function g1 if and only if it satisfies (2). The rearrangement is furthermore said to be
monotone if g2 is a monotone function, i.e. the gradient of a convex function. Correspondingly,
a function ψ is a convex rearrangement of a real function f if it is convex and yields the same
gradient distribution than f .
In Section 1, an adapted version of the problem of optimal transport is introduced. Brenier’s
theorem, originally designed for this optimal transport problem, is given, and this allows us to
rigorously define monotone and convex rearrangements in higher dimensions. We also prove
that, like in the one-dimensional case, the convergence of the convex rearrangements of a family
of functions { fn} is equivalent to the weak convergence of the measures µ∇ fn . This result, which
serves later for rearranging Gaussian fields, is called the consistency theorem.
In Section 2, we introduce the probabilistic framework of this paper. It consists of a random
field X approximated by polygonal fields Xn, n ≥ 1, interpolating X on a simplicial grid. We
give in the Gaussian framework the almost sure weak convergence of the sequence of measures
µbn∇Xn = λd(b−1n ∇Xn)−1 to a measure µ for proper bn > 0, under weak assumptions on
the covariance function of the field X . This yields, according to the consistency theorem, the
convergence of b−1n CXn . The almost sure convergence towardµ ensures that quantities of interest
can be computed from each sample path Xn . Thus this deterministic limit object, new in the
literature, can serve for estimating several quantities related to the regularity and the isotropy of
X , or more generally to its covariance function, with only one realization.
We show in Section 3 that this result applies to the fractional Brownian field of index α ∈
(0, 3/2) and to the Brownian sheet, and compute the limit measure µ. Contrary to the one-
dimensional case, we observe through these examples that µ depends on the method of ap-
proximation, and in particular on the orientation of the simplices used in the triangulation. We
represented in Fig. 1, the asymptotic convex rearrangement of the Brownian sheet on [0, 1]2,
approximated by polygonal fields on a natural triangulation of the plane.
1. Monotone rearrangements and optimal transport
This section exposes the theoretical material required for rearranging multivariate functions
with compact support. It is related to the optimal transport problem, in that the monotone
rearrangementMS of a transport plan S coincides with the optimal solution to the corresponding
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Fig. 1. Asymptotic convex rearrangement of the Brownian sheet.
transport problem. Then, we study the consistency of the monotone rearrangement, needed for
rearranging irregular functions, the same way it is done for Brownian motion just below.
1.1. One dimensional case. Convex rearrangement of the Brownian motion
As has been said in the Introduction, the monotone rearrangement of a function g is the
monotone function that yields the same distribution. We emphasize here that the central object
of the monotone rearrangement is µg , the image of Lebesgue measure under g. In other words,
two functions have the same rearrangement if they have the same distribution.
Now, if f is an absolutely continuous function on [0, 1], such that for almost all x in
[0, 1], f (x)− f (0) =  x0 g(t)dt for some integrable function g, the convex rearrangement of f
is the unique convex function ψ verifying ψ(1/2) = f (1/2) and ψ ′ =M f ′ a.e. (we chose 1/2
because the convex function could diverge at the extremities). Write ψ = C f , where C is the
convex rearrangement operator.
For f irregular, one chooses smooth approximations { fn; n ≥ 1}, and studies asymptotically
the rearrangements. If there exist a sequence {bn; n ≥ 1} and a convex function ψ such that
1
bn
C fn → ψ a.e., ψ is said to be an asymptotic convex rearrangement of f with renormalizing
sequence {bn; n ≥ 1}.
Although a rigorous study is not trivial, it is possible to understand better the convex rear-
rangement machinery in the case of the Wiener process. Take X as a standard Brownian motion
on [0, 1], with Xn its piece-wise linear interpolation on
 k
n ; 0 ≤ k ≤ n

, normalized by
√
n to
avoid the divergence of the increments. For each n, Xn is differentiable a.e., and the image of
Lebesgue measure λ1 under the renormalized derivative is written as
µn = λ1

1√
n
X ′n
−1
.
The independence of increments implies that µn is the empirical distribution of n independent
normal variables, and it is clear that it converges weakly to the normal distribution γ1. It is rigor-
ously proven later, in Theorem 1.2, why this implies that the asymptotic convex rearrangement of
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X on ]0, 1[ is the Lorenz curve GL1, defined as the unique convex function with gradient distribu-
tion γ1. Davydov and Vershik [5] obtained the strongest result, namely the uniform convergence
of ‖n−1/2CXn − GL1‖∞ to 0 with probability 1.
A lot of similar results are obtained with processes that have stationary increments, or are
stable; see the survey [6]. Azais and Wschebor [1] also showed that, for X in a certain class
of Gaussian processes, if instead of a piece-wise linear approximation, one chooses for Xn
a regularization of X by a convolution kernel, then X admits the same asymptotic convex
rearrangement, namely the generalized Lorenz curve GL1. In this case, the asymptotic convex
rearrangement of f seems unambiguous, up to the multiplication by a non-zero constant, in the
sense that it does not depend on the approximation method. We will see in Section 3 that it is not
the case for anisotropic multivariate random fields.
1.2. The optimal transport problem and rearrangement operators
The problem described below is a simplified version of the traditional optimal transport
problem, which is fully described and exhaustively discussed in [9].
A company has a capacity of production per unit time represented by a measure µ on Rd , the
production measure. The quantity produced in an area dx per unit time is µ(dx). This company
has to deliver its production to a domain K of Rd , compact and convex, where the demand is
uniformly distributed. The cost of transport between a site of production s and a point z in K is
denoted by c(s, z), where the cost function c is supposed to be measurable and non-negative. A
transport plan S is a function which associates to each z in K the corresponding production site
S(z), where the product delivered to z comes from. Let µS be the image of Lebesgue measure
under S. A formal requirement is that, for all Borel set B ∈ Bd ,
µS(B) = µ(B), (3)
so that the quantity produced at each production site corresponds to the quantity of product
conveyed to the distribution area. The total cost of this transport plan is hence
C(S) =
∫
z∈K
c(z, S(z))dz.
Assume that the cost is quadratic, i.e. c(z, s) = ‖z−ζ‖2. The optimal transport problem consists
in finding a transport plan S : K → Rd that minimizes the cost C(S) under requirement
(3). Addressing this issue, suppose that a given transport plan S is modified by switching the
destinations z and ζ for two production sites S(z) and S(ζ ) for an infinitesimal quantity of
product. The new transport plan is denoted by S˜ and the corresponding cost variation is
C(S˜)− C(S) = 2⟨z − ζ, S(z)− S(ζ )⟩(dz + dζ ).
Informally, a transport plan will be, in some sense, locally optimal if, for all z, ζ ∈ K ,
⟨z − ζ, S(z)− S(ζ )⟩ ≥ 0. (4)
It turns out that (4) and (3) indeed characterize optimal transport plans (see [9]).
The question that naturally arises now is about the existence of such an optimal transport plan.
That is the purpose of the following theorem.
Theorem 1.1 (Brenier). Call K(K ) the class of convex functions on K , and G(K ) that of mono-
tone functions on K , defined by
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G(K ) =

∇ψ; ψ ∈ K(K ),
∫
K
‖∇ψ‖ <∞

.
Then, if µ is a measure on Rd with finite first moment, there is a unique monotone function in
G(K ), denoted by Mµ, such that λdM−1µ = µ.
Comments, proof, and a more general result can be found in [3]. If a point z0 of K is
unambiguously defined as “starting point”, call Cµ the convex function whose gradient is Mµ,
satisfying Cµ(z0) = 0. It is preferable to choose z0 in the interior of K as a convex function
could diverge around the boundary of K . The function Mµ is the optimal solution of the transport
problem with a production measure µ.
Theorem 1.1 is the proper tool to define high dimensional monotone and convex rearrange-
ments.
Definition 1.1. For an integrable function g on K , defineMg = Mµg as its monotone rearrange-
ment.
Let S(K ) be the class of functions which are differentiable in a.e. point of K and satisfy∫
K
‖∇ f (z)‖dz < +∞.
For a function f in S(K ), there exists a unique convex function, denoted by C f , which satisfies
λd(∇C f )−1 = λd(∇ f )−1,
C f (z0) = f (z0).
It is called the convex rearrangement of f .
The convex rearrangement can also be defined as C f = Cµ∇ f + f (z0). Given a vector-valued
function S on K , since MS is the gradient of a convex function, its restriction to each segment
[z, ζ ] ⊂ K is non-decreasing, whence it satisfies (4). In this regard, Theorem 1.1 provides
with MS a unique solution to the optimal transport problem with a transport plan S. Note that
Brenier [3] also gives the existence of a measure-preserving transformation σ of [0, 1] such that
MS ◦ σ = S, provided µS is absolutely continuous with respect to Lebesgue measure, which
justifies the “rearrangement” terminology.
In dimension 1, convex rearrangement was already defined in the literature. The class S(K )
is exactly that of absolutely continuous functions if K is a compact interval of R. Hence, it is a
generalization of absolutely continuous functions upon which we extend operator C. Note that,
although it is called “convex rearrangement”, function C f is not a rearrangement of f in the
sense of (2). For instance, f and C f do not in general yield the same maximum. Nevertheless,
visually it corresponds in some way to piling up the increments of f in another order.
1.3. Consistency of the rearrangement operators
In this article, we deal with irregular random fields, for which we cannot a priori obtain a
convex rearrangement due to the absence of a gradient. In consequence, by analogy with the
one-dimensional case, we instead investigate asymptotically the convex rearrangement of their
regularizations. Call asymptotic convex rearrangement of f any convex function that is the
limit of renormalized convex rearrangements of regularizations of f . Theorem 1.2 allows us to
obtain an asymptotic convex rearrangement of a function by studying asymptotically the gradient
distributions.
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In the sequel, K is a convex body ofRd , with an arbitrary starting point z0 ∈ K . The following
theorem will be our main tool for rearranging random fields. For a compact set L and a real-
valued function f on L ,
‖ f ‖L∞ = sup
x∈L
| f (x)|,
and for a vector-valued function g on L ,
‖g‖LL1 =
∫
L
‖g(z)‖1dz.
Theorem 1.2. Take { fn; n ≥ 1} and f in S(K ), and define gn = ∇ fn, g = ∇ f . Then the three
following statements are equivalent:
µgn ⇒ µg, (5)
‖Mgn −Mg‖LL1 → 0, for all compact L of int(K ), (6)
‖(C fn − fn(z0))− (C f − f (z0))‖L∞ → 0, for all compact L of int(K). (7)
The proof is in Section 5.1. The following lemma gives conditions for the weak convergence of
the random measures µn to a measure µ.
Following [2], call convergence-determining class C a class of Borel sets such that the weak
convergence of measures follows from the pointwise convergence on C. Theorem 2.2 p. 15 in [2]
implies that there is a countable such class in Rd .
Lemma 1.1. Let {µn; n ≥ 1} be a sequence of random probability measures with characteristic
functions {ϕn; n ≥ 1}. Let µ be a probability measure on Rd with characteristic function ϕ,
assume that one of following holds
(i) for almost all h of Rd , ϕn(h)→ ϕ(h) a.s.,
(ii) for every µ-continuity Borel set B from a countable convergence-determining class,
µn(B)→ µ(B) a.s.,
then µn ⇒ µ with probability one.
Proof. (i): We have∫
Rd
∫
Ω
(1− 1{ϕn(h,ω)→ϕ(h,ω)})P(dω)dh = 0.
Due to Fubini’s theorem, with probability one, for almost all h of Rd ,
ϕn(h)→ ϕ(h),
and it is well known that it implies the weak convergence of the corresponding probability
measures.
(ii): Since the class is countable, the pointwise convergences µn(B) → µ(B) hold simul-
taneously with probability 1, and since the class is convergence-determining, it yields the a.s.
convergence µn ⇒ µ. 
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2. Asymptotic rearrangement of random fields
In this section, we consider a random field X defined on Kd = [0, 1]d and give general results
about its asymptotic rearrangement. Then we give the main theorem of convergence in the case of
Gaussian fields, in the framework of polygonal approximation. This generalizes the asymptotic
convex rearrangement of the Brownian motion derived in Section 1.1.
2.1. General results
The notation {Yn; n ≥ 1} stands here for a sequence of smooth vector valued random fields,
and {µn = µYn ; n ≥ 1} are their distributions. In this section, a general result concerning the
asymptotics of {µn; n ≥ 1} is given. The objective is to obtain a deterministic limit measure µ
of the µn , and use the consistency Theorem 1.2. The primary condition for the convergence of
µn is the convergence of the expectation
E(µn(B)) = E
∫
Kd
1Yn(z)∈Bdz

=
∫
Kd
P(Yn(z) ∈ B)dz → µ(B) (8)
for some measure µ and every µ-continuity Borel set B. As a first example, the following
proposition gives a sufficient condition on the conjoint laws of the variables (Yn(z))z∈Kd for the
convergence of µn .
Theorem 2.1. Assume that for allµ-continuity Borel sets B in a convergence−determining class
of Bd (see [2, p. 15]),∫
(Kd )2
−
n≥1
cov(1{Yn(z)∈B}, 1{Yn(ζ )∈B})dzdζ <∞, (9)
then µn ⇒ µ a.s.
Proof. For B a µ-continuity Borel set in the convergence determining class,
E(|µn(B)− E(µn(B))|2) = E(µn(B)2)− (Eµn(B))2
= E
∫
Kd
dz1Yn(z)∈B
∫
Kd
dζ1Yn(ζ )∈B

−
∫
Kd
dzP(Yn(z) ∈ B)
∫
Kd
dζP(Yn(ζ ) ∈ B)
=
∫
K 2d
dzdζ [E(1Yn(z)∈B1Yn(ζ )∈B)− E(1Yn(z)∈B)E(1Yn(ζ )∈B)]
=
∫
K 2d
dzdζcov(1Yn(z)∈B, 1Yn(ζ )∈B).
Hence, hypothesis (9), along with Borel–Cantelli’s lemma, ensures that with probability one,
µn(B)→ µ(B). Lemma 1.1-(ii) yields the conclusion. 
For most of the random fields investigated in Section 3, the covariance cov(1Yn(z)∈B, 1Yn(ζ )∈B)
is in O

1
n

and we cannot have asymptotic rearrangement for MYn , but only for a subsequence
such that 1
σ(n) is summable. We need stronger results in this case, and were able to obtain them
in the framework of Gaussian fields, interpolated on a simplicial triangulation.
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2.2. Simplicial approximations on Kd
Most of the commonly investigated random fields of the literature are irregular, and hence
cannot be directly rearranged, they need to be approximated by smooth functions. In this article,
we only adopted the following paradigm: given a random real field X , define approximations
{Xn; n ≥ 1} of X , then normalize and rearrange monotonically their gradient, which will be
called Yn = 1bn∇Xn for some bn > 0.
In this paradigm, one would like the result not to depend on the choice of the approximation
Xn , as long as it converges to X . Unfortunately, it is in the very nature of the convex
rearrangement to be sensitive to slight changes in the approximation method. Consider for
instance the following deterministic example. Define fn as the continuous function on [0, 1] null
in 0, linear on each segment

k
n ,
k+1
n

for 1 ≤ k < n, and with slope ±1. Then, fn uniformly
converges to the (convex) null function, but C fn uniformly converges to the convex piece-wise
linear function null in 0 having slope −1 on

0, 12

and +1 on

1
2 , 1

. To avoid this kind of
phenomenon for asymptotic convex rearrangement, one needs to ensure that the gradient of the
approximation resembles the gradient of the original function, or its increments if there is no
gradient. That is one of the reasons why we choose for Xn the polygonal interpolations of X on
the vertices of a triangulation. The simplicial approximation is also a natural generalization of the
linear interpolation on [0, 1] in points that are equally spaced; the property that all bits have the
same measure up to a constant being essential. We present below the details of the construction.
Call simplex of Rd the convex hull of any (d + 1)-tuple of points with non-empty interior.
Write
Sd =

(ti )1≤i≤d : 0 ≤ ti ≤ 1,
d−
i=1
ti ≤ 1

the elementary simplex of Rd . Given z in Rd and an orthonormal basis u = (ui )1≤i≤d of Rd ,
define the simplex with summit z, and basis u as
Σ (z,u) = z + ρu(Sd),
where ρu is a linear transformation of Rd transforming the canonical basis into u. Any simplex
T can be written under such a form, and we refer to the “basis of T ” as such a choice of u, and
denote it by uT = (uTi )1≤i≤d . Remark that such a choice is not unique.
Call triangulation of Kd any finite simplicial partition of Kd . For T such a triangulation,
denote by XT the simplicial approximation of X with respect to T , i.e. the function which is
affine above each T in T and coincides with X above the vertices of T . We will consider in this
paper exclusively approximating triangulations of a special form, described below. Denote by
ST the finite set of all vectors u of Rd for which [z, z + u] is the edge of a simplex T of T , for
some z in Rd , and by
CT = sup
u∈ST
‖u‖
the length of the longest edge in T .
Call germ of triangulation any finite set of simplices T verifying the following property. There
exists a network Γ of Rd such that
{γ + T ; γ ∈ Γ , T ∈ T } is a partition of Rd . (10)
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Any network Γ satisfying (10) is said to be admissible for T , and the notation ΓT refers to an
arbitrary choice of such a network. Then define, for n ≥ 1,
Tn = 
T∈T ,γ∈ΓT

1
n
(γ + T ) ∩ Kd

.
Property (10) ensures that Tn is indeed a partition of Kd . The problem is that a set n−1(γ + T )∩
Kd might not be a simplex if it hits the boundary of Kd . However, these problematic simplices
will not play any role in the asymptotic convex rearrangement because their number is negligible
(it is proven later). So, we arbitrarily decide a simplicial partition of each of these simplices.
The result is a triangulation Tn that is a simplicial sub-partition of Tn , and differs from Tn only
regarding the simplices touching the boundary of Kd .
Given a finite set of triangles T , denote by XTn = XTn the corresponding approximation of X .
Since XTn is a.e. affine, denote by ∇XTn its gradient, defined a.e. In the paper, {bn; n ≥ 1} stands
for a sequence of positive numbers which aims to give sense to limn 1bnM∇XTn (or, equivalently
– see Theorem 1.2 – to limn 1bn CX
T
n ). The renormalized gradient is defined up to a negligible set
and is denoted by
Yn = 1bn∇X
T
n .
Using Theorem 1.2, to obtain the rearrangement of Yn , it is more convenient to work with its
distribution µTn = µYn .
2.3. Rearrangements of centered Gaussian fields
The specific study of Gaussian fields yields more efficient tools to study the convergence. We
give here the statement of the main theorem of this paper, some examples will be derived in
the next section to illustrate the theory, for fractional Brownian fields and Brownian sheet. The
generalized Lorenz curve plays a great role in the convex rearrangement of Gaussian processes,
so we introduce it now.
Definition 2.1. Call γd the d-dimensional standard normal distribution. The d-dimensional gen-
eralized Lorenz curve is
GLd = Cγd .
In other words, it is the asymptotic convex rearrangement of any field which renormalized gra-
dient measure converges to γd . It corresponds in dimension 1 to the classical Lorenz curve,
frequently used in the fields of finance and econometrics.
Approximate a centered Gaussian field X with covariance function σ on a germ of trian-
gulation T by XTn . The gradient Yn = b−1n ∇XTn has the following expression along an edge
[z, z + n−1u] of a simplex T of Tn ,
⟨Yn(z), u⟩ = (n/bn)(X (z + n−1u)− X (z)),
whence the covariance structure of the gradient field relies on E⟨Yn(z), u⟩⟨Yn(ζ ), v⟩ for [z, z +
n−1u] and [ζ, ζ + n−1v] edges of simplices of Tn . An easy computation yields
E⟨Yn(z), u⟩⟨Yn(ζ ), v⟩ = (n/bn)2σ (2)z,ζ (n−1u, n−1v) (11)
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where
σ
(2)
z,ζ (u, v) = σ(z + u, ζ + v)− σ(z + u, ζ )− σ(z, ζ + v)+ σ(z, ζ )
is the local second order increment of σ . The following theorem gives a condition for the con-
vergence of EϕTn (h), where h ∈ Rd and ϕTn is the characteristic function of the image measure
µTn = λd(Yn)−1.
Theorem 2.2. Assume that there is a function σ diagz (u, v), z ∈ Kd , u, v ∈ Rd , continuous in z,
such that for all u, v
(n/bn)
2σ (2)z,z (n
−1u, n−1v)→ σ diagz (u, v) (12)
uniformly in the z where it is defined. For a basis u and z ∈ Kd , denote by µz,u the Gaussian
probability measure on Rd with covariance matrix (σ
diag
z (ui ,u j ))i j in basis u, and let ϕz,u be
its characteristic function. Then EϕTn (h)→ ϕT (h), with
ϕT (h) =
−
T∈T
κT
∫
Kd
ϕz,u
T
(h)dz, (13)
where
κT = vol(T )∑
T∈T
vol(T )
.
It means that ϕT is the characteristic function of the mixtures of the µz,uT , T ∈ T , z ∈ Kd .
Proof. For T in T , denote by
T Tn = {n−1(γ + T ) ∈ Tn, γ ∈ ΓT },
the set of simplices of Tn obtained by translation and rescaling of T . We have, for h in Rd ,
ϕTn (h) =
∫
Kd
exp(ı⟨Yn(z), h⟩)dz =
−
S∈Tn
∫
S
exp(ı⟨Yn(z), h⟩)dz
=
−
S∈Tn
vol(S) exp(ı⟨Yn(S), h⟩)
where Yn(S) stands for the common value of Yn over S.
Let T = Σ (zT ,uT ) be a simplex of T . If we put
ϕTn (h) =
−
S∈T Tn
vol(S) exp(ı⟨Yn(S), h⟩),
we have ϕTn =
∑
T∈T ϕTn + cn , where cn is the integral over the area where simplices of Tn
touch the border. It is clear that |cn| ≤ CT /n, whence cn → 0 a.s. For S = n−1(γ + T ) =
Σ (zS, n−1uT ), a simplex of Tn we have, by (11),
E⟨Yn(S),uTi ⟩⟨Yn(S),uTj ⟩ = (n/bn)2σ (2)zS ,zS (n−1uTi , n−1uTj ).
For z in Kd , denote by zTn the closest vertex such that S = Σ (zTn , n−1uT ) is a simplex of T Tn ,
and let ϕzn(h) be the characteristic function of Yn(z
T
n ), and say that z is attached to S. Using
hypothesis (12), the expectation of this function converges pointwise (in z) to ϕz,u
T
(h) and is
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bounded by 1. For a given simplex S in T Tn , denote by S¯ = {z ∈ Kd : zTn ∈ S} the (not
simplicial) set of all points z that we attach to simplex S. We have
E
−
S∈T Tn
vol(S¯)ϕzSn (h) = E
∫
Kd
ϕzn(h)dz →
∫
Kd
ϕz,u
T
(h)dz.
Except for a negligible number of simplices, every translates S and S′ in T Tn yield the same
measure of S¯ and S¯′, whence λd(S)/λd(S¯) does not depend on S. The total area occupied by
these simplices being asymptotically κT , we have
EϕTn (h) = E
−
S∈T Tn
vol(S)ϕzSn (h)→ κT
∫
Kd
ϕz,u
T
(h)dz.
Summing over T ∈ T gives the result. 
Thus the candidate for the limit, given by (13), is known, provided (12) is satisfied. We
state now the main theorem of this paper, which gives a more efficient condition for the weak
convergence of µTn than Theorem 2.1.
Theorem 2.3. Let {Y (z), z ∈ Kd} be a vector-valued Gaussian field, and ϕ the characteristic
function of the image measure µ = µY . Then, for h ∈ Rd ,
E|ϕ(h)− Eϕ(h)|4 = O
∫
K 2d
‖cov(Y (z), Y (ζ ))‖∞dzdζ
2
,
where the implicit constant depends on h.
In the case where Yn is the renormalized gradient of XTn , this gives
E|ϕTn (h)− EϕTn (h)|4
≤ C

(n/bn)
2
−
S,S′∈Tn
vol(S)vol(S′)| sup
‖u‖,‖v‖≤CT
|σ (2)z,ζ (n−1u, n−1v)|
2
(14)
for some constant C > 0, where z and ζ are vertices of S and S′, respectively.
The proof is in Section 5.2. In all our examples, the summability of the right hand term gives
us the a.s. weak convergence of µTn .
3. Examples
3.1. Fractional Brownian field
The fractional Brownian field is a celebrated model that includes many other famous random
fields and processes, such as the fractional Brownian motion or the Le´vy field. For α ∈ (0, 2), the
fractional Brownian field is the unique centered Gaussian field Xα whose covariance function is,
up to a constant,
σ(z, ζ ) = (‖z‖α + ‖ζ‖α − ‖z − ζ‖α).
2618 R. Lachie`ze-Rey, Y. Davydov / Stochastic Processes and their Applications 121 (2011) 2606–2628
Theorem 3.1. Let T be a germ of triangulation, and define
bn = n1−α/2,
Y α,Tn = b−1n ∇Xα,Tn ,
µα,Tn = λd(Y α,Tn )−1.
For α ∈ (0, 3/2), we have the convergence
µα,Tn ⇒ µα,T =
−
T∈T
κTµ
α,uT a.s.,
where µα,u is a Gaussian probability measure with covariance matrix
Λα,ui j = ‖uTi ‖α + ‖uTj ‖α − ‖uTi − uTj ‖α
in basis u. We have also
1
bn
M∇Xα,Tn → Mµα,T ,
1
bn
CXα,Tn → Cµα,T ,
in the sense of Theorem 1.2.
Proof. Since α is fixed, we omit in the proof exponent α for the sake of clarity. We have for z in
Kd , u, v ∈ Rd ,
σ (2)z,z (u, v) = ‖u‖α + ‖v‖α − ‖u − v‖α
whence (12) is satisfied with σ diagz (u, v) = σ (2)z,z (u, v). It follows from Theorem 2.2 that
EϕTn (h)→
−
T∈T
κTϕ
uT
where ϕu
T
has covariance matrix Λu
T
.
Thus, for any germ of triangulation T , we have by (14), with n/bn = nα/2,
E|ϕTn (h)− EϕTn (h)|4
= O
nα −
(S,S′)∈T 2n
vol(S)vol(S′) sup
‖u‖,‖v‖≤CT
|σ (2)z,ζ (n−1u, n−1v)|
2 . (15)
We put tn = (CT + 1)n−1. We distinguish the set Σn of pairs (S, S′) of T 2n that are at distance
more than tn from the diagonal Θ in K 2d , and the other ones, whose contribution is, since σ is
α-Ho¨lder, in
nα
−
(S,S′)∈T 2n \Σn
vol(S)vol(S′)tαn ≤ nαvol(Θ + B(0, tn))tαn = O(nαn−1−α),
whence this term is square summable.
In view of using (15), for ‖u‖, ‖v‖ ≤ CT , we have
σ
(2)
z,ζ (n
−1u, n−1v)
= −‖z − ζ‖α − ‖z − ζ + n−1(u − v)‖α + ‖z − ζ + n−1u‖α + ‖z − ζ − n−1v‖α (16)
= n−2 O(‖z − ζ‖α−2). (17)
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Thus we have,
nα
−
(S,S′)∈Σn
vol(S)vol(S′)σ (2)z,ζ (n
−1u, n−1v) (18)
= O
nα−2 −
(S,S′)∈Σn
vol(S)vol(S′)‖z − ζ‖α−2
 . (19)
Remark that at fixed S, the sum
∑
S′:(S,S′)∈Σn ‖z − ζ‖α−2 is smaller than
∑
S′:tn≤‖ζ‖≤1 ‖ζ‖α−2,
where the sum is over all S′ that are of the form n−1(γ + T ) for T in T and γ in ΓT (and not
only those of T Tn that intersect Kd ), but with summit ζ that has norm in [tn, 1]. The function
defined on {ζ ∈ Rd : tn ≤ ‖ζ‖ ≤ 1} by
β(z) = ‖ζ‖α−2 for z belonging to S′ (which has summit ζ )
is smaller than
β¯(z) = (‖z‖ − CT /n)α−2
because ζ has norm larger than ‖z‖ − CT /n, given that z, ζ ∈ S′ and S′ has diameter smaller
than CT /n, and α − 2 ≤ 0. Whence−
S′:tn≤‖ζ‖≤1
vol(S′)‖ζ‖α−2 ≤
∫
tn−CT /n≤‖ζ‖≤1
‖z‖α−2dz
= O
∫
1/n≤r≤1
rα−2rd−1dr

= O(max(1, n−α−d+2)).
Finally, the term (18) is in max(nα−2, n−d), whence it is square summable for d ≥ 1 and α ∈
(0, 3/2), and the sum in (15) is finite. Thus by Borel–Cantelli’s lemma ϕTn (h) − EϕTn (h) → 0
a.s., whence Lemma 1.1-(i) brings the conclusion. 
Theorem 3.1 retrieves the convergence of the one-dimensional fractional Brownian motion
Xα interpolated on {k/n; k = 0, 1, 2, . . . , n},
nα/2−1CXαn (z)→ GL1(z), z ∈ (0, 1).
This result was already present in [4], where the authors furthermore obtained uniform con-
vergence on [0, 1] showing the a.s. convergence of every moment of the random measure for
α ∈ (0, 2). The value α = 3/2 already arose as a cutting point for a limit theorem about the
increments of a Brownian field: for α > 3/4 there is no asymptotic normality of the quadratic
variation of a fractional Brownian motion, and there also it is related to the non-integrability
around 0 of the function z → ‖z‖α−2 (see for instance the introduction of [7]).
The asymptotic rearrangement is consistent under the action of rotations. Indeed, if µT is the
limit measure with germ of triangulation T , we have for all rotation ρ and germ of triangulation
T , µρ(T ) = µT ρ−1(·). This is due to the isotropy of the field, and will not be the case in the
next example.
3.2. Brownian sheet
This section is devoted to the study of the Brownian sheet, another irregular centered Gaussian
field. For z and ζ two elements of Rd , denote by z ∧ ζ the vector whose coordinates are
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the pointwise minimum coordinates of z and ζ , and z is the product of coordinates of z. The
Brownian sheet is defined on (R+)d as the Gaussian field with covariance function σ(z, ζ ) =
z ∧ ζ . Here, we use the notation of Section 2.2, where X is a Brownian sheet.
Theorem 3.2. Let T = Σ (0,u) be a simplex of (R+)d . We define
ui, j = ui ∧ u j − ui ∧ 0− u j ∧ 0 ∈ Rd , i, j ∈ {1, . . . , d},
l(z) = (z2 . . . zd , z1z3 . . . zd , . . . , z1 . . . zd−1), z ∈ Kd , (20)
Λu(z)i, j = ⟨l(z),ui, j ⟩, i, j ∈ {1, . . . , d}.
We call ϕu the characteristic function of the Gaussian probability measure with covariance
matrix Λu in basis u. We have, for every h in Rd , and bn = √n
ϕTn (h)→ ϕT (h) =
−
T∈T
κTϕ
uT (h) a.s.,
whence µTn ⇒ µT , the measure whose characteristic function is ϕT . We have also, in virtue
of Theorem 1.2
1√
n
CXTn → CµT ,
1√
n
M∇Xn → MµT almost surely.
Proof. We use Theorem 2.2 to compute the only possible limit and Theorem 2.3 to show the
almost sure convergence. Let z ∈ Kd and u, v ∈ Rd . We have
(n/bn)
2σ (2)z,z (n
−1u, n−1v)
= n

z + 1
n
u

∧

z + 1
n
v

−

z + 1
n
u

∧ z − z ∧

z + 1
n
v

+ z

= n

z + 1
n
u ∧ v

−

z + 1
n
u ∧ 0

−

z + 1
n
v ∧ 0

+ z

.
Consider now the function Π on Rd defined by Π (z) = z. It admits, for all z, h ∈ Rd , the
development
Π (z + h) = (z1 + h1) . . . (zd + hd) = Π (z)+ ⟨l(z), h⟩ + q(z, h),
where
l(z) = (z2 . . . zd , z1z3 . . . zd , . . . , z1 . . . zd−1),
q(z, h) ≤ C‖h‖2
for some constant C . Hence (12) is satisfied with
σ
diag
z (u, v) = ⟨l(z), u ∧ v − u ∧ 0− v ∧ 0⟩.
For I ⊆ {1, 2, . . . , d}, define ϕI (z) = ∏i∈I zi . Take z, ζ in Kd with distinct coordinates and
u, v such that ‖u‖∞, ‖v‖∞ < infi |zi − ζi |. Let I be the set of indices for which zi < ζi , and I c
its complementary in {1, . . . , d}.
σ
(2)
z,ζ (u, v) = σ(z, ζ )− σ(z, ζ + v)+ σ(z + u, ζ + v)− σ(z + u, ζ )
= ϕI (z)(ϕI c (ζ )− ϕI c (ζ + v))+ ϕI (z + u)(ϕI c (ζ + v)− ϕI c (ζ ))
= (ϕI (z)− ϕI (z + u))(ϕI c (ζ )− ϕI c (ζ + v)).
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Since the ϕI are of class C1 on Kd , there is a constant C such that
σ
(2)
z,ζ (u, v) ≤ C‖u‖ ‖v‖
whenever ‖u‖∞, ‖v‖∞ < infi |zi − ζi |.
Thus we define the class Σn of pairs (S, S′) of T 2n for which every z ∈ S, ζ ∈ S′ satisfy
|zi − ζi | > CT /n.
It follows that the sum (14) is divided into two terms, one with the sum over Σn , and the rest.
The sum over Σn is clearly in O((n/bn)2n−2vol(Kd)2) = O(n−1), hence square summable, and
the rest is majorized by the volume in K 2d of all points (z, ζ ) that satisfy infi |zi − ζi | ≤ CT /n,
hence is in O(1/n), and is square summable too. Thus (14) is summable, and by Borel–Cantelli’s
lemma we have the result. 
Finding the expression of CµT is not an easy task, and in general we were not able to derive
explicit formulas. We present here a tractable expression for the two-dimensional Brownian sheet
with the germ of triangulation T0 = {Σ (0, e),Σ (0,−e)}.
With the notation of Theorem 3.2, we have
e1,1 = e1,
e1,2 = e2,1 = 0,
e2,2 = e2,
(−e)1,1 = e1,
(−e)1,2 = (−e)2,1 = 0,
(−e)2,2 = e2.
We are looking for the expression of the asymptotic convex rearrangement CµT0 , whose
gradient distribution is the measure
µT0(B) =
∫
K2
µx,y(B)dxdy,
where, according to (20), µx,y is Gaussian with covariance matrix
Λe(x, y) =

y 0
0 x

.
Let Ca,b = (−∞, a] × (−∞, b] be an infinite rectangle of B2, a, b ∈ R. We have
µT0(Ca,b) =
∫
K2
dxdy
∫
Ca,b
dh1dh2
exp

− 12 (h21/y + h22/x)

2π
√
xy
= G(a)G(b), (21)
where
G(a) =
∫ a
−∞
dh
∫ 1
0
exp

− h22x

√
2πx
dx, a ∈ R.
It is a non-decreasing bijection from R to [0, 1]. In consequence, we define CµT0 by
ψ(x) =
∫ x
0
G−1(t) dt,
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CµT0 (x, y) = ψ(x)+ ψ(y).
Since ψ is convex, so is CµT0 . We have
µ∇C
µT0
(Ca,b) =
∫
K2
1{∇CT0µ (z)∈Ca,b}dz
=
∫
K2
1{ψ ′(x)≤a}1{ψ ′(y)≤b}dxdy =
∫
K2
1{x≤G(a)}1{y≤G(b)}dxdy
= G(a)G(b).
CµT0 indeed has gradient distribution (21). This function is represented in Fig. 1, where we chose
as starting point z0 = (1/2, 1/2).
4. Discussion
In this article, we developed tools for computing the asymptotic convex rearrangements of
some random fields. We observed that there was a strong dependency on the choice of the
triangulation used for approximating the field. In [4], it becomes apparent that for some one-
dimensional Gaussian processes, the Lorenz curve seems to be a “universal” asymptotic convex
rearrangement, in the sense that it is the same for polygonal and convoluted approximations.
In the multivariate case, the anisotropy of some fields make this universality impossible. If
µT is the limit measure, and ρ is a rotation of Rd , measures µρ(T )ρ(·) and µT are in general
different, unless the field is isotropic. The mapping that associates to each rotation ρ its action
µ → µρ(τ)ρ(·) could alternatively serve to measure the anisotropy.
5. Proofs
5.1. Proof of Theorem 1.2
Without loss of generality, we suppose fn and f are convex. It allows us to omit M and C in
the writing.
(6) ⇒ (5): Assume first that we have the L1 convergence of ∇ fn to ∇ f on all K . The family
{µn; n ≥ 1} is tight. Indeed, denote by B1(0, M) the ball of radius M for the ‖ · ‖1 norm in Rd .
Markov’s inequality yields, for M ≥ 0,
µn(B1(0, M)c) ≤ 1M
∫
K
‖∇ fn‖1. (22)
The L1 convergence of∇ fn implies that the right hand member converges to 1M

K ‖∇ f ‖1 <∞.
From there, for all ε > 0, there is M ≥ 0 such that, for sufficiently large n, µn(B1(0, M)c) ≤ ε,
which proves the tightness. To conclude, we need to show that the only possible limit of
all convergent sub-sequence of {µn} is µ. Let µn′ be a subsequence that converges to a
measure µ′. Since ∇ fn′ converges for the L1 norm to ∇ f , according to the converse of the
Lebesgue Theorem, there is a subsequence ∇ fn′′ that converges to ∇ f a.e. Thus, for every
continuous function with compact support ϕ on Rd ,

K ϕ(∇ fn′′) →

K ϕ(∇ f ), which means
Rd ϕ(x)µn′′(dx)→

Rd ϕ(x)µ(dx). Since µn′′ ⇒ µ′, it follows that µ′ = µ, whence µn ⇒ µ.
Let us treat now the general case, where we only have the L1-convergence on each compact
of int(K ). We consider a non-decreasing family of compacts {Kε; ε > 0} whose union is int(K ).
The convergence holds on every Kε, ε > 0. Denote, for a function u on K , by uε its restriction
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to Kε. Put µεn the image of Lebesgue measure under ∇ f εn , and µε that of ∇ f ε. From what we
just proved, µεn ⇒ µε for every ε > 0. Let now B be a Borel set of µ-continuity in Rd . It
remains to show that µn(B) → µ(B). Since B is also a µε-continuity set (µε ≤ µ), we have
µεn(B)→ µε(B). Then
|µn(B)− µ(B)| ≤ |µεn(B)− µε(B)| + λd(K cϵ ), (23)
the result comes by letting ε go to 0.
(7) implies (6): We present the result under the form of a lemma, that is also useful later.
Lemma 5.1. Let K be a compact convex set, and { fn; n ≥ 1} a sequence of convex functions
that converge pointwise to a convex continuous function f on K . Then ∇ fn converges to ∇ f for
the L1 norm on each convex compact subset of int(K ).
Proof of Lemma 5.1. We prove the lemma in three steps.
Equilipschitz convex functions on [0, 1]: For κ > 0, let Cκ be the class of κ-Lipschitz
convex functions on [0, 1]. Assume that f and the { fn} are in Cκ . Pick a dense countable subset
S = {xk, k ∈ N} in [0, 1]. Since the f ′n are bounded (by κ), by the diagonal sub-sequence
method, we can find a sub-sequence f ′σ(n) such that, for all k, f
′
σ(n)(xk) converges to some value
g(xk), where g is non-decreasing on S. Call also g its unique right-continuous non-decreasing
continuation on [0, 1]. Let x be a continuity point of g, and ϵ > 0. Then, let y ≤ z be in S such
that 0 ≤ g(z)− g(y) ≤ ϵ and y ≤ x ≤ z. For n large enough, since the f ′n are non-decreasing,
−2ϵ ≤ g(x)− g(z)+ g(z)− f ′n(z) ≤ g(x)− f ′n(x)
≤ g(x)− g(y)+ g(y)− f ′n(y) ≤ 2ϵ.
Hence f ′n converges to g in each of its continuity points, i.e. almost everywhere according to
the Riesz–Nagy theorem. Since g is bounded (by κ), f ′n converges to g for the L1 norm, by the
Lebesgue theorem. By integration, g equals f ′ a.e. and we have the result.
Convex functions on [0, 1]: Drop the assumption that the fn are equilipschitz. Let I = [a, b]
be a compact subinterval of ]0, 1[. Then, for each fn , for any x in I , we have, by convexity,
fn(a)− fn(0)
a
≤ f ′n(x) ≤
fn(1)− fn(b)
1− b .
Since the left and right hand terms converge to finite values as n goes to ∞, the fn are equilips-
chitz on I , and using the previous result, f ′n converges to f ′ for the L1 norm on I .
Convex functions on K : Let Ii , 1 ≤ i ≤ d , be compact intervals of R such that C =
I1 × · · · × Id is a compact rectangle contained in int(K ). Take i in {1, 2, . . . , d}. For z in
I1 × · · · × Ii × · · · × Id−1 (meaning Ii is removed from the product), denote by Iz the max-
imal segment of C with direction ei containing z. Define
Gn,z,i (x) = ⟨∇ fn(z, x)−∇ f (z, x), ei ⟩
where x is a one-dimensional parameter such that (z, x) describes Iz , and Cn,i (z) = ‖Gn,z,i‖IzL1 .
Now we have, with Fubini’s theorem,
‖⟨∇ fn −∇ f, ei ⟩‖CL1 =
∫
I1×···Ii ···×Id−1 Cn,i (z)dz,
whence
‖∇ fn −∇ f ‖CL1 =
d−
i=1
∫
I1×···Ii ···×Id−1 Cn,i (z)dz.
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Let 1 ≤ i ≤ d and z in I1 × · · ·Ii . . . Id . Since fn uniformly converges to f on K , it also does
on a segment Jz whose interior contains Iz . The restriction of fn to Iz is hence the restriction of
a one-dimensional convex function that converges uniformly to the convex function f on Jz , and
this case has been treated in the second part of the proof. Thus, each integrand Cn,i (z) converges
pointwise to 0.
To dominate it, we write Iz =: [az, bz], and call cz a point in Iz where the monotone function
⟨∇ fn(z, ·), ei ⟩ reaches 0, or cz = az (arbitrarily) if 0 is not reached. Then, using the monotonicity
of ⟨∇ fn(z, ·), ei ⟩, we have
Cn,i (z) ≤ ‖ fn(az)‖ + ‖ fn(bz)‖ + 2‖ fn(cz)‖ + ‖⟨∇ f, ei ⟩‖IzL1
≤ 4‖ fn‖C∞ + ‖⟨∇ f, ei ⟩‖IzL1
≤ 4‖ f ‖C∞ + ‖⟨∇ f, ei ⟩‖IzL1 + o(1).
The last upper bound is due to the fact that the pointwise convergence of fn to f on the con-
vex C yields uniform convergence. ‖⟨∇ f, ei ⟩‖IzL1 is integrable because ∇ f is integrable, and the
Lebesgue theorem gives us the conclusion
‖∇ fn −∇ f ‖CL1 → 0.
Now, each convex compact subset of int(K ) is contained in a finite union of such rectangles, and
we have the conclusion. 
Proof of (5) ⇒ (7).
This result comes from the structure of convex functions, and of their gradients, the monotone
functions, so we first state a result that helps us apprehend the topography of a monotone
function.
Lemma 5.2. There is a family {Kϵ ε > 0} of closed subsets of K , satisfying
(i) ϵ > ϵ′ ⇒ Kϵ ⊂ Kϵ′ ,
(ii)

ϵ>0 Kϵ = int(K ),
(iii) For any convex function f , positive number A and ϵ > 0,
µ‖∇ f ‖([A,∞[) ≤ ϵ ⇒ ∀z ∈ Kϵ, ‖∇ f (z)‖ ≤ 2A.
Hence one can control the measure of the set where the gradient of f would reach high values.
In particular, ‖∇ f ‖ cannot be “too large” far from the edges of K .
Proof. Any convex function f on K satisfies
∀z, ζ ∈ K , ⟨∇ f (z)−∇ f (ζ ), z − ζ ⟩ ≥ 0.
It readily follows from the fact that the restriction of f to [z, ζ ] is convex. Now, for z ∈ K , u ∈
Rd , we introduce the affine cone
Z(z, u) =

y ∈ Kd : ⟨y − z, u⟩ ≥ 12‖z − y‖ ‖u‖

.
We have the property that
y ∈ Z(z,∇ f (z))⇒ ‖∇ f (y)‖ ≥ 1
2
‖∇ f (z)‖.
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Indeed, let y be in Z(z,∇ f (z)). Using the Cauchy–Schwarz inequality,
‖∇ f (y)‖ ‖y − z‖ ≥ ⟨∇ f (y), y − z⟩ ≥ ⟨∇ f (z), y − z⟩ ≥ 1
2
‖∇ f (z)‖ ‖y − z‖.
It means that y in the cone Z(z,∇ f (z)) cannot have a gradient too small, due to the mono-
tonicity property. Now we set ϵ(z) = infu∈Sd−1 λd(Z(z, u)), which simply plays the role of a
lower bound for λd(Z(z,∇ f (z))). We have, for z ∈ K ,
λd

y ∈ K : ‖∇ f (y)‖ ≥ 1
2
‖∇ f (z)‖

≥ λd(Z(z,∇ f (z))) ≥ ϵ(z). (24)
Now we set, for ϵ > 0, Kϵ = {z ∈ K : ϵ(z) ≥ ϵ}. For z in Kϵ ,
‖∇ f (z)‖ ≥ 2A ⇒ µ‖∇ f ‖([A,∞[) ≥ λd

y ∈ K : ‖∇ f (y)‖ ≥ 1
2
‖∇ f (z)‖

≥ ϵ(z).
Hence, given any positive number A, if ∇ f satisfies
µ‖∇ fn‖([A,∞[) ≤ ε
for some ε > 0, then, according to (24), it follows that for z ∈ Kε
ϵ(z) ≥ ε, and so ‖∇ f (z)‖ ≤ 2A. 
To finish the proof of the theorem, we have to show that fn converges to f on int(K ). For the
first time we use the Ascoli–Arzela theorem to show that the fn uniformly converge on every
Kϵ , and by consistency they converge pointwise on int(K ). Then we will show that the limit can
be nothing but f .
Since µ∇ fn weakly converges to the finite measure µ∇ f , it is a tight family of measures. For
all ϵ > 0, we can find A > 0 such that, for all n in N,
µ‖∇ fn‖([A,∞[) ≤ ϵ.
Hence, according to Lemma 5.2,
∀n ∈ N,∀z ∈ Kϵ, ‖∇ fn(z)‖ ≤ 2A.
For a function u, call uε its restriction to Kε. According to the Ascoli–Arzela criterion, we know
that for all ϵ > 0, { f εn ; n ≥ 1} is a relatively compact family for the uniform convergence. Now,
let ϵ be a positive number. There exist a convex function fϵ and a sub-sequence fϕϵ(n) such that
fϕϵ(n) → fϵ uniformly on Kϵ . Let us show that fϵ coincides with f , which means that f is in
fact the limit as only possible limit for a sub-sequence.
By taking iteratively subsequences with the same arguments, one can complete fε to a
function f˜ on all int(K ) such that, for each k ≥ 1, fϕk (n)(z) → f˜ (z) for z in Kε/k , where
ϕ1 = ϕε, and ϕk(n) is a subsequence of ϕk−1(n).
In particular, using a diagonal extraction, there is a subsequence fφ(n) that converges point-
wise to f˜ on Kε. According to the result (6) ⇒ (5) proved earlier, we know that µ∇ fn ⇒ µ∇ f˜ ,
and so, by unicity of the limit, µ∇ f˜ = µ∇ f .
Hence ∇ f˜ and ∇ f are two monotone functions on Kε whose distributions coincide. The
uniqueness in Brenier’s theorem (Theorem 1.1) ensures us that they are equal a.e. We have proved
that any cluster point f ϵ of ( fn(z), z ∈ Kϵ) is equal to f on Kϵ . Hence f is the limit of fn for
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the uniform convergence on Kϵ . Since for convex functions on a convex compact set, uniform
convergence and pointwise convergence are equivalent, we have
∀ϵ > 0, ‖ fn(z)− f (z)‖Kϵ∞ → 0
which yields the result.
5.2. Proof of Theorem 2.3
We consider here the quantity
ϕ(h) =
∫
Kd
exp(ı⟨h, Y (z)⟩)dz.
The fourth order centered moment writes
E|ϕ(h)− Eϕ(h)|4 = E

(ϕ(h)− Eϕ(h))2ϕ(h)− Eϕ(h)2

= E
4∏
k=1
[∫
Kd
(exp(ı⟨h, εkY (z)⟩)− E exp(ı⟨h, εkY (z)⟩))dz
]
with ε1 = ε2 = −ε3 = −ε4 = 1. Since εkY (z) is a Gaussian vector with covariance matrix
Λ(z) := cov(Y (z)), we have
E|ϕ(h)− Eϕ(h)|4
= E
4∏
k=1
[∫
Kd

exp(ı⟨h, εkY (z)⟩)− exp

−1
2
⟨h,Λ(z)h⟩

dz
]
.
If one develops the previous quantity, one obtains the sum of all products of four terms of the
form exp(ı⟨h, εkY (z)⟩) or − exp(−1/2⟨h,Λ(z)h⟩).
Denote by P the class of all subsets of {1, 2, 3, 4}. Integrating over all possible quadruples
Z = (z1, z2, z3, z4), and all possibles ways to write four terms of one of the two forms described
above, one obtains,
E|ϕ(h)− Eϕ(h)|4 =
∫
K 4d
−
P∈P
E
∏
k∈P
exp(ı⟨h, εkY (zk)⟩)
∏
k∉P
(− exp(−⟨h,Λ(zk)h⟩))dZ
=
∫
K 4d
−
P∈P
(−1)|4−P|E
∏
k∈P
exp(ı⟨h, εkY (zk)⟩)
∏
k∉P
exp(−⟨h,Λ(zk)h⟩)dZ . (25)
Since
∑
k∈P εkY (zk) is a Gaussian vector, one gets
E
∏
k∈P
exp(ı⟨h, εkY (zk)⟩) = exp

−1/2

h, cov
−
k∈P
εkY (zk)

h

.
The point of this computation is that cov(
∑
k εkY (zk)) should be close to
∑
k∈P cov(Y (zk)).
Indeed, if the z′i s are pairwise distant, the corresponding random variables Y (zk), k = 1, . . . , 4
have small correlation, provided σ is regular enough. Thus we introduce the matrix
χ P (Z) = cov
−
k∈P
εkY (zk)

−
−
k∈P
cov(Y (zk))
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=
−
k≠k′∈P
εkεk′cov(Y (zk), Y (zk′)), for Z = (z1, z2, z3,z4) ∈ K 4d .
We can decompose the summand in (25) in
E
∏
k∈P
exp(ı⟨h, εkY (zk)⟩)
∏
k∉P
exp(−⟨h,Λ(zk)h⟩) = ψ(Z) exp(−1/2⟨h, χ P (Z)h⟩)
where
ψ(Z) =
4∏
k=1
exp(−1/2⟨h,Λ(zk)h⟩) = exp

−1/2

h,
4−
k=1
Λ(zk)h

does not depend on P . If we develop the exponential at the second order, we have
exp(−1/2⟨h, χ P (Z)h⟩)
= 1− 1
2
⟨h, χ P (Z)h⟩ + 1
8
exp(−θ/2⟨h, χ P (Z)h⟩)(⟨h, χ P (Z)h⟩)2 (26)
for some θ in [0, 1] that depends on Z and h.
For 0 ≤ c ≤ 4, let Pc be the class of elements of P that have cardinality c. Remark that−
P∈P
(−1)|P| =
4−
c=0
−
P∈Pc
(−1)c = 1− 4+ 6− 4+ 1 = 0.
In view of computing the first order term in (25), we have for 1 ≤ i, j ≤ d∫
K 4d
ψ(Z)
−
P∈P
(−1)|P|χ P (Z)i, j dZ
=
−
P∈P
(−1)|P|
−
k,k′∈P :k≠k′
ϵkϵk′
∫
K 4d
cov(Y (zk), Y (zk′))ψ(Z)dZ
=
−
1≤k,k′≤4
k≠k′
ϵkϵk′
∫
K 4d
cov(Y (Zk), Y (Zk′))ψ(Z)dZ
−
P∈P : k,k′∈P
(−1)|P|.
Take k ≠ k′ in {1, 2, 3, 4}. There are exactly one P of P2, 2 sets P in P3 and 1 set of P4 that
contain k and k′. Hence−
P∈P
P∋k,k′
(−1)|P| = 1− 2+ 1 = 0.
Thus, when we inject the development (26) in the sum (25), the main and first order terms vanish,
and only the second order term remains,
E|ϕ(h)− Eϕ(h)|4 = 1
8
∫
K 4d
ψ(Z)
−
P∈P
(−1)|P| exp(−θ/2⟨h, χ P (Z)h⟩)⟨h, χ P (Z)h⟩2dZ
= O
∫
K 4d
−
P∈P
ψ(Z) exp(−θ/2⟨h, χ P (Z)h⟩)⟨h, χ P (Z)h⟩2dZ

.
Since ψ(Z) is a product of characteristic functions, it is smaller than 1. If for some Z , P,
⟨h, χ P (Z)h⟩ is positive, then the term ψ(Z) exp(−θ/2⟨h, χ P (Z)h⟩) is smaller than 1. If on
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the contrary it is negative, then −θ/2⟨h, χ P (Z)h⟩ ≤ −1/2⟨h, χ P (Z)h⟩, and
ψ(Z) exp(−θ/2⟨h, χ P (Z)h⟩) ≤ ψ(Z) exp(−1/2⟨h, χ P (Z)h⟩)
= exp

−1/2

h,
−
k∉P
cov(Y (zk))h

× exp

−1/2

h,
−
k∈P
cov(Y (zk))+ χ P (Z)

h

= exp

−1/2

h,
−
k∉P
cov(Y (zk))h

exp

−1/2

h, cov
−
k∈P
εkY (zk)

h

.
This is again a product of characteristic functions, hence smaller than 1, and we have
E|ϕ(h)− Eϕ(h)|4 = O
∫
K 4d
−
P∈P
⟨h, χ P (Z)h⟩2dZ

.
By writing explicitly χ P (Z), we arrive at
E|ϕ(h)− Eϕ(h)|4
= O
∫
K 4d
‖cov(Y (z1), Y (z2))‖∞‖cov(Y (z3, z4))‖∞dz1dz2dz3dz4

= O
∫
K 2d
‖cov(Y (z1), Y (z2))‖∞dz1dz2
2
. (27)
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