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Let G be an open set in Rd with C1 boundary. We consider parabolic stochastic
partial differential equations (SPDEs) of the forms
du ¼ ðaijuxixj þ biuxi þ cu þ f Þdt þ ðnku þ gkÞdwkt ; ð1:1Þ
du ¼ ðDiðaijuxi þ biu þ f iÞ þ b
i
uxi þ cu þ f Þdt þ gk dwkt ; ð1:2Þsee front matter r 2004 Elsevier B.V. All rights reserved.
.spa.2004.07.004
010960; fax: 6126262017.
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and j go from 1 to d; and k runs through f1; 2; . . .g: The coefﬁcients aij ; bi; bi; c; nk and
the free terms f i; f ; gk are random functions depending on t40 and x 2 G:
Our approach is based on Sobolev spaces and we show that if
f i; f ; jgj‘2 2 LqðO	 ½0; T ; LpðGÞÞ; ð1:3Þ
then the solutions of Eqs. (1.1) and (1.2) satisfy
Ejujq
CaðG	½0;T Þo1 ð1:4Þ
with a depending on p and q: In particular, if k0 :¼ 1 2=q  d=p40; then for any
k 2 ð0;k0Þ the solutions of (1.1) satisfy
Ej sup
tpT
sup
x;y2G
j uðt; xÞ  uðt; yÞj=jx  yjkjqo1; ð1:5Þ
Ej sup
x2G
sup
t;spT
juðt; xÞ  uðs; xÞj=jt  sjk=2jqo1: ð1:6Þ
Observe that (1.5) and (1.6) hold for any k 2 ð0; 1Þ if (1.3) is satisﬁed for all p; q40:
The motivation of this paper comes from [10], where the equations
du ¼ Liudt þ gdwt; i ¼ 1; 2; ð1:7Þ
L1u ¼ aijuxixj þ biuxi þ cu; L2u ¼ Diðaijuxj þ biuÞ þ b
i
uxi þ cu
are considered in C1 domain. Approaches in [10] are based on the theory of
semigroup (see, for instance, [2]), and it is assumed that the coefﬁcients are
nonrandom and independent of time. Also to get estimates like (1.4), it is additionally
assumed that the coefﬁcients of the operator L1 are smooth function of x and
(instead of (1.3))
sup
o;t
kgkLpðGÞo1 or sup
o;t;x
jgjo1
 
: ð1:8Þ
In this paper we rediscover all the main results in [10], but we impose only minimal
regularity conditions on the coefﬁcients aij ; bi; b
i
; c; nk and free terms f i; f ; g: For
instance, coefﬁcients of our equations are measurable functions of o; t; x and are
possibly unbounded.
It is worth mentioning that in [4] the author obtained Ho¨lder estimates like (1.5)
and (1.6) (with p ¼ q) for the solutions of the equation
du ¼ ðDiðaijuxi þ biu þ f iÞ þ b
i
uxi þ cu þ f Þdt þ ðsikuxi þ nku þ gkÞdwkt ;
where the leading coefﬁcients aij and sik are assumed to be pointwise continuous in
x: In this article (even though we are assuming that nk ¼ sik ¼ 0) we do not assume
the continuity of the coefﬁcients in Eq. (1.2), and we also consider the case paq:
Our main results are stated in Section 2 and consist of Theorems 2.4 and 2.6. The
proof of Theorem 2.4 depends on Theorem 2.6 and Theorem 2.6 is a particular result
of the LqðLpÞ-theory developed in Section 3.
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Euclidean space of points x ¼ ðx1; . . . ; xdÞ; Rdþ ¼ fx 2 Rd : x140g and BrðxÞ ¼ fy 2
Rd : jx  yjorg: For i ¼ 1; . . . ; d; multi-indices a ¼ ða1; . . . ; adÞ; ai 2 f0; 1; 2; . . .g; and
functions uðxÞ we set
uxi ¼ @u=@xi ¼ Diu; Dau ¼ Da11  . . .  Dadd u; jaj ¼ a1 þ    þ ad :
2. Main results
Let ðO;F; PÞ be a complete probability space, fFt; tX0g be an increasing ﬁltration
of s-ﬁelds Ft F; each of which contains all ðF; PÞ-null sets. By P we denote the
predictable s-ﬁeld generated by fFt; tX0g and we assume that on O we are given
independent one-dimensional Wiener processes w1t ; w
2
t ; . . . ; each of which is a Wiener
process relative to fFt; tX0g:Assumption 2.1. The domain G is of class C1u: In other words, there exist constants
r0; K040 such that for any x0 2 @G there exists a one-to-one continuously
differentiable mapping C from Br0ðx0Þ onto a domain J  Rd such that
(i) Jþ :¼ CðBr0ðx0Þ \ GÞ  Rdþ and Cðx0Þ ¼ 0;
(ii) CðBr0 ðx0Þ \ @GÞ ¼ J \ fy 2 Rd : y1 ¼ 0g;
(iii) kCkC1ðBr0 ðx0ÞÞpK0 and jC
1ðy1Þ C1ðy2ÞjpK0jy1  y2j for any yi 2 J;
(iv) jCxðx1Þ Cxðx2Þjpd0ðjx1  x2jÞ for any xi 2 Br0 ðx0Þ; where d0 a nondecreasing
function deﬁned on ½0;1Þ such that d0ðÞ # 0 as  ! 0:Assumption 2.2.(i) The coefﬁcients aij ; bi; b
i
; c and nk are PBðGÞ-measurable functions.(ii) There exist constants d; K 2 ð0;1Þ such that for any x; t;o and l 2 Rd ;
djlj2paijliljpK jlj2: ð2:1Þ(iii) p 2 ½2;1Þ and qXp:
(iv) f i; f ; g 2 Lqp;dðG; TÞ :¼ LqðO	 ½0; T ;P; LpðGÞÞ; where for instance
kgkq
L
q
p;d
ðG;TÞ :¼ E
Z T
0
kjgj‘2kqLpðGÞ ds:First consider the equation
du ¼ ðDiðaijuxj þ biu þ f iÞ þ b
i
uxi þ cu þ f Þdt þ
X1
k¼1
gk dwkt ;
uð0; Þ ¼ 0; uj@G ¼ 0: ð2:2Þ
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½0; T ;P; H12ðGÞÞ; where H12ðGÞ ¼ fu : u; ux 2 L2ðGÞg; such that for any f 2 C10 ðGÞ
the equality
ðuðt; Þ;fÞ ¼ 
Z t
0
ðaijuxj þ biu þ f i;fxi Þds
þ
Z t
0
ð biuxi þ cu þ f ;fÞds þ
X1
k¼1
Z t
0
ðgk;fÞdwks
holds for all tpT (a.s).
Here is our ﬁrst main result. Below a0 2 ð0; 1Þ is a constant depending only
on d; p; q; d; K ; T ; G; and the constant N depends only on a and the data deter-
mining a0:
Theorem 2.4. Let the domain G be bounded and the above assumptions be satisfied.
Assume
jbiðt; xÞj þ j bðt; xÞj þ jcðt; xÞjpK 8o; t; x: ð2:3Þ
Then there exists a unique generalized solution u of equation (2.2), and furthermore if
1 2=q  d=p ¼: k040; p42; ð2:4Þ
then there exists a0 such that for any aoa0
Ejujq
CaðG	½0;T ÞpN
X
i
k f ikq
L
q
p;d
ðG;TÞ þ k f k
q
L
q
p;d
ðG;TÞ þ kgk
q
L
q
p;d
ðG;TÞ
 !
: ð2:5Þ
In particular, if
p4d and f i; f ; g 2 LqðO	 ½0; T ;P; LpðGÞÞ 8q40;
then one can fix a40 such that for any kX0 and aoa
EjujkCaðG	½0;T Þo1: ð2:6Þ
Next we consider the equation
du ¼ ðaijuxixj þ biuxi þ cu þ f Þdt þ
X1
k¼1
ðnku þ gkÞdwkt ; uð0; Þ ¼ 0: ð2:7Þ
We say that u is a solution of (2.7) if u satisﬁes (2.7) in the sense of distribution (see
(3.5)). Denote rðxÞ :¼ distðx; @GÞ; and for n 2 R; k ¼ 0; 1; . . . , deﬁne
½ f ðnÞk ¼ sup
x2G
jbj¼k
rkþnðxÞjDbf ðxÞj; j f jðnÞk ¼
Xk
j¼0
½ f ðnÞj :
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;
denote j f jCðGÞ ¼ supxj f ðxÞj and
½ f CsðGÞ ¼ sup
x;y2G
j f ðxÞ  f ðyÞj
jx  yjs ; j f jCsðGÞ ¼ j f jCðGÞ þ ½ f CsðGÞ:
Also we use the same notations for ‘2-valued functions.
Assumption 2.5.(i) The coefﬁcient aij is uniformly continuous in G: In other words, for any 40;
there exists k ¼ kðÞ such that
jaijðt; xÞ  aijðt; yÞjp;
whenever tX0;o 2 O and x; y 2 G with jx  yjpk:(ii) rbi;r2c;rn are bounded and
lim
rðxÞ!0
sup
o;t
½rðxÞjbiðxÞj þ r2ðxÞjcðxÞj þ rðxÞjnj‘2  ¼ 0:(iii) For each o; t;
jajð0Þ1 þ jbjð1Þ1 p K :The following theorem is a particular result of Theorem 3.4 (also see Remarks 3.3
and 3.5).
Theorem 2.6. Let the domain G be bounded and Assumptions 2.1, 2.2, 2.5 be satisfied.
Then there exists a unique solution u of the equation (2.7) such that r1u; ux 2
LqðO	 ½0; T ;P; LpðGÞÞ; and for this solution we have
kr1ukq
L
q
p;d
ðG;TÞ þ kuxk
q
L
q
p;d
ðG;TÞpNðk f k
q
L
q
p;d
ðG;TÞ þ kgk
q
L
q
p;d
ðG;TÞÞ: ð2:8Þ
Furthermore if k0 ¼ 1 2=q  d=p40; then for any k 2 ð0; k0Þ the solution satisfies
Ej sup
tpt
sup
x;y2G
juðt; xÞ  uðt; yÞj=jx  yjkjq
þ Ej sup
x2G
sup
t;spt
juðt; xÞ  uðs; xÞj=jt  sjk=2jq
pN0ðk f kqLq
p;d
ðG;TÞ þ kgk
q
L
q
p;d
ðG;TÞÞ; (2.9)
where the constant N0 depends only on d; p; q; k; d; K ; K ; T and G:
Remark 2.7. It is obvious that (i) if f ; g 2 LqðO	 ½0; T ;P; LpðGÞÞ for all p and q;
then (2.9) holds for any k 2 ð0; 1Þ; and (ii) if p4d and f ; g 2 LqðO	 ½0; T ;P; LpðGÞÞ
for all q; then (2.9) holds for any ko1 d=p:
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to the condition f 2 H1;qp;d ðG; TÞ (this space will be introduced later).
Proof of Theorem 2.4. Since the uniqueness and existence of generalized solution is
well known (see, for instance, [13,14]), we only show that there exists a solution u
with properties stated in the theorem. For a measurable function h deﬁned in G 	
½0; T ; deﬁne khkp;q from
khkqp;q ¼
Z T
0
khðt; ÞkqLpðGÞ dt:
Step 1: Assume gk ¼ 0 for all k: Notice that the domain G is uniformly regular. In
other words, there exist constants y0; y140 such that the inequality
mesðBrðx0Þ \ GÞpð1 y1ÞmesBrðx0Þ
holds whenever rpy0; x0 2 @G: This, together with (2.1), (2.3) and (2.4), enables us
to use Theorems 3.2.1, 3.4.2 and 3.10.1 in [11]. It follows that for almost all o 2 O;
there exists a nonrandom solution uo 2 L2ð½0; T ; H12ðGÞÞ of Eq. (2.2) such that uo is
continuous up to the parabolic boundary and
kuok2;2 þ kuox k2;2pNðk f iðo; ; Þkp;q þ k f ðo; ; Þkp;qÞ: ð2:10Þ
By Theorem A in [1],
sup
t;x
juoðt; xÞjpNðk f iðo; ; Þkp;q þ k f ðo; ; Þkp;qÞ: ð2:11Þ
Also, by inspecting the proof of Theorem 3.10.1 in [11] one can easily check that
there exist constants a40 and N depending only d; p; q; d; K ; T and G such that
juojCaðG	½0;T ÞpNð1þ sup juojÞ: ð2:12Þ
Thus combining (2.11) and (2.12), one gets
juojCaðG	½0;T ÞpNð1þ k f iðo; ; Þkp;q þ k f ðo; ; Þkp;qÞ: ð2:13Þ
For each c40; by considering cuo; cf i; cf instead of uo; f i; f respectively, one ﬁnds
that (2.13) yields
juojCaðG	½0;T ÞpNð1=c þ k f iðo; ; Þkp;q þ k f ðo; ; Þkp;qÞ
and concludes
juojCaðG	½0;T ÞpNðk f iðo; ; Þkp;q þ k f ðo; ; Þkp;qÞ: ð2:14Þ
Observe that for any ﬁxed p; we may assume that a ¼ aðqÞ is a nondecreasing
function of q: Indeed, if q1pq2o1; and all the conditions hold for q ¼ q1 and
q ¼ q2; then for a ¼ aðq1Þ _ aðq2Þ;
juojCaðG	½0;T ÞpNðk f iðo; ; Þkp;q2 þ k f ðo; ; Þkp;q2 Þ:
Finally, deﬁne uðo; t; xÞ ¼ uoðt; xÞ; then it follows from (2.10) that u is a
generalized solution of Eq. (2.2), where the measurability follows from the
uniqueness result in [14]. Indeed, let v 2 L2ðO	 ½0; T ;P; H12ðGÞÞ be the solution of
ARTICLE IN PRESS
K.-H. Kim / Stochastic Processes and their Applications 114 (2004) 313–330 319Eq. (2.2). Observe that, for each o; both uoðt; xÞ and vðo; t; xÞ are determistic
solutions of Eq. (2.2) and thus by the uniqueness of the solution, we get uðo; Þ ¼
vðo; Þ for each o and thus u ¼ v 2 L2ðO	 ½0; T ;P; H12ðGÞÞ:
Step 2: By Theorem 2.6, there is a generalized solution v of the equation
dv ¼ ðDv þ f Þdt þ gk dwkt ; vð0; Þ ¼ 0
such that v satisﬁes (2.8) and (2.9). Observe
f
i
; f 2 LqpðG; TÞ;
where f
i
:¼ ðaij  dijÞvxj þ biv þ f i and f :¼ b
i
vxi þ cv:
By the results of Step 1, one can deﬁne a generalized solution u of
d u ¼ ðDiðaij uxj þ bi u þ f
iÞ þ bi uxi þ c u þ f Þdt
such that u satisﬁes
Ej ujqCaðG	½0;T ÞpNðk f ikqLqpðG;TÞ þ k f k
q
L
q
pðG;TÞ þ kgk
q
L
q
pðG;TÞÞ;
where a is taken from (2.12). Finally observe that u :¼ v þ u satisﬁes (2.2) and all
other assertions of the theorem follow. The theorem is proved. &3. SPDEs in Lqð20; tU;P; LpÞ spaces
In this section we give uniqueness and solvability result of (1.1) in stochastic
Banach spaces Hg;qp;y;0ðG; tÞ (see below for the notation).
As in [6] and [12], we use Banach spaces Hgp; H
g
p;yðGÞ; where g; y 2 R and p41: If n
is a nonnegative integer, then
Hnp ¼ HnpðRdÞ ¼ fu : u; Du; . . . ; Dau 2 Lp : jajpng;
Lp;yðGÞ :¼ H0p;yðGÞ ¼ LpðG;ryd dxÞ; rðxÞ :¼ distðx; @GÞ;
Hnp;yðGÞ :¼ fu : u; rux; . . . ;rjajDau 2 Lp;yðGÞ : jajpng:
In general, by Hgp ¼ ð1 DÞg=2Lp we denote the space of Bessel potential
kukHgp ¼ kð1 DÞg=2ukLp
and the weighted Sobolev space Hgp;yðGÞ is deﬁned as set of all distributions u on G
such that
kukp
H
g
p;yðGÞ
:¼
X1
n¼1
enykznðenÞuðenÞkpHgpo1; ð3:1Þ
where fzn : n 2 Zg is a sequence of functions zn 2 C10 ðGÞ such thatX
n
znXconst40; jDmznðxÞjpNðmÞemn:
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n2Z
zðenþxÞ40; 8x 2 R ð3:2Þ
and deﬁne znðxÞ ¼ zðenxÞ; then (3.1) becomes
kukp
H
g
p;y
:¼
X1
n¼1
enykzðÞuðenÞkp
H
g
p
o1: ð3:3Þ
It is known that the space Hgp;y is independent of the choice z; and H
g
p;yðGÞ and its
norm are independent of fzng if G is bounded.
For any stopping time t; denote 20; tU ¼ fðo; tÞ : 0otptðoÞg;
Hg;qp ðtÞ ¼ Lqð20; tU;P; HgpÞ; Hg;qp;yðG; tÞ ¼ Lqð20; tU;P; Hgp;yðGÞÞ;
LqpðtÞ ¼ H0;qp ðtÞ; Lqp;yðG; tÞ ¼ H0;qp;yðG; tÞ:
Fix (see [5]) a bounded real-valued function c deﬁned in G such that for any multi-
index a;
sup
G
rjajðxÞjDacxðxÞjo1
and the functions c and r are comparable in a neighborhood of @G:
By Hg;qp;y;0ðG; tÞ we denote the space of all functions u 2 cHg;qp;yðG; tÞ such that
uð0; Þ ¼ 0 and for some f 2 c1Hg2;qp;y ðG; tÞ; g 2 Hg1;qp;y ðG; tÞ;
du ¼ f dt þ gk dwkt ; ð3:4Þ
in the sense of distributions. In other words, for any f 2 C10 ðGÞ; the equality
ðuðt; Þ;fÞ ¼
Z t
0
ðf ðs; Þ;fÞds þ
X1
0
Z t
0
ðgkðs; Þ;fÞdwks ð3:5Þ
holds for all tpt with probability 1.
The norm in Hg;qp;y;0ðG; tÞ is introduced by
kukHg;q
p;yðG;tÞ ¼ kc
1ukHg;q
p;yðG;tÞ þ kcf kHg2;qp;y ðG;tÞ þ kgkHg1p;y ðG;tÞ:
It is easy to check that the space Hg;qp;y;0ðG; tÞ and its norm are independent of the
choice of c if G is bounded.
The proof of following lemma is given at the end of this section.
Lemma 3.1. Let the domain G be bounded, u 2 Hg;qp;y;0ðG; tÞ; and
2=qoaobp1: ð3:6Þ
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Ekcb1ðuðtÞ  uðsÞÞkq
H
gb
p;y ðGÞ
pNjt  sjqb=21kukq
Hg;q
p;yðG;tÞ
; ð3:7Þ
Ejcb1ujq
Ca=21=qð½0;t;Hgb
p;y ðGÞÞ
pNkukq
Hg;q
p;yðG;tÞ
: ð3:8Þ
It is known that (see Theorem 4.3 in [12]) if g d=p ¼ k þ n for some k ¼
0; 1; 2; . . . ; n 2 ð0; 1Þ; then for any multi-indices i and j such that jijpk and jjj ¼ k;
jcjjjþy=pD jujCðGÞ þ ½cjijþnþy=pDiuCnðGÞpNkukHg
p;yðGÞ: ð3:9Þ
Thus (3.8) yields the following results.
Lemma 3.2. Assume
2=qoaobp1; g b d=p ¼ k þ e;
where k ¼ 0; 1; 2 . . . ; e 2 ð0; 1Þ: Then for n :¼ b 1þ y=p and multi-indices i and j such
that jijpk and jjj ¼ k; we have
E sup
t;spt
jt  sj1qa=2ðjcnþjijDiðuðtÞ  uðsÞÞjqCðGÞ þ ½cnþjjjþeDjðuðtÞ  uðsÞÞqCeðGÞÞ
pNkukq
Hg;q
p;yðG;tÞ
: (3.10)
Remark 3.3. It follows from (3.10) that if y ¼ d and k0 :¼ 1 2=q  d=p40; then
for any k 2 ð0;k0Þ; u 2 H1;qp;y;0ðG; tÞ;Ej sup
tpt
sup
x;y2G
juðt; xÞ  uðt; yÞj=jx  yjkjqpNkukq
H1;q
p;y;0ðG;tÞ
; ð3:11Þ
Ej sup
x2G
sup
t;spt
juðt; xÞ  uðs; xÞj=jt  sjk=2jqpNkukq
H1;q
p;y;0ðG;tÞ
: ð3:12Þ
Indeed, for (3.11) take b ¼ k0  kþ 2=q; then we have e ¼ 1 b d=p ¼ k ¼ n:
To get (3.12), take a ¼ kþ 2=q; and note that 2=qoao1 d=po1 and 1 qa=2 ¼
qk=2: Thus it is enough to choose b such that aobo1 d=p because no0 and
juðtÞ  uðsÞjCðGÞpNjcnðuðtÞ  uðsÞÞjCðGÞ:
From now on we assume
d  woyod  1þ p; tpT ; ð3:13Þ
where w ¼ wðd; p; q; dÞ 2 ð0; 1 is the constant taken from Theorem 3.2 in [8]. If p ¼ q;
then one can take w ¼ 1:
Theorem 3.4. Let the domain G be bounded and Assumptions 2.1, 2.2(i)–(iii), 2.5 be
satisfied. Then, for any f 2 c1H1;qp;y ðG; tÞ; g 2 Lqp;yðG; tÞ Eq. (2.7) admits a unique
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kc1uk
H
1;q
p;yðG;tÞ
pNðkcf k
H
1;q
p;y ðG;tÞ
þ kgkLq
p;yðG;tÞÞ: ð3:14Þ
Remark 3.5. It is well known (see Theorem 4.1 in [12]) that c1v 2 H1p;yðGÞ if and1only if c v; vx 2 Lp;yðGÞ; and moreover
kc1vkH1
p;yðGÞ  kc
1vkLp;yðGÞ þ kvxkLp;yðGÞ:
To prove Theorem 3.4, we need the following results on Rd and Rdþ: We write
u 2Hg;qp;0ðtÞ if uð0; Þ ¼ 0; u 2 Hg;qp ðtÞ and u satisﬁes (3.4) for some f 2 Hg2;qp ðtÞ; g 2
Hg1;qp ðtÞ: The norm in Hg;qp;0 is introduced by
kukq
H
g;q
p ðtÞ ¼ kuk
q
H
g;q
p ðtÞ þ k f k
q
H
g2;q
p ðtÞ
þ kgkq
H
g1;q
p ðtÞ
:
Lemma 3.6. Let G ¼ Rd and Assumption 2.2(i)–(iii) be satisfied. Assume
sup
o;t
ðjaj1 þ jbj1 þ jcj0 þ jnj0ÞpK1;
sup
o;t
sup
x;y
jaijðt; xÞ  aijðt; yÞjpb:
Then there exists b040 depending only on d; p; q; d and K (thus independent of K1)
such that if bpb0; then for any f 2 H1;qp ðtÞ; g 2 LqpðtÞ Eq. (2.7) admits a unique
solution u in the class H
1;q
p;0ðtÞ and furthermore
kuk
H
1;q
p ðtÞpNðk f kH1;qp ðtÞ þ kgkLqpðtÞÞ; ð3:15Þ
where N depends only on d; p; q; d; K ; K1 and T :
Proof. As usual we may assume t  T : By Theorem 2.1 in [8], the results are true if
aij is independent of x and other coefﬁcients are zero. Thus considering the method
of continuity, we only show that there exists b0 such that the a priori estimate (3.15)
holds true given that a solution u 2H1;qp;0ðTÞ already exists and bpb0:
Case 1: bi ¼ c ¼ nk ¼ 0: We repeat the proof of Lemma 6.6 in [6]. Denote
a
ij
0 ðt; xÞ ¼ aijðt; 0Þ: We rewrite the Eq. (2.7) as
du ¼ ðaij0 þ f Þdt þ gik dwkt ; ð3:16Þ
where f ¼ f þ ðaij  aij0 Þuxixj : By Theorem 2.1 in [8],
kuk
H
1;q
p ðTÞpNðkða  a0ÞuxxkH1;qp ðTÞ þ k f kH1;qp ðTÞ þ kgkH1;qp ðTÞÞ; ð3:17Þ
and by Lemma 5.2 in [6],
kða  a0ÞuxxkH1p pNja  a0jC1kuxxkH1p pNja  a0jC1kukH1p :
Coming back to (3.17), we get
kuk
H
1;q
p ðTÞpN1 supo;t
ja  a0jC1kukH1;qp ðTÞ þ Nk f kH1;qp ðTÞ þ NkgkH1;qp ðTÞ;
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N1bp14:
Next, observe that, for amðt; xÞ :¼ aðt=m2; x=mÞ and mX1; we have
N1jamðt; Þ  amðt; 0ÞjC1p14þ N1K1=m:
Now ﬁx m such that N1K1=mp14; then the claims of the lemma are true if we replace
uðt; xÞ; a; wt; f ; g and T by uðt=m2; x=mÞ; am; mwt=m2 ; m2f ðt=m2; x=mÞ;
m1gðt=m2; x=mÞ and m2T ; respectively. After this it is enough to use the fact that
the norms k  kHgp of uðt=m2; x=mÞ and uðt; xÞ are comparable.
Case 2: In general, by the results of case 1, there exists b0 such that if bpb0; then
for each tpT ;
kukq
H
1;q
p ðtÞ
pNðkbiuxi þ cu þ f kqH1;qp ðtÞ þ kn
k þ gkq
L
q
pðTÞÞ:
Here we use (see Lemma 5.2 in [6])
kbiuxkH1p þ kcukH1p þ knukLppNðjbj1 þ jcj0 þ jnj0ÞkukLp
and get for each tpT ;
kukq
H
1;q
p ðtÞ
pNkukq
L
q
pðtÞ þ Nk f k
q
H
1;q
p ðTÞ
þ Nkgkq
L
q
pðTÞ: ð3:18Þ
By (3.18) and Theorem 4.11 in [9], for any tpT ;
kukq
H1;qp ðtÞ
pN
Z t
0
kukq
H1;qp ðsÞ
ds þ Nk f kq
H
1;q
p ðTÞ
þ Nkgkq
L
q
pðTÞ:
The estimate (3.15) follows from Gronwall’s inequality. &
For the case G ¼ Rdþ; as in [8], by Ma we denote the operator of multiplying by
ðx1Þa and M ¼ M1: Remember that we say u 2 Hg;qp;y;0 if uð0; Þ ¼ 0; u 2 MHg;qp;y and u
satisﬁes (3.4) for some f 2 M1Hg2;qp;y and g 2 Hg1;qp;y : The norm in Hg;qp;y;0 is
introduced by
kukq
Hg;q
p;yðtÞ
¼ kM1ukq
H
g;q
p;yðtÞ
þ kMf kq
H
g2;q
p;y ðtÞ
þ kgkq
H
g1;q
p;y ðtÞ
:
Lemma 3.7. Let G ¼ Rdþ and Assumption 2.2(i)–(iii) be satisfied. Also assume
sup
o;t
jajð0Þ1 p K ;
jaijðt; xÞ  aijðt; yÞj þ x1jbðt; xÞj þ ðx1Þ2jcðt; xÞj þ x1jnðt; xÞj‘2pb;
whenever o 2 O; tX0 and x; y 2 Rdþ: Then there exists b040 depending only on
d; y; p; q; d; K and K such that if bp b0; then for any f 2 M1H1;qp;y ðtÞ; g 2 Lqp;yðtÞ Eq.
(2.7) admits a unique solution u in the class H1;qp;y;0ðtÞ and furthermore
kM1uk
H
1;q
p;yðtÞ
pNðkMf k
H
1;q
p;y ðtÞ
þ kgkLq
p;yðtÞÞ; ð3:19Þ
where N is independent of u; f ; g and T :
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bi ¼ c ¼ nk ¼ 0: Then there exists b040 depending only on d; y; p; q; d; K and K such
that if bpb0; then for any f 2 M1Lqp;yðtÞ; g 2 H1;qp;yðtÞ Eq. (2.7) admits a unique
solution u in the class H2;qp;y;0ðtÞ and furthermore
kM1uk
H
2;q
p;yðtÞ
pNðkMf kLq
p;yðtÞ þ kgkH1;qp;yðtÞÞ; ð3:20Þ
where N is independent of u; f ; g and T :
Proof. The results are true (see [8]) for any g 2 R if aij is independent of x and
bi ¼ c ¼ nk ¼ 0: Thus, we only show that the a priori estimate (3.20) holds given that
a solution u 2 H2;qp;y;0ðtÞ already exists.
Fix x0 2 Rdþ; and denote aij0 ðt; xÞ ¼ aijðt; x0Þ: By Theorem 3.2 in [8] (rewrite the
equation as in (3.16)),
kM1ukq
H
2;q
p;yðtÞ
pNðkMða  a0Þuxx þ Mf kqLq
p;yðtÞ
þ kgkq
H
1;q
p;yðtÞ
Þ:
Remember that for any g 2 R and w 2 MHgþ2p;y (see [7]),
kMwxxkHg
p;y
þ kwxkHgþ1
p;y
pNkM1wk
H
gþ2
p;y
: ð3:21Þ
Thus, if b is sufﬁciently small, then
kM1ukq
H
2;q
p;yðtÞ
pNðkMf kq
L
q
p;yðtÞ
þ kgkq
H
1;q
p;yðtÞ
Þ:
The lemma is proved. &
Proof of Lemma 3.7. Step 1: Assume that bi ¼ c ¼ nk ¼ 0: In this case we prove the
lemma directly without depending on an a priori estimate.
Take b0 from Lemma 3.8 and assume
bpb0:
Then the operator R which maps the couples ðf ; gÞ 2 M1Lp;yðtÞ 	H1;qp;yðtÞ into the
solutions u 2 H2;qp;y;0ðtÞ of Eq. (2.7) is well-deﬁned and bounded. Now take ðf ; gÞ 2
M1H1;qp;y ðtÞ 	 Lqp;yðtÞ: By Corollary 2.12 in [7] we have the following representa-
tions:
f ¼ MD‘f ‘; gk ¼ MD‘g‘k; ð3:22Þ
where f ‘ 2 M1Lqp;y; g‘ 2 H1;qp;y; ‘ ¼ 1; 2; . . . ; d andXd
‘¼1
kMf ‘kLq
p;yðtÞpNkMf kH1;qp;y ðtÞ;
Xd
‘¼1
kg‘k
H
1;q
p;yðtÞ
pNkgkLq
p;yðtÞ: ð3:23Þ
Next denote v‘ ¼ Rðf ‘; g‘Þ and v ¼Pd‘¼1MD‘v‘: Then v 2 MH1p;y and satisﬁes
dv ¼ ðaij vxixj þ f þ f Þdt þ gk dwkt ;
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f ¼ v‘xixj MD‘aij  2ai1v‘x‘xi :
By assumptions one can easily check that
M f 2 Lqp;yðtÞ:
Finally we deﬁne u ¼ Rð f ; 0Þ and u ¼ v  u: Then u 2 H1;qp;y;0ðtÞ satisﬁes (2.7), and
(3.19) follows from the formulas deﬁning u: Indeed,
kM1 vk
H
1;q
p;yðtÞ
¼ kv‘x‘kH1;q
p;yðtÞ
pNkM1v‘k
H
2;q
p;yðtÞ
pNkMf ‘kLq
p;yðtÞ þ Nkg
‘k
H
1;q
p;yðtÞ
pNkMf k
H
1;q
p;y ðtÞ
þ NkgkLq
p;yðtÞ; kM
1 uk
H
1;q
p;yðtÞ
pkM1 uk
H
2;q
p;yðtÞ
pNkM f kLq
p;yðtÞpNkMv
‘
xxkLqp;yðtÞpNkM
1v‘k
H
2;q
p;yðtÞ
pNkMf ‘kLq
p;yðtÞpNkMf kH1;qp;y ðtÞ:
Next, we prove the uniqueness of solutions by reducing b0 if necessary. Assume
that f ¼ gk ¼ 0: It is shown in [3] that there is b00 ¼ b00ðd; p; d; KÞ such that if bpb00;
then the uniqueness holds in the space u 2 H1;pp;y;0ðtÞ: Since qXp; u ¼ 0 if we
additionally assume
bpb0 ^ b00:
Step 2: Now we drop the additional conditions on bi; c; nk by showing that there
exists b0 such that if bp b0; then the estimate (3.19) holds.
By the results of Step 1, if bpb0 ^ b00; then
kM1uk
H
1;q
p;yðtÞ
pNkMbiuxi þ Mcu þ Mf kH1;q
p;y ðtÞ
þ kMnu þ gkLq
p;yðtÞ
pNðkMbiuxi þ M2cM1ukLq
p;yðtÞ þ kMnM
1ukLq
p;yðtÞÞ
þ NkMf k
H
1;q
p;y ðtÞ
þ NkgkLq
p;yðtÞ
pNbðkM1ukLq
p;yðtÞ þ kuxkLqp;yðtÞÞ þ NkMf kH1;qp;y ðtÞ þ NkgkLqp;yðtÞ
pN1bkM1ukH1;q
p;yðtÞ
þ NkMf k
H
1;q
p;y ðtÞ
þ NkgkLq
p;yðtÞ:
Thus, it sufﬁces to additionally assume
bp1=ð2N1Þ:
The lemma is proved. &
Proof of Theorem 3.4. Step 1: As usual we may assume t  T : By Theorem 2.12 and
Step 1 in the proof of Theorem 2.10 in [5], we may assume that @G is inﬁnitely
differentiable. Indeed, there is 40 and a C1 diffeomorphism m : G :¼ fx 2 G :
cðxÞ4g ! G such that
(i) the mappings m and m1 induce one-to-one linear bounded mappings from
H
g
p;yðGÞ onto Hgp;yðGÞ and vice versa,
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cðxÞ  ; and the results of (i) also hold with Hgþ2;qp;y;0 ðG; tÞ and Hgþ2;qp;y;0 ðG; tÞ
instead of Hgp;yðGÞ and Hgp;yðGÞ; respectively,(iii) proving that the function u 2 H1;qp;y;0ðG; tÞ satisﬁes (2.7) and admits estimate (3.14)
is equivalent to proving that the the function ~u ¼ uðmÞ 2 Hgþ2;qp;y;0 ðG; tÞ satisﬁes the
corresponding equation in ðj0; tj 	 G; and admits the natural modiﬁcation of
estimate (3.14),(iv) the mappings m and m1 preserve the conditions of the coefﬁcients in
Assumptions 2.2 and 2.5,(v) inequalities (3.11) and (3.12) hold if and only if the corresponding results hold
for uðnÞ:Remember that c is bounded and inﬁnitely differentiable, and therefore G 2 C1:
Thus we conclude that we may assume that G is inﬁnitely differentiable (see [5] for
more detail).
Step 2: We establish estimates (3.14), (3.11) and (3.12) assuming that u 2
H1;qp;y;0ðG; tÞ satisﬁes (2.7). Let x0 2 @G and C be a function from Assumption 2.1. By
Step 1 we may assume that C is inﬁnitely differentiable with bounded derivatives.
Deﬁne r ¼ r0=K0 and ﬁx a smooth function Z 2 C10 ðBrÞ such that 0pZp1 and
Z ¼ 1 in Br=2: Observe that CðBr0ðx0ÞÞ contains Br: For m ¼ 1; 2; . . . ; t40; x 2 Rdþ;
introduce ZmðxÞ ¼ ZðmxÞ;
a^m :¼ ~aZm þ ð1 ZmÞI ; b^m :¼ ~bZm; c^m :¼ ~cZm; n^m :¼ ~nZm;
where
~aijðt; xÞ ¼ aijðt;C1ðxÞÞ; aij ¼ arsCixrCjxs ;
~b
iðt; xÞ ¼ biðt;C1ðxÞÞ; bi ¼ arsCixrxs þ brCixr ;
~cðt; xÞ ¼ cðt;C1ðxÞÞ; ~nðt; xÞ ¼ nðt;C1ðxÞÞ:
One can easily check that there is a constant K
0
independent of x0 such that
sup
mX1
sup
o;t
ðja^mjð0Þ1 þ jb^mjð1Þ1 Þp K
0
:
Take b0 from Lemma 3.7 corresponding to d; p; q; K and K
0
: By Assumption 2.5(i)
and (ii) one can easily ﬁnd m independent of x0 such that
ja^mðt; xÞ  a^mðt; yÞj þ x1jb^mðt; xÞj þ ðx1Þ2jc^mðt; xÞj þ x1jn^mðt; xÞj‘2p b0;
whenever o 2 O; t40 and x; y 2 Rdþ:
Now we ﬁx a r0or0 such that
CðBr0ðx0ÞÞ  Br=ð2mÞ:
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1Þ and
continue v as zero in RdþnCðBr0 ðx0ÞÞ: Since Zm ¼ 1 on CðBr0 ðx0ÞÞ; the function v
satisﬁes
dv ¼ ða^ijmvxixj þ b^
i
mvxi þ c^mv þ f^ Þdt þ ðn^kmv þ g^kÞdwkt ;
where
f^ ¼ ~f ðC1Þ; ~f ¼ 2aijuxizxj  uaijzxixj  ubizxi þ zf ;
g^ ¼ ~gðC1Þ; ~gk ¼ zgk:
Next we observe that by Theorem 3.2 in [12] for any n; a 2 R and h 2 caHnp;yðGÞ
with support in Br0 ðx0Þ
kcahkHn
p;yðGÞ  kM
ahðC1ÞkHn
p;y
: ð3:24Þ
Therefore, by Lemma 3.7 we have, for any tpT ;
kM1vk
H
1;q
p;yðtÞ
pNðkMf^ k
H
1;q
p;y ðtÞ
þ kg^kLq
p;yðtÞÞ:
By using (3.24) again we obtain
kc1uzk
H
1;q
p;yðG;tÞ
pNkazxcuxkH1;q
p;y ðG;tÞ
þ NkazxxcukH1;q
p;y ðG;tÞ
þ NkzxcbukH1;q
p;y ðG;tÞ
þ Nkzcf k
H
1;q
p;y ðG;tÞ
þ NkzgkLq
p;yðG;tÞ:
Also, since
sup
o;t
ðjazxjð0Þ1 þ jzxcbj0 þ jazxxcj0Þo1;
we conclude (see Lemma 3.15 in [5])
kc1uzk
H
1;q
p;yðG;tÞ
pNkcuxkH1;q
p;y ðG;tÞ
þ NkukLq
p;yðG;tÞ
þ Nkcf k
H
1;q
p;y ðG;tÞ
þ NkgkLq
p;yðG;tÞ:
Observe that r0; m; K
0
; N are independent of x0: Take b0 from Lemma 3.6, which
depends only on d; p; q; d and K : To estimate the norm kc1uk
H
1;q
p;yðG;tÞ
; one introduces
partitions of unity zðiÞ; xðjÞ; i ¼ 1; 2; . . . ; N1; j ¼ 1; 2; . . . ; N2 such that zðiÞ 2
C10 ðBr0 ðxiÞÞ; xi 2 @G; and xðjÞ 2 C10 ðGÞ; supp xðjÞ 2 Bkðb0Þ=2ðxjÞ; xj 2 G:
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1uxðjÞkH1;q
p;yðG;tÞ
using Lemma 3.6 and the other norms as
above. By summing up those estimates one gets
kc1uk
H
1;q
p;yðG;tÞ
pNkcuxkH1;q
p;y ðG;tÞ
þ NkukLq
p;yðG;tÞ
þ Nkcf k
H
1;q
p;y ðG;tÞ
þ NkgkLq
p;yðG;tÞ: (3.25)
Furthermore, we know from Theorem 4.1 of [12] that
kcuxkH1
p;yðGÞpNkukLp;yðGÞ:
Therefore, (3.25) yields
kukq
H1;q
p;yðG;tÞ
pNkukq
L
q
p;yðG;tÞ
þ Nkcf kq
H
1;q
p;y ðG;TÞ
þ Nkgkq
L
q
p;yðG;TÞ
pN
Z t
0
kukq
H1;q
p;yðG;sÞ
ds þ Nkcf kq
H
1;q
p;y ðG;tÞ
þ Nkgkq
L
q
p;yðG;tÞ
; (3.26)
where the second inequality can be obtained from Theorem 4.11 and Corollary 4.12
in [9]. Indeed, denote zð0Þ ¼
P
xðjÞ; then
E sup
tpT
kukqLp;yðGÞpNE sup
tpT
kuzð0ÞkqLp;yðGÞ þ N
X
iX1
E sup
tpT
kuzðiÞkqLp;yðGÞ:
Let C be a function from Assumption 2.1 corresponding to xi and denote vi ¼ zðiÞu
and vi :¼ viðC1Þ; then by (3.24) and Theorem 4.1 in [9] (see inequality (4.5) there),
for iX1;
E sup
tpT
kvikqLp;yðGÞpNE sup
tpT
k vikqLp;ypNk vik
q
H1;q
p;yðTÞ
pNkvikqH1;q
p;yðG;TÞ
:
It is easy to check (see, for instance, Proposition 2.1 in [12]) that if h 2 Hgp;yðGÞ has
compact support in G; then h 2 Hgp and
khkHg
p;yðGÞ  khkHgp : ð3:27Þ
Thus, by Corollary 4.12 in [9] (see inequality (4.18) there),
E sup
tpT
kuzð0ÞkqLp;yðGÞpNE sup
tpT
kv0kqLp
pNkv0kq
H
1;q
p ðTÞ
pNkv0kqH1;q
p;yðG;TÞ
:
Consequently,
E sup
tpT
kukqLp;yðGÞpNkuk
q
H1;q
p;yðG;TÞ
and in particular,
kukq
L
q
p;yðG;tÞ
pN
Z t
0
kukq
H1;q
p;yðG;sÞ
ds: ð3:28Þ
Now (3.14) follows from inequality (3.26) and Gronwall’s inequality.
Step 3: Finally, considering the method of continuity, we ﬁnish the proof by
showing that for any ðf ; gÞ 2 c1H1;qp;y ðG; TÞ 	 Lqp;yðG; TÞ; there exists u 2
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du ¼ ðDu þ f Þdt þ gk dwkt ; uð0; Þ ¼ 0: ð3:29Þ
We can approximate g ¼ ðg1; g2; . . .Þ with functions having only ﬁnite nonzero
entries and it is known (see [12]) that smooth functions with compact support are
dense in Hnp;yðGÞ: Therefore, it follows from a priori estimate (3.14) that we may
assume that g has only ﬁnite nonzero entries and is bounded on O	 ½0; T  	 G along
with each derivative in x and vanishes if x is near @G: In that case it is well known
that
vðt; xÞ :¼
Z t
0
gkðt; xÞdwks
is inﬁnitely differentiable in x and vanishes near @G: Therefore, we conclude v 2
Hn;qp;yðG; TÞ for any n 2 R: Observe that Eq. (3.29) can be written as
d u ¼ ðD u þ f þ DvÞdt;
where u :¼ u  v: Thus, we reduced the case to the case in which g  0: So we may
assume g ¼ 0 in (3.29). The same arguments show that we may assume that f is
bounded on O	 ½0; T  	 G along with each derivative in ðt; xÞ and vanish if x is in a
neighborhood of @G:
Now let Tt be the heat semigroup corresponding to the heat equation on G with
zero boundary condition. Deﬁne
uðt; xÞ ¼
Z t
0
Tts f ðs; xÞds:
It is well known (see [11]) that u is the classical solution of the heat equation with
zero boundary and initial data, and u=c; ux are bounded in O	 ½0; T  	 G: Thus, we
conclude u 2 H1;qp;y;0ðG; TÞ:
The theorem is proved. &
Proof of Lemma 3.1. We will use the notations in the above proof. To prove this
lemma it is enough to combine Theorems 4.1 and 4.11 in [9]. Indeed,
Ejcb1ujq
Ca=21=qð½0;t;Hgb
p;y ðGÞÞ
pN
X
iX0
Ejcb1uzðiÞjqCa=21=qð½0;t;Hgb
p;y ðGÞÞ
:
We can replace the function cb1 with a C10 ðRdÞ-function equal to cb1 on the
support of uzð0Þ; and therefore we conclude
kcb1uzð0ÞkHgbp pNkuzð0ÞkHgbp :
Thus, by Theorem 4.11 in [9] and (3.27),
Ejcb1uzð0ÞjqCa=21=qð½0;t;Hgb
p;y ðGÞÞ
pNEjcb1uzð0ÞjqCa=21=qð½0;t;Hgbp Þ
pNEjuzð0ÞjqCa=21=qð½0;t;Hgbp ÞpNkuzð0Þk
q
H
1;q
p ðtÞ
pNkuzð0ÞkqH1;q
p;yðG;tÞ
:
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Ejcb1uzðiÞjqCa=21=qð½0;t;Hgb
p;y ðGÞÞ
pEjMb1 vijq
Ca=21=qð½0;t;Hgb
p;y Þ
pNkvikqHg;q
p;yðtÞ
pNkvikqHg;q
p;yðG;tÞ
¼ kuzðiÞkqHg;q
p;yðG;tÞ
:
Thus, (3.8) is proved. One can prove (3.7) similarly. The lemma is proved. &Acknowledgements
The author is sincerely grateful to Prof. N.V. Krylov for many helpful suggestions,
and to the referee for giving the author very useful advice.References
[1] D.G. Aronson, Non-negative solutions of linear parabolic equations, Ann. Scuola Norm. Sup. Pisa
22 (3) (1968) 607–694.
[2] G. Da Prato, J. Zabczyk, Stochastic Equations in Inﬁnite Dimensions, Cambridge University Press,
New York, 1992.
[3] K. Kim, On stochastic partial differential equations with variable coefﬁcients in C1 domains,
Stochastic Process. Appl. 112 (2004) 261–283.
[4] K. Kim, On Lp theory of stochastic partial differential equations of divergence form in C
1 domains,
Probab. Theory Related Fields, to appear.
[5] K. Kim, N.V. Krylov, On the Sobolev space theory of parabolic and elliptic equations in C1 domains,
SIAM J. Math. Anal., to appear.
[6] N.V. Krylov, An analytic approach to SPDEs, in: Stochastic partial differential equations: six
perspectives, in: Mathematical Surveys and Monographs, vol. 64, Amer. Math. Soc., Providence, RI,
1999, pp. 185–242.
[7] N.V. Krylov, Weighted Sobolev spaces and Laplace equations and the heat equations in a half space,
Comm. Partial Differential Equations 23 (9–10) (1999) 1611–1653.
[8] N.V. Krylov, SPDEs in Lqððj0; tj; LpÞ spaces, Electronic J. Probab. 5 (13) (2000) 1–29.
[9] N.V. Krylov, Some properties of traces for stochastic and determistic parabolic weighted Sobolev
spaces, J. Funct. Anal. 183 (2001) 1–41.
[10] S.B. Kuksin, N.S. Nadirashvili, A.L. Piatnitski, Ho¨lder estimates for solutions of parabolic spdes,
Theory Probab. Appl. 47 (1) (2003) 157–164.
[11] O.A. Ladyzhenskaya, V.A. Solonnikov, N.N. Ural’tceva, Linear and Quasi-linear Parabolic
Equations, Nauka, Moscow, 1967, English translation; Amer. Math. Soc., Providence, RI, 1968
(in Russian).
[12] S.V. Lototsky, Sobolev spaces with weights in domains and boundary value problems for degenerate
elliptic equations, Methods Appl. Anal. 7 (1) (2000) 195–204.
[13] E. Paradoux, Stochastic partial differential equations and ﬁltering of diffusion process, Stochastics 3
(1979) 127–167.
[14] B.L. Rozovskii, Stochastic Evolution Systems, Kluwer, Dordrecht, 1990.
