Abstract-In this paper, we compare L1 and L2 support vector machines from the standpoint of training time and the generalization ability. The generalization ability for seven benchmark data sets are almost the same but training time of Ll-SVMs is usually shorter than that of L2-SVMs. We also compare the effect of the approximate KKT (Karnsh-Kuhn-'hcker) conditions using the bias term and the exact KKT conditions. According to the computer experiments, since the approximate KKT conditions give a conservative estimate of violating variables, training time using the approximate KKT conditions is usually shorter.
A support vector machine is trained by solving the associated dual problem by the quadratic programming technique.
But since the number of variables is the number of training data, training time becomes very long for the large number of training data. To overcome this problem, the decomposition technique [9] , [IO] is usually used. The training is continued until the solution satisfies the Karush-Kuhn-Tucker (KKT) complementarity condition. But since the KKT condition includes a primal variable, detection of the variables that violate the KKT condition is inexact during training. To overcome this problem, in [Ill, the exact KKT condition is derived for the SMO (Sequential Minimal Optimization) technique.
In this paper, first we extend the exact KKT condition for the SMO to general training of L1-and L2-SVMs. Then by computer experiments, we compare L1-and L2-SVMs from the standpoint of training time and the generalization ability. Since the Hessian matrix of L2-SVMs is positive definite, the associated optimization problem is considered to be more computationally stable than that of L1-SVMs. Using some
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Graduate School of Science and Technology Kobe University Rokkodai, Nada, Kobe, Japan Email: abe@eedept.kobe-iJ.ac.jp benchmark data sets, we show that this does not hold for most cases. Then, we compare the training time using the approximate and exact KKT conditions. This paper is organized as follows. In Section 11, we explain LI-SVMs and L2-SVMs. In Section 111, we discuss the approximate and exact KKT conditions. Then, in Section IV, we discuss training of SVMs by decomposition techniques, and in Section V, we compare performance of LI-and L2-SVMs by computer simulations.
SUPPORT VECTOR M A C H I N E S
In this section, we describe the theory of LI-SVMs and L2-SVMs for two-class problems.
A. LI Support Vector Machines
Let training datum be x i (i = 1, ..., M) and its label be yi = 1 if xi belongs to Class I, and yi = -1 if Class 2. In SVMs, to enhance linear separability, the input space is mapped into a high dimensional feature space using the mapping function To obtain the optimal separating hyperplane of the L1-SVM in the feature space, we consider the following optimization problem: dx). where H ( x , x') is a kernel function. By this selection, we need not treat the variables in the feature space explicitly.
A. Approximate KKT Conditions
Solving the above dual problem, we obtain the decision In L1-SVMs, the KKT condition is given by function:
(9) where an asterisk denotes the optimal solution.
Thus, there are three cases as follows:
1) a; = 0. Then = 0. Therefore, xi is correctly introducing the Lagrange multipliers 6,, fit, and @: where 6,, is Kronecker's delta function, in which 6,, = 1 for A4 1 i = j and 0, otherwise. Since l/C is added to the'diagonal M elements of the Hessian matrix H , the matrix becomes positive define. Therefore, the associated optimization problem is more computationally stable than the LI-SVMs, in which the
Hessian matrix is positive semi-definite [7] .
111. STOPPING CRITERIA
In this section, we describe the stopping criteria of L1 and L2 dual problems. Since the optimal solution must satisfy Thus, we obtain [he KKT conditions as follows,
Karush-Kuhn-Tucker (KKT) complementarity condition, during training we check the condition, and if all training data (12)
6 %~~ = n, 6, 2 0,
satisfy the condition, we terminate training. But since the KKT condition of the dual problem includes the primal variable,
where M
F i =~i : C~j a j H ( x , , x j ) .
(15)
These KKT conditions are reduced to the three cases as 
2) For 0 < a; < C ,
(F; + P)Y~ 2 0.
(18)
3) For a; = C, These three equations are further simplified to the following two cases. For L2-SVMs instead of (15), the following equation is obtained:
y j a j ( H ( x i , x j ) + 6ijlC). (28) j=1
And furthermore, I,, and Idown are' defined by
(2%
The other calculation is similar to those of Ll-SVMs.
IV. DECOMPOSITION TECHNIQUE
where T is a positive tolerance parameter. Introducing parameter T , let the 7-violating set VKKT be Since the number of variables of the dual problem is the number of training data, it becomes difficult to solve the problem for a large number of training data. To overcome this problem decomposition techniques are used [Yl, [IO] . Here, we use variable size chunking discussed in [Y] . We divided the training data into the working set W and the fixed set B.
We solve the subproblem for ai associated with the data in W , fixing the variables associated with the data in B. We evaluated the performance of LI-SVMs and L2-SVMs using the iris data [121, [131, Since these benchmark data sets are multiclass problems, we used one-against-all fuzzy SVMs [8] to resolve unclassifiable regions. We set T = 0.01 for the exact KKT condition. We use the following dot product and polynomial kernels: For dot product kernels, the maximum rank of the Hessian matrix for L1-SVMs is the number of input variables plus 1 [7] . Thus, if the working set size exceeds this value, the Hessian matrix for L1-SVMs is positive semi-definite. But the Hessian matrix for L2-SVMs is always positive definite. Thus, for dot product kernels, training of L2-SVMs should be faster than that of L1-SVMs.
The dual problem was solved by combining the primaldual interior-point method [IS] with the variable chunking technique. We ran the c program on a Pentium 111 1 GHz PC. TABLE I1 shows the results of L1-SVMs and L2-SVMs using the approximate KKT condition. Here, we set F = 50. Namely, we added 50 data after the subproblem was solved.
From the table, except for the thyroid data, training of the L2-SVM with dot product kernels is slower than that of the L1-SVM with dot product kernels. And for polynomial kernels, in most cases, training of the L1-SVM is faster.
The recognition rates of the test data by the L2-SVM are higher than those by the Ll-SVM for 12 cases out of 26. But those by the L1-SVM are higher for 6 cases. Thus the L2-SVM performed better than the Ll-SVM, but the difference of the recognition rate is small. TABLE I11 shows the results when the exact KKT condition was used. Similar to the approximate KKT condition, in most cases, training time of LI-SVM is shorter than that of the L2-, SVM. The recognition rates of the test data by the L2-SVM tend to be better than those by the L1-SVM, but the difference of the recognition rate is small.
Comparing TABLES I1 and 111, tiaining time by the exact KKT condition was not always shorter than that by the approximate KKT condition. But the exact KKT condition for Ll-SVMs with dot product kernels performed better than the approximate KKT condition for the thyroid, blood cell, and hiragana-13 data.
To investigate why the exact KKT condition is not always better than the approximate.KKT condition, we study the case for the blood cell data with d = 3. Fig. 3 shows training time of the approximate and exact KKT conditions for the change of F , namely the number of variables added to the working set W . For the approximate KKT condition, training time decreases as the number of variables added to the working set is increased. But for the exact KKT condition, the shortest training time is around F = 25. By this characteristics the selection of the optimum F is difficult for the exact KKT condition. Fig. 4 shows the working set sizes of the approximate and exact KKT conditions against the number of iterations, when Class 2 is separated from the remaining classes. From the figure, the working set size of the exact KKT condition is larger than that of the approximate KKT condition after the second iteration. This means that the approximate KKT condition estimates the violating variables conservatively. Thus, with the smaller working set size, training by the approximate KKT condition is faster.
VI. CONCLUSIONS
In this paper, we evaluated training time and the generalization ability of Ll-SVMs and L2-SVMs. As a result of the experiment, training of L2-SVMs was not always faster than that of Ll-SVMs, and the difference of the generalization abilities between the two is small. Further, we compared the training time using the exact KKT condition and the approximate KKT conditions, and showed that training by 
