Introduction
It is well known that a level change due to unexpected events can cause persistent forecasting errors in time series, depending on the level change size and underlying time series process. These forecasting problems are observed in various applications, especially in macroeconomic and financial time series. Therefore, it is important to take prompt and adequate measures to detect the level change. Previous studies have measured test statistics to detect a level change. This study aims to find the correct statistical distribution of the level change statistic and to adapt the forecasting equation accordingly.
Forecasting literatures of this area have been conducted from the Bayesian and classical statistical perspective. In the Bayesian framework, Chernoff and Zacks (1964) and Gardner (1969) studied estimation and detection of changes in the mean of normal variates. Harrison and Stevens (1976) presented a multi-state model combining weighted forecasts based on various types of structural changes. Jun (1989) derived a test statistic by incorporating a dummy variable to detect a random level or a slope change in a simple state space model. Jun and Joo (1993) forecasted turning points in the business cycle by detecting changes in the slope of the U.S. Business Leading Composite Index. Jun and Lim (1998) included temporal change in a simple state space model to discriminate the level and slope change. Jun and Park (1998b) forecasted turning points in the aggregate demand and supply model using Korean macro data. Jun and Park (2010) proposed the testing framework to deal with the level change and unit root 256 Dae Keun Park․Duk Bin Jun․Jung Il Kim problem simultaneously.
In the classical framework, Box and Tiao (1975) , Chang, Tiao and Chen (1988) , Hillmer (1984) , and Tsay (1986) analyzed an intervention model. Chen and Liu (1993) suggested a procedure for estimation of parameters as well as detection of changes. However, their focus was measuring the gap, and they did not derive the statistical distribution of the statistics. As a result, they could not conduct the statistical hypothesis test of level changes.
In this paper, we present a procedure of generating the empirical distribution of the statistics using a simulation method incorporating the statistics based on the state space model with level change derived by Jun (1989) . Firstly, the model for testing level change is explained. Secondly, derivation of the test statistic is summarized and its distribution is generated. Thirdly, the testing and adapting procedures are described. Fourthly, the simulation to validate our suggested procedures is performed. Next, the procedure is applied to a Korean economic time series to show how it works. Lastly, our results are summarized and additional research problems are discussed.
Model

Model without Level Change
The model to describe a random level change is as follows. We also assume   ,   , and   are mutually independent. This model is suggested by Harrison (1967) to show that the exponential smoothing method by Brown and Meyer (1961) provides minimum mean square error forecasts for this model. The recursive equations for the mean and variance of   are derived as follows :
)
Equations (3a) and (3b) show the mean and variance of            ⋯   :
Model with Level Change
A dummy variable  represents the change size for a level change occurring at time  which is known or unknown. The model incorporating the change is formulated as follows :
where the change size  is a Gaussian random variable with prior mean   and variance   , and is uncorrelated with   ,   , and   .
Test Statistics
Known Change Point Case
When there is no change, we define the one-step-ahead forecast   and the one-step-ahead forecast error   as follows :
Given the change point  and the change size , the prediction distribution for   is derived for the level change as follows :
When a level change occurs at point , we introduce a modifying constant   to adjust the forecast. Jun (1989) derived the posterior distribution for the change size  for the case in which a level change occurs at the known change point . Equation (7) shows the posterior distribution for the change size.
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This statistic is a t-type statistic and Chen and Liu (1993) derived the same type of statistic from ARIMA (0, 1, 1) as follows :
where  is the backshift operator and      is an index function that is 1 at the point , and 0 elsewhere. From the relationships between parameters of the state space models and ARIMA models,  and   substitute  and   , respectively and the statistic is represented as follows :
The relationships between parameters of two models are explained with the equivalence of two forecasting models in the appendix A.
Unknown Change Point Case
In case of an unknown change point, the test statistic is estimated by imposing a prior distribution of . When a prior distribution for an unknown change point  is given by , the posterior distribution of  becomes the multplication of  and likelihood ratios of the two hypotheses, no change or change, like the equation (11).
Under the null hypothesis that at least one change point exists in the specific period, Gardner (1989) uses the weighted sum of the log-likelihood ratios of the two hypotheses, no change or change, at each possible change point. Jun (1989) also applies the same method to detect a level change in the equation (4). If we assume M is uniformly distributed, then each possible change point comes to have equal weight and  can be irrrelavent with the one-step-ahead forecast errors   .   , posterior variance of  is also not dependent on one-step-ahead forecast errors but on prior and parameters. Hence, if we use only forecast error dependent terms, the test statistic becomes
where     alone depends on the observations through forecast errors.
Distribution of Test Statistic
The distribution of ∑         is generated from simulation under the null hypothesis,    in equation (9).
The moving average parameter  changes from 0.2 to 0.8 by 0.2, and the period T varies from 1 to 10 by 1. Noises are generated from N (0, 1), 50,000 times for all combinations  and T possible and the distribution of The graph of the 5% right percentile is shown in <Figure 1> and the other graphs of the 10% and the 1% right percentiles are provided in the appendix B.
As  increases, the right percentile becomes greater since When time series data are ARIMA (0, 1, 1) whose  equals 0.2, …, 0.6, 0.8 and  equals 1, …, 9, 10 and level changes are to be detected, the right percentiles prescribed in Appendix B are used with significance level, 1%, 5% and 10%.
Adaptive Forecasting
In this section, we show how to adjust the forecasts given the detection of a level change. For a change of an unknown size, the probability density function for the prediction distribution is the same as that for the normal distribution, i.e.,
Therefore, the new one-step-ahead forecast,     and variance,     at the point t are as follows :
Detection-Forecasting Procedure
Based on the ideas presented above, we now propose a method for detecting level changes and modifying the forecast.
Step 1 : Calculate all statistics     at the time  for the given change point  in the monitoring horizon and sum them up into
where  is the starting point of monitoring and  is the current point of monitoring.
Step 2 : Find the p-value of ∑        .
Step 3 : If p-value is greater than the predefined significance level, go to Step 4. Otherwise, conclude with M * , M that has the greatest     as the change point. Modify the one-step-ahead forecast at the current point T and substitute T+1 for the starting point of the monitoring horizon, p and go to Step 1.
Step 4: If no change is detected in the monitoring horizon and    is obtained, then set      and go to
Step 1 without modifying the forecasts.
Simulation Analysis
In the simulation analysis, we generated a time series based on the equation (17).
We added an artificial level change in the 80 th observation of each time series. As the size of level change  changes from 1 to 4 by intervals of 1, and the moving average parameter  changes from 0.2 to 0.8 by intervals of 0.2, the time series are generated from N (0, 1) by 100 times for all combinations  and  possible. Each time series is tested using suggested statistics and procedure within monitoring period from the 70 th to the 100 th point.
MSE Comparisons
The MSEs in the <Table 1> represent the performance of forecasts without the adapting process. The results listed in the <Table 1> and <Table 2> show that as  approaches 1.0, i.e. where the larger level changes occurred, the MSE with adapting are lower than the MSE without adapting. As  approaches 1.0, the consecutive errors from the point of level change are persistent without any adapting, and thus the error size is greater than cases with adapting.
In order to show the power of adaptive forecasts based on the distribution approach, the work performed by Trigg and Leach (1986) and Whybark (1973) are compared with the proposed approach in this paper. The result of the comparison shows that the MSEs are smaller in the proposed approach in <Table 2> than other approaches in most cases as shown by <Table 3>. Each number in parentheses shows the ratio of MSE of forecasts without adapting to MSE of forecasts with the proposed adapting process. The cells where the ratio is over 1.0 are indicated with asterisks. This result is obtained using the 5% right percentile in Appendix B and the results using the 1% and 10% right percentiles in Appendix B are shown in the Appendix D. Each number of parentheses shows the ratio of MSE of the other approach to MSE of with the proposed adapting approach. The cells where the ratio is over 1.0 are indicated with asterisks.
Hit Recognition Rate, Period and Estimates
<Table 4> shows the number of correct recognitions in 100 time series, average time to identify level change, and average estimated change size. In <Table 4>, it is shown that the higher the significance level, the greater the number of correct detection at the 80th change point and the shorter the recognition time. This result is obtained using the 5% right percentile in Appendix B and the results using the 1% and 10% right percentiles in Appendix B are shown in the Appendix E.
Empirical Analysis
The proposed approach of this paper is applied to two South Korean economic time series; the South Korean default rate for bills and South Korean turnover rate of stocks.
South Korean Default Rate for Bills
The monthly default rate for bills movement from January 2003 to October 2007 (There are 58 observations in this time series.) is shown in <Figure 2>. After 2006, the credit market stabilizes and subsequently, the default rate level drops. In this case, we can verify that the proposed forecasting procedure is well adapted to this kind of an unexpected level change. The 
where   ~i.i.d.     and the numbers in parentheses in smaller font under the numbers in larger font are p-values.
The three dummy variables are used to capture abrupt events that may bias the parameter estimates. Two of these events include the default of several large companies that occurred on January 2003 (t = 3) and May 2004 (t = 17), respectively. The third event occurred on July 2005 (t = 31), when the economy grew due to greater construction demand and increased consumption.
From the equation, the steady state values, κ = 0.79 and v * = 0.042 can be calculated. Under the null hypothesis, the right percentiles dependent on the size of 1 to 10 and  = 0.8 are generated using the proposed simulation approach.
In <Figure 3>, the suggested approach detects the level change of the 47 th point at the 49 th point and adjusts the forecasts based on the estimated change size from the 49 th point. The MSE result from the 41 st point to the 58 th point is 0.14×10 -2 under the 5% significance level in the case of the suggested adaptive forecasting, whereas the MSE results from the forecasts without the adapting process, i.e. those by Trigg and Leach (1986) and Whybark (1973) , are 0.19×10 -2 and 0.21×10 -2 , respectively.
South Korean Turnover Rate of Stocks
The monthly South Korean turnover rate of stocks movement from the January of 2003 to December of 2007, 60 observations, is shown in <Figure 4>. After 2006, its level becomes lower than before subsequently, but again gets surged again. In this case, we can verify the forecasting procedure is adapted well to this kind of change. The forecasting equation is estimated based on 40 observations before 2007. The model is equation (1) and parameters are estimated from equivalent relationship with ARIMA (0, 1, 1) with several outliers and the estimated result is as follows : 
where     and   ~i.i.d.    .
(< 0.0000)
The dummy variables are used to explain abrupt events which skew the parameters. On May of 2005 (t = 27) stocklinked fund grew rapidly caused by increase of stock prices, and on July of 2005 (t = 31), stock prices are recovered fast from through of construction business cycle.
From the equation, the steady state values, κ = 0.5442, v * = 8.0760
2 can be calculated. Under the null hypothesis, the right percentiles dependent on the size of 10 and  = 0.5 are generated using the proposed simulation approach.
In <Figure 5>, the suggested approach detects the level change of the 47 th point at the 49 th point and adjusts the forecasts based on the estimated change size from the 49 th point. The MSE result from 41 st observation to 60 th observation is 1.9448 under the significance level of 5% in case of suggested adaptive forecasting, whereas the MSE result from simple state space model forecast is 2.2780, and Trigg and Leach (1986) and Whybark (1973) are 4.2476 and 2.3912, respectively. The chart to show the result is as follows :
Figure 5. Proposed Adaptive Forecast and other Approaches
In <Figure 5>, the suggested approach detects the level change of the 51 st point at the 53 rd point and adjusts the forecasts based on the estimated change size from the 51 st point. The MSE result from the 41 st point to the 58 th point is 0.14×10 -2 under the 5% significance level in the case of the suggested adaptive forecasting, whereas the MSE results from the forecasts without the adapting process, i.e. those by Trigg and Leach (1986) and Whybark (1973) , are 0.19×10 -2 and 0.21×10 -2 , respectively.
Conclusion
In this paper, we have suggested a new approach for the level change detection and adaptive forecasting. Previous studies concentrated on identifying the level change, but the approaches left a possible bias in the test results. By contrast, we derived the distribution of the statistics to conduct a rigorous statistical test of a level change and proposed an adaptive forecasting procedure by utilizing the test process. The power of this test process was demonstrated through simulation for various cases. We applied this method to Korean macroeconomic time series data and illustrated the forecasting performance of the proposed approach. This study investigates one type of structural change, namely level change. However, there are various types of structural changes including temporary and slope changes. Therefore, this process needs to be expanded to accommodate cases of various underlying processes and changes. 
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