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Este Trabajo Fin de Grado se centra en el conocimiento y uso de tres tecnologías 
clave, Internet of Things (IoT), Smart Cities y las redes de sensores inalámbricas 
(Wireless Sensor Networks). 
 
En este proyecto se construye un sistema que permite la monitorización de los 
diferentes contaminantes que se encuentran en el ambiente de un área concreto, para 
determinar si las condiciones de salubridad en la que se encuentran las personas de dicho 
área son adecuadas o no. Para ello, el estudio se ha centrado principalmente en la 
monitorización de un subconjunto de contaminantes físicos y químicos que pueden ser 
medidos por tener los recursos (sensores) apropiados para ello (aunque existen otros 
contaminantes que también afectan a la salud de las personas y que no han sido 
analizados en el presente documento). Sin embargo, los contaminantes químicos y físicos 
estudiados son suficientes para establecer un diagnóstico sobre la calidad del aire. 
 
El sistema a construir consta de tres partes. La primera, instalada en los nodos 
sensores, monitoriza los distintos contaminantes del ambiente de la sala y enviará dicha 
información a través de la red hasta el nodo gateway. La segunda, es el propio nodo 
gateway en el que se ha establecido la configuración apropiada, como por ejemplo el 
canal de comunicación, aspectos de seguridad y otras medidas propias de configuración 
que sirven para que el nodo gateway reciba la información de los nodos sensores y la 
transmita a la estación base a la que se encuentra conectada. La tercera, instalada en la 
estación base, permitirá visualizar y almacenar toda la información proveniente de la red 
de sensores para su posterior estudio. 
 
Se ha realizado el estudio de las baterías que usan los nodos sensores para funcionar, 
a fin de implementar nuevas mejoras que permitan reducir el nivel de consumo de las 
mismas y por consiguiente alargar el tiempo de vida de estos dispositivos. Además, se ha 
tenido presente en todo momento que el sistema diseñado está destinado a crecer por lo 
que se ha creado la base sobre la que se asentarán las futuras implementaciones que se 
realicen en la red. 
 







This Final Degree Project focuses on the knowledge and use of three key 
technologies, Internet of Things (IoT), Smart Cities and Wireless Sensor Networks 
(WSN). 
 
In this project we are interested in building a system able to monitor several 
pollutants that may appear within a specific area and detect situations of unhealthiness for 
people living in that area. For so doing the research has centered mainly in the monitoring 
of a set of physical and chemical pollutants that can be measured or tested by using 
suitable sensors (despite the fact that other sort of pollutants may affect people’s health, 
they have not been treated here because we do not have in our laboratory the appropriate 
sensors). Nevertheless those physical and chemical pollutants analysed are sufficient to 
determine a diagnose on the environment quality. 
 
The building of the system consists of three main parts. The first part consists in 
configuring and programming the sets of the sensors supposed to gather information over 
the different pollutants in the room-environment and to pass the data collected through 
the network towards the node gateway. The second part is to establish the suitable 
configuration placed itself in the gateway, as for instance the communication channel, 
security aspects and any other steps in order to allow the node gateway the transmission 
to the base station -to which it is connected- of all the data received from the sensors 
nodes. The third part implements the behavior for the base station, which allow the 
visualising and storing of all the data collected by the network of sensors for further 
consideration. 
 
The implementation also considers the efficient use of the batteries of the sensor 
nodes, and, on the other hand, the use of improvements that deal with the energy 
consumption  and that provide a long-lasting usage of these devices. The system has 
always been conceived on the basis of scalability, to enable that the network may 
continue growing, so, a solid base has been created to support all new implementations 
that are supposed to occur in the network. 
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En este primer capítulo se da una visión general del proyecto, analizando la 
motivación que ha llevado a su desarrollo, su alcance, así como los objetivos que se 
pretenden conseguir. Además, se detalla la forma en que se estructurará esta memoria de 
Trabajo Fin de Grado y se darán una serie de acrónimos, a fin de hacer más comprensible 
la lectura de este documento. 
1.1 Motivación y alcance 
Este proyecto surge a partir de la necesidad de conocer las condiciones de salubridad 
a las que se ven sometidos los trabajadores en el interior de un recinto. Para medir estas 
condiciones existen una serie de normativas nacionales e internacionales que han 
estudiado qué contaminantes físicos y químicos pueden afectar a la salud de las personas 
y cuáles son los valores límites aconsejados. Este proyecto implementa un sistema capaz 
de muestrear distintos tipos de contaminantes que se encuentran suspendidos en el aire, y 
una vez medidos se comparan con los estándares que establecen los niveles máximos que 
se pueden dar para cada contaminante durante el periodo laboral. 
 
El sistema base sobre el que se asienta este proyecto, es una red de sensores 
inalámbrica, la cual permite realizar tomas de medidas de forma remota sin que el usuario 
tenga que interactuar más de lo estrictamente establecido. Las redes de sensores son una 
tecnología que ha experimentado un crecimiento exponencial durante los últimos años, 
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tanto en hogares como en edificios públicos u oficinas. Esto se debe principalmente a las 
múltiples posibilidades que ofrece esta tecnología en la creación de aplicaciones. Como 
ya se ha comentado, este proyecto estará enfocado a la monitorización de ciertos 
contaminantes de una sala con el objetivo de controlar las condiciones de salubridad del 
mismo. 
 
Las redes de sensores inalámbricas se estructuran en tres tipos de participantes: 
nodos sensores, nodos gateway y estación base. Los nodos sensores se encargan de la 
toma de muestras y de enviar la información a través de la red inalámbrica. Esta 
información es capturada por el nodo gateway (instalado previamente en la estación base 
a través de un puerto USB) y transmitida a la estación base donde se almacenarán los 
datos para realizar los posteriores estudios pertinentes. 
 
El sistema diseñado se ha realizado en base a la conocida y emergente Internet of 
Things (IoT), es decir, la interconexión digital de todos los objetos del sistema para su 
monitorización y gestión desde equipos externos a través de conexiones inalámbricas. 
Esto implica que el usuario que hace uso de este servicio pueda controlar y saber qué 
producto tiene delante en cada momento y de donde proviene, o la localización del 
producto en caso de extravío. La IoT es considerada como la red de redes, siendo una de 
las referencias más importantes a tener en cuenta en el futuro de desarrollo de las redes de 
sensores inalámbricas. 
 
Este tipo de aplicaciones se enfocan además en lo que se conoce como Smart Cities, 
ciudades inteligentes que se valen de elementos medioambientales y de la propia 
infraestructura existente o instalada bajo demanda para obtener información y establecer 
unos criterios de seguridad para las personas y el entorno que les rodea, con el objetivo 
final de mejorar la calidad de vida de sus ciudadanos. 
 
La finalidad del proyecto consiste en ofrecer un sistema completo, eficiente, fiable y 
seguro que permita medir si se cumplen los estándares de salud impuestos por las 
diferentes normativas o estándares en cada país o en el mundo. Además, la red que se ha 
diseñado es un primer paso ya que se ha trabajado con una red de sensores pequeña de 
arquitectura centralizada para verificar que los cimientos sobre los que se asentarán 
posibles implementaciones en un futuro funcionen de forma correcta y no haya que 
comenzar desde cero (por ejemplo, utilizando una arquitectura distribuida). El entorno 
utilizado para el desarrollo del proyecto ha corrido a cargo de la empresa Libelium, 
empresa revelación en el mundo de las IoT con la fabricación de sus propios nodos 
sensores waspmote. También han sido necesarias la utilización de herramientas externas a 
Libelium, así como la creación de programas específicos para la inserción de los datos en 
la base de datos utilizada, todo esto se irá detallando de forma específica a lo largo del 
documento. 
 
Por tanto una vez se tiene la visión general del proyecto, se va especificar el objetivo 
principal del proyecto y los sub-objetivos que ello conlleva. 
1.2 Objetivos 
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El objetivo fundamental del proyecto es la monitorización y evaluación de las 
condiciones sanitarias de una sala, oficina o laboratorio a partir de la toma de muestras de 
diferentes contaminantes albergados en el ambiente.  
 
En base a este objetivo principal, se proponen los siguientes objetivos parciales: 
 Sub-objetivo 1: estudio de las tecnología IoT, Smart Cities y Redes de sensores 
inalámbricas para el desarrollo de un sistema capaz de identificar y gestionar los 
nodos por los que está formado, cuyo impacto en el entorno es mínimo y que 
permite la medición de diferentes valores a fin de conocer las condiciones en que 
se encuentran los trabajadores del área a evaluar. 
 Sub-objetivo 2: estudio de las normativas, contaminantes y valores límites 
necesarios para determinar si existen o no riesgos de salubridad que puedan 
afectar a los trabajadores de la sala en que se realizan las mediciones. 
 Sub-objetivo 3: realizar el diseño, implementación y evaluación de un prototipo 
que permita medir y evaluar las condiciones medioambientales del entorno en que 
se realizan las pruebas. 
 Sub-objetivo 4: control de periodos de medición, utilizando controles del reloj de 
los nodos sensores para verificar que se pueden establecer tiempos de medida 
específicos con el objetivo de ahorrar en el consumo de la batería de cada uno de 
los nodos sensores utilizados. 
 Sub-objetivo 5: control de muestras de contaminantes y comparativa de los 
mismos con los estándares tomados como referencia a fin de controlar las 
condiciones sanitarias del entorno de los trabajadores. 
 Sub-objetivo 6: control del tiempo de vida de cada uno de los nodos sensores 
dependiendo de la batería que éstos estén utilizando. 
 Sub-objetivo 7: estudio de diferentes formas de mejorar el tiempo de vida de las 
placas e implementación de dichas mejoras. 
 Sub-objetivo 8: evaluación y verificación de pruebas simples con arquitectura 
distribuida a fin de comprobar que en caso de que la red crezca ésta seguirá siendo 
igual de completa, eficiente, fiable y segura. 
 Sub-objetivo 9: minimización del coste total del proyecto mediante la utilización 
de software libre en la medida que sea posible. 
1.3 Estructura del documento 
Este documento se estructura en ocho capítulos y una sección de referencias que se 
ha utilizado para el desarrollo del proyecto. 
 
En este capítulo se da una visión global del contexto en el que se ha desarrollado el 
trabajo, la motivación y los objetivos del mismo, así como la mención de las herramientas 
principales utilizadas. Al final del mismo se presenta la especificación de los términos, 
conceptos básicos y abreviaturas que pueden ser de gran utilidad para una mejor 
comprensión. 




En el capítulo 2: Estado de la cuestión, se realiza un análisis sobre la tecnología a 
emplear, sirviendo de base para el proyecto que se ha desarrollado. 
 
En el capítulo 3: Entorno de desarrollo, se aborda la tecnología y el hardware 
utilizado en el proyecto. Explica de forma detallada los nodos sensores utilizados y sus 
componentes, así como el nodo gateway que hace de pasarela de información entre los 
nodos sensores y la estación base. 
 
En el capítulo 4: Análisis del sistema, se afronta el estudio del problema al que nos 
enfrentamos. Es decir, se centra en el análisis de requisitos exigidos por el sistema a 
desarrollar, identificando de forma clara e individual cada uno de ellos. 
 
En el capítulo 5: Diseño del sistema, se aborda la solución tomada para la 
consecución de los objetivos marcados al inicio. Se explica de forma detallada las 
decisiones de diseño tomadas. 
 
En el capítulo 6: Implementación del sistema, se detalla la implementación en el 
lenguaje de programación seleccionado, la cual soluciona las especificaciones del diseño 
del capítulo anterior. 
 
En el capítulo 7: Evaluación del sistema, se presenta una serie de escenarios o 
pruebas realizadas sobre el proyecto a fin de hacer más comprensible el sistema 
implementado. Estas pruebas consisten en realizar análisis de ciertos contaminantes del 
ambiente, de control de tiempo de muestras y de mejoras para futuros desarrollos del 
sistema. 
 
En el capítulo 8: Conclusiones y presupuesto, se muestra una visión del trabajo 
realizado, evaluando la consecución de los objetivos. Además, se presentan los gastos 
inherentes al desarrollo del proyecto y se proponen una serie de  posibles mejoras y líneas 
de trabajo futuras. 
 
Además se adjunta una sección de referencias con el objetivo de que sirvan como 
ayuda a la hora de comprender el trabajo realizado. 
1.4 Acrónimos y abreviaturas 
B 
Bluetooth 
Especificación industrial para Redes Inalámbricas de Área Personal 
(WPANs) que posibilita la transmisión de voz y datos entre diferentes 
dispositivos mediante un enlace por radiofrecuencia segura y globalmente 
libre (2.4 GHz).  
G 




Pasarela que puede permitir la interconexión entre la red de sensores y una estación base 
o computador que suele disponer de una conexión directa a una red TCP/IP. 
GNU GPL 
La licencia Pública General de GNU o más conocida por su nombre inglés GNU Generic 
Public License o simplemente su acrónimo inglés GNU GPL, es una licencia creada por 
la Free Software Foundation en 1989(primera versión), y está orientada principalmente a 
proteger la libre distribución, modificación y uso de software. Su propósito es declarar 
que el software cubierto por esta licencia es software libre y protegerlo de intentos de 
apropiación que restrinjan esas libertades a los usuarios. 
I 
Internet 
Conjunto de redes de ordenadores creada a partir de redes de menor tamaño. Es la red 
global que utiliza el protocolo TCP/IP para proporcionar comunicaciones de ámbito 
mundial a hogares, gobiernos, escuelas y negocios. 
IoT 
Internet of Things es un concepto que hace referencia a la interconexión digital de objetos 
cotidianos con Internet. Esto quiere decir que si los objetos presentes en la vida cotidiana 
incorporasen etiquetas de radio podrían ser identificados y gestionados por equipos. 
L 
Libelium  
Empresa española que comercializa distintas plataformas de nodos sensores y gateways, 
y que ofrece código abierto para IoT fácil, modular y potente que permite a los 
desarrolladores de sistemas de Smart Cities implementar soluciones fiables y eficientes a 
través de la ejecución de cualquier Wireless Sensor Network existente. 
M 
Mote 
Se denominan mote (o nodo sensor) al dispositivo con sensores y capacidad para realizar 




Dispositivo cuyo fin es recibir estímulos y transformarlos en información, para su 
posterior evaluación. 
Smart Cities 
Las Smart Cities son una tecnología utilizada para manejar y recoger factores 
característicos de una zona urbana moderna, con el objetivo de valorar la importancia o 
Capítulo 1: Introducción 
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nivel de desarrollo tecnológico de la misma, analizando para ello aspectos como el capital 
social y medioambiental. 
T 
TCP/IP 
Trasnsmision Control Protocol/ Internet Protocol es el protocolo estándar de 
comunicaciones en red, utilizado para conectar sistemas informáticos a través de Internet. 
U 
USB 
El Universal Serial Bus o Bus Universal en Serie, es un puerto de 
comunicaciones que sirve para conectar periféricos a una computadora. 
Fue creado en 1996 por siete empresas: Intel, Nothern Telecom, IBM, 
Compaq, Microsoft, NEC y Digital Equipment Corporation. 
W 
Wi-Fi 
Wireless-Fidelity o Wi-Fi es una de las tecnologías de comunicación 
inalámbrica muy utilizada a día de hoy. Surgió de la antigua WECA 
(Wireless Ethernet Compatibility Alliance) que fue renombrado a Wi-Fi 
Alliance, cuyo objetivo consistía en asegurar la interoperabilidad de las 
redes inalámbricas. 
WPAN 
Wireless Personal Area Networks (Red Inalámbrica de Área Personal) es una red de 
computadoras para la comunicación entre distintos dispositivos (tanto computadoras, 
teléfonos celulares, PDAs, puntos de acceso a internet, impresoras) cercanos al punto de 
acceso. 
WSN 
Wireless Sensor Network o Red de Sensores Inalámbrica, es una red basada en pequeños 
dispositivos dotados de sensores y capacidad para realizar mediciones, que cooperan 
entre sí para monitorizar un fenómeno. 
Z 
Zigbee 
Zigbee es el nombre de la especificación de un conjunto de protocolos de 
alto nivel de comunicación inalámbrica para su utilización con radios 
digitales de bajo consumo, basada en el estándar IEEE 802.15.4 de redes 
inalámbricas de área personal (Wireless Personal Area Network,  WPAN). 
Su objetivo son las aplicaciones que requieren comunicaciones seguras con 
baja tasa de envío de datos y maximización de la vida útil de sus baterías. 





Estado de la cuestión 
En este apartado se analizarán las tecnologías Wireless Sensor Networks, Internet of 
Things y Smart Cities describiendo los aspectos hardware, software más relevantes de 
cada una de ellas. Además, se especificarán los contaminantes seleccionados y 
normativas aplicadas para la realización del estudio de la calidad del ambiente. 
2.1 Redes de sensores inalámbricas 
Una Red de Sensores Inalámbrica (del inglés, Wireless Sensor Networks, WSN) es 
un conjunto de dispositivos muy pequeños, denominados nodos o nodos sensores, 
equipados con sensores, interconectados entre sí y distribuidos en una región con la 
finalidad de monitorizar sus condiciones ambientales o físicas. Para ello las redes de 
sensores están formadas por grupos de nodos con diferentes capacidades sensitivas y de 
comunicación inalámbrica, permitiendo así formar redes sin infraestructura (ad-hoc) por 
lo que todos los nodos de la red de sensores pueden actuar como emisores, receptores o 
enrutadores de la información. Los datos recogidos se transmiten a través de la red y se 
recopilan en la estación base para posteriormente realizar el estudio en cuestión. Todos 
los nodos trabajan entre sí para supervisar la recolección de datos que pueden ser 
utilizados en diferentes campos como entornos militares, industriales, medioambientales 
o domótica. En definitiva, su función es la de monitorizar un área en concreto. 
 
El origen de las redes de sensores inalámbricas se encuentra en proyectos militares, 
por lo que no hay mucha información sobre la fuente de la idea. Los inicios en 




investigación sobre este campo aparecieron en 1980 con el proyecto Distributed Sensor 
Network (DSN) de la agencia militar de investigación avanzada de Estados Unidos, 
Defense Advanced Research Projects Agency (DARPA). Además, el proyecto Sound 
Surveillance System (SOSUS) [16] se considera el predecesor de las redes de sensores 
modernas, el cuál consistía en una red de boyas instaladas en los Estados Unidos durante 
la Guerra Fría con el objetivo de detectar submarinos utilizando sensores de sonido. 
 
Uno de los puntos claves de las WSN es el tamaño que tienen los nodos que la 
conforman. Esto se vio reflejado en 1998 cuando surgió el proyecto Smart Dust [17] que 
exploraba las posibilidades y límites de la nano-electrónica y la micro-fabricación, con el 
objetivo de determinar cómo un dispositivo sensorial autónomo podría estar contenido 
dentro de una mota de polvo para poder realizar una distribución masiva del mismo. Esta 
idea concebida en la Universidad de California, Berkeley, por el Dr. Kristofer Pister, 
consistía en construir un dispositivo que integrase en una sola plataforma un sensor, un 
sistema de comunicación y una pequeña computadora. 
 
Figura 1: Red de sensores inalámbrica (Tomado de [1]) 
La Figura 1 muestra un ejemplo de redes de sensores donde los nodos están 
distribuidos sobre un área y envían la información a un nodo sensor de salida, el 
Gateway, que está conectado a un ordenador externo para realizar el posterior análisis de 
los datos recogidos por cada uno de esos nodos. 
 
Por el momento, las redes de sensores son un tema con una historia breve pero que 
cada vez se encuentra más activo ya que abarca diversas áreas, como la eficiencia 
energética, entornos de alta seguridad, sensores ambientales, automoción, medicina, 
domótica, etc. Debido a las diferentes capacidades y áreas de aplicación  que abarcan 
cada vez más universidades y empresas realizan proyectos con redes de sensores. 
2.1.1 Arquitectura de una red de sensores 
Las WSN están formadas por dos tipos de nodos, los nodos sensores y los nodos 
gateway y a partir de la comunicación que éstos realicen existen dos tipos de 
arquitecturas diferentes para el desarrollo de la red de sensores inalámbrica: 
 Arquitectura centralizada: cada nodo sensor transmite al nodo gateway la 
información recogida por sus sensores de forma independiente, es decir, no 
comparte la información recogida con otros nodos sensores que se encuentren 
dentro de la red. La Figura 2 muestra un ejemplo de esta arquitectura. 





Figura 2: Arquitectura centralizada (Tomado de [2]) 
En este tipo de arquitecturas el ciclo de vida de la WSN consiste en medir y 
transmitir directamente al gateway. Éste último, a su vez, contacta con la estación 
base donde se almacenarán los datos recibidos para hacer su posterior análisis.  
 
Este tipo de arquitectura presenta diferentes problemas, como pueden ser los 
cuellos de botella en los gateway o el gran consumo de energía producido por las 
comunicaciones de la información.  
 Arquitectura distribuida: los nodos sensores sólo comunican la información con 
otros nodos sensores (enrutadores) que se encuentren dentro del mismo 
vecindario, hasta llegar a un nodo administrador (o clúster head) que envíe la 
información recibida al nodo gateway que se encuentre dentro de la red. 
 
Figura 3: Arquitectura distribuida (Tomado de [2]) 
En cada red de sensores, los nodos cooperan y ejecutan algoritmos cooperativos 
para obtener una única respuesta global que el administrador se encargará de 
comunicar al gateway y éste a su vez lo comunicará a la estación base para su 
almacenamiento.  
 
La arquitectura distribuida supone una mejora frente a la arquitectura centralizada 
siempre que se cree una red de sensores grande, en la que los nodos sensores 
necesiten la información de otros nodos para realizar sus operaciones. Supone un 
ahorro en el consumo de energía y evita los cuellos de botella, aunque esto 
implica que el proceso de transmisión de datos sea más lento. 
Para redes pequeñas la mejor opción es utilizar una arquitectura centralizada, sin 
embargo, a medida que esta red crezca sería una buena opción cambiar a una arquitectura 
distribuida, para evitar los problemas característicos de la arquitectura centralizada. 
A continuación se describen con detalle los elementos que integran una red de 
sensores inalámbrica: 





Figura 4: Componentes de red de sensores inalámbrica (Tomado de [3]) 
2.1.1.1 Nodos sensores 
Los nodos sensores son los encargados de recoger la información a través de sus 
sensores y de enviarla a los nodos gateway de forma cableada o inalámbrica para su 
posterior utilización. Un nodo sensor está compuesto por uno o varios sensores capaces 
de monitorizar distintas variables, una batería, una radio de baja potencia y un 
microprocesador con memoria. Estos nodos pueden utilizar una gran variedad de 
sensores, como pueden ser sensores de luz, polvo, temperatura, posición, monóxido de 
carbono, oxígeno, sonido, movimiento, etc. Los sensores se conectan de forma sencilla al 
nodo sensor. 
 
Figura 5: Nodo sensor Libelium (Tomado de [14]) 
La siguiente figura muestra el esquema de componentes por el que está formado 
cualquier nodo sensor: 





Figura 6: Esquema elementos nodo sensor 
Existen distintos fabricantes de este tipo de nodos, donde varía su tamaño, el 
consumo de energía, procesamiento, etc. 
2.1.1.2 Gateways 
Los nodos gateway son los encargados de recibir los datos de los nodos sensores  y 
enviarlos a la estación base, es decir, actúan como puente entre dos tecnologías de red. 
Otra de las funciones que pueden desempeñar es la de coordinación de la red de sensores. 
Como ejemplo, un gateway puede actuar como intermediario entre los protocolos de 
comunicación Zigbee
1
 y TCP/IP o entre ZigBee y el puerto serie del ordenador en caso de 
que se realice una conexión física del nodo sensor con el ordenador. 
El gateway es el componente más importante de la red, ya que por él pasa todo el 
tráfico de datos y es en este punto donde se pueden producir los cuellos de botella; por 
este motivo el nodo gateway cuenta típicamente con mejores prestaciones que un nodo 
sensor y utiliza como fuente de alimentación la red eléctrica en lugar de baterías. 
                                                 
1
 Zigbee: conjunto de protocolos de alto nivel de comunicación inalámbrica basado en el estándar IEEE 
802.15.4 para su utilización en radiodifusión digital de bajo consumo. Utilizado en aplicaciones que 
requieren intercambio de datos seguro con bajo consumo de baterías. 





Figura 7: Nodo gateway (Tomado de [14]) 
Existen distintos fabricantes para este tipo de nodos, en donde varían sus 
características de almacenamiento, consumo de energía, tamaño, etc.  
2.1.1.3 Estación base 
La estación base por lo general es un ordenador convencional o portátil, ya que éste 
cuenta con mayores prestaciones por lo que se pueden realizar múltiples operaciones con 
los datos enviados por los nodos sensores y recibidos a través del nodo gateway. 
 
Figura 8: Estación base, nodo gateway y nodos sensores (Tomado de [4]) 
2.1.2 Aplicaciones de redes de sensores 
Las WSN se utilizan en escenarios muy diversos, como pueden ser las aplicaciones 
para ámbito militar, la monitorización de la salud de pacientes, de eficiencia energética y 
de edificios, o el control de procesos industriales, agrícolas, estudios ambientales, etc. 
 




Como ejemplo, la siguiente Figura muestra los diferentes tipos de aplicaciones 
generadas mediante una red de sensores inalámbrica:  
 
 
Figura 9: Aplicaciones de redes de sensores Libelium (Tomado de [5]) 
2.1.2.1 Aplicaciones militares 
Como se ha comentado ya, las WSN surgieron dentro del entorno militar, por lo que 
la utilización de esta tecnología en este ámbito está en continuo desarrollo. Se han 
desarrollado diferentes tipos de aplicaciones militares, algunas de ellas son para 
vigilancia de zonas estratégicas, control de perímetros, monitorización de los equipos, 
detección de ataques nucleares, biológicos o aplicaciones que realizan el reconocimiento 
de un lugar específico. 





Figura 10: Aplicación militar posición de vehículos de combate (Tomado de [6]) 
Un derivado de este tipo de aplicaciones son las utilizadas para entornos que 
requieren de alta seguridad. Estos entornos pueden ser aeropuertos, edificios del 
gobierno, centrales nucleares, químicas, etc., es decir, lugares que requieren de una 
seguridad específica para evitar los posibles ataques que se puedan realizar sobre las 
mismas. Un ejemplo de este tipo de aplicaciones es la utilización de nodos sensores que 
tienen implantadas cámaras que envían imágenes a través de la red sin necesidad de estar 
conectados vía cable, haciendo que los ataques de sabotaje sean más difíciles de realizar. 
2.1.2.2 Aplicaciones sanitarias 
En la actualidad se están desarrollando aplicaciones sanitarias con el fin de 
proporcionar un mejor servicio a los pacientes que los utilizan. Existen pacientes a los 
que se les deben controlar sus constantes vitales (niveles de azúcar en sangre, 
pulsaciones, presión, etc.), para ello se utiliza una red de sensores que permiten su 
monitorización de forma continua y en tiempo real, mejorando así el tiempo de respuesta 
cuando se produce una urgencia con dicho paciente. Además, el hecho de que se utilicen 
aparatos inalámbricos favorece la movilidad del paciente. 
 
Una aplicación con mucho auge es en la que se puede supervisar a los pacientes sin 
que estos tengan que salir de sus casas e ir al hospital. Esto se debe a que los sensores 
recogen datos del paciente de forma continua y se los envían a su médico, pudiendo 
hacerse un seguimiento más exhaustivo de la salud del paciente. 





Figura 11: Aplicación sanitaria (Tomado de [6]) 
2.1.2.3 Aplicaciones de eficiencia energética 
La eficiencia energética se basa en la reducción de los niveles de consumo de energía 
sin que ello suponga un empeoramiento de la calidad de los servicios y de la calidad de 
vida, protegiendo el medio ambiente, a través de un uso prudente de los recursos y 
fomentando un comportamiento sostenible. 
 
Hoy día, el ahorro de energía es un tema crítico que cada vez tiene mayor relevancia, 
por ello la implantación de nuevos hábitos, medidas y mecanismos para conseguir un uso 
más eficiente de los recursos es cada vez más común. Este tipo de aplicaciones miden por 
ejemplo los niveles de iluminación, el uso de aire acondicionado, calefacción, etc. 
 
El uso de aparatos inalámbricos en este campo no tiene otro objetivo que el de 
monitorizar el consumo energético de cualquier aparato o dispositivo en tiempo real, 
enviando información del mismo para su posterior análisis y evaluación. Además, gracias 
a ellos es posible la detección de anomalías en el funcionamiento individual de cada 
dispositivo, permitiendo que éste sea corregido antes de que se produzca el fallo. 
2.1.2.4 Aplicaciones industriales 
La utilización de las WSN en aplicaciones industriales tiene como principales 
cometidos el ahorro de cableado y costes, y el control de tiempos de los procesos de una 
cadena de producción. Los procesos de producción industrial permiten integrar dentro de 
ellos nodos que etiqueten productos con la finalidad de poderlos identificar y de conocer 
en todo momento su ubicación (evitando pérdidas). Este tipo de aplicaciones abarca 
desde monitorizaciones, a medidas de calidad o a detectar problemas que puedan ocurrir 
entre los procesos en una cadena de producción. 
2.1.2.5 Aplicaciones agrícolas 
El uso de las redes de sensores inalámbricas permite la explotación agraria del campo 
e invernaderos. Son aplicaciones que realizan diferentes cometidos de forma remota, 
como controlar la cantidad de fertilizantes, agua, pesticidas que necesitan las plantas, 
permitiendo con ello encontrar el momento óptimo de la cosecha, mejorando así el 




proceso de producción y la calidad del producto; o para la utilización de alertas que 
indiquen si se ha producido o si se va a producir algún problema que pueda afectar a la 
cosecha como heladas, animales, etc. 
 
Figura 12: Aplicación agrícola (Tomado de [7]) 
2.1.2.6 Estudios medioambientales 
La monitorización de múltiples variables del ambiente como la temperatura, 
humedad, presión y actividad sísmica, etc. ha permitido a los expertos analizar y prevenir 
problemas o desastres medioambientales, para ello se distribuyen miles de sensores 
dentro de grandes áreas. A partir de esta información recogida se han realizado estudios 
con el objetivo de conocer mejor el ambiente que nos rodea. 
 
Una aplicación de este tipo son por ejemplos las destinadas a la detección de plagas, 
ya que a través de una red de sensores inalámbrica bien distribuida que monitoriza el 
entorno se puede detectar la presencia de plagas. Permitiendo localizar los individuos de 
la zona infectados y así poder realizar un aislamiento rápido y efectivo evitando que éste 
se disperse. 
 
Otra aplicación sería la destinada a predecir el riesgo de incendio en una zona 
concreta, así como la capacidad de detectarlo en una etapa temprana. Para ello, se realiza 
la monitorización de diferentes factores que influyen en la creación y en el desarrollo de 
los incendios, temperatura, humedad, velocidad del viento, nivel de precipitaciones, etc. 
Si se utilizan nodos sensores en zonas con riesgo de incendio se podrá elaborar antes un 
plan de contingencia (evacuación de ciudadanos, etc.) y analizar a posteriori las causas 
por las que se ha producido. 





Figura 13: Aplicaciones medioambientales (Tomado de [8]) 
2.2 Internet of Things 
Se trata de un concepto que hace referencia a la interconexión digital de objetos (o 
cosas, things) cotidianos con Internet, es decir, si los objetos presentes en la vida 
cotidiana incorporasen etiquetas de radio podrían ser identificados y gestionados por 
equipos. Por ejemplo, si objetos como libros, refrigeradores, botiquines, lámparas, etc. 
estuviesen conectados a Internet y equipados con dispositivos de identificación, no 
existirían, en teoría, cosas fuera de stock, ya que sabríamos en todo momento donde se 
ubican, compran y consumen los productos de todo el mundo; por lo que el extravío de 
los mismos pasaría a ser cosa del pasado. Se puede considerar Internet of Things como la 
red de redes ya que va más allá de la conexión de únicamente computadores 
convencionales. 
 





Figura 14: Ejemplo Internet of Things (Tomado de [9]) 
El concepto de Internet of Things (IoT) fue propuesto por Kevin Asthon en el Auto-
ID Center del MIT en 1999, donde se realizaban investigaciones en el campo de la 
identificación por radiofrecuencia en red, más conocido como tecnología RFID
2
. 
Actualmente el concepto de Internet of Things carece de una definición estandarizada, 
por lo que el concepto propuesto por Kevin Asthon es el más aceptado. Esta falta de 
estandarización se debe a que los estudios realizados hasta el momento de Internet of 
Things están en un punto de desarrollo muy temprano. 
 
Se estima que IoT debería ser capaz de codificar de 50 a 100.000 millones de objetos 
y seguir sus movimientos; y además, que todo ser humano está rodeado entre 1.000 y 
5.000 objetos. Además, con la llegada de la próxima generación de aplicaciones de 
Internet basadas en el protocolo IPv6 se podrían identificar todos los objetos, cosa que no 
puede hacerse actualmente sobre el protocolo IPv4. Este nuevo sistema sería capaz de 
realizar la identificación instantánea de cualquier tipo de objeto a través del código que le 
sea asignado. 
 
La empresa Gartner [37] predice que en el año 2020 habrá en el mundo 26.000 
millones de dispositivos con un sistema de adaptación a Internet of Things. Por otro lado, 
la empresa Cisco está incentivando el desarrollo de Internet of Things, y ha desarrollado 
un "contador de conexiones" dinámico que calcula el número de cosas conectadas desde 
el año 2013 al año 2020. Además, están investigando diferentes alternativas para que los 
dispositivos que se conectan a la red a través de señales radio de baja potencia necesiten 
consumir menos energía y sean más baratos, esto se conoce como "Chirp Networks". 
 
Internet of Things está considerado como la próxima evolución de Internet que "lo 
cambiará todo", debido a su capacidad para obtener, analizar y distribuir datos a través de 
redes y en áreas diferentes. Un ejemplo sería el caso de los automóviles actualmente,  los 
cuales están formados por múltiples redes para controlar el funcionamiento del motor, las 
medidas de seguridad, los sistemas de comunicación, etc. Otro ejemplo sería su uso en 
                                                 
2
 RFID: Radio Frecuency IDentification es un sistema de almacenamiento y recuperación de datos, cuyo 
propósito es identificar el objeto en el que se encuentra mediante ondas de radio. 




edificios comerciales y/o residenciales utilizando sistemas de control de la calefacción, 
ventilación, iluminado, seguridad, etc.  
 
 
Figura 15: Internet of Things (Tomado de [10]) 
Aún con todo, siguen existiendo barreras que amenazan con retrasar el desarrollo de 
Internet of Things, como la transición de IPv4 a IPv6, la falta de un estándar global y el 
desarrollo de fuentes de energía para todos los dispositivos del mundo. La transición a 
IPv6 es necesaria debido a que se necesitará dar a cada uno de los dispositivos una 
dirección IP exclusiva, además de proveer capacidades de autoconfiguración y de 
seguridad mejoradas. La necesidad de un estándar global es clave para conseguir que 
todas las implementaciones sigan las mismas normas de seguridad, privacidad, 
arquitectura y comunicaciones. El objetivo de utilizar fuentes de energía consiste en 
alcanzar el máximo potencial de Internet of Things, para ello los sensores tienen que ser 
autosustentables, si no habría que cambiar las baterías de millones de dispositivos una a 
una, lo cual es poco probable y muy ineficiente. Se busca que los sensores sean capaces 
de generar electricidad a partir de elementos medioambientales como la luz, las corrientes 
de aire o las vibraciones. 
 
Sin embargo, es fundamental destacar que aunque existan estos desafíos o barreras, 
no son insalvables. Estos serán resueltos por empresas, gobiernos, organismos 
administrativos, etc. mientras el desarrollo de Internet of Things sigue avanzando. 
 
Es en este punto donde aparecen  las Smart Cities, ciudades inteligentes que se valen 
de elementos medioambientales para obtener energía, establecer criterios de seguridad 
ambiental, etc. Además, ambas tienen en las comunicaciones M2M (MachineToMachine) 
su fundamento. 
2.2.1 Smart Cities 
Los puntos fuertes de una urbe no residen únicamente en la dotación de la misma en 
cuanto a servicios, apoyos institucionales o infraestructuras físicas, sino que también 
depende de la disponibilidad y la calidad de la comunicación, favoreciendo así a la 
transmisión del saber y a la creación de infraestructuras sociales. Surge con ello un nuevo 
concepto de "ciudad inteligente", surgen las Smart Cities. 





Las Smart Cities[18] son un concepto nuevo, emergente y dinámico, por lo que 
puede tener diferentes acepciones (económica, ambiental, política, comercial, social, 
etc.). Se trata de un concepto muy utilizado en marketing dentro del ámbito empresarial. 
Las Smart Cities son una tecnología utilizada para manejar y recoger factores 
característicos de una zona urbana moderna, con el objetivo de valorar la importancia o 
nivel de desarrollo tecnológico de la misma, analizando para ello aspectos como el capital 
social y medioambiental. Estos dos factores cada vez tienen mayor relevancia, lo cual se 
debe a que gracias a ellos se puede diferenciar si una zona, región o urbe es inteligente o 
no, dando como resultado una mejor calidad de vida y una gestión prudente de los 
recursos naturales por medio de la acción participativa y el compromiso de todos los 
ciudadanos. 
Como contrapartida esto genera estrés en sus habitantes, ya que están influenciados 
por polución ambiental (aire, agua, suelo o acústica), sumado a la necesidad de realizar 
desplazamientos durante un tiempo excesivo. 
Una ciudad se calificará de inteligente si las inversiones realizadas en aspectos 
sociales, comunicación, educación, infraestructuras de transporte y de energía, 
contemplen y fomenten una calidad de vida elevada, una gestión de los recursos naturales 
adecuada y un desarrollo económico-ambiental sostenible y duradero. 
Las ciudades modernas, basadas en infraestructuras eficientes y duraderas de 
transporte, agua, gas, electricidad, telecomunicaciones, sanidad, etc., se deben enfocar en 
mejorar la calidad de vida de los ciudadanos, siendo para ello más eficaces con el 
transcurso del tiempo y añadiendo nuevos servicios de calidad, pero siempre respetando 
al máximo el uso prudente de los recursos naturales (sobre todo los no renovables) y el 
ecosistema por el que se encuentran rodeados. Es decir, se trata de una ciudad 
comprometida con su entorno, tanto desde el punto de vista ambiental como en lo relativo 
a los elementos históricos y culturales de la misma. 
De forma representativa, una Smart City consiste en un espacio urbano con 
infraestructuras, plataformas inteligentes y redes, que contienen sensores y actuadores, 
encargados de realizar unas operaciones u otras en función de la información que reciban 
del exterior. 
Desde el punto de vista tecnológico las Smart Cities son un sistema eco-sostenible 
complejo donde coexisten muchos procesos ligados entre sí y que resultan difíciles de 
abordar de forma individual. En la práctica, se considera a una Smart City como una 
ciudad comprometida con su entorno, cuyas infraestructuras están dotadas de las 
soluciones tecnológicas más avanzadas y con elementos arquitectónicos de vanguardia. 
Facilitando la vida del usuario a través de la interacción del mismo con elementos 
institucionales, urbanos y tecnológicos, y dando acceso a una educación y cultura 
influenciada tanto por elementos ambientales, culturales e históricos.  
 
Existen cuatro ideas esenciales sobre las que se asienta la base del concepto de Smart 
City y que se deben tener en cuenta siempre que se quiera implementar nuevas redes de 
nodos: 




1. Tener en cuenta cuestiones ambientales y restricciones energéticas a la hora de 
introducir la red de nodos. 
2. Comunicación fluida de todos los componentes que conforman la Smart City 
(ciudadanos, empresas, etc.). 
3. Uso compartido de bienes y servicios, concienciando a los usuarios de que los 
productos, servicios y modalidades organizativas no son de carácter individual, 
sino que forman parte de un todo para obtener un beneficio colectivo. 
4. El uso de los nuevos avances tecnológicos para potenciar el funcionamiento de 
toda la red de nodos que conforma la Smart City (tecnologías de información, 
comunicación, transporte, robótica y energías renovables). 
 
La Figura 16 muestra la puesta en escena de estas cuatro ideas esenciales: 
 
 
Figura 16: Smart Cities (Tomado de [11]) 
En la actualidad se están desarrollando proyectos piloto para la construcción de eco-
ciudades inteligentes que puedan autoabastecerse como "Masdar", en el desierto de Abou 
Dabi, cuyo objetivo es ser la primera ciudad sin emisiones de carbono ni residuos. 
2.3 Estudio de la calidad del aire 
La contaminación producida en el interior de los edificios es causa directa de 
múltiples problemas de salud de variada naturaleza, abarcando desde una simple fatiga 
hasta síntomas compatibles con alergias, infecciones, cáncer, etc. 
En el ambiente interno de los edificios existen contaminantes físicos, químicos o 
biológicos que aparecen en mayor o menor medida dependiendo de la actividad que 




desarrollen los ocupantes, el estado sanitario del edificio, su infraestructura y la calidad 
del aire del entorno. 
Por ello, se ha decidido realizar el estudio de la calidad del aire del laboratorio con el 
objetivo de conocer si los ocupantes del mismo están o no expuestos a un ambiente 
nocivo para su salud. El estudio de calidad del aire desarrollado en este proyecto, se basa 
en la medición de diversos contaminantes físicos y químicos. Estos contaminantes son el 
dióxido de carbono (CO2), monóxido de carbono (CO), partículas de polvo (PM10), 
humedad y temperatura del ambiente. Todos ellos tienen efectos perjudiciales para la 
salud si se encuentran por encima de los límites establecidos por las normativas existentes 
dedicadas al control sanitario en zonas de trabajo. 
2.3.1 Contaminantes químicos y físicos 
En esta sección se detalla el origen de los contaminantes estudiados, así como sus 
características y efectos que tiene en la salud de aquellos que se encuentran expuestos 
bajo su rango de actuación. Es importante tener en cuenta, que este estudio se ha centrado 
principalmente en aquellos contaminantes que pueden ser medidos en este proyecto por 
tener los recursos (sensores) apropiados para ello, y que sin embargo existen otros 
contaminantes que también afectan a la salud de las personas, que no han sido analizados 
en el presente estudio. Sin embargo, los contaminantes químicos y físicos estudiados son 
suficientes para establecer un diagnóstico sobre la calidad del aire. 
 Monóxido de Carbono: el monóxido de carbono (CO) se produce cuando los 
combustibles que contienen carbono se queman en condiciones donde el oxígeno 
(O2) es limitado. Es un gas incoloro e inodoro, por lo que resulta muy peligroso 
ya que las personas pueden inhalarlo sin percibirlo y provocarles la muerte. Su 
principal efecto sobre la salud es la que provoca la asfixia de las personas que 
estén expuestas ya que impide la oxigenación de la sangre. A bajos niveles puede 
producir mareos ligeros, nauseas, sensación de falta de aire, etc. 
 Dióxido de Carbono: el dióxido de carbono (CO2) se origina sobre todo por la 
respiración de los organismos vivos. Se trata de un gas incoloro e inodoro, que en 
concentraciones muy elevadas puede provocar la asfixia, afectar al cerebro, causar 
dolor de cabeza, mareos, problemas respiratorios, falta de concentración, etc. El 
CO2 provoca  lo que se conoce como "ambiente cargado" en el que el aire es más 
denso de lo normal y cuesta respirar. Está relacionado directamente con la calidad 
de ventilación de la sala, ya que cuanto mayor sea la ventilación menor será la 
aparición de concentraciones de CO2. 
 Partículas de polvo: las partículas de polvo (PM10) o partículas en suspensión, 
son una mezcla compleja de distinta composición química y de diversa naturaleza 
física. Estas partículas pueden presentarse como polvo, hollín, etc. Debido a que 
la composición de las partículas es heterogénea, no puede hacerse una valoración 
global de su grado de toxicidad, pero sí se conoce que las partículas más pequeñas 
son las que contienen metales pesados, es decir, las partículas finas son las que 
provocan efectos adversos en la salud ya que son las que pueden llegar a los 
alvéolos pulmonares. La nomenclatura PM significa Materia Particulada, el cual 
hace referencia al diámetro de la partícula (mg/m3). Estas partículas pueden 




provocar irritaciones e inflamaciones respiratorias, aumento de la frecuencia de 
aparición de cáncer de pulmón, enfermedades infecciosas, etc. 
 Temperatura y humedad: ambos dependen de la capacidad de regulación de los 
sistemas de ventilación, calefacción y climatización. El cuerpo humano tiene la 
capacidad de regular su temperatura en un margen de grados. Se conoce como 
confort térmico de un ambiente interior, a la sensación de bienestar general de la 
mayoría de los integrantes en cuanto a humedad y temperatura se refiere. El hecho 
de que se exponga al organismo a condiciones extremas de humedad y 
temperatura tiene efectos nocivos sobre la salud de las personas, provocando 
mareos, dolor de cabeza, catarros, etc.  
2.3.2 Normativas 
Existen diferentes normativas propuestas por diversos organismos para estandarizar 
las medidas en que las concentraciones de los contaminantes son nocivas para la salud 
humana. De las normativas existentes se ha decidido tomar como referencia tres: 
1. Real Decreto (R.D.)[19], 
2. El Instituto Nacional de Seguridad e Higiene en el Trabajo (INSHT)[20] y 
3. La Occupational Safety and Health Administration (OSHA)[21]. 
Estas tres normativas se han utilizado para establecer los valores límite, a partir de 
los cuales se pueden considerar nocivas las concentraciones de CO2, CO y PM10, y 
cuando la temperatura y la humedad se encuentran fuera del rango de control establecido, 
generando con ello sensación de malestar. A continuación, la Tabla 1 muestra las 
normativas que se han aplicado a cada tipo de contaminante. 
Contaminante Normativa Valor límite 
CO OSHA 35 ppm
3
 
CO2 R.D. 1027/2007 350 ppm 
PM10 INSHT 3 mg/m³ 
Temperatura R.D. 486/1997 Intervalo [17ºC a 27ºC] 
Humedad R.D. 486/1997 Intervalo [30% y 70%] 
Tabla 1: Contaminantes, normativas y valores límite 
En caso de que los contaminantes sobrepasen los valores límites reflejados por cada 
normativa, comenzarán a producirse los efectos nocivos sobre la salud indicados 
anteriormente. 
 
                                                 
3
 ppm: partes por millón, unidad de medida del Sistema Internacional similar a mg/m³ 





Entorno de trabajo 
Este capítulo está destinado a detallar el entorno de trabajo utilizado para el 
desarrollo del proyecto. El sistema operativo utilizado ha sido Linux, en concreto Ubuntu, 
Dado que se partía desde cero, ha sido necesario realizar la configuración del mismo, 
abriendo los puertos de la CPU, instalando paquetes propios de Ubuntu, creando un 
nuevo usuario al que se le ha dado una contraseña y permisos de lectura, escritura y 
ejecución, etc. Una vez instalados, se ha realizado la instalación del conjunto de 
programas específicos y necesarios para la realización del proyecto a través del entorno 
proporcionado por Libelium. En adelante, se explicará qué es Libelium, así como los 
componentes hardware y software propios, y los programas externos que ha sido 
necesario instalar para completar el desarrollo del proyecto. 
3.1 Libelium 
Libelium[22] es una empresa española que comercializa distintas plataformas de 
nodos sensores y gateways, y que ofrece código abierto para IoT fácil, modular y potente 
que permite a los desarrolladores de sistemas de Smart Cities implementar soluciones 
fiables y eficientes a través de la ejecución de cualquier Wireless Sensor Network 
existente. 
 
La plataforma de nodo sensor recoge información de forma autónoma y sin 
intervención humana, ya que los dispositivos se activan automáticamente mediante 
inteligencia interna y funcionan con baterías. La única intervención que se realiza sobre 




éstos es su colocación en una zona específica, el resto se hace a través del ordenador o 
estación base con el que están comunicados. 
 
Libelium desarrolla diferentes tipos de nodos sensores que transmiten la información 
a estaciones base valiéndose para ello de la nube si es necesario. Estos nodos sensores se 
llaman waspmote[23], pueden transmitir la información de forma cableada o inalámbrica 
del nodo a la estación base. Las waspmote se  divide en dos regiones claramente 
diferenciadas, la zona superior en la que se instalan los sensores pertinentes para la 
recogida de información y la zona inferior,  donde se implementa el sistema de 
comunicación por el cual se transmitirán los datos de la waspmote a la estación base. 
 
Libelium dispone de página web con manuales y ejemplos básicos de cómo utilizar 
sus sensores, gateways, etc., además, también cuenta con un foro en el que consultar 
dudas específicas sobre todo su material. Se ha comprado el University Kit de Libelium 
debido a que está destinado a realizar diferentes ámbitos de investigación. 
 
Figura 17: University Kit (Tomado de [12]) 
A continuación, se va a detallar cada una de las partes que conforman el entorno de 
Libelium. Como ya se ha indicado anteriormente el laboratorio dispone del University Kit 
de Libelium, el cual está formado por diferentes componentes (sensores, placas, baterías, 
etc.) que se encuentran expuestos en la siguiente tabla: 
 
Artículo Cantidad 
Antena 2dBi 6 
Antena 5dBi 3 
Adaptadores de antena 5 
Batería 2300mA/h (Recargable) 2 
Batería 6600mA/h (Recargable) 2 
Batería 13A/h (No recargable) 1 
Tarjeta microSD 2GB 7 
Púa 1 
Waspmote Gas Sensor Board 1 





Agriculture Board 1 
Smart Meteering Board 1 
Event Board 1 
Smart Cities Board 1 
Prototype Board 1 
Bluetooth Board 1 
Placa de redes itinerantes 1 
Radio Expansion Board 2 
Videocamera Board 1 
Waspmote 3G/GPRS Board 2 
Waspmote PRO (Nodo sensor) 5 
Waspmote Gateway Pro S1 1 
Waspmote Gateway Pro S2 1 
Sensor O2 1 
Sensor CO2 1 
Sensor CO 1 
Sensor del suelo 1 
Sensor Humedad 1 
Sensor Movimiento 2 
Sensor de luz 1 
Sensor de ultrasonido 1 
Sensor de polvo 1 
Sensor temperatura 1 




Tarjeta Xbee Pro S1 3 
Tarjeta Xbee Pro S2 3 
Módulos GPS 2 
Módulos GSM/GPRS 2 
Cable USB a USB 2 
Cable USB a microUSB 2 
Tabla 2: Componentes University Kit  
3.1.1 Hardware 
Los componentes hardware utilizados para el desarrollo del proyecto son la placa 
waspmote v1.2, la Gases Sensor Board, la Smart Cities Board y el nodo gateway. 
Además, también se han utilizado diferentes tipos de sensores (O2, CO2, etc.) con el 
objetivo de medir la calidad del aire en el entorno de estudio. 
 
3.1.1.1 Placa waspmote v1.2 




La arquitectura hardware de la waspmote está especialmente diseñada para tener un 
consumo muy bajo. Los switchs digitales permiten encender y apagar las interfaces del 
sensor así como los módulos de radio. Sus dos modos de hibernado hacen que waspmote 
sea la plataforma de sensores que menos consume en el mercado (0.7uA)[13]. 
 
En el apartado técnico, cada waspmote incorpora un microprocesador ATmega1281 
de 14MHz. Dicho controlador dispone de una memoria de SRAM de 8KB para 
almacenamiento de datos y una memoria EEPROM de 4KB dedicado a programas. 
Además, dispone de una memoria FLASH externa de 128 KB para aquellas aplicaciones 
que necesiten guardar información de forma permanente. También dispone de una tarjeta 
microSD para almacenamiento de datos. Las dimensiones de la waspmote son de 
73.5x51x13mm y pesa 20 gramos (excluyendo las baterías). Las baterías de las motes 
proporcionan un voltaje entre 3.3V y 4.2V, las cuales pueden cargarse a través de USB 
(5V - 100Ma) o a través del panel solar (véanse las Figuras 18 y 19): 
 
Cada waspmote transmite la información a través del bus SPI conectado con Socket 
de Radio 0 y 1, y con el socket UART para transmisión inalámbrica; y con la microSD en 
caso de querer almacenar la información en la misma. La transmisión de datos puede 
hacerse vía Zigbee o lo que es lo mismo protocolo 802.15.4, vía GSM, vía 3G, WiFi, 
Bluetooth o GPS, por lo que dependiendo del protocolo de transmisión que se use habrá 
que tener en cuenta las limitaciones de cada una de ellas. 
 
Además, la waspmote tiene instalados un lector de la temperatura de la placa [-40ºC 
a +85ºC] con una precisión de 0.25ºC y un acelerómetro que mide la aceleración con la 
que se desplaza la placa en diferentes escalas [±2g/±4g/±8g]. También permite la 
integración de sensores básicos (temperatura, humedad y luz). 
 
Figura 18: waspmote parte de arriba (Tomado de [14]) 
 





Figura 19: waspmote parte de abajo (Tomado de [14]) 
3.1.1.2 Interfaces de comunicación inalámbrica 
Las waspmote tienen una arquitectura modular, con el objetivo de integrar los 
módulos de comunicación necesarios en el dispositivo que sean más adecuados para cada 
aplicación en particular, los cuales pueden intercambiarse según las necesidades que se 
vayan teniendo. A continuación se van a detallar las distintas interfaces de comunicación 
que pueden utilizar: 
 ZigBee/ 802.15.4: Permite diferentes topologías de red (Árbol, malla y p2p), se 
vale de una antena para comunicación de datos, los cuales van encriptados con 
AES de 128 bits. A través de una antena de 2dBi/5dBi permite retransmisión de 
datos de 2.4GHz. 
 
Figura 20: Zigbee/ 802.15.4 (Tomado de [14]) 
 Dependiendo del modelo tienen diferentes características, las cuales se muestran en 












Modelo Protocolo Frecuencia TX power Sensibilidad Rango 
XBee-802.15.4-Pro 802.15.4 2.4 GHz 100 mW -100 dBm 7000 m 
XBee-ZB-Pro Zigee-Pro 2.4 GHz 50 mW -102 dBm 7000 m 
XBee-868 RF 868 MHz 315 mW -112 dBm 12 Km 
XBee-900 RF 900 MHz 50 mW -100 dBm 10 Km 
Tabla 3: Modelos Zigbee 
 GSM/GPRS: el modelo proporcionado por Libelium es SIM900 de SIMCom, 
utiliza cuatro bandas para retransmitir la información 
(850M/900/1800MHz/1900MHz). Tiene diferentes usos, como la realización y 
recepción de llamadas y mensajes, conexiones  TCP/IP y UDP/IP, etc. 
 
Figura 21: GSM/GPRS (Tomado de [14]) 
 3G/GPS: Libelium incorpora el modelo SIM5218E de SIMCom, que utiliza tres 
bandas UMTS (2100/1900/900MHz) y cuatro bandas GSM/EDGE 
(850/900/1800/1900MHz). Por lo que se pueden realizar las mismas operaciones 
que en GSM/GPRS, pero además, permite video-llamadas, grabaciones de video, 
fotos y dar soporte para actualizar la microSD a 32GB. 






Figura 22: 3G/GPS (Tomado de [14]) 
 WiFi: Basado en los protocolos 802.11b/g con una capacidad de transmisión de 
datos de 2.4 GHz. Utiliza una antena de 2dBi/5dBi. Permite conexión mediante 
sockets TCP/IP y UDP/IP, conexiones web HTTP y HTTPS, transferencia de 
datos FTP y FTPS, etc. 
 
 
Figura 23: WiFi (Tomado de [14]) 
 Bluetooth: basado en el protocolo Bluetooth v.4.0 que permite el envío de 
mensajes tipo broadcast, conexión con Smartphones y tablets, etc. 
 
Figura 24: Bluetooth (Tomado de [14]) 




 RFID/NFC: Tiene una capacidad máxima de 4KB y transmite hasta 5cm de 
distancia, es compatible con modos de lectura y escritura, con la ISO 14443A  y 
tarjetas MIFARE, FeliCaTM y NFCIP-1. Se utiliza para servicios basados en 
localización, logística, control de acceso, interacción con Smartphones, etc.  
 
Figura 25: RFID/NFC (Tomado de [14]) 
3.1.1.3 Placa de sensores 
Las waspmote están diseñadas con el objetivo de integrar de forma sencilla placas de 
sensores a través de los pines de entrada y salida. En el University Kit adquirido para 
desarrollar el proyecto vienen los siguientes tipos de placas: 
 Gas Sensor Board. 
 Smart Cities Board.  
 Agriculture Board. 
 Smart Meteering Board. 
 Event Board. 
 Prototype Board. 
De todas ellas, se han escogido dos para realizar el estudio de la calidad del 
ambiente. Estas placas son la placa de Gases Sensor y la placa Smart Cities. La siguiente 










(SE HA INTRODUCIDO ESTE ESPACIADO PARA EVITAR CORTAR LA 













Tipo Sensores Aplicaciones 
Gas Sensor Board Monóxido de Carbono - CO 
Dióxido de Carbono - CO2 
Oxígeno - O2 
Metano - CH4 
Hidrógeno - H2 
Amoniaco - NH3 
Isobutano - C4H10 
Etanol - CH3CH2OH 
Tolueno - C6H5CH3 
Ácido Sulfhídrico - H2S 
Dióxido de Nitrógeno- NO2 
Ozono- O3 




 Nivel de polución de una 
ciudad. 
 Emisiones de granjas y 
criaderos. 
 Control de procesos 
industriales y químicos. 
 Control de fuegos 
forestales. 
Smart Cities Board Micrófono (dBA) 
Detector de grietas 







 Monitorización en 
tiempo real del nivel de 
ruido de la calle de una 
ciudad. 
 Monitorización del 
estado de los edificios. 
 Calidad del aire. 
 Control de basuras. 
Agriculture Board Temperatura y humedad del 
aire 
Temperatura y humedad del 
suelo 



















 Sistemas de irrigación 
que detectan la 
temperatura del suelo y 
la humedad de las hojas. 
 Estación meteorológica. 
 "Casas verdes" mediante 
el uso de los sensores de 
luminosidad, 
temperatura y radiación 
solar. 
 




Tipo Sensores Aplicaciones 
Smart Meteering Board Corriente 
Flujo de agua 
Nivel de líquidos 






 Consumo de agua. 
 Automatización 
industrial. 
 Medida niveles de 
energía.  
 Detección de fugas en 
tuberías.  
 Gestión del 
almacenamiento de 
líquidos. 
 Control de los niveles de 
tanques y silos. 
Event Board Presión 







 Detección de personas.  
 Efecto Hall en puertas y 
ventanas. 
 Detección de niveles de 
agua. 
 Detección de altas 
temperaturas. 
Prototype Board Área de circuito integrado 
Conversor analógico a 
digital 
Área de plataforma 
 Preparada para la 
integración de cualquier 
tipo de sensor. 
Tabla 4: Placas de sensores  y sus aplicaciones 
3.1.1.4 Gateway 
El kit comprado a Libelium cuenta con dos gateways para transmisión de datos, uno 
a través de Xbee Pro S1 y otro a través de Xbee Pro S2. Ambos gateway ya vienen pre-
programados y no se pueden reprogramar, sólo es necesario realizar las configuraciones 
de canal, dirección de destino, cifrado de datos, etc. Para ello se ha utilizado el manual de 
instalación proporcionado por Libelium, así como su foro para dudas puntuales.   
 
 Los gateway están destinados al testeo de pruebas en laboratorios, se conectan 
directamente al ordenador y quedan en estado latente esperando recibir información de 
los nodos sensores (waspmote + placa sensor). 
 





Figura 26: Gateway (Tomado de [14]) 
3.1.2 Herramientas auxiliares 
Ha sido necesario el uso de diferentes herramientas software para la configuración 
del nodo gateway y la visualización de los mensajes que a éste le llegaban. Las 
herramientas utilizadas para la configuración han sido el programa X-CTU [24] y el 
programa WINE [25], que ha servido de intermediario para poder ejecutar X-CTU. Por 
otro lado, para la visualización de los mensajes se ha utilizado el programa CuteCom 
[26]. La descripción de estas herramientas y sus funcionalidades se detallan en el 
Capítulo de Diseño del presente documento.  
3.1.3 Software Libelium 
Libelium dispone de una aplicación propia Waspmote Pro IDE para el desarrollo de 
aplicaciones en sus waspmote, así como de muchos ejemplos (código libre) para ayudar a 
los iniciados a realizar programas sencillos que ayudan a hacerse con el entorno. La 
programación en Libelium es muy similar a la programación en dispositivos Arduino[26],  
dado que está basado en este último. De hecho la interfaz es casi la misma. El kit de 
desarrollo de Software de Libelium se llama Waspmote Pro IDE, en concreto se ha 
utilizado la versión 4.0 para Linux de 64 bits, y la API v006. A continuación, se describe 
la interfaz de este SDK: 
 
 





Figura 27: Entorno programación Libelium (Tomado de [15]) 
En el entorno Waspmote Pro IDE se divide en distintas zonas claramente 
diferenciadas: 
 Menus: Es la clásica barra de herramientas, formada por las pestañas Archivo, 
Edición, Sketch, Herramientas y Ayuda. 
 Toolbar buttons: barra de herramientas secundaria en la que se encuentran los 
botones para la compilación y carga del programa desarrollado, así como los de 
creación de un nuevo programa (Sketch), y las opciones de "Abrir" o "Salvar" un 
programa. 
 Tab zone: franja en la que se muestra el nombre del Sketch que se está 
visualizando. 
 Sketch: zona en la que se programan las aplicaciones que serán posteriormente 
compiladas y cargadas en las waspmotes. 
 Message Area: zona informativa del estado y tiempo de compilación o carga de 
un sketch. 
 Console: Consola informativa que nos muestra si el Sketch ha sufrido algún 
problema y cuál ha sido durante los periodos de compilación y carga. 
 Board and serial port: indica el número de línea en que nos encontramos del 
sketch y los datos propios de la placa y el puerto utilizados. 





Análisis del problema 
Este capítulo detalla las características generales, aspectos propios, restricciones y 
requisitos del problema. Estas cuestiones se tendrán en cuenta durante el desarrollo de las 
aplicaciones que conforman el proyecto. 
4.1 Objetivo 
Se pretende desarrollar una aplicación de redes de sensores inalámbricas que sea 
capaz de monitorizar el nivel de calidad del aire del ambiente en donde se encuentre y 
además, calcular el nivel de las baterías de cada nodo sensor. Toda la información será 
enrutada hasta el gateway, el cual estará conectado a un puerto USB de la estación base 
que se encargará de almacenar los datos procedentes de la red de sensores para su 
posterior procesamiento, almacenamiento y análisis. La Figura 28 muestra la arquitectura 
de la red de sensores a desarrollar. 





Figura 28: Propuesta de arquitectura para el desarrollo del proyecto (Tomado de [28]) 
El alcance de este proyecto consiste en evaluar si las condiciones en las que trabajan 
los empleados de un recinto (laboratorios, oficinas, etc.) son saludables o no, con la 
finalidad de establecer y aplicar medidas de actuación en caso de que no se den 
condiciones de salubridad adecuadas.  
4.2 Características del sistema 
En este apartado se detalla el funcionamiento y los beneficios del sistema elegido 
para el desarrollo del proyecto. 
4.2.1 Beneficios del sistema 
 A continuación, se enumeran los beneficios principales de utilizar este tipo de 
sistema para medir las condiciones de salubridad del ambiente: 
 Instalación simple: los nodos sensores no precisan de ningún tipo de instalación, 
basta con colocarlos ya que están configurados para enviar los datos obtenidos por 
sus sensores de forma automática. 
 Costes de producción reducidos: la tecnología WSN se ha concebido para que 
sea barata. Por ello sus dispositivos están diseñados para reducir los costes de 
producción del sistema. 
 Bajo consumo: se optimiza el tiempo de vida de cada sensor, por lo que al final 
se optimiza toda la red. Esto es posible gracias a que el sistema cumple con las 
restricciones energéticas de las redes de sensores. 
 Respetuoso con el medioambiente: se trata de un "sistema verde", donde la 
implantación del sistema no compromete la conservación del medio ambiente. 




 Eficiente: el sistema integra mecanismos que optimizan la WSN. Sin duplicados 
ni pérdidas de información. 
 Gran volumen de información: el sistema es capaz de generar y almacenar gran 
cantidad de información. 
 Escalabilidad: se pueden quitar o añadir nodos en el sistema según las 
necesidades de la aplicación que se vaya a desarrollar. 
 Tolerante a fallos: si en un nodo ocurre un problema total o parcial el sistema es 
capaz de seguir funcionando. 
 Sistema de tiempo real: se trata de un sistema que consiste en la obtención de 
datos en intervalos de tiempo específico. 
Además, el sistema desarrollado es un sistema completo e independiente, es decir, no 
está integrado ni forma parte de otros sistemas. A continuación, se muestra un diagrama 
de bloques donde se refleja la estructura del sistema: 
 
 
Figura 29: Diagrama de bloques del sistema propuesto 
4.2.2 Funcionalidad del sistema 
La placa Gases Sensor se encarga de recoger información sobre los niveles de 
humedad, CO2 y CO, mientras que la placa Smart Cities recoge información de los 
niveles de temperatura, PM10 y luz del ambiente. Además, ambas obtienen los niveles de 
voltaje de las baterías con el objetivo de analizar la duración y el rendimiento de las 
mismas. La medición de valores se realiza cada minuto, aunque ésta podría aumentarse si 
fuese necesario. Una vez que se han recogido los valores en cada nodo se envían al 
gateway que transmitirá la información a la estación base, donde se almacenarán los 
datos en la base de datos para su estudio y evaluación final.  
  
Para la consecución de la funcionalidad del sistema se pueden determinar tres 
subsistemas claramente diferenciados: 
1. Aplicación nodo sensor: está subdividido a su vez en dos partes, la placa 
Gases Sensor y la placa Smart Cities. En ambos se obtiene información a 
través de sus distintos sensores que posteriormente servirán para estudiar las 
condiciones de salubridad del ambiente. Una vez recogidos, los datos son 
enviados al gateway. 




2. Aplicación nodo gateway: se encarga de retransmitir la información enviada 
por los nodos sensores a la estación base, es decir, hace de intermediario entre 
ambos. 
3. Aplicación estación base: se encarga de interpretar y almacenar la 
información retransmitida por el gateway en una base de datos. 
 
Por último, la aplicación CuteCom hará las veces de interfaz, donde los datos de 
texto recogidos por el nodo gateway aparecerán en la consola de CuteCom. Se mostrará, 
en cada momento, los datos provenientes de los nodos sensores. 
4.2.3 Limitaciones de diseño 
 Para la instalación del entorno de Libelium en Linux es necesario instalar de 
forma previa el entorno sun-java6-jre, el compilador gcc-avr, y la librería avr-
libc. 
 Para la codificación de los nodos sensores se utilizará lenguaje Waspmote Pro 
IDE propio del entorno de Libelium. Además, se utiliza la API de Waspmote Pro 
API v006. 
 Los nodos Gateway no pueden ser reprogramados. 
 El protocolo de comunicación utilizará el estándar 802.15.4 Zigbee, lo que 
implica que el tamaño de los paquetes enviados debe controlarse para evitar 
pérdidas de información, ya que está limitado a 100 bytes. 
4.3 Aspectos propios y restricciones del 
sistema 
La particularidad principal del sistema es el uso de la tecnología WSN para alcanzar 
el objetivo de evaluar la calidad del aire a partir de los datos recogidos por los nodos 
sensores. Evitando costes por despliegue y mantenimiento propios de sistemas que 
requieren de instalaciones cableadas para funcionar.  
 
El sistema está totalmente automatizado, por lo que no precisa de la interacción 
humana para su funcionamiento, manejo y configuración, pero si existe interacción para 
consumir la información generada y almacenada en base de datos por el sistema. Este 
usuario utilizará la información como más le convenga pudiendo realizar consultas 
específicas de una franja horaria, generando informes, realizando estudios más 
exhaustivos, etc. El tipo de usuario al que está destinada la aplicación es aquel que esté 
especializado a nivel técnico y capacitado para interpretar los datos recogidos.  
 
El sistema está formado en un principio por dos nodos sensores, correspondientes a 
la placa Gases Sensor y a la placa de Smart Cities utilizadas. En un futuro la red podría 
ampliarse para monitorizar la calidad del aire en diferentes zonas al mismo tiempo. Cada 
nodo sensor tiene instalada una placa Xbee Pro S1 que conecta con el gateway Pro S1;  




estas placas tienen una dirección MAC específica para evitar problemas en la 
comunicación de los nodos y para permitir enviar información entre los nodos si así se 
requiere. Ambos nodos sensores pueden utilizar una batería de 2300mAh o de 6600mAh 
según las necesidades. Además, es posible acoplar a los nodos un panel solar que 
alimente las baterías con el objetivo de hacerlo lo más auto-sostenible posible.  
 
La aplicación para el gateway viene dada por defecto por Libelium, no siendo 
posible su reprogramación. Lo único que se permite es la configuración de los parámetros 
propios del gateway, como por ejemplo el canal por el que se va a recibir la información, 
la asignación de una dirección, etc. Además, el sistema está diseñado para utilizar un 
único nodo gateway al que enviar los datos, aunque podrían utilizarse más gateway si las 
necesidades lo requieren. 
 
La aplicación para la estación base debe ser capaz de almacenar toda la información 
que le llegue del gateway en una base de datos sin que se produzca pérdida de 
información. El sistema sólo tendrá una estación base y una base de datos en la que 
almacenar la información recibida a través de la red WSN.  
 
La seguridad de la comunicación se realiza a través del cifrado de los mensajes con 
AES de 128 bits mediante una contraseña. Todos los nodos sensores cifran la 
información recogida antes de realizar el envío de datos a través de la WSN con dicha 
contraseña. La capacidad del envío de mensajes con Zigbee es limitada, por lo que será 
tenido en cuenta a la hora de diseñar el formato de envío de datos con  el objetivo de no 
sobrepasarlo. 
 
Los resultado de los sensores de CO y CO2 se realizan en valores de voltaje, por lo 
que será necesario aplicar una serie de fórmulas para transformarlas a formato ppm 
(partes por millón) que es una unidad del Sistema Internacional muy similar a mg/m3. Se 
convierte a ppm debido a que es la unidad de medida utilizada por las diferentes 
normativas que establecen los valores máximos de contaminantes y componentes que se 
pueden encontrar en el aire. El sensor de PM10 recoge los valores en formato mg/m3 por 
lo que no es necesario realizar una transformación de los datos. Por otro lado, los datos de 
temperatura vienen recogidos en formato grados centígrados (ºC),  los de humedad en 
porcentaje de humedad relativa y los de luz en porcentaje. 
 
Además, cada vez que se recoge la información de los sensores se añaden los datos 
sobre la fecha y hora en la que se ha obtenido dicha información. 
4.4 Requisitos 
En este apartado se recogen los requisitos de software propios de los diferentes 
subsistemas que conforman la aplicación que se va a desarrollar. La Tabla 5 muestra 











Desc. Breve  
Prioridad □ Alta        □ Media        □ Baja       
Necesidad □ Esencial             □ Deseable            □ Opcional         
Claridad □ Alta        □ Media        □ Baja       Verificabilidad □ Alta     □ Media      □ Baja       
Fecha de creación  
Estabilidad  
Descripción detallada  
Tabla 5:  Formato tabla Requisitos de Software 
La tabla de cada requisito consta de las siguientes partes: 
1. Identificador: Cada requisito es único, por lo que es necesario un código que 
lo identifique del resto. El código de cada requisito podrá ser: 
 R-F-XX: Requisito de Software Funcional. 
 R-NF-XX: Requisito de Software No Funcional. 
Donde R es de Requisito de Software, F es de Funcional, NF es de No 
Funcional y XX es el número identificativo de cada requisito. 
2. Desc. Breve: Descripción breve del requisito, para saber que se contempla 
dentro de cada uno de ellos. 
3. Prioridad: Muestra la dependencia que se tiene por el desarrollo del 
requisito, se divide en tres niveles: Alta, Media, Baja. 
4. Necesidad: La importancia del requisito determina su nivel: Esencial, 
Deseable y Opcional. 
5. Claridad: Mide el grado de ambigüedad de un requisito. Cuanto más alta sea 
la claridad, mejor para el diseño. Se divide en tres niveles: Alta, Media, Baja. 
6. Verificabilidad: Indica si es posible comprobar fielmente que el requisito ha 
sido añadido al diseño. 
7. Fecha de creación: Muestra la fecha de creación del requisito. 
8. Estabilidad: Indica la estabilidad de un requisito. Un requisito poco estable 
es aquel que puede verse afectado en alguna parte del desarrollo por posibles 
cambios. 
9. Descripción detallada: Explicación completa y precisa del requisito. 
Una vez definido el diseño de las tablas de los requisitos, se detalla cada uno de los 
requisitos de software. 
4.4.1 Requisitos de Software Funcionales 
Estos requisitos especifican qué tiene que hacer el software. A partir de ellos se 









Desc. Breve Identificación de las placas 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Cada placa se identificará a partir de unas siglas: SC para la placa Smart Cities y 
GB para la placa Gases Sensor. 
Tabla 6: Requisito R-F-01 
 
R-F-02 
Desc. Breve Obtención de compuestos del aire 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Cada nodo sensor está compuesto por varios y diferentes sensores que recogen 
información en intervalos de tiempo de 1 minuto. Estos sensores son CO, CO2, 
PM10, temperatura, humedad y luz. 
Tabla 7: Requisito R-F-02  
 
R-F-03 
Desc. Breve Cambio de formato valores CO y CO2 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Los valores recogidos por los sensores de CO y CO2 están en Voltaje(V) por lo 
que se pasarán a formato ppm (partes por millón) para realizar comparaciones 
con los estándares escogidos. 
Tabla 8: Requisito R-F-03 
 
R-F-04 
Desc. Breve Obtención voltaje baterías 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/14 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Cada vez que se realice el envío de datos debe incluirse el voltaje de la batería 
conectada a las distintas placas. 











Desc. Breve Fecha y hora de la recogida de datos 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Cada vez que se realice la medición de los sensores se incluirá la fecha y hora 
en que fue realizada dicha medición. 
Tabla 10: Requisito R-F-05 
 
R-F-06 
Desc. Breve Generar un mensaje con un contenido 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Cada nodo sensor deberá generar un mensaje con los datos recogidos. El 
mensaje a enviar está formado por el identificador de la placa, el voltaje de su 
batería, los valores recogidos por sus sensores y la fecha y hora en que se 
realizó la medición. 
Tabla 11: Requisito R-F-06 
  
R-F-07 
Desc. Breve Envío del mensaje nodo sensor 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Una vez que el mensaje se ha generado (tal y como se indica en el requisito R-
F-06), se envía al nodo gateway por radio a través del protocolo 802.15.4 
(Zigbee). 
Tabla 12: Requisito R-F-07 
 
R-F-08 
Desc. Breve Compatibilidad tarjetas Zigbee 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad □ Alta         Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Las tarjetas de comunicación Zigbee instaladas en cada placa deben ser del 
mismo tipo que la tarjeta Zigbee del gateway. 










Desc. Breve Conexión gateway 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El gateway utilizado debe estar conectado a un puerto serie de la estación base 
para que éste último reciba la información. 
Tabla 14: Requisito R-F-09 
 
R-F-10 
Desc. Breve Configuración gateway 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad □ Alta      Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
La primera vez que se utiliza el gateway es necesario realizar la configuración 
de parámetros como el canal de comunicación asociado al gateway. 
Tabla 15: Requisito R-F-10 
 
R-F-11 
Desc. Breve Retransmisión del mensaje nodo gateway 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada El gateway debe retransmitir la información a la estación base. 
Tabla 16: Requisito R-F-11 
 
R-F-12 
Desc. Breve Conexión a base de datos MySQL 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 01/08/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Será necesario realizar la conexión a la base de datos para almacenar los datos 
en la base de datos. 













Desc. Breve Envío a base de datos 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Se deberá enviar a la base de datos el identificador del sensor, los valores de los 
sensores, el voltaje de pila, la fecha y la hora. 
Tabla 18: Requisito R-F-13 
 
R-F-14 
Desc. Breve Almacenamiento de datos 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
La aplicación instalada en la estación base debe ser capaz de almacenar los 
datos recibidos del nodo gateway en la base de datos instalada. 
Tabla 19: Requisito R-F-14 
 
R-F-15 
Desc. Breve Estándares calidad del aire 
Prioridad □ Alta         Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Se utilizarán diferentes normativas como referencia para los posteriores 
estudios de calidad del aire. 
Tabla 20: Requisito R-F-15 
 
R-F-16 
Desc. Breve Normativa 
Prioridad □ Alta         Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 01/08/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Cada sensor se someterá a una normativa específica  con el objetivo de 
adecuarse al entorno en el que se van a desarrollar las pruebas (laboratorio). 
Estas normativas indican el valor máximo que puede llegar a alcanzarse por 
cada uno de los contaminantes antes de que se comiencen a considerar 
perjudiciales para la salud de quienes se encuentran en dicho entorno. 










Desc. Breve Control de valores límite 
Prioridad □ Alta         Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 01/08/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
En caso de que se obtenga un valor por encima de los límites establecidos por 
las normativas se generará un fichero de registro. Este fichero contendrá el 
contaminante con el valor obtenido, la fecha y la hora a la que se produjo la 
medición. 
Tabla 22: Requisito R-F-17 
4.4.2 Requisitos de Software No Funcionales 
Estos requisitos indican cómo tiene que funcionar el software. Especifican los 
criterios utilizados para juzgar las operaciones del sistema. Son los siguientes: 
 
R-NF-01 
Desc. Breve Cutecom nodo gateway 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad □ Alta         Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El programa CuteCom mostrará por pantalla y almacenará en un fichero de 
registro los datos que vaya recibiendo el gateway.  
Tabla 23: Requisito R-NF-01 
 
R-NF-02 
Desc. Breve Refinamiento de datos 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad □ Alta         Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Se creará un programa en C llamado intermediario.c que haga de intermediario 
entre el gateway y la base de datos. Será el encargado de obtener los valores 
válidos del fichero desde el registro de datos de la comunicación y filtrar 
cualquier otro tipo de datos (cabeceras de mensaje, etc.). 















Desc. Breve Subida de datos al servidor 
Prioridad  Alta        □ Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El programa intermediario.c también se hará cargo de almacenar la 
información en la base de datos, para lo cual realizará previamente una 
conexión a la BBDD. 
Tabla 25: Requisito R-NF-03 
 
R-NF-04 
Desc. Breve Mantenimiento de los datos  
Prioridad □ Alta         Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Debido al gran volumen de datos que proporciona el sistema es necesario que 
éstos sean mantenidos en copia a través de la realización periódica de backups. 
Tabla 26: Requisito R-NF-04 
 
R-NF-05 
Desc. Breve Rendimiento  
Prioridad  Alta        □ Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El sistema debe evitar la duplicidad o pérdida de información. Debe soportar el 
envío de datos de dos nodos sensores en el intervalo de 1 minuto. 
Tabla 27: Requisito R-NF-05 
 
R-NF-06 
Desc. Breve Fiabilidad 
Prioridad  Alta        □ Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El sistema debe evitar cualquier tipo de interacción humana durante la vida del 
nodo sensor y una vez que éste haya sido instalado en el lugar donde se realicen 
las mediciones. Debe ser autónomo. 











Desc. Breve Disponibilidad 
Prioridad  Alta        □ Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El sistema sólo se verá alterado por la duración de las baterías de los nodos 
sensores. Debe estar a disposición del usuario que consuma su servicio en todo 
momento. 
Tabla 29: Requisito R-NF-07 
 
R-NF-08 
Desc. Breve Mantenimiento de los nodos sensores 
Prioridad  Alta        □ Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29//07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
El voltaje de las baterías oscila entre 3.3 y 4.2 voltios por lo que se realizarán 
los recambios de baterías cuando las que están siendo usadas por los nodos 
están a punto de agotarse, es decir, aquellas próximas a 3.3 voltios. 
Tabla 30: Requisito R-NF-08 
 
R-NF-09 
Desc. Breve Plataforma hardware WSN 
Prioridad  Alta        □ Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Se utilizara la placa Waspmote Board v1.2, la Gases Sensor Board, la placa 
Smart Cities, dos tarjetas de red Xbee Pro S1, sensores de luz, CO2, CO, 
PM10, humedad, temperatura y polvo; y un gateway con tarjeta de red Xbee 
Pro S1. Todos los componentes forman parte del University Kit comprado a 
Libelium. 
Tabla 31: Requisito R-NF-09 
 
R-NF-10 
Desc. Breve Sistema operativo de la estación base 
Prioridad □ Alta         Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 19/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada La estación base utilizará el Sistema Operativo Ubuntu v12.04.4 LTS. 









Desc. Breve Lenguaje de programación nodos sensores 
Prioridad  Alta        □ Media        □ Baja       
Necesidad □Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Se utilizará el lenguaje de programación propio del kit de desarrollo de 
software de Libelium, el Waspmote PRO IDE. 
Tabla 33: Requisito R-NF-11 
 
R-NF-12 
Desc. Breve Lenguaje de programación fichero intermediario.c 
Prioridad □ Alta         Media        □ Baja       
Necesidad □ Esencial              Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada El lenguaje de programación del fichero intermediario.c será C. 
Tabla 34: Requisito R-NF-12 
 
R-NF-13 
Desc. Breve Base de datos 
Prioridad □ Alta         Media        □ Baja       
Necesidad  Esencial             □ Deseable            □ Opcional         
Claridad  Alta        □ Media        □ Baja       Verificabilidad  Alta     □ Media      □ Baja       
Fecha de creación 29/07/2014 
Estabilidad Durante toda la vida del sistema 
Descripción detallada 
Para el almacenamiento de los datos obtenidos por la red de sensores se 
utilizará el servidor de base de datos MySQL. 
Tabla 35: Requisito R-NF-13 
 





Diseño del sistema 
En este capítulo se detallarán las decisiones de diseño de cada parte del proyecto, así 
como la resolución de problemas encontrados y la puesta en marcha de la propuesta de 
arquitectura de la red de nodos inalámbrica tal y como se detalla en el capítulo de 
Análisis del Sistema. 
5.1 Decisiones de diseño 
Este apartado detallará las decisiones de diseño finales escogidas para el desarrollo 
del proyecto. A continuación, se detallará el diseño de cada uno de los aspectos 
relevantes en el desarrollo del sistema. 
5.1.1 Estándares 
Se han estudiado el documento Calidad del aire interior en edificios de uso 
público[33] en el que se reflejan diferentes normativas para cada uno de los 
contaminantes con los que se ha trabajado y el documento Global City Indicators[34] con 
las posibles aplicaciones que este tipo de sistemas puede llegar a desarrollar. Estas 
normativas se han escogido por grado de afinidad con las condiciones del entorno en que 
se van a desarrollar (un laboratorio).  




Como se ha detallado en el apartado 2.3.2 del capítulo Estado de la cuestión, las 
normativas utilizadas como referencia para medir los límites de calidad del aire para cada 
contaminante son: el Real Decreto (R.D.), el Instituto Nacional de Seguridad e Higiene 
en el Trabajo (INSHT), y la Occupational Safety and Health Administration (OSHA). 
5.1.2 Lenguaje de programación nodos sensores 
Como ya se ha comentado anteriormente, Libelium dispone de un SDK (Kit de 
Desarrollo de Software) propio para el desarrollo de aplicaciones en sus waspmote. Esta 
aplicación se llama Waspmote y se encuentra dentro del kit de desarrollo de Software 
proporcionado por Libelium para la programación de nodos sensores. En concreto se ha 
utilizado la versión 4.0 para Linux de 64 bits, y la API Waspmote Pro API v006.  
5.1.3 Protocolo de comunicación nodos sensores 
El protocolo de comunicación escogido para el envío de mensajes es el protocolo 
802.15.4 (Zigbee). Cada una de las waspmote llevará un software integrado, el cual se 
encargará de recoger los datos obtenidos por sus sensores, de transformarlos a formato 
ppm si fuese necesario (CO y CO2) y de enviarlos. Para poder enviar los datos a través de 
la red será necesario indicarles a qué canal de comunicación deben conectarse, la 
contraseña para el cifrado de los mensajes y la dirección asignada al nodo gateway para 
asegurar que la conexión con dicho nodo queda establecida sin ningún tipo de error. 
 
Además, se ha decidido que los nodos sensores envíen los datos en formato 
broadcast. Esto se ha decidido con vistas a que en el futuro se pueda usar una red más 
amplia con el objetivo de que los nodos sensores puedan contactar con el nodo gateway 
más cercano que encuentren y enviarle así la información que hayan recogido. 
 
Se ha decidido que cada waspmote mande un único mensaje que contenga todos los 
datos relevantes en lugar de enviar mensajes troceados con partes de toda la información. 
Esta decisión de diseño se ha adoptado por dos motivos: 1) la comodidad de tener sólo 
una única línea de datos con toda la información, evitando con ello tener que identificar 
cada una de esas líneas o tener que rehacer el paquete en el lado receptor; y 2) el fichero 
intermediario.c lee línea a línea el fichero y de cada una de ellas obtiene la información 
que se insertará en la base de datos. Esta operación es mucho más sencilla que tener que 
rehacer un paquete y establecer medidas de identificación de los paquetes para poder 
reconstruirlos en la zona del receptor. Esto se puede realizar gracias a que la cantidad de 
información que se necesita transmitir no supera el límite máximo del protocolo de 
comunicación Zigbee establecido por Libelium en su API, que es 100 bytes. 
 
Los mensajes están formados por la identificación de la placa que transmite la 
información, los datos recogidos por sus sensores, la fecha y hora en que se realiza la 
medición y un carácter de salto de línea (\n) que se encargará de separar el contenido 
relevante de la cola del mensaje (contiene información extra del mensaje). Todo ello 
ocupa menos de los 100 bytes límites del protocolo de comunicación Zigbee. 
Id.Placa+Sensor1+Sensor2+Sensor3+Fecha+Hora+\n 




Por último, se ha decidido que se realicen envíos periódicos de datos cada minuto. 
En caso de que se requiera, se puede aumentar o disminuir la frecuencia con la que se 
envían mensajes desde los nodos sensores. 
5.1.4 Placas y sensores utilizados 
Como ya se ha comentado, para la realización del estudio de la calidad del aire se ha 
decidido utilizar únicamente las placas Gases Sensor Board y la Smart Cities Board. En la 
primera se han instalado los sensores de CO, CO2 y humedad; mientras que en la 
segunda se han instalado los sensores de PM10, Temperatura y Luz. 
 
Además, para ambas se han utilizado sólo las baterías recargables, es decir, se han 
utilizado las baterías de 2300mAh y las de 6600mAh. Esto se ha hecho para determinar la 
diferencia de tiempo de vida de las placas cuando tienen acoplada una batería u otra. 
Además, se ha hecho uso del panel solar en una de las placas, con el objetivo monitorizar 
cómo de auto-sostenible puede llegar a ser una placa al compararlo cuando se usa la 
misma placa con la misma batería pero sin el panel solar. 
5.1.5 Formato del valor recogido por los sensores 
Ha sido necesario incluir este apartado, debido a que los sensores de CO y CO2 
devuelven su resultado en Voltaje lo que no ayuda a la hora de realizar las comparaciones 
con la normativa aplicada para cada uno de ellos y saber si exceden el valor límite o no. 
Este voltaje debe ser convertido a la unidad científica correspondiente aplicando una 
fórmula dada por el fabricante. En nuestro caso, el nuevo formato será partes por millón 
(ppm), que para cada caso se obtiene de una forma distinta: 
 CO: Se aplicarán dos funciones de la API de Libelium, primero se pasará el 
voltaje a formato Kiloohmios (kohms) mediante la función 
calculateResistance: 
SensorGasv20.calculateResistance(); 
Tras esto se aplicará la función calculateConcentration para pasar los valores 
de kohms a ppm: 
SensorGasv20.calculateConcentration(); 
 CO2: Se aplicará una única función basada en el tutorial creado por uno de los 
usuarios del foro de Libelium [29] en el que se explica paso a paso el porqué 
de la ecuación: 
float ppm_co2=pow(10, ((0.22-co2)+158.631)/62.877 ); 
5.1.6 Configuración nodo gateway 
Los nodos gateway de Libelium no son programables, lo cual quiere decir que no es 
posible modificar el comportamiento que viene instalado en los mismos y que ha sido 
previamente cargado por el fabricante. Sólo se puede realizar la configuración de algunos 
aspectos necesarios para que la comunicación del sistema sea la adecuada. Para ello, se 




han tenido que utilizar dos herramientas externas al entorno de Libelium, la primera es la 
herramienta X-CTU encargada de la configuración del nodo, y la segunda es la 
herramienta Wine propia de Ubuntu, ésta se necesita para poder ejecutar la herramienta 
X-CTU. 
 
Se ha determinado que el nodo gateway utilizará un canal específico al que los nodos 
sensores enviarán su información, así como un PAN ID (Personal Area Network 
IDentification) y una dirección asignada. Además, se ha establecido que la red estará 
cifrada por una clave AES de 128 bits y un ratio de baudios de 115,200. A continuación 
se detalla el proceso para la configuración del nodo gateway [32] y así cumplir con éstas 
especificaciones: 
 
1. X-CTU es una herramienta diseñada para el sistema operativo Windows, por 
lo que debemos utilizar el programa WINE que es una implementación del 
sistema Windows en Unix. Una vez esté instalado, se crearán enlaces 
simbólicos que realizará el mapeado de puertos de Linux a puertos de 
Windows. Descargaremos X-CTU y le daremos permisos de ejecución, tras 
esto abriremos el instalador de X-CTU desde el programa WINE, donde 
podremos verificar que los puertos están abiertos y una vez instalado 
podremos ejecutarlo desde WINE sin mayor problema. Una vez iniciado el 
programa X-CTU se mostrará una ventana similar a la de la Figura 30: 
 
Figura 30: Interfaz X-CTU (Tomado de [32]) 
2. Se instala la tarjeta Xbee Pro S1 al nodo gateway. 
3. Se acopla el nodo gateway al puerto USB de la estación base. 
4. Se abre la aplicación X-CTU. Tras esto se elige el puerto apropiado para 
realizar la comunicación y se realiza la siguiente configuración: 





Figura 31: Configuración previa X-CTU (Tomado de [32]) 
5. Pulsaremos el botón "Test" y el programa mostrará un mensaje similar al  
siguiente: 
 
Figura 32: Resultado configuración previa (Tomado de [32]) 




6. Pulsaremos el "OK" e iremos a la pestaña "Modem Configuration" y 
seleccionaremos la opción "Read" para configurar los parámetros del nodo 
gateway: 
 
Figura 33: Pestaña de configuración (Tomado de [32]) 
7. Configuramos el canal (opción CH) con el valor ‘C’. 
 
Figura 34: Configuración del canal (Tomado de [32]) 




8. Configuramos el PAN ID y le damos el valor 3332. 
 
Figura 35: Configuración PAN ID (Tomado de [32]) 
9. Configuramos las direcciones de destino que se encuentra dividida en dos 
partes: 
 
Figura 36: Configuración dirección de destino (Tomado de [32]) 




10. Configuramos la clave de cifrado AES (en hexadecimal): 
 
Figura 37: Configuración clave (Tomado de [32]) 
Para introducir la clave pulsaremos el botón "Set", escribiremos la contraseña y 
pulsaremos el botón "OK". 
11. Configuramos el ratio de baudios de la interfaz, en nuestro caso 115200. 
 
Figura 38: Configuración del ratio (Tomado de [32]) 




12. Configuramos las opciones de la API: 
 
Figura 39: Configuración de las opciones de la  API (Tomado de [32]) 
Una vez modificados los parámetros se pulsa el botón "Write" de la misma pestaña 
para almacenar los cambios. Por último, se pulsa el botón "Save" también localizado en 
la misma pestaña para cargar la nueva configuración al nodo gateway. 
 
Para este proyecto se ha estimado que con un nodo gateway es más que suficiente 
para monitorizar y controlar la red de nodos generada. Además, la cantidad de tráfico que 
pasa a través de él no es elevada por lo que no se producirán problemas como los clásicos 
cuellos de botella.  
5.1.7 Sistema operativo estación base 
Como sistema operativo para la estación base se ha elegido Ubuntu 14.04.1 LTS por 
ser un sistema libre y de código abierto, reduciendo así los costes del proyecto. Además, 
en él se integran perfectamente la tecnología waspmote, las herramientas externas 
utilizadas y el servidor de base de datos elegido. 
5.1.8 Interfaz del sistema 
Para la visualización de los mensajes recibidos por el nodo gateway, ha sido 
necesaria la utilización de otra herramienta externa, CuteCom[26]. Ésta permite 
visualizar la información recibida por el nodo gateway y almacenarla en un fichero de 




registro cuyo nombre es especificado por el usuario. En la siguiente figura se muestra la 
interfaz de CuteCom: 
 
Figura 40: Interfaz CuteCom 
Como se puede observar en la esquina superior derecha de la interfaz se puede 
seleccionar el puerto, las funciones a realizar sobre él (lectura y/o escritura), los baudios, 
etc. En la esquina superior izquierda se abre y cierra la escucha del dispositivo (Open 
device y Close device, respectivamente). En la parte central es donde se muestra la 
información captada por el puerto seleccionado, la cual puede almacenarse en un fichero 
de registro si se habilita la opción "Log to"(situado bajo la ventana de muestra de datos)  
y si se indica un fichero. Además, la información mostrada puede ser borrada si se desea 
a través del botón Clear situado también bajo la ventana de muestra de datos. Por último, 
la zona inferior se utiliza para realizar envíos de fichero, indicar salto de línea (LF) tras 
cada recepción y hacer que se posicione al inicio de la línea (CR) y no en otra posición. 
 
A continuación se muestra un ejemplo de valores recibidos y mostrados en la 
pantalla de CuteCom:  





Figura 41: Prueba CuteCom 
Estos datos serán almacenados en un fichero, al cual se aplicará un proceso del 
limpieza tal y como se indica en el siguiente apartado. Este proceso de limpieza consiste 
en obtener un fichero que contenga sólo la información relevante, deshaciéndonos de las 
innecesarias cabeceras y colas de mensaje. 
5.1.9 Limpieza fichero de datos 
Una vez se han obtenido los datos en el fichero de registro por la herramienta 
CuteCom, es necesario "limpiar" el fichero, es decir, descartar la información de control 
y almacenar sólo la información relevante (la que se va a almacenar en base de datos para 
realizar posteriores estudios). Esta limpieza se ha realizado a través de la terminal de 
Ubuntu utilizando el comando "sed". La limpieza consiste en eliminar las cabeceras de 
comunicación y las colas de mensaje con líneas con caracteres codificados. Los datos 
relevantes serán almacenados en un nuevo fichero para evitar posibles contratiempos. 
 
El proceso de limpieza del fichero es el siguiente: 
1. Se elimina la primera línea, ya que esta contiene la cabecera de comunicación 
con los datos del canal, contraseña y dirección a la que dirigirse. Tras esto se 
almacenan los nuevos datos en un fichero nuevo. 
sed '0d' nombre_fichero > fichero_nuevo 
2. Se elimina toda aquella línea que contenga una cola de mensaje, para 
identificarla se han separado previamente los datos relevantes de las colas de 
mensaje en dos líneas mediante el caracter \n. Cada una de las líneas con 
colas de mensaje están identificadas por un número único correspondiente a 
la placa que transmite los datos. Estos identificadores son #382538640# y 
#382528411# por lo que lo único que se debe hacer es indicar que se borren 
las líneas que contengan esta secuencia de datos. 




sed '/#382538640#/ d'  fichero_nuevo 
sed '/#382538411#/ d'  fichero_nuevo 
3. Se elimina la última línea puesto que puede contener caracteres extraños o 
puede tener una línea con información relevante pero cortada a la mitad, etc. 
Es decir, se elimina para evitar posibles contratiempos que puedan suceder.  
sed '$d' fichero_nuevo 
5.1.10 Conexión a base de datos  
Se ha elegido el servidor de datos MySQL para el almacenamiento de datos de este 
proyecto que se alojará en la estación base. Las razones principales por las que se ha 
elegido son su carácter de software libre, su facilidad de uso mediante la ejecución de 
scripts y creación de backups y por su afinidad con las necesidades del proyecto. 
  
Se ha creado un programa en C llamado "intermediario.c" cuya primera 
funcionalidad es conectarse a la base de datos. Además, lee el nuevo fichero limpiado 
línea a línea, donde de cada línea va obteniendo la información relevante y una vez 
obtenida toda la información realiza la subida de datos a la base de datos utilizada. Se han 
controlado con excepciones los posibles problemas que puedan producirse en el 
transcurso de la ejecución del programa, como introducción de un fichero inexistente, 
problemas durante la conexión y subida errónea de datos a base de datos, etc.  
 
Además, el fichero intermediario.c genera un fichero para el almacenamiento de los 
mensajes de peligro que contienen los datos de los contaminantes que superen alguno de 
los estándares seguidos. A este fichero se le ha dado el nombre de Peligro.log, el cuál 
contiene un mensaje de advertencia sobre el elemento en el que se ha detectado nivel de 
insalubridad y la fecha y hora en que éste se produjo. 
5.1.11 Lenguaje de programación 
El lenguaje de programación escogido para el programa intermediario.c, encargado 
de procesar los datos, conectar con base de datos y almacenar dicha información en la 
base de datos es C. Se ha escogido así porque C es un lenguaje simple, eficiente y flexible 
que permite realizar todas estas operaciones de una forma más estructurada y sencilla de 
comprender. Además, de que es el entorno con el que más se está familiarizado por la 
cantidad de experiencia obtenida a lo largo de la carrera al tener la gran mayoría de las 
asignaturas en dicho lenguaje de programación. 
5.1.12 Panel solar 
En alguna de las pruebas que se realizarán, se hará uso del panel solar proporcionado 
por el University Kit de Libelium. El objetivo de acoplar el panel solar a una de las placas 
es el de comprobar si el tiempo de vida de las mismas aumenta o no de forma 
considerable al llevar dicho panel solar instalado. El panel solar utilizado es un panel 
rígido cuyas dimensiones son 234 x 160 x 17 mm, de 7V - 500mA. 





A continuación se muestra una figura con el panel solar utilizado durante el 
desarrollo del proyecto: 
 
Figura 42: Panel solar utilizado (Tomado de [39]) 
5.2 Esquema del sistema 
El sistema realiza mediciones a través de los sensores instalados en los nodos 
sensores, éstos últimos enviarán los datos al nodo gateway acoplado a la estación base 
mediante un puerto USB. A su vez, el gateway transmitirá la información recibida a la 
estación base, la cuál será visualizada y almacenada en un fichero de registro a través de 
la herramienta CuteCom. Una vez terminada la comunicación se procederá a la limpieza 
del fichero de registro desde la terminal mediante la utilización del comando "sed", donde 
el nuevo fichero limpio se almacenará con un nombre distinto a fin de evitar condiciones 
de carrera que puedan producirse al realizar lecturas mientras que se está realizando una 
operación de escritura sobre el fichero de registro. Tras la limpieza se utilizará el 
programa intermediario.c encargado de la conexión a base de datos, de la recogida de 
datos del fichero limpiado y la subida de estos datos al servidor de base de datos MySQL 
en caso de ser mensajes con información relevante o bien añadirlos al fichero Peligro.log 
en caso de tratarse de mensajes de peligro. Una vez ejecutado accederemos a MySQL 
para comprobar que los datos se han almacenado correctamente, para así poder realizar 
estudios y evaluaciones a través de la realización de consultas a dicha base de datos. Por 
último, accederemos al fichero de Peligro.log en caso de que se haya recibido algún 
mensaje de peligro. El proceso descrito se puede ver de manera detallada en el siguiente 
esquema del sistema: 





Figura 43: Esquema del sistema diseñado 
Como ya se ha mencionado, la comunicación se realiza a través del protocolo de 
comunicación 802.15.4 (Xbee), por lo que es necesario ajustar el contenido de los 
mensajes de los nodos sensores para evitar pérdidas de información. El máximo de datos 
permitido para este tipo de comunicación es de 100 Bytes.  
5.3 Arquitectura de red 
Existen dos posibles opciones para la arquitectura de esta red: arquitectura 
centralizada y arquitectura distribuida, tal y como se detalla en el capítulo 2 del presente 
documento. En este caso, se ha decidido que la red diseñada para este proyecto tenga una 
arquitectura centralizada, ya que es la arquitectura que más se acopla a la propuesta 
realizada en el capítulo Análisis del sistema. Esto se debe a que la red estará formada por 
dos nodos sensores, donde uno llevará instalada la placa Gases Sensor Board y la otra la 
Smart Cities Board; se utilizará un único nodo gateway para la recepción de datos 
emitidos por los dos nodos sensores y éste a su vez estará conectado a un puerto USB de 
la estación base. 
El esquema de comunicación utilizado por los participantes de la red es el mismo que 
el especificado en el apartado 4.2.1 del presente documento. 




Hay que tener en cuenta que en este proyecto se va a desarrollar un prototipo 
completo pero que hace uso únicamente de tres nodos; esta red, sin embargo, está 
destinada a crecer, por lo que el número de nodos sensores y nodos gateway se verá 
aumentado en un futuro. Por ello, sería buena idea analizar, en futuras implementaciones, 
si es necesario un cambio de arquitectura, ya que cuanto mayor sea la red mayores 
problemas tendrá la red centralizada, llegando un momento en el que se debería adoptar 
una arquitectura distribuida para paliar dichos inconvenientes. 
5.3.1 Sensores utilizados 
El sistema utiliza distintos sensores para determinar la calidad del ambiente de 
acuerdo a las normativas seleccionadas. A continuación, se detalla donde se instala cada 
uno de ellos así como sus características y funcionalidades propias. 
 Sensor de humedad: este sensor se puede instalar en cualquiera de las dos placas, 
por comodidad se ha decidido instalar en la Gases Sensor Board. Se encarga de 
medir el porcentaje de humedad relativa (%RH) existente en el ambiente. Se 
conecta mediante tres patillas a la placa. 
 
Figura 44: Sensor de Humedad (Tomado de [30]) 
 Sensor de temperatura: encargado de medir el nivel de la temperatura en grados 
centígrados (ºC). Se instala en la Smart Cities Board. Se conecta mediante tres 
patillas a la placa. 
 
Figura 45: Sensor de Temperatura (Tomado de [31]) 
 Sensor de CO: encargado de medir las muestras de monóxido de carbono del 
aire. Se instala en la Gases Sensor Board. Consta de cuatro patillas que se 
conectan a la entrada 4A de la placa. El resultado de la medición es expresado en 
voltaje (V) por lo que es necesario pasarlo a formato partes por millón (ppm).   





Figura 46: Sensor de Monóxido de carbono (Tomado de [30]) 
 Sensor de CO2: encargado de las muestras de dióxido de carbono del aire, se 
conecta a la Gases Sensor Board, el resultado de la medición se devuelve en 
voltaje (V), por lo que, al igual que antes, es necesario hacer una conversión de 
este tipo de datos a ppm. La conexión a la placa se hace mediante el acoplamiento 
de sus cuatro patillas. 
 
Figura 47: Sensor de Dióxido de carbono (Tomado de [30]) 
 Sensor PM10: este sensor se encarga de tomar muestras de las partículas PM10, 
aquellas que pueden provocar daños respiratorios en la salud. Consiste en una caja 
metálica pequeña con un agujero en el centro por el que mide la cantidad de polvo 
desprendido en el ambiente. Se acopla a la Smart Cities Board. El valor devuelto 
por el sensor viene dado en mg/m³. 
 
Figura 48: Sensor de PM10 (Tomado de [31]) 
 Sensor de luz: se ha instalado este sensor dado que está directamente ligado con 
el sensor de temperatura. Así cuando se realicen las mediciones durante varios 
días podremos saber si se están tomando mediciones de noche o de día. Se trata de 
una fotorresistencia que se acopla mediante sus dos patillas a la placa Smart Cities 
Board. El valor devuelto viene dado en porcentaje (%). 





Figura 49: Sensor de Luz (Tomado de [31]) 
5.3.2 Placa de muestreo de Gases Sensor 
La Gases Sensor Board es la encargada de medir los diferentes tipos de 
contaminantes que puedan encontrarse en el ambiente en estado gaseoso. Como ya se ha 
indicado sólo se instalarán los sensores de CO, CO2 y Humedad, dado que son los únicos 
de que disponemos y que a su vez ayuden a determinar la calidad del aire. El software 
cargado en esta waspmote se encarga de tomar los valores recogidos por los sensores, la 
fecha y hora de la medición, comprobar el voltaje de la batería y de enviar un mensaje en 
modo Broadcast para que el gateway instalado reciba los datos y los retransmita a la 
estación base. El nombre dado a la aplicación software para esta placa será Gases Sensor 
Board Proyecto. A continuación se muestra una imagen de la distribución de esta placa: 
 
 
Figura 50: Gases Sensor Board (Tomado de [30]) 
Como se puede observar esta tiene diferentes entradas para sensores de gases, así 
como la temperatura, la humedad y la presión atmosférica. 
 
El formato de envío de mensajes consistirá en la identificación de la placa, en este 
caso "GB", los datos de los sensores de CO, CO2 y Humedad; la fecha y hora en que se 
toma la muestra y por último una cadena de salto de línea para facilitar la recogida de 
datos en el lado del receptor. 
GB+CO+CO2+Humedad+Fecha+Hora+\n 




En este caso será necesaria la aplicación del cambio de formato comentado al inicio 
de éste capítulo en donde los resultados en voltaje de CO y CO2 deben pasarse a ppm. 
Además, la frecuencia designada para la emisión de datos desde esta placa es de 1 
minuto. 
5.3.3 Placa de muestreo Smart Cities 
La Smart Cities Board es la encargada de medir diferentes tipos de contaminantes 
que puedan encontrarse en el ambiente. Como ya se ha indicado sólo se instalarán los 
sensores de PM10, Temperatura y Luz, dado que son los únicos de que disponemos y que 
a su vez ayuden a determinar la calidad del aire. El software cargado en esta waspmote se 
encarga de tomar los valores recogidos por los sensores, la fecha y hora de la medición, 
comprobar el voltaje de la batería y de enviar un mensaje en modo broadcast para que el 
gateway instalado reciba los datos y los retransmita a la estación base. El nombre dado a 
la aplicación software para esta placa será Smart Cities Board Proyecto. A continuación  
se muestra una figura de la placa Smart Cities utilizada con las diferentes entradas y 
salidas de sensores que permite instalar: 
 
 
Figura 51: Smart Cities Board (Tomado de [31]) 
El formato de envío de mensajes consistirá en la identificación de la placa, en este 
caso "SC", los datos de los sensores de PM10, Temperatura y Luz; la fecha y hora en que 
se toma la muestra y por último una cadena de salto de línea para facilitar la recogida de 
datos en el lado del receptor. 
SC+PM10+Temperatura+Luz+Fecha+Hora+\n 
En este caso no será necesario cambiar el formato de los valores tomados por los 
sensores puesto que los valores devueltos son del mismo tipo que los referenciados en las 
normativas de cada uno de ellos. Además, la frecuencia designada para la emisión de 
datos desde esta placa es de 1 minuto. 
5.4 Diseño de la base de datos 




Como se ha comentado anteriormente, se ha decidido utilizar el servidor de datos 
MySQL para el almacenamiento de datos recogidos por la red de sensores. Al ser una 
aplicación nueva, se creará una nueva base de datos propia llamada "Proyecto", en la que 
se ha tenido en mente como objetivo de diseño que la base de datos sea lo más simple 
posible, por lo que sólo se almacenará en ella los datos enviados por cada una de los 
sensores que integran las dos placas utilizadas. Es decir, utilizaremos una tabla para 
almacenar los datos de la Gases Sensor Board y utilizaremos otra para la Smart Cities 
Board.  




















Tabla 36: Distribución base de datos 
Como se puede observar cada campo tiene un formato asignado, a continuación se 
detalla cada uno de ellos: 
 VARCHAR(x): significa que recibirá una cadena de caracteres, donde x es el 
número de caracteres máximo. 
 DECIMAL(x, y): significa que almacenará datos de tipo decimal, donde x es el 
total de dígitos que contendrá el número e y la cantidad de números 
correspondientes a la parte decimal del número. 
 DATE_TIME: recibirá los datos en el siguiente formato yy/mm/dd-hh:mm:ss, 
donde yy será el año, mm el mes, dd el día, hh la hora, mm el/los minuto/s y ss 
el/los segundo/s. 
 FLOAT(): almacena datos de tipo flotante con un único decimal. 
Además, tanto la base de datos como las tablas y sus campos se generan a través del 
usuario Root.  
 
Por último, se necesita generar un nuevo usuario encargado de controlar la base de 
datos, siendo éste el único con permiso para acceder a ella y realizar las diferentes 
operaciones de Inserción, Borrado, Modificación de datos; y Creación, Borrado y 
Consulta de las tablas creadas. Estos permisos para realizar distintas operaciones se 
conocen como privilegios, que son otorgados por el usuario Root al usuario en cuestión. 
Una vez generado el usuario con sus privilegios y la base de datos con sus tablas y 
campos, no será necesario volver a utilizar el usuario Root, ya que el nuevo usuario será 
el encargado de administrar dicha base de datos. 




5.5 Reglas de la calidad del aire 
Las reglas de la calidad del aire utilizadas para el desarrollo de este proyecto son las 
especificadas en el apartado 2.3 del presente documento.  
Lo que se tiene que tener en cuenta es que si se superan los límites establecidos en 
dicho apartado, la waspmote enviará mensajes al nodo gateway indicando el sensor que 
ha superado el valor límite establecido y la fecha y hora en que éste se produjo. La 
siguiente tabla muestra los mensajes enviados por la waspmote en caso de superar el 
límite de unos u otros contaminantes: 
Contaminante Mensaje 
CO "Peligro, niveles de CO insalubre" + Fecha + Hora 
CO2 "Peligro, niveles de CO2 insalubre" + Fecha + Hora 
Humedad "Peligro, nivel de HUMEDAD insalubre " + Fecha + Hora 
PM10 "Peligro, nivel de PM10 insalubre " + Fecha + Hora 
Temperatura 
"Peligro, temperatura elevada" + Fecha + Hora 
"Peligro, temperatura baja" + Fecha + Hora 
Tabla 37: Mensajes individuales de cada sensor 
Estos son los mensajes mostrados para cada sensor de forma individual, pero también 
se ha decidido tener en cuenta si hay más de un sensor que supera los límites establecidos 
al mismo tiempo. Esto se ha determinado para los sensores de CO, CO2 y Humedad de la 
placa Gases Sensor, debido a la peligrosidad de que se combine una situación en la que 
los niveles de los tres sensores sean insalubres. La siguiente tabla muestra los mensajes 
establecidos para las combinaciones de estos tres contaminantes: 
CO CO2 Humedad Mensaje 
Alto Alto Alto "Peligro,CO y CO2 insalubres; Humedad alta" + Fecha+ Hora 
Alto Alto Normal "Peligro,nivel de CO y CO2 insalubres" + Fecha + Hora 
Alto Alto Bajo "Peligro,CO y CO2 insalubres; Humedad baja" + Fecha+Hora 
Tabla 38: Mensajes para combinación de valores CO, CO2 y Humedad 
Estos mensajes serán mostrados por el programa CuteCom y guardados en el mismo 
fichero que contiene los datos de los sensores que posteriormente se subirán a la base de 
datos. Por ello, el fichero intermediario.c estará encargado de separar los datos que se 
quieren subir a la base de datos de los mensajes de peligro (en caso de que se produzcan). 
 
Como se puede observar en cada una de las tablas, el formato de todos los mensajes 
comienza con la palabra "Peligro", por lo que el programa intermediario.c buscará esta 
secuencia de caracteres y en caso de encontrarla creará un fichero de registro llamado 
"Peligro.log" donde se almacenarán todas las líneas que contengan este tipo de mensajes. 
5.6 Protocolo de servicio 




El servicio proporcionado para la comunicación del sistema es el envío de mensajes, 
donde los nodos sensores serán los encargados de enviar los mensajes con la información 
recogida por sus sensores al nodo gateway que permanecerá latente a la espera de recibir 
dichos mensajes. Una vez los reciba se los transmitirá a la estación base, donde se 
almacenará y analizará la información. 
 
Cada placa enviará como mínimo un mensaje con el contenido de los datos recogidos 
por cada uno de sus sensores y como máximo enviará hasta tres mensajes en el caso de 
las Smart Cities y cinco en el caso de la Gases Sensor. El mensaje principal contendrá los 
datos de las muestras, mientras que el resto de los mensajes se utilizarán para notificar 
señales de alarma debido a un valor que sobrepasa los umbrales mínimos para cada 
contaminante. 
 
En el caso de la Gases Sensor Board, el mensaje mínimo a enviar es aquel que 
contiene la información recogida por los sensores instalados en la placa. La estructura del 
mensaje es la misma que la detallada en el apartado 5.3.2 del presente capítulo. Además, 
puede haber hasta cuatro mensajes más, siendo cada uno de ellos mensajes de alarma 
provocados por que los contaminantes medidos sobrepasan el límite establecido. En el 
caso de la placa Gases Sensor los mensajes hacen referencia a niveles altos de CO, CO2, 
humedad, o a la combinación de las tres, siendo el contenido del mensaje el detallado en 
las tablas 37 y 38 del capítulo 5.5 del presente documento. 
 
En el caso de la Smart Cities Board, el mensaje mínimo a enviar es también aquel 
que contiene la información recogida por los sensores instalados en dicha placa, cuyo 
formato de mensaje es el que se detalla en el apartado 5.3.3 del presente capítulo. Por otro 
lado, el número de mensajes enviados por la placa puede incrementarse en dos más, 
siendo cada uno de ellos mensajes de alarma provocados por que los contaminantes 
medidos sobrepasan el límite establecido. En el caso de la placa Smart Cities los 
mensajes de peligro hacen referencia a los contaminantes de PM10 y temperatura, cuyo 
contenido es el indicado en la tabla 37 del capítulo 5.5 del presente documento. 
 
A continuación se indica de forma más estructurada los mensajes a enviar por cada 
una de las placas a fin de hacer más comprensibles las explicaciones anteriores: 
 Gases Sensor Board 
o Mensaje contenido datos sensores (Obligatorio). 
o Mensaje peligro CO (Opcional). 
o Mensaje peligro CO2 (Opcional). 
o Mensaje peligro Humedad (Opcional). 
o Mensaje peligro conjunto de CO, CO2 y/o Humedad (Opcional). 
 Smart Cities Board 
o Mensaje contenido datos sensores (Obligatorio). 
o Mensaje peligro PM10 (Opcional). 
o Mensaje peligro Temperatura (Opcional). 
 
El origen de cada uno de estos mensajes parte de cada una de las placas y tiene como 
destino el nodo gateway instalado en la estación base. Para ello, se realiza el envío de 
todos estos mensajes en formato broadcast a fin de poder localizar al nodo gateway sin 
necesidad de indicar una dirección específica. Se ha optado por este formato de envío de 
mensajes atendiendo a las necesidades futuras en caso de que la red diseñada crezca, ya 




que en el caso en que se utilicen varios nodos gateway la información pueda llegar a 
cualquiera de ellos. 
 
El nodo gateway se encarga de recoger toda esta información y transmitirla a la 
estación base. Los datos recogidos son mostrados a través de la interfaz de usuario 
utilizada, CuteCom, a partir de la cual se guardará la información en un fichero de 
registro o Log, se limpiará para dejar sólo la información relevante y por último se 
aplicará el programa intermediario.c para el guardado de las muestras de los sensores en 
base de datos y el guardado a parte de los mensajes de peligro en un fichero de registro. 





Implementación del sistema 
En este capítulo se aborda la construcción del sistema para la red de sensores 
inalámbrica diseñada en el capítulo anterior. Es decir, el presente capítulo tiene como 
objetivo la explicación detallada de la configuración del entorno, la programación del 
software de aplicación, su instalación y el despliegue de las aplicaciones. 
6.1 Elementos de hardware 
En este apartado se van a detallar los elementos hardware y software utilizados así 
como su proceso de instalación. Los elementos hardware utilizados son: 
 La placa de sensores Gases Sensor Board,  
 La placa de sensores Smart Cities Board,  
 Los sensores  de CO y CO2, el sensor de PM10, el sensor de temperatura, el 
sensor de humedad, y el sensor de luminosidad, 
 Dos baterías de 3300 y 6600 mAh,  
 Dos tarjetas Zigbee Pro S1 y  
 Dos plataformas waspmote.  
 
Cada uno de estos elementos está detallado en el capítulo de Diseño del sistema. 
 
Para poder desplegar la aplicación en el nodo sensor o waspmote se deben realizar 
dos pasos de montaje: 




1. Acoplar las placas Gases Sensor y Smart Cities a sendas waspmote v1.2. 
Además para proporcionar la energía necesaria para mantener sus 
operaciones, deben acoplarse a ésta la batería, la tarjeta Zigbee Pro S1 (que 
dota al sistema de comunicación) y el cable USB a través del cual se 
descargará el software en el nodo sensor. 
2. Instalar los sensores en las placas Gases Sensor o en la Smart Cities, según 
corresponda. 
 
Una vez se tiene una visión genérica del sistema necesario para la implementación de 
los nodos sensores, se va a especificar la instalación de cada uno de los componentes 
hardware anteriormente nombrados. 
6.1.1 Ensamblado de componentes en la waspmote v1.2 
Como ya se ha indicado anteriormente se requieren dos placas waspmote v1.2, dado 
que se va utilizar más de un nodo sensor en la WSN diseñada. A continuación, se detallan 
los pasos a seguir para realizar la correcta instalación de sus componentes. 
1. Se instala la tarjeta Zigbee Pro S1 en la waspmote para comunicación 
inalámbrica. Para ello se instalará dicha tarjeta en el socket 0 y se acoplará a 
la misma una antena de 2dBm.  
2. Se acopla una batería y un cable USB en la waspmote; esto se hace a través 
del Batery Socket y del puerto Mini USB respectivamente. El cable USB está 
conectado a la estación base por su otro extremo. 
3. Se acopla la placa Gases Sensor en una waspmote v1.2 y la placa Smart Cities 
en la otra waspmote v1.2. Para ello los pines de las placas Gases Sensor y 
Smart Cities se acoplan al Sensor I/O (lateral izquierdo) y al SP1-UART 
Socket de sus respectivas waspmotes (ver figura 18 del presente documento). 
 
A partir de los pasos anteriores, se consigue formar una waspmote de dos niveles, 
donde el nivel inferior es la waspmote v1.2 con la tarjeta de comunicación Xbee Pro S1, 
la batería y la conexión del cable USB; y el nivel superior es la placa Gases Sensor o 
Smart Cities según corresponda, en la que se instalarán sus sensores. 
 
Tras definir la estructura y niveles de las waspmotes, se va a detallar la instalación de 
los sensores en cada una de sus placas. 
6.1.2 Ensamblado de Gases Sensor Board e implementación 
En esta placa se integran los sensores de CO, CO2 y humedad utilizados para evaluar 
la calidad del aire (ver Figura 50). A continuación, se detallará el montaje del hardware 
con su correspondiente proceso de instalación de componentes y su posterior 
implementación software para hacer que el nodo sensor funcione correctamente. 
6.1.2.1 Ensamblado de hardware 




En este apartado se abordan los pasos seguidos para el ensamblado de los sensores en 
la placa Gases Sensor, tal y como se indica en la guía GasesSensorBoard_guide[35] de 
Libelium. 
 CO: este sensor se acoplará en el Gas Sensor Socket 4A. Como se puede observar 
este sensor dispone de cuatro patillas o pines mientras que la placa dispone de seis 
entradas. La instalación debe hacerse de modo que las patillas del sensor estén en 
los extremos del socket de entrada de la placa, o lo que es lo mismo, no se debe 
conectar ninguna de las patillas en la zona central del socket. Por último, este 
sensor tiene una patilla horizontal la cual debe colocarse orientada hacia abajo, tal 
y como se muestra en el círculo rojo de la siguiente figura: 
 
Figura 52: Ensamblado sensor CO (Tomado de [35]) 
 CO2: este sensor se instala en el Gas Sensor Socket 1A. Al igual que en el caso 
anterior el socket de CO2 dispone de cuatro patillas mientras que la placa dispone 
de seis entradas, por lo que la instalación se realiza del mismo modo, sólo que esta 
vez la patilla horizontal del sensor debe estar orientada hacia la izquierda, tal y 
como se indica en el círculo rojo de la siguiente figura: 
 
Figura 53: Ensamblado sensor CO2 (Tomado de [35]) 
 Humedad: este sensor se acopla al Humidity socket de la placa. El sensor consta 
de tres patillas que deben casar con las tres entradas disponibles para este socket. 
La siguiente figura muestra la forma correcta de acoplar dicho sensor: 





Figura 54: Ensamblado sensor de Humedad (Tomado de [35]) 
Si el sensor no se instalase como se indica en la Figura 53, no funcionará por lo que 
no recibiremos los datos recogidos por dicho sensor. 
6.1.2.2 Implementación de software 
Una vez se han instalado todos los elementos hardware de la placa Gases Sensor se 
procede a detallar el desarrollo software creado para ella. 
 
El software creado para la placa Gases Sensor se encarga de medir los contaminantes 
de CO, CO2 y humedad. También recoge información sobre el voltaje de la placa con el 
objetivo de obtener su porcentaje y saber así el tiempo de vida del nodo sensor. Una vez 
se recogen, se envían a través del protocolo Zigbee por lo que será necesario especificar 
el canal, el PANID y la clave de encriptado de la red.  
 
Un programa de Libelium (al igual que el de Arduino) se divide en tres zonas: zona 
de librerías y variables globales, zona setup y zona loop. La primera zona indica las 
librerías y variables globales utilizadas por el programa, la segunda zona es la zona de 
configuración que se ejecuta sólo la primera vez, y la tercera zona es la que contiene el 
código que se ejecutará de forma continua durante toda la vida del nodo sensor. 
 
Las librerías a utilizar para esta placa son: 
 WaspXBee802.h: utilizado para el envío de paquetes de forma inalámbrica a 
través del protocolo de comunicación 802.15.4. 
 WaspFrame.h: librería utilizada para formar el paquete a enviar. 
 WaspSensorGas_v20.h: librería que contiene las funciones utilizadas para la 
toma de datos de los sensores de la placa Gases Sensor. 
 
En la zona setup se inicializan las variables utilizadas en el programa, así como la 
activación del puerto USB, del protocolo XBee, el reloj y las funciones específicas de la 
Gases Sensor Board. 
 
Por último, la zona loop alberga el código fuente que se ejecutará cada minuto 
durante todo el tiempo de vida del nodo sensor. A continuación se detallan los pasos 
seguidos para esta parte de la implementación. 
1. Se obtiene el canal de comunicación, el PANID y la clave de cifrado. 





2. Se mide el CO2. 
 
3. Se mide el CO. 
 
4. Se mide la Humedad. 
 
5. Se mide el voltaje de la pila. 
 
6. Se agrupan los datos de los sensores dentro de un mensaje, al que se le añade 
la fecha y hora en que se ha realizado la medición. 
 
7. Se forma el paquete con el contenido del mensaje, el canal, el PANID y la 
clave de cifrado a utilizar. 





8. Se envía el paquete. 
 
Hay que destacar que la fecha y la hora se ha de configurar en cada waspmote, esta 
configuración debe hacerse una única vez para cada waspmote, por lo que se hará dentro 
de la zona setup y se cargarán los datos en la placa utilizada. Una vez cargada se volverá 
a cargar el mismo programa pero con la línea de configuración de fecha y hora 
comentada. El formato de fecha y hora es el siguiente: YY:MM:DD:dd:HH:MM:SS, 
donde YY es el año, MM es el mes, DD es el día del mes, dd es el día de la semana 
(siendo el Domingo el día 1), HH es la hora, MM son los minutos y SS son los segundos. 
El siguiente código muestra la configuración realizada en este proyecto en una de sus 
placas: 
 
6.1.3 Ensamblado de Smart Cities Board e implementación 
En esta placa se integran los sensores de PM10, temperatura y luminosidad utilizados 
para evaluar la calidad del aire (ver Figura 51). A continuación, se detallará el 
ensamblado del hardware con su correspondiente proceso de instalación de componentes 
y su posterior implementación software para hacer que el nodo sensor funcione de forma 
correcta. 
6.1.3.1 Ensamblado de hardware 
 
En este apartado se abordarán los pasos seguidos para la instalación de los sensores 
de placa Smart Cities, tal y como se indica en la guía SmartCitiesBoard_guide[36] de 
Libelium. 
 Temperatura: este sensor se acopla al Temperature Socket de la placa. El sensor 
consta de tres patillas que deben acoplarse en las tres entradas disponibles en la 
placa para el mismo. La siguiente figura muestra la forma correcta de instalar 
dicho sensor: 





Figura 55: Instalación sensor Temperatura (Tomado de [36]) 
El Pin 1 corresponde al Vcc, el Pin 2 corresponde al Output y el Pin 3 corresponde al 
GND. Si el sensor no se coloca de esta forma en la placa no solo no funcionará, sino que 
provocará un corto y sobrecalentará el sensor, por lo que si luego se quiere utilizar no se 
obtendrían medidas reales al estar sobrecalentado.  
 Luz: este sensor se coloca en el Luminosity Socket situado a la derecha del 
Temperature Socket. El sensor consta de dos patillas que se han de conectar en las 
dos entradas del socket de la placa. La siguiente figura muestra la instalación de 
dicho sensor: 
 
Figura 56: Instalación sensor Luz (Tomado de [36]) 
La instalación puede hacerse sin tener en cuenta qué patilla vale para qué entrada de 
la placa, lo único de lo que hay que asegurarse es de conectar las dos patillas a las dos 
entradas de la placa. 
 PM10: este sensor se coloca en el Dust Sensor de la placa. Consta de seis salidas 
que deben conectarse a las seis entradas de la placa. Para poder realizar la 
conexión se utilizará cable y algún tipo de material que evite que dichos cables se 
suelten (bridas, celo, cinta aislante, etc.). La siguiente figura muestra cómo deben 
de conectarse los cables para unir el sensor a la placa: 





Figura 57: Instalación sensor PM10 (Tomado de [36]) 
6.1.3.2 Implementación de software 
Una vez se han instalado todos los elementos hardware de la placa Smart Cities se 
pasa a detallar la implementación software que contendrá dicho nodo sensor. 
 
El software creado para la placa Smart Cities se encarga de medir los contaminantes 
de PM10, temperatura y luminosidad. También recoge información sobre el voltaje de la 
placa con el objetivo de obtener su porcentaje y saber así el tiempo de vida del nodo 
sensor. Una vez se recogen, se envían a través del protocolo Zigbee por lo que será 
necesario especificar el canal, el PANID y la clave de encriptado de la red.  
 
Al igual que en el caso de la Gases Sensor Board, se utiliza el software de Libelium 
que especifica para sus programas tres zonas claramente diferenciadas: zona de librerías y 
variables globales, zona setup y zona loop; las cuales se han explicado en el apartado 
anterior. 
 
Las librerías a utilizar para esta placa son: 
 WaspXBee802.h: utilizado para el envío de paquetes de forma inalámbrica a 
través del protocolo de comunicación 802.15.4. 
 WaspFrame.h: librería utilizada para formar el paquete a enviar. 
 WaspSensorCities.h: librería que contiene las funciones utilizadas para la toma 
de datos de los sensores de la placa Smart Cities. 
 
Como puede observarse las librerías WaspBee802.h y WaspFrame.h son las mismas 
que las utilizadas para la placa Gases Sensor. Siendo WaspSensorCities.h la única que 
varía, ya que es la librería a utilizar por esta placa. 
 
Por otro lado, la zona setup realiza las mismas operaciones que en el caso anterior: 
inicializan de variables utilizadas por el programa, activación del puerto USB, del 
protocolo XBee, del reloj y de las funciones específicas de la Smart Cities Board. 
 




Por último, la zona loop alberga el código fuente que se ejecutará cada minuto 
durante todo el tiempo de vida del nodo sensor. A continuación se detallan los pasos 
seguidos para implementar el software de esta parte: 
1. Se obtiene el canal de comunicación, el PANID y la clave de cifrado. Este 
código es igual que el empleado para la placa Gases Sensor Board. 
2. Se mide la Luminosidad. 
 
3. Se mide el Temperatura. 
 
4. Se mide la cantidad de polvo (PM10). 
 
5. Se mide el voltaje de la pila. Este código es igual que el empleado para la 
placa Gases Sensor Board. 
6. Se agrupa el contenido del mensaje con los datos de los sensores y del 
voltaje, al que se le añade la fecha y hora en que se ha realizado la medición. 
 
7. Se forma el paquete con el contenido del mensaje, el canal, el PANID y la 
clave de cifrado a utilizar. Este código es igual que el empleado para la placa 
Gases Sensor Board. 




8. Se envía el paquete. Este código es igual que el empleado para la placa Gases 
Sensor Board. 
 
Como se puede observar, las operaciones a realizar en las ambas placas son 
similares, por lo que sólo se ha añadido el código fuente correspondiente a 
funcionalidades nuevas, siendo en la toma de muestras de los sensores el único punto en 
el que varían. Además, al igual que ocurría en el caso anterior la fecha y hora se cargará 
una única vez dentro de la waspmote, es decir, en las futuras cargas no será necesario 
indicar de nuevo la fecha del sistema ya que quedará almacenada en la placa. 
6.2 Instalación del Gateway 
La instalación del gateway en el sistema consta de dos pasos: primero se conecta el 
gateway Pro S1 a la estación base a través del puerto USB de la misma y segundo, se 
configura siguiendo los pasos indicados en el apartado 5.1.6 del capítulo Diseño del 
sistema. Es importante recordar que el gateway viene precargado con un software y que 
no es posible la reprogramación del mismo. 
6.3 Fichero de obtención de muestras de 
sensores con CuteCom 
CuteCom es el programa utilizado para hacer de interfaz de usuario del sistema. En 
él se van a mostrar los mensajes transmitidos por los nodos sensores. Los parámetros de 
configuración establecidos son los mismos que los que aparecen en la Figura 40 en el 
apartado 5.1.8 del capítulo anterior. 
 
Una vez queda configurado, solo será necesario seleccionar el puerto del que se 
quiere mostrar la información y pulsar el botón Open device. Esto es útil para seleccionar 
la waspmote de la cual se quieren mostrar los datos. Tras esto comenzarán a mostrarse en 
la pantalla central los datos enviados por los nodos sensores. 
6.3.1 Obtención fichero CuteCom 
Antes de pulsar el botón Open device es necesario marcar la casilla inferior Log to: y 
añadir una ruta con el archivo en el que se quiera guardar la información. El marcado de 
la casilla se puede realizar también después de pulsar Open device pero se corre el riesgo 
de que las primeras líneas de datos enviadas por los nodos sensores no queden guardadas 
en el fichero. 
 
Una vez se desea terminar con la ejecución de CuteCom y por tanto, con el guardado 
de datos en el fichero seleccionado, se cierra la lectura del puerto con Close device y se 




cierra el programa con Quit. Tras cerrar el programa se verificará que el fichero se ha 
creado y ha almacenado datos en el fichero indicado desde CuteCom. 
6.3.2 Limpieza fichero Cutecom 
En este apartado se detallará el proceso de limpieza realizado sobre el fichero creado 
por CuteCom en el apartado anterior. Esta limpieza se realiza con el objetivo de facilitar 
al programa intermendiario.c su labor de subir los datos relevantes a la base de datos. 
Además, si se intenta abrir el fichero antes de limpiarlo aparecerá un mensaje de 
advertencia indicando que el contenido está codificado y no se puede leer. Si aún así se 
decide abrir observaremos que el contenido del fichero está codificado. 
El proceso de limpieza del fichero se realiza desde la terminal de Linux utilizando el 
comando sed, éste se utiliza para hacer operaciones de inserción, borrado y modificación 
a partir de las líneas de fichero que se le vayan indicando. 
En el apartado 5.1.9 del presente documento se especifican los pasos a seguir para 
realizar de forma correcta el proceso de limpieza del fichero. 
6.3.3 Fichero final para el ingreso de datos en base de datos 
Una vez realizados los pasos de limpieza, se habrán borrado del fichero todos los 
caracteres extraños y solo quedará el nuevo fichero con la información relevante. Este 
fichero será accedido a través del programa intermediario.c, donde el programa irá 
leyendo línea a línea el fichero, obteniendo los datos y subiéndolos a base de datos a 
través de operaciones de inserción o añadiéndolos al fichero Peligro.log en caso de 
tratarse de mensajes de peligro. Este proceso se detalla más adelante, en el apartado 6.5 
de este capítulo. 
6.4 Base de datos 
Como ya se ha indicado anteriormente, el gestor de base de datos utilizado para el 
almacenamiento de datos del proyecto es MySQL. Dado que el sistema inicial de Ubuntu 
no dispone del mismo será necesario descargar los paquetes mysql-server y mysql-client. 
Tras realizar la instalación se entrará a la base de datos como Administrador del sistema, 
lo que se conoce como root. 
 
Una vez que se haya accedido se creará una nueva base de datos para el proyecto, 
formada a su vez por tablas que contienen información sobre las placas Gases Sensor y 
Smart Cities, cuya descripción se realizó en el capítulo anterior; además, se creará un 
usuario específico al que se le darán permisos de acceso, inserción, modificación y 
borrado de la base de datos creada. 




6.4.1 Creación de base de datos 
Para la creación de la base de datos es necesario acceder al gestor MySQL como 
root. Para este proyecto, se ha creado una base de datos llamada "Proyecto" que albergará 
las tablas y los datos de cada una de las placas (Gases Sensor o Smart Cities). Para la 
creación de la base de datos en MySQL se introduce la siguiente línea: 
CREATE DATABASE Proyecto; 
Para verificar que se ha creado correctamente se muestra la base de datos con el 
siguiente comando: 
SHOW DATABASES; 
6.4.2 Creación de tablas 
Como se ha indicado en el capítulo de diseño, se ha establecido la creación de dos 
tablas (dentro de la base de datos Proyecto), una encargada de almacenar los datos de la 
Gases Sensor Board y otra de los datos de la Smart Cities Board. Estas tablas se llamarán 
valoresGB y valoresSC respectivamente. Cada una de estas tablas contendrá una serie de 
valores, el identificador de la placa, el voltaje de la batería, los datos de los sensores y la 
fecha y hora en que se realizó la muestra. 
A continuación se va a detallar la operación realizada para la creación de cada tabla 
con los componentes que ésta almacenará: 
CREATE TABLE valoresSC (Placa VARCHAR(3), Voltaje DECIMAL(3,2), 
Luminosidad DECIMAL(5,3), Temperatura DECIMAL(4,2), Polvo DECIMAL(4,3), 
Fecha DATE_TIME); 
CREATE TABLE valoresGB (Placa VARCHAR(3), Voltaje DECIMAL(3,2), CO 
DECIMAL(4,2), CO2 DECIMAL(5,2), Humedad FLOAT(), Fecha DATE_TIME); 
Para comprobar que la creación de ambas tablas ha sido correcta se pueden utilizar 




6.4.3 Creación de usuario y asignación de privilegios 
El siguiente paso a realizar desde el usuario root es la creación de un usuario 
encargado de gestionar la base de datos "Proyecto". Por lo que además de crearlo, será 
necesario dar a este usuario una serie de privilegios con el fin de que cumpla los objetivos 




que se le han encomendado. A continuación se muestra la sentencia utilizada para la 
creación del usuario y su asignación de privilegios: 
GRANT SELECT, INSERT, UPDATE, DELETE, CREATE, DROP ON Proyecto.* 
TO 'curso'@localhost' IDENTIFIED BY 'clave'; 
La sentencia indica que se conceden privilegios para realizar consultas, inserciones, 
actualizaciones y borrados de los datos, así como la creación y eliminación de las tablas 
pertenecientes a la base de datos "Proyecto". Estos privilegios de operación son 
concedidos sólo al usuario curso desde el equipo local, el cual se debe identificar a partir 
de la contraseña clave. 
6.5 El fichero intermediario.c 
Este fichero es el encargado de obtener los datos del fichero limpio e insertarlos en 
una u otra tabla de la base de datos "Proyecto" según corresponda. Como se ha indicado 
anteriormente el programa está desarrollado en C. 
 
Antes de comenzar a realizar cualquier tipo de operación se realizan dos 
comprobaciones previas a modo de control de errores: 
1. Se comprueba que el número de argumentos introducidos en la terminal de 
Linux son los correctos. En este caso ése número de campos es dos, siendo el 
primer campo el nombre del programa y el segundo el nombre del fichero que 
contiene los datos que se quieren leer. En caso de que se introduzca un 
número de campos incorrecto se comunicará al usuario mediante un mensaje 
y se terminará la ejecución del programa. Un ejemplo de ejecución correcta 
del programa es la siguiente: 
./intermediario datos.log 
2. Se verifica que el fichero al que se quiere acceder para obtener sus datos 
existe; de lo contrario, se parará la ejecución del programa y se notificará al 
usuario mediante un mensaje de error. 
 
6.5.1 Conexión a la base de datos 
Una vez que se superan las comprobaciones de error se procede a realizar la 
conexión a la base de datos. Para ello se crea primero un objeto MySQL que será el 
conector del programa C con la base de datos MySQL, a su vez, para crear este objeto se 
utilizará la librería mysql.h. Es decir, este objeto es el usado por el API para mantener las 
variables de la conexión con el motor MySQL. El siguiente código muestra el proceso de 
creación del objeto: 





Como puede observarse se utiliza la función mysql_init(0); para iniciar el 
objeto, donde  0 implica que se cree un objeto de forma dinámica. Además, se realiza una 
comprobación para que en caso de haber algún problema en la creación del objeto se 
termine la ejecución del programa y se muestre el mensaje de error pertinente que 
informa al usuario de lo ocurrido. 
Una vez hemos inicializado el objeto MySQL, se establecerá la conexión con el 
servidor. Para ello se utiliza la función mysql_real_connect(). Esta función 
necesita ocho parámetros: 
1. Objeto MySQL. 
2. El nombre del equipo donde ejecuta el servidor. 
3. El nombre del usuario. 
4. La contraseña del usuario. 
5. La base de datos a la que se desea acceder. 
6. El número del puerto (por defecto se usa MYSQL_PORT). 
7. El Socket Unix, que en caso de conexiones locales será NULL 
8. Opciones del usuario (por defecto se usa 0 si no se quieren opciones). 
A continuación se muestra la función implementada: 
 
Al igual que antes se realiza una comprobación por si ocurriese algún error durante el 
proceso. En caso contrario, se habrá realizado la conexión con la base de datos. 
6.5.2 Lectura fichero final con muestras 
Una vez realizada la conexión se comienza a leer línea a línea el fichero, para ello 
nos valdremos de la operación fgets(). A esta función se le pasan tres parámetros: 
1. La cadena donde se almacenará la línea del fichero. 
2. Máximo número de caracteres a almacenar en la cadena. 
3. El fichero del que leerá cada línea. 




Esta operación se realizará de forma continua hasta llegar al final del fichero, para lo 
que utilizaremos un bucle y la sentencia feof(). Como se ha indicado en el capítulo de 
Diseño del sistema, el formato de los mensajes del nodo sensor es el siguiente: 
 Gases Sensor Board: Id. placa + Voltaje + CO + CO2 + Humedad + Fecha 
 Smart Cities Board: Id. placa + Voltaje + Temperatura + Luz + PM10 + Fecha 
Tomando como referencia esta estructura, lo primero que se hace es comprobar de 
qué placa procede la línea a partir del identificador de placa. Según de cual proceda se 
realizará el almacenamiento de unos sensores u otros en variables locales. La forma para 
identificar cada variable consiste en buscar cadenas de caracteres que concuerden con los 
valores buscados. Esto se detalla de forma más específica en el apartado 6.6 del presente 
capítulo. A continuación, se muestran una serie de ejemplos: 
 Identificador de placa: se busca la secuencia de caracteres STR:GB o STR:SC o 
STR:Pe en los once primeros caracteres de la línea. Una vez localizada se guarda 
el valor GB o SC o Pe en la variable PLACA según corresponda. El siguiente 
código muestra dicho proceso: 
 
Como puede observarse se busca caracter a caracter con linea[x], linea[x+1]... y 
comparándola con código ASCII correspondiente a las letras que forman la secuencia 
buscada. 
Una vez identificada la placa asociada al mensaje que se está leyendo, se pasa a 
almacenar los valores de unos u otros sensores según corresponda. 
 Sensor de CO2: el proceso de búsqueda es similar al anterior sólo que esta vez se 
recorre la línea entera, siendo la secuencia buscada CO2, y el valor almacenado en 
una variable local diferente. Este valor sólo se puede almacenar en caso de que la 
línea leída sea identificada como GB. 





Al igual que antes se busca caracter a caracter a lo largo de la línea y se compara con 
su correspondiente código ASCII. Para el resto de sensores se aplica la misma lógica. 
 Fecha en formato DATE_TIME: el caso de la variable Fecha es especial dado 
que en base de datos se almacenan juntos la fecha y la hora, mientras que el 
fichero contiene la información separada. La estructura de búsqueda y 
comparación es la misma, sólo que esta vez se utiliza una variable para almacenar 
los dos campos. Primero se busca la fecha y se almacena en la variable, después 
se busca la hora y se almacena en la siguiente posición libre de la variable. Esto se 
realiza así para evitar sobrescribir las posiciones de memoria al almacenar los 
datos cada vez en la variable. El siguiente código muestra el proceso: 






Para todas las líneas el proceso es el mismo, primero se comprueba el identificador 
de placa, luego dependiendo de dónde proceda se realiza la obtención del voltaje, de los 
sensores específicos de la misma y del campo fecha. Esto se detalla de forma más 
específica en el apartado 6.6 del presente capítulo. 




6.5.3 Inserción de datos en base de datos 
Una vez se obtienen todos los datos de cada línea se realizan las inserciones 
pertinentes en una u otra tabla de la base de datos. La inserción de dichos datos se realiza 
al final de cada línea cuando se tienen almacenados todos los datos en sus respectivas 
variables locales. 
6.5.3.1 Inserción tabla valoresGB 
Para la inserción de datos en dicha tabla necesitaremos crear un buffer y una cadena 
que contenga la sentencia de inserción con la tabla y los campos en los que se quiere 
añadir la información. Esto se realiza de la siguiente manera: 
 
Una vez creados las dos variables se asignará el tamaño al buffer, el cual estará 
formado por la longitud de la cadena insercion creada en el paso anterior y por los datos 
recogidos por el fichero intermediario.c. Tras asignarle el tamaño se insertarán los 
valores en dicha cadena buffer. 
 
Por último se asignará el buffer al objeto MySQL creado anteriormente mediante la 
función mysql_query(). El siguiente código muestra dicha operación: 
 
6.5.3.2 Inserción tabla valoresSC 
El proceso de inserción de datos para esta tabla es similar al anterior, sólo que la 
cadena que contiene la inserción deberá indicar la tabla y los campos de la misma; y los 
datos de los sensores también variarán. 
 
Por último, para ambos casos se realizará la liberación de memoria del campo buffer 
y se borrará el contenido de la variable que almacena la fecha con el objetivo de que no 
cause futuros problemas. El siguiente código muestra estas dos operaciones: 
 
6.5.4 Registro de niveles peligrosos de los contaminantes 
Como se ha comentado en el apartado 5.5 del presente documento, se puede dar el 
caso en que el nodo sensor envíe mensajes de peligro y estos sean almacenados en el 
fichero de CuteCom que posteriormente será refinado para poder trabajar con él a través 
del programa intermediario.c. Para estos casos, se buscará la secuencia de caracteres 
"STR:Pe", que encabeza a todo este tipo de mensajes de alerta. Si se encuentra, se tomará 




la línea en la que se encuentre y se reescribirá a un fichero de registro llamado 
PELIGRO.log, con el objetivo de tener controlados y separados este tipo de mensajes del 
resto. El formato de este tipo de mensajes también viene reflejado en dicho apartado. A 
continuación se muestra en el siguiente código el tratamiento realizado para este tipo 
concreto de líneas: 
 
6.5.5 Desconexión de la base de datos 
Una vez que se realicen todas las inserciones del fichero y se salga del bucle al 
terminar con la última línea del fichero, se procede a cerrar el mismo y a cerrar la 
conexión con la base de datos con lo que acabaría la ejecución del programa 
intermediario.c. A continuación, se muestran ambas operaciones: 
 
6.6 Extracción de datos del mensaje 
En este apartado se detallan las reglas establecidas para detectar cada uno de los 
valores recibidos a través del gateway y almacenados en el fichero de registro una vez 
limpiado. Como ya se ha indicado, existen diferentes tipos de mensajes enviados por las 
placas, mensajes de contenido de datos de sensores y mensajes indicadores de peligro. 
En el caso de los mensajes cuyo contenido son los valores tomados por los sensores 
de las dos placas que se están utilizando, es necesario desmembrarlo para obtener uno a 
uno cada uno de los valores que se quieren subir a la base de datos. La forma de hacerlo 
consiste en identificar cada uno de estos valores y conocer el orden en el que se 
encuentran los datos recibidos (Véase aptado 5.3.2 y 5.3.3). 
Una vez se tiene esto en cuenta se pasa a determinar qué tipo de mensaje es la línea 
recibida, el primer campo de todos los mensajes es una cadena identificadora STR, ésta 
puede tener tres valores diferentes: 
 GB: indica que la placa que envía el mensaje es la Gases Sensor Board. 




 SC: indica que la placa que envía el mensaje es la Smart Cities Board. 
 Pe: indica que el mensaje es un indicador de peligro de alguna de las placas. 
Una vez se ha identificado el tipo de mensaje, se pasa a realizar operaciones 
específicas para cada una de ellas: 
6.6.1 Gases Sensor Board 
Tras identificar que la línea proviene de esta placa, se pasa a desmembrar el mensaje 
obteniendo los datos de voltaje, CO, CO2, Humedad y Fecha albergados en dicha línea: 
 Voltaje: para la obtención del voltaje es necesario buscar dentro de la línea el 
conjunto de caracteres "VBAT:" que identifican a este campo. Una vez localizado 
se pasa a almacenar en una variable,  llamada BAT,  los cuatro caracteres 
siguientes (como máximo) a dicha cadena , es decir, si se tiene VBAT:X.XX, la 
variable String almacenará X.XX (se espera este tipo de valor debido a que este 
campo contendrá un número decimal cuya parte entera será de un único dígito). 
 CO: en el caso de los datos de monóxido de carbono se busca la cadena de 
caracteres "CO:". Una vez identificada se almacenan como máximo los cinco 
caracteres siguientes en una variable llamada CO, es decir, si se tiene CO:XX.XX 
la variable almacenará XX.XX (el valor esperado para este tipo de contaminante 
es un numero decimal cuya parte entera este formada al menos por dos dígitos). 
 CO2: en el caso del dióxido de carbono se busca la siguiente cadena de caracteres 
"CO2:", tras localizarla se almacenaran en una variable, llamada CO2, los siete 
caracteres siguientes como máximo. Es decir, si se tiene CO2:XXX.XXX se 
almacenará en la variable XXX.XXX (el valor esperado es un número decimal 
cuya parte entera estará formada como mínimo por tres dígitos). 
 Humedad: en el caso de la humedad se buscará la cadena "HUM:", y se 
almacenarán como máximo los cuatro caracteres siguientes en una variable 
humedad. Es decir, si se tiene HUM:XX.X se almacenará en la variable XX.X. 
Esto se debe a que el valor esperado para este campo es del tipo decimal cuya 
parte entera puede tener uno o dos dígitos. 
 Fecha: el caso de la variable Fecha es especial dado que en base de datos se 
almacenan juntos la fecha y la hora, mientras que el fichero contiene la 
información separada. La estructura de búsqueda y comparación es la misma, sólo 
que esta vez se utiliza una variable para almacenar los dos campos. Primero se 
busca la fecha a partir de la cadena de caracteres "DATE:" y se almacena en la 
variable los ocho caracteres siguientes XX-XX-XX(siendo YY-MM-DD), 
después se busca la hora y se almacena en la siguiente posición libre de la variable 
que se acaba de utilizar. Esto se realiza así para evitar sobrescribir las posiciones 
de memoria al almacenar los datos cada vez en la variable. Para esta segunda 
parte del campo fecha, se busca la cadena de caracteres "TIME:"de la que se 
almacenan sus ocho caracteres siguientes XX:XX:XX (siendo HH:MM:SS). Una 
vez que se almacenan amabas partes la variable queda de la siguiente forma XX-
XX-XX XX:XX:XX (siendo YY-MM-DD HH:MM:SS). 
6.6.2 Smart Cities Board 




Tras identificar que la línea proviene de esta placa, se pasa a desmembrar el mensaje 
obteniendo los datos de voltaje, Luminosidad, Temperatura, Polvo y Fecha albergados en 
dicha línea. 
 Voltaje: la estructura de búsqueda y almacenamiento es igual que el realizado 
para el campo voltaje de la Gases Sensor Board. 
 Luminosidad: en el caso de la luminosidad se buscará la cadena "LUM:", y se 
almacenarán como máximo los seis caracteres siguientes en la variable luz. Es 
decir, si se tiene LUM:XX.XXX se almacenará en la variable XX.XXX. Esto se 
debe a que el valor esperado para este campo es del tipo decimal cuya parte entera 
puede tener uno o dos dígitos y la parte decimal tres dígitos. 
 Temperatura: en el caso de la temperatura se buscará la cadena "TCA:", y se 
almacenarán como máximo los cinco caracteres siguientes en la variable 
temperatura. Es decir, si se tiene TCA:XX.XX se almacenará en la variable 
XX.XX. Esto se debe a que el valor esperado para este campo es del tipo decimal 
cuya parte entera puede tener uno o dos dígitos. 
 Polvo: en el caso del PM10 se buscará la cadena "DUST:", y se almacenarán 
como máximo los cinco caracteres siguientes en la variable polvo. Es decir, si se 
tiene DUST:X.XXX se almacenará en la variable X.XXX. Esto se debe a que el 
valor esperado para este campo es del tipo decimal cuya parte entera está formada 
por un dígito. 
 Fecha: la estructura de búsqueda y almacenamiento es igual que el realizado para 
el campo fecha de la Gases Sensor Board. 
6.6.3 Mensajes de peligro 
Una vez se identifica que se trata de un mensaje de peligro se pasa a almacenar el 
mensaje en un fichero de registro. Esto se ha detallado en el apartado 6.5.4 del presente 
capítulo. 





Evaluación del sistema 
En este capítulo se presentan las pruebas realizadas. Estas pruebas están encaminadas 
a comprobar el correcto funcionamiento de la aplicación y su rendimiento. Estas pruebas 
se realizan en un entorno real, con el objetivo de medir la calidad del aire en un recinto 
público controlado y ver así las condiciones en las que trabajan los empleados de dicha 
zona. Las pruebas se desarrollaron en el laboratorio 2.2.C.06 del grupo ARCOS[38] de la 
Universidad Carlos III de Madrid. En este laboratorio trabaja parte del personal del grupo 
y dispone de varias decenas de ordenadores ejecutando ininterrumpidamente. El objetivo 
de las pruebas es comprobar experimentalmente si este laboratorio es apto para el trabajo, 
en términos ambientales. 
7.1 Evaluación de la aplicación 
Antes de pasar a validar el rendimiento de la aplicación se procede a verificar la 
consecución de todos los requisitos del sistema. Para ello, se ha generado una matriz de 
trazabilidad de requisitos con el fin de identificar la consistencia entre requisitos y las 
pruebas realizadas. En dicha matriz se marcará con una X la casilla donde se identifique 
que la prueba ha cubierto uno de los requisitos de software establecidos en el apartado 4.4 
del presente documento. El objetivo es poder comprobar que todos los requisitos de 
software han sido contemplados dentro de una de las pruebas realizadas. 
 
Trazabilidad de requisitos con las pruebas realizadas: 

































R-F-01 X X X  
R-F-02  X X  
R-F-03  X X  
R-F-04 X X X X 
R-F-05 X X X X 
R-F-06 X X X X 
R-F-07 X X X X 
R-F-08 X X X X 
R-F-09 X X X X 
R-F-10 X    
R-F-11 X X X X 
R-F-12  X X  
R-F-13  X X  
R-F-14  X X  
R-F-15  X X  
R-F-16  X X  
R-F-17  X X  
R-NF-01 X X X X 
R-NF-02  X X  
R-NF-03  X X  
R-NF-04  X X  
R-NF-05  X X  
R-NF-06 X X X X 
R-NF-07 X X X X 
R-NF-08 X X X X 
R-NF-09  X X  
R-NF-10 X X X X 
R-NF-11 X X X X 
R-NF-12  X X  
R-NF-13  X X  
Tabla 39: Matriz de trazabilidad 
Esta matriz de trazabilidad demuestra que el análisis de la consistencia de requisitos 
ha resultado satisfactorio. Todas las funcionalidades están contempladas en los requisitos, 
por lo que se puede concluir que el sistema es consistente. 
7.2 Consumo energético y tiempo de vida  
Las siguientes pruebas están encaminadas a medir el rendimiento del sistema 
desarrollado. En particular, es especialmente interesante medir el consumo de las 
waspmote debido a la ejecución de las aplicaciones desarrolladas y su tiempo de vida, 
dado que se ha de recordar aquí que estos nodos funcionan mediante baterías y que por 
tanto su tiempo de vida va a depender de cómo de rápido drenen esas baterías. Se han 
establecido diferentes escenarios de prueba para cada nodo sensor con el objetivo de 
conocer el consumo de sus baterías y por consiguiente su tiempo de vida. Al tratarse de 




placas con sensores diferentes el consumo de baterías será también diferente, esto se debe 
a que cada sensor realiza un consumo específico para tomar sus propias muestras, por lo 
que la placa que contenga sensores que consuman más energía se agotará antes. Los 
escenarios a evaluar son los siguientes: 
 Escenario 1: control de periodos de medición. 
 Escenario 2: ejecución del sistema diseñado sin hacer uso del panel solar. 
 Escenario 3: ejecución del sistema diseñado haciendo uso del panel solar. 
 Escenario 4: ejecución de un nuevo sistema diseñado con arquitectura distribuida 
que sirve como base para futuros desarrollos del sistema. 
 
A continuación, se detalla cada uno de los escenarios aplicados a las placas. 
7.2.1 Escenario 1 
El primer escenario consiste en verificar la capacidad de control que se tiene sobre la 
toma de medidas de cada placa. Al ser una prueba inicial de control, se ha establecido que 
se realicen envíos de mensajes cuyo contenido sea el nivel de voltaje, la fecha y la hora. 
Esta prueba se ha creado para que dure exactamente un día, por lo que ha sido necesario 
la integración de una alarma que finalice la comunicación una vez se haya cumplido el 
plazo. El programa se ha implementado dentro de dos waspmote v1.2. La única diferencia 
entre la implementación de las placas es que una de ellas dispone de un panel solar para 
recargar la batería y la otra no. 
 
Esta prueba se ha realizado con las baterías de 3300 mAh en cada placa, se ha 
medido y enviado la información al gateway cada minuto, por lo que se espera recibir la 
siguiente cantidad de muestras: 
 
1*60=60 muestras a la hora por placa; 
60*24=1440 muestras al día por placa; 
1440*2=2880 al día ambas placas; 
 
Para la instalación de la alarma, es necesario establecer la fecha, hora y minutos 
exactos en que se comienza a desarrollar la prueba en cada una de las placas (Véase 
párrafo final apartado 6.1.2.2). Este establecimiento de la hora sólo será necesario 
ejecutarlo una vez durante el desarrollo de la prueba por lo que se almacenará en la zona 
setup. En cambio la medición del voltaje y la comprobación de sí han pasado 24 horas 
estará implementado en la zona loop repitiéndose cada minuto. 
 
A partir de los datos de la fecha y horario iniciales se obtendrán y almacenarán en 
variables globales la fecha y horario del día siguiente con el objetivo de finalizar con la 
medición y envío de datos al nodo gateway. Para ello, se comparará cada minuto la fecha 
y horario actual con la fecha y horario límite fijado para el fin de la ejecución, en caso de 
cumplirse terminará y en caso contrario seguirá midiendo y enviando los datos al nodo 
gateway.   
 
Con este escenario se evalúa la capacidad de control que se puede tener de los nodos 
sensores al establecer en que espacios de tiempo se quieren realizar las mediciones y en 
cuales se debe tener al nodo sensor en estado Sleep evitando así que consuma energía de 




forma innecesaria, la cual puede valerle para más adelante aumentando su tiempo de vida 
en el sistema. Por otro lado, el hecho de que una utilice un panel solar y otra no muestra 
la diferencia en el grado de consumo de energía de una y otra placa. 
7.2.1.1 Evaluación del rendimiento 
A continuación, se muestra una figura con los porcentajes de las baterías de ambas 
placas a fin de ver la diferencia entre el uso y no uso del panel solar: 



















Escenario 1: Comparativa consumo 
baterías Con y Sin panel solar
 
Figura 58: Comparativa del consumo realizado por una placa que acopla una placa solar y 
otra que no. 
Como se puede observar, el porcentaje de batería restante de la waspmote que utiliza 
el panel solar es un 5% superior a la waspmote que no lo utiliza. Hay que recordar que se 
ha medido durante un día completo, lo que supone que se ha consumido un 5% de batería 
en el caso de la  waspmote que utiliza panel solar y un 10% en el caso de la que no lo 
utiliza. Esto quiere decir que para la waspmote con el panel solar se ha consumido 
aproximadamente 154mA, mientras que la otra waspmote sin el panel solar ha consumido 
unos 326mA, es decir, más del doble. La diferencia es bastante significativa ya que 
implica que el acoplar el panel solar al sistema para este escenario en el que se realizan 
las mismas mediciones y envío de mensajes supone, aproximadamente, un ahorro de algo 
más del doble de la batería. 
 
A partir de los datos de consumo obtenidos en este primer escenario y de la 
capacidad de cada batería (3300 mAh) se puede determinar el tiempo de vida del sistema, 
ya que: 
Tiempo (días) = Capacidad (mAh)/ Consumo día (mA) 
Es decir, si sabemos la capacidad y el consumo que realiza en un día la placa el 
tiempo de vida de cada una es el siguiente: 
Waspmote con panel solar: Tiempo = 3300mAh/154mA; Tiempo ≈ 21 días; 
Waspmote sin panel solar: Tiempo = 3300mAh/326mA; Tiempo ≈ 10 días; 
Es necesario resaltar que, por simplificación, los cálculos con el panel solar asumen 
una producción constante de energía durante los 21 días, correspondiente a un día del mes 




de julio en Madrid. Sin embargo las condiciones climáticas pueden variar entre un día y 
otro y por ende, la producción de energía. Teniendo esto en cuenta, el hecho de utilizar el 
panel solar sobre placas que realizan las mismas operaciones supone un ahorro 
aproximado del 50% de la batería, lo que es muy beneficioso ya que supone un aumento 
considerable en el tiempo de vida del nodo sensor. Esto se debe a que el panel solar carga 
la batería a la vez que esta está siendo consumida por la placa al realizar las mediciones y 
envío de mensajes, llegando a mantenerse casi constante durante los periodos de más luz 
en el día (entre las 13:00 horas y las 17:00 horas). 
 
Aún así, hay que tener en cuenta de que se trata de una prueba inicial, dado que sólo 
toma el voltaje de la placa, fechar y hora; y lo envía al gateway. Más adelante se realizará 
la comparativa de utilizar el panel solar en placas que toman medidas de los sensores, la 
fecha, el voltaje y envían todo ello al gateway. Sin embargo, sirve de premisa, ya que nos 
muestra como aumenta la durabilidad del tiempo de vida de las placas. 
7.2.2 Escenario 2 
El segundo escenario consiste en someter a la Gases Sensor Board y a la Smart Cities 
Board a la toma de muestras de los sensores mencionados en los capítulos de diseño e 
instalación del sistema, así como el envío de estos valores a través de mensajes que 
utilizan el protocolo 802.15.4, donde el formato de mensajes utilizado es el especificado 
en el apartado 5.1.3 del presente documento. Esta toma de medidas y envío de mensajes 
se realizará hasta que las baterías utilizadas se consuman por completo. Las baterías 
utilizadas para este escenario han sido las de 6600mAh y no se ha acoplado el panel solar 
a ninguna de las placas utilizadas en este escenario. 
 
Este experimento tiene dos objetivos, el primero consiste en analizar la calidad del 
aire a partir de los datos recogidos en la estación base y el segundo es comprobar el 
tiempo de vida y el correcto funcionamiento autónomo de cada una de las placas. Como 
se verá más adelante el segundo objetivo es de gran importancia, dado que se encarga de 
verificar cual es el tiempo de vida real de cada placa cuando utilizan sus sensores y 
realizan envíos de información, lo que a su vez nos ayuda a determinar el nivel de 
consumo de cada placa. 
 
Las baterías están cargadas 100% de su capacidad total, a medida que los nodos 
sensores realizan las mediciones y envíos de mensajes ésta disminuirá. En el siguiente 
apartado se detalla la evaluación de rendimiento obtenida para este escenario. 
7.2.2.1 Evaluación del rendimiento 
A continuación, se muestra una figura en la que se recoge el porcentaje de batería 
restante tras cumplirse 24 horas de la ejecución del programa:  


























Escenario 2: Comparativa de baterías
 
Figura 59: Comparativa del porcentaje restante de las baterías utilizadas en cada placa al 
cabo de un día  
Como se puede observar, el porcentaje de batería restante de la waspmote que utiliza 
la Gases Sensor Board es del 91,50%, lo que supone un consumo diario del 8,5% de la 
batería aproximadamente (561 mA). En cambio, el porcentaje de batería restante de la 
waspmote que utiliza la Smart Cities Board es del 93,48% lo que supone un consumo 
diario del 6,52% de la batería (430 mA). Esta diferencia en el consumo supone un 
aumento de casi el 2% y se debe a que los sensores de la Gases Sensor Board necesitan 
más energía a la hora de realizar las mediciones, sobre todo en lo que se refiere a los 
sensores de CO y CO2. 
 
Al igual que en el escenario anterior,  a partir de los datos de consumo obtenidos en 
este segundo escenario y de la capacidad de cada batería (6600 mAh) se puede 
determinar el tiempo de vida del sistema, ya que: 
Tiempo (días) = Capacidad (mAh)/ Consumo día (mA) 
Es decir, si sabemos la capacidad y dado que el consumo cada día es constante el 
tiempo de vida de cada placa es el siguiente: 
Gases Sensor Board: Tiempo = 6600mAh/561mA; Tiempo ≈ 11 días; 
Smart Cities Board: Tiempo = 6600mAh/430mA; Tiempo ≈ 15 días; 
Por tanto, el tiempo de vida aproximado para la Gases Sensor Board es de once días, 
mientras que el tiempo de vida de la Smart Cities Board es de quince días 
aproximadamente. 
 
Una vez mostrado el tiempo de vida de cada placa se va a pasar a detallar el registro 
de valores obtenidos de los contaminantes de cada placa, a fin de poder realizar el estudio 
de calidad del ambiente y evaluar si las condiciones de trabajo en que se encuentran los 
trabajadores del laboratorio son las adecuadas. Estas muestras son tomadas cada minuto 
durante cinco días, realizándose la media de los valores obtenidos por cada uno de los 
días. Los valores límite máximos  y mínimos se encuentran remarcados en color rojo a fin 
de hacer más comprensible los resultados obtenidos. 




7.2.2.2 Muestras de CO 
Los niveles de monóxido de carbono obtenidos y almacenados en base de datos 
indican que los niveles están por debajo del límite establecido por la normativa OSHA. 
Por tanto, esto indica que los empleados que desempeñen sus labores en el entorno 
analizado no tendrán que preocuparse por los niveles de monóxido de carbono. 
A continuación se muestra una gráfica que indica los valores medios recogidos de 


























21/07/2014 22/07/2014 23/07/2014 24/07/2014 25/07/2014
CO 31,75 32,03 30,54 30,42 31,16
Muestra monóxido de carbono
 
Figura 60: Muestra contaminante monóxido de carbono Escenario 2 
La media de los valores se ha hecho a partir de los valores almacenados en la base de 
datos, separándose éstos por el día en que se tomaron las muestras. Además, los valores 
mostrados vienen expresados en la unidad de medida partes por millón (ppm). 
7.2.2.3 Muestras de CO2 
Los niveles de dióxido de carbono recogidos durante el desarrollo de la prueba están 
lejos de llegar al límite establecido por la normativa  R.D. 1027/2007. 
A continuación se muestra una tabla con los valores medios por día obtenidos de este 
contaminante durante el escenario dos: 




























21/07/2014 22/07/2014 23/07/2014 24/07/2014 25/07/2014
CO2 335,21 336,13 333,79 333 336
Muestra dióxido de carbono
 
Figura 61: Muestra contaminante dióxido de carbono Escenario 2 
Al igual que en el caso anterior, la media de los valores se ha hecho a partir de los 
valores almacenados en la base de datos, separándose éstos por el día en que se tomaron 
las muestras. 
7.2.2.4 Muestras de Humedad 
Los niveles de humedad obtenidos se encuentran por debajo del valor mínimo del 
intervalo establecido por la normativa R.D. 486/1997, es decir, se dan valores por debajo 
del 30 % de humedad relativa. El hecho de que este valor este por debajo del establecido 
es el esperado, ya que la prueba se ha realizado en Madrid durante el mes de Julio (clima 
poco húmedo). Aún así, los niveles de humedad relativa recogidos no se encuentran muy 
alejados del límite mínimo recomendado por el estándar utilizado.  
 
A continuación se muestra una gráfica que detalla los valores de humedad recogidos 


























21/07/2014 22/07/2014 23/07/2014 24/07/2014 25/07/2014
Humedad 28,67 27,59 30,43 26,7 27,3
Muestra humedad
 
 Figura 62: Muestra contaminante humedad Escenario 2 




Como se puede observar los valores de humedad están por debajo del margen 
establecido, aunque no demasiado. Como ya se ha dicho los valores son los esperados 
dada la ciudad y el mes en que se ha realizado las prueba. Además, supondrá que el 
fichero Peligro.log contenga mensajes de alerta transmitidos por la placa Gases Sensor al 
estar por debajo del límite inferior del intervalo establecido por la normativa R.D. 
486/1997. 
7.2.2.5 Muestras de Temperatura 
Las muestras de temperatura obtenidas indican que en gran medida las condiciones 
ambientales son propicias para desarrollar las funciones laborales. Esto se debe a que los 
niveles de temperatura recogidos se encuentran en gran medida dentro de los límites 
establecidos por la normativa R.D. 486/1997. Sin embargo hay que tener en cuenta que se 
han obtenido picos en ciertos momentos del día en que los valores de la temperatura eran 
superiores al recomendado. Hay que tener en cuenta que la prueba se ha realizado durante 
el mes de Julio en Madrid, pero también se debe tener en cuenta que el laboratorio está 
refrigerado por lo que la temperatura de este es varios grados menor que la que hay en la 
calle. 
 
Además, para este tipo de muestras se valora los valores obtenidos por el sensor de 
luminosidad, ya que en los periodos donde el nivel de luz es mayor (día) la temperatura 
aumenta, mientras que en periodos de poca luz (noche) la temperatura disminuye unos 
grados. 
 
A continuación, se muestra una tabla con los valores medios recogidos durante la 
prueba. Se han agrupado los valores obtenidos por día y se ha hecho una media de los 



























21/07/2014 22/07/2014 23/07/2014 24/07/2014 25/07/2014
Temperatura 24,6 25,3 22,8 24,1 23,4
Muestra Temperatura
 
Figura 63: Muestra contaminante temperatura Escenario 2 
Como se puede observar los valores medios se encuentran dentro del intervalo 
establecido por la normativa R.D. 486/1997. 
7.2.2.6 Muestras de PM10 




Las muestras de PM10 indican la cantidad de polvo o micro partículas de polvo que 
rodean a los trabajadores del laboratorio y que pueden ser perjudiciales para la salud. A 



































21/07/2014 22/07/2014 23/07/2014 24/07/2014 25/07/2014
PM10 0,003 0,0027 0,0029 0,0026 0,0031
Muestra PM10
 
Figura 64: Muestra contaminante PM10 Escenario 2 
Como se puede observar el nivel de partículas de polvo contaminante está muy por 
debajo del límite establecido por la normativa del INSHT, lo que supone que los 
trabajadores no se encuentran en un entorno que dañe la salud de sus pulmones. 
7.2.3 Escenario 3 
El tercer escenario consiste en realizar la misma toma de medidas y envíos de 
mensajes que en el escenario anterior, sólo que esta vez se acopla a las placas el panel 
solar de Libelium. La función del panel solar consiste en recargar la batería de cada placa 
durante las horas de sol, y así aumentar el tiempo de vida de cada placa. 
  
El objetivo de esta prueba consiste en analizar si el comportamiento de consumo de 
cada placa cambia al acoplarle un panel solar. Es decir, se pretende comprobar si el 
acople del panel solar a la placa supone un aumento en el ahorro de consumo energético. 
7.2.3.1 Evaluación del rendimiento 
A continuación, se muestra una figura en la que se recoge el porcentaje de batería 
restante tras cumplirse 24 horas de la ejecución de este escenario: 
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Escenario 3: Comparativa de baterías
 
Figura 65: Comparativa del porcentaje restante de las baterías utilizadas en cada placa al 
cabo de un día 
Como se puede observar, el porcentaje de batería restante de la waspmote que utiliza 
la Gases Sensor Board es del 94,11%, lo que supone un consumo diario del 5,89% de la 
batería aproximadamente (388 mA). En cambio, el porcentaje de batería restante de la 
waspmote que utiliza la Smart Cities Board es del 96,22% lo que supone un consumo 
diario del 3,78% de la batería (250 mA).  
 
Esto supone una diferencia en el consumo del 2,11%. Al igual que ocurría en el 
Escenario 2, esta diferencia se debe a que la placa Gases Sensor Board necesita más 
energía a la hora de realizar las mediciones, sobre todo en lo que se refiere a los sensores 
de CO y CO2. 
 
Al igual que en el escenario anterior,  a partir de los datos de consumo obtenidos en 
este tercer escenario y de la capacidad de cada batería (6600 mAh) se puede determinar el 
tiempo de vida del sistema, ya que: 
Tiempo (días) = Capacidad (mAh)/ Consumo día (mA) 
Es decir, si sabemos la capacidad y dado que el consumo cada día es constante el 
tiempo de vida de cada placa es el siguiente: 
Gases Sensor Board: Tiempo = 6600mAh/388mA; Tiempo ≈ 17 días; 
Smart Cities Board: Tiempo = 6600mAh/250mA; Tiempo ≈ 26 días; 
Por tanto, el tiempo de vida aproximado para la Gases Sensor Board es de diecisiete 
días, mientras que el tiempo de vida de la Smart Cities Board es de veintiséis días 
aproximadamente. 
Una vez mostrado el tiempo de vida de cada placa se comparan los resultados 
obtenidos en el Escenario 3 y en el Escenario 2, a fin de mostrar la mejoría producida en 
el tiempo de vida de las placas al acoplarle un panel solar a cada una de ellas. 
7.2.3.2 Comparativa resultados Escenario 2 y Escenario 3 




A continuación, se muestra una figura que recoge los resultados obtenidos de los 
porcentajes de batería restante en ambos escenarios: 
Gases Sensor Board Smart Cities Board
Escenario 2 (Sin Panel) 91,50% 93,48%

















Escenario 3: Comparativa de baterías 
Escenarios 2 y 3
 
Figura 66: Comparativa del porcentaje restante de las baterías en el Escenario 2 y en el 
Escenario 3 
Como se puede observar, los porcentajes de batería restante en el Escenario 3 son 
mayores que los del Escenario 2. En concreto, la placa Gases Sensor y Smart Cities 
ahorran en el consumo diario un 2,61% y un 2,74% respectivamente, lo que supone una 
mejoría considerable en el tiempo de vida del nodo. 
Como se puede observar, el porcentaje de batería restante de la waspmote que utiliza 
la Gases Sensor Board es del 91,50% cuando no utiliza el panel solar y del 94,11% 
cuando lo utiliza, lo que supone un consumo diario de la batería del 8,50% y del 5,89% 
respectivamente. Por otro lado, el porcentaje de batería restante de la waspmote que 
utiliza la Smart Cities Board es del 93,48% cuando no utiliza el panel solar y del 96,22% 
cuando lo utiliza, lo que supone un consumo diario de la batería del 6,52% y 3,78% 
respectivamente. 
 
Esto quiere decir que el empleo del panel solar supone una reducción en el consumo 
diario de la batería de un 2,61% para la placa Gases Sensor, y de un 2,74% para la placa 
Smart Cities. A partir de los datos de consumo obtenidos en ambos escenarios se calcula 
el porcentaje de mejora en el tiempo de vida de las dos placas utilizadas, ya que: 
Mejora tiempo de vida=(Consumo Escenario 3*100) /Consumo Escenario 2; 
Es decir, dado que el consumo cada día es constante la mejora del tiempo de vida de 
cada placa es el siguiente: 
Mejora tiempo de vida Gases Sensor = (5,89*100) / 8,5 = 30,7%; 
Mejora tiempo de vida Gases Sensor ≈ 30%; 
Mejora tiempo de vida Smart Cities = (3,78*100) / 6,52 = 42,03%; 




Mejora tiempo de vida Smart Cities ≈ 42%; 
Es decir, supone un aumento del tiempo de vida superior al 30% para la placa Gases 
Sensor y del 42% para la placa Smart Cities. Lo que supone un dato a tener en cuenta en 
caso de que se pretendan realizar futuras implementaciones donde se midan diferentes 
valores durante un periodo de tiempo largo. 
7.2.4 Escenario 4 
El cuarto escenario consiste en que una de las dos placas utilizadas recoge datos del 
voltaje de su batería y los envía a la otra placa, siendo esta última la que redirige la 
información al gateway. 
 
A continuación, se muestra en la siguiente figura la nueva arquitectura diseñada para 
este escenario. 
 
Figura 67: Arquitectura Escenario 4 
El objetivo consiste en evitar los cuellos de botella propios de una gran red con 
arquitectura centralizada, éstos se producen en el gateway tras la llegada masiva de 
información desde los diferentes nodos sensores que contiene el sistema. La solución 
consiste en dividir los nodos sensores en dos grupos, uno para la recogida de datos de los 
contaminantes, y otro para la recepción y envío de esta información al gateways, es decir, 
los segundos hacen de enrutadores. El sistema consiste en que los nodos sensores 
encargados de recoger datos de los contaminantes envían la información a los nodos 
sensores intermediarios y estos reenvían la información al gateway de forma ordenada 
evitando así atascos en la red. 
 
Para la realización de esta prueba ha sido necesario indicar al nodo sensor la 
dirección del nodo sensor al que debe mandar la información en lugar de mandarla en 
modo broadcast como se hacía para los escenarios anteriores. Por otro lado, el nodo 
sensor que hace de intermediario ha tenido que ser modificado para que haga las veces de 
emisor y receptor, estando en estado latente y conociendo el canal, PANID y clave que 
utiliza el nodo gateway. 
 
La prueba ha consistido en tomar el voltaje de las baterías de una de las placas y 
enviar dicha información cada minuto al nodo sensor intermediario. A su vez, este último 
redirige los datos al gateway y éste se los pasa a la estación base para su posterior 
estudio. Las baterías utilizadas han sido las de 3300mAh y el periodo de tiempo utilizado 
para comprobar que el escenario funciona correctamente ha sido de una hora. 
 
Esta prueba está realizada con vistas al futuro para comprobar que se puede pasar de 
una arquitectura centralizada a una arquitectura distribuida cuando la red crezca. Se trata 




de una prueba simple pero efectiva ya que servirá de base cuando se desarrolle el sistema 
en futuras actualizaciones. 
7.3 Evaluación base de datos 
En este apartado se realiza la evaluación del funcionamiento de la base de datos del 
sistema diseñado e implementado. Para ello se comprobarán las inserciones realizadas a 
través del programa intermediario.c y consultas a la base de datos con el fin de verificar 
dichas inserciones. Además, se comprueba que los privilegios dados al usuario encargado 
de gestionar la base de datos funcionan, permitiéndole realizar operaciones de inserción, 
borrado y modificado de datos, y creación y borrado de tablas desde dentro del entorno 
de MySQL. 
7.3.1 Inserción de muestras  
La comprobación de la inserción de muestras por parte del usuario especificado se 
realiza de dos formas, la primera desde dentro del entorno MySQL en el que se añaden 
líneas de una en una, y la segunda son inserciones realizadas a partir del programa 
intermediario.c que se encarga de leer los datos de un fichero y cargarlos a sus 
correspondientes tablas de la base de datos Proyecto. Estas inserciones se realizan en 
ambas partes a través del comando INSERT INTO. 
7.3.2 Consulta de datos 
Tras la realización de las inserciones se pasa a comprobar cada una de ellas mediante 
la realización de consultas mostrando uno o varios campos según se desee. No hay que 
olvidar que el sistema generado tiene como principal objetivo la evaluación de cada una 
de las muestras para determinar la calidad del ambiente en que éstas se realizan. Por 
tanto, una vez se insertan en base de datos los datos se pueden realizar consultas de los 
mismos a través del comando SELECT. 
7.4 Evaluación intermediario.c 
En este apartado se realiza la evaluación del fichero intermediario.c, cuya función 
principal consiste en conectar y cargar datos a la base de datos. Además, genera un 
fichero en el que se almacenan los mensajes de peligro que puedan llegar de cada 
contaminante. 
 
El objetivo de esta evaluación es verificar el rendimiento y calidad del programa 
para lo que se realizarán lecturas de ficheros con tamaños muy diferentes, lo que conlleva 
a que el número de inserciones varíe de la misma forma. Las pruebas realizadas son un 




control exhaustivo de la calidad del programa, esto quiere decir que se han realizado una 
gran y variada cantidad de pruebas para evitar posibles errores como puede ser el 
desborde de memoria, violaciones de segmento, etc. 
 
A continuación se especifican las pruebas realizadas para verificar el correcto 
funcionamiento de la aplicación: 
1. Se comprueba que el número de campos introducidos para ejecutar el 
programa es el correcto. En este caso ése número de campos es dos, siendo el 
primer campo el nombre del programa y el segundo el nombre del fichero que 
contiene los datos que se quieren leer. En caso de que se introduzca un 
número de campos incorrecto se comunicará al usuario mediante un mensaje 
y se terminará la ejecución del programa. 
Ejecución correcta: ./intermediario datos.log 
2. Se comprueba que el fichero del que se quieren leer los datos existe,  en caso 
contrario se avisará al usuario del error y se parará la ejecución del programa. 
3. Se comprueba que la creación del objeto MySQL encargado de conectar el 
programa C con la base de datos es correcta. En caso de no ser así se 
notificará el fallo al usuario y se terminará la ejecución. 
4. Se comprueba la correcta conexión a la base de datos, en caso de que hubiese 
algún problema se manda un mensaje al usuario y se termina la ejecución del 
programa. Estos errores pueden ocurrir por: 
a. Objeto MySQL no existente. 
b. Dirección del equipo incorrecta. 
c. Conexión a base de datos no existente. 
d. Usuario de MySQL no existente. 
e. Usuario de MySQL existente pero la contraseña utilizada es incorrecta. 
5. Se comprueba la lectura de cada línea del fichero hasta llegar al final del 
mismo. Para ello se leen líneas de un tamaño delimitado y la lectura de cada 
línea se hace mientras no se llegue al final del fichero (utilizando la función 
feof()). 
6. Se comprueba que en las once primeros caracteres de cada línea se 
encuentran las secuencias de caracteres "STR:SC", "STR:GB", "STR:Pe", las 
cuales indican si la línea corresponde a la placa Smart Cities, Gases Sensor o  
si por el contrario se trata de una línea de peligro. 
7. Se comprueba que en caso de que la secuencia de caracteres de los once 
primeros caracteres no corresponda con las anteriores no afecte en el 
desarrollo del programa, evitando que se pueda almacenar información no 
deseada en variables utilizadas para el almacenamiento de datos que 
posteriormente serán cargados en base de datos. 
8. Una vez localizado el tipo de mensaje, se comprueba que el almacenamiento 
de datos de sensores, voltaje y fecha se realiza de forma correcta e 
independiente.  
9. Se comprueba que las variables encargadas de almacenar los datos de cada 
sensor no se modifican en zonas diferentes a las establecidas para cada una de 
ellas, es decir, que las operaciones establecidas para la línea Smart Cities no 
se modifica en las operaciones de la Gases Sensor y viceversa. 




10. Se comprueba que la inserción de los datos se realiza de forma correcta. En 
caso de no ser así se analizan los motivos por los que se puede haber 
producido: 
a. El usuario especificado para actuar sobre la base de datos no tiene 
permisos o privilegios de inserción. 
b. No se ha reservado espacio suficiente en el buffer encargado de almacenar 
la carga de datos que se quiere insertar. 
c. La tabla en la que se intentan añadir los datos no existe. 
d. Los campos especificados para la inserción son erróneos o no existen. 
e. El  número de valores que se quieren insertar es diferente al número de 
campos de la tabla en la que se quieren insertar. 
f. El formato de dato que se intenta introducir en un campo es diferente del 
esperado. 
11. Se comprueba la liberación de memoria del buffer y del campo fecha, ya que 
éste último puede modificar los datos que realmente se esperaban al utilizarse 
tanto en el los mensajes de Smart Cities, Gases Board y Peligro. 
12. En el caso de las líneas de peligro, se comprueba la creación de un fichero 
PELIGRO.log en caso de no existir, encargado de almacenar las líneas de 
peligro que contienen el mensaje específico indicando el sensor y la fecha y 
hora en que éste se produjo. En caso de que el fichero exista se añadirá la 
nueva línea en la última posición del fichero. 
13. Se comprueba que el fichero PELIGRO.log sólo se abre y cierra en la zona 
especificada para ello. 
14. Por último, una vez se termina la lectura del fichero, se comprueba que el 
cierre del mismo y la desconexión de la base de datos se realiza de forma 
correcta antes de que el programa intermediario.c finalice su ejecución. 
 
El objetivo de realizar todas estas comprobaciones es mejorar la calidad del 
programa desarrollado, para favorecer su correcto uso y evitar problemas futuros en caso 
de que el usuario que trabaja con él cometa algún error, ya que la gran mayoría han 
quedado controlados. 
7.5 Discusión de los resultados 
Basándonos en los datos obtenidos de cada nodo sensor, se puede afirmar que las 
condiciones de salubridad de los trabajadores quedan cubiertas al no encontrarse en un 
entorno con contaminantes que superen los límites fijados por cada una de las normativas 
utilizadas. Si bien es verdad, que el nivel de humedad es algo inferior al límite mínimo 
exigido pero no supone un riesgo grave debido a que son bastante próximos al valor 
establecido en la normativa R.D. 486/1997. 
Por otro lado, se determina que el tiempo de vida de la placa Gases Sensor Board es 
menor que la Smart Cities Board, ya que los sensores de CO y CO2 consumen mucha 
energía y por tanto reducen la durabilidad del nodo sensor que acopla dicha placa en el 
sistema. Además, hay que destacar que la utilización del panel solar supone una mejora 




considerable en el tiempo de vida de los nodos sensores ya que puede llegar a durar dos 
veces más que si no se instalase. 
Se han obtenido buenos resultados del último escenario implementado, por lo que si 
la red crece en un futuro este escenario servirá de guía principal en las futuras 
implementaciones que se quieran realizar para desarrollar el sistema. 





Conclusiones y Presupuesto 
Este capítulo se centra en la revisión de los objetivos propuestos en el primer 
capítulo de este documento, así como la evaluación de los mismos y el presupuesto 
necesario para la elaboración de este proyecto. Además, se proponen líneas futuras de 
trabajo e investigación para favorecer el desarrollo de otros proyectos. 
8.1 Resumen del proyecto 
Se ha creado una red de sensores inalámbrica para la consecución del objetivo 
principal, es decir, se ha creado y desarrollado un sistema capaz de medir el nivel de cada 
uno de los contaminantes a partir de una serie de placas llamadas waspmotes. El sistema 
diseñado está formado por dos nodos sensores (waspmotes), un nodo gateway y la 
estación base. Los nodos sensores se encargan de recoger la información a través de sus 
sensores y la envían de forma inalámbrica a la red, el nodo gateway se encuentra 
acoplado a la estación base por un puerto USB, su función consiste en recoger la 
información enviada por los nodos sensores y transmitirla a la estación base; por último, 
la estación base recibe los datos y los almacena en una base de datos para su posterior 
estudio. El protocolo de comunicación utilizado para el envío y recepción de datos a 
través de la red inalámbrica ha sido el 802.15.4 (Zigbee), el cual tiene limitados el 
número de bytes a enviar en cada mensaje, por lo que se establece un formato de envío de 
datos específico detallado en el apartado 5.1.4 de este documento. El entorno utilizado 
para el desarrollo de la red inalámbrica ha sido proporcionado por la empresa Libelium. 
 




Para la creación del sistema ha sido necesaria la utilización de herramientas externas 
además de las proporcionadas por Libelium. Estas herramientas han sido: 
 X-CTU: programa utilizado para la configuración inicial de parámetros del nodo 
gateway. Sólo se configura una vez, en el se indican parámetros tales como el 
canal de comunicación, la clave de cifrado a utilizar en los mensajes enviados a la 
red, etc. 
 Wine: este programa es propio de Ubuntu, es necesario para la ejecución del 
programa X-CTU dado que este está diseñado sólo para Windows y el programa 
Wine permite la ejecución de programas Windows en Ubuntu. 
 CuteCom: programa encargado de mostrar por pantalla la información recibida 
por el nodo gateway, es decir, es la interfaz de usuario en la que se muestran los 
datos recogidas por las dos waspmotes. Además de mostrar los datos, los 
almacena en un fichero de registro. 
 Comando sed desde la terminal: Se ha utilizado el comando sed para limpiar el 
fichero de registro de CuteCom. Esto se debe a que la información almacenada en 
el fichero de registro contiene cabeceras con datos de la comunicación, los cuales 
no son relevantes para el estudio que se quiere realizar y podrían generar 
problemas en el almacenamiento de datos. 
 intermediario.c: se ha creado un programa en C capaz de conectar con la base de 
datos utilizada, de obtener la información del fichero limpio, de subir los datos a 
la base de datos utilizada y de generar un fichero de registro llamado Peligro.log 
que contendrá la información de los mensajes de peligro recibidos durante el 
tiempo de comunicación. 
 Base de datos MySQL: por las características propias del sistema que se está 
desarrollando se ha decidido utilizar el gestor de base de datos MySQL, donde se 
creará una nueva base de datos y un nuevo usuario encargado de gestionarla.  
 
El sistema desarrollado se basa en una arquitectura centralizada debido a que la red 
es pequeña y no tiene los problemas típicos de este tipo de redes como pueden ser los 
conocidos cuellos de botella que congestionan la red. 
8.2 Revisión de objetivos 
Se tomará como punto de partida el análisis sobre los objetivos propuestos en el 
capítulo 1 y se cotejarán con lo logrado a lo largo del proyecto. 
 
El objetivo principal de este proyecto era construir una aplicación de redes de 
sensores que monitorice los diferentes contaminantes del ambiente de un edificio a fin de 
detectar condiciones que pueden afectar a la salud de las personas que desempeñan sus 
funciones en él. Este objetivo se ha cubierto de forma completa gracias a la combinación 
del sistema desarrollado y las distintas normativas aplicadas sobre los contaminantes 
analizados. Para lograr este objetivo, ha sido necesario realizar un estudio detallado de las 
normativas vigentes, los contaminantes, los valores límites y las consecuencias de estar 




en zonas que exceden dichos valores límite, lo cual implica la consecución de otro de los 
objetivos secundarios del proyecto. 
 
Otro de los objetivos que se han alcanzado es el estudio y aplicación de las 
tecnologías Internet of Things, Smart Cities y Wireless Sensor Networks en el proyecto. 
Ha sido posible gracias a la implementación de un sistema gestionado de forma eficiente, 
cuyo impacto sobre el entorno es mínimo dado que se trata de pequeñas motes sin ningún 
tipo de cableado, así como el fin al que va destinada la aplicación que es conocer las 
condiciones de salubridad en las que se encuentran los trabajadores del área evaluada. 
 
A partir de los cuatro escenarios a los que se ha sometido a la aplicación, se han 
completado diferentes objetivos. El primer escenario para determinar la capacidad de 
control que se tiene sobre los nodos determinando de forma exacta los periodos de 
medición. El segundo escenario para realizar la recogida y posterior análisis de los 
contaminantes del ambiente a fin de conocer las condiciones en las que se encuentran los 
trabajadores del área evaluada. El tercer escenario para determinar las posibles mejoras 
que se pueden implementar en los nodos sensores a fin de maximizar su tiempo de vida 
por medio de la instalación de una placa solar a los nodos sensores. Y el cuarto escenario 
, con vistas al futuro, en el que se pasa de una red con arquitectura centralizada a una 
distribuida, sirviendo como precedente para futuras implementaciones en las que la red 
crezca y sea necesario cambiar a este nuevo tipo de arquitectura de red. 
 
Por último, destacar que se ha logrado la minimización del coste del proyecto (otro 
de los objetivos), el cual se puede dividir en dos partes (hardware y software). En el caso 
del hardware el precio de los sensores es fijo y no es posible reducir costes desde este 
punto. Mientras que en el caso del software el coste se ha reducido al mínimo (coste 0) 
debido a que se han utilizado licencias GPL (Ubuntu, MySQL, Wine, etc.). 
8.3 Líneas futuras 
En este proyecto se ha desarrollado un prototipo inicial pero completamente 
funcional que permite medir y evaluar condiciones medioambientales en el interior de 
edificios. Sin embargo, en un futuro, podría desarrollarse una red más grande con 
funcionalidades más amplias y con una distribución y arquitectura más complejas, pero 
que utilizará como base el sistema desarrollado en este proyecto. 
 
Las posibles implementaciones futuras pueden ser muy variadas, pudiendo aumentar 
el número de nodos sensores, nodos gateway y estaciones base, o creando nodos sensores 
emisores, receptores o emisores-receptores. Además, se pueden ampliar las 
funcionalidades de las placas Smart Cities y Gases Sensor para que recojan datos sobre 
nuevos contaminantes, o introducir placas que no han sido utilizadas (aumentando la 
funcionalidad de la red) como la Agriculture Board, Meetering Board, etc. Estas placas y 
sensores están disponibles en el University Kit comprado a Libelium, lo que implica que 
el presupuesto no se vea incrementado si se sigue por esta línea de desarrollo. 
 
En desarrollos futuros se espera dar uso a los sensores y placas no utilizados en este 
proyecto aumentando con ello el tamaño de la red y sus funcionalidades. En caso de que 




esto implique un cambio en la arquitectura del sistema, no ocasionará ningún 
inconveniente porque se ha previsto desde un inicio que esto pueda ocurrir y se han 
tomado las medidas necesarias para crear las bases sobre las que estos futuros desarrollos 
se asienten. Por último, se espera que tanto el protocolo de servicio y comunicación de 
mensajes se mantengan igual aunque la red crezca, y además que las implementaciones 
futuras utilicen el mismo protocolo a fin de unificar toda la red del sistema y evitar 
posibles problemas. 
8.4 Presupuesto 
Para llevar a cabo la realización del presupuesto del proyecto desarrollado es 
necesario realizar un análisis de costes de los recursos utilizados que se dividirán en 
recursos materiales y recursos humanos. 
8.4.1 Recursos materiales 
 Los recursos materiales son todos aquellos elementos hardware necesarios para la 
implementación del proyecto final, desde el University Kit de Libelium hasta el PC donde 
se desarrolla todo el sistema, y todos los servicios que se han tenido que utilizar durante 
el desarrollo del proyecto. La siguiente tabla refleja los costes materiales del proyecto: 
 
 Cantidad Coste Subtotal 
PC 1 750,00€ 750,00 € 
University Kit 1 3.302,50 € 3.302,50 € 
Conexión a internet 1 315,00 € 315,00 € 
Impresión del proyecto 3 40,00 €  120,00 € 
Conector sensor de polvo 2 0,50 € 1,00 € 
Cable de conexión sensor 
polvo 
1 2,00 € 2,00 € 
Total  4.490,50 € 
Tabla 40: Costes de recursos materiales 
El University Kit se ha obtenido de Libelium, mientras que el conector y el cable de 
conexión del sensor de polvo se han obtenido de Cooking Hacks. 
8.4.2 Recursos humanos 
Los recursos humanos que se utilizan durante el desarrollo del sistema se analizarán 
haciendo uso de las distintas fases de elaboración de la que consta el proyecto. Las fases 
de elaboración software son: 
 Adquisición de los conocimientos necesarios sobre el estado de la cuestión y 
análisis del entorno del proyecto. 
 Análisis del problema. 






 Evaluación y pruebas.  
 Documentación. 
Además, el coste humano (esfuerzo) se establece teniendo en cuenta las siguientes 
consideraciones:  
 El proyecto ha sido desarrollado por una única persona (recurso humano), que 
trabajará 30 horas semanales con una retribución de 30 €/hora. 
 La fecha de comienzo del proyecto ha sido el 2 de Febrero de 2014 y la fecha de 
finalización el 1 de Septiembre de 2014, haciendo un total de 142 días trabajados 
(852 horas). 
A continuación se muestra la tabla que recoge la distribución de las horas empleadas 
en la consecución de cada una de las fases en las que se divide el proyecto: 
 
 Precio/Hora Horas Coste 
Estudio de tecnologías 
clave 
30 77 2.310,00 € 
Análisis del problema 30 80 2.400,00 € 
Diseño 30 175 5.250,00 € 
Implementación 30 140 4.200,00 € 
Evaluación y pruebas 30 194 5.820,00 € 
Documentación 30 186 5.580,00 € 
Total 30 852 25.560 € 
Tabla 41: Costes de recursos humanos 
8.4.3 Coste total 
El coste total se calcula como la suma de los costes producidos por los recursos 
humanos y los recursos materiales descritos anteriormente. La siguiente tabla muestra el 
coste total asociado al proyecto: 
 Coste total 
Costes recursos materiales 4.490,50 € 
Costes recursos humanos 25.560,00 € 
Total 30.050,50 € 
Tabla 42: Coste total 
8.4.4 Resumen presupuesto 
La siguiente plantilla muestra el coste unitario y total de cada uno de los elementos 
necesarios para el desarrollo del proyecto: 











8.5 Valoración personal 
En este capítulo de conclusiones se han repasado los objetivos del proyecto que se 
han alcanzado y los que se pretendían conseguir y se han indicado las posibles mejoras 
que se pueden realizar sobre el trabajo desarrollado, con el objetivo de obtener una 
solución más completa. 
 
Desde el punto de vista académico, destaca la intensa labor de investigación 
desarrollada y el esfuerzo que ha supuesto. Se han estudiado tecnologías completamente 
nuevas: el empleo de un estándar de comunicación como Zigbee, programar las 
waspmote propias del entorno Libelium y conocer las particularidades de este tipo de 
lenguaje de programación orientado a componentes. Antes de la elaboración de este 
proyecto todas estas tecnologías eran totalmente desconocidas. Además, ha sido 
necesario adquirir una serie de conocimientos de electrónica para poder operar de forma 
adecuada y con conocimiento de uso sobre las placas utilizadas en el proyecto, así como 
conocimientos de química para realizar los cambios de formato en voltios a partes por 
millón sobre los sensores de CO y CO2. 
 
En el aspecto personal, el resultado ha sido muy satisfactorio, ya que durante el 
tiempo dedicado al desarrollo de este proyecto he encontrado una rama de la informática 
que no se ve mucho en la carrera y que es muy interesante, dado que se entra de lleno en 
el mundo de las IoT y las Smart Cities, lo que a su vez implica adquirir nuevos 
conocimientos de electrónica, informática y química para poder desarrollarlo de forma 
íntegra y completa. Además, por mi parte, el hecho de que el proyecto sirva para 
salvaguardar la integridad de la salud de los trabajadores de un entorno es un añadido que 
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