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Kurzfassung
Die digitale Messwerterfassung erhält durch steigende Abtastraten und Abtastgenauigkeiten von
ADCs wachsende Bedeutung für Anwendungen, welche eine hohe Bandbreite voraussetzen.
Dieser Trend begann bei der digitalen Erfassung praktisch statischer Größen und setzt sich bis
heute und zukünftig bei dynamischeren Prozessen fort. Im gleichen Maß erweitert sich der
Einsatz der digitalen Signalverarbeitung, um die anfallenden ADC-Daten zu verarbeiten. Durch
diese Entwicklung hielt die digitale Messwerterfassung und Verarbeitung, während der letzten
Dekaden, stärker Einzug in das Gebiet der wissenschaftlichen Messinstrumente, um die dort
etablierten konventionellen auf Analogtechnik basierenden Messinstrumente durch gleichwertige
Messgenauigkeit abzulösen und neue Funktionalitäten zu ermöglichen.
In diesem Rahmen behandelt diese Arbeit die Erforschung und Entwicklung neuer Techniken
und Vorgehensweisen zur Verbesserung zweier konventioneller wissenschaftlicher Messinstru-
mente. Bei diesen Messinstrumenten handelt es sich um ein Spektrometer zur zeitaufgelösten
gestörten γ-γ-Winkelkorrelation (engl. Time Differential Perturbed Angular Correlation (kurz
TDPAC-Spektrometer)) und ein Datenerfassungssystem zur ortsaufgelösten elementspezifischen
Ionenstrahlanalyse und Ionenstrahlmikroskopie, welche im Wesentlichen von der Messprobe
emittierte und durch Detektoren erfasste Elementarteilchen oder Strahlung verarbeiten. Die
bis dahin auf analoger Signalverarbeitung basierenden Messinstrumente wurden während der
letzten Dekaden in ihren Hauptmerkmalen, der Zeit- und Energieauflösung bei Messungen von
Detektorereignissen, optimiert aber enthalten dennoch technische Defizite, welche aufgrund
ihres auf Analogtechnik beruhenden Aufbaus bestehen. Bei diesen Defiziten handelt es sich
hauptsächlich um ihre begrenzte Optimierbarkeit der Zeit- und Energieauflösung, die hohe
Totzeit, welche außerdem eine Einschränkung des Durchsatzes nach sich zieht, und eine hohe
technische Fehleranfälligkeit und damit geringer Zuverlässigkeit. Zusätzlich lassen sich in diesen
Messinstrumenten neue gewünschte Funktionalitäten nur unzureichend umsetzen, was durch den
ausschließlichen Einsatz der Analogtechnik bedingt ist.
Diese Arbeit verfolgt das Ziel die genannten Messinstrumente zu verbessern und gleichzeitig
allgemeine Ansätze zur Optimierung der Systemarchitektur von ereignisverarbeitenden Mess-
instrumenten zu entwickeln. Dabei wird auf die Maximierung des Einsatzes von Digitaltechnik
gesetzt. Um dies zu erreichen werden die Detektorausgangssignale so frühzeitig wie möglich
durch Gigasample-ADCs erfasst und alle Detektorereignisse digital ausgewertet. Dabei kommt
digitale Signalverarbeitung durch Super Sample Rate (SSR) Filter, welche mehr als ein Sample
pro Taktzyklus verarbeiten müssen, aber auch Algorithmik zum Einsatz. Bei der Entwicklung
der Systemarchitektur der Messinstrumente wird die Ereignis-Vorverarbeitung, realisiert durch
SSR-Filter, und die Algorithmik zur Auswertung getrennt umgesetzt. Um zusätzlich die Ziele
zur Totzeit und zum Durchsatz dieser Arbeit zu erfüllen, wird die Vorverarbeitung in digitaler
Schaltungstechnik durch FPGAs und die funktionell umfassendere Auswertung durch optimierte
Algorithmen in Software ausgeführt. Zur Bereitstellung der Gesamtfunktionalität der Messwerter-
fassung durch Gigasample-ADCs, der lückenlosen Übergabe der ADC-Daten an FPGAs und dem
Datentransfer vom FPGA an ein Host-System bietet die Produktpalette der FPGA-Digitizer die
idealen technischen Bedingungen.
Hauptsächlich durch deren Digitalisierungskapazität mit mehreren Eingängen (Kanälen) und
der gleichzeitigen Fähigkeit zur Parallelverarbeitung der ADC-Daten in FPGAs konnte das
entwickelte Grundprinzip der Systemarchitektur auf beide Messinstrumente angewendet werden
und gewährleistet ausreichende Anpassungsfähigkeit für zukünftige Generationen an gleichartigen
Messinstrumenten. Als Ergebnis geht in dieser Arbeit die Trennung der Totzeiten der Messinstru-
mente von deren Durchsatzraten hervor. Dies wird durch eine im FPGA realisierte FIFO-Struktur
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ermöglicht, welche die Ereigniserfassung und deren Vorverarbeitung im FPGA voneinander
entkoppelt. Dabei wird eine intrinsische Totzeit der Messinstrumente in der Größenordnung der
ADC-Abtastperiodenlänge erreicht und eine Vorverarbeitung aller Kanäle durch Mehrkernver-
arbeitung und Scheduling in Hardware ermöglicht. Um den Durchsatz der Verarbeitungskerne
zu maximieren, wurden SSR-FIR- und SSR-IIR-Filter in den FPGAs implementiert, welche
pro Taktzyklus mehrere Samples verarbeiten können. Diese Filterimplementierungen setzen zur
Optimierung der Zeitauflösung mit den CFT (Constant Fraction Trigger) an der Leistungsfähigkeit
konventioneller CFDs (Constant Fraction Discriminator) an und ermöglichen ebenso Fractional
Delays (Zeitverzögerungen unter einer Abtastperiode). Die Energieauflösung wurde in dieser Arbeit
dadurch optimiert, dass der entwickelte SSR-IIR-Filter in seiner Übertragungsfunktion anpassbar
ist und so maximale Flexibilität zur Impulsformung unterschiedlicher Detektortypen bietet. Durch
die Umsetzung der rechenintensiven Vorverarbeitung in FPGAs konnten die Messinstrumente
mit lediglich einem Mess-PC ausgestattet werden, welcher nun neue Funktionalitäten umsetzen
kann. Zu diesen Funktionalitäten gehört eine laufzeitoptimierte Koinzidenzmessung gestreckter
γ-γ-Kaskaden (Kaskade mit mehr als einen Start-Ereignis) für das TDPAC-Spektrometer und eine
digitale Pileup-Verwerfung für das Datenerfassungssystem zur Ionenstrahlanalyse.
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Zur Untersuchung kondensierter Materie1 existieren im Teilgebiet der nuklearen Festkörperphysik
(experimentelle Physik) verschiedene Verfahren, welche Aufschluss über die Eigenschaften und
Zusammensetzung der untersuchten Materie auf atomarer Ebene geben. Bei den in der vorliegenden
Arbeit relevanten Verfahren werden bei kernphysikalischen Effekten Elementarteilchen aus der
zu untersuchenden Materie (Probe genannt) emittiert. Wird eines dieser Teilchen durch einen
Detektor erkannt, so wird von einem Ereignis gesprochen. Die detektierten Ereignisse enthalten
durch ihr zeitliches Auftreten, durch ihren Energiebetrag und durch ihre räumlichen Verteilung die
auszuwertenden Messinformationen.
Die Zeit- und Energiemessung der auftretenden Ereignissen wird heutzutage hauptsächlich mit-
tels elektronischer Schaltungstechnik durchgeführt. Dabei werden die auftretenden Ereignisse in
Strom- und Spannungsimpulse umgewandelt und diese dann ausgewertet. Messtechnisch werden
gegebenenfalls Stromimpulse in Spannungsimpulse umgewandelt. Dies gilt nicht nur für die in der
vorliegenden Arbeit betrachteten Verfahren sondern auch allgemein. Ob die Ursache für das Ereignis
nun bspw. mechanischer Natur ist, oder in einem Teilchen- oder Strahlungsdetektor2 auftritt, ist
also nicht von Bedeutung. Für eine Zeitmessung wird der zeitliche Verlauf des Spannungsimpulse
und für eine Energiemessung dessen Amplitude ausgewertet. In der einschlägigen Fachliteratur
wird die zeitliche Erfassung von Ereignissen auch als „Timing“3 bezeichnet.
Wie bei allen Messungen durch ein Messinstrument ist auch bei der Zeit- und Energiemessungen
deren Präzision entscheidend für die Anwendung. Es besteht für technischen Anwendungen die
Gemeinsamkeit, dass die Präzision einhergeht mit der Leistungsfähigkeit und Effizienz eines Mess-
instruments. Typische allgemeine Anwendungen dieser Messungen sind bspw. Laufzeitmessungen
von Laserimpulsen oder Radarwellen zur Entfernungsbestimmung oder Energiemessungen der
charakteristischen Röntgenstrahlung in der Rasterelektronenmikroskopie. Gleichbedeutend zur
Präzision der Zeit- und Energiemessungen werden auch die Begriffe Zeitauflösung und Energieauf-
lösung verwendet (siehe Kapitelpunkt 2.7 und 2.9). Wie sich die Zeit- und Energieauflösung auf
die Messgenauigkeit eines Instruments auswirkt, hängt ganz von der Anwendung ab. So führt eine
Erhöhung der Zeitauflösung bei Laufzeitmessungen zur Entfernungsbestimmung zu einer Erhöhung
der Genauigkeit der gemessenen Entfernung, wenn die Ausbreitungsgeschwindigkeit bekannt ist.
Eine Erhöhung der Energieauflösung eines Rasterelektronenmikroskops führt zu einer besseren
Trennbarkeit und damit Erkennbarkeit der vorkommenden Elemente in der untersuchten Probe.
1 Materie im festen oder flüssigen Aggregatzustand
2 Solche Detektoren sind bspw. Zählrohre, Halbleiterdetektoren oder Photodioden.
3 Der Begriff „Timing“ darf hier nicht mit der Begriffsdefinition des Timings bezüglich des Laufzeitverhaltens von
logischen Pegeln innerhalb digitaler Schaltungen verwechselt werden.
11
Kapitel 1 Einleitung und Motivation
1.1 Physikalischer Hintergrund und Problemstellung dieser
Arbeit
Die zwei Messverfahren der nuklearen Festkörperphysik, welche in der vorliegenden Arbeit ei-
ne Rolle spielen, sind die zeitaufgelöste gestörte γ-γ-Winkelkorrelation (engl. Time Differential
Perturbed Angular Correlation (kurz TDPAC)) (siehe Kapitelpunkt 2.8) und die ortsaufgelöste
elementspezifische Ionenstrahlanalyse und Ionenstrahlmikroskopie (siehe Kapitelpunkt 2.10). Die
Messinstrumente, welche die Messinformation aufbereiten und auswerten werden i. F. „TDPAC-
Spektrometer“ und „Datenerfassungssystem (kurz DES) zur Ionenstrahlanalyse“ genannt. Diese
beiden Messinstrumente machen von den Prinzipien der Zeit- und Energiemessung von Ereignissen
Gebrauch und werden in der vorliegenden Arbeit weiterentwickelt.
Bei einem TDPAC-Spektrometer wird das zeitlichen Auftretens von emittierten γ-Quanten (auch
Ereignisse genannt) bestimmt und die Zeitdifferenz zu bestimmten gleichartigen Ereignissen ge-
messen. Die ermittelten Zeitdifferenzen werden spektroskopisch dargestellt und diese Spektren
zur Berechnung der Probeneigenschaften genutzt. Hierbei gilt, dass eine höhere Zeitauflösung
und verarbeitbare Ereignisrate sowie eine geringere Totzeit die Messeffizienz des Spektrometers








Abbildung 1.1: Prinzip-Aufbau eines TDPAC-Spektrometers; Probe: Probenmaterial emittiert 2
γ-Quanten, welche in min. 2 Detektoren erkannt werden; Verarbeitung: Extrak-
tion der Zeitpunkte aller Ereignisse und Koinzidenzenermittlung; Darstellung:
spektrale Darstellung aller Zeitdifferenzen der extrahierten Koinzidenzen
Beim DES zur Ionenstrahlanalyse tritt ein ablenkbarer Ionenstrahl in Kontakt mit der zu untersu-
chenden Probe am gewünschten Ort der Probenoberfläche. Das Auftreffen des Ionenstrahls ruft eine
Reihe von Wechselwirkungen zwischen den beschleunigten Ionen und dem Probenmaterial hervor,
welche zur Emission verschiedenartiger Teilchen und Strahlung führt. Die Energie der detektierten
Teilchen und Strahlung (ebenfalls Ereignis genannt) und deren Auftrittshäufigkeit ermöglichen
Rückschlüsse auf die gesuchte Zusammensetzung des Probenmaterials und die Konzentrationen
der vorkommenden Elemente. Eine präzisere Bestimmung der Energien aller detektierten Ereig-
nisse sowie die damit verbundene Erhöhung der Energieauflösung, eine höhere Verarbeitungsrate
von Ereignissen und die Verringerung der Totzeit führen auch bei diesem Messinstrument zu ei-
ner Verbesserung der Messeffizienz. Abbildung 1.2 verdeutlicht den prinzipiellen Aufbau eines
DES zur Ionenstrahlanalyse. Beide Messinstrumente lagen vor Beginn der vorliegenden Arbeit
basierend auf konventioneller Analogtechnik vor und bilden somit einen Teil des Standes der
Technik (siehe Kapitelpunkt 3.1.1 für das konv. TDPAC-Spektrometer und Kapitelpunkt 3.1.2
für das konv. DES zur Ionenstrahlanalyse). Auf konventioneller Analogtechnik basierend heißt,
dass die elektrotechnischen Schaltungen zur Ermittlung der Zeit- und Energiewerte der detektier-
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Abbildung 1.2: Prinzip-Aufbau eines DES zur Ionenstrahlanalyse; Probe: Ionenstrahl trifft auf
Probe (grün) und Wechselwirkungseffekte bewirken Emission von Teilchen.
Detektoren um die Probe erkennen verschiedene Teilchenarten.; Verarbei-
tung: Extraktion der Energiewerte aller Ereignisse und Zuordnung; Darstellung:
spektrale Darstellung aller Energiewerte je Kanal und Ionenstrahlposition
ten Ereignisse und zur Koinzidenzauswertung4 aus Analogtechnik aufgebaut waren. Über die
Jahrzehnte wurde die Analogtechnik der Messinstrumente verbessert, dadurch die Messeffizienz op-
timiert und nach Möglichkeit neue Funktionalitäten implementiert (siehe [BUTZ1989] für TDPAC
und [MALONEY1995] für DES). Während des letzten Jahrzehnts stieß diese Vorgehensweise
zunehmende auf folgende Defizite:
• Der Verbesserung von Zeit- oder Energieauflösung sind Grenzen gesetzt, da das dem Messsignal
durch die Analogtechnik hinzugefügte Rauschen die Zeit- oder Energieauflösung begrenzt.
• Die durch die Analogtechnik bewirkte intrinsische Totzeit5 im µs-Bereich beschränkt allgemein
bei Messinstrumenten die maximal verarbeitbare Ereignisrate (Durchsatz). Werden die emittierten
Teilchenraten über diese maximale Ereignisrate hinaus erhöht, um mehr Messinformationen
pro Zeiteinheit zu erhalten und so die Messeffizienz zu erhöhen, so bleibt diese Maßnahme
wirkungslos. Die verarbeitete Ereignisrate bleibt in diesem Fall aufgrund der Totzeit unverändert
oder senkt sich sogar ab. Dieser Effekt beschränkt somit die Messeffizienz des Instrumentes.
Im speziellen bewirkt eine Totzeit im µs-Bereich bei TDPAC-Messungen einen von der Beob-
achtungszeit abhängigen zufälligen unkorrelierten Untergrund in den Lebensdauerkurven (siehe
Kapitelpunkt A.6.3). Dieser Untergrund muss bei der Spektrenauswertung abgezogen werden,
was zu Problemen führen kann, wenn er nicht zeitlich konstant und nicht genau bekannt ist.
Dagegen bewirkt die Totzeit bei einer Messung zur Ionenstrahlanalyse den Effekt, dass eine
falsche Zählung aller Ereignisse pro Zeiteinheit vorgenommen wird. Dieser Effekt verstärkt
sich dadurch, dass der Einfluss der Totzeit auf die falsche Zählung von der Ereignisrate (Im-
pulsrate) abhängt, was speziell für die ortsabhängige Ionenstrahlanalyse bei stark inhomogenen
Proben ein Problem für die korrekte Bestimmung der Elementkonzentration darstellt (siehe
[WUNDERLICH2013]).
• Neue gewünschte messtechnische Funktionalitäten können nicht in die konventionellen Mess-
instrumente eingefügt werden, da dazu eine umfassende flexible Algorithmik benötigt wird,
welche durch Analogtechnik nicht realisiert werden kann. Bei dieser Funktionalität handelt es
4 Diese Auswertung sucht nach zeitlich zusammengehörigen Ereignissen.
5 Totzeit ist die Zeitdauer während der ein System aus seiner eigentlichen Beschaffenheit heraus und ohne
indirekte Effekte wie Pileup, nicht in der Lage ist weitere Ereignisse zu verarbeiten, wenn zuvor ein oder mehrere
Ereignisse detektiert und deren Verarbeitung gestartet wurden. Im Folgenden auch intrinsische Totzeit genannt.
Der Grund für die Begriffsbildung „intrinsische Totzeit“ ist, weil in der Physik die Totzeit eines Instruments die
ungenutzte Messzeit durch Pileup mit beinhaltet. Es sollen somit Verwechslungen vermieden werden.
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sich für das TDPAC-Spektrometer um eine Online-Messung6 gestreckte Kaskaden eines γ-γ-
Zerfalls und der simultanen Online-Messung multipler Kaskaden (siehe Kapitelpunkt 2.8.2.). Für
das DES zur Ionenstrahlanalyse ist die gewünschte Funktionalität eine zeitlich hochauflösende
Pileup7 -Erkennung und Pileup-Ereignisverwerfung, welche die Ergebnisse der spektroskopischen
Messung nicht beeinflussen darf8 (siehe Kapitelpunkt (2.12)).
1.2 Zielstellungen dieser Arbeit
Das konventionelle TDPAC-Spektrometers und das konventionelle DES zur Ionenstrahlanalyse kön-
nen, aufgrund der in Kapitelpunkt 1.1 aufgezählten Defizite, die gewünschten Verbesserungen nicht
erfüllen. Der Grund dafür ist der auf Analogtechnik basierende Aufbau dieser Messinstrumente.
Ziel der vorliegenden Arbeit ist, die besagten Messinstrumente so weiter zu entwickeln, dass die
gewünschten Verbesserungen umsetzbar sind. Ziel ist weiter einen Ansatz zu entwickeln, der das
Potenzial bietet als Grundlage für zukünftige Verbesserungen der Zeit-, der Energieauflösung und
des Durchsatzes nachfolgender Messinstrumentengenerationen zu dienen. Dabei soll untersucht und
eine Lösung gefunden werden, wie die Methoden der digitalen Messwerterfassung, der digitalen
Signalverarbeitung und der Algorithmik in Form von digitalen Schaltungen und Computerprogram-
men effektiv eingesetzt werden können. Es wird sich zeigen, dass die anzuwendende Technologie die
der Analog-Digital-Konverter-Digitalisierungsmodule (kurz ADC-Digitizer genannt) in Verbindung
mit Field Programmable Gate Arrays (kurz FPGAs) sein muss, um den notwendigen Bedarf an
Flexibilität und Durchsatz zu decken. Application-Specific Integrated Circuits (kurz ASICs) würden
höheren Durchsatz erreichen, sind aber durch ihre nachträglich nicht veränderbare Schaltung nicht
für diese Anwendung geeignet. Weiterhin ist die Leistung verfügbarer digitaler Signalprozessoren
(kurz DSPs) nicht ausreichend, um die Ziele der vorliegenden Arbeit effektiv zu erreichen (siehe
Kapitelpunkt 3.6). Es sei vorweggenommen, dass die gesetzten Ziele bei vielen instrumentellen An-
wendungen gelten, welche digital gestützte Zeit- oder Amplitudenmessungen durchführen. Dadurch
erhält der Forschungsgegenstand der vorliegenden Arbeit weitläufige Bedeutung.
In der vorliegenden Arbeit werden folgende Zielstellungen verfolgt:
Das TDPAC-Spektrometer und das DES betreffend
• Zur Minimierung des elektronischen Rauschens wird analysiert an welcher Stelle der Signalkette
der konventionellen Messinstrumente der Schritt zur digitalen Signal- und Datenverarbeitung
gemacht werden muss, um die gewünschten Verbesserungen mit wiederverwendbarem Ansatz zu
erreichen.
• Zur Optimierung der Zeit- und Energieauflösung werden verschiedene digitale FIR- und IIR-
Filterimplementierungen zur Impulsformung in Verbindung mit nachgeschalteten Interpolations-
techniken untersucht und in FPGAs neu implementiert.
• Die intrinsische Totzeit soll für die entwickelten Messinstrumente vernachlässigbar sein. Ziel ist
dafür eine digitale Schaltung in FPGA-Technologie zu entwickeln, welche diese Größenordnung
der Totzeit ohne Datenverlust erreicht.
6 Die Berechnungen der spektralen Messergebnisse passieren zur Messzeit und dauern nicht darüber hinaus.
7 Pileup ist die zeitliche Folge von 2 detektierten Ereignissen in einem Detektor, so dass sich die 2 Impulse in ihrem
Spannungsverlauf überlagern.
8 D. h. würde das DES zwei identische Messungen einmal mit und einmal ohne Pilup-Ereignisse durchführen, so
sollen die Ergebnisse bis auf Statistik bei aktivierter Pileup-Verwerfung identisch sein.
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• Zur Optimierung des Durchsatzes wird ein Ansatz für digitale Filterarchitekturen zur Impuls-
formung in FPGAs entwickelt, welcher optimalen Durchsatz erreicht und das Potenzial besitzt
diesen Durchsatz auch für höhere ADC-Abtastraten und -Abtastbitbreiten aufrecht zu erhalten.
Aufgrund der hohen Abtastraten der zum Einsatz kommenden ADCs im Gigasample-Bereich,
müssen in den FPGA-Filterschaltungen mehrere Samples pro Taktzyklus prozessiert werden. In
der Literatur wird dieses Konzept Sumer Sample Rate-Filter (kurz SSR-Filter) genannt.
• Um die gewünschten neuen Funktionalitäten in den Messinstrumenten umzusetzen und dafür
die Flexibilität der Algorithmik nutzbar zu machen wird untersucht, welche der Verarbeitungs-
schritte eines TDPAC-Spektrometers und eines DES zur Ionenstrahlanalyse in Hardware (FPGA-
Schaltungen) und welche in Software umgesetzt werden müssen. Dadurch soll die beschränkte
Leistungsfähigkeit der dennoch flexiblen Algorithmik in der Anwendungssoftware für die neuen
Funktionalitäten effektiv genutzt und eine effektive Datenverarbeitung erreicht werden. Als Ziel
soll pro Messinstrument nur ein Desktop-PC (i. F. Mess-PC genannt) mit Anwendungssoftware
zum Einsatz kommen.
Nur das TDPAC-Spektrometer betreffend
• Um die Funktionalität einer Online-Koinzidenzanalyse von gestreckten Kaskaden und eine
Online-Koinzidenzanalyse von multiplen Kaskaden simultan zu ermöglichen, wird ein neuer
Algorithmus zur Koinzidenzauswertung entwickelt, welcher auf dem Mess-PC mit optimiertem
Durchsatz ausgeführt wird.
Nur das DES zur Ionenstrahlanalyse betreffend
• Für eine zeitlich hochauflösende Pileup-Erkennung und -Verwerfung wird ein neues Verfahren
entwickelt, welches für SSR-ADC-Datenströme9 von Detektorereignissen geeignet ist.
1.3 Aufbau der Arbeit
In Kapitelpunkt 2 („Vorbetrachtung und Grundlagen“) werden die Grundlagen vorgestellt, welche
für das Verstehen der Überlegungen und Entscheidungen der vorliegenden Arbeit hilfreich sind.
Vor Beginn und während des Verlaufs der vorliegenden Arbeit wurden existierende Ansätze und
Lösungen des Standes der Technik untersucht, welche ebenfalls für die vorliegende Arbeit relevant
sind. Die evaluierten Ergebnisse werden in Kapitelpunkt 3 („Stand der Technik“) beleuchtet. Um
die in der vorliegenden Arbeit genannten Zielstellungen zu erreichen, wird in Kapitelpunkt 4
(„Ansatz“) der existierende Stand der Technik auf seine Verwertbarkeit untersucht. Ist hierbei
der Stand der Technik nicht geeignet, um die angestrebte Zielstellung zu erreichen, so wird das
verbleibende Problem definiert und anschließend der neue Ansatz vorgestellt, mit dem dieses
Problem in der vorliegenden Arbeit bearbeitet wird. Abschließend werden für jeden Ansatz die
konkreten Verbesserungen gegenüber dem Stand der Technik zusammengefasst und erläutert. Eine
Erklärung der Implementierungen der FPGA-Schaltungen und Algorithmen wird in Kapitelpunkt
5 („Implementierung“) durchgeführt. Es werden dabei die implementationstechnischen Probleme
diskutiert. In Kapitelpunkt 6 („Ergebnisse“) werden alle Implementierungs- und Messergebnisse
der vorliegenden Arbeit vorgestellt und mit dem Stand der Technik verglichen. Kapitelpunkt 7
(„Zusammenfassung und Ausblick“) gibt eine Zusammenfassung der in der vorliegenden Arbeit
bearbeiteten Problemstellung, mit welchen Ansätzen dies geschehen ist und welche Verbesserungen
und Ergebnisse mit selbigen erreicht wurden. Abschließend wird ein Ausblick über zukünftige
9 Datenströme von ADC, welche vom ADC mit mehreren Samples pro Taktzyklus ausgegeben oder prozessiert
werden müssen.
15
Kapitel 1 Einleitung und Motivation
und potentiell nutzbringende Weiterentwicklungen der vorliegenden Arbeit gegeben und deren




Dieses Kapitel soll dazu dienen alle Grundlagen im Vorfeld zu erläutern, welche dazu helfen den
Inhalt, die Abwägungen sowie Entscheidungen und Ergebnisse der vorliegenden Arbeit nachvollzie-
hen zu können.
2.1 Digitizer mit und ohne FPGA
ADCs mit Abtastraten größer als 1 GSPS10 bieten heute die Möglichkeit einen Spannungsverlauf
in Zeitperioden kleiner 1 ns zu erfassen und als digitalen Datenstrom weiterzuleiten. Die technische
Möglichkeit ein Messsignal mit diesen Abtastraten durch eine einzelne ADC (ohne zeitversetz-
tes Abtasten mit multiplen ADCs) aufzunehmen, öffnet die Tür für preisgünstige, zuverlässige
Anwendbarkeit in den Bereichen, bei denen vorher nur konventionelle Analogtechnik genügend
Bandbreite bot. Dennoch muss die Entwicklung von Gigasample-ADC-Schaltungen mit größter
Sorgfalt geschehen, damit gute Abtastgenauigkeiten (Effective Number of Bits, kurz ENOB) reali-
siert werden können. Geschieht dies nicht, so wird zwar eine Datenstrom hoher Datenrate von der
ADC ausgegeben, welcher aber von schlechtem Signal-Rauch-Verhältnis ist. Die entscheidende
ENOB-Angabe einer AD-Wandlung wird also nicht nur durch die ADC selbst bestimmt, sondern
durch die komplette Apparatur, welche die Signalführung der ADC-betreffend beinhaltet.
Weiterhin ist der Schritt der Digitalisierung durch ADCs ein allgemeingültiger Ansatz, welcher
bei digitalen Messinstrumenten immer wieder zu gehen ist, bevor eine beliebige weitere Verar-
beitung der Messwerte stattfindet. Aus diesen beiden Gründen hat die historische Entwicklung
der Messtechnik die Funktionalität der Messwertdigitalisierung und -weiterverarbeitung in eine
eigenständige Apparatur isoliert. Die Gesamtheit dieses Hardwaremoduls wird als Digitizer (dt.
Digitalisierer) bezeichnet und umfasst laut Definition nur die Funktionen der Digitalisierung von
Messsignalen und die ADC-Datenstromweiterleitung. Prinzipiell optional dagegen ist die Wei-
terverarbeitung des ADC-Datenstroms innerhalb des Digitizermoduls, welche mit ASICs aber
auch mit FPGAs geschehen kann. Abbildung 2.1 zeigt den Aufbau eines Digitizers mit FPGA
als Verarbeitungseinheit (FPGA-Digitizer). Es ist zu erkennen, dass der Digitizer als Modul mit
seinen ADCs so zeitig wie möglich die einzelnen Messkanäle (i. F. nur als Kanal bezeichnet) mit
ihren Spannungsverläufen „digitalisiert“ und dann die Datenströme an das FPGA übergibt. Das
FPGA hat Zugriff auf den Systembus (z.B.: PCI, PCIe oder USB) und kann beliebige Daten an das
Host-System übergeben. Ein Nachteil der hohen Abtastfrequenz moderner ADCs ist folglich die
große Datenmenge, welche von einer ADC pro Zeiteinheit ausgegeben wird. Bei einer 1 GSPS ADC
mit 8 Bit Auflösung sind dies 1 GByte/s und bei einer ADC mit 3 GSPS mit 12 Bit Auflösung wären
dies bereits 4,5 GByte/s und pro Kanal. Diese Datenraten sind ohne Vorverarbeitung selbst für
eine PCIe Verbindung mit mehreren Lanes11 nur mit großem technischem Aufwand zu übertragen,
10 Die Abtastrate von 1 GSPS (Gigasample pro Sekunde) entspricht einer Abtastperiode von 1109SPS = 1 ns.
11 Eine einzelne Lane ist ein differenzielles Leitungspaar zur seriellen Datenübertragung.
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Abbildung 2.1: Schematischer Aufbau eines FPGA-Digitizers mit Eingangskanälen (links); FPGA
als Verarbeitungseinheit (mittig) und Datenweitergabe über einen Systembus
(rechts); optionaler Speicher (oben)
geschweige denn in Software zu verarbeiten. Verschärft wird die Situation weiter dadurch, dass
bei vielen Anwendungen und Digitizermodulen mehrere Kanäle und ihre Eingangsspannungsver-
läufe auszuwerten sind (Stand der Technik sind bis zu 16 Kanäle). Die hohe Gesamtdatenrate der
ADCs lässt sich nicht sinnvoll über aktuelle Systembusse übertragen, sodass ein zwischen ADC
und Systembus platzierter IC (Integrated Circuit) als Verarbeitungseinheit den Sampledatenstrom
der ADCs entweder beschneiden oder vorverarbeiten muss. Die Verarbeitungseinheit hat dazu
vollständigen Zugriff auf jedes einzelne Sample der Datenströme aller angeschlossenen ADCs.
Die einfache Beschneidung geschieht meist durch Festlegen einer gewünschten Trigger-Schwelle.
Alle über dieser Schwelle liegende Samples werden dann über den Systembus übertragen. Für
diese Funktion reichen unveränderbare ASICs aus. Eine komplexere Vorverarbeitung und damit
weitere Datenreduktion ist dagegen zu anwendungsspezifisch, so dass in diesem Fall ein FPGA
als Verarbeitungseinheit geeigneter ist. Auf der Ebene der Bus-Systeme angelangt werden die zu
transferierenden Daten an CPU-Systeme weitergegeben, in denen die Daten per Software dann
weiterverarbeitet werden.
2.2 Digitale Signalprozessoren (DSPs)
Für den Einsatz als ASIC, welcher bei Digitizern zwischen den ADCs und dem Systembus platziert
werden könnte, sind digitale Signalprozessoren (kurz DSP) sehr prädestiniert. Eine digitale Signal-
verarbeitung in Form von Filtern könnte mit diesen Prozessoren sofort auf dem ADC-Datenstrom
ausgeführt werden. DSPs12 sind µC deren Systemarchitekturen speziell auf die Aufgaben der
digitalen Signalverarbeitung abgestimmt sind. So sind DSPs bspw. in der Lage pro Takt mindestens
eine Multiplikation und eine Addition (Multiply-Accumulate Operation, kurz MAC) vorzunehmen.
Zusätzlich sorgen spezielle Schleifenbefehle und eine angepasste Pipelinearchitektur dafür, dass
Schleifensprünge in einem Takt bearbeitet werden können. Betrachtet man bspw. Code 2.1, welcher
12 Hier nicht zu verwechseln mit den DSPs in FPGAs.
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1: Start
2: while true do
3: t1 = x [n]
4: y [n] = 0,5 · t1 +0,5 · t2
5: t2 = t1
6: end while
7: End
Code 2.1: Pseudocode eines einfachen TP-Filters mit x [n] als nächstes Eingangswerte, t1/2 als
Nutzvariablen und y [n] als nächster Wert der Ausgangsfolge
einen Tiefpass nach Differenzengleichung (2.1):
y [n] = 0,5 · x [n]+0,5 · x [n−1] (2.1)
berechnet, so würde ein einfacher µC nach ca. 7 Takten einen neuen Wert der Ausgangsfolge y [n]
berechnet haben13 . Mit einem 1 GHz µC wäre somit ein maximale Abtastrate einer ADC von ca.
142 MHz ohne Datenverlust verarbeitbar. Einfache DSPs könnten dagegen mit ihrer optimierten
Architektur die Berechnung eines neuen Ausgangswerts y [n] nach Code 2.1 in ca. 1-3 Takten
ausführen14 . Zusätzliche Takte zur Zwischenspeicherung der zeitverzögerten Werte werden nicht
benötigt, da die Harvard-Architektur eines DSP die Operanden und Koeffizienten unabhängig
an eine MAC-Einheit anlegt. Als Leistungsmerkmal von DSPs bzgl. digitaler Filter wird in den
Datenblättern die Anzahl an MAC-Operationen pro Sekunde angegeben. Für einen digitalen Filter
wird eine einzelne MAC-Operation benötigt, um einen Wert der Eingangsfolge mit dem zugehörigen
Koeffizienten zu Multiplizieren und das Ergebnis zu Akkumulieren. Dies muss für jeden Filter-
Tap15 wiederholt werden, bevor ein neuer Wert der Ausgangsfolge berechnet wird. Die durch den
DSP verarbeitbare ADC-Abtastrate (in Samples pro s) beträgt also für einen FIR-Filter die Leistung
in Einheiten von MACs dividiert durch die Anzahl der Filter-Taps ([TIDSPBENCH2016]). Damit ist
also der Durchsatz eines digitalen Filters in einen konkreten DSP von der Anzahl der Filter-Taps
und damit von der Koeffizentenanzahl abhängig.
2.3 Field Programmable Gate Arrays
FPGAs gehören zur Klasse der konfigurierbaren Hardware und ihre Hauptfunktionalität ist die Um-
setzung von individuellen digitalen Schaltungen. FPGAs oder auch deren Vorgänger die Complex
Programmable Logic Devices (kurz CPLDs) sind dabei in der Lage die benutzerspezifische Schal-
tung durch die interne Konfiguration und Verschaltung ihrer Logik-Ressourcen umzusetzen. Dazu
besitzen FPGAs grundlegenden Elemente der Digitaltechnik wie Look Up Tables (kurz LUTs),
Flip Flops (kurz FFs), Switch Matrizes, Multiplexer, Carry Logic, Block RAMs und Digital Signal
Processing Elemente (kurz DSP)16 ([XILINXUG474]). Alle Elemente befinden sich bereits im
nicht-programmierten Zustand in einem FPGA und sind in einer gleichmäßigen Struktur angeordnet.
Durch die Erstellung eines FPGA-Designs mit den Synthese-Tools der FPGA-Hersteller, dessen
Verhalten bspw. mittels Verilog, VHDL, System C oder anderer höherer Sprachen (z.B.: High Level
Synthese (kurz HLS) ([XILINXUG998])) beschrieben werden kann, werden dieses Grundelemente
13 Voraussetzung ist: sofort Zugriff auf die Eingangswerte x [n], Multiplikation und Addition benötigt jeweils einen
Takt; sowie Schleifenprüfung benötigt 2 Takte
14 Zur genauen Bestimmung des Durchsatzes kommt es konkret auf den DSP an.
15 Ein FIR-Filter hat so viele Koeffizienten wie Filter-Taps
16 Abkürzung darf nicht mit „DSP“ verwechselt werden, was ebenfalls für digitalen Signalprozessoren stehen kann.
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des FPGA so konfiguriert und miteinander verschaltet, dass das logische Verhalten des gesamten
FPGA der gewünschten benutzerspezifischen digitalen Schaltung entspricht. Zusätzlich verfügt ein
FPGA über als Input, Output oder Tri-State17 konfigurierbare I/Os, welche externe logische Pegel
in die interne FPGA-Schaltung weiterleiten oder nach Extern weitergeben können. Die gesamte
Konfiguration eines FPGAs wird in einem sogenannten Bitstream vereinigt, welche für einen
konkreten FPGA-Typ, unabhängig von seiner internen Schaltung und im unkomprimierten Zustand,
immer die gleiche Größe annimmt.
2.3.1 Hohe Datenverarbeitungsraten durch Parallelverarbeitung
Der Vorteil eines FPGA gegenüber einem µC, DSP bzw. CPU liegt darin, dass in ihm implemen-
tierte digitale Schaltungen mit sehr hohen Datenverarbeitungsraten ausgeführt werden können. Dies
liegt zum einen an der Möglichkeit der Implementierung anwendungsspezifischer Schaltungen aber
auch an der Möglichkeit zur Parallelimplementierung digitale Schaltungsteile. Es handelt sich dabei
um das selbe Prinzip wie bei ASICs, welche tendenziell sogar noch höhere Datenverarbeitungsraten
ermöglichen, nur mit dem Unterschied, dass ASICs nachträglich nicht veränderbar sind. Hauptsäch-
lich durch die massive parallele Datenverarbeitung ist es möglich die Datenverarbeitungsmenge pro
Zeiteinheit zu erhöhen. Bei größeren FPGAs (FPGA mit sehr vielen benutzbaren Grundelementen)
lassen sich dazu kleine digitale Schaltungsteile für viele Anwendungen ausreichend oft verviel-
fältigen. Dies ist in einfachen µC, DSPs bzw. CPUs nur stark beschränkt durch den Einsatz von
Mehrkernprozessoren möglich18 .
2.3.2 Digitale Signalverarbeitung mittels FPGAs
Das DSP-Element in modernen FPGAs bspw. der Firma Xilinx ist ein für digitale Filter opti-
miertes Grundelement. Mit den nativ im FPGA vorkommenden DSP-Einheiten kann bspw. die
MAC-Operation ausgeführt werden. Dadurch muss die MAC-Operation nicht mittels verteilter
Ressourcen (LUTs, FFs) implementiert werden, was zum Ziel hat die maximale Taktrate (i. F.
auch als Taktbarkeit bezeichnet) zu erhöhen. Abbildung 2.2 zeigt den schematischen Aufbau eines
DSP48E1-Grundelements eines Virtex 6 FPGAs. Diese Einheit befindet sich von 288-mal (bei
kleinen Virtex 6 Typ, XC6VLX75T) bis zu 2016-mal (bei größtem Virtex 6 Typ, XC6VSX475T)
gleichmäßig verteilt im FPGA (siehe [XILINXUG369]). Es können optional Registerebenen ak-
tiviert, Datenpfade angepasst oder Teil-Funktionen eingestellt werden, welche in Abbildung 2.2
farblich markiert sind. Die farblichen Pfade stellen dabei ein Beispiel dar, wie Gleichung (2.1)
durch die Implementierung von 2 DSPs realisiert werden kann. Dabei markieren die roten Pfade
die Einstellung des 1. DSP (Berechnung des Terms 0,5 · x[n] aus Gleichung (2.1)) und die blauen
Pfade die Einstellung des 2. DSP (Berechnung des Terms 0,5 · x[n−1] aus Gleichung (2.1)). Neue
Samples (x[n]) werden über den Eingang A in den 1. DSP mit jedem Taktzyklus in den Filter
eingegeben. Über den Ausgang ACOUT werden die zeitverzögerten Samples (x[n−1]) an den 2.
DSP mit Eingang ACIN übergeben. Die Koeffizienten werden jeweils über Eingang B angelegt.
Das 1. Produkt (0,5 · x[n]) aus dem 1. DSP wird direkt über PCOUT an den 2. DSP übergeben. Der
2. DSP erhält dieses Zwischenergebnis über seinen PCIN-Eingang und kann dieses mit dem Term
0,5 · x[n−1] addieren. Das neue Glied der Ausgangsfolge y[n] wird dann über den P-Ausgang des
2. DSP ausgegeben. Diese Schaltung kann mit jedem Taktzyklus mit einem neuen Sample gespeist
werden und mit jedem Taktzyklus wird auch ein neues Glied von y[n] berechnet. Da ein DSP im
Virtex 6 FPGA mit 550 MHz taktbar ist, kann die gesamte FIR-Filterschaltung eine Abtastrate von
17 optional aktivierbarer Output bei besehendem Input
18 µC oder CPUs haben gegenüber FPGA größeres Potential bei der Ausführung flexibler sequenzielle Algorithmen.
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Abbildung 2.2: Interne Struktur eines Virtex 6 DSP48E1-Elements nach [XILINXUG369]. 1. DSP
zur Realisierung von Gleichung (2.1) in roter Konfiguration, 2. DSP in blauer
Konfiguration
550 MSPS verarbeiten. Dies ist bereits eine beachtliche Leistung im Vergleich zu konventionellen
DSPs, auch wenn man bedenkt, dass nur zwei der DSP-Grundelemente verwendet werden.
2.3.3 Voller Durchsatz digitaler Schaltungen
Die Schaltungen zur digitalen Signalverarbeitung werden in FPGAs meist so konzipiert und imple-
mentiert, dass sie genau die benötigten Durchsatzanforderungen erfüllen. Würde mehr Durchsatz
als gefordert bereitgestellt werden, so kann dies zu einer nicht gewünschte Ressourcenverwendung
führen. Zum Beispiel könnten mehr Ressourcen für parallele Schaltungen (Erhöhung des Durchsat-
zes durch Parallelverarbeitung) oder zusätzliche Pipelining-Strukturen (Erhöhung des Durchsatzes
durch höhere Taktbarkeit) investiert sein, welche den nicht benötigten Durchsatz erzielen. Dies ist
meist nicht erwünscht, da dann die Ressourcen für andere Schaltungen und damit Funktionalitäten
fehlen würden. Der Durchsatz einer Schaltung, welcher genau die Durchsatzanforderung erfüllt,
soll i. F. als voller Durchsatz definiert werden.
Definition voller Durchsatz:
Der Begriff voller Durchsatz wird in der vorliegenden Arbeit als die Rechenleistung eines Systems
definiert, welche gerade so hoch ist (und nicht höher), dass eine Verarbeitung des Datenstroms der
Eingangswerte über einen theoretisch unendlich langen Zeitraum ohne Datenverlust ausgeführt
werden kann. Der Zusatz des unendlich langen Zeitraums ist dabei von entscheidender Bedeutung, da
genau diese Voraussetzung den Einsatz von Speichern zur Vermeidung von Datenverlust wirkungslos
macht.
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2.4 Das Nyquist-Shannon Abtasttheorem
Das Nyquist-Shannon Abtasttheorem stellt aus folgenden Gründen die theoretische Grundlage für
die vorliegende Arbeit dar:
• Es werden lediglich die ADC Samples eines analogen Signalverlaufs mittels digitaler Signal-
verarbeitung verarbeitet und nicht der kontinuierliche Signalverlauf.
• Es werden zur korrekten Abtastung Bedingungen an das Digitizereingangssignal gestellt,
welche das Abtasttheorem benennt.
• Das Abtasttheorem benennt weitere Bedingungen zur Signalrekonstruktion, welche in der
Praxis auf Erfüllung geprüft werden müssen, um die Qualität einer Interpolation zu beurteilen.
Da das Abtasttheorem für jegliche Sampling, Signalverarbeitungs- und Rekonstruktionsaufgabe
von großer Bedeutung ist, soll es an dieser Stelle in seiner Sinnhaftigkeit des Theorems 1 aus
[SHANNON1949] wiedergegeben sein. Es wird darin folgende Aussage über eine zeitkontinuierli-
che Funktion f (t) mit der Bandbreite W gemacht:
Nyquist-Shannon Abtasttheorem (Übersetzung des Theorems 1 aus [SHANNON1949]):
Wenn eine Funktion f (t) in ihrer Bandbreite W cps19 limitiert ist, dann ist diese Funktion durch die
Folge ihre Funktionswerte im Abstand von 12W vollständig bestimmt.
Weiter formuliert Shannon in [SHANNON1949], dass sich die Funktion f (t) durch die Summation














xn · sinc(2 ·W · t−n) (2.2)
Dabei ist die rekonstruierte Funktion fR (t) = f (t) aber nur für t 6= n2·W , da sinc(0) nicht definiert
ist. Weil allerdings der links- und rechtsseitige Grenzwert von sinc(τ) bei τ = 0 übereinstimmt,




fR (t) für t 6= n2·W
xn sonst
(2.3)
zu rekonstruieren. Gleichung (2.2) kann, wie nach [OPPENH2010] (Gleichung 4.25) als Ausdruck in



















2.4.1 Interpolation mit dem Shannon-Interpolator
Im Wesentlichen sagt also das oben genannte Abtasttheorem etwas über die Rekonstruierbarkeit
einer zeitkontinuierlichen Funktion nur durch die Kenntnis ihrer Funktionswerte an bestimmten
äquidistanten Positionen (auch Abtastwerte oder Samples genannt) aus. Um also die Funktionswerte
19 cycles per second; Zyklen pro Sekunde; Heute eher bekant als Hertz (Hz)
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Abbildung 2.3: Darstellung der sinc-Funktion in einem Intervall um x = 0 (rot) und der Amplitude∣∣ 1
πx
∣∣ (grün) für x 6= 0
zwischen den Abtastwerten der ursprünglichen zeitkontinuierlichen Funktion zu rekonstruieren
kann Gleichung (2.2) genutzt werden. Diese Rekonstruktion nennt sich dann Interpolation und
Gleichung (2.2) wird zum Shannon-Interpolator. Um Gleichung (2.2) auszuwerten wird die sinc-
Funktion benötigt. Dabei geht jedes Sample als Koeffizient in die Skalierung seiner zugehörigen
sinc-Funktion ein und da limτ→0 sinc(τ) = 1 gilt, kann durch Einfügen der Abtastwerte nach Glei-
chung (2.3) ein vollständige Rekonstruktion geschehen. Der Einfluss einer einzelnen skalierten
sinc-Funktion beträgt weiter maximal xn
πt zu einem umliegenden Funktionswert der abgetasteten
Funktion f (t). Er fällt also asymptotisch ab und die Nebenmaxima werden niemals null, weder in
Richtung Vergangenheit noch in Richtung Zukunft. Aus diesem Grund ist es wichtig die abzuta-
stenden Funktionen außerhalb des Abtastintervalls gegen null zu bringen, damit der Einfluss der
Abtastpunkte außerhalb des Abtastintervalls vernachlässigbar wird. Die sinc-Funktionen haben ihre
Nullstellen bei t = (k+n)Ts mit k ∈ Z und k 6= 0. Diese Nullstellen überlagern sich genau mit den
Abtastzeitpunkten anderer Samples xn, so dass Gleichung (2.3) alle Abtastwerte exakt annimmt. Es
ist bekannt, dass die minimal notwendige Abtastfrequenz fs = 1Ts zur fehlerfreien Rekonstruktion
eines bandbegrenzten Signals bei fmax mit fs > 2 fmax betragen muss, wenn die Abtastfrequenz
und Signal in Phase sind. Zur Verdeutlichung des “>“ sei eine Sinusschwingung der Frequenz
f (sin(2π f · t)) mit einer Frequenz von 2 f abgetastet. Wenn Schwingung und Abtastfrequenz in
Phase sind, so wird die Abtastung der Schwingung periodisch an ihren Nullstellen geschehen.
Aus dieser Information kann selbstverständlich nur eine konstante Rekonstruktionsfunktion mit
fR (t) = 0 für t 6= nTs entstehen. Als Beispiel einer Interpolation mit dem Shannon-Interpolator sei
in Abbildung 2.4 eine mit einem Fenster überlagerte Sinusschwingung gegeben, welche mit einer
Abtastrate von 2,46 · fmax abgetastet und anschließend rekonstruiert wurde. Da das Interpolations-
ergebnis, in Abbildung 2.4 schwarz dargestellt, sehr gut mit der ursprünglichen Kurve (grün) im
Trigger-Punkt (schwarzes Kreuz) übereinstimmt, ist zu erkennen, dass bereits diese Abtastfrequenz
ausreicht, um eine gute Interpolationsqualität um den Trigger-Punkt zu erreichen. Dies gilt allerdings
hauptsächlich für oszillierende Ursprungsfunktionen. Wird der Shannon-Interpolator auf einen in
der vorliegenden Arbeit relevanten Detektorimpuls angewendet, so ist die Interpolationsqualität
unterschiedlich (siehe Kapitelpunkt A.2).
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Abbildung 2.4: Shannon-Interpolators zur Rekonstruktion; ursprüngliche Sinus-Schwingung
(grün); Abtastpunkte des Impulses, welche in die Interpolation eingehen (blaue
Kreuze); Abtastpunkte des Impulses, welche nicht in die Interpolation einge-
hen (grüne Kreuze); Rekonstruktionsergebnis (schwarz) um den Trigger-Punkt
(schwarzes Kreuz); samplewertgewichteten sinc-Funktionen (rot)
2.5 Eigenschaften von AD-Wandlern
Der ADC ist das Herzstück eines jeden Digitizers. Er und seine versorgenden Schaltungsteile
müssen mit großer Sorgfalt ausgewählt und entwickelt werden, um ein Optimum an Abtastgenau-
igkeit bei gewünschter Abtastrate für beliebige Anwendungen zu erreichen. Aufgrund der hohen
Abtastraten von >1 GSPS bei modernen Digitizern kommen als ADCs meist Parallel-Umsetzer
(siehe Kapitelpunkt A.3.4) zum Einsatz. Diese ADCs haben eine kurze Umsetzungszeit allerdings
im Kompromiss zur Abtastgenauigkeit.
Im Wesentlichen beruhen die relevanten Eigenschaften einer ADC auf der maximal erreichbaren
Abtastrate (Angabe in Samples per Second (kurz SPS)) und der Abtastgenauigkeit (Angabe in
ENOB), welche sich aus dem von der Eingangsfrequenz abhängigen Verhältnis von Signal- zu
Rauschpegel ableitet. Alle Faktoren, welche die Abtastgenauigkeit beeinflussen und auf das Rausch-
verhalten zurückzuführen sind, werden in der ENOB-Angabe berücksichtigt. Diese Angabe eines
Digitizers ist demzufolge ebenfalls von der Eingangsfrequenz abhängig und wird nicht nur von
der verwendeten ADC bestimmt, sondern von der gesamten Schaltung des Digitizermoduls. Die
letztendlich vorliegenden ENOB-Verhältnisse müssen also für einen gesamten Digitizer gemessen
werden. Dies wird von den Herstellern durchgeführt und in den Datenblättern der Digitizer angege-
ben. Für eine detaillierte Ausführung der wichtigsten ADC-Eigenschaften, welche die Abtastrate
und -genauigkeit beeinflussen wird auf Kapitelpunkt A.3.5 verwiesen. ADCs im Allgemeinen
werden in Kapitelpunkt A.3 vorgestellt.
2.6 Digitale Filter
In DSPs und FPGAs sind digitale Filter eine verbreitete Möglichkeit zur Signalverarbeitung.
Digitale Filter werden dabei durch reine mathematische Operationen gebildet und benötigen keine
analogen Schaltungselemente. Im Speziellen sind dabei eine Untermenge der linearen zeitinvarianten
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Systeme (engl. linear time-invariant, kurz LTI) von Bedeutung, welche durch die allgemeine









ak · y [n− k] (2.4)
Dabei haben die Ausdrücke der Gleichung (2.4) die folgenden Bedeutungen aus Tabelle 2.1:
Term Bedeutung
y [n] Die Glieder der Ausgangsfolge (Ausgabewerte des Filters)
x [n] Die Glieder der Eingangsfolge (Samples der Impulsverläufe)
ak Koeffizienten der Ausgangsfolge
bm Koeffizienten der Eingangsfolge
k Parameter der Glieder der Ausgangsfolge
m Parameter der vergangenen Glieder der Eingangsfolge
N
N ist die Ordnung des Filters bei endlicher Impulsantwort (FIR-Filter); N +1 ist die
Anzahl der Glieder der Eingangsfolge, welche für die aktuelle y [n]-Berechnung von
Bedeutung sind.
M
Ordnung der Differenzengleichung und des Filters bei unendlicher Impulsantwort (IIR-
Filter); M ist die Anzahl der Rückkopplungsglieder der Ausgangsfolge, welche für die
aktuelle y [n]-Berechnung von Bedeutung sind. Für N > 0 und M > 0 gibt der größere
Wert von N und M die Ordnung an.
Tabelle 2.1: Parameter der Differenzengleichung eines allgemeinen LTI-Filters
Digitale Filter haben folgende Vorteile und Nachteile gegenüber analogen Filtern.
Vorteile gegenüber analogen Filtern:
1. Nach der AD-Wandlung eines Eingangssignals können digitale Filter, bei entsprechend be-
rücksichtigter Rechengenauigkeit, mit verhältnismäßig geringem Aufwand mit vernachlässig-
barem Genauigkeitsverlust umgesetzt werden. Ein analoger Filter fügt hingegen kontinuierlich
Rauschen zum zu bearbeitenden Signal hinzu solange es den Filter durchläuft.
2. Digitale Filter sind ab einer anwendungsspezifischen Komplexität kostengünstiger und flexi-
bler als analoge Filter, da sie keine zusätzlichen Bauelemente benötigen und durch Änderung
des DSP-Programms oder des FPGA-Designs verändert werden können.
3. Es lassen sich mit digitalen Filtern eine größere Menge an gewünschten Übertragungsfunktio-
nen umsetzen als mit analogen Filtern.
Nachteile gegenüber analogen Filtern:
1. Die benötigte Berechnungszeit der Ausgangsfolge kann von der Anzahl der verwendeten
Koeffizienten und von der Filterordnung abhängig sein. Dies kann dazuführen, dass die
Berechnung von y [n] nicht so schnell durchgeführt werden kann, wie die Eingabe von x [n]
stattfindet. Dadurch können Daten verloren gehen.
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2. Die Entwicklung einer gewünschten digitalen Filter-Implementierung kann bei komplexen
Filtern viel Zeit in Anspruch nehmen. Dies liegt daran, dass individuelle Filteranforderungen
wie in der vorliegenden Arbeit zu hochspezifischen Filterschaltungen führen.
Für eine detaillierte Ausführung über digitale Filter wird auf [OPPENH2010] verwiesen.
2.6.1 Filter mit endlicher Impulsantwort (FIR-Filter)
Bei digitalen Filtern mit endlicher Impulsantwort h [n], auch FIR-Filter (engl. Finite Impulse
Response) genannt, handelt es sich um Filter nach Gleichung (2.4) mit ak = 0 für beliebige k und min.





bm · x [n−m] (2.5)
Es existiert somit keine Rückkopplung eines Gliedes der Ausgangsfolge in den Eingang des Filters.
Würde man also einen Dirac-Impuls δ [n] zu einem beliebigen Zeitpunkt in das System eingeben, so
würden die ersten N +1 Glieder der Ausgangsfolge den Koeffizienten bm entsprechen und dann alle
folgenden Glieder gleich 0 sein. Die Impulsantwort als Folge h [n] = [b0,b1, . . . ,bN ] betrachtet ist







Abbildung 2.5: Struktur eines FIR-Filters der Ordnung 2 nach Direkt-Form 1
für eine Multiplikation mit den darin angegebenen Termen und ausgefüllte Punkte für Additionen
der mit den Koeffizienten skalierten Samples. Die Multiplikation mit den Termen z−k mit k = 1
steht für die zeitliche Verschiebung der Samples der Eingangsfolge um genau eine Abtastperiode
in die Vergangenheit. Für k > 0 wird dadurch eine zeitliche Verschiebung der Samples aus der
Vergangenheit in den aktuellen Berechnungsschritt erreicht. Diese zeitliche Verschiebung kann für
k ∈ N durch Speicher realisiert werden.
2.6.2 Filter mit unendlicher Impulsantwort (IIR-Filter)
Bei digitalen Filtern mit unendlicher Impulsantwort, auch IIR-Filter (engl. Infinite Impulse Res-
ponse) genannt, handelt es sich um Filter mit min. einem ak 6= 0 für beliebige k. Mit IIR-Filtern
kann eine größere Menge an Übertragungsfunktionen (kurz ÜF) umgesetzt werden, da sie quasi die
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Freiheitsgrade der FIR-Filter nur erweitern und nicht beschneiden. Die Struktur eines IIR-Filters










Abbildung 2.6: Struktur eines IIR-Filters der Ordnung 1 nach Direkt-Form 1
kopplungspfad mit dem Koeffizienten a1 im Ausgabepfad von y [n] zu erkennen. Bei direktem
Vergleich mit Abbildung 2.5 ist ersichtlich, dass eine Nachschaltung des Rückkopplungspfades aus
einem FIR- einen IIR-Filter erzeugt. Die Eingangsfolge des IIR-Filteranteils20 ist also gleich der
Ausgangsfolge des FIR-Filteranteils. Wären bei einem IIR-Filter alle ak = 0 so würde ein IIR-Filter
zu einem FIR-Filter entarten. Da jeder Filter durch seine Impulsantwort definiert ist und durch die
Koeffizienten eines FIR-Filters sich seine Impulsantwort technisch einfach anpassen lässt, sind
bereits die Möglichkeiten der digitalen FIR-Filter sehr umfassend. Zusätzlich kann bei gegen 0
konvergierenden Impulsantworten von IIR-Filtern aufgrund der Quantisierung unter Umständen
eine geeignete Approximation durch FIR-Filter geschehen.
2.6.3 Frequenz- und Phasenverhalten digitaler Filter
Das Frequenz- und Phasenverhalten eines digitalen Filters sind gleichermaßen wie bei analogen
Filtern wichtige Eigenschaften, welche zur Frequenzmanipulation oder Impulsformung betrachtet




des digitalen Filters analysiert. Wobei ω der Kreisfrequenz ω = 2π f und ∆t der Abtastperiode Ts





, mit z = e jω∆t (2.6)
Dabei sind X (z) die z-Transformierte der Eingangsfolge in den Filter und Y (z) die z-Transformierte
der Ausgangsfolge aus dem Filter. Wird Differenzengleichung (2.4) z-transformiert so erschließt





















, mit a0 = 1 (2.7)
20 Gemeint ist der Rückkopplungspfad in Abbildung 2.6 allein, welcher bereits ein IIR-Filter ist.
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In Gleichung (2.9) ist zu erkennen, dass nach der z-Tranformation die zeitverzögerten Glieder
der Eingangsfolge mit X (z)z−n, n ∈ Z dargestellt werden. Dabei gilt wenn n > 0 so handelt
es sich um eine n-fache Verschiebung aus der Vergangenheit und für n < 0 um eine n-fache
Verschiebung aus der Zukunft der Eingangsfolge um ein Sample in die aktuelle Berechnung für
y [n]. Analog würde dies für die Terme Y (z)z−n gelten. Für n = 0 ergibt sich mit z0 = 1 keine
effektive Verschiebung, was somit im Ortsraum den Folgengliedern x [n] oder y [n] entspricht. Die
Verschiebung der Samples aus der Zukunft in den aktuellen Berechnungsschritt ist praktisch aus
Kausalitätsgründen nicht möglich, da die zukünftigen Samples einer Eingangsfolge unbekannt sind.
Sollte dies aber aus mathematischen Gründen der Übertragungsfunktion notwendig sein, bspw. mit
z3, so kann die Übertragungsfunktion insgesamt mit z−3 multipliziert werden. Da die Filtersysteme
zeitinvariant sind bewirkt dies, dass Samples aus der Zukunft in die Gegenwart verschoben werden.












Gleichung (2.11) zeigt, dass die z-Transformation eines Filters für die Frequenzantwort nur auf
dem Einheitskreis der komplexen Ebene betrachtet wird. ∆t wird als Faktor in den Exponenten
eingefügt, um die Eigenschaften des Filters über eine normierte Frequenz fN mit fN = f/ fs = f ∆t
zu betrachten. Dies hat folgenden Hintergrund. Da digitale Filter lediglich eine mathematische
Berechnungsvorschrift auf Samples darstellen und während der Berechnungen der zeitliche Bezug
der Samples untereinander (Abtastperiode) verloren geht, macht es weniger Sinn das Frequenz-
und Phasenverhalten eines Filters auf eine konkrete Frequenz bezogen zu betrachten. Stattdessen
werden die Eigenschaften eines digitalen Filters auf die Abtastfrequenz normalisiert betrachtet.
Um dies zu erreichen wird der ursprüngliche Exponent hier bezeichnet mit x der Frequenzantwort
mit x = jω = j2π f durch x = j2π f/ fs = jω∆t mit der Abtastfrequenz fs = 1/∆t ersetzt. Weiter
gilt, dass im Spektrum nur Frequenzen bis zur Nyquist-Frequenz ΩNyquist = 2π fNyquist = 2π fs/2
betrachtet werden müssen, da größere Frequenzen ohnehin als Alias-Frequenzen (Alias-Effekt,
siehe Kapitelpunkt A.4) in den Spektralbereich 0 ≤ 2π f ≤ ΩNyquist abgebildet werden. Deshalb
wird das Frequenz- und Phasenverhalten nur im normierten Frequenzbereich [0, 12 ] betrachtet.
Frequenzverhalten durch Dämpfung eines digitalen Filters
Das Frequenzverhalten eines digitalen Filters wird durch seine frequenzabhängige Dämpfung ange-
geben.21 Die Dämpfung eines digitalen Filters wird durch seine Frequenzantwort mit
∣∣H (e jω∆t)∣∣





∣∣H (e jω∆t)∣∣2 angegeben. Da die Frequenzantwort eine komplexwertige Funktion f (ω)
ist, ist die Dämpfung der absolute Betrag eines komplexen Funktionswertes. Für das Beispielfilter
A (siehe Gleichung (2.8)) ergibt sich dessen Dämpfung nach Gleichung (2.12).∣∣∣HA(e jω∆t)∣∣∣= ∣∣∣∣12 + 12e− jω∆t





































Aus Abbildung 2.7 ist zu erkennen, dass das Beispielfilter A ein Tiefpass ist und seine normierte

















Abbildung 2.7: Darstellung der Dämpfung des Beispielfilters A
Grenzfrequenz fcutN bei fcutN = 1/4 liegt. Mittels der normierten Frequenz kann nun der digitale
Filter auf ein beliebiges System mit periodischer Abtastfrequenz übertragen werden. Die praktisch
dabei resultierende Grenzfrequenz fcut berechnet sich aus der normierten Grenzfrequenz wie folgt
nach Gleichung (2.13).
fcut = fcutN · fs (2.13)
Für Beispielfilter A ergibt sich fcut = 14 fs. Aus Abbildung 2.7 können direkt die Faktoren abgelesen
werden mit denen die bestimmten Frequenzanteile gedämpft (skaliert) werden, wenn sie das Filter
durchlaufen. Wäre die praktische Anwendung des Beispielfilters A als Tiefpassfilter gedacht, so
wäre es das Ziel alle Frequenzen in der Eingangsfolge oberhalb der Grenzfrequenz zu unterdrücken
oder zu „entfernen“22 . Bei wertdiskreten Filtern (welches digitale Filter sind) reicht es dabei aus,
die Dämpfung der Frequenzanteile unter das Maß des Quantisierungsrauschens zu bringen, da diese
dann praktisch nicht mehr aus dem breitbandigen Quantisierungsrauschen hervorgehen können.
Das Quantisierungsrauschen ist wiederum eine konkrete Eigenschaft des ADC. Um welchen Anteil
somit die zu dämpfenden Frequenzanteile im Vergleich zu den zu erhaltenden Frequenzanteilen
abgeschwächt werden müssen, zeigt eine spektrale Analyse des Eingangssignals. Es ist also zu
22 Aus dem Signal „entfernen“ bedeutet praktisch die Frequenzanteile so stark zu dämpfen, dass sie für die weitere
Verarbeitung vernachlässigbar sind.
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erkennen, dass für eine optimale Wirkung die Frequenzantwort des verwendeten digitalen Filters
auf das vorliegende Eingangssignal und den verwendeten ADC abgestimmt sein muss.
Phasenverhalten und Gruppenlaufzeit eines digitalen Filters
Die Gruppenlaufzeit τg (ω) eines digitalen Filters bestimmt die zeitliche Verschiebung bestimmter
Frequenzanteile vom Eingangssignal zum Ausgangssignal. Das heißt jeder digitale Filter dämpft
oder verstärkt nicht nur Frequenzanteile, sondern besitzt eine frequenzabhängige Gruppenlaufzeit,
welche auf die Frequenzanteile wirkt, während sie das Filter durchlaufen23 . Die Gruppenlaufzeit




dabei ist Φ(ω) = arg(H (z)) , mit z = e jω∆t (2.14)
Für den Beispielfilter A berechnet sich die Gruppenlaufzeit nach Gleichung (2.15) wie folgt, wobei





































Es ist zu erkennen, dass sich in diesem speziellem Fall keine Frequenzabhängigkeit ergibt, da die
Gruppenlaufzeit für alle Frequenzen genau ∆t 12 beträgt. Es werden also alle Frequenzanteile um
eine halbe Abtastperiode verzögert. Dieser Spezialfall ist allerdings der Wahl der Filterkoeffizienten
geschuldet und nicht allgemeingültig.
Anwendungsmöglichkeiten digitaler Filter bzgl. ihres Frequenz- und Phasenverhaltens
Im Allgemeinen kann es für digitale Filter bzgl. ihres Frequenz- und Phasenverhaltens folgende
Anwendungsfälle geben:
Frequenzmanipulation (kurz FM): Anwendung um bestimmte Frequenzanteile eines aufgenom-
menen Signals zu verstärken oder zu dämpfen. Beispiele dieser Anwendung sind Tiefpass, Hochpass
oder Bandpass. Um dies zu erreichen, wird gezielt die Frequenzantwort eines Filters modelliert.
Die Gruppenlaufzeit wird dabei möglichst konstant oder bestenfalls 0 gehalten.
Signalverzögerung: Anwendung zur Signalverzögerung, bei dem die Gruppenlaufzeit eines auf-
genommenen Signals verändert werden. Dies wird dadurch erreicht, dass die Phase der Frequenz-
antwort des Filters modelliert wird und somit bestimmte Frequenzanteile durch den Filter eine
bestimmte Verzögerung erfahren. Die Dämpfung soll gegebenenfalls 1 sein.
Impulsformung (kurz IF): Ziel ist dabei die Form des Eingangssignals bspw. eines Impulses (engl.
pulse shaping, auch kurz Shaping genannt) so zu verändern, dass bestimmte Informationen aus dem
Ergebnis extrahiert werden können. Dabei muss aber sichergestellt werden, dass die entstehenden
23 Die Gruppenlaufzeit eines digitalen Filters kann anschaulich als eine reelle Zahl an Samples betrachtet werden.
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Dämpfungs- und Phaseneffekte keine benötigten Informationen aus dem aufgenommenen Signal
verändern oder gar entfernen.
Ein typisches Beispiel für die Signalverzögerung mittels digitaler Filter ist der Thiran All-pass Filter
[VÄLIMÄKI2000]. Die Bezeichnung „All-pass“ drückt aus, dass es sich hierbei um einen Filter
handelt dessen Dämpfung
∣∣H (e jω∆t)∣∣= 1 für beliebige Frequenzen ω ist. Zusätzlich kann dieser
Filter zur Signalverzögerung im Unterabtastperiodenbereich (engl. fractional delay filter) eingesetzt
werden, wobei dessen τg im Bereich von ω = 0 maximal flach (maximal konstante Gruppenlaufzeit)
ist. Fractional delay Filter werden eingesetzt, um ein zeitdiskretes Signal in Bruchteilen der Ab-
tastperiode zu verzögern. Anschaulich ausgedrückt können dazu nicht einfach Samples vertauscht
werden, sondern Samples müssen miteinander verrechnet werden. Solche Filter lassen sich mittels
digitalen Filtern und unter Verwendung ausreichend hoher Berechnungsgenauigkeit sehr effektiv
umsetzen. Dies wäre mittels Analogtechnik nur sehr schwer zu realisieren.
2.6.4 Impulsformung durch Digitaltechnik
Unter Shaping (dt. Impulsformung) versteht man den Vorgang der Verformung oder Formung eines
Messsignals. Ziel ist dabei das Eingangssignal so zu formen, dass gewünschte Informationen aus
der entstehenden Form direkt ablesbar oder einfacher extrahierbar sind. Beim Shaping mittels
Digitaltechnik bedient man sich dabei hauptsächlich der digitalen FIR- und IIR-Filter. Diese Filter
werden ebenso wie in der Analogtechnik Shaper genannt. Damit verbunden sind alle Vor- aber auch
Nachteile der digitalen Filter gegenüber den analogen Filtern.
Beim Entwurf eines digitalen Shapers verhält es sich anders als bei Entwurf eines Filters zur
Frequenzmanipulation oder zur Signalverzögerung. Der Sinn des Shaping ist eine ganz bestimmte
Filter-Ausgangsfolge zu erhalten. Zusätzlich sind die Eingangssignale bekannt, aus denen die
gewünschte Ausgangsfolge geformt werden soll. Es wird also die ÜF des Shapers gesucht, welche
aus einer bestimmten Eingangssignalform eine bestimmte Ausgangssignalform generiert. Um diese
ÜF zu erhalten kann bspw. der Berechnungsansatz nach Gleichung (2.6) genutzt werden. Aber auch
iterative Ansätze, welche die Filterkoeffizienten sukzessive bestimmen, sind möglich.
2.7 Zeitmessung und Zeitauflösung
Bei einer Zeitmessung spricht man implizit von einer Zeitdifferenzmessung. Nämlich der Zeit-
differenz zwischen dem zu messenden Zeitpunkt eines Ereignisses und einem Referenzzeitpunkt,
welcher auch bei 0 s liegen kann. Im Folgenden wird somit immer von einem Start- und einen
Stopp-Ereignis gesprochen. Dies sind typische Sachverhalte einer Zeitmessung, wie sie in vielen
Systemen zur Anwendung kommen. Dabei hat jede einzelne Anwendung eine eigene Anforderung
an die Genauigkeit der Zeitmessung. Diese Genauigkeit wird auch Zeitauflösung genannt.
2.7.1 Zeitauflösung
Über die Einsetzbarkeit eines Zeitmessungsverfahrens in einer praktischen Anwendung entscheidet
dessen Zeitauflösung. Bevor in der vorliegenden Arbeit die Zeitauflösung optimiert werden kann,
soll in diesem Kapitelpunkt die Natur der Zeitauflösung näher erläutert werden. In der vorliegenden
Arbeit wird folgende Definition von Zeitauflösung verwendet.
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Definition Zeitauflösung:
Die Zeitauflösung (engl. time resolution) einer Zeitmessung ist ein konkreter Zeitbetrag und ein
Maß für die Präzision mit der die Zeitmessung gültig ist.
Wird eine wiederholte Zeitmessung einer präzisen Referenzzeitdauer theoretisch unendlich oft
durchgeführt und spektral in Abhängigkeit von Messzeitklassen dargestellt, so ergibt sich eine
statistische Messwertverteilung aller gemessenen Zeiten nach der Normalverteilung. In der Praxis
ergibt sich eine entsprechend hohe Anzahl an Wiederholungen, für die die Messwertverteilung mit
vernachlässigbarer Ungenauigkeit der erwarteten statistischen Verteilung entspricht. Der Zeitauflö-
sungsbetrag (oder die Zeitauflösung) ist die Halbwertsbreite (engl. Full Width at Half Maximum
(kurz FWHM)) dieser statistischen Messwertverteilung. Verwechselt werden darf der Begriff Zeit-
auflösung dabei nicht mit dem Begriff der Darstellungsauflösung eines zeitlichen Messwertes. Bspw.
misst ein Mensch mit einer handelsüblichen digitalen Stoppuhr eine Zeitspanne mit einer Darstel-
lungsauflösung von 100-tel Sekunden, doch liegt die menschliche Fähigkeit auf die Ereignisse des
Starts und Stopps der Zeitmessung zu reagieren im 10-tel Sekundenbereich. Demzufolge wird die
Zeitauflösung dieser Messung ebenfalls im 10-tel Sekundenbereich liegen und nicht besser sein.
Der Sinn der überspezifizierten Darstellungsauflösung der digitalen Stoppuhr ist dabei nur, dass
der Zeitmessung nur ein vernachlässigbarer zusätzlicher Fehler hinzugefügt werden soll, um die
Zeitauflösung nicht weiter zu verschlechtern.
2.7.2 Messung der Zeitauflösung
Die intrinsische Zeitauflösung einer Apparatur kann bestimmt werden, wenn der oben beschrie-
bene Sachverhalt umgekehrt ausgenutzt wird. Der Zusatz „intrinsisch“ meint dabei den Betrag
der Zeitauflösung, welcher nur durch die Messapparatur an sich erzeugt wird. Wird also in die
Zeitmessungsapparatur eine „hochpräzises“ Start- und Stopp-Ereignis zur Zeitdifferenzmessung
eingeführt, so wird die Zeitmessungsungenauigkeit hauptsächlich durch die intrinsische Zeitauf-
lösung der Apparatur bestimmt. Der Begriff „hochpräzise“ meint dabei, dass die Präzision der
zeitlichen Vorkommen des Start- und Stopp-Ereignisses um Größenordnungen besser sein soll
als die Zeitauflösung der Apparatur. Dazu eignet sich häufig ein hoch-präziser Signalgenerator,
welcher sozusagen künstliche Ereignisse wiederholt mit der gleichen Periodendauer in die Kanäle
der Zeitmessungsapparatur eingibt. Die Messapparatur muss die Ereignisse aller Eingangssignale
(Kanäle) detektieren, aufnehmen und zu Zeitstempeln verarbeiten können. Wie dies vonstatten geht,
hängt konkret von der Funktionsweise der Messapparatur ab. Hier gibt es verschiedene Methoden
der digitalen Zeitmessung (siehe Kapitelpunkt A.5). Nachdem die Messapparatur die Zeitstempel
erzeugt hat, deren Darstellungsauflösung um ein vielfaches besser sein sollte als die zu erwartende
Zeitauflösung, können die Zeitstempel weiter verarbeitet werden. Zur Bestimmung der Zeitauflö-
sung mit dem Signalgenerator werden Zeitdifferenzen aufeinanderfolgender Ereignisse gebildet
und diese in einem Spektrum von Zeitdifferenzklassen dargestellt.
Abbildung 2.8 zeigt eine typische Zeitauflösungsmessung von periodischen Eingangssignalen,
welche sich mit einer Frequenz von 1 KHz wiederholen. Es werden die Zeitdifferenzen ∆t der
Zeitstempel gebildet und in ein Histogramm eingetragen, welches in Abbildung 2.8 einen Zeitdif-
ferenzklassenunterschied von 30 µs pro Klasse besitzt. Es wird also das Spektrum der zeitlichen
Differenzen dargestellt. In Abbildung 2.8 ist zu erkennen, dass die statistische Verteilung der blauen
Säulen mit 1000 Ereignissen annähernd einer Normalverteilung entspricht. Liegt der statistischen
Verteilung eine Normalverteilung zugrunde, so kann durch einen Fit (Anpassung) der analytischen
Vorschrift einer Normalverteilung die Standartabweichung σ und somit die FWHM berechnet
werden (siehe Abbildung 2.8 (rote Linie)). Dabei entspricht der FWHM-Wert dem Wert der Zeitauf-
lösung der Messapparatur, wenn die Zeitdifferenz-Zeitstempelzuordnung linear verläuft. Im Falle
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Parameter y0 -2,66212 5,16692
Parameter xc 0,99616 0,00166
Parameter w 0,03683 0,00184
Parameter A 338,79326 13,69886
Parameter FWHM 0,08673 0,00433
Parameter Area 31,27782
Abbildung 2.8: Darstellung einer statistischen diskreten Normalverteilung aus 1000 Ereignissen
(Zeitdifferenzen ∆t) einer wiederholende Ereignisperiode zur Zeitauflösungsbe-
stimmung (blaue Säulen); Erwartete Signalgeneratorperiodendauer ist 1 ms = 1
kHz; Zeitdifferenzklasseneinteilung ist 30 µs/Klasse; Angepasste Normalvertei-
lung (rote Linie)
einer Normalverteilung kann der Betrag der FHWM durch Gleichung (2.16) in Abhängigkeit von
der Standardabweichung σ berechnet werden.
FWHM = 2
√
2ln(2)σ ≈ 2,355σ (2.16)
In Abbildung 2.8 ergibt sich ein Erwartungswert der Periode xc von 0,9961±0,0017 ms, dies
entspricht der eingestellten Periodendauer des Signalgenerators. Dabei wurde zur Messung ab-
wechselnd ein Ereignis als Referenzzeitpunkt (0 s) gewählt und die Zeitdifferenz zum nächsten
Ereignis gemessen. Die Anpassungsqualität des Fits der Normalverteilung ist gut, da der angepasste
R2-Wert („adj. R-Square“ in Abbildung 2.8) nahe 1 liegt. Die Zeitauflösung des Messapparatur
beträgt nach Abbildung 2.8 einer FWHM von 86,73±4,33 µs. Der Fehler des Erwartungswertes
und der FWHM ergibt sich aus der Abweichung der statistischen Verteilung zu einer idealen Nor-
malverteilung. Diese Ungenauigkeit wird tendenziell vergrößert, wenn weniger Ereignisse in der
statistischen Verteilung aufgenommen werden und kann ebenfalls dadurch vergrößert werden, wenn
die Unterteilung der Zeitdifferenzklassen im Spektrum zu grob oder zu fein gewählt wird. Speziell
zur Verdeutlichung der Einteilung der Zeitdifferenzklassen kann Abbildung 2.9 betrachtet werden.
Abbildung 2.9 zeigt zwei ungünstig gewählte Zeitdifferenzklassifizierungen. Dabei handelt es sich
um dieselben 1000 Ereignisse wie in Abbildung 2.8. In Abbildung 2.9 (a) wurde für das Spektrum
eine Zeitdifferenzklasseneinteilung von 10 µs/Klasse gewählt und eine Periode von 0,9976±0,0024
ms sowie eine Zeitauflösung von 84,35±6,09 µs ermittelt. Die berechneten Werte liegen inklusive
Fehler im Bereich der ermittelten Werte aus Spektrum Abbildung 2.8 mit 30 µs/Klasse, haben
jedoch einen größeren absoluten Fehler. Es ist auch zu erkennen, dass die Anpassungsqualität
des Fits mit R2 = 0,87 schlechter ist als in Abbildung 2.8. Eine gröbere Klasseneinteilung mit
180 µs/Klasse wurde dagegen im Spektrum aus Abbildung 2.8 (b) vorgenommen. Hier ergeben
sich nur 2 gefüllte Differenzklassen, die in Summe wieder dieselben 1000 Ereignisse zeigen. Wäh-
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Parameter y0 -0,6283 2,38936
Parameter xc 0,99757 0,00236
Parameter w 0,03582 0,00259
Parameter A 114,9424 6,77888
Parameter FWHM 0,08435 0,00609
Parameter Area 10,32043
(a)



















Parameter y0 -3,44229E-7 5,6061E-7
Parameter xc 0,92499 7,31815E-4
Parameter w 0,03829 9,34657E-4
Parameter A 5880,47453 771,11336
Parameter FWHM 0,09016 0,0022
Parameter Area 564,38271
(b)
Abbildung 2.9: Darstellung derselben Zeitauflösungsstatistik wie in Abbildung 2.8 mit
Normalverteilungs-Fit und FWHM; (a) mit zu feiner (10 µs/Klasse) und (b)
zu grober (180 µs/Klasse) Zeitdifferenzklassifizierung
rend des Gauß-Fits konvergierte der Algorithmus nur sehr ungenügend, was sich im Ergebnis der
Parameter niederschlägt. Die Parameter ergeben eine Normalverteilung, welche den Wertebereich
der aufgetragenen Häufigkeiten um ein Vielfaches verlässt und somit offensichtlich nicht korrekt ist.
Trotzdem ergibt sich eine Anpassungsqualität von R2 = 1 und die Fehler der Parameter sind besser
als in den vorhergehenden Spektren. Aus Abbildung 2.9 ist also zu erkennen, dass die Differenzklas-
seneinteilung eines gemessenen Spektrums ebenso wie die Anzahl der Ereignisse Einfluss auf die
Genauigkeit der zu messenden Zeitauflösung haben kann. Dies verdeutlicht weiter, dass Vergleiche
von Zeitauflösungsmessungen immer unter der Betrachtung des Fehlers der FWHM durchgeführt
werden müssen. Entweder werden die Fehler der gemessenen Zeitauflösungen angegeben oder
es werden Zeitauflösungen prinzipiell nur in ihren zuverlässigen Ziffern angegeben. Die letztere
Methode eignet sich, wenn große Mengen an Ereignissen aufgenommen werden können, bevor die
Zeitauflösung ermittelt wird.
2.7.3 Abhängigkeit der Zeitmessgenauigkeit von Darstellungs- und
Zeitauflösung
Im Allgemeinen würde man annehmen, dass zur Erhöhung der Zeitbestimmungsgenauigkeit eine
kleinere Zeitauflösung notwendig ist. Dies gilt allerdings nicht in dem speziellen Fall, wenn die
Darstellungsauflösung soweit schlechter als die Zeitauflösung ist, dass sich bei einer statistischen
Mehrfachmessung in manchen Fällen keine statistische Verteilung über die Zeitdifferenzklassen
ergibt, sondern alle Zeitstempel immer in dieselbe Zeitdifferenzklasse fallen. In diesem Fall kann
ein Fit einer Normalverteilung oder jede andere Mittelung keinen Genauigkeitsgewinn bringen.
Der Erwartungswert wird in diesem Fall genau die Position der gefüllten Klasse sein, was nicht
der Realität entsprechen muss, da die Zeitauflösung viel genauer ist als die Darstellungsauflösung.
Würde man in diesem Fall die Zeitauflösung künstlich verschlechtern, so würden aus statistischen
Gründen mehr und mehr umgebende Zeitdifferenzklassen gefüllt werden. Durch diese zusätzlichen
Stützpunkte einer normalverteilten Statistik erhöht sich wiederum die Genauigkeit des Fits und
damit ergeben sich genauere Erwartungswerte bzw. eine genauere Zeitbestimmungsgenauigkeit.
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2.8 TDPAC als Anwendung der Zeitmessung
Die Anwendung der TDPAC-Messung durch ein TDPAC-Spektrometer hat eine hohe Anforderung
an die Zeitauflösung der vorgenommenen Zeitmessungen. Die Start- und Stopp-Ereignisse, zwischen
denen die Zeitdifferenzmessungen durchgeführt werden soll, haben ihren Ursprung in der Detektion
von emittierten γ-Quanten (auch γ-γ-Kaskade genannt). Die γ-γ-Kaskaden wiederum haben ihren
Ursprung in einem radioaktiven Isotop, welches in ein Probenmaterial eingebracht wird, um
dessen Eigenschaften zu untersuchen. Für aufbauende Ausführungen zur Anwendung des TDPAC-
Spektrometers wird auf Kapitelpunkt A.6 verwiesen.
2.8.1 Messungen mit der γ-γ-TDPAC-Methode
Einen typischen Messaufbau zu einer TDPAC-Messung zeigt Abbildung 2.10. Abbildung 2.10 zeigt
Detektor 2Detektor 1 Ergebnisse*Anodenspannung
Anodenspannung
Mess-PCSpektrometer
Abbildung 2.10: TDPAC-Messungsaufbau: 2 Detektoren um die Probe angeordnet (links);
Spektrometer-Hardware (mitte); Mess-PC zur Spektrendarstellung und Daten-
speicherung (rechts); * Messergebnisse mit Energie-, Zeit- und Kanalinformation
links illustriert eine zu messende Festkörperprobe mit den γ-Emissionen γ1 und γ2. Umgeben ist
die Probe von 2 γ-Detektoren, welche in den Spannungen der Anodensignale die Ereignisse der
γ-Detektion als einen Impuls aufzeigen. Dabei sind die Zeitpunkte der Impulse und deren Energie24
zu bestimmen. Dazu werden die Anodensignale in die Spektrometer-Hardware (Mitte der Abbil-
dung 2.10) geleitet, in der die Detektorsignale ausgewertet werden. Rechts in Abbildung 2.10 wird
ein Computer dargestellt, der die Ergebnisse oder Teilergebnisse der Spektrometer-Hardware entge-
gennimmt und die Darstellung der Spektren und Datenspeicherung vornimmt. Die in Tabelle 2.2
aufgezählten Verarbeitungsschritte sind bei einer TDPAC-Messung von der Spektrometer-Hardware
und dem Computer der zeitlichen Reihenfolge nach auszuführen. Eine typische TDPAC-Messung
kann eine Zeitdauer von Stunden bis Tagen benötigen. Aus Verarbeitungsschritt 3 folgt, dass bei
einer TDPAC-Messung mindestens 2 Detektoren verwendet werden müssen. In welcher Hardware
oder Software die Verarbeitungsschritte aus Tabelle 2.2 stattfinden, kann bei der Entwicklung der
Systemarchitektur eines TDPAC-Spektrometers beliebig entschieden werden. Abbildung 2.10 stellt
somit nur einen beispielhaften Aufbau eines TDPAC-Spektrometers dar.
24 Energie des emittierten γ-Quants ist proportional zur Amplitude des Impulses oder zur Fläche unter der Impuls-
spannung zur Abszisse.
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γ-Quanten Detektion: Detektion aller Impulse (Ereignisse) der Ausgangssignale der
Detektoren.
2
Zeit- und Energiebestimmung: Bestimmung der Zeiten und Energien aller detektierten
Ereignisse. Es werden nur die Energien für die zeitliche Auswertung verwendet, welche
relevant sind. Dies sind die konkreten Emissionsenergien der genutzten γ-γ-Kaskade. An-
dere Energien können ungeeignete γ-Quanten aus den Sondenatomen sein, vom zufälligen
Untergrund stammen oder durch Pileup (siehe Kapitelpunkt 2.12) verunreinigte Impulse
sein. Die Selektion der relevanten Energien geschieht durch das benutzerabhängige setzen
von Energiefenstern bestehend aus jeweils einer minimalen und maximalen Energie.
3
Koinzidenzanalyse: Aus der Menge aller nach Schritt 2 gesammelten Ereignisse werden in
diesem Schritt die potentiellen zusammengehörigen γ1 und γ2 derselben Kaskade ermittelt.
Diese Zusammengehörigkeit wird Koinzidenz genannt. Damit 2 Ereignisse eine Koinzidenz
bilden, müssen die folgenden notwendigen Bedingungen erfüllt sein:
Bedingung 2.1
• Das γ1-Ereignis muss ein Start- und das γ2-Ereignis muss ein Stopp-Ereignis sein.
• Die beiden Ereignisse dürfen nicht im selben Detektor detektiert worden sein.
• Die Zeitdifferenz tγ2− tγ1 +Offset ist >0 und kleiner als ein von Benutzer wählbares
Zeitfenster.
• Der gefundene Stopp muss der zeitlich frühste von allen möglichen Stopp-Ereignissen
sein.
4
Zeitdifferenzberechnung und Gruppenermittelung: Zu der in Schritt 3 identifizierten
Koinzidenz wird die Zeitdifferenz der Ereignisse berechnet und zu einer Gruppe zugeordnet.
Die Gruppenklassen werden üblicherweise nach den detektierenden Detektornummern
benannt. Zum Beispiel: γ1 detektiert in Detektor 1 und γ2 detektiert in Detektor 2 -> ergibt
Gruppe „2,1“
5
Darstellung der Spektren: Für jede Gruppe wird ein separates Spektrum der Zeitdiffe-
renzen aufgenommen.
Tabelle 2.2: Verarbeitungsschritte eines TDPAC-Spektrometers von der Detektion bis zur Darstel-
lung der Spektren.
2.8.2 Messeffizienz eines TDPAC-Spektrometers
Die Messeffizienz eines TDPAC-Spektrometers bestimmt sich durch folgende, in der vorliegenden
Arbeit relevanten, Eigenschaften des Spektrometers:
• Zeitauflösung der Zeitstempelbestimmung aller Ereignisse
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• intrinsische Totzeit nach der Detektion eines Ereignisses
• Anteil der in die Koinzidenzermittelung eingehenden Ereignisse zu den von der Probe
emittierten γ-Quanten
• Fähigkeit des Spektrometers zur simultanen Messung von gestreckten Kaskaden (siehe
Kapitelpunkt 2.8.3)
Eine begrenzte Zeitauflösung führt zu einer Abschwächung der Oszillationsamplituden der Le-
bensdauerkurven im TDPAC-Spektrum. Dies führt wiederum zu einer erhöhten Bestimmungsun-
genauigkeit der Kreiselfrequenzen (siehe Kapitelpunkt A.6.1). Eine dagegen bessere intrinsische
Zeitauflösung erhöht also die Messeffizienz des Spektrometers.
Durch eine intrinsische Totzeit des Spektrometers wird nicht nur der maximale Durchsatz (verar-
beitbare Ereignisrate) beschränkt sondern es entsteht auch ein messtechnischer Nebeneffekt. Dieser
Nebeneffekt ist, dass eine nicht vernachlässigbare Totzeit zu einem von der Beobachtungszeit
abhängigen zufälligen unkorrelierten Untergrund der Lebensdauerkurven führt. Ist dieser Unter-
grund von der Beobachtungszeit abhängig, also nicht konstant, so kann er bei der Bestimmung
der Kreiselfrequenzen nicht einfach abgezogen werden. Damit verringert sich das nutzbare Beob-
achtungszeitfenster und somit die Frequenzauflösung (Trennschärfe der Kreiselfrequenzen) und
Messeffizienz.
Zusätzlich kann die Messeffizienz erhöht werden, indem die Ausbeute der in die Koinzidenzer-
mittelung eingehenden Ereignisse erhöht wird. Mehr Ereignisse in der Koinzidenzauswertung
pro Zeiteinheit bedeuten eine kürzere Messdauer für die gleiche Ergebnisgenauigkeit nach der
Auswertung. Im Wesentlichen ist dies wiederum davon abhängig wie viel Raumwinkel durch die
Detektoren des Spektrometers abgedeckt wird. Im Vergleich zur Verwendung von 2 Detektoren
kann ein Spektrometer-Aufbau mit 4 Detektoren (zusätzlich zum 2 Detektor-Aufbau, 2 weitere
Detektoren bei 90◦ und 270◦) oder gar mit 6 Detektoren (zusätzlich zum 4 Detektor-Aufbau, 2 wei-
tere Detektoren für oben und unten) als Detektorwürfel den abgedeckten Raumwinkel vergrößern.
Die Effizienzsteigerung durch Erhöhung der Detektoranzahl, beträgt von 2 auf 4 Detektoren das
2.5-Fache. Es wird dabei der abgedeckte Raumwinkel verdoppelt und die Anzahl der auswertbaren
Gruppen erhöht sich von 2 auf 1225 . Die Effizienzsteigerung von 4 zu 6 Detektoren, mit 30 statt nur
12 Gruppen, beträgt das 2.4-Fache (siehe [BUTZ1989]).
2.8.3 Messung gestreckter Kaskaden und multipler Kaskaden simultan
Unterstützt ein TDPAC-Spektrometer die Messung gestreckter Kaskaden und die simultane Messung
von normalen Kaskaden, so kann die Messeffizienz weiter erhöht werden. Bei einer gestreckten
γ-γ-Kaskade handelt es sich um einen gg-Kern26 mit Rotationsanregungen vom Typ 2+, 4+, 6+ etc.
Die Energien der zur TDPAC-Messung nutzbaren emittierten γ-Quanten sind dabei grundsätzlich
verschieden. Ein Sondenatom diesen Typs ist bspw. das metastabile 180mHf, dessen Zerfallsschema
in Abbildung 2.11 dargestellt ist. Abbildung 2.11 zeigt bei Zustand 2+ den für die TDPAC-Messung
relevanten Zustand mit einer Halbwertszeit von 1,5 ns. Aus diesem Zustand wird ein γ-Quant mit
der Energie von 93 keV emittiert, der in der TDPAC-Messung als Stopp genutzt wird. Die γ-Energie
von 215 keV ist als unmittelbar davor-liegender Start nutzbar. Zusätzlich ist zu erkennen, dass die
γ-Energien 443 keV und 332 keV maximal 81 ps zuvor emittiert werden. Das ergibt sich aus der
Summe der Halbwertszeiten der 4+ (mit 71 ps) und 6+ (mit 10 ps) Zustände. Diese 81 ps sind
mit einem typischen TDPAC-Spektrometer mit einer erwarteten Zeitauflösung von >200 ps nicht
auflösbar. Damit sind die zusätzlichen Energien von 443 keV und 332 keV ebenfalls als mögliche
25 Die Gruppenanzahl in Abhängigkeit der Detektoranzahl ist n2−n.
26 gg-Kerne sind Atomkerne mit gerader Protonen- und Neutronenanzahl.
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Abbildung 2.11: Zerfallsschema vom 180mHf nach [WILEY1998]
Starts der gestreckten Kaskade nutzbar27 . Die resultierenden Zeitdifferenzen aus den verschiedenen
Start-Ereignissen liefern die selben Spektren und können aus diesem Grund als äquivalent betrachtet
werden. Dabei können die Zählraten der verschiedenen Start-Ereignisse unterschiedlich sein. Die
Messeffizienz eines TDPAC-Spektrometers kann durch die Möglichkeit zur Messung gestreckter
Kaskaden deswegen erhöht werden, weil durch die nicht vollständige Abdeckung des Raumwinkels
durch die Detektoren nicht immer die relevanten Start- und Stopp-Ereignisse detektiert werden
können. Durch das Hinzufügen zusätzlicher γ-Quantenenergien in die Menge der Starts wird die
Wahrscheinlichkeit einer vom Detektor korrekt erfassten Koinzidenz somit erhöht.
Die Messeffizienz eines TDPAC-Spektrometers kann ebenfalls erhöht werden, wenn das simultane
Messen von Kaskaden möglich ist. Es gibt folgende 3 Gründe, warum multiple nutzbare Kaskaden
und damit Sondenatomtypen bei einer TDPAC-Messung vorhanden sein können und simultan
gemessen werden sollen:
• Die Isotopentrennung kann, vor der Einbringung in das zu untersuchende Material, nicht
genau genug erfolgen, so dass mehr als ein zur Messung nutzbares Isotop in der Probe
enthalten ist (z.B.: 111In und 111mCd). Die verschiedenen Kaskaden können gleichzeitig
gemessen und müssen getrennt gespeichert werden. Dadurch enthält eine Messung mehr
auswertbare Messdaten pro Zeiteinheit.
• Beim radioaktiven Zerfall eines Sondenatomtyps entsteht ein neues Sondenatomtyp, welches
ebenfalls über eine nutzbare Kaskade verfügt.
• Wenn nicht bekannt ist, welche Kaskade für die TDPAC-Messung am geeignetsten ist,
können bei exploratorischen Studien simultan mehrere Kaskaden erfasst werden und es kann
später entschieden werden, welche zukünftig genutzt werden soll. Dies ersetzt praktisch die
Verwendung des List-Mode (siehe Kapitelpunkt 3.7.2).
Wenn also ein TDPAC-Spektrometer in der Lage ist, Informationen vom mehr als einer γ-γ-
Kaskade gleichzeitig zu erfassen, so kann mehr Koinzidenzstatistik pro Messzeit gesammelt werden,
was die Messeffizienz erhöht und einen Ansatz der vorliegenden Arbeit darstellt (siehe Kapitel-
punkt 4.2.6).
27 Es ist bspw. möglich das 332 keV-Quant des 180mHf als Start zu nutzen, den Übergang vom 4+ auf das 2+
Niveau unbeobachtet zu lassen und das 93 keV-Quant als Stopp zu verwenden. Die Messergebnisse sind
identisch zur Verwendung der 215 keV - 93 keV-Kaskade. Dies trifft auch auf die höheren Übergänge zu.
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2.9 Energiemessung und Energieauflösung
Die Energiemessung von Ereignissen geschieht bei Teilchen- oder Strahlungsdetektoren hauptsäch-
lich durch die Auswertung der Impulsamplitude der Detektorausgangsspannung (bildhaft auch als
Impulshöhe bezeichnet). Diese Amplitude ist dabei mit der Energie des detektierten Ereignisses
proportional. Es handelt sich dabei um typische energiedispersive Spektroskopie von Detektorereig-
nissen, welche in vielen Bereichen Verwendung findet. Wichtig ist bei der Energiebestimmung die
ausreichend hohe Präzision, mit der der Energiewert des Ereignisses festgestellt wird. Man spricht
auch von einer hohen Energieauflösung der Messapparatur.
2.9.1 Energieauflösung
Definition Energieauflösung:
Die Energieauflösung einer Energiemessung ist ein Maß für die Präzision der Energiemessung. Sie
wird als FWHM eines einzelnen Energiepeaks angegeben.
Wird die Messung derselben Energie über mehrere Ereignisse mit einer Apparatur mehrfach durch-
geführt und statistisch dargestellt, so ergibt sich analog zur Zeitauflösung eine Normalverteilung
der gemessenen Energien um einen Erwartungswert 〈E0〉. Wird die Energiemessung theoretisch
unendlich oft durchgeführt, so dass sich die gemessene Normalverteilung der idealen annähert,
so könnte 〈E0〉 im ideal kalibrierten System fehlerfrei bestimmt werden und 〈E0〉 der Normalver-
teilung entspräche der ursprünglichen Energie E0 des emittierten Quants oder der Strahlung. Als
Energieauflösung wird die FWHM der gemessenen Normalverteilung definiert. Damit entspricht die
Energieauflösung dem Betrag einer konkreten Energie (Einheit eV). Üblich ist ebenfalls die Angabe
der Energieauflösung relativ zu einer erwarteten Energie in % (d.h.: FWHM ·100%/〈E0〉).
2.9.2 Messung der Energieauflösung
Wie bei der Spektroskopie von Zeitdifferenzen bietet sich ein hochpräziser Signalgenerator mit
hoher Impulswiederholgenauigkeit an, um die intrinsische Energieauflösung einer Apparatur zu
messen. Hier gilt diese Genauigkeit der Impulsamplitude und damit der Fläche unter dem Impuls28
bei gleicher Energie. Ist die Impulsamplitude bei der Messung mit dem Signalgenerator genauer
als die Energieauflösung der Messapparatur, so ergibt sich in der spektroskopischen Darstellung
der gemessenen Energie eine Verteilung, welche ihren Ursprung nur in der intrinsischen Ener-
gieauflösung der Apparatur hat. Durch den Fit einer Normalverteilung an den entstandenen Peak
im Spektrum kann die FHWM der Normalverteilung bestimmt werden. Abbildung 2.12 zeigt
die energiespektroskopische Histogrammdarstellung eines mit einem Signalgenerator erzeugten
periodisch auftretenden Impulses. In Abbildung 2.12 ist zu erkennen, dass auf der Abszisse die
einzelnen Klassen nummeriert dargestellt sind. Wird später ein reales Spektrum eines Detektors
dargestellt, so kann eine Energiekalibrierung durchgeführt werden, indem Referenzenergien (aus
bekannten Quellen) genutzt werden, um den Klassen des Histogramms konkrete Energien zuzu-
ordnen. Auf der Ordinate in Abbildung 2.12 werden die Häufigkeiten (Counts) dargestellt. Die
Counts einer Klasse im Histogramm geben an, wie oft während der Messung die entsprechende
Energie aufgetreten ist. Es ist weiter zu erkennen, dass der Erwartungswert 〈E0〉 der dargestellten
28 Impulshöhe und Impulsfläche sind äquivalente Maße für die Energie, wenn die Impulsform über alle Energien pro
Detektor bis auf Skalierung gleich bleibt
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Parameter y0 -1,574 4,40476
Parameter xc 157026,95605 0,37021
Parameter w 34,84438 0,45141
Parameter A 840,0069 8,33344
Parameter FWHM 82,05224 1,06299
Parameter Area 73367,80244
Abbildung 2.12: Energiespektrum eines Referenzimpulses eines Signalgenerators mit Normal-
verteilungsfit und Parametern
Verteilung bei Kanal 157027 liegt. Mit Angabe der FWHM kann die Energieauflösung ∆E in %




·100% = 0,0523%±0,0007% (2.17)
2.9.3 Verschiedene Impulsformen bei der Energiespektroskopie
Die meisten Detektoren stellen die Information des Energiebetrags eines Ereignisses in der Fläche ei-
nes Impulses und bei gegebener Form somit in der Höhe der Impulsform oder Stufe dar. Damit kann
die Höhe der Impulsform oder der Stufe analysiert werden, um die Energie eines Ereignisses digital
aufzunehmen. Dies führt automatisch zu Methoden, in denen ADCs einen hohen Stellenwert für die
Funktionalität eines Energiespektrometers einnehmen. Folgende, in Abbildung 2.13 dargestellte,
Impulsformen (Vorverstärkerausgangsspannungsverläufe) von Ereignissen sind weit verbreitet. Die
Abbildungen 2.13 (a) und (b) zeigen die zeitlich gleiche Abfolge energetisch äquivalenter Ereignisse,
nur mit einem anderen Detektor- und Verstärkertyp aufgenommen. Es ist in Abbildung 2.13 (a) die
typische Impulsform einer exponentiell abfallenden Stufe zu erkennen. Die Anstiegszeit der Stufe
liegt dabei im ns-Bereich bis hin zu einigen 100 ns. Die abfallende Flanke der Stufe entspricht einer
typischen exponentiellen Entladekurve eine Kondensators und kann in ihrem Verlauf von wenigen
100 ns bis zu mehreren hundert Mikrosekunden betragen. Abbildung 2.13 (b) zeigt weiter einen
typischen Stufenverlauf mit anschließendem konstantem Spannungsverlauf. Die nächste Stufe eines
Ereignisses setzt direkt auf dem konstanten Verlauf des vorherigen Ereignisses auf. Es wird also
jedes Ereignis akkumuliert bis die maximale Ausgangsspannung des Detektorausgangs oder ein
Schwellwert erreicht ist. Dann folgt eine Rücksetzung (Abbildung 2.13 (b) rote Linie bei Zeitpunkt
t4) auf die niedrigste Ausgangsspannung. Die gestrichelten Linien in den Spannungsverläufen von
Abbildung 2.13 zeigen Variationen der Impulse bei Ereignissen entweder mit niedrigerer oder
höherer Energie. Es ist dabei zu erkennen, dass die Impulsformen von diesen Energien, im mathe-
matischen Sinn, lediglich durch Faktoren skaliert werden. In Abhängigkeit dieser Impulsformen
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Abbildung 2.13: Typische Ereignisimpulse als (a) exponentiell abfallende Stufe und (b) Stufe
mit anschließendem konstanten Verlauf mit Rücksetzung (rot, Zeitpunkt t4);
Gestrichelte Linien zeigen die gleichen Zeitpunkte der Ereignisse nur mit einer
Energievariation
und der historisch bedingten technischen Möglichkeiten, gibt es verschiedenen Methoden, wie die
Energien der Detektorereignisse ermittelt und digitalisiert werden können (siehe Kapitelpunkt A.7).
Diese Methoden unterscheiden sich im Wesentlichen in zwei Punkten. Zum einen in der technischen
Umsetzung der Signalverarbeitung und zum anderen im verwendeten Shaper.
2.9.4 Bedeutung des Shapings für die Energieauflösung
Es stellt sich die Frage, warum ein Shaping durch zusätzliche Elektronik durchgeführt wird, obwohl
diese Elektronik das SNR verschlechtern und so die Energieauflösung senken könnte. Offensichtlich
hat das Shaping einen Einfluss auf die Energieauflösung und verbessert diese. Dieser Sachverhalt
wird in [LOUDE2000] ausführlich analytisch betrachtet. Demnach wird der Beitrag des elektroni-
schen Rauschens zur Energieauflösung durch die äquivalente Rauschladung Qn (engl. Equivalent
Noise Charge, kurz ENC) beschrieben.
Definition ENC nach [LOUDE2000]:
Die ENC ist die Anzahl von Ladungen, welche als Dirac-Impuls Qn · δ (t) in die elektronische
Verarbeitung eingespeist werden muss, um am Ausgang einen Spannungsimpuls zu erhalten, dessen
Amplitude dem RMS des Rauschens entspricht.
Die ENC hängt von verschiedenen Faktoren wie bspw. dem Rauschen des Detektors, des Vor-
verstärkers, des Hauptverstärkers und vom verwendeten Shaper ab. Eine Voraussetzung bei den
theoretischen Betrachtungen aus [LOUDE2000] ist dabei, dass ein Detektorereignis als Dirac-
Impuls eines Stroms in den Vorverstärker eingeleitet wird. Als Shaping wird dann die kombinierte
Impulsformung des gesamten Systems bezeichnet. Nach [LOUDE2000] wird eine optimale Ener-
gieauflösung erreicht, wenn die ENC ein Minimum einnimmt. Betrachtet man nach [LOUDE2000]
den Einfluss des Shapings auf die ENC so ergibt sich ein Minimum, wenn das Shaping einen Filter
umsetzt, der aus dem Dirac-Impuls des Detektors einen symmetrischen Cusp-Impuls formt. Die
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Dabei ist in Gleichung (2.18) Up die Amplitude des Impulses, welche proportional zur Ereignisen-
ergie und damit zur Höhe des Dirac-Impulses am Detektorausgang ist und τc eine Zeitkonstante
zur Gestaltung der Form des Impulses. Abbildung 2.14 zeigt die grafische Darstellung eines Cusp-






Abbildung 2.14: Form eines Cusp-Impulses als Shaper für optimale Energieauflösung
in Zukunft und Vergangenheit einnimmt. Da er als Antwort auf den Dirac-Impuls des Detektors
ausgegeben wird, ist er somit die Impulsantwort des gesamten Impulsformungssystems, welche
in Richtung Zukunft und Vergangenheit immer verschieden von 0 ist. Ein solcher Filter ist nicht
kausal und kann weder von Analog- noch Digitaltechnik umgesetzt werden, da er Informationen
des Eingangssignals aus beliebiger Zukunft und Vergangenheit benötigt. Die ENC nimmt für den
Cusp-Impuls als idealen Shaper ein Optimum ein, welches auch als Qn∞ bezeichnet wird. Da in
der Praxis nur Shaper realisiert werden können, welche eine Annäherung an Qn∞ darstellen, ist es
wichtig diese mit dem idealen Cusp-Shaper als Referenz zu vergleichen. Nach [LOUDE2000] wird





JsJp, mit K−1 = max{h(t)} , Jp =
∞∫
0
|h(t)|2 dt, Js =
∞∫
0
∣∣h′ (t)∣∣2 dt (2.19)
In Gleichung (2.19) ist dabei h(t) die Impulsantwort des Shapers im Zeitkontinuierlichen und K−1
das Maximum der Impulsantwort. Jp und Js sind zusätzlich die Rauschintegrale für paralleles und
serielles Rauschen (siehe [LOUDE2000]). Bspw. ergibt sich durch eine dreiecksförmige Annäherung
an den Cusp-Impuls (aus Abbildung 2.14) Qn/Qn∞ ≈ 1,075. Das heißt, dass beim Dreiecks-Shaper
ein ca. 7,5% höherer Dirac-Ladungsimpuls in den Shaper eingegeben werden muss, um die gleiche
Amplitude wie die des Cusp-Shapers als Impulsformungsergebnis zu erhalten. Für das Qn/Qn∞
Verhältnis wird der CR-RC-Shaper in [LOUDE2000] mit 1,36 angegeben und der Gauß-Shaper
erreicht laut [GATTI1990] ein Wert von 1,22. Aus diesen Betrachtungen folgt, dass durch die Wahl
der Impulsantwort des Shapers die Energieauflösung beeinflusst wird und weiter optimiert werden
kann, sofern das Spektrometer in der Lage ist die Form des gewünschten Shapers zu realisieren.
Die Parametrisierbarkeit von digitalen Shapern ist durch ihre algorithmische Umsetzung weitaus
flexibler als die von konventionellen analogen Shapern. Es ist möglich Impulsformen zu entwickeln,
welche der des Cusp-Shapers sehr nahe kommen und zusätzlich mit scharfen Sprüngen ausgestattet
sind. Scharfe Sprünge entsprechen einem geringen Dämpfungsverhalten des Filters.
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Abhängigkeit der Shaper vom Eingangssignal
Durch geeignete analoge oder digitale Filter kann also aus einer Vielzahl von unterschiedlich
geformten Eingangssignalen (Detektorsignalen) eine gewünschte Ausgabeform (auch Digitale Filter
Antwort (kurz DFA) genannt), wie Trapez oder Gauß, generiert werden. Die konkrete ÜF des Filters
hängt dann von der Eingangsimpulsform und von der gewünschten DFA ab. In der Praxis trifft man
häufig auf folgende Möglichkeiten von Eingangsformen und gewünschten DFAs.
Eingangsform DFA
Dirac-Impuls (sehr kurzer und scharfer Impuls) Dreieck
Konstante Stufe Trapez
Exponentiell abklingende Stufe Gauß
Exponentiell abklingende und mit der Fehler-
funktion (erf(x)) eingeleitete Stufe29
CR-RC
Cusp-like
Tabelle 2.3: Häufig auftretende Eingangsimpulsformen (Ereignisse von Detektoren) und ge-
wünschte DFAs
Tabelle 2.3 zeigt alle typisch auftretenden Shaper-Eingangsimpulsformen und DFAs. Jede Kombi-
nation aus beiden Teiltabellen kann im konkreten Fall einer Messung vorliegen und benötigt zur
Realisierung eine spezifische ÜF.
2.10 DES zur Ionenstrahlanalyse und Imaging als Anwendung
der Energiemessung
Die Ionenstrahlanalyse gehört zu einer weit verbreiteten Technik zur Untersuchung kondensierter
Materie. Das DES zur Ionenstrahlanalyse führt dabei Energiemessungen aller detektierten Ereignis-
se durch. Diese Ereignisse sind detektierte Teilchen oder Strahlung, welche durch verschiedenste
Typen von Detektoren aufgefangen werden. Die Teilchen oder Strahlung werden von den Atomen
der Probe emittiert, wenn diese mit dem eingesetzten Ionenstrahl in Wechselwirkung tritt (Wech-
selwirkungsprinzipien, siehe Kapitelpunkt A.8.1). Die Auswertung der Energie der Ereignisse
lässt dabei Rückschlüsse auf die in der Probe vorkommenden Materialien und ihre Konzentratio-
nen zu. Für aufbauende Ausführungen zur Anwendung des DES zur Ionenstrahlanalyse wird auf
Kapitelpunkt A.8 verwiesen.
2.10.1 Messungen mit der Ionenstrahlanalyse
Abbildung 2.15 zeigt den schematischen Aufbau eines Datenerfassungssystems zur Ionenstrahlana-
lyse und Imaging. In Abbildung 2.15 ist gezeigt, dass der Ionenstrahl durch homogene Magnetfelder
(ill. durch orangene Spulen) abgelenkt wird, bevor er auf die Probe trifft. Diese Ablenkung wird
ebenso vom DES ausgeführt, da die Steuerung synchronisiert zur Datenaufnahme erfolgen muss.
Um den Probenbereich (grün) sind die verschiedenen Detektortypen angeordnet und ebenso über
29 Hierbei handelt es sich um eine sehr realistische Beschreibung eines tatsächlichen Detektorereignisses.
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Abbildung 2.15: Aufbau zur Ionenstrahlanalyse: Ionenstrahl (rot); Probenbereich (grün); De-
tektoren: RBS, STIM, PIXE (blau); Magnetfelder zur Ionenstrahlablenkung
(orange); Mess-PC (rechts); * Messergebnisse mit Energie-, Zeit- und Ortsin-
formation
optionale analoge Signalkonditionierer mit dem DES verbunden. Die Detektoren wandeln die detek-
tierten Ereignisse in Stromimpulse und der Vorverstärker dann in Spannungsimpulse um. Das DES
übernimmt die finale Impulsformung, die Informationsextraktion sowie Ergebnisdatenweiterleitung
















Ionenstrahlpositionierung: Das DES erhält oder steuert die Ionenstrahlpositionie-
rung (siehe Kapitelpunkt A.8.2).
2
Ereignisidentifizierung und -aufnahme: Erkennung aller Ereignisse im Ausgangs-
signal der Detektoren.
3
Energie- und Zeitbestimmung: Bestimmung der Energiewerte und Zeiten aller
detektierten Ereignisse.
4
Erstellung der Datenfelder: Aus der Menge aller nach Schritt 2 ermittelten Infor-
mationen wird in diesem Schritt ein Datenfeld pro Ereignis erstellt. Dieses Datenfeld
enthält Energie, Zeit und Ionenstrahlposition (E, t,x,y) des Ereignisses.
5
Darstellung der Ereignisse: In diesem Schritt werden die Ereignisse entweder in
Spektren, Bildern (engl. Maps) oder Statistiken dargestellt.
Tabelle 2.4: Verarbeitungsschritte eines Datenerfassungssystems zur Ionenstrahlanalyse von der
Ionenstrahlpositionierung und Detektion bis zur Darstellung der Spektren oder Maps.
Tabelle 2.4 zeigt eine Auflistung aller Verarbeitungsschritte eines DES zur Ionenstrahlanalyse der
zeitlichen Reihenfolge nach. Dabei ist im Allgemeinen nicht genau festgelegt, wie die örtliche
Verteilung der Verarbeitungsschritte auf die Verarbeitungseinheiten realisiert durch Hardware oder
Software ist. Abbildung 2.15 dient also somit nur zur schematischen Prinzipdarstellung.
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2.10.2 Messeffizienz eines DES zur Ionenstrahlanalyse und Imaging
Die Messeffizienz eines DES zur Ionenstrahlanalyse und Imaging wird durch folgende Eigenschaf-
ten des Systems bestimmt:
• Energieauflösung der Energiebestimmung aller Ereignisse
• intrinsische Totzeit nach der Detektion eines Ereignisses
• Behandlung von Pileup-behafteten Ereignissen
Durch eine höhere Energieauflösung kann die Messzeit des Systems verkürzt werden, weil durch
eine bessere Energietrennung dieselbe Sensitivität (Verhältnis der Peak-Höhe zum Untergrund
im Spektrum) mit geringerer Messzeit erreicht werden kann. Davon abgesehen werden manche
Energietrennungen erst mit einer Energieauflösung ab einer bestimmten Qualität überhaupt messbar.
Wird die intrinsische Totzeit des Systems kurz gehalten, so erhöht sich die Messeffizienz, weil
die effektive Messzeit, in der das System Ereignisse aufnehmen und verarbeiten kann, verlängert
wird. Würde bspw. ein Ereignis während der Totzeit des Systems auftreten, so würde es verloren
gehen, da keine Informationen durch das System extrahiert würden. Dieser Verlust von Ereignissen,
durch lange Totzeiten, führt speziell bei der ortsaufgelösten Ionenstralanalyse (Ionenstrahl wird
abgelenkt) von stark inhomogenen Proben zum Problem, dass die detektierte Ereignisrate bei
konstantem Ionenstrahlstrom von der Gesamttotzeit und damit vom gemessenen Probenort abhängt.
Dadurch können Elementkonzentrationen nur ungenau bestimmt werden, wenn die Totzeit an einem
Probenort dominiert. Wohingegen die Elementkonzentration genauer an dem Ort mit kleinerer
Ereignisrate bestimmt wird (siehe [WUNDERLICH2013]).
Im Bereich der Ionenstrahlanalyse spielt die Pileup-Behandlung (siehe Kapitelpunkt 2.12.3) eine
große Rolle, da die Wahrscheinlichkeit und der Einfluss von Pileup für die Anwendung nicht
vernachlässigbar sind. Die Zeit, in der Pileup eintritt, kann unter Umständen keine nutzbare Messzeit
sein. Dadurch wird die Effizienz des Systems gesenkt, weil die verlorene Information mit einer
längeren Messzeit kompensiert werden muss.
2.11 Totzeit und Durchsatz eines Systems oder
Datenerfassungssystems
Bei digitalen Systems oder Datenerfassungssysteme wird, unabhängig von der technischen Ausfüh-
rung, versucht die intrinsische Totzeit des Systems so kurz wie möglich und den Durchsatz so hoch
wie möglich zu halten.
Definition Intrinsische Totzeit:
Die intrinsische Totzeit eines DES ist die Zeitdauer, für die das System aus seiner eigentlichen
Beschaffenheit heraus nicht in der Lage ist weitere Ereignisse zu verarbeiten, wenn zuvor ein
oder mehrere Ereignis detektiert wurden und deren Verarbeitung gestartet wurde. Speziell ist also
mit dem Zusatz „intrinsisch“ gemeint, dass diese Art der Totzeit nur durch den Aufbau oder der
Funktionsweise des Systems selbst bestimmt wird.
Definition Durchsatz:
Der Durchsatz oder auch maximal mögliche Durchsatz Dmax eines Systems ist ein Maß für dessen
maximale Verarbeitungsgeschwindigkeit ohne Daten- oder Ereignisverlust. Der Durchsatz wird in
Ereignissen pro Zeiteinheit (Ereignisrate) angegeben. Dabei ist bei der allgemeinen Angabe des
Durchsatzes die Ereignisrate über eine theoretisch unendliche Betriebsdauer gemittelt.
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2.11.1 Intrinsische Totzeit
In den meisten Fällen startet die intrinsische Totzeit30 eines Systems der Länge TTot, wenn ein
Ereignis detektiert wurde und begonnen wird es zu verarbeiten. Das System ist während dieser Zeit
für neue Ereignisse nicht aufnahmebereit. Es kann aber auch möglich sein, dass die Totzeit nicht
nach jedem Ereignis, sondern erst nach einer größeren Anzahl von Ereignissen eintritt. Dies ist
bspw. bei den Arbeiten für ein TDPAC-Spektrometer in [RÖDER2008], [HERDEN2008] (siehe
Kapitelpunkt 3.5.3) der Fall. Die technischen Ursachen für ein solches Verhalten können dabei von
unterschiedlicher Art sein. Die Totzeit kann also am sinnvollsten mit einer konkreten Zeitdauer
und der Anzahl der Ereignisse, nach denen sie auftritt, angegeben werden. Möglich ist allerdings
auch eine Prozentangabe als Totzeitanteil TA, wenn die Totzeit über eine theoretisch unendliche
Messdauer ermittelt wurde. Ein Totzeitanteil von TA = X% besagt dann, dass das System während
X% der verstrichenen Messdauer nicht aufnahmebereit war. TA lässt sich aus Totzeitdauer TTot und
ihrer Auftrittshäufigkeit während einer Messdauer wie folgt nach Gleichung (2.20) berechnen.




Die Totzeit eines Systems sollte so kurz wie möglich gehalten werden, da sie erheblichen Einfluss
auf die Messeffizienz des Systems haben kann. Dies hat folgende Gründe.
• Da ein System während der Totzeit nicht aufnahmebereit ist, gehen während dieser Zeit
auftretende Ereignisse verloren. Der Anteil der Ereignisse, welche in der Totzeit auftreten,
steht nicht zur Auswertung zur Verfügung. Um den Messeffizienzverlust auszugleichen,




verlängert werden. Oder anders ausgedrückt, muss eine Messzeit um das 1+ TA1−TA =
1
1−TA
Fache verlängert werden. Dies kann für große Produkte von Totzeitdauer·Auftrittshäufigkeit
zu unvertretbaren Messzeiten führen.
• Für den Fall, dass die Verarbeitungszeiten von Ereignissen durch das System in der Größen-
ordnung der Totzeit liegen oder gar im Vergleich zur Totzeit vernachlässigt werden können,
so hat die Totzeit zusätzlich Einfluss auf den Durchsatz des Systems. Im ungünstigsten Fall
hat die Verarbeitungszeit praktisch keinen Einfluss auf den Durchsatz und der maximal
erreichbare Durchsatz Dmax ergibt sich dann aus der Totzeit nach Gleichung (2.22) mit:
Dmax =




Bei Systeme oder Datenerfassungssystemen ist es erwünscht den Durchsatz so hoch wie möglich zu
halten, da in den meisten Fällen die Fähigkeit zur Verarbeitung von mehr Ereignissen pro Zeiteinheit
eine effektive Verkürzung der benötigten Messdauer bedeutet. Typischerweise wird der Durchsatz
eines Systems immer auf einen Kanal31 bezogen und nicht auf das gesamte System. Der Durchsatz
30 i. F. dieses Kapitelpunktes nur als Totzeit bezeichnet
31 Ein Kanal ist eine einzelne Quelle von Ereignissen, welche zu verarbeiten sind.
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hängt in erster Linie von der Verarbeitungszeit TV eines Ereignisses pro Kanal ab. Eine gute Nähe-
rung ergibt für den Durchsatz stets 1/TV. Bei der Erfassung von Detektorsignalen ist zu beachten,
dass die einzelnen Ereignisse bereits eine gewisse Zeitdauer benötigen, um in der Detektorausgangs-
spannung abzuklingen. Diese Zeit wird Impul- oder Ereignisdauer TE benannt. Ereignisse welche
mit einer Ereignisrate von 1/TE auftreten, hätten bereits eine Pileup-Wahrscheinlichkeit von 26,4%
und wären somit nur beschränkt für eine praktische Messung geeignet. Trotzdem sollte ein System
in der Lage sein zumindest für einen kurzen Zeitraum die Ereignisrate von 1/TE ohne Datenverlust
zu verarbeiten. Damit soll ausgedrückt werden, dass der Durchsatz vom Beobachtungszeitraum
abhängen kann. Über einen sehr langen Zeitraum beobachtet, ergibt sich der mittlere Durchsatz
eines Systems. Für kürzere Zeiträume kann sich ein höherer Durchsatz ergeben.
Die Totzeit TTot eines Systems hat im Allgemeinen ebenfalls Einfluss auf den Durchsatz, ist aber
dennoch in erster Linie getrennt zu betrachten. Ist die Verarbeitungszeit TV des Systems nicht
vernachlässigbar, so lässt sich Gleichung (2.22) weiter verallgemeinern und es ergibt sich Glei-





für TV > TTot
n
TTot
für TV ≤ TTot
(2.23)
Dabei ist n die Anzahl aller Ereignisse pro Totzeitaufkommen und es wird vorausgesetzt, dass eine
Verarbeitung gestartet werden kann, während die Totzeit noch nicht verstrichen ist.
2.12 Pileup
Bei der Energiespektroskopie32 muss im Prinzip eine Amplitudenauswertung jedes Impulses statt-
finden, um die Energieinformationen eines Ereignisses zu extrahieren. Um die Genauigkeit der
Amplitudenbestimmung des Impulses zu verbessern und damit die Energieauflösung zu erhöhen, ist
es förderlich, den Impulsverlauf so lange wie möglich auszuwerten. Für eine bestimmte zu erreichen-
de Energieauflösung gilt zusätzlich, dass die mindestens notwendig zu betrachtende Impulslänge
durch effizientere Shaper reduziert werden kann. Solche Shaper sind bspw. Shaper mit kleinerem
Qn/Qn∞ nahe bei 1. Trotzdem sind für einen Shaper mit zunehmender Betrachtungslänge tendenzi-
ell bessere Energieauflösungen zu erwarten, da die statistischen Fehler der Amplitudenmessung
mit der Anzahl der ausgewerteten Samples N außerhalb des Rauschens mit 1/
√
N abnehmen33 . Je
länger allerdings ein Impuls betrachtet wird, desto wahrscheinlicher ist es, dass ein neues Ereignis
eintritt und der eigentlich auszuwertende Impuls damit durch Pileup beeinflusst und die Energiein-
formation „verunreinigt“ wird. Pileup ist somit ein Umstand der die Messeffizienz in Messrate und
Messgenauigkeit eines Instruments beeinträchtigen kann. In der vorliegenden Arbeit wird folgende
Definition von Pileup verwendet.
Definition Pileup:
Sei der Auftrittszeitpunkt eines beliebigen Ereignisses t1 und der Auftrittszeitpunkt des folgenden
Ereignisses t2. Pileup liegt dann in einem System vor, wenn ∆t = t2− t1 so klein ist, dass sich bei
mindestens einem Schritt in der Verarbeitungsschrittkette (siehe Tabelle 2.4)34 des Systems die
Ausgangsspannungen oder -werte der beiden Ereignisantworten der Teilmodule überlagern.
32 Bei der wie in der vorliegenden Arbeit mit skalierten Impulsformen gearbeitet wird.
33 Die Relation gilt theoretisch betrachtet nur, wenn das SNR über den Impulsverlauf gleich bleibt. Also bspw. nur
für Impulse mit Formen konstanter Stufen. Dennoch gilt die Tendenz auch für Impulsverläufe mit veränderlicher
SNR.
34 Meistens geschieht dies während der Vorverstärkung durch Analogtechnik.
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Weiterhin wird in der vorliegenden Arbeit folgende Definition von Überlagerung verwendet, welche
in die Definition für Pileup eingeht.
Definition Überlagerung:
Zwei Ereignisantworten gelten bei exponentiellen stufigen Impulsformen dann als überlagert,
wenn das Folgeereignis auftritt ohne dass der vorhergehende Impulsverlauf im Rauschen der
Signalspannung untergegangen ist.
Abbildung 2.16 zeigt ein Beispiel von zwei Spannungsimpulsen nach einem Vorverstärker die von
Pileup betroffen sind. Die zeitliche Differenz ∆t ist so klein, dass der 2. Impuls auf der abfallenden








Abbildung 2.16: Pileup bei zwei Detektorimpulsen an den Zeitpunkten t2 und t1, gemessen nach
dem Vorverstärker
2.12.1 Auswirkungen von Pileup
Wenn Pileup vorliegt, so beeinflussen sich die Spannungsimpulse von mindestens 2 Ereignissen
gegenseitig. Es können also auch mehr als 2 Ereignisse am Pileup-Ereignis beteiligt sein, d.h.
sich gegenseitig überlagern. Je mehr Ereignisse am Pileup beteiligt sind desto geringer ist dessen
Auftrittswahrscheinlichkeit (siehe Kapitelpunkt 2.12.5). Im Fall von Pileup wird die Informations-
extraktion für Energie oder Zeit der Ereignisse erschwert, weil die zur Auswertung verwendeten
Filter, welche die Impulsform eines einzelnen Impulses benötigten, nun gleichzeitig zusätzliche
Informationen des anderen Impulses erhalten. Dies führt zu einer zusätzlichen Ungenauigkeit der
bestimmten Ereignisenergie. Abbildung 2.17 zeigt die Ausgabe eines Trapez-Shapers, wenn dieser









Abbildung 2.17: Ausgabe eines Trapez-Shaper des aus Abbildung 2.16 von Pileup betroffenen
Impulses
stark von der eigentlichen Trapezform abweicht. Zum Zeitpunkt t1 tritt das 1. Ereignis ein. Die
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Entwicklung des Trapezes läuft ab t1 wie erwartet, bis zum Zeitpunkt t2 das Folgeereignis eintritt.
Von da an wird nicht etwa nur ein neues Trapez mit einem Offset generiert, sondern es wird eine
Art Überlagerung der beiden DFA generiert. Die resultierende DFA hängt ganz konkret von der
shaping time35 ab. Würde jetzt das Maximum der gesamten Shaper-Ausgabe als Energiestempel
für das zeitlich frühere Ereignis genommen werden, so wäre dies Punkt B in Abbildung 2.17 und
nicht wie gewünscht ein Ausgabewert in der Umgebung von Punkt A. Die Energie des gewünschten
ersten Ereignisses ist somit verfälscht. Dies führt wiederum zu einem verfälschten Energiespektrum,
durch falsche Peaks, und somit zu ungenaueren Messergebnissen.
2.12.2 Pileup-Erkennung
Die Verwerfung von Pileup-Ereignissen oder deren Auswertung zu mindestens einem Energiewert
setzt voraus, dass eine korrekte Erkennung der Pileup-Ereignisse erfolgt ist. Um dies zu bewerk-
stelligen existieren verschiedene Ansätze, deren Anteil an korrekt erkannten Pileup-Ereignisse
zu allen aufgetretenen Pileup-Ereignissen, auch Effizienz genannt, im Allgemeinen und für jeden
Impulsformen-Typ einzelnen beurteilt werden muss.
2.12.3 Pileup-Behandlung
Wurde ein Pileup-Ereignis erkannt, so gibt es zwei Optionen, um das Energiespektrum korrekt zu
halten. Zum einen kann der von Pileup betroffene Impulsverlauf für die Energieauswertung ignoriert
(verworfen) werden oder die einzelnen Pileup-Impulse werden durch komplexere Algorithmen
ausgewertet, um so die einzelnen Ereignisenergien und -Zeiten mit ausreichender Genauigkeit zu
bestimmen.
Verwerfung von Pileup-Ereignissen
Unter Pileup-Verwerfung versteht man das Vorgehen, dass nach dem ein von Pileup betroffener
Impuls detektiert wurde verhindert wird, dass für dieses Ereignis ein Energie- oder Zeitstempel
extrahiert wird. Dadurch wird dieser Impuls nicht zum Spektrum hinzugefügt und die optimale
Qualität der Messergebnisse bleibt erhalten. Wird die Pileup-Verwerfung bei einer Messung aktiviert,
so wird die Messeffizienz des Spektrometers gesenkt, da ein gewisser Anteil an Ereignissen nicht
an die Auswertung weitergegeben wird, obwohl sie vom Detektor erfasst wurden. Um diesen
Messeffizienzverlust zu kompensieren, müsste die Messzeit verlängert werden.
Auswertung von Pileup-Ereignissen
Bei der Auswertung oder Korrektur von Pileup wird durch eine geeignete Verarbeitung versucht,
möglichst viele Energiewerte und Zeitstempel der beteiligten Ereignisse zu extrahieren und den
Spektren hinzuzufügen.
Einfluss auf Energie-, Zeitauflösung und Messeffizienz
Man kann allgemein festhalten, dass die Energie- oder Zeitauflösung der ausgewerteten Pileup-
Ereignisse immer schlechter oder bestenfalls gleich gut der Auflösungen von nicht-Pileup-
Ereignissen sein wird. Zur Ordnung der Pileup-Verwerfung und Pileup-Auswertung nach Auflösung
und Messeffizienz lässt sich die in Tabelle 2.5 aufgezeigte Aufstellung angeben. In Tabelle 2.5
35 Bei digitalen Shapern wird mehr von „Shaping Parametern“ gesprochen, weil die Freiheitsgrade der digitalen
Impulsformung vielfältige Einstellmöglichkeiten der DFA haben.
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Auflösung schlechter mittel besser
Messeffizienz mittel besser schlechter
Tabelle 2.5: Auflösungsvermögen und Messeffizienz in Abhängigkeit vom Pileup-
Behandlungsverfahren
ist zu bemerken, dass die Messeffizient von ausgewerteten Pileup-Ereignissen besser als die der
Pileup-Verwerfung sein kann, obwohl ein Pileup-Ereignis nur ausgewertet werden kann, wenn es
erfolgreich erkannt wurde. Diese Einteilung liegt darin begründet, dass bei einer Pileup-Auswertung
tendenziell 2 oder gar mehr als 2 Ereignisse aus einem Pileup-Ereignis extrahiert werden könnten.
Aus der oben gegebenen tabellarischen Ordnung lässt sich weiter ablesen, dass ein DES zur Ionen-
strahlanalyse für beste Funktionalität eine optionale Pileup-Auswertung doch mindestens aber eine
Pileup-Verwerfung besitzen sollte.
2.12.4 Abhängigkeit von der Impulsform
In Abbildung 2.16 könnte man zusätzlich definieren, wie groß ∆t sein müsste, so dass kein Pileup
mehr vorliegt. Diese Definition ist durchaus nicht trivial, da es sich um exponentiell abklingende
Impulse36 handelt, welche in ihrem Spannungsverlauf nach dem Vorverstärker theoretisch niemals
auf 0V absinken. In der Praxis ist es allerdings plausibel zu definieren, dass Pileup nur dann vorliegt,
wenn das Folgeereignis in der Zeit eintritt, in der die Ausgangsspannung des vorhergehenden
Ereignisses noch nicht auf die Amplitude des Grundrauschens abgesunken ist. Diese Zeit wird
auch als Impulsdauer bezeichnet. Nur während dieser Zeit wären noch brauchbare Information im
Spannungssignal des vorhergehenden Ereignisses ablesbar.
Diese Definitionserweiterung lässt sich allerdings nicht auf Ereignisimpulse anwenden, welche
konstante Stufen37 als Ausgangsspannung besitzen. Bei konstanten Stufen kann man nicht von
einem Ausklingen des Spannungssignals sprechen und somit würde ein Folgeimpuls immer auf
dem Vorhergehenden sitzen, wenn kein Reset des Spannungssignals durchgeführt wird (siehe
Abbildung 2.13 (b)). In einem Fall muss zusätzlich das im System vorgenommene Shaping betrachtet
werden. Das heißt, tritt ein Folgeereignis ein und ist das Shaping durch seine shaping time so
eingestellt, dass die Impulsformung noch nicht abgeschlossen38 ist, so liegt Pileup vor. Damit hängt
das Auftreten von Pileup also ganz konkret davon ab, wieviel unbeeinflusstes Signal der Shaper von
einem Ereignis benötigt, also wie die shaping time eingestellt ist. Im Fall von konstanten Stufen als
Vorverstärkerausgangssignale kann man also sagen, dass Pile-up dann vorliegt, wenn ∆t kleiner ist
als die Zeit die vom Signal benötigt wird, bis das Shaping abgeschlossen ist.
2.12.5 Abhängigkeit von Impulsrate und Impulslänge
Bevor über die Notwendigkeit einer Pileup-Behandlung und wenn ja, dann welcher Umsetzung,
entschieden wird, sollte der Anteil an Ereignissen vorerst festgestellt werden, welcher von Pileup
betroffen ist. Dies muss ganz konkret auf die vorliegende Anwendung durchgeführt werden. Die
36 ugs. auch exponentielle Stufe genannt
37 ugs. auch einfach als Stufen bezeichnet
38 Abgeschlossen ist die Impulsformung, wenn der Energiestempel aus dem Signal des Shapers extrahiert wurde.
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Auftrittswahrscheinlichkeit eines Pileup-Ereignisses lässt sich mathematisch anhand der Poisson-
Verteilung in Abhängigkeit der Ereignisrate r und eines Beobachtungszeitraums angeben. Glei-





e−λ , mit λ = r ·b
k = Anzahl der Ereignisse während des Beobachtungszeitraums
r = Ereignisrate
b = Länge des Beobachtungszeitraums
(2.24)
In Gleichung (2.24) entspricht r der mittleren Detektionsrate (in Counts/s), die für den betroffenen
Detektor zu erwarten ist39 . b entspricht der Zeitdauer für welche die Auftrittswahrscheinlichkeit
des Pileups berechnet werden soll. Sie sollte bspw. bei exponentiellen Stufen der Impulsdauer und
bei konstanten Stufen der shaping time (in s) entsprechen. Das Produkt λ = r ·b entspricht dann
der Anzahl der im Mittel zu erwartenden Ereignissen im Beobachtungszeitraum. Die Auftrittswahr-
scheinlichkeit eines Pileup-Ereignisses während einer Impulsdauer mit einer beliebigen Anzahl an
Ereignissen entspricht dann Gleichung (2.25).








Pλ (k) = 1− e−λ (1+λ ) (2.25)
In Gleichung (2.25) wurde über das Gegenereignis die Pileup-Wahrscheinlichkeit zusätzlich ohne
eine unendliche Summe ausgedrückt. Abbildung 2.18 gibt die Pileup-Wahrscheinlichkeit in Abhän-
gigkeit von r und b an. Da r und b über ihr Produkt λ in die Poisson-Verteilung eingehen bedeutet
dies geometrisch gesprochen, dass im Falle der Gleichheit der aufgespannte Flächen zwischen
den Vektoren (r,0) und (0,b) die Pileup-Wahrscheinlichkeit gleich groß ist. Aus der Ableitung der
Pileup-Wahrscheinlichkeit nach λ siehe Gleichung (2.26) lässt sich erkennen, dass diese Ableitung




= λ · e−λ > 0 (2.26)
39 Diese Rate lässt sich in ausreichend guter Näherung mittels eines digitalen Oszilloskops anhand des Vorver-
stärkersignals, getriggert auf eine geeignete Schwelle kurz über dem Rauschen, ermitteln (allerdings nur wenn
Pileup selten auftritt).
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In diesem Kapitel wird der Stand der Technik vorgestellt, welcher zu Beginn der vorliegenden
Arbeit vorlag und alle folgenden relevanten Gebiete der vorliegenden Arbeit betrifft:
1. Konventionelle Messinstrumente
2. Rauschminimierung durch neuartigen Aufbau eines Spektrometers und DES
3. Optimierung der Zeitauflösung
4. Optimierung der Energieauflösung
5. Totzeit und Durchsatz von Spektrometern und DES
6. Implementierung digitaler Filter
7. Algorithmus zur Koinzidenzanalyse
8. Simultane Messung multipler Kaskaden
9. Pileup-Erkennung
3.1 Konventionelle Messinstrumente
3.1.1 Analoges TDPAC-Spektrometer ([BUTZ1989])
Eine konkrete Umsetzung eines TDPAC-Spektrometers mittels konventioneller Analogtechnik
findet sich in [BUTZ1989]. Bei diesem Messinstrument wird das Anodensignal der γ-Detektoren in
eine Kombination aus analogen Baugruppen (Verarbeitungseinheiten) eingeleitet und ausgewertet,
bis der Zeitstempel und Energiewerte der detektierten Ereignisse als Spannungssignale vorliegen.
Nach einer folgenden AD-Wandlung werden die Messergebnisse von einem PC zur Darstellung
gebracht. Dabei werden vom konventionellen Spektrometer die Verarbeitungsschritte 1-3 (siehe
Tabelle 2.2) mittels Analogtechnik und die Schritte 4-5 digital umgesetzt. Dazu ist das Spektrometer
unter anderen aus den in Tabelle 3.1 aufgelisteten Teilmodulen aufgebaut. Die Module (a)-(c) aus
Tabelle 3.1 müssen dabei mehrfach existieren, da eine einzelne Instanz pro Detektor benötigt wird
und für das Spektrometer nach [BUTZ1989] 6 Detektoren verwendet werden. All diese Module
beinhalten Analogtechnik, um ihre Funktionalität zu realisieren, welche dem Nutzsignal Rau-
schen hinzufügt. Obwohl die Zeitauflösung bei konventionellen TDPAC-Spektrometern momentan
noch leicht besser ist als bei digitalen, setzt dies der erreichbaren Zeitauflösung konventioneller
Spektrometer natürliche Grenzen, welche ohne weiteres nicht überwunden werden können. Das
konventionelle TDPAC-Spektrometer aus [BUTZ1989] konnte während der letzten Jahrzehnte
leicht durch Neuentwicklungen im Bereich der konventionellen ADC (siehe Kapitelpunkt A.3.3)
und CFDs verbessert werden. Jedoch blieben erwähnenswerte Verbesserungen aus. Dies hat nicht
zuletzt den Grund, dass Weiterentwicklungen häufig mit zusätzlicher konventioneller Analogtechnik
53
Kapitel 3 Stand der Technik
(a)
„Slow-Path“ langsamer Impulsformungspfad zur Bestimmung der Energie des Ereignis-
ses; Schritt 2 aus Tabelle 2.2
(b) „Fast-Path“ schneller Impulsformungspfad zur Bestimmung des Zeitstempels; Schritt 2
aus Tabelle 2.2
(c)
CFD (Constant Fraction Discriminator) Teil des Fast-Path, Ein Verfahren zur Bestimmung
des Zeitstempels; Schritt 2 aus Tabelle 2.2
(d)
TAC (Time to Amplitude Converter), gibt in Abhängigkeit der Zeitdifferenz zwischen Start
und Stopp eine Spannungsamplitude aus.
(e)
Router, analysiert alle Zeitdifferenzen und bestimmt in Abhängigkeit der zugehörigen
Energien alle Koinzidenzen; Schritt 3 aus Tabelle 2.2
(f) MCA, Multi Channel Analyser, stellt mehrere Spektren in einem Diagramm dar.
Tabelle 3.1: Teilmodule eines konventionellen TDPAC-Spektrometers
einhergingen, welche die ohnehin schon kritische Zuverlässigkeit des Spektrometers weiter senkte
und die Häufigkeit von Wartungsarbeiten erhöhte.
3.1.2 Analoges DES zur Ionenstrahlanalyse ([BUTZ2000])
Ein auf Analogtechnik basierendes Spektrometer zur Ionenstrahlanalyse ist die Hochenergie Ionenn-
anosonde der Universität Leipzig (siehe [MOUS1997], [BUTZ2000]), dessen DES auf dem MpSys
und MicroDAS System der Universität Melbourne (siehe [MALONEY1995], [SAKELLA2001])
beruht. Dieses DES zur Ionenstrahlmikroskopie und Imaging verwendet konventionelle Baugruppen,
um die energiedispersive Auswertung der Detektorereignisse und die synchrone Ionenstrahlablen-
kung durchzuführen. Im Speziellen werden in [MOUS1997] die Signale von PIXE-, RBS- und
STIM-Detektoren, deren Namen aus den Wechselwirkungsprinzipien resultieren (siehe Kapitel-
punkt A.8.1), analog vorverstärkt und dann durch analoge Hauptverstärker wie dem ORTEC 572
einer Impulsformung und zusätzlichen Verstärkung unterworfen. Anschließend nimmt ein ADC-
Modul eine Digitalisierung des Energiewerts vor. Hier eingesetzte ADC-Module sind Derivate der
Wilkinson-ADC wie die Module ORTEC 500 (max. 11 Bit) oder Canberra 8701 (max. 13 Bit).
Deren Ausgaben werden dann von einem DES wie dem MicroDAS III [MD2006] erfasst und an
einen PC zur Darstellung und weiteren Verarbeitung weitergeleitet. Das Gesamtsystem führt die
Verarbeitungsschritte 2-3 (siehe Tabelle 2.4) mittels Analogtechnik und die Schritte 1 und 4-5
digital aus. Durch das MicroDas III System ist es durch die unterstützte Ionenstrahlablenkung
möglich spektroskopische Aufnahmen an verschiedenen Orten der Probe zu erhalten. Die folgen-
den Kennzahlen aus Tabelle 3.2 ergeben sich aus der Kombination der Einzelkomponenten zum
Gesamtsystem in [MOUS1997].
3.2 Rauschminimierung durch neuartigen Aufbau eines
Spektrometers und DES
Spektrometer- und DES-Entwicklungen der neusten Generation, welche während der letzten Dekade
entstanden sind, zielen darauf ab, den Rauscheinfluss zu minimieren, indem die Verarbeitungsschrit-
te40 und seine notwendigen Funktionalitäten in modernerer Hardware und verbesserter Software
40 siehe Tabelle 2.2 für das TDPAC-Spektrometer und Tabelle 2.4 für das DES zur Ionenstrahlanalyse
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MicroDas III bis 8192 Kanäle, wird durch verwendete ADC einge-
schränkt:
ORTEC 500 bis 2048 Kanäle oder Canberra 8701 bis 8192 Kanäle
Max. Image map Größe 4000 Pixel x 4000 Pixel
Totzeitkorrektur
Durch eine spezielle Verkabelung der Einzelkomponenten des Ge-
samtsystems ist es möglich, Messreihen zu erstellen, welche totzeit-
korrigiert sind.
Tabelle 3.2: Kennzahlen des Nanoprobe-Systems zur Ionenstrahlanalyse und Imaging aus
[MD2006]
verteilt werden. Im Allgemeinen existieren dabei 2 etablierte Techniken, diese sind:
• Die Integration der Analogtechnik konventioneller Spektrometer in einem einzelnen Integrierten
Schaltkreis (ASIC) (siehe Kapitelpunkt A.9)
• Der vermehrte Einsatz von Digitaltechnik in Form von in Digitizern isolierten ADCs
3.2.1 Messsignalaufnahme durch Digitizer
Beim Aufbau der Systemarchitektur von Spektrometern und DES, welche bei diesem Ansatz haupt-
sächlich von der Digitaltechnik Gebrauch machen, stellt sich die Frage, wann in der Signalflusskette
der Apparaturen der Vorgang der Digitalisierung stattfinden und was genau digitalisiert werden soll,
um den Rauscheinfluss zu minimieren. Beim Vergleich mit den konventionellen Messinstrumenten
fällt auf, dass diese ebenso Digitaltechnik nutzen. Nur beschränkt sich der Gebrauch hier auf die
Ergebnisdatenaufnahme, -weiterleitung und -darstellung. Der in der Literatur übliche Gebrauch
des Begriffs „digitales“ Spektrometer und DES bedeutet somit, dass die Digitaltechnik überwiegen
oder ausschließlich zur Anwendung kommt und der Punkt der Digitalisierung gegen den Verlauf
der Signalflusskette auf sozusagen so zeitig wie möglich verlagert wird. Der verbreitetste Ansatz
dies zu erreichen, wird durch Digitizer ermöglicht. Digitizer mit ADC-Abtastraten von >1 GSPS
ermöglichen es, Spannungssignalverläufe hoher Bandbreite aufzunehmen. Da eine Digitalisie-
rung der Messsignale an diesem Punkt bereits abgeschlossen ist, entfällt der bei konventionellen
Messinstrumenten eingesetzte größte Anteil an Analogtechnik.
Digitales TDPAC der Universität Braunschweig ([RÖDER2008], [HERDEN2008])
Bei diesem TDPAC-Spektrometer wird in den Arbeiten [RÖDER2008] und [HERDEN2008] als
Digitizer das Modul U1067A-002(-M8M) der Firma Agilent verwendet. Dies ist ein 1-Kanal
Digitizer (pro Spektrometerkanal 1 GSPS Abtastrate) von dem insgesamt 4 für ein digitales 4-Kanal
TDPAC-Spektrometer verwendet wurden, um dessen Detektorausgangssignale zu digitalisieren. Die
Digitizer werden jeweils in einem einzelnen sogenannten Slave-PC eingesteckt. Die 4 Slave-PCs
wiederum übertragen Daten an einen Host-PC zur weiteren Verarbeitung (u. a. Koinzidenzanalyse,
Ergebnisdarstellung).
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Digitales TDPAC der Universität Göttingen ([NAGL2010], [NAGL2014])
Die Implementierung eines digitalen TDPAC-Spektrometers in [NAGL2010] und [NAGL2014]
beruht auf dem selben Ansatz und benutzt für die Abtastung der Detektorsignale den Digitizer
vom Typ U1071A der Firma Agilent (pro Spektrometerkanal mit 2 GSPS Abtastrate). Bei diesem
System wird der verwendete 2-Kanal-Digitizer (jeder Kanal verfügt über eine 1 GSPS ADC) so
geschaltet, dass beide Kanäle einen Detektor überwachen. Die ADC-Datenströme werden also
intern alternierend miteinander verknüpft. Für ein entwickeltes 4-Kanal TDPAC-Spektrometer
werden somit 4 Digitizer benötigt. Die Signalverläufe aller Ereignisse werden pro Ditigizer über
einen PCI-Bus an jeweils einen PC übertragen und dort vorverarbeitet. Es werden somit insgesamt
4 PCs für die Digitizer benötigt und zusätzlich 1 PC für weitere anschließende Datenverarbeitung
(u. a. Koinzidenzanalyse, Ergebnisdarstellung). Eine Weiterentwicklung des Spektrometers in
[NAGL2014] ermöglicht eine 6-kanalige TDPAC-Messung unter Verwendung von 6 Digitizern mit
insgesamt dann 7 Computersystemen.
Digitales TDPAC der McGill University ([WEBB2012])
Diese TDPAC-Spektrometer basiert ebenfalls auf den Digitizern des Typs U1071A von Agilent. Es
handelt sich um ein 4-Kanal TDPAC-Spektrometer, welches sich an den Arbeiten [RÖDER2008] und
[NAGL2010] orientiert und damit die Impulsverarbeitung in Software ausführt. Das Spektrometer
verfügt über 5 PCs. 4 davon übernehmen die Signalverarbeitung der Digitizerdaten und 1 PC die
weitere Verarbeitung (u. a. Koinzidenzanalyse, Ergebnisdarstellung).
3.3 Optimierung der Zeitauflösung
Zur Verbesserung der zeitlichen Messgenauigkeit von Einzelereignissen ohne periodischen Verlauf
oder Struktur41 und einer damit notwendigen Verbesserung der Zeitauflösung existieren diverse
Arbeiten, welche verschiedene Ansätze zur Zeitmessung verfolgen. Herausgehoben haben sich
dabei 2 Ansätze, welche aktuell die besten Zeitauflösungen liefern. Diese sind:
• Zeitmessung mittels Laufzeitkette (siehe Kapitelpunkt A.10.1)
• Die Auswertung des Schaltflankenverlaufs
3.3.1 Auswertung des Schaltflankenverlaufs
Die Zeitauflösung kann im Vergleich zu Laufzeitketten unter bestimmten Messvoraussetzungen
weiter verbessert werden, wenn nicht nur die Pegelinformation, sondern auch der Verlauf der Schalt-
flanke des zu messenden Signals analysiert wird. Dies kann mittels konventioneller Analogtechnik
oder Digitaltechnik geschehen. Ein entscheidender Vorteil bei diesem Prinzip der Zeitbestimmung
ist, dass es auf Signale verschieden großer Pegel angewendet werden kann. Es kann also eine
Zeitstempelbestimmung erfolgen, welche von der Amplitude des Signals unabhängig ist und so
Zeitdifferenzen zwischen Signalen unterschiedlicher Amplitude erst sinnvoll vergleichbar macht.
Dies prädestiniert diese Methode für den Einsatz zur Zeitdifferenzspektroskopie von Signalen,
welchen unterschiedliche Amplituden aufweisen können. Dies ist u. a. bei den vorliegenden Detek-
torausgangssignalen deren Amplituden Energieinformation tragen der Fall.
41 Bei Zeitmessungen von Signalen mit periodischem Verlauf oder Struktur können tendenziell bessere Zeitauflö-
sungen durch Mittlung erreicht werden (siehe Kapitelpunkt A.5.5).
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Konventionelle Systeme ([BUTZ1989])
Ein Beispiel für den Einsatz von Analogtechnik zur Auswertung der Schaltflanke ist das konven-
tionelle TDPAC-Spektrometer nach [BUTZ1989] (siehe Kapitelpunkt 3.1.1). Das in Tabelle 3.1
aufgelistete CFD-Modul überlagert dabei den um die Zeit d zeitverzögerten (engl. delay) Impuls
eines Ereignisses mit demselben um den Faktor CFF (Constant Fraction Factor) skalierten und
invertierten Impuls, um einen amplitudenunabhängigen Zeitpunkt zu erhalten. Dieser Vorgang kann
mathematisch auch durch die Gleichung (3.1) beschrieben werben.
g(t) = f (t−d)−CFF · f (t) (3.1)
In Gleichung (3.1) ist g(t) die CFD-Funktion und f (t) der Impulsverlauf eines Ereignisses. Ab-
bildung 3.1 illustriert schrittweise den in [BUTZ1989] umgesetzten Prozess des CFD anhand
eines Ausgangsimpuls eines LaBr3-Detektors. Der Zeitpunkt der Nullstelle t0 (Crossover) in Ab-



































































Abbildung 3.1: CFD-Prinzip des TDPAC-Spektrometers aus [BUTZ1989] illustriert nach
[JÄGER2012]; (a) Detektorausgangsimpuls eines LaBr3-Detektors ist Eingangsim-
puls des Systems; (b) mit CFF skalierter und invertierter Eingangsimpuls; (c) zeit-
verzögerter Eingangsimpuls; (d) Summe von (b) und (c) bildet die CFD-Funktion
mit dem Crossover bei t0
bildung 3.1 (d) bildet den Zeitstempel. Der Crossover entspricht dabei genau dem Zeitpunkt des
Spannungspegels von 0 V. Anhand der folgenden mathematischen Darstellung mittels eines allge-
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meinen Impulses lässt sich einfach zeigen, dass der Crossover amplitudenunabhängig ist. Sei der
Spannungsverlauf eines Detektorereignisses mit normierter Amplitude gegeben durch die Funktion
fnorm (t) so ergibt sich eine CFD-Funktion nach Gleichung (3.2) mit:
g(t) = A · fnorm (t−d)−CFF ·A · fnorm (t) (3.2)
Dabei ist A eine beliebige Amplitude des Impulses. Da der Crossover-Zeitpunkt als die Zeit definiert
ist, bei der die Gleichung (3.2) gleich 0 ist, ergibt sich zur Zeitstempelbestimmung:
0 = g(t) = A( fnorm (t0−d)−CFF · fnorm (t0)) = fnorm (t0−d)−CFF · fnorm (t0) (3.3)
Die Amplitudenunabhängigkeit ergibt sich somit bereits rein mathematisch. Es muss nur sicher-
gestellt werden, dass fnorm (t−d)−CFF · fnorm (t) auch 0 V einnehmen kann. Dies geschieht
durch die geeignete Wahl der Parameter d und CFF . Die einzelnen Teilfunktionen des CFD wie
Skalierung, Überlagerung, Zeitverzögerung und Vergleich zu 0 V werden beim konventionellen
CFD mittels Analogtechnik realisiert. Zum Beispiel wird für die zeitliche Verzögerung eine ge-
eignete Kabellänge eingesetzt, die das Signal möglichst dämpfungsfrei zeitverzögert. Typische
Verzögerungszeiten pro Kabellänge sind bspw. ca. 5 nsm . Durch den umfangreichen Einsatz von
Analogtechnik im „fast-Path“ des Spektrometers wird das SNR verschlechtert, was sich negativ
auf die Zeitauflösung auswirkt. Trotzdem können beim konventionellen CFD Zeitauflösungen
von 100 bis 150 ps für 1.33-1.17 MeV 60Co-Messungen mittels BaF2-Detektoren erreicht werden
[BUTZ1994].
Digitale Verarbeitung der Detektorereignisse ([BARDELLI2004], [RÖDER2008],
[HERDEN2008], [NAGL2010], [CAEN2011])
Durch die Abtastung der Schaltflanke mittels moderner Parallel-Umsetzer kann eine rauscharme
Aufnahme der Flankeninformation mit ausreichend hoher Abtastrate erfolgen. Die anschließende
digitale Signalverarbeitung, welche in Hardware oder Software umgesetzt sein kann, extrahiert
dabei den gewünschten amplitudenunabhängigen Zeitstempel.
Ein Verfahren, welches nach diesem Prinzip arbeitet wurde in [BARDELLI2004] vorgestellt
und wird in der vorliegenden Arbeit „Constant Fraction of Amplitude“ (kurz CFA) genannt. Im
Detail wird eine Schwelle T anhand der Amplitude A (siehe Abbildung 3.1) des aufgenommenen
Impulses bestimmt, welche sich mit dem Faktor f durch T = f ·A ergibt, wobei 0 < f < 1 gilt. Die
Amplitude A selbst wird dabei durch das Sample im Impuls-Maximum definiert. Aus den Samples
des Impulsverlaufs werden dann die 4 Samples aus der führenden Flanke des Impulses ermittelt,
welche sich um T befinden. Durch eine anschließende kubische Interpolation Ic (t) zwischen den
Samples wird dann der Impulsverlauf angenähert und der Schnittpunkt T = Ic (t0) bestimmt. t0
ist dann der verwendete Zeitstempel. Da sich T in Abhängigkeit von A ergibt, ist der Zeitstempel
theoretisch amplitudenunabhängig. In [BARDELLI2004] wird mit einem präzisen Impulsgeneratur
und einem 100 MSPS, 12 Bit ADC eine intrinsische Zeitauflösungen von 100 ps FWHM erreicht.
Dies ist vor allen einem rauscharmen Silizium-Halbleiter-Detektor zu verdanken, zeigt aber das
Potential der Methode zur Subsample-Zeitauflösung.
In [NAGL2010] wird das CFA-Verfahren aufgegriffen, optimiert und in [NAGL2014] mit der
Bezeichnung „Digital Constant Fraction of Integral values“ (kurz DCFI) vorgestellt. Dabei wurde
für die Umsetzung eines digitalen TDPAC-Spektrometers beim DCFI-Verfahren das Defizit des
CFA-Verfahrens optimiert, dass die Impulsamplitude A (Maximum des Impulses) durch das Sample
mit dem größten Abtastwert repräsentiert wird. Einen einzelnen Abtastwert als Impulsmaximum zu
werten erzeugt einen nicht zu vernachlässigenden Fehlerbeitrag zur Bestimmung von A, weil die
Samples nicht unbedingt genau am Maximum des Detektorausgangsimpulses von der ADC ermittelt
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werden. Beim DCFI-Verfahren hingegen wird ein Flächen-Amplituden-Verhältnis verwendet, um







Diese Optimierung nutzt also aus, dass für die Impulsform der in [NAGL2010], [NAGL2014] ver-
wendeten LYSO- und LaBr3-Detektoren zwischen Impulsfläche und Impulsmaximum ein konstanter
Proportionalitätsfaktor c existiert. Aus dieser Maßnahme kann die Amplitude mit A = c ·E und
dadurch die Schwelle T =CFF ·A mit größerer Genauigkeit berechnet werden, was letztendlich
der Zeitauflösung zugutekommt. In [NAGL2010] wurden, unter Verwendung der 2 GSPS, 8 Bit
Digitizer und mit LYSO42 als Szintillatormaterial, Zeitauflösungen von 460 ps FWHM erreicht und
für LaBr3-Detektoren Zeitauflösungen bis 219,8±2,6 ps FWHM für 60Co (bei 1,17 und 1,33 MeV).
Eine rauscharme Zeitauflösungsmessung mittels eines Impulsgenerators lieferte eine intrinsische
Zeitauflösung des Spektrometers von 39 ps.
Eine Arbeit welches sich an das klassische CFD-Verfahren anlehnt wurde in [RÖDER2008],
[HERDEN2008] ausgeführt. Hier wurde für die Entwicklung eines digitalen TDPAC-Spektrometers
das CFD-Verfahren in eine digitale Variante durch die ÜF: H (z) =−0,5+ z−5 auf die einleitende
Flanke eines jeden Impulsverlaufs angewendet. Dies entspricht also dem konventionellen CFD-
Verfahren mit CFF = 0,5 und d = 5. Anstatt einer Interpolation zur Realisierung eines Subsample-
Zeitstempels wurde eine amplitudenabhängige Korrekturzeit eingeführt, welche die Zeitauflösung
verbessert. Bei Zeitauflösungsmessungen wurden, unter Verwendung von BaF2-Detektoren, Zeit-
auflösungen von 365±82 ps mit den verwendeten 1 GSPS, 8 Bit Digitizern gemessen.
Eine weitere Arbeit bezüglich der Optimierung der Zeitauflösung bei Detektorsignalen wurde von
der Firma CAEN in [CAEN2011] ausgeführt. Die Firma CAEN entwickelt und produziert Digitizer-
Module deren ADC-Datenstrom durch FPGAs aufgenommen und verarbeitet wird. Zusätzlich
entwickelt die Firma CAEN FPGA-Designs zur digitalen Implusverarbeitung im Speziellen von
Detektorimpulsen. Eines der entstandenen FPGA-Module wird als „Digitale Implusverarbeitung
für Impulshöhenanalyse“ (engl. Digital Pulse Processing for Pulse Height Analysis (DPP-PHA))
bezeichnet. Ein Teil des Moduls umfasst die amplitudenunabhängige Zeitbestimmung von De-
tektorimpulsen, welche durch einen einstellbaren RC-(CR)N Filter umgesetzt wird. Mit einer
Crossover-Bestimmung als Zeitstempel stellt dieses Verfahren teilweise einen CFD dar. Das Modul
ist für verschiedene Digitizermodule erhältlich. Zur korrekten Zeitstempelbestimmung zwischen den
Samples wird eine lineare Interpolation verwendet. Es wird in [CAEN2011] dargestellt, dass dies die
Zeitauflösung messbar verschlechtert, wenn die Anstiegszeit der Impulse kürzer als 5·Abtastperiode
ist. Im besten Fall werden in [CAEN2011] mit einem 1 GSPS, 10 Bit Digitizer intrinsische Zeitauf-
lösungen von 10 ps mit einem präzisen Frequenzgenerator und einer Anstiegszeit der Impulse von
5 ns erreicht, wenn der Crossover nahe der Samplezeitpunkte der ADC liegt.
3.4 Optimierung der Energieauflösung
Zur Bestimmung des Energiebetrages eines Detektorimpulses, der durch dessen Amplitude darge-
stellt wird, ist es gegenteilig zur Zeitbestimmung relevant, die niederfrequenten Anteile eines Im-
pulsverlaufs zu betrachten. In der Praxis verhält es sich zusätzlich so, dass Amplitudenauswertungen
und damit Energiebestimmungen tendenziell durch schnelle Signaländerungen gestört werden. Um
genau diese schnellen Signaländerungen wie Rauschen, Stufenübergänge oder Relaxationszeiten
42 Genaue chemische Bezeichnung des Materials ist Lu1.8Y0.2SiO5:Ce
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von Impulsverläufen auszugleichen, haben sich verschiedene Shaping- und Auswertungsverfahren
und ihre Vertreter etabliert. Diese sind:
• Die Signalverarbeitung durch konventionelle Analogtechnik mit Vorverstärkung und anschließen-
der Hauptverstärkung (beinhaltet Impulsformung) des Detektorsignals
• Die Integration der Analogtechnik konventioneller Spektrometer in einen einzelnen Integrierten
Schaltkreis (ASIC)
• Die Amplitudenauswertung durch digitales Shaping nach Digitalisierung des Impulsverlaufs
3.4.1 Separierte Vor- und Hauptverstärkung (konventionelle Systeme)
([BUTZ2000])
Ein Vertreter dieses Verfahrens ist das konventionelle analoge DES zur Ionenstrahlanalyse nach
[BUTZ2000] (siehe Kapitelpunkt 3.1.2). Bei diesem System erfolgen Energiemessungen mit sehr
guter Energieauflösung und um Größenordnungen besser (bessere Energieauflösungen bedeutet
kleinere Prozentangabe) als 0,5%, was nah an der intrinsischen Energieauflösung der Detektoren
liegt.
3.4.2 Konventionelle Technik integriert in ASICs ([BROGNA2006],
[GERONIMO2002], [RYAN2009])
Bei diesen ASICs wird die akkumulierte Ladung des Ereignisses als Spannung an den Ausgängen
der ASICs zur Digitalisierung durch einen ADC angelegt. Es ist möglich die Energieauflösung durch
die Verwendung von schneller abtastenden ADCs zu erhöhen, wenn diese die am Ladungs-FIFO-
Ausgang anliegende Spannung mehrfach abtasten und mitteln. Diese Möglichkeit ist allerdings
stark beschränkt, da das Ladungsrauchen solcher ASICs an sich bereits größer als 0,5% ist. Somit
können tendenziell Energieauflösungen schlechter als 1% erreicht werden.
3.4.3 Digitale Verarbeitung der Detektorereignisse ([BOGOVAC2009],
[CAEN2011])
Zur Optimierung der Energieauflösung existieren Arbeiten, welche die Flexibilität der digitalen
Systeme ausnutzen, um spezielle Shaper mit Hilfe der digitalen Signalverarbeitung und hohem
Durchsatz zu implementieren. Eine dieser Arbeiten ist [BOGOVAC2009], welche einen Trapez-
Shaper in einem FPGA mit zusätzlicher Verwendung von externen 14-Bit, 105 MSPS ADCs
realisiert. Es handelt sich hierbei um ein 2 Kanalsystem mit Ionenstrahlablenkung. Der FPGA
übernimmt dabei die Aufnahme der ADC-Datenströme, die Ereignisdetektion, die Berechnung
des Trapez-Shapers zur Extrahierung des Energiewertes und die synchrone Ablenkung des Io-
nenstrahls. Zur weiteren Optimierung der Energieauflösung wird ein 9-Punkt Medianfilter für die
auftretenden Energiewerte implementiert. Das System ist dabei so konzipiert, dass es für PIXE, RBS
und STIM-Detektorsignale verwendet werden kann. Bei der Implementierung des Trapez-Shapers
handelt es sich um eine Filter-Implementierung, welche mit jedem Takt der 105 MHz ein Sample
der ADC-Datenströme verarbeitet. Dies ist also kein SSR-Filter. Nach der digitalen Erzeugung
der Energiestempel werden diese an ein Computersystem zur Darstellung und Weiterverarbeitung
transferiert. Der Trapez-Shaper, welcher im Beispiel von [BOGOVAC2009] aus einer exponentiellen
Stufe ein Trapez formt, ist ein weit verbreiteter Filter, der durch einen FIR-Filter in Kombination
mit zwei Integratoren implementiert werden kann. Da sich Integraturstufen nur durch IIR-Filter
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umsetzen lassen, wird also ein IIR-Filter als Trapez-Shaper realisiert. In [BOGOVAC2009] werden
dabei die Parameter der Anstiegszeit des Trapez-Shapers (engl. Peaking time genannt) und die
Flat-Top-Zeit zur Laufzeit einstellbar gehalten. Es wurden Energieauflösungen von 145 eV bei
Mn-Kα (5,899 keV) (≈ 2,4%) erreicht.
In [CAEN2011] wird ebenso ein Trapez-Shaper innerhalb des DPP-PHA Moduls implementiert.
Hierbei sind die Parameter Rise-Time, Flat-Top-Time, Anzahl der Werte zur Mittelung des En-
ergiewerts im Top des Trapezes einstellbar. Es werden hier allerdings keine Angaben über die
Energieauflösung gemacht.
3.5 Totzeit und Durchsatz von Spektrometern und DES
Bei den etablierten Prinzipien des Standes der Technik verhält es sich so, dass kürzere Totzeiten
und höhere Durchsätze mit Systemen erreicht werden können, wenn vermehrt auf Digitaltechnik
gesetzt wird. Dies zeigen die folgenden Ausführungen, welche die Totzeit und den Durchsatz der
verschiedenartigen Systeme darstellen.
3.5.1 Separierte Vor- und Hauptverstärkung (konventionelle Systeme)
Das System der Universität Melbourne in den Arbeiten [MALONEY1995], [SAKELLA2001]
basiert auf dem DES MicroDAS und der Verarbeitungssoftware MpSys. Es ist ein System, welches
eine Detektorsignalverarbeitung mittels konventioneller Analogtechnik (Vorverstärker gefolgt von
Hauptverstärker) realisiert und anschließend eine AD-Wandlung der Ergebnisse zur Energiewer-
tebestimmung durchführt. Die Energiewerte werden dann vom MicroDAS entgegengenommen
und an die Software MpSys4 übergeben. Die Totzeit dieses Systems ergibt sich hauptsächlich aus
der benötigten Verarbeitungszeit des Shapers, welcher in den Hauptverstärker eingebettet ist und
wiederum von der shaping time und der AD-Wandlungszeit abhängt. Die AD-Wandlungszeit hängt
bei der verwendeten Canberra 8701 (vom Typ Wilkinson-ADC) wiederum vom zu wandelnden
Spannungspegel ab. Laut [MPSYS2002] wurden bei einem Stimulus eines 10 kHz Frequenzge-
nerators folgende Totzeiten in Prozent festgestellt, welche sich aus den Busy-Ausgangssignalen
der Komponenten ergeben und in Tabelle 3.3 dargestellt sind. Diese Prozentangabe in Tabelle 3.3
Totzeit
Shaping time (µs)
des Shapers des ADC kombiniert
(alle Angaben in Einheiten von % und µs)
0,5 12,1 18,7 19,1
6 47,8 25,9 48,2
Tabelle 3.3: Totzeiten des MicroDas, MpSys Datenerfassungssystems nach [MPSYS2002]
gilt ebenso wie die Angabe der Totzeit in µs pro Einzelereignis, weil die Ereignisperiode bei
10 kHz genau 100 µs beträgt. Wird eine lineare Entwicklung der Totzeit über die shaping time
angenommen, so ergibt sich eine Grundtotzeit von 8,85 µs für den Shaper und 18 µs für die ADC.
Als Totzeitanstieg ergibt sich 6,4 µs pro 1 µs shaping time für den Shaper und 1,31 µs pro 1 µs
shaping time für die ADC. Beide Angaben zeigen deutlich, dass eine Abhängigkeit der Totzeit
von der shaping time besteht, welche sogar speziell für den Shaper das 6 fache der shaping time
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entspricht. Als Grundtotzeit der ADC wird in [MPSYS2002] die Summe der Signalspeicherzeit und
der Transferzeit des gewandelten Wertes zum Host-PC angegeben. Da sich die Totzeiten der Kom-
ponenten stark überlappen, ergibt sich in Tabelle 3.3 eine kombinierte Totzeit des Gesamtsystems
mit einer Grundtotzeit von 16,5 µs und einem Totzeitanstieg von 5,3 µs pro 1 µs shaping time. Der
Durchsatz des Gesamtsystems, wird laut [MPSYS2002] mit 100k Ereignissen pro Sekunde und
Kanal angegeben. Dieser Durchsatz sollte nur bei günstigen Einstellungen eintreten. Das bedeutet
bei der kürzesten shaping time (0,5 µs) und einem kleinen digitalen Gain und Offset der ADC.
3.5.2 Konventionelle Technik integriert in ASICs ([BROGNA2006],
[RYAN2009])
Der N-XYTER ASIC nach [BROGNA2006] und [DEMENTYEV2012], welcher auf dem Prinzip
der Zwischenspeicherung der Impulsladung beruht, wird mit einem maximalen Durchsatz von
32 Mio. Ereignissen/s angegeben. Bei dieser Ereignisrate soll eine maximale Totzeit von 10%
auftreten. Dieser Durchsatz wird über alle 128 Kanäle aufgeteilt, so dass sich ein maximaler
Durchsatz von 250000 Ereignissen/s pro Kanal ergibt. Dieser Durchsatz ergibt sich hauptsächlich
durch die internen elektrischen Laufzeiten der Analogkomponenten. Die externe AD-Wandlung der
Energiewerte könnte schneller erfolgen.
Das Maia-System nach [RYAN2009] und [RYAN2011] (DES zu Ionenstrahlanalyse und Imaging),
welches auf dem PDD ASIC basiert, wurde so konzipiert, dass dessen nach dem PDD folgende
Datenverarbeitung keine Verlängerung der Totzeit oder Beschränkung des Durchsatzes verursacht.
Dies ist der Fall, da vom PDD das Shaping durch interne Analogtechnik übernommen wird. Dabei
hat der PDD einen maximalen Durchsatz von 30 Mio. Ereignissen/s pro ASIC, welcher über seine
32 Kanäle geteilt wird und so einen maximalen Durchsatz des Maia-Systems von 938 kEreignissen/s
pro Kanal ermöglicht. Der in der Verarbeitungskette folgende FPGA unterstützt eine Datenaufnahme
von maximal 40 Mio. Ereignissen/s und stellt so keine Einschränkung der Leistung des Systems
dar. Zur Totzeit des PDD werden keine konkreten Angaben gemacht, jedoch ist sie aufgrund der
FIFO-Architektur im ns-Bereich zu vermuten. Des Weiteren lässt der maximale Durchsatz von 30
Mio. Ereignissen/s auf eine maximale Totzeit von 33,3 ns schließen, da bei einem solchen System
im schlechtesten Fall die Totzeit den Durchsatz begrenzen dürfte.
3.5.3 Digitale Erfassung und Verarbeitung der Detektorereignisse
Durch den Einsatz von Speichern innerhalb der digitalen Systeme kann die Totzeit vom Durchsatz
entkoppelt werden. Dadurch können spezielle Techniken zum Einsatz kommen, welche die Totzeit
erheblich senken können. Dies macht sich bei folgenden Arbeiten bemerkbar.
Digitalen TDPAC-Spektrometern ohne FPGA ([HERDEN2008], [NAGL2010])
Wie sich die Länge der Totzeit immens auf ein System auswirken kann, zeigt die Arbeit
[RÖDER2008], [HERDEN2008] eines voll-digitalen 4 Detektor TDPAC-Spektrometers. Bei dem
besagten Spektrometer werden die Impulsverläufe aller gemessenen Ereignisse an die Slave-PCs
zur Bestimmung der Zeitstempel und Energiewerte übertragen. Die Ereignisabtastung geschieht
mit einem 1 GSPS Digitizer vom Typ Agilent U1067A43 . Im Datenblatt wird dieser Digitizer mit
einer intrinsischen Totzeit von <1,1 µs pro detektiertem Ereignis angegeben. Diese Totzeit ist im
Vergleich zu konventionellen Systemen bereits beachtlich gesenkt, allerdings werden weiter folgen-
de Angaben gemacht. Es werden vom Digitizer 8000 Impulse (als Sequenz bezeichnet) der Länge
43 Vor der Übernahme der Firma Acqiris durch die Firma Agilent war die Bezeichnung „Acqiris DP110“
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400 ns von BaF2-Detektoren aufgenommen, gespeichert und dann an den Slave-PC transferiert.
Dieser Transfer fügt eine Totzeit von 120-150 ms in das Spektrometersystem ein. Hier wird also
die ausschlaggebende Totzeit nicht bei der Aufnahme der einzelnen Ereignisse verursacht, sondern
beim Datentransfer der gemessenen Sequenz an den Computer. Dies ist ein Problem, was vermieden
werden kann. Es zeigt aber wie Probleme, welche nichts mit den direkten technischen Prinzipien
eines Messinstruments zu tun haben, trotzdem dessen Totzeit und Durchsatz beeinflussen können.
Mit den Angaben in [RÖDER2008] kann die Wirkungsdauer der Totzeit von effektiv 15 bis 18,75 µs
(=(120 bis 150 ms)/8000 Ereignisse) pro Ereignis durch den Transfer beobachtet werden. Daraus
ergibt sich, dass sich eine ohne Totzeit belastete Messzeit von 0,32 h auf 19,5 h verlängern würde.
Dies liegt in der Größenordnung der in [RÖDER2008], [HERDEN2008] berichteten benötigten
Messzeit von 23 h. Die 3,5 h Differenz können aus der Ungenauigkeit der mit großem Schwankungs-
bereich angegebenen Datentransfer-Totzeit stammen. Zum Durchsatz des Spektrometers werden
keine Angaben gemacht, da aber die Totzeit die dominierende Größe in diesem System ist, bestimmt
diese auch den Durchsatz des Systems, welcher bei einer Ereignisrate von ca. 9700 Ereignissen/s
(=105·8000 Ereignisse/(23·3600 s)) pro Kanal liegen sollte. Diese Angabe setzt allerdings keine
weitere Beschränkung des Durchsatzes durch die Spektrometer-Software voraus.
In der Arbeit [NAGL2010], [NAGL2014] wurde ein weiteres TDPAC-Spektrometer entwickelt, wel-
ches auf den gleichen Hardware-Prinzipien wie die Arbeit [RÖDER2008], [HERDEN2008] beruht.
Das heißt, es werden die Impulsverläufe aller Ereignisse von einem Digitizer aufgenommen und an
mehrere PCs zur weiteren Verarbeitung in Software weitergeleitet. In [NAGL2010], [NAGL2014]
wurden die Digitizer Agilent U1071A verwendet, welche gegenüber der Arbeit [RÖDER2008],
[HERDEN2008] zwei Vorteile bieten. Zum einen wird die intrinsische Totzeit der Digitizer von
<1,1 µs auf <350 ns pro detektiertem Ereignis gesenkt. Zum anderen wird in diesem Digitizer
das von Agilent als SAR-Modus (Simultaneous multibuffer Acquisition and Readout) bezeichnete
Prinzip eingesetzt. Im SAR-Modus werden mehrere unabhängige Speicherbereiche wechselsei-
tig zum Schreiben neuer detektierter Impulsverläufe und zum Lesen während des Transfers zum
Host-System verwendet. Dies ermöglicht ein Auslesen der aufgenommenen Impulse ohne das
Blockieren des Speicher und damit ohne das hinzufügen zusätzlicher Totzeit. Der Durchsatz dieses
Spektrometers wird nicht durch die Totzeit bestimmt (wäre 2,8·106 Ereignisse/s pro Detektor bei
350 ns Totzeit pro Ereignis), sondern durch die notwendige Nachverarbeitung der Sampledaten
der Impulsverläufe in Software. Der Durchsatz wird mit einer Rate von maximal 200000 Ereig-
nissen/s pro Kanal bei einer Impulslänge von 400 ns angegeben. Es ist zu bemerkten, dass bei
den vorgestellten TDPAC-Spektrometern aus [RÖDER2008], [HERDEN2008] und [NAGL2010],
[NAGL2014] der Durchsatz von der Länge der Impulsverläufe abhängig ist. Dies ist typisch für
eine Datenverarbeitung in Software.
Digitale Systeme mit FPGA
Wie die Totzeit eines digitalen Systems gestaltet sein kann, zeigt die Arbeit [FAVI2009], bei der ein
System zur Zeitmessung mittels Laufzeitkette in einem Virtex 5 FPGA implementiert ist. Durch
eine geeignete Wahl der Pipeline-Architektur des Systems konnte die Totzeit, welche hier die
minimale Zeit zwischen Ende einer Zeitmessung und dem Start der Nächsten darstellt, auf kleiner
als einen Taktzyklus (<3,33 ns) gesenkt werden. Diese Optimierung ist nur möglich, wenn die
digitale Schaltung zur Datenaufnahme ganz speziell auf den konkreten Anwendungsfall angepasst
und nur aus Digitaltechnik aufgebaut ist. Hier können FPGAs durch ihre immense Flexibilität und
Anpassbarkeit ihre Vorteile ausspielen.
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3.6 Implementierung digitaler Filter
3.6.1 Mittels DSPs
Eine weit verbreitete und häufig genutzte Möglichkeit digitale Signalverarbeitung zu betreiben ist
der Einsatz von DSPs (hier digitaler Signalprozessoren). Die schnelle nachträgliche Veränderung der
gewünschten ÜF von FIR- oder IIR-Filtern ist durch die auf Software basierende Programmierbarkeit
von DSPs absolut gewährleistet. Hinsichtlich des Durchsatzes von DSPs existieren bereits Derivate
mit mehreren GMAC (1 ·109 MAC) Operationen pro Sekunde. Dies gilt z.B. für die C66x oder
C67x DSPs der Firma Texas Instruments. Der DSP C6657 erreicht dabei laut [TIDSPBENCH2016]
einen Durchsatz von ca. 8 GSPS für einen FIR-Filter mit Samples aus Festkommazahlen.
3.6.2 Mittels FPGAs
Da FIR-Filter zu einer häufigen Anwendung gehören gibt es viele Derivate von FIR-Filter IP-
Cores44 deren Koeffizienten sogar zur Laufzeit beliebig einstellbar sind. Zu den fortschrittlichsten
dieser IP-Cores gehören bspw. der „LogiCORE IP FIR Compiler“ von Xilinx und der „FIR II
IP Core“ von Altera [ALTERA2014]. Da die für die vorliegende Arbeit in Frage kommenden
FPGA-Digitizer nur Xilinx FPGAs besitzen, konnte der FIR-Core von Altera nicht verwendet
werden. Der Xilinx IP-Core, welcher dem Altera IP-Core funktionell gleichgestellt ist, war aus
technischer Sicht einsetzbar und hatte bis Version 7.1 (Oktober 2014) [XILINXFIR7.1] folgende
Teilvoraussetzungen:
• Die Abtastrate des zu verarbeitenden Sampledatenstroms muss kleiner gleich der Taktfrequenz
der FIR-Filterschaltung sein.
• Die generierbaren Filterimplementierungen sind FIR-Filter mit einer Ordnung bis 2047.
Die Implementierung der Filter war klar darauf ausgerichtet, dass pro Taktzyklus der Filterschaltung
maximal ein Sample des Eingangsstroms in die Filterschaltung eingegeben wird. Die 2. Vorausset-
zung ergibt sich aus der Zielsetzung des IP-Cores, das Spektrum des Eingangssignals zu verändern.
Bei dieser Anwendung werden häufig Filterkoeffizienten eingesetzt, die eine Filterordnung kleiner
100 ergeben. Darüber hinaus lässt der Xilinx FIR Compiler Core Filterordnungen bis 2047 zu, bei
denen also bis zu 2048 Koeffizienten ungleich null eingestellt werden können. Dies reicht für den
größten Teil aller Anwendungen zur Frequenzmanipulation aus.
Ab der Version 7.2 [XILINXFIR7.2] des IP-Cores, welcher bis zur neusten vorliegenden Xilinx
Vivado Version 2016.2 seine Gültigkeit hat, wurde die obige Teilvoraussetzung 1. aufgehoben. Der
IP-Core wurde also so erweitert, dass nun auch Sampledatenströme verarbeitet werden können
für die die verwendete Abtastrate größer als die Taktfrequenz der Filterschaltung ist. Dies wird
dadurch ermöglicht, dass das Ein- und Ausgabe-Interface des Filters nun mehr als ein Sample pro
Taktzyklus aufnehmen kann und die interne Struktur des IP-Core angepasst wurde. Die Samples
können also parallel in die Schaltung eingegeben werden. Es wird in diesem Fall von Altera und
Xilinx der Begriff „Super Sample Rate“ verwendet. Wird also bspw. ein 1 GSPS Datenstrom in
eine Filterschaltung eingegeben, welche mit 62,5 MHz getaktet wird, so müssen genau 16 Samples
pro Taktzyklus an den Filter übergeben und auch ausgegeben werden. Die maximal erreichbaren
Taktraten der FIR-Filterimplementierungen reichen für einen Xilinx Kintex/Virtex 7 FPGA (Speed-
grade 1) bis ca. 550 MHz und für einen Xilinx Kintex/Virtex Ultrascale FPGA (Speedgrade 1) bis
ca. 633 MHz [XILINXPERF7.2] aus.
44 Bei IP-Cores handelt es sich um eine im FPGA implementierbare Schaltung, welche bspw. in Form einer Netzliste
oder einer Source-Code-Beschreibung vorliegen kann.
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Zusätzliche wichtige Features der FIR-Filter IP-Cores von Xilinx und Altera (ähnlich) sind mit
den Begriffen „Interleaved Channels“ und „Parallel Data Channels“ bezeichnet. Unter Interleaved
Channels wird die Aktivierung eines Time Devision Multiplexed Channels durchgeführt. Dadurch
ist es möglich mehr als einen Sampledatenstrom mit einer Filterschaltung zu verarbeiten, indem
bspw. mit jedem zweiten Taktzyklus der Filterschaltung ein zweiter Sampledatenstrom eingegeben
werden kann. Die Funktion der Parallel Data Channels bewirkt aus Anwendungssicht dieselbe
Funktion, jedoch wird dies hier durch Parallelverarbeitung von mehr als einem Sampledatenstrom
erreicht. Die Taktrate der Filterschaltung bleibt wie bei der Verarbeitung von nur einem Kanal
erhalten, doch die Breite des Dateninterfaces wird um die Anzahl der gewählten Kanäle vervielfacht.
Von der Interface-Spezifikation entspricht dies exakt einem SSR-Filter, darf aber funktionell mit
diesem nicht verwechselt werden.
3.7 Koinzidenzanalyse
3.7.1 Algorithmus ([HERDEN2008], [NAGL2010], [WEBB2012]
In den Arbeiten [HERDEN2008], [NAGL2010] und [WEBB2012] werden im Rahmen der Ko-
inzidenzensuche der entwickelten TDPAC-Spektrometer die Verarbeitungsschritte 3 und 4 (siehe
Tabelle 2.2) in Software ausgeführt. Daraus folgt, dass bei den Spektrometern ein Algorithmus
in Software existiert, der die Koinzidenzanalyse (Verarbeitungsschritt 3) auf allen detektierten
Ereignissen ausführt.







entwickelt. m ist dabei die Anzahl der gültigen Kanalkombina-
tionen und n die Anzahl der zu durchsuchenden Ereignisse. Für ein 6 Kanal Spektrometer ergibt
sich m = 30 und n kann mehrere 1000 Ereignisse betragen. Es wird weiter angegeben, dass der
Algorithmus mittels 2 verschachtelten Schleifen realisiert ist. Bezogen auf das in [HERDEN2008]





Die Arbeit [WEBB2012] macht keine genauen Angaben über die Komplexitätsklasse des Koin-
zidenzsuchalgorithmus. Es wird aber angegeben, dass die Zeitdifferenzen zwischen beliebigen 2





sei an dieser Stelle weiter angegeben, dass für die erwähnten Arbeiten die Komplexitätsklassen
der Koinzidenzalgorithmen aus technischer Sicht nicht kritisch sind, da in den entwickelten Syste-
men Festspeicher von mehreren GByte bis TByte Größe vorgesehen sind, um alle Ereignisse mit
Zeitstempel und Energiewert vor Beginn der Koinzidenzanalyse zwischenzuspeichern.
3.7.2 Simultane Messung multipler Kaskaden
In den Arbeiten [RÖDER2008], [HERDEN2008], [NAGL2010] und [NAGL2014] wird, für kon-
krete digitale TDPAC-Spektrometer, die quasi-simultane Messung multipler Kaskaden während
einer einzelnen TDPAC-Messung dadurch realisiert, dass alle detektierten Ereignisse einer Messung
zuerst auf Festspeichern zwischengespeichert werden und dann nachträglich eine Koinzidenz-
analyse mit jeder gewünschten Kaskadenkonfiguration ausgeführt wird. Dieser Ansatz wird in
der Literatur als „List-Mode“ bezeichnet und benötigt je nach System und Messdauerlänge bis
zu mehreren TByte45 Daten auf diesen Festspeichern. Zusätzlich wird bei einer neu gewählten
45 1 TByte = 1024 GByte
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Kaskadenkonfiguration eine neue Abarbeitung der gesamten Datensätze der betroffenen Messung
notwendig.
3.8 Pileup-Erkennung
In der Praxis etablierten sich folgende Ansätze der Pileup-Erkennung, welche unter anderem in
folgenden Arbeiten einschlägige Erwähnung finden.
3.8.1 Impuls über einem Schwellwert (PoT)46 ([HASELM2010])
Eine einfache Methode ein Pileup-Ereignis zu identifizieren ist, das Maximum eines Impulsverlaufs
zu betrachten. Wenn das Maximum des Ereignisses über einer bestimmten Schwelle liegt, was
bei nicht-Pileup-Ereignissen nicht zu erwarten ist, so handelt es sich offensichtlich um ein Pileup-
Ereignis, weil sich nun die Amplituden von 2 oder mehr Impulsen aufsummieren. Ein Vertreter dieser
Methode wurde in [HASELM2010] umgesetzt. In [HASELM2010] und dem dort vorliegenden
Anwendungsfall ist zu erkennen, dass bei geeigneter Wahl der Schwelle bei ∆t gegen 0 nahezu alle
Pileup-Ereignisse erkannt werden.
3.8.2 Zeit über einem Schwellwert (ToT)47 ([DRAGONA2005])
Es kann für jede Impuls- oder DFA-Form eine bestimmte Zeit definiert werden, für die der typische
Signalverlauf maximal über einem konstantem Schwellwert liegen sollte. Ist diese Zeit überschritten,
so geht das System davon aus, dass es sich um ein Pileup-Ereignis handelt. Diese Methode beruht
darauf, dass Pileup-Ereignisse durch den Folgeimpuls insgesamt tendenziell länger über einem
Schwellwert liegen, da die Relaxationszeit bei einem neuen Ereignis quasi von neuem beginnt.
Die Methode kann ergänzt werden, indem die erlaubte Zeitdauer der Schwellenüberschreitung in
Abhängigkeit der Impulsamplitude angepasst wird. Dadurch wird eine Amplitudenunabhängigkeit
erreicht.
Der PDD-ASIC nach [DRAGONA2005] ist eine Arbeit, welche ToT zur Pileup-Erkennung
einsetzt. Bei Messungen von Amplituden-ToT-Tupeln von nicht-Pileup-Ereignissen wurde in
[DRAGONA2005] festgestellt, dass mit steigender Amplitude die ToT immer weniger ansteigt.
Dies spricht entweder für die Verwendung eines Signalsverlaufs von nicht exponentieller Gestalt
vor der ToT-Messung. Oder, die Schwelle an sich wurde bereits hoch angesetzt, so dass selbst für
die größten Amplituden die Schwelle nicht innerhalb der exponentiellen Ausläufer liegt. Es ist
annehmbar, dass bei den Messungen zum PDD die Schwelle höher angesetzt wurde, da im größten
Fall ToT-Peakingtime-Verhältnisse (kurz ToTPV) von 1,5 gemessen wurden. Das heißt bei allen
aufgenommenen Tupeln war die ToT weniger als das Doppelte der peaking time. Für Schwellen
nahe der Rauschgrenze wären Verhältnisse um 2 zu erwarten.
Weiter ist festzustellen, dass im Bereich der steileren ToT-Anstiege pro Amplitude der Bereich der
akzeptierten ToT größer ist als für Bereiche flacherer ToT-Anstiege. Dies muss ausgeführt werden,
um die durch Rauschen bedingten ToT-Standardabweichung zu kompensieren. Für Impulse mit
einem ToTPV = 0,75 wurde ein ToT-Schwankungsbereich von 0,25 angesetzt. Dies entspricht 33%.
Bei einem ToTPV=1,5 sind es nur 5%. Der akzeptierte ToT-Schwankungsbereich musste also aus
Effektivitätsgründen der Methode für Bereiche, in dem die Schwelle in flachen Impulsverläufen
liegt, vergrößert werden. Dies schränkt die Effektivität dieser Methode ein.
46 engl. Pulse over Threshold
47 engl. Time over Threshold
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3.8.3 Auswertung des Anstiegs über den Impulsverlauf ([ARSENEAU1993],
[BUTZ2000])
Bei diesem Prinzip der Pileup-Erkennung wird der Anstieg des Impulsverlaufs analysiert, um Pileup-
Ereignisse zu identifizieren. Wird bspw. während der Relaxationszeit einer exponentiell stufigen
DFA ein neuer Anstieg des Impulsverlaufs erkannt, so handelt es sich offensichtlich um ein neues
Ereignis, obwohl das erste noch nicht abgeklungen war. In diesem Fall muss ein Pileup-Ereignis
vorliegen.
Eine Arbeit, welche das Prinzip indirekt verfolgt ist das Patent [ARSENEAU1993]. In dieser Arbeit
wird der Impulsverlauf konkret anhand der Samplewerte ausgewertet, um auf ein Pileup-Ereignis zu
schließen. Es wird also keine Differenzierung zur Ermittlung des Anstiegs vorgenommen, sondern
es werden die Samplewerte direkt genutzt. Dabei wird eine erstmalige Schwellenüberschreitung als
Detektion des Ereignisses gewertet. Eine erste Verletzung der angenommenen strengen Monotonie
des Impuls-Sampleverlaufs während des Anstieges lässt den Zeitpunkt des Maximums des Impulses
erkennen. Nach diesem Zeitpunkt wird eine Absenkung der Amplitude um einen Faktor detektiert.
Wird nach dieser erfüllten Absenkung ein einziger steigender Samplewert erkannt, so wird das
Ereignis als Pileup-Ereignis markiert.
Ein zusätzlicher Vertreter dieses Verfahrens ist die Hochenergie Ionennanosonde der Universität
Leipzig [BUTZ2000]. Der dort verwendete analoge Hauptverstärker ORTEC 572 ist durch Differen-
zierung in der Lage neue Ereignisse durch Anstiegsänderungen im Eingangssignal zu erkennen. Tritt
eine neue Erkennung innerhalb der gesamten Impulsformungszeit des vorhergehenden Impulses





In diesem Kapitel wird der Stand der Technik auf Verwendbarkeit zur Erfüllung der Zielstellungen
(siehe Kapitelpunkt 1.2) der vorliegenden Arbeit geprüft. Ist der Stand der Technik nicht anwendbar
oder nicht ausreichend, so wird die resultierende Problemstellung zur Erfüllung der Zielstellung
formuliert. Anschließend wird der eigene Ansatz der vorliegenden Arbeit zur Lösung der konkreten
Problemstellung vorgestellt und abschließend dessen Verbesserungen im Vergleich zum Stand der
Technik erläutert. Zum besseren Verständlichkeit werden die vorgestellten Ansätze in allgemeine
Ansätze der digitalen Messwerterfassung und -verarbeitung oder in Ansätze bzgl. des entwickelten
TDPAC-Spektrometers oder des DES zur Ionenstrahlanalyse eingeteilt.
4.1 Allgemeine Ansätze zur digitalen Messwerterfassung und
-verarbeitung
4.1.1 FPGA-Digitizer zur Minimierung des Rauscheinflusses
Zur Minimierung des Rauscheinflusses bei den zu entwickelnden Messinstrumenten bietet sich
an, die Ausgangssignal aller Detektoren zu digitalisieren. Dieser zukunftssicherer und geeignete
Ansatz wurde bereits in den Arbeiten [RÖDER2008] und [NAGL2010] durch die Verwendung von
Digitizern erreicht (siehe Kapitelpunkt 3.2). Der Stand der Technik zum Ansatz der Integration der
konventionellen Analogtechnik in einen ASIC nach [BROGNA2006] und [GERONIMO2002] (siehe
Kapitelpunkt A.9) erreicht aufgrund seines hohen Signal- und Ladungsrauschens Zeitauflösungen
bis 2 ns (FWHM) und Energieauflösungen bis 1% oder schlechter. Dies ist für zeitdifferenz- und
energiedispersive Spektroskopie nicht ausreichend, was den Ansatz für die Erreichung optimaler
Zeit- und Energieauflösung als nicht geeignet darstellt.
Ansatz
Somit wurden in der vorliegenden Arbeit ebenso Digitizer zur Messwerterfassung gewählt. Diese
sind für das TDPAC-Spektrometer Digitizer vom Typ U1080A48 von der Firma Agilent und für
das DES zur Ionenstrahlanalyse vom Typ ADQ41249 der Firma SP Devices. Die in den Digitizern
verwendeten ADCs haben pro Kanal eine Abtastrate von 1 GSPS und eine Abtastbreite von 8 Bit
(U1080A) und 12 Bit (ADQ412). Es handelt sich bei den Digitizern um FPGA-Digitizer, welche
damit in der Lage sind den ADC-Datenstrom direkt und individuell mittels digitaler Schaltungs-
technik in FPGAs zu verarbeiten (siehe Abbildung A.1). Bevor die Detektorausgangssignale von
den ADCs abgetastet werden können, muss lediglich eine einfache Pegelanpassung durch analoge
48 2-Kanal-Digitizer; 1 GSPS, 8 Bit pro Kanal; mit Option „-001“; Datenblatt: [ATU1080A]
49 4-Kanal-Digitizer; 1 GSPS, 12 Bit pro Kanal; Datenblatt: [SPDADQ412]
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Elektronik an den Eingangsbereich des ADC stattfinden. Dadurch kann die AD-Wandlung mit
minimalem Rauscheinfluss erfolgen. Diese Pegelanpassung ist beim U1080A integriert und muss
beim ADQ412 extern vorgeschaltet werden.
Im speziellen ist die Abtastrate von min. 1 GSPS von Bedeutung. Obwohl Bandbreitenmessungen
der Detektorsignale ergaben, dass für das TDPAC-Spektrometer relevante Frequenzanteile von nur
maximal 130 MHz und für das DES zur Ionenstrahlanalyse von maximal 50 MHz vorliegen, ist die
Überabtastung mit 1 GSPS notwendig. Dies liegt an den in der Praxis angewendeten approximativen
Interpolationsverfahren und wirkt auch begünstigend auf das SNR durch mögliche Mittelung der
Samplwerte (siehe Kapitelpunk 4.9.1 in [OPPENH2010]).
4.1.2 Totzeit-FIFO zur Minimierung der Totzeit
Problemstellung
Da nun die Gigasample-ADCs für die vorliegende Arbeit die relevante Technologie darstellen und
diese ohne Eigenentwicklung nur in Digitizer-Modulen vorliegen, muss die Totzeit der erhältlichen
Digitizer betrachtet werden. Die Digitizer U1071A, welche bspw. in den Arbeiten [NAGL2010],
[NAGL2014] zum Einsatz kommen, weisen nach Datenblatt [ATU1071A] eine intrinsische Totzeit
von 350 ns bei jedem detektiertem Ereignis auf. Bei einer für die Entwicklung des digitalen TDPAC-
Spektrometers maximal zu berücksichtigenden Ereignisrate von 200 kHz pro Detektor50 ergibt
sich bei einer Beobachtungszeit von 250 ns (Totzeit von 350 ns minus Impulslänge von 100 ns bei
LaBr3-Detektoren) eine Wahrscheinlichkeit für das Auftreten mindestens eines Ereignisses von
4,8%, obwohl bei der gleichen Ereignisrate die Pileup-Wahrscheinlichkeit für LaBr3-Detektoren nur
bei 2% liegt. Das bedeutet, dass beim Digitizer U1071A die Wahrscheinlichkeit des Datenverlusts
durch Ereignisverlust, verursacht durch dessen intrinsische Totzeit, nicht zu vernachlässigen ist und
somit die Messeffizienz beeinträchtigt. Speziell in der Hinsicht der zukünftigen Wiederverwendbar-
keit des zu entwickelnden Ansatzes für den Einsatz von aktuell noch unbekannten Impulsformen
von kürzerer Dauer als 100 ns mit entsprechender ausreichender Energieauflösung ist die Totzeit von
350 ns zu lang. BaF2-Detektorimpulse haben bspw. ein Dauer der hochfrequenten Anteile von 10 ns.
Zukünftige Detektoren mit ähnlichem Verlauf haben eventuell in diesem Bereich bereits ausrei-
chende Energieauflösung, so dass eine endgültige Ereignislänge von 10 ns eine sinnvolle Erhöhung
der Ereignisrate möglich macht. In diesem Fall würde aber im Beobachtungszeitraum von 340 ns
(Totzeit von 350 ns minus Impulslänge von 10 ns) eine Ereignisverlustwahrscheinlichkeit von 6,6%
bei 200 kHz Ereignisrate entstehen. Ebenso verhält es sich mit den Digitizern U1067A, verwendet in
[RÖDER2008]. Hier beträgt die Totzeit pro Datentransfer bis zu 150 ms, was folglich ebenso nicht
vernachlässigbar ist. Damit können diese Digitizer ebenfalls nicht eingesetzt werden. Zusätzlich
führt die nicht vernachlässigbare Totzeit der genannten Digitizern bei TDPAC-Messungen zu einem
von der Beobachtungszeit abhängigen zufälligen unkorrelierten Untergrund in den Histogrammen
der Lebensdauerkurven. Dies verringert die Frequenzauflösung bei der Bestimmung der Kreiselfre-
quenzen und senkt damit die Messeffizienz.
Für konventionelle DES zur Ionenstrahlanalyse wie in [MALONEY1995] und [SAKELLA2001]
ist die vorherrschende Totzeit von mehreren 10 µs des Standes der Technik ebenfalls ein Problem,
was sich bei Messungen mit Ionenstrahlablenkung über stark inhomogene Proben bemerkbar macht.
Da der Ionenstrahlstrom konstant gehalten werden muss, ist es möglich, dass bei inhomogene
Proben an einem Probenort eine geringe Ereignisrate und an einem anderen Ort eine sehr hohe
Ereignisrate auszuwerten ist. Ist die gesamte Totzeit des Messinstruments vernachlässigbar (ge-
ringe Ereignisrate) so kann die Elementkonzentrationsbestimmung genau erfolgen. Dies ist nicht
50 Während der vorliegenden Arbeit wurden bei einer 180mHf-Messung 32 kHz Ereignisrate pro Detektor gemessen.
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der Fall, wenn eine hohe Ereignisrate vorliegt, da während der dominierenden Totzeit die Ereig-
niszählung verfälscht wird. Um diese Ungenauigkeit bei konventionellen DES zu kompensieren
kann eine Art Totzeitmessung nach [WUNDERLICH2013] erfolgen. Bei diesem Ansatz kann die
ionenstrahlpositionsabhängige Totzeit, durch das künstliche Einspeisen eines Impulses bekannter
Energie (Amplitude) und bekannter Rate in den Vorverstärker, gemessen werden. Leider fügt diese
Einspeisung zusätzliche Ereignisse pro Zeiteinheit einem unter Umständen ohnehin schon stark
belasteten Kanals hinzu, was die Totzeit weiterhin vergrößert. Dies verringert die Messeffizienz
zusätzlich und sollte vermieden werden.
Ansatz der Totzeitminimierung durch dual-port FIFOs
In der vorliegenden Arbeit wird ein allgemeingültiger Ansatz verfolgt, der vernachlässigbare
Totzeiten erreicht und dadurch auch für kürzere Impulsformen als die von LaBr3- und BaF2-
Detektoren51 geeignet ist. Dieser Ansatz wird nur durch den Einsatz von Digitizern mit FPGA
ermöglicht. Bei FPGA-Digitizern wird der Datenstrom ohne Verarbeitung direkt an den FPGA
weitergeben. Im FPGA kann eine individuelle und anwendungsspezifische digitale Schaltung
implementiert werden, welche eine vernachlässigbare intrinsische Totzeit des Systems erreicht. Hier
gibt es wiederum 2 Möglichkeiten. Die 1. Möglichkeit ist, die digitalen Schaltungen im FPGA mit
ausreichendem Durchsatz zu implementieren, so dass eine Streaming-Architektur aufgesetzt werden
kann. Damit wäre praktisch keine Totzeit vorhanden, weil die erste Stufe der verarbeitenden Pipeline
nach Beendigung des Ereignisses sofort wieder bereit ist ein neues Ereignis zu verarbeiten. Die 2.
Möglichkeit ist die durchsatzkritischen Module von den unkritischen Modulen zu entkoppeln und
so die Totzeit zu minimieren. Diese Möglichkeit kann angewendet werden, wenn kein ausreichender
Durchsatz für eine Streaming-Architektur erreicht werden kann.
Da in der vorliegenden Arbeit ein allgemeingültiger Ansatz verfolgt wird, welcher für verschiedenste
Systeme (mit aktuell unbekannten Durchsätzen) angewendet werden können soll, wurde die 2.
Möglichkeit gewählt. Es stellt sich nun die Frage, wie eine geeignete Entkopplung stattfinden kann.
Dies wird durch das Verwenden von FIFOs (i. F. Totzeit-FIFO genannt) erreicht. Wenn FIFOs
zur Zwischenspeicherung der Impulssampleverläufe verwendet werden, entsteht dabei ein System
mit einer effektiven Totzeit von einer ADC-Abtastperiode. Wichtig ist, dass das Schreiben und
Lesen auf jede einzelne FIFO gleichzeitig stattfinden kann. Dadurch kann die Verarbeitung eines
Ereignisses ausgeführt und die ADC-Daten des nächste Ereignisses gleichzeitig in die Totzeit-
FIFO geschrieben werden. Abbildung 4.1 zeigt die schematische Platzierung der Totzeit-FIFOs
(kurz TF) (Abbildung 4.1 (b)) im FPGA. Pro Kanal, also pro ADC-Datenstromeingang, wird
eine solche FIFO implementiert. Eine digitale Vorschaltung (Abbildung 4.1 (a)) filtert für jede
FIFO alle nicht relevanten Sampledaten aus dem ADC-Datenstrom. Dies geschieht durch einfache
Schwellwerttriggerung. Es sind also nur solche Sampledaten relevant, welche sich aus dem Rauschen
der Baseline erheben. Die für die Totzeit-FIFO festzulegenden Parameter sind die Eingangs- und
Ausgangsdatenbitbreite, welche sich implizit aus den Charakteristiken des ADC ergeben, sowie die
Kapazität der FIFO (siehe Kapitelpunkt 5.1.1). Der Ansatz der Totzeit-FIFOs wird für beide der zu
entwickelnden Messinstrumente in der vorliegenden Arbeit angewendet.
Verbesserung zum Stand der Technik
Durch den Einsatz von Totzeit-FIFOs wird die Eingangsdatenaufnahme, welche mit vollen Durch-
satz abläuft, von einer eventuell durchsatzkritischen Verarbeitungsschaltung entkoppelt. Es ergeben
sich für das System folgende Verbesserungen nach Tabelle 4.1 gegenüber dem Stand der Technik.





















Abbildung 4.1: Digitale Architektur der Totzeit-FIFOs pro Kanal implementiert im FPGA mit (a)
Vorschaltung zur Detektion relevanter Samples eines Ereignisses; (b) Totzeit-FIFO




Es ist nun möglich eine praktisch und theoretisch vernachlässigbare intrinsische Totzeit
von einer ADC-Abtastperiode (1 ns bei den verwendeten ADCs) zu erreichen.
2.
Es wird mit der Totzeit-FIFO die technische Möglichkeit der Entkopplung der intrinsischen
Totzeit vom Durchsatz eines Systems erreicht. Zusammen mit der Filterung irrelevanter
Anteile52 aus dem ADC-Datenstrom ermöglicht dies den Einsatz von Verarbeitungsschal-
tungen (i. F. Verarbeitungskern genannt), welche nicht mit vollen Durchsatz betrieben
werden können, weil diese nicht ständig benötigt werden.
3.
Es ist möglich eine verschiedene Anzahl von Verarbeitungskernen (kurz VK) der eventuell
durchsatzkritischen Schaltungsteile im FPGA zu implementieren, welche eine einzelne
oder mehrere Totzeit-FIFOs bedienen. Dies ermöglicht es, unter Berücksichtigung der
FPGA-Ressourcen, den Durchsatz unabhängig von der Totzeit anzupassen (siehe Kapitel-
punkt 6.1.2).
4.
Zusätzlich bewirkt die nun vernachlässigbare Totzeit der Messinstrumente bei TDPAC-
Messungen einen konstanten zufälligen unkorrelierten Untergrund der Lebensdauerkurven.
Dies vergrößert letztendlich das nutzbare Beobachtungszeitfenster und verbessert damit
die Frequenzauflösung der zu bestimmenden Kreiselfrequenz.
5.
Eine vernachlässigbare intrinsische Totzeit bewirkt beim DES zur Ionenstrahlanalyse eine
erheblich genauere Ereigniszählung gegenüber von konventionellen Messinstrumenten
und damit eine verbesserte Elementkonzentrationsbestimmung bei inhomogenen Proben.
Tabelle 4.1: Verbesserung der Systeme durch das Totzeit-FIFO-Konzepts
52 Für kürzere Ereignislängen und kleinere Ereignisraten erhöht sich der gefilterte Datenanteil.
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4.1.3 Vorverarbeitung im FPGA zur Verbesserung des Durchsatzes
Problemstellung
Ein TDPAC-Spektrometer und ein DES zur Ionenstrahlanalyse sind Anwendungen, welche auf der
Verarbeitung von Ereignissen beruhen. Während der Messung wird zur Steigerung der Messeffizienz
immer angestrebt die Ereignisrate zu maximieren. Dies gilt im Allgemeinen auch für andere
Systeme, welche nach dem gleichen Prinzip arbeiten. Diese Systeme haben dadurch aus 2 Gründen
ein Problem mit der Verarbeitungsleistung:
1. Zum einen werden durch höhere Ereignisraten, mehrkanalige Digizier und immer schnelleren
ADCs größere Datenmengen pro Zeiteinheit (Datenraten) generiert, welche zur Verarbeitung
durch das System transportiert werden müssen. Dabei kann der Datentransport allein (ohne
nutzbringende Verarbeitung) bereits Durchsatzprobleme des gesamten Systems verursachen.
2. Zum anderen kann die Ereignisverarbeitung (durch digitale Filter oder allg. durch VKs)
ebenso eine hohe Verarbeitungsleistung des Systems benötigen. Auch hier verstärken höhere
Ereignisraten und schnellere ADCs das Problem.
Für Problem Nummer 1 gilt, dass von einem Digitizer je nach ADC und Kanalanzahl Datenraten
von mehreren GByte/s zu erwarten sind. An den Arbeiten [RÖDER2008], [NAGL2010] lassen sich
die Probleme am praktischen Beispiel verdeutlichen. In diesen Arbeiten werden die Impulsverläufe
durch Anwendungssoftware verarbeitet. Es müssen also die Impulsverläufe aller Ereignisse über
einen System-Bus transferiert werden. Dazu wird ein Computer pro Digitizer und damit pro Kanal
der entwickelten TDPAC-Spektrometer eingesetzt. Dieser Ansatz würde die Computeranzahl für
ein 6-Kanal TDPAC-Spektrometer oder ein mögliches 12-Kanal DES zur Ionenstrahlanalyse auf
6 oder 12 erhöhen. Die ist nicht effizient, weil jeder zusätzliche Computer pro Kanal über ein
eigenes Betriebssystem, interne Festspeicher und Anwendungssoftware verfügt. Dies erhöht die
Fehlerauftrittswahrscheinlichkeit und verringert damit die Zuverlässigkeit des Komplettsystems,
vergleichbar wie bei den konventionellen Messinstrumenten. Die geringe Zuverlässigkeit der
konventionellen Messinstrumente ist einer der Hauptgründe für die schwerfällige Erweiterbarkeit
um neue Funktionen.
Ähnlich verhält es sich mit Problem Nummer 2 bzgl. der Verarbeitungsleistung. In den besagten
Arbeiten wird zur Ausführung der Anwendungssoftware so viel Rechenleistung benötigt, dass ein
einzelner Computer nicht mehr ausreichend ist. In beiden Arbeiten wird die Impulsverarbeitung
und die Koinzidenzanalyse auf separaten Computern ausgeführt. Für jeden Detektor wird dabei
der Computer zur Impulsauswertung (Ermittlung der Zeitstempel und Energiewerte) verwendet,
welcher die Daten vom Digitizer entgegennimmt. In [NAGL2010] wird für das entwickelte TDPAC-
Spektrometer ein Durchsatz von 200000 Ereignissen/s pro Kanal angegeben. Für die verwendeten
LYSO-Detektoren (Impulslänge ca. 200 ns) wird dieser Durchsatz in [NAGL2010] als ausreichend
angesehen. Für die Ziele der vorliegenden Arbeit ist dieser Durchsatz nicht ausreichend. Der
Grund dafür ist, dass in der vorliegenden Arbeit LaBr3-Detektoren mit ca. 100 ns Ereignislänge
verwendet werden, was tendenziell höhere Ereignisraten bei gleicher Pileup-Wahrscheinlichkeit
ermöglicht. Auch im Hinblick auf zukünftige Detektorentwicklungen mit kürzeren Anstiegszeiten
für bessere Zeitauflösungen bei gleicher Energieauflösung trotz kürzerer Ereignislängen sind höhere
Ereignisraten pro Kanal sinnvoll.
Zusätzlich verwenden diese Ansätze noch eine große Menge an Festspeichern, um Impulsverläufe
und andere Daten zwischenzuspeichern. In [NAGL2010] sind dies 4 TByte an Festspeicher für ein
4-Kanal TDPAC-Spektrometer und bei der Verwendung der kürzeren LaBr3-Detektorimpulse. In der
vorliegenden Arbeit würden für ein 6-Kanal Spektrometer mit den längeren BaF2-Detektorimpulsen
60 TByte Festspeicher benötigt. Noch größere Festspeicher und Verarbeitungsleistungen würden
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mit diesem Ansatz für ein digitales DES zur Ionenstrahlanalyse benötigt werden, weil min. 8 Kanäle
und Detektorimpulse von mehr als 10 µs Länge ausgewertet werden müssen. Es fallen also pro
Ereignis erheblich mehr Daten an und deren Datenverarbeitung ist komplexer, weil Filter zum
Shaping von höherer Ordnung als ein CFD-Filter sind. Der Ansatz der Impulsverarbeitung durch
Software ist also nicht ausreichend leistungsfähig, um für ein DES zur Ionenstrahlanalyse eingesetzt
werden zu können, da er bereits für digitale TDPAC-Spektrometer an seiner Leistungsgrenze
arbeitet. Zusätzlich ist er auch unter Betrachtung der Zielsetzung der vorliegenden Arbeit für
Online-Analyse-Verfahren mit maximal 1 Mess-PC nicht anwendbar.
Eine weitere Möglichkeit die Transferraten über System-Busse zu reduzieren und den Durchsatz
(Ereignisse/s) pro Kanal zu erhöhen, ist der Einsatz von DSPs direkt im Digitizer. Die DSPs
könnten dabei die ADC-Datenströme direkt entgegennehmen, verarbeiten und die reduzierten
Datenfelder an den Mess-PC weiterleiten. Leider sind die erhältlichen DSPs nicht leistungsfähig
genug um die Durchsatzanforderungen zu erfüllen. Die verfügbaren Leistungen von 8 GMACs pro
Sekunde sind nicht ausreichend um einen Impulsformungsfilter höherer Ordnung als FIR- oder
IIR-Filter auszuführen. Das Problem an programmgesteuerten DSPs ist dabei, dass der Durchsatz
eines Filters konkret von der Anzahl der in der ÜF verwendeten Koeffizienten abhängt und sich
umgekehrt proportional verhält. Zusätzlich sind, aufgrund der höheren Latenzzeiten von DSPs,
zeitliche Synchronisationsoperationen im Bereich von Nanosekunden, welche über mehrere Digitzer
erfolgen müssen, nicht möglich.
Ansatz der Impulsverarbeitung im FPGA
Um das erläuterte Problem zu lösen wird in der vorliegenden Arbeit die Verarbeitungskapazität
der FPGAs zur Vorverarbeitung der Impulsverläufe aus den ADC-Datenströmen genutzt. Es bietet
sich an die FPGAs zu Beginn der Verarbeitungskette des TDPAC-Spektrometers und des DES zur
Ionenstrahlanalyse einzusetzen. Dort wo hohe Datenraten zu verarbeiten sind, kann aus der Fähigkeit
der FPGAs zur Parallelverarbeitung der größte Nutzen gezogen werden. Um einen geeigneten
Punkt der Trennung von Vorverarbeitung in FPGAs und Nachverarbeitung in Software zu finden,
müssen die Faktoren Datenraten, Implementierungsaufwand im FPGA und die Entlastung des
Mess-PC über die einzelnen Verarbeitungsschritte der Messinstrumente betrachtet werden. Tabelle
4.2 zeigt eine dazu nützliche Übersicht aller möglichen Trennungszeitpunkte in der Datenflusskette
der Messinstrumente auf. Mit Tabelle 4.2 können die Größenordnungen der Datentransferraten
zwischen FPGA und Mess-PC mit dem zugehörigen Verarbeitungsschritt der Messinstrumente
eingesehen werden. Ein fortschreitender Verarbeitungsschritt setzt folglich mehr stattgefundene
Datenverarbeitung voraus, was tendenziell mit geringeren Datenraten einhergeht. Es ist zu erkennen,
dass die Datenraten bis Datenflussschritt 3 mehr als 1 GByte/s betragen. Eine Behandlung der Daten
bis nach Datenflussschritt 3 durch Software benötigt zum Transfer breitbandiger Bustechnologien
wie PCIe oder Gigabit Ethernet und zur Verarbeitung leistungsstarke CPU-Systeme. Die Arbeiten
[RÖDER2008], [NAGL2010] und [WEBB2012] übertragen im technisch übertragenen Sinn die
Datenströme nach Datenflussschritt 2 an die CPU-Systeme. Nach Datenflussschritt 5 hingegen sind
die Datenraten minimal und können von einem einzelnen Mess-PC verarbeitet werden. Allerdings
benötigen die vorherigen Verarbeitungsschritte 3 und 4 (für TDPAC und DES) eine hoch flexible
Algorithmik, welche effektiver durch Software ausgeführt werden kann. Ein Datentransfer zur
Anwendungssoftware sollte also noch vor Datenflussschritt 5 stattfinden. Einen Kompromiss stellt
der Zeitpunkt nach Datenflussschritt 4 dar. Ab hier können die Datenraten bereits an einen einzelnen
Mess-PC übergeben werden, welcher diese durch Software mit ausreichendem Durchsatz verarbeiten
kann. Der Ansatz der vorliegenden Arbeit ist deshalb die notwendige Datenverarbeitung bis nach
Datenflussschritt 4 in FPGA-Implementierungen umzusetzen. Zur Auswertung der Impulsverläufe
zu Zeitstempeln und Energiewerten können digitale Filter genutzt werden, welche sich technologisch
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in FPGAs implementieren lassen. Die vom FPGA ausgegebene Datenraten könnten mit einfachen























































Für BaF2-Detektoren bei 200 kHz:
λTDPAC = 0,2
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und Maps an den Mess-PC:
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Tabelle 4.2: Verlauf der Größe des Datenstroms über die Datenflusskette eines 6-Kanal TDPAC-
Spektrometers und eines 8-Kanal DES zur Ionenstrahlanalyse ohne Datenverlust;
λ = r ·b siehe Gleichung (2.25) mit b = Impulslänge
Verbesserung zum Stand der Technik
Die Verwendung von FPGA-Digitizern in der vorliegenden Arbeit ermöglicht eine Vorverarbeitung
aller Impulsverläufe mittels leistungsstarker digitaler Schaltungstechnik in FPGAs. Es ergeben sich
daraus folgende Verbesserungen nach Tabelle 4.3 im Vergleich zum Stand der Technik.





Die Transferraten zwischen FPGA und Mess-PC sind soweit reduziert, dass einfache
und kostengünstige Bus-Systeme ohne mehrere interagierende Betriebssysteme eingesetzt
werden können. Dies erhöht die Zuverlässigkeit des Messinstruments.
2.
Der Durchsatz der Systeme wird erhöht, da FPGAs die Impulsverarbeitung durch digitale
Filter und deren Parallelverarbeitung schneller ausführen können als Softwareimplemen-
tierungen in Anwendungsprogrammen oder DSPs. Es werden in der vorliegenden Arbeit
Filterimplementierungen durch FPGA-Schaltungen umgesetzt, welche einen von der Ko-
effizientenanzahl unabhängigen Durchsatz aufweisen. Dies ist bei DSPs oder Software-
Implementierungen nicht gegeben.
3.
Die notwendige Algorithmik zur Erfüllung der Verarbeitungsschritte muss nicht mehr
allein durch Software ausgeführt werden. Dies ermöglicht den Einsatz eines einzelnen
Mess-PCs für die zu entwickelnden Systeme und dessen ausschließlicher Verwendung zur
Ausführung von laufzeitkritischer flexibler Algorithmik.
4.
Durch die komplette Vorverarbeitung der Impulsverläufe im FPGA sind die Größen der
Ergebnisdatenfelder nicht mehr von den Charakteristiken der ADCs (Abtastrate und Abtast-
bitbreite) abhängig. Dies ermöglicht eine getrennte Fortentwicklung von Hardware54 und
Software55 und macht diesen Ansatz einsetzbar für die effektive Entwicklung zukünftiger
Systeme.
5.
Durch die verringerte Anzahl an einzusetzenden Computern auf denen Software ausgeführt
wird, wird die Zuverlässigkeit des Systems stark erhöht. Es wird z.B. auf Fehlerquellen
wie Datentransport zwischen mehreren Computern, Betriebssystemen und Festspeichern
verzichtet.
Tabelle 4.3: Verbesserungen durch die Impulsvorverarbeitung in FPGAs
4.1.4 Spezielle SSR-Filter zur Impulsformung
Problemstellung
Da zur Maximierung des Durchsatzes (siehe Kapitelpunkt 4.1.3) in der vorliegenden Arbeit ent-
schieden wurde, die Funktionalitäten der Verarbeitungsschritte der Messinstrumente von 1 bis
2 (für das TDPAC-Spektromter) und 1 bis 3 (für das DES zur Ionenstrahlanalyse) in FPGAs zu
implementieren, muss von FPGA-Schaltungen als FIR- und IIR-Filter Gebrauch gemacht werden.
Für das digitale TDPAC-Spektrometer wird im VK ein FIR-Filter zur Erzeugung eines amplituden-
unabhängigen Zeitstempels und für das DES zur Ionenstrahlanalyse wird ein IIR-Filter als Shaper
implementiert. Dies müssen SSR-Filter mit bestenfalls vollem Durchsatz sein. Als relevanter Stand
der Technik zur Implementierung von FIR-Filtern in FPGAs wurde der FIR-Filter-IP-Core von
Xilinx auf Verwendbarkeit untersucht.
Es stellte sich heraus, dass der zur Entwicklungszeit der Messinstrumente existierende FIR-IP-Core
nicht zur Verwendung in der vorliegenden Arbeit geeignet war, da die Teilvoraussetzungen des
IP-Cores (diskutiert in Kapitelpunkt 3.6.2) vor 2014 keine SSR-Filterimplementierungen zulie-
ßen. Der somit maximal verarbeitbare ADC-Datenstrom kann ohne Datenverlust für Kintex/Vitex
54 Denkbar sind hier: Verbesserung der ADCs, Verwendung besserer Digitizer, Verbesserung der Signalverarbeitung
55 Denkbar sind hier: Verbesserung und Ausbau der Koinzidenzanalyse
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7 FPGAs nach [XILINXPERF7.2] nur 633 MSPS betragen. Zur Maximierung des Durchsatzes
sind in der vorliegenden Arbeit allerdings SSR-Filterimplementierungen notwendig, weil die zu
unterstützenden ADC-Abtastraten ≥1 GSPS betragen. Bei dem besagten nicht-SSR-Filter IP-Core
handelt es sich um den Xilinx LogiCORE IP FIR Compiler bis zur Version 7.1 (aktuelle Version bis
Oktober 2014)
Erst ab Version 7.2 des „Xilinx LogiCORE IP FIR Compiler“ ist es möglich SSR-FIR-Filter bis
zur Ordnung 2047 zu generieren. Die Architektur des IP-Cores zeigt aber, dass die FIR-Filter zur
Frequenzmanipulationen konzipiert sind. Der IP-Core hat aus diesem Grund für die Anwendungen
in der vorliegenden Arbeit folgende Defizite:
• Für einen notwendigen FIR-Filter mit beliebigen Ordnungen bis N > 10000 werden zwangsläufig
N+1 Koeffizienten benötigt und auch deren Multiplikationseinheiten (DSPs) für die synthetisierte
Schaltung reserviert. Es gibt allerdings im verwendetem FPGA (Xilinx Virtex 6 VLX240T mit
768 DSPs) nicht ausreichende DSP-Ressourcen, um damit einen Filter der Ordnung N > 1000
umzusetzen.
• Die Latenzzeit der generierten Filter beträgt mindestens der Ordnung N in Taktzyklen. Dies
ist unerwünscht und bedeutet zusätzlich eine drastische Senkung des erreichbaren Durchsatzes,
wenn die ÜF des Filters oft geändert wird.
• Soll die ÜF der Filterimplementierung geändert werden, so müssen alle N +1 Koeffizienten neu
in die Schaltung eingetaktet werden. Dies benötigt N +1 Taktzyklen und verringert effektiv den
Durchsatz des Filters in dem Moment, wenn die ÜF geändert werden soll, weil die Schaltung in
dieser Zeit keine Samples verarbeiten kann.
Es ist zu erkennen, dass die Defizite des „Xilinx LogiCORE IP FIR Compiler“ nur von Bedeutung
sind, wenn große Filterordnungen (N > 1000) umgesetzt werden müssen. Dies ist allerdings bei
Filtern zur Impulsformung der Fall. Die notwendige Filterordnung zur Impulsformung ist konkret
von der ADC-Abtastrate abhängig und kann >10000 betragen. Speziell für das angestrebte Ziel einen
auch zukünftig anwendbaren Ansatz einzusetzen, wird die benötigte Ordnung mit einer ansteigenden
Abtastrate zusätzlich ansteigen. Die Verwendungsmöglichkeiten des Xilinx „LogiCORE IP FIR
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Nicht einsetzbar, da keine
SSR-Unterstützung






Nicht einsetzbar, da keine
SSR-Unterstützung
Nicht einsetzbar, aufgrund der oben
angegebenen Defizite.
Tabelle 4.4: Einsatzoptionen des Xilinx „LogiCORE IP FIR Compiler“ IP-Cores während der
vorliegenden Arbeit
den in Tabelle 4.4 dargestellten Evaluierungsergebnissen stellte sich heraus, dass in der vorliegenden
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Arbeit der IP-Core „Xilinx LogiCORE IP FIR Compiler“ zum Zweck der Impulsformung für das
DES zur Ionenstrahlanalyse nicht eingesetzt werden kann.
Ansatz der Implementierung der SSR-Filtern zur Impulsformung
Zur Lösung des geschilderten Problems wurde in der vorliegenden Arbeit entschieden, eigene
SSR-Filterimplementierungen als FIR- und IIR-Filter zu entwickeln (siehe Kapitelpunkt 5.1.2),
welche zur Impulsformung mit einer Ordnung N bis mehreren 1000 eingesetzt werden können.
Verbesserung zum Stand der Technik
Unter Ausnutzung des Umstandes, dass bei Filtern zur Impulsformung mit hohen Ordnungen nur
wenige Koeffizienten ungleich 0 sind, können schaltungstechnische Anpassungen vorgenommen
werden. Damit haben die neuen SSR-Filterimplementierungen folgende verbesserten Eigenschaften
nach Tabelle 4.5 gegenüber dem Stand der Technik.
Nr. Verbesserung
1.
Der Durchsatz beträgt für die eingesetzte FPGA-Technologie für FIR- und IIR-Filter
bestenfalls vollem Durchsatz.
2.
Es werden nur die FPGA-Ressourcen der Filterschaltung reserviert, welche auch nach
ÜF genutzt werden. Multiplikationeneinheiten mit Koeffizienten gleich 0 ergeben keinen
effektiven Beitrag zur ÜF und können weggelassen werden. Damit lassen sich bei gleichen
Ressourcenbedarf für einen Filter größere Ordnungen erreichen.
3.
Die Latenzzeit hängt nur von der Anzahl der Koeffizienten der ÜF abhängig, welche
ungleich 0 sind (maximal 10). Dies erhöht den Durchsatz beim Wechsel der ÜF (siehe
Kappitelpunkt 5.1.2).
4. Die ÜF lässt sich innerhalb eines Taktzykluses anpassen.
Tabelle 4.5: Verbesserungen durch eigene SSR-Filterimplementierungen
4.1.5 Zeitmaßstäbe zur Subsample-Zeitstempelbestimmung bei
SSR-Signalverarbeitung
Problemstellung
Wenn SSR-Filter zur Zeitstempelbestimmung bspw. in ASICs oder FPGAs eingesetzt werden, so
wird SSR-Signalverarbeitung betrieben. Wie bereits erwähnt, ist dabei das Besondere im Vergleich
zur nicht-SSR-Signalverarbeitung, dass allg. formuliert n ∈ N Samples mit n > 1 pro Taktzyklus
verarbeitet werden müssen, um vollen Durchsatz zu erreichen. Im Folgenden wird die Menge dieser
n Samples als Sample-Pack bezeichnet. Im Rahmen der zeitlichen Einordnung von Ereignissen,
welche sich in einem SSR-ADC-Datenstrom ereignen, ergibt sich durch n > 1 folgende Problematik:
Es kann kein einfacher getakteter digitaler Zähler eingesetzt werden, um die einzelnen Samples von
der ADC oder aus dem Ausgang eines Filters durchzuzählen und diese somit in einen zeitlichen
Bezug zueinander zu bringen. Würde dieser Zähler implementiert werden, so müsste er gleichmäßig
zur ADC-Abtastrate (bspw. mit >1 GSPS) getaktet sein. Dies ist allerdings für aktuelle FPGAs
ab ca. 600 MHz nicht mehr möglich, was nur einer ADC-Abtastrate von 600 MSPS entsprechen
würde. Für ASICs wird diese Grenze bei höheren Taktraten liegen, dennoch ist ein Zähler mit
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dieser Taktfrequenz nicht effizient, wenn doch die signalverarbeitenden Schaltungen selbst nicht
mit dieser Taktfrequenz betrieben werden können. Diese Problematik ergibt sich nicht, wenn
eine nicht-SSR-Signalverarbeitung durch Hardware erfolgt oder, wenn die Signalverarbeitung von
SSR-ADC-Datenströmen in Software von CPU-Systemen ausgeführt wird. Software verarbeitet
auch SSR-ADC-Datenströme prinzipiell seriell. Aus dem Grund des bisher seltenen Einsatzes
von FPGAs zur Datenverarbeitung von SSR-ADC-Datenströmen, findet sich in der Literatur kein
Ansatz, wie eine zeitliche Einordnung dieser Sample-Packs und damit die Zeitbestimmung von
Impulsen in SSR-ADC-Datenströmen erfolgen kann.
Ansatz der Zeitbestimmung durch zeitlichen Maßstäbe
Ein zeitlicher Bezug bis in den Subsample-Bereich konnte für SSR-ADC-Datenströme, bei de-
nen die Sample-Pack-Länge n > 1 beträgt, in der vorliegenden Arbeit hergestellt werden, indem
verschiedene Maßstäbe eingesetzt und anschließend miteinander verrechnet werden. Mit jedem
Taktzyklus werden n Samples des SSR-ADC-Datenstroms verarbeitet. Hier findet sich bereits die
erste Möglichkeit eine Zeitmessung durchzuführen, wenn ein digitaler Zähler, beginnend vom
Referenzzeitpunkt (i. F. auch Nullzeitpunkt genannt) die Anzahl der aufkommenden Sample-Packs
zählt. Dies entspricht in der vorliegenden Arbeit dem so genannten „Groben Maßstab“ tgrob der
Zeitstempelbestimmung in Einheiten von n · fs−1, wobei fs−1 = Ts der Abtastperiodendauer des
ADC entspricht.
Ein zusätzlicher „Mittlerer Maßstab“ tmittel ergibt sich aus der Detektion eines Samples innerhalb
eines bestimmten Sample-Packs mithilfe einer gewünschten Trigger-Bedingung. Dies kann die
Überschreitung einer Schwelle oder ein bevorstehender Nulldurchgang sein. Die Position dieses
Samples ist dabei ein ganzzahliger Index aus dem Intervall [0,n−1] und entspricht tmittel in der
zeitlichen Einheit von Ts. Wenn tmittel = 0 ist, so entspricht dies dem Zustand, dass der gesuchte
Subsample-Trigger-Zeitpunkt tE nach dem 1. Sample des aktuellen Sample-Packs, aber noch vor
dem 2. Sample des selben Sample-Packs vorkam. Entsprechend bedeutet tmittel = n−1, dass der
gesuchte tE nach dem letzten Sample des aktuellen Sample-Packs vorkommt aber noch vor dem 1.
Sample des folgenden Sample-Packs. Ein tmittel = n kann nicht auftreten, da dies einem tmittel = 0
mit einem um 1 erhöhten tgrob entspricht.
Um letztendlich zu einem Subsample-Zeitstempel zu gelangen wird der Ansatz um den letzten „Fei-
nen Maßstab“ tfein erweitert. Dieser Maßstab beruht darauf, den Zeitpunkt genauer zu bestimmen an
dem tE stattfand mit dem Wissen, dass dieser Zeitpunkt zwischen den Samples tmittel und tmittel +1
(resp. tmittel = 0 bei tgrob +1) des aktuellen Sample-Packs liegen muss. Die Einheit von tfein kann Ts
sein und liegt dann im Intervall [0,1). Da die umliegenden Samples bekannt sind bietet sich zur
Bestimmung bspw. eine Interpolation an. Der vollständige Zeitstempel kann anhand der Maßstäbe







tfein ; mit [tE ] = Ts (4.1)
Für den nicht-SSR-Fall, bei dem n = 1 ist, wird die Schaltung zur Realisierung des mittleren Maß-
stabs nicht benötigt. Mit der Einführung der 3 Maßstäbe und im Speziellen des mittleren Maßstabs
können separierte digitale Schaltungen zur Berechnung der Maßstäbe eingesetzt werden.
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4.2 Ansätze für das digitale TDPAC-Spektrometer
4.2.1 Verteilung der Systemprozesse auf FPGAs und Software
Problemstellung
In den Arbeiten [RÖDER2008], [HERDEN2008] und [NAGL2010] werden die Impulsverläufe aller
Ereignisse von den beteiligten Digitizern über System-Busse transferiert und vollständig durch Soft-
ware ausgewertet. Dieser Ansatz bringt die in Kapitelpunkt 4.1.3 erläuterten Probleme mit sich. Es ist
aus selbigen Kapitelpunkt bekannt, dass zur Lösung dieser Probleme eine Vorverarbeitung der Ereig-
nisimpulsverläufe bis einschließlich Verarbeitungsschritt 2 (siehe Tabelle 2.2) in FPGAs stattfinden
wird. Es stellt sich nun die Frage, wie die resultierenden Systemprozesse des zu entwickelnden
digitalen TDPAC-Spektrometers auf die FPGAs und die Anwendungssoftware (laufend auf einem
einzelnen Mess-PC) aufgeteilt werden sollen, um die gewünschte Online-Koinzidenzanalyse zu
gewährleisten und ohne Daten auf Festspeichern zwischenzuspeichern.
Ansatz der Verteilung der Systemprozesse
Für das zu entwickelnde TDPAC-Spektrometer werden 6 Kanäle benötigt. Mit einem der ver-
wendeten FPGA-Digitizer (Agilent U1080A) können 2 Kanäle, jeweils mit einer 1 GSPS, 8 Bit
ADC überwacht werden. Es werden also insgesamt 3 Digitizer benötigt. Jeder Digitizer verfügt
über einen Xilinx Virtex-II Pro (XC2VP70-6-FF1517) FPGA, welcher die Vorverarbeitung der
Impulsverläufe von 2 Kanälen übernimmt. Alle 3 Digitzer verfügen über einen cPCI System-Bus.
Dieser System-Bus-Standard basiert auf PCI wird aber nicht von handelsüblichen Mainboards in
PCs unterstützt. Diese Wahl wurde bewusst getroffen, da die 3 Digitizer nun in einem separaten
cPCI-Chassis eingesteckt werden können und dieses extern mit dem Mess-PC (CPU: 1x Intel Co-
re2Duo E4300 @ 1,8 GHz, RAM: 2 GByte) verbunden werden kann. Diese Verbindung geschieht
durch eine spezifische PCI-Einsteckkarte, welche eine Kabelverbindung mit dem Digitizer-Chassis
herstellt. Eine Verteilung der Systemprozesse des entwickelten TDPAC-Spektrometers ist wie in
Abbildung 4.2 dargestellt ausgeführt. In Abbildung 4.2 ist zu erkennen, dass die 6 Kanäle von
3 U1080A FPGA-Digitizer
2 Kanäle pro Digitizer
1 FPGA pro Digitizer
Einfacher handelsüblicher PC




































Abbildung 4.2: TDPAC-Systemprozesse mit Hardware mit FPGA-Designs und Mess-PC mit
Spektrometersoftware
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3 U1080A FPGA-Digitizern bedient werden. Das FPGA-Design umfasst pro Kanal die System-
prozesse Ereignisdetektion, Totzeit-FIFO, Zeitstempelbestimmung, Energiewertbestimmung und
die Erstellung eines einzelnen Datenfelds pro Ereignis, welches nur mit den Ergebnissen aus der
Vorverarbeitung gefüllt wird. Die Systemprozesse in Software sind neben der Einstellung der FPGA-
Register die Koinzidenzanalyse und die Spektrendarstellung. Die Ergebnisdatenfelder beinhalten
die in Tabelle 4.6 ausgezählten Ereignisinformationen.
Datenfeldinformationen eines Ereignisses im Zeitspektrummodus
Kanal-Nr: Da bei den verwendeten Digitizern ein FPGA 2 Kanäle bedient, aber für den Koin-
zidenzanalyse bekannt sein muss, von welchem Kanal das Ereignis stammt, muss eine interne
Unterscheidung durch die Kanal-Nr stattfinden.
Energiefensterklasse: Für das entwickelte TDPAC-Spektrometer sind insgesamt 16 Energieberei-
che (Energiefenster genannt) konfigurierbar. Dadurch ist es der Software möglich die zugehörige
Klasse einer γ-Quanten-Energie direkt auszulesen. Die Ermittlung der entsprechenden Energieklasse
führt zuvor der FPGA durch.
Ereigniszeitstempel: Jedes Datenfeld erhält einen expliziten Ereigniszeitstempel. Hier wird die
absolute Auftrittszeit des Ereignisses im Bezug zum Referenzzeitpunkt (0 ns) gespeichert.
Datenfeldinformationen eines Ereignisses im Energiespektrummodus
Kanal-Nr: siehe Zeitspektrummodus
Energie: Durch einfache Summation aller Samples eines Ereignisses wird ein Energiewert erzeugt
und an den Mess-PC transferiert.
Tabelle 4.6: Ergebnisdatenfeldinhalte für das TDPAC-Spektrometer
Im Energiespektrummodus werden keine Zeitspektren im Messprogramm dargestellt, sondern
Energiespektren. Der Modus wird genutzt, um die benötigten Energiefenster für eine TDPAC-
Messung festzulegen.
Verbesserungen zum Stand der Technik
Durch die Verteilung der Verarbeitungsschritte 1-2 in FPGA-Digitizer mit cPCI-Schnittstelle und
der Verarbeitungsschritte 3-5 in die Anwendungssoftware ergeben sich für das Messinstrument






Durch die Wahl des cPCI-Standards ist es möglich nur einen einzelnen Computer im
Messinstrument als Mess-PC einzusetzen, welcher lediglich über einen einzelnen PCI-
Steckplatz verfügen muss. Dies erhöht weiterhin die Zuverlässigkeit des Messinstruments,
da nur ein Betriebssystem und eine Anwendungssoftware benötigt wird.
2.
Da nur noch Ergebnisdatenfelder, welche die vorverarbeiteten Ereignisinformationen
beinhalten, an den Mess-PC übertragen werden müssen, verfügt ein handelsüblicher Mess-
PC (CPU: 1x Intel Core2Duo E4300 @ 1,8 GHz, RAM: 2 GByte) über ausreichend
Rechenleistung für eine Online-Koinzidenzanalyse.
Tabelle 4.7: Verbesserungen durch die Verteilung der Systemprozesse auf FPGAs und Software
Der in der vorliegenden Arbeit verfolgte Ansatz wurde auch in der Arbeit [NAGL2014] für ein
digitales TDPAC-Spektrometer aufgegriffen, nachdem der Ansatz im Rahmen der vorliegenden
Arbeit in [JÄGER2011] bereits veröffentlicht wurde. Im Kern sind in [NAGL2014] die Computer-
systeme, welche den einzelnen Digitizer beherbergen, leistungsfähiger gestaltet worden, was eine
Verarbeitung der Sampleverläufe aller Ereignisse mit höherem Durchsatz ermöglicht. Dadurch wer-
den in den Digitizer-Computern keine internen Festspeicher mehr benötigt. Lediglich der Computer,
welcher die Koinzidenzanalyse ausführt, benötigt noch 8 TByte Festspeicher. Der Unterschied des
in [NAGL2014] verwendeten Ansatzes zu [JÄGER2011] besteht lediglich darin, dass die Verarbei-
tungsschritte 1-2 eines TDPAC-Spektrometers nun in einem leistungsstarken Computer pro Kanal
ausgeführt werden, anstatt in einem FPGA für 2-Kanäle wie in [JÄGER2011] und damit in der
vorliegenden Arbeit. Als Gründe für den Einsatz von leistungsfähigeren Computersystemen zur
Vorverarbeitung anstatt von FPGAs werden in [NAGL2014] ein höherer erreichbarer Durchsatz
pro Entwicklungsaufwand und geringere Kosten genannt. Die Erfahrungen aus der vorliegenden
Arbeit sind dagegen, dass durch die sorgfältige Erstellung einer geeigneten Systemarchitektur die
Entwicklungszeit von FPGA-Designs speziell in der Test- und Debugging-Phase stark reduziert
werden kann. Zusätzlich wirkt sich die Fähigkeit der FPGAs zu Parallelverarbeitung günstig auf
die nachhaltige Wiederverwendbarkeit der FPGA-Architekturen aus. Während bei Architekturen
von Messinstrumenten, welche auf der Datenverarbeitung in Software basieren, unvorhergesehene
Aufwände zur Architekturüberarbeitung notwendig sein können, wie die Entwicklung der Arbeiten
[NAGL2010] und [NAGL2014] zeigt, kann bei FPGA-Architekturen aufgrund von erreichbarem
vollen Durchsatz darauf verzichtet werden und die Entwicklungszeit in den Funktionsausbau der
Messinstrumente investiert werden. Bezüglich der Kosten von FPGA-Architekturen gilt in der
Tat, dass FPGA-Digitizer im Vergleich zu Digitizern ohne FPGA mit Computer-Systemen zur
Vorverarbeitung ein vielfaches an Kosten einnehmen können. Dies liegt hauptsächlich daran, dass
FPGA-Digitizer in ihren Ressourcen und Funktionen so ausgelegt sind, dass ein sehr großer Bereich
an Anwendungen mit ihnen abgedeckt werden soll. Speziell die großzügig ausgelegten Logik-
Ressourcen der FPGAs machen dabei einen Großteil der Kosten aus. Diese Ausstattung wird im
Allgemeinen für ein spezifisches Messinstrument nicht benötigt und kann reduziert werden. Soll
ein entwickeltes Messinstrument zum Beispiel in eine Serienfertigung überführt werden, so kann
die Entwicklung spezifischer Hardware mit Optimierung der FPGA-Ressourcen und Reduktion
der Digitizer-Funktionen auf die notwendigen Messinstrumentenfunktionen eine erhebliche Ko-
stenreduktion bedeuten. FPGA-Digitizer eignen sich hauptsächlich zur Prototypenentwicklung
oder Entwicklung von Einzelsystemen. Die Entwicklung eines Messinstruments auf Basis von
FPGA-Digitizern ist also mit erhöhtem Aufwand gegenüber von Software-Architekturen verbunden,
dafür wird aber einem lohnender optimaler Durchsatz erreichbar mit dem Potential zur starken
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Kostenreduktion durch die Entwicklung spezifischer Hardware.
4.2.2 Constant Fraction Trigger (CFT) als SSR-FIR-Filter zur Optimierung
der Zeitauflösung
Problemstellung
In der Literatur existieren bereits als Stand der Technik verschiedenen digitale Verfahren zur
amplitudenunabhängigen Zeitstempelbestimmung. Diese verwenden entweder den gesamten Im-
pulsverlauf (bspw. Centroid-Verfahren, siehe Kapitelpunkt A.5.3) oder nur die Schaltflanke eines
Ereignisses. Da die Zeitauflösung durch ausschließliche Nutzung der hohen Frequenzanteile eines
Impulses verbessert wird, liefern die Verfahren zur Auswertung der Schaltflanke tendenziell prä-
zisere Zeitstempel. Der existierende Stand der Technik für solche Verfahren weist jedoch für den
Anwendungsfall der vorliegenden Arbeit folgende Probleme auf.
In [RÖDER2008] wird das konventionelle CFD-Verfahren in der digitalen Variante an BaF2-
Detektorimpulsen umgesetzt. Dies geschieht allerdings mit den festen Parametern CFF = 0,5 und
d = 5 in Gleichung (3.1). Dadurch können die Parameter nicht eingestellt werden, um eine optimale
Zeitauflösung für verschiedene Impulsformen zu erreichen. Zusätzlich wird durch die eingeführte
amplitudenabhängige Korrekturzeit eine unzureichende Annäherung des Subsample-Zeitstempels
ausgeführt, was die Zeitauflösung weiter negativ beeinflusst.
In [CAEN2011] wird ebenso eine Art CFD realisiert. Dieser verwendet allerdings zur Annäherung
des Subsample-Zeitstempels eine lineare Interpolation. Die Defizite dieses Ansatzes werden nur in
der älteren Version des Dokuments ([CAEN2011R21]) gezeigt, welche entartete Zeitauflösungs-
Normalverteilungen darstellen. Dies ist für die vorliegende Arbeit nicht ausreichend.
Die Arbeiten [NAGL2010] und [NAGL2014] liefern mit dem DCFI-Verfahren und der kubischen
Interpolation eine bessere Annäherung des Subsample-Zeitstempels und erreichen so bessere Zeit-
auflösungen. Lediglich der Ansatz zur genaueren Berechnung der Impulsamplitude durch den
Proportionalitätsfaktor c erwies sich in der vorliegenden Arbeit für die BaF2-Detektoren als ungün-
stig, wie Abbildung 4.3 zeigt. Abbildung 4.3 vergleicht die Proportionalitätsfaktoren c zwischen



































In die Energiesumme eingehende Sampleanzahl N
Abbildung 4.3: Verhältnisfaktoren c in Abhängigkeit von der zur Energie E aufsummierten Impuls-
länge N für BaF2-Impulse verschiedener Energie
Amplitude und Energie für 3 konkret gemessene Impulsverläufe unterschiedlicher Energie (Ampli-
tude) der in der vorliegenden Arbeit verwendeten BaF2-Detektoren. Dabei wird auf der Abszisse
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die Integrationszeit N (siehe Gleichung (3.4)) dargestellt, um den Entwicklungsverlauf von c zu
beobachten. Die zur Berechnung von c notwendigen Amplituden A wurden zuvor durch Parabel-Fits
um die Maxima der Impulse ermittelt und sind somit hinreichend genau. In Abbildung 4.3 ist zu
erkennen, dass für BaF2-Detektoren kein stabiles c auftrifft. Mit von 0 ns steigender Integrationszeit
zur Berechnung von c konvergieren zwar die Faktoren, jedoch erreichen sie keinen gemeinsamen
ausreichend gleichen Wert. Dies liegt daran, dass sich die Energieinformation (energiespezifische
Amplituden) von BaF2-Impulsen hauptsächlich im Teil des Impulsverlaufs befindet, welcher erst
nach seinen hochfrequenten (schnellen) Anteilen folgt, also erst ab ca. 12 ns des Impulsverlaufs. Das
DCFI-Verfahren mit Triggerschwellenberechnung unter Verwendung der Impulsfläche ist also für
die Impulse der BaF2-Detektoren nicht geeignet, obwohl dieser Ansatz gerade für diese Detektoren
gebraucht würde, da die Amplitude aus den wenigen Samples um das Maximum nicht ausreichend
genau bestimmt werden kann. Daraus folgt, dass das DCFI-Verfahren auch nicht geeignet ist, um
beliebige neue und aktuell unbekannte Impulsformen von Ereignissen zu Zeitstempeln mit optimaler
Zeitauflösung zu verarbeiten, was allerdings Zielstellung der vorliegenden Arbeit ist.
Ansatz des CFT-Verfahrens als SSR-FIR-Filter im FPGA
Aufgrund der oben aufgezeigten Defizite des Standes der Technik zur Zeitstempelbestimmung
beliebiger Impulsformen wurde in der vorliegenden Arbeit entschieden, einen an das konventionelle
CFD-Verfahren anlehnenden „Trigger“ zu entwickeln, welcher diese Defizite behebt. Das Verfahren
wird „Constant Fraction Trigger“ (kurz CFT) genannt und wird als digitaler SSR-Filter mit der ÜF
HCFT (z) nach Gleichung (4.2) ausgestattet.
HCFT (z) =−CFF + z−d (4.2)
Gleichung (4.2) zeigt, dass der nicht zeitverzögerte invertierte Sampledatenstrom mit CFF ∈ [0,1)
skaliert und dann mit dem um d zeitverzögerten Sampledatenstrom addiert wird. Dabei sind
CFF und d einstellbar und werden zur Optimierung der Zeitauflösung genutzt. Als Summe
ergibt dann die zeitdiskrete CFD-Funktion g [t] analog zu Gleichung (3.1). Aufgrund der not-
wendigen SSR-Implementierung, wird in der vorliegenden Arbeit der Ansatz der Subsample-
Zeitstempelbestimmung durch Einführung der Maßstäbe umgesetzt. Pro Taktzyklus muss von dieser
Implementierung eine Sample-Pack-Länge von n = 16 verarbeitet werden, um vollen Durchsatz
zu erreichen (siehe Kapitelpunkt 4.1.5). Dabei entspricht dem groben Maßstab die Zählung der
Sample-Packs der Länge von 16 Samples und dem mittlerer Maßstab der Indexposition innerhalb
eines Sample-Packs des Samples, welcher genau vor dem Crossover t0 mit 0 = g [t0] liegt. Eine an-
schließende Interpolation um t0 entspricht dann dem feinen Maßstab (siehe Kapitelpunkt 4.2.5) und
bewirkt eine hinreichend Subsample-genaue Zeitstempelbestimmung. Die Ordnung des FIR-Filters
beträgt d und ist damit ebenso variabel. Dies ist ein elementarer Unterschied zu gewöhnlichen HP-
oder TP-Filterimplementierungen, bei denen die Ordnung meist konstant ist. In der vorliegenden Ar-
beit wird die ÜF nach Gleichung (4.2) erstmals durch einen SSR-Filter in FPGAs implementiert.
Verbesserung zum Stand der Technik
Durch den Einsatz des eigenen CFT-Verfahrens zur Zeitstempelbestimmung als SSR-Filter, ergeben
sich folgende Verbesserungen nach Tabelle 4.8 gegenüber dem Stand der Technik.
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Nr. Verbesserung
1.
Das CFT-Verfahren besitzt als digitale Variante des konventionellen CFD, durch seine
Parameter in Verbindung mit der besseren Annäherung durch kubische Interpolation, das
Potential an die Zeitauflösung konventioneller CFDs anzuknüpfen.
2.
Die Parameter d und CFF lehnen sich in Bedeutung und Wirksamkeit stark an konventio-
nelle CFDs an und erleichtern so die Optimierung der Zeitauflösung.
3. Der CFT-Filter läuft als SSR-Filter mit vollem Durchsatz.
4.
Das CFT-Verfahren ist auf beliebige Impulsformen innerhalb von SSR-ADC-Datenströmen
anwendbar, weil ausschließlich Impulsverlaufsinformationen der hohen Frequenzanteile
(meist die einleitende Flanke) zur Berechnung des Zeitstempels genutzt werden.
5.
Da ausschließlich Informationen der hochfrequenten Impulsanteile in den CFT einflie-
ßen, haben andere Impulsinformationen weder direkt noch indirekt die Möglichkeit die
Zeitauflösung negativ zu beeinflussen.
Tabelle 4.8: Verbesserungen durch das CFT-Verfahren als SSR-FIR-Filter
4.2.3 CFT mit Fractional Delay zur Optimierung der Zeitauflösung
Problemstellung
Das Delay d der mit Gleichung (3.1) gezeigten CFD-Funktion kann für einen konventionellen
CFD praktisch überabzählbar viele Zeitverzögerungen annehmen. Diese Zeitverzögerungen werden
durch verschiedene Kabellängen realisiert, was beliebige d größer einem, durch die Apparatur
bedingten, Minimum ermöglicht. In der vorliegenden Arbeit wird eine vollwertige digitale Version
des CFD durch den CFT mittels eines digitalen FIR-Filter nach der ÜF Gleichung (4.2) realisiert
(siehe Kapitelpunkt 4.2.2). Durch die zeitdiskrete Natur dieses Filters lassen sich folglich aber
nur ganzzahlige (engl. integer) Delays einstellen. Dies ist ebenso in der Arbeit [RÖDER2008]
umgesetzt. Gleichung (4.3) wäre also eine zutreffender formulierte ÜF.
HCFTint (z) =−CFF + z
−dinteger; mit dinteger ∈ N (4.3)
In Abbildung 6.2 (siehe Kapitelpunkt 6.2.3) ist allerdings zu erkennen, dass für Impulsformen
deren einleitende Flanke nur wenige Samples umfasst beliebige Delays benötigt werden, um die
optimale Zeitauflösung zu erreichen. Der Stand der Technik und die Literatur bieten zur Lösung
dieses Problems bei zeitdiskreten CFDs keinen Ansatz.
Ansatz des CFT-Delays durch Fractional Delay SSR-Filter
Der Ansatz zur Behebung dieses lediglich technischen Defizits des nicht-hinreichend einstellbaren
Parameters d ist in der vorliegenden Arbeit der Einsatz eines sogenannten „fractional delay“ (dt.
gebrochene Zeitverzögerung) Filters. Es müssen also zusätzliche Filter eingesetzt werden, weil
ein nicht-ganzzahliges Delay nicht mittels Speichern, durch einfaches Verzögern von Samples,
umgesetzt werden kann. Diese Art von Filter orientieren sich an der Idealform eines Delay-Filters
mit der ÜF nach H (z) = z−d mit




Verbesserung zum Stand der Technik
Durch den Einsatz eines Fractional Delay Filters kann das CFT-Verfahren hinsichtlich der in
Tabelle 4.9 aufgezählten Punkten weiter verbessert werden.
Nr. Verbesserung
1.
Der Delay-Parameter d im CFT-Verfahren kann nun für Subsample-Zeitverzögerungen
eingestellt werden. Trotzdem bleibt der Durchsatz des CFT-Verfahrens unbeeinflusst.
2.
Durch Subsample-Zeitverzögerungen im CFT-Verfahren können bessere Zeitauflösungen
durch feinere Optimierung des Parameters d erreicht werden.
Tabelle 4.9: Verbesserungen des CFT-Verfahren durch Fractional Delay
4.2.4 Lagrange-Interpolator als Fractional Delay Filter
Frage- und Problemstellung
Es stellt sich nun die Frage, welcher zeitdiskrete Filter für eine nicht-ganzzahlige Zeitverzögerung
für die Anwendung der vorliegenden Arbeit eingesetzt werden kann. Die Klasse der Fractional Delay
Filter konzentrieren sich auf eine Zeitverzögerung d innerhalb des Intervalls [0,1) in Einheiten von
Samples. Dies ist ausreichend, denn jedes d ≥ 1 kann durch den Einsatz von einfachen Speichern
auf das Intervall [0,1) reduziert werden. Der ideale Factional Delay Filter mit diesen gewünschten
Eigenschaften besitzt die Übertragungsfunktion H (z) = z−dfractional mit
∣∣H (e jω∆t)∣∣ = 1 und τg =
dfractional∆t. Die Impulsantwort dieses Filters ist nach [OPPENH2010] und [VÄLIMÄKI2000a] mit
Gleichung (4.4) gegeben:
h [n] = sinc(n−dfractional) (4.4)
Die analytische Gestalt von Gleichung (4.4) zeigt allerdings schon, dass dieses System nicht-kausal
ist und eine unendliche Impulsantwort besitzt. Der ideale Fractional Delay Filter ist also nicht für
eine Implementierung geeignet. Dagegen sind aus der Literatur zur Realisierung prädestinierte
Filter eines Fractional Delays die Thiran All-pass Filter aus [VÄLIMÄKI2000]. Gleichung (4.5) ist





Bei allen Thiran All-pass Filtern ist
∣∣H (e jω∆t)∣∣= 1 und τg maximal flach um ω = 0. Dadurch ist das
realisierte dfractional ebenfalls maximal flach um ω = 0. Abbildung 4.4 zeigt für verschiedene Delays
mit ∆d = 0,125 ns und N = 1 die τg in Abhängigkeit der normierten Frequenz. Beim digitalen
TDPAC-Spektrometer liegt für die BaF2-Detektoren die Bandbreite bei ca. 130 MHz. Nahe der
130 MHz handelt es sich speziell um die wichtigen Frequenzanteile, welche als timingrelevante
Anteile den Verlauf der steilen Flanken im Impulsverlauf der Detektorsignale bestimmen. Da das
digitale TDPAC-Spektrometer der vorliegenden Arbeit über ADCs mit der Abtastrate von 1 GSPS
verfügt, folgt für die 130 MHz eine entsprechende normierte Frequenz von fN = 130 MHzfs = 0,13.
Abbildung 4.4 zeigt bei fN = 0,13 eine Abweichung im schlimmsten Fall vom gewünschten τg von
67 ps (siehe Abbildung 4.4 gestrichelte Abweichungsverläufe „τg (0)− τg (ω)“). Dies ist bereits
nicht vernachlässigbar, wenn Zeitauflösungen unter 250 ps (FWHM) angestrebt werden sollen.
56 Die Parameter ak für k ≥ 1 werden nach Gleichung 2 aus [VÄLIMÄKI2000a] berechnet.
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Abbildung 4.4: Gruppenlaufzeiten τg (ω) eines Thiran All-pass Filters der Ordnung N = 1 bei
verschiedenen Delays d ∈ [0,1) in ∆d = 0,125 ns (durchgezogene Linie); Abwei-
chung für jedes τg (ω) von der angestrebten Soll-Verzögerung (liegt vor bei τg (0))
(gestrichelt Linie)
Abhilfe würde ein Thiran All-pass Filter mit N = 2 und einer maximalen Delay-Abweichung
von 5 ps bei 130 MHz schaffen. Problematisch ist für den Thiran All-pass Filter allerdings die
Implementierung mit vollem Durchsatz. Die Implementierung des IIR-Anteils57 mit 11+a1z−1 ist
bereits für den Thiran All-pass Filter der Ordnung 1 im FPGA nicht mit maximalem Durchsatz
implementierbar, weil 16 Samples pro 62,5 MHz Taktzyklus von einem Virtex 2 Pro58 FPGA
verarbeitet werden müssen (Erläuterung siehe Kapitelpunkt 5.3.2). Aus diesem Grund kann der
Thiran All-pass Filter der Ordnung 2 erst recht nicht eingesetzt werden, da hier der Durchsatz der
FPGA-Implementierung tendenziell noch geringer wäre.
Ansatz des Lagrange-Interpolator der Ordnung 1
Ein geeigneter Kompromiss stellt der Lagrange-Interpolator der Ordnung 1 mit der Übertragungs-
funktion nach Gleichung (4.6) dar.
H (z) = (1−d)+d · z−1 (4.6)
Die Gruppenlaufzeit τg (ω) und die Dämpfung















57 Zähler der z-transformierten Übertragungsfunktion








Abbildung 4.5 zeigt τg und die Dämpfung in Abhängigkeit der normierten Frequenz. In Abbil-








































































Abbildung 4.5: Gruppenlaufzeiten τg (a) und Dämpfung (b) eines Lagrange Interpolators der
Ordnung 1 verschiedener Delays d ∈ [0,1) mit ∆d = 0,125 ns
dung 4.5 (b) ist zu erkennen, dass die Dämpfung des Lagrange-Interpolators ungleich 1 ist, damit
werden also die Frequenzanteile in ihrer Amplitude gedämpft. Dies beträgt allerdings im schlech-
testen Fall bei fN = 0,13 lediglich 8% und ist damit akzeptabel. Besser sieht es zusätzlich bei τg
aus. Hier werden für den schlechtesten Fall nur 30 ps Abweichung generiert. Dies ist für das zu ent-
wickelnde TDPAC-Spektrometer akzeptabel. Zudem lässt sich dieser Filter durch einen FIR-Filter
mit vollem Durchsatz implementieren. In der vorliegenden Arbeit wurde also zur Generierung eines
Fractional Delays der Lagrange-Interpolator mit N = 1 als Ansatz gewählt.
4.2.5 Kubische Interpolation für Feinmaßstab im FPGA
Problemstellung
Für den Ansatz des Feinmaßstabs (siehe Kapitelpunkt 4.2.2) muss der Impulsverlauf durch eine
Interpolation approximiert werden, welche durch eine FPGA-Schaltung ausgeführt werden muss.
Dies ermöglicht wiederum die Bestimmung des Crossovers mit Subsample-Genauigkeit. Als Option
für einen Interpolator sollen an dieser Stelle der Shannon-Interpolator und der Lagrange-Interpolator
betrachtet sein.
Der Shannon-Interpolator ist selbst nur als Approximation implementierbar und erreicht aufgrund
seiner schlechten Konvergenz eine unzureichende Interpolationsqualität (siehe Kapitelpunkt A.2).
Der Lagrange-interpolator, welcher einer Interpolation mittels eines Polynoms entspricht, ist dage-
gen mit akzeptablen Aufwand implementierbar. Lediglich die notwendige Ordnung59 und damit
die Interpolationsqualität muss evaluiert werden. Eine lineare Interpolation kann als ungenügend
eingestuft werden, da diese in [BARDELLI2004] bei Zeitauflösungsmessungen zu keinem einzelnen
Peak in der Zeitdifferenzenstatistik führen kann. Eine lineare Interpolation wird in [CAEN2011]
angewendet, wo dieser Effekt erkennbar ist. Die quadratische Interpolation funktioniert nach
[BARDELLI2004] besser, allerdings ebenfalls nicht ausreichend. Dies hat den Grund, dass die zu
59 Dem Lagrange-Interpolator 1. Ordnung entspricht eine lineare Interpolation (Polynom 1. Grades) durch 2
Stützstellen.
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Interpolierenden Punkte der Impulsverläufe an den einleitenden Flanken nahe der Wendepunkte
liegen. Die quadratische Interpolation verfügt allerdings über keine Wendepunkte. Die kleinste
Ordnung des Lagrange-Interpolators, welche mit dem entstehenden Polynom einen Wendepunkt
ausbilden kann und damit ausreichende Flexibilität aufweist ist die Ordnung 3, die kubische Inter-
polation.
Die kubische Interpolation wird in den Arbeiten [BARDELLI2004], [NAGL2010] und [NAGL2014]
erfolgreich zur Bestimmung des Subsample-Zeitstempelanteils eingesetzt. Die dazu notwendigen
Berechnungen werden allerdings in Software ausgeführt, was für die Ziele der vorliegenden Arbeit
zu einem zu niedrigen Durchsatz führt. Dies soll in der vorliegenden Arbeit vermieden werden.
Ansatz der speziellen kubischen Interpolation im FPGA
Aus der Entscheidung zur Vorverarbeitung der Impulsverläufe aller Ereignisse im FPGA (siehe
Kapitelpunkt 4.1.3) folgt, dass die Bestimmung der kubischen Interpolation der CFD-Funktion
(Gleichung (3.1)) im Bereich von t0 ebenfalls im FPGA erfolgen muss. Dazu werden exakt 4
Samples benötigt. Diese 4 Samples lassen sich direkt als Nebenprodukt des mittleren Maßstabs
extrahieren. Die 4 Samples Sn = (tn,yn) (tn = Zeit in ns; yn Samplewert) mit n∈ {x ∈ N0;0≤ x≤ 3}
können mit der Verschiebung im Zeitbereich nach Gleichung (4.9)
x0 = t0− tmittel =−1 ; x1 = t1− tmittel = 0 ; x2 = t2− tmittel = 1 ; x3 = t3− tmittel = 2 (4.9)
und dem Gleichungssystem (4.10)
S0 : y0 = P(x0) ; S1 : y1 = P(x1) ; S2 : y2 = P(x2) ; S3 : y3 = P(x3) (4.10)
genutzt werden, um die Koeffizienten an des kubischen Polynoms P(x) nach Gleichung (4.11)
P(x) = a3 · x3 +a2 · x2 +a1 · x+a0 (4.11)
zu berechnen. Die Verschiebung nach Gleichung (4.9) entspricht einer Definition, sodass Sample S1
als bei x= 0 aufgenommen gilt. Dies bewirkt, dass nach Lösung des Gleichungssystems der Zeitmaß-
stab tfein (siehe Kapitelpunkt 4.1.5) nur im Bereich 0≤ tfein < 1 liegen kann. Nach der Bestimmung
von tgrob und tmittel muss also lediglich die Nachkommastelle des Zeitstempels (dies ist tfein) berech-
net werden. Zur Bestimmung der Koeffizienten von P(x) ergibt sich Gleichungssystem (4.10) zu
Gleichung (4.12) in Matrixschreibweise mit Koeffizientenmatrix M, Polynomkoeffizientenvektor a
und dem Vektor der Samplewerte y.
M ·a =
Matrix A︷ ︸︸ ︷
1 x0 x20 x
3
0
1 x1 x21 x
3
1
1 x2 x22 x
3
2










Matrix B︷ ︸︸ ︷
1 −1 1 −1
1 0 0 0
1 1 1 1








Im Allgemeinen kann die Lösung der auftretenden Vandermonde-Matrix (Gleichung (4.12)
Matrix A) als variable Koeffizientenmatrix für gegebene xn bspw. mit dem Gaußschen-
Eliminationsverfahren berechnet werden. Dieses Verfahren benötigt allerdings einen Algorithmus
der Komplexitätsklasse O(n3) mit eingeschränktem Durchsatz in Software oder hohem Implemen-
tierungsaufwand im FPGA. Aus diesem Grund ist ein zusätzlicher Effekt der Verschiebung nach
Gleichung (4.9) wichtig, welcher bewirkt, dass alle xn für beliebige Sn konstant bleiben. Dadurch
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ergibt sich die spezielle Matrix B in Gleichung (4.12), bei der M für alle Feinmaßstabsberech-
nungen immer mit den selben Koeffizienten besetzt ist. Dies macht die Ausführung des gaußsche
Eliminationsverfahren überflüssig. Lediglich der Lösungsvektor y ist noch, in Abhängigkeit von
den 4 Samplewerten um den Crossover, variabel. Anhand von Matrix B in Gleichung (4.12) lässt
sich erkennen, dass sich a0 direkt aus dem Samplewert y1 ergibt. Dies war zu erwarten, da ja
mit Gleichung (4.9) P(x = 0) = y1 definiert wurde. Der positive Effekt der Verschiebung nach
Gleichung (4.9) kann nun bei der Implementierung voll ausgespielt werden. Es ergibt sich ein
Lösungsalgorithmus, der mit konstanter Komplexität arbeitet. Da a0 bereits vor jeder Berechnung
bekannt ist (siehe Gleichung (4.12) Matrix B), lässt sich das Problem der Lösung des Gleichungs-

















= yT mit a0 = y1 (4.13)
Durch die konstante Besetzung der Matrix, kann vor der Implementierung ein beliebiges Verfah-
ren zur Lösung des Gleichungssystems angewendet werden60 , um die konkreten Gleichungen
für die gesuchten Koeffizienten an zu erhalten. Es ergeben sich die Lösungsgleichungen nach
Gleichung (4.14):












Verbesserung zum Stand der Technik
Durch den Ansatz der speziellen kubischen Interpolation und dessen Implementierung im FPGA,
lassen sich in der vorliegenden Arbeit folgende Verbesserungen in Tabelle 4.10 gegenüber dem
Stand der Technik erreichen.
Nr. Verbesserung
1.
Durch die Fixierung des Zeitbezugs der kubischen Interpolation nach Gleichung (4.9)
können die Berechnung der Polynomkoeffizienten mit einem Algorithmus der Komplexi-
tätsklasse O (n) ausgeführt werden.
2.
Es ist nun möglich die kubische Interpolation mit vollem Durchsatz im FPGA auf SSR-
ADC-Datenströmen auszuführen.
Tabelle 4.10: Verbesserungen des Durchsatzes der kubischen Interpolation
60 bspw.: Gaußsches Eliminationsverfahren oder Cramersche Regel
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4.2.6 Optimierte Koinzidenzanalyse zur Messung gestreckter Kaskaden
und multipler Kaskaden simultan
Problemstellung
In Kapitelpunkt 4.2.1 wurde entschieden, dass die Koinzidenzanalyse (Verarbeitungsschritt 3 in
Tabelle 2.2) in flexibler Algorithmik von Software ausgeführt wird. Um die Prüfung der Koinzi-
denzbedingungen für alle potenziellen Ereignispaarungen, wobei jedes Ereignis mit Zeitstempel
und Energieklasse vorliegt, durchzuführen, kann der Koinzidenzsuchalgorithmus auf verschiedene
Weisen vorgehen. In Abhängigkeit von der gewählten Funktionsweise ergibt sich die Komplexitäts-
klasse des Algorithmus.
Der Ansatz der Softwareimplementierung wurde auch in den Arbeiten [HERDEN2008],









. Diese Komplexitätsklassen bewirken, dass die Koinzidenz-
analyse auch bei leistungsfähigen Computersystemen nicht genügend Durchsatz61 erreicht, um
eine Online-Koinzidenzanalyse durchzuführen. Ist der Durchsatz nicht ausreichend, so müssen
die vorberechneten Ereignisse auf Festspeichern zwischengespeichert werden, um keine Daten zu
verlieren. Dies kann je nach Spektrometeraufbau und Messbedingungen Festspeicher von mehreren
GByte bis TByte benötigen. Diese Speicher werden dann durch nachträgliche Datenverarbeitung
verarbeitet, was die Messeffizienz beeinträchtigt, da sich sie Zeit bis zur Vorlage der Ergebnisspek-
tren vergrößert. Zusätzlich ist die Komplexitätsklasse der erwähnten Algorithmen nicht ausreichend,
um die Messeffizienzerhöhung durch die Online-Messung von gestreckten Kaskaden zu ermögli-
chen. In der vorliegenden Arbeit gilt jedoch die Zielsetzung, eine Online-Koinzidenzanalyse auf
multiplen Kaskaden ohne die Notwendigkeit von Festspeichern auf dem Mess-PC auszuführen, um
die Messeffizienz zu steigern. Aus diesem Grund sind die Algorithmen des Standes der Technik
nicht einsetzbar.
Ansatz eines Koinzidenzsuchalgorithmus der Komplexitätsklasse O (n logn)
In der vorliegenden Arbeit wird nicht die Rechenleistung des Mess-PC erhöht, um die Zielsetzung
einer Online-Koinzidenzmessung zu erfüllen, weil dies unter Berücksichtigung der Leistungsfähig-
keit von Computersystemen und der angestrebten Zukunftssicherheit des Ansatzes nicht sinnvoll
umsetzbar ist. Der Grund dafür liegt in der Tatsache, dass zukünftig mögliche kürzere Ereignisimpul-
se (neuartiger Detektortypen) den Einsatz des Spektrometers bei höheren Ereignisraten ermöglicht,
was mit dem in der vorliegenden Arbeit entwickeltem Ansatz problemlos unterstützt werden soll.
Stattdessen wird der Ansatz verfolgt die Komplexitätsklasse des Koinzidenzsuchalgorithmus im
Vergleich zum Stand der Technik zu optimieren. Die Koinzidenzbedingungen nach Bedingung 2.1
selbst liefern dazu die Idee. Die 3. Bedingung besagt, dass das Ereignispaar, welches die Koinzidenz
bilden darf, zeitlich nicht weiter als ein festgelegtes Zeitfenster voneinander entfernt sein darf. Der
zu analysierende Ereignis-Datensatz ist allerdings während eines so großen Zeitraums aufgenom-
men worden, dass er eine große Anzahl aufeinanderfolgender Zeitfenster umfasst. Sollte also ein
Stopp-Ereignis zu einem gefundenen Start-Ereignis existieren, so muss dieses nicht im gesamten
Datensatz gesucht werden, sondern nur innerhalb der umliegenden Ereignisse des festgelegten
Zeitfensters. Diese Erkenntnis liefert bereits das Grundgerüst des optimierten Algorithmus. Wenn
also ein Start-Ereignis, durch Abgleich seiner Energieklasse, im Datensatz erkannt wurde, so kann
eine Suche des Stopp-Ereignisses bei dem Zeitstempel beginnen, der dem Beginn des Zeitfensters
um das Start-Ereignis entspricht. Um diese Suche optimal zu gestalten muss also eine zeitliche
Sortierung aller Ereignisse im Datensatz vorliegen. Dies ist eine Grundvoraussetzung, welcher
61 Anzahl der Prüfungen von Ereignispaaren pro Zeiteinheit auf die Koinzidenzbedingungen (siehe Bedingung 2.1)
91
Kapitel 4 Ansatz
bereits im FPGA besondere Beachtung geschenkt werden muss.
Wenn demnach pro Ereignis im Datensatz (in O (n)) eine Suche des Beginns des Zeitfensters (in
O (logn)) ausgeführt wird, so ergibt sich eine endgültige Komplexitätsklasse von O (n logn). Dabei
hängt die Prüfung der Koinzidenzbedingungen für eine Ereignispaarung innerhalb eines Zeitfensters
nicht von n ab und trägt somit mit konstanter Komplexität zur Laufzeit bei. Weitere Ausführungen
zur Implementierung des optimierten Algorithmus finden sich in Kapitelpunkt 5.2.3.
Ansatz zur Messung gestreckter Kaskaden und multipler Kaskaden simultan
Durch die Optimierung des Koinzidenzsuchalgorithmus ist es in der vorliegenden Arbeit möglich
diesen mit zusätzlicher Funktionalität auszustatten. Diese neue Funktionalität ist einmal die Erwei-
terung der Koinzidenzanalyse um die Nutzbarkeit von gestreckten Kaskaden62 und die Messung
von multiplen Kaskaden63 simultan und online.
Für die Messung gestreckter Kaskaden wurde der Koinzidenzalgorithmus so angepasst, dass dieser
mehr als ein Start-Ereignis innerhalb einer Kaskade zur Bildung der Zeitdifferenz akzeptiert und
diese Ereignisse im Datensatz anhand der kodierten Energieklasse sucht.
Für die Funktionalität der simultanen Messung multipler Kaskaden wird der Ansatz für gestreckte
Kaskaden weiter verallgemeinert. Dies geschieht indem rein softwaretechnisch mehrere gestreckte
Kaskaden, in Form mehrerer Untermengen von Energieklassen, in Software konfigurierbar sind
und diese nacheinander als Parameter in eine Koinzidenzanalyse eingehen. Dazu wurde in der
vorliegenden Arbeit die Situation ausgenutzt, dass das FPGA für ein Ereignis lediglich die En-
ergieklasse im Datenfeldbereich des Energiefensters kodiert und es nicht dem Start oder Stopp
einer Kaskade zugeordnet wird. Der Koinzidenzsuchalgorithmus in der Mess-PC-Software verwal-
tet damit selbstständig alle Energieklassen und interpretiert diese als Start oder Stopp. Die dazu
notwendige Algorithmik konnte also in flexibler Software umgesetzt werden und nicht im FPGA.
Der einzige programmiertechnische Unterschied zwischen Koinzidenzen gestreckter Kaskaden
und multipler Kaskaden ist, dass Koinzidenzen gestreckter Kaskaden in ein einzelnes Spektrum
eingefügt und Koinzidenzen von multiplen Kaskaden in separate Spektren eingefügt werden. Der
zusätzliche Rechenaufwand durch den Wechsel zwischen den einzelnen Kaskaden hängt nicht von
n ab und trägt somit nur mit konstanter Komplexität zur Komplexitätsklasse bei. Zur konkreten
Implementierung und Erweiterung des Koinzidenzsuchalgorithmus wird auf Kapitelpunkt 5.2.4
verwiesen.
Verbesserung zum Stand der Technik
Aufgrund der Optimierung der Komplexitätsklasse des Koinzidenzsuchalgorithmus auf O (n logn)
ergeben sich die in Tabelle 4.11 aufgezählten Verbesserungen gegenüber dem Stand der Technik.
62 Gestreckte Kaskaden sind γ-γ-Kaskaden mit mehr als einem Start-Ereignis.
63 mehr als eine Kaskade
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Nr. Verbesserung
1.
Die Rechenleistung des einzelnen Mess-PC ist ausreichend, um die Koinzidenzanalyse
ohne die Verwendung von Festspeichern online auszuführen.
2.
Die freie Rechenkapazität des Mess-PC ist ausreichend, um die Funktionalität zur Messung
gestreckter Kaskaden einzufügen.
3.
Die freie Rechenkapazität des Mess-PC ist ausreichend, um die Funktionalität zur simulta-
nen Messung multipler Kaskaden einzufügen.
Tabelle 4.11: Verbesserungen des Durchsatzes der Koinzidenzanalyse
4.3 Ansätze für das digitale DES zur Ionenstrahlanalyse
4.3.1 Verteilung der Systemprozesse auf FPGAs und Software
Ansatz der Verteilung der Systemprozesse
Analog zum digitalen TDPAC-Spektrometer der vorliegenden Arbeit wird nach dem allgemeinen
Ansatz (siehe Kapitelpunkt 4.1.3) auch im DES zur Ionenstrahlanalyse eine Vorverarbeitung der
Ereignisimpulsverläufe in FPGAs stattfinden. Bezüglich der Energiewertbestimmung wird dabei mit
FPGA-Digitizern der gleiche Ansatz wie in [CAEN2011] verwendet. Es werden dazu Ereignisimpul-
se bis Verarbeitungsschritt 4 (siehe Tabelle 2.4) vorverarbeitet und die Ergebnisdatenfelder an den
Mess-PC (CPU: 1x Intel i7 2600K @ 3,4 GHz, RAM: 4 GByte DDR 3) transferiert. Eine weitere
Verarbeitung der Ergebnisse hätte beschränkten Nutzen, weil das Zusammenstellen von Spektren
und Maps einer Aufbereitung aller gewonnenen Ereignisse entspricht und damit immer einen
ungewünschten Informationsverlust bedeutet, wenn diese Zusammenstellung im FPGA ausgeführt
werden würde. Die zum DES als passend identifizierten FPGA-Digitizer sind die 4-Kanal-Digitizer
„ADQ412“ (Datenblatt siehe [SPDADQ412]) der Firma SP Devices. Jeder Kanal des ADQ412
wird von einem 1 GSPS, 12 Bit ADC überwacht und liefert seine Daten an einen einzigen Virtex 6
(XC6VLX240T-2FF1759) FPGA. Weil im Gegensatz zum TDPAC-Spektrometer für das DES als
Zielsetzung ein 8-Kanal-DES mit der Option auf Erweiterbarkeit angestrebt wird, wurde in der
vorliegenden Arbeit entschieden die Kanaldichte auf 4 Kanäle pro Digitizer zu erhöhen.
Auch für das DES zur Ionenstrahlanalyse werden die verwendeten FPGA-Digitizer in einem separa-
ten Chassis untergebracht. In der vorliegenden Arbeit verfügt das verwendete „NI PXIe-1062Q“
(User Manual siehe [NI1062Q]) Chassis der Firma National Instruments über einen auf dem PCIe-
Standard basierenden System-Bus, welcher über eine externe Datenverbindung mit dem einzelnen
Mess-PC verbunden ist. Das Chassis verfügt über 7 Steckplätze64 und besitzt damit ausreichend
Potential, um das zu entwickelnde DES zu erweitern. Abbildung 4.6 zeigt die in der vorliegenden
Arbeit etablierte Verteilung aller Systemprozesse des DES zur Ionenstrahlanalyse. In Abbildung 4.6
ist zu erkennen, dass das Chassis neben den 2 FPGA-Digitizern zusätzlich über ein FPGA-DAC-
Modul „X3-25M“ (Datenblatt siehe [X325M]) der Firma Innovative Integration verfügt. Dieses
Modul steuert die Ionenstrahlablenkung (siehe Verarbeitungsschritt 1 Tabelle 2.4). Das FPGA-
Design der FPGA-Digitizer übernimmt die Systemprozesse der Ereignisdetektion, Totzeit-FIFO,
Energiewertbestimmung, Zeitstempelbestimmung und die Erstellung eines einzelnen Datenfelds
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1 X3-25M FPGA-DAC-Modul
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Abbildung 4.6: DES-Systemprozesse mit Hardware, FPGA-Designs und Mess-PC mit Spektro-
metersoftware
pro Ereignis und ist damit funktionell verwandt zum digitalen TDPAC-Spektrometer. Tabelle 4.12
zeigt den Inhalt eines jeden transferierten Ergebnisdatenfelds.
Datenfeldinformationen eines Ereignisses des DES zur Ionenstrahlanalyse
Kanal-Nr: Bei den in der vorliegenden Arbeit verwendeten FPGA-Digitizern werden 4 Kanäle von
einem FPGA bedient. Aus diesem Grund muss für jedes Datenfeld festgelegt werden, in welchem
Kanal das vorliegende Ereignis vorgekommen ist.
Ereignisenergiewert: Das DES zur Ionenstrahlanalyse ist in erster Linie ein Energiespektrometer.
Diese Energiewerte werden für jedes Ereignis in jedem Datenfeld eingetragen.
Ereigniszeitstempel: Zusätzlich zum Energiewert des Ereignisses wird die Eintrittszeit benötigt.
Eine Darstellungsauflösung aber auch Zeitauflösung im ns-Bereich ist für diese Anwendung ausrei-
chend.
Ionenstrahlposition: Die Ereignisse, welche aus der Wechselwirkung des Ionenstrahls mit der
Probe entstehen, stammen nur aus dem Ort der Probe, an dem der Ionenstrahl die Probe trifft. Für
eine korrekte Zuordnung der Spektrendaten zu den Positionen der Mapdarstellung, wird in jedem
Datenfeld die aktuelle Position abgelegt.
Pileup-Information: Bei der Anwendung des DES zur Ionenstrahlanalyse ist die Wahrscheinlich-
keit des Auftretens von Pileup nicht vernachlässigbar. Ob und wie viel Pileup-Ereignisse detektiert
wurden, wird für die Anwendungssoftware in diesem Bereich des Datenfelds codiert.
Tabelle 4.12: Ergebnisdatenfeldinhalte für das DES zur Ionenstrahlanalyse
Aus Tabelle 4.12 ist zu erkennen, dass zusätzliche Logik für die Systemprozesse Ionenstrahlposi-
tionsverteilung und die Pileup-Verwerfung (siehe Kapitelpunkt 4.3.5) benötigt wird. Das FPGA-
DAC-Modul realisiert die Systemprozesse der Ionenstrahlablenkung und benötigt ebenso Logik zur
Ionenstrahlpositionsverteilung.
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Die Systemprozesse in Software sind neben der Einstellung der FPGA-Register, der Spektren- und
Mapdarstellung auch ein geringer Teil zur Pileup-Verwerfung. Die Algorithmen zur Auswertung
aller Ereignis-Datenfelder im Mess-PC sind der Komplexitätsklasse O (n) zugehörig und damit
unkritisch. Trotzdem kann eine hohe Auslastung des Mess-PC entstehen, da bei einem stark ausge-
lasteten DES (1 MHz Ereignisrate pro Kanal) mit 8 Kanälen Datenraten von bis zu 128 MByte/s
vorliegen. Eine ausreichende Rechenleistung zur Verarbeitung ist allerdings durch den einzelnen
Mess-PC gegeben.
4.3.2 Cusp-like-Shaper als SSR-IIR-Filter zur Optimierung der
Energieauflösung
Problemstellung
Zur Erreichung einer bestmöglichen Energieauflösung ist es notwendig, einen geeigneten DFA
auszuwählen, welche durch den verwendeten Shaper ausgegeben werden soll. Der in den Arbeiten
[BROGNA2006] und [GERONIMO2002] genutzte analoge CR-RC-Shaper erreicht eine ENC von
Qn
Qn∞
= 1,36 (siehe [LOUDE2000]) und damit eine adäquate aber vom Optimum ( QnQn∞ = 1) weit
entfernte und damit verbesserbare Auflösung. Besser wird es mit der Filterantwort in Form der Nor-
malverteilung, auch Gauß-Impuls genannt, nach [BUTZ2000] mit QnQn∞ ≈ 1,12. Analoge Dreiecks-
oder Trapez-Shaper und besonders ihre digitalen Varianten65 nach den Arbeiten [BOGOVAC2009]
oder [CAEN2011] erreichen nach [GATTI1990] ein QnQn∞ ≈ 1,075. Dies ist ebenfalls nicht wün-
schenswert und noch verbesserbar. Eine DFA nach der sich die vorliegende Arbeit richtet, ist
die DFA des Cusp-like-Shaper vorgestellt in [JORDANOV1994]. Der Cusp-like-Shaper erreicht
mit seiner quadratisch ansteigende und abfallende Flanke eine Form, welche sich der idealen





















≈ 1,016 ; nur Qn
Qn∞
> 0 sind relevant
(4.15)
Damit ist der Cusp-like-Shaper um 5,8% besser als der Dreiecks-Shaper und näher am Ideal des
Cusp-Shapers. Bei der Cusp-like-Implementierung in [JORDANOV1994] handelt es sich um einen
nicht-SSR-Filter und einer DFA ohne Flat-Top. Damit ergibt sich das Problem, dass der Cusp-like-
Shaper nur ein Sample pro Taktzyklus verarbeiten kann, was den Durchsatz inakzeptabel einschränkt.
Zusätzlich können durch das fehlende Flat-Top keine ballistischen Defizite66 kompensiert werden,
was aber für überabgetastete Impulsverläufe67 notwendig ist.
Ansatz des Cusp-like-Shapers als SSR-IIR-Filter im FPGA
In der vorliegenden Arbeit wurde der Ansatz des Cusp-like-Shapers aus [JORDANOV1994] verfolgt
und zur Erreichung einer optimierten Energieauflösung und eines höheren Durchsatzes weiter
65 Besonders deswegen, weil digitale Shaper eine bessere Annäherung an die gewünschte DFA erreichen.
66 Ballistischen Defiziten entstehen, wenn die DFA nicht der idealen gewünschten DFA mit „unendlich scharfen“
Kanten entspricht. Die DFA benötigt dann eine gewisse Zeit, um ihr Maximum zu erreichen (asymptotische
Annäherung). (siehe [AMPTEK2009]) Genau diese Zeit wird durch ein Flat-Top zur Verfügung gestellt.
67 Überabgetastete Impulse zeigen in ihrem Sampleverlauf einen sehr verschmierten Flankenverlauf. Damit weichen
sie von der erwarteten idealen Detektorimpulsform ab.
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ausgebaut. Der Cusp-like-Shaper wurde dabei um einen in seiner Länge einstellbaren Flat-Top
erweitert. Zusätzlich wurde eine neue SSR-IIR-Filterschaltung entwickelt, welche den SSR-ADC-
Datenstrom mit verbessertem Durchsatz verarbeiten kann. Zur Realisierung des Cusp-like-Shapers
wird eine IIR-Filter benötigt, weil für die notwendige ÜF zur Impulsformung der in der vorliegenden
Arbeit vorkommenden Detektorimpulse X (z) 6= const. gilt (siehe Gleichung (2.6)).
Verbesserung zum Stand der Technik
Durch den in der vorliegenden Arbeit verfolgten Ansatz, einen Cusp-like-Shapers als SSR-IIR-
Filterimplementierung im FPGA umzusetzen, ergeben sich die in Tabelle 4.13 aufgezählten Verbes-
serungen gegenüber dem Stand der Technik.
Nr. Verbesserung
1.
Die erreichbare Cusp-like-DFA wurde mit einem einstellbaren Flat-Top ausgestattet. Dies
erhöht die Energieauflösung bei überabgetasteten und von der erwarteten Idealform abwei-
chenden Impulsverläufen der Ereignisse.
2.
Die Filterschaltung zur Berechnung der Cusp-like-DFA wird als SSR-IIR-Filter ausgeführt,
was den Durchsatz steigert und damit positiv zur Messeffizienz des Messinstruments
beiträgt.
Tabelle 4.13: Verbesserungen durch Cusp-like-Shaper als SSR-IIR-Filter
4.3.3 Allgemeiner SSR-IIR-Filter zur flexiblen Energiewertbestimmung
Problemstellung
In der vorliegenden Arbeit wurde als bestmögliche DFA, unter dem Kompromiss eines akzeptablen
Implementierungsaufwands, die Form des Cusp-like-Shapers gewählt. Die Zielsetzung ist nun mit
dem DES, diese DFA aus allen vorkommenden Detektorimpulsformen der Ereignisse zu erzeugen.
Da für jede einzelne Kombination einer vorkommenden Ereignisimpulsform und der gewünschten
DFA eine spezifische ÜF als Shaper benötigt wird (siehe Kapitelpunkt 2.9.4), muss diese auch im
Rahmen der FPGA-Vorverarbeitung implementiert werden können.
In den Arbeiten [BOGOVAC2009], [BOGOVAC2009a] und [JORDANOV1994] wird dieses
Problem gelöst, indem eine zeitgleiche Implementierung aller ÜFen als separate nicht-SSR-
Filterschaltungen im FPGA vorliegen und diese dann je nach Bedarf auf die Impulsverläufe
angewendet wird. Bei diesem Ansatz würden sich im Rahmen der vorliegenden Arbeit folgen-
de Probleme ergeben. Zum einen benötigen die ÜF der IIR-Filter, welche vorliegen müssten,
als SSR-Implementierung ein weitaus größeres Maß an FPGA-Ressourcen als die nicht-SSR-
Implementierungen. Zusätzlich müssen die bereits vorliegenden Detektortypen wie RBS-, PIXE-
und STIM-Detektoren unterstützt werden. Dies sind also bereits 3 SSR-IIR-Filterimplementierungen
in einem einzelnen FPGA. Der Grund für die Vielzahl an notwendigen ÜFen im FPGA ist, dass
an jedem Digitizer-Kanal ein anderer Detektortyp angeschlossen sein kann, dessen Ereignisim-
pulsverläufe mit einer anderen ÜF geformt werden müssen. Für den Ansatz der separaten SSR-
IIR-Filterimplementierungen stehen in den aktuellen FPGAs nicht ausreichend Ressourcen zur
Verfügung. Zum anderen bringt dieser Ansatz nicht die notwendige Flexibilität mit, um unbekannte
neue Detektortypen und damit neue ÜF zu unterstützen, weil für jede neue Detektortyp-DFA-
Kombination die Implementierung des FPGA angepasst werden müsste. Die Notwendigkeit dieser
Flexibilität ist sehr wahrscheinlich, da zukünftig die Umstellung von konventioneller analoger
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DES-Technik auf Digitaltechnik erfolgen wird und sich damit die Form der optimalen Ereignisim-
pulsformen verändern wird. Somit ist dieser Ansatz auch aufgrund der zu geringen Flexibilität und
der Notwendigkeit des nachträglichen Einfügens von Filterschaltungen für die vorliegende Arbeit
nicht geeignet.
Ein Ansatz, um diese Defizite aufzuheben, könnten die Techniken der dynamischen partiellen
Rekonfiguration von FPGAs bieten [XILINXPRGUIDE]. Hierbei wird ein Teilbereich (daher der
Begriff partiell) als Rekonfigurationsbereich innerhalb der konfigurierbaren FPGA-Logik definiert,
welcher ausschließlich für die Konfiguration der benötigten Shaper-Schaltungen eingeteilt werden
könnte. Würde eine neue ÜF benötigt, so könnte während des Betriebs des FPGAs durch einen
Scheduler dieser Rekonfigurationsbereich dynamisch (also zur Laufzeit) so umkonfiguriert werden,
dass eine oder sogar mehrere Shaper-Schaltungen zu einem Zeitpunkt ausgeführt werden. Die zuge-
hörigen Teil-FPGA-Bitstreams könnten zum Rekonfigurationszeitpunkt aus Speichern, wie bspw.
BRAMs oder externen Speichern (Flash, DDR), ausgelesen werden. Das Interface zu den Shaper-
Schaltungen kann dabei einheitlich instanziiert sein, so dass es für die äußere FPGA-Schaltung
vollkommen transparent ist. Lediglich die Latenzzeit und der Durchsatz der Shaper-Schaltungen
kann dann variieren. Mit diesem Ansatz würden FPGA-Ressourcen je nach Bedarf wiederver-
wendet werden und es ist, durch einfaches Hinzufügen von FPGA-Teil-Bitstreams, möglich, neue
Shaper-Schaltungen im FPGA zu realisieren. Die benötigte Konfigurationsreihenfolge der Shaper-
Schaltungen ist, im schlimmsten abzudeckenden Fall, zufällig und von den Ereignisraten und
Ereignislängen der zu bedienenden Detektoren abhängig. Arbeiten, welche effiziente Ansätze zur
Platzierung, Neuplatzierung und zum Scheduling von sogenannten dynamisch rekonfigurierbaren
Tasks teilweise unter Berücksichtigung der Eingangsdatenstromraten bieten, sind [DIESSEL2000]
und [MIDDENDORF2002]. In [DIESSEL2000] wird dabei angenommen, dass die Rekonfigurati-
onszeit klein im Vergleich zur mittleren Verwendungszeit eines Tasks ist. Dies ist in der vorliegenden
Arbeit leider nicht der Fall, wie folgende Rechnung zeigt.
Eine kurze Rekonfigurationszeit eines Tasks (also einer Shaper-Schaltung) ergibt sich, wenn der
Teil-Bitstrom klein ist und die Konfigurationsdatenrate des FPGA groß. In der vorliegenden Arbeit
stellte sich heraus, dass die benötigte Shaper-Schaltung zur Realisierung des Cusp-like-Shapers
bei starker Packungsdichte der CLBs ca. 25% der Fabric68 -Logik, 30% der BRAMs und 31% der
DSPs des verwendeten Virtex 6 (XC6VLX240T-2FF1759) FPGA einnimmt. Die BRAMs und DSP
sind, im Verhältnis zur Fabric-Logik, im FPGA mit größeren Abständen verteilt, was den Bedarf an
zu konfigurierenden Major-Frames weiter erhöht.
Laut [XILINXPRGUIDE] können zur dynamischen partiellen Rekonfiguration komprimierte Teil-
Bitströme genutzt werden. Es wird daher, bei einem optimistisch kleinem Teil-Bitstrom für eine
Shaper-Schaltung von 20% des gesamten FPGA und einer optimistischen Komprimierungsrate
von 30%69 , eine Teil-Bitstromgröße einer Cusp-like-Shapers-Schaltung von ca. 4,4 MBit70 er-
reicht. Laut [XILINXUG369] ist weiterhin eine Rekonfigurationsrate von 200 MHz über das ICAP
(Abkürzung für: Internal Configuration Access Port) möglich71 . Bei einer maximal 32 Bit breiten
Datenportkonfiguration des ICAPs ergibt sich eine maximale Konfigurationsrate von 6,4 GBit/s.
Der Teil-Bitstrom des Cusp-like-Shapers wäre somit günstigstenfalls in 688 µs konfiguriert. Die
Verwendungszeit eines Tasks dagegen muss, zur annähernden Erreichung des vollen Durchsatzes,
68 Der Ausdruck Fabric wird in der FPGA-Literatur als Synonym für die Menge der frei verbindbaren Elemente in der
FPGA-Struktur, ohne kompakte Elemente wie BRAMS, Multiplizierer oder DSPs, verwendet.
69 Für einen zu 80% gefüllter Virtex 6 FPGA, werden Komprimierungsraten von 78% des gesamten Bitstroms und
für einen leeren FPGA 9% erreicht.
70 73,9 MBit gesamter Bitstrom des verwendeten unkomprimierten FPGA; 20% verwendeter Schaltungsanteil für
den Cusp-like-Shaper; 30% Komprimierungsrate bei aktivierter Bitstromkomprimierung
71 [XILINXPRGUIDE] geht allerdings nur von einer maximalen Taktfrequenz von 100 MHz für das ICAP für Virtex 7
Architekturen aus. Dies sind widersprüchliche Angaben.
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in der Größenordnung der Ereignislänge, also bei <16 µs, liegen72 . In der vorliegenden Arbeit
wird nur die Hälfte des theoretisch vollen Durchsatzes erreicht, damit liegt die Verwendungszeit
also bei <32 µs. Damit ergibt sich, dass die Rekonfigurationszeit eines notwendigen Shapers im
günstigsten Fall bereits das 21-fache seiner Verwendungszeit beträgt. Dieser Große Unterschied
der Rekonfigurationszeit zur Verwendungszeit eines Shapers bewirkt, bei der gleichzeitigen Ver-
wendung aller Kanäle mit verschiedenen benötigten Shapern und hohen Ereignisraten, eine starke
Beeinträchtigung des Durchsatzes und ist somit nicht vernachlässigbar. Das ist auch der Grund
dafür, dass dieser Ansatz in der vorliegenden Arbeit nicht eingesetzt werden kann.
Ansatz des allgemeiner einstellbaren SSR-IIR-Filters
Zur Auflösung der oben erläuterten Problemstellung wurde in der vorliegenden Arbeit entschieden
einen allgemein einstellbaren SSR-IIR-Filter als Kern-Schaltung zur Umsetzung verschiedener
ÜFen zur Energiewertbestimmung mit kürzester Einstellungszeit als FPGA-Schaltung umzusetzen.
Der Konfigurationszustand des allg. IIR-Filters umfasst dabei alle Filterparameter, welche die
Filterkoeffizienten und die Zeitverzögerungseinstellungen der einzelnen Tap-Delays sind. Diese In-
formationen bestimmen die gesamte ÜF des Filters und werden aus Registern zur Verfügung gestellt.
Durch die Bereitstellung aus Registern wird eine Neukonfigurationszeit von nur einem Taktzyklus
bewirkt. Dieser allgemeine IIR-Filter benötigt zwar mehr FPGA-Ressourcen als jeder einzelne
untersuchte Shaper (für eine Detektortyp-DFA-Kombination), jedoch kann mit ihm eine große
Menge an spezifischen ÜFen abgedeckt werden, was der Vervielfachung der IIR-Filterschaltungen
durch die Anzahl der abzudeckenden Detektortyp-DFA-Kombination entgegenwirkt. Zusätzlich
wurde der IIR-Filter als SSR-Filter implementiert, um größtmöglichen Durchsatz zu erreichen.
Es wird später gezeigt werden, dass speziell IIR-Filterimplementierungen, in Abhängigkeit des
verwendeten FPGA, zu notwendigen Durchsatzkompromissen führen können. Dies war in der
vorliegenden Arbeit der Fall.
Verbesserungen zum Stand der Technik
Mit der Einführung des allg. einstellbaren SSR-IIR-Filters konnten in der vorliegenden Arbeit
folgende Verbesserungen in Tabelle 4.14 gegenüber dem Stand der Technik erreicht werden.
Nr. Verbesserung
1.
Es ist nun möglich mit nur einer Filterschaltung den Ansatz zur Flexibilität zu realisieren
und den Anspruch mehrere Shaper auch für aktuell noch unbekannte Detektorimpulsformen
zu erfüllen.
2.
Die ÜF des Filters ist innerhalb eines Taktzykluses veränderbar, da nur die Filterkoeffizien-
ten, die Zeitverzögerungen der Tap-Delays eingestellt und ein Reset der internen Speicher
durchgeführt werden muss.
3.
Durch die Implementierung als SSR-Filter wird der Durchsatz des einstellbaren IIR-Filters
verbessert.
Tabelle 4.14: Verbesserungen durch allg. SSR-IIR-Filter
72 Die genaue Verwendungszeit hängt zusätzlich von der gewünschten shaping time ab. Kann aber ebenfalls nur
<16 µs sein.
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4.3.4 Übertragungsfunktion des allgemeinen SSR-IIR-Filters
Fragestellung
Wenn ein allgemeiner IIR-Filter als VK zur Energiewertbestimmung eingesetzt werden soll, so stellt
sich die Frage, wie dessen ÜF aussehen kann, damit genügend analytische Berechnungsfähigkeit
vorliegt, um die Verbesserungen (siehe Tabelle 4.14) zu erreichen und den Filter implementierbar
zu halten.
Ansatz der ÜF der Impulsformung einer exponentiellen Stufe zu Cusp-like
Eine häufig verbreitete Detektorimpulsform ist die exponentielle Stufe (siehe Abbildung 2.13 (a))
nach der Modellgleichung (4.16).
xExpS [n] =
{
0 für n < 0
Ae−n
Ts
τ für n≥ 0
; mit Ts - Abtastperiodendauer; τ - Zeitkonstante (4.16)
Dabei ist xExpS [n] der zeitdiskrete Verlauf einer exponentiellen Stufe, Ts die Abtastperiode des ADC,
τ die Zeitkonstante zur Relaxation des Impulses und A die Impulsamplitude. Diese Impulsform
zu wählen ist aus zwei Gründen nützlich. Zum einen ist dies eine häufige Impulsform moderner
Detektorenvorverstärker oder gar Detektoren mit einer steilen einleitenden Flanke für eventuelle
Zeitmessungen mit höher Zeitauflösung und einer flacheren abfallenden Flanke, welche meist
über τ sogar einstellbar ist und so einen guten Kompromiss zwischen genauer Energieinformation
(große τ) für hohe Energieauflösung oder geringer Relaxationszeit (kleine τ) für ein schnelles
Zurückkehren zur Baseline73 für hohe Ereignisraten mit geringer Pileup-Wahrscheinlichkeit bil-
det. Zum anderen hat der Ansatz der exponentiellen Stufe den Vorteil, auch die konventionelle
Detektorimpulsform der konstanten Stufe (siehe Abbildung 2.13 (b)) durch die Grenzwertbildung
limτ→∞ xExpS [n] zu modellieren. Die gewünschte DFA ist nun die zeitdiskrete Cusp-like-Form
yCl [n] nach Gleichung (4.17).
yCl [n] =

An2 für 0≤ n < k
Ak2 für k ≤ n < k+ l
A(2k+ l−n)2 für k+ l ≤ n < 2k+ l
0 sonst
(4.17)
Dabei sind die einstellbaren Parameter der Cusp-like-DFA k und l in Abbildung 4.7 illustriert.
Abbildung 4.7 zeigt die allgemeine Form der Cusp-like-DFA. Die Parameter k und l sind einstellbar,
was direkten Einfluss auf die Form der DFA hat und damit auch auf die Energieauflösung. Parameter
k entspricht der Länge der ansteigenden und abfallenden Flanke der Cusp-like-DFA und Parameter
l der Länge des Flat-tops. Die gestrichelte Linie in Abbildung 4.7 zeigt eine DFA mit veränderten
Parametern k2 = 1,2 · k und l2 = 1,5 · l. Es ist zu erkennen, dass die Veränderung von k ebenso
direkten Einfluss auf die DFA-Höhe hat und nicht nur auf die Anstiegszeit.
Die detaillierten analytischen Aufbereitungen der Detektorimpulsform und der DFA an dieser
Stelle haben den Grund, dass die benötigte ÜF, welche einen Detektorimpuls in die Cusp-like-
DFA überführt, anhand dieser Informationen und nach Gleichung (2.6) berechnet werden kann74 .
73 Grundlinie des Detektorausgangs bei Inaktivität
74 Stellt man Gleichung (2.6) zu Y (z)=H (z)X (z) um, so zeigt sich, dass sich die im Ortsraum ursprüngliche Faltung
der Eingangsfolge mit der Impulsantwort des Filters, durch eine Multiplikation der ÜF mit der Eingangsfolge











Abbildung 4.7: Allgemeine Form einer digitalen Cusp-like-DFA mit k (Länge des Anstiegs und
Abfalls) und l (Länge des Flat-top)
H (z) selbst lässt sich also durch die Division der z-transformierten Eingangsfolge (X (z)) und der
z-transformierten DFA (Y (z)) (gewünschte Ausgangsfolge) nach Gleichung (4.18) für die gesuchte






} ; Z {} - Operator der z-Transformation (4.18)
Zur Vereinfachung lässt sich Y (z) = Z {yCl [n]} berechnen, indem die z-Transformation der bipo-
laren Antwort yClbp [n] (Ableitung der eigentlichen DFA) berechnet wird und diese anschließend
integriert wird. Im z-Raum stellt sich dieser Sachverhalt durch Gleichung (4.19) dar.
Z {yCl [n]}=
1







Der bipolaren Antwort wird also ein Integrator nachgeschaltet, welche dann zur eigentlichen
Cusp-like Form führt. Abbildung 4.8 zeigt die einzelnen Zwischenschritte einer Cusp-like- und
einer Trapez-Filterimplementierung am Beispiel einer exponentiellen Stufe als Eingangssignal.
Die bipolare Antwort yClbp [n] ergibt sich für den Cusp-like aus yCl [n] durch Gleichung (4.20).
Bei der genauen Betrachtung ist zu erkennen, dass nach der Differenzierung der Folge yCl [n]
der Faktor 2 unterschlagen wurde. Wird dies durchgeführt, so folgt daraus, dass das Maximum
der vom Filter erzeugten DFA nur halb so hoch wird wie im Normalfall. Dieser Schritt kann zur
Vereinfachung ausgeführt werden, da in der entstehenden Filterimplementierung der Faktor 2 nur
zu einer Skalierung der Koeffizienten des Zählerpolynoms der ÜF führt und zwar in einem Bereich,
in dem durch geschickte Einstellung von k und l sowieso keine zusätzliche Energieauflösung zu
gewinnen ist, da der letztendliche Energiewert bereits durch Rauschen verunreinigt ist.
yClbp [n] = A
 pos. Sägezahn︷ ︸︸ ︷(u [n]−u [n− k])n+ neg. Sägezahn︷ ︸︸ ︷(u[n− k− l]−u[n−2k− l]) (n−2k− l)

mit u [n]− Folge der Einheitsstufe für n≥ 0
(4.20)
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 Cusp-like (Skala rechts)
 
Abbildung 4.8: Schritte des Cusp-like- und Trapez-Shapings; (a) Eingangssimpuls durch expo-
nentielle Stufe xExpS [n]; (b) bipolare Antwort; (c) Ausgang nach Integration der
bipolaren Antwort; nach [JÄGER2013]













Mit dem Hilfsausdruck Z {n ·u [n− k]}= Z {(n− k)u [n− k]}+Z {k ·u [n− k]} ergibt sich weiter
die ÜF als IIR-Filter nach Gleichung (4.22).
HExpCl (z) = 11−z−1
A





































Es ist zu erkennen, dass HExpCl (z) einen IIR-Filter ergibt, da X (z) 6= const. ist. Die ÜF ist weiter
von der Amplitude A unabhängig. Die Skalierung der DFA-Höhe geschieht also ausschließlich
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durch die Höhe der Eingangsfolge selbst. Der FIR-Anteil (Y (z)) besitzt 10 Koeffizienten mit 10,
durch die Parameter k und l, veränderlichen Tap-Delays75 . Der IIR-Anteil (X (z)) ist dagegen eine
Konkatenation von 3 Integratoren. Aus HExpCl (z) lassen sich nun die Sonderfälle für die ÜFen zur
Formung einer konstanten Stufe HKoCl mit HKoCl (z) = limτ→∞ HExpCl (z) nach Gleichung (A.12) zu
einer Cusp-like-DFA oder zu einer Cusp-like-DFA ohne Flat-top mit HKoCloFT (z) = HKoCl (z, l = 0)
nach Gleichung (A.13) (siehe Kapitelpunkt A.11) ableiten. Zum Vergleich sei erwähnt, dass sich
die ÜF einer Trapez-DFA aus einer exponentiellen Stufe HExpTr (z) nach [BOGOVAC2009] mit
Gleichung (4.23) ergibt.
HExpTr (z) =
1−Ez−1− z−k +Ez−(k+l)− z−(k+l)+Ez−(k+l+1)+ z−(2k+l)−Ez−(2k+l+1)
(1− z−1)2
(4.23)
Hier ist zu erkennen, dass nur 8 Tap-Delays und 2 konkatenierte Integratoren benötigt werden. Der
Filter ist also weniger komplex und benötigt bei der Implementierung weniger Ressourcen, als die
ÜF HExpCl (z) siehe Gleichung (4.22) und kann als Spezialfall eines allgemeinen IIR-Filters mit 10
Koeffizienten, 10 Tap-Delays und 3 Integratoren gebildet werden. Schlussfolgernd lässt sich also
festhalten, dass für den Ansatz des allgemeinen IIR-Filters in der vorliegenden Arbeit 10 Tap-Delays
mit jeweils einem Koeffizient und 3 optionale Integratoren benötigt werden. Mit dieser ÜF ließe sich
auch eine Trapez-Impulsformung aus exponentiellen Stufen oder eine Cusp-like-Impulsformung
aus konstanten Stufen durchführen, wenn die Koeffizienten und Tap-Delays entsprechend gewählt
werden. Aus diesem Grund wurde in der vorliegenden Arbeit ein allgemeiner IIR-Filter als VK für












Unterschiede der ermittelten ÜF zum Stand der Technik
Bei den existierenden IP-Cores von Xilinx oder Altera werden FIR-ÜF umgesetzt, welche eine be-
stimmte Anzahl von aufeinanderfolgenden Samples durch Koeffizienten skalieren und dann addieren.
Oder mathematisch ausgedrückt: für eine ÜF der Ordnung N sind genau N+1 Koeffizienten festzule-
gen, welche dann auf eine Eingangsfolge mit den Samples x [n] ,x [n−d] ,x [n−2d] , . . . ,x [n−N ·d]
mit d = 1 wirken. Für den FIR-Filteranteil in der vorliegenden Arbeit ist d unbestimmt und muss
über dm eingestellt werden. Ein konkret gewünschter Shaper kann bspw. eine Ordnung N = 5000
besitzen, wenn die Cusp-like-DFA bspw. 2k + l = 5000 ns lang sein soll. Trotzdem bleibt die
Anzahl der benötigten Tap-Delays konstant und damit die Anzahl der von 0 verschiedenen Koeffi-
zienten. Die Ursache für diesen Zustand ist der Zweck des Filters in der vorliegenden Arbeit zur
Impulsformung und nicht zur Veränderung des Spektrums (Frequenzmanipulation) eines Signals.
4.3.5 CFT als SSR-FIR-Filter zur Pileup-Verwerfung
Problemstellung
In der Arbeit [HASELM2010], welche ein Vertreter der Impuls über einem Schwellwert (PoT)-
Methode ist, ergeben sich 2 entscheidende Nachteile, weshalb diese Methode sehr selten angewendet
75 Ein veränderbares Tap-Delay verändert die Ordnung des Filters.
102
4.3 Ansätze für das digitale DES zur Ionenstrahlanalyse
wird. Zum einen lassen sich nur Pileup-Ereignisse mit kleinem ∆t sehr gut erkennen, wenn es sich
bei allen auftretenden oder relevanten Detektorimpulsen um Impulse eines engen Amplitudenbandes
handelt. Dies ist allerdings für ein DES zur Ionenstrahlanalyse nicht der Fall, da hier Energietren-
nung über einen großen Amplitudenbereich (breites Energiespektrum) stattfinden soll. Zum anderen
muss bei größeren ∆t, bei dem sich der Auftrittszeitpunkt des Folgeimpulses weit in der abfallenden
Flanke des vorhergehenden Impulses befindet, ebenfalls keine zuverlässige Schwellenüberschrei-
tung eintreten. Ungünstigerweise steigt für steigende ∆t die Pileup-Wahrscheinlichkeit, so dass
die Pileup-Erkennung gerade hier gut funktionieren muss. Diese beiden Nachteile schränken die
Effizienz der PoT-Methode zu stark ein, sodass sie für die vorliegende Arbeit nicht zur Anwendung
kommen kann.
Die Zeit über einem Schwellwert (ToT)-Methode nach [DRAGONA2005] ist eine effektivere
Methode der Pileup-Erkennung, da in der Theorie die Form eines Detektorimpulses aber auch einer
DFA immer gleich ist (bis auf Skalierung der Amplitude) und damit der Bereich der auftretenden
ToT für nicht Pileup-Ereignisse eingeschränkt wird. Ein Nachteil dieser Methode ist lediglich der
Schwellwert an sich. Dies liegt daran, dass die Methode auf Informationen der ausklingenden Flanke
der Impulse angewiesen ist, um die ToT zu messen. Im gewöhnlichen Fall hat die ausklingenden
Flanke der Impulse allerdings im Bereich typischer Schwellwerte einen geringen Anstieg. Dies,
kombiniert mit Signalrauschen, senkt die Zeitauflösung bei Schwellwertüberschreitung, was sich in
größeren Schwankungen der gemessenen ToT auswirkt. Dadurch kann es möglich sein, dass Pileup-
Ereignisse mit kleinerem ∆t nicht korrekt identifiziert werden, da der Verlauf der ausklingenden
Flanke von Pileup-Ereignissen zu nicht-Pileup-Ereignissen sehr ähnlich sein kann. Um diesen Effekt
zu kompensieren, kann die Schwelle tendenziell höher angesetzt werden, so dass sie nicht mehr im
Impulsbereich mit niedrigem absolutem Anstieg verläuft. Dadurch schließt man allerdings einen
großen Anteil an niederenergetischen Ereignissen, welche nicht einmal die konstante Schwelle
erreichen, für die Pileup-Erkennung aus. Aufgrund dieser Defizite ist auch diese Methode für die
vorliegende Arbeit mit den zu unterstützenden breiten Amplitudenband nicht geeignet.
Vertreter der Methode der „Auswertung des Anstiegs über den Impulsverlauf“, wie
[ARSENEAU1993], verfolgen einen effizienten Ansatz zur Pileup-Erkennung, weil die Anstiegs-
änderung des Impulsverlaufs prinzipiell eindeutige Indizien für ein Pileup-Ereignisse sind. In
[ARSENEAU1993] wird dabei auf der ausklingenden Flanke eines Impulsverlaufs eine streng fal-
lende Monotonie angenommen und bei Verstoß innerhalb der Impulslänge auf ein Pileup-Ereignis
geschlossen. Dies funktioniert für die in [ARSENEAU1993] vorkommenden Detektorimpulse
akzeptabel, liefert allerdings für stark über-abgetastete, mit Rauschen überlagerte Impulsverläu-
fe, welche eine große Relaxationszeit (Impulse von exponentielle Stufen mit großen τ) oder gar
„unendliche“ Relaxationszeit (Impulse mit konstanten Stufen) besitzen fehlerhafte Ergebnisse. Da
die vorliegende Arbeit die Zielsetzung beinhaltet einen Ansatz zu verfolgen, welcher beliebige
auch aktuell noch unbekannte Detektorimpulsformen unterstützt, kann der konkrete Ansatz nach
[ARSENEAU1993] nicht genutzt werden.
Ansatz der Pileup-Erkennung durch den CFT als SSR-FIR-Filter
Um in der vorliegenden Arbeit einen Ansatz zu entwickeln, welcher eine Pileup-Erkennung für
beliebige Impulsformen bereitstellt, wird die Überlegung angestellt, dass eine effiziente Pileup-
Erkennung eine Detektion aller Ereignisse mit ihrem zeitlichen Auftreten voraussetzt. Nur dann,
wenn diese Informationen vorliegen, kann bei bekannter Impulslänge entschieden werden, ob
ein Ereignis während eines Impulsverlaufs eines vorhergehenden Ereignisses stattfand und da-
mit Pileup vorliegt. Die zeitliche Bestimmung aller Ereignisse muss optimalerweise mit hoher
Zeitauflösung geschehen, damit die zeitliche Trennbarkeit aller Ereignisse auch bei kleinen ∆t
zuverlässig ist. Aus diesem Grund ist es der Ansatz der vorliegenden Arbeit den CFT, welcher
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für optimale Zeitauflösung beliebiger Impulsformen konfigurierbar ist, für eine bessere Pileup-
Erkennung zu nutzen. Da der CFT im Prinzip ein einstellbarer Differenzierer ist, handelt es sich
also bei dem gewählten Ansatz um einen Vertreter der Methode zur „Auswertung des Anstiegs
über den Impulsverlauf“. Die Idee ist weiter, dass die detektierten Crossover-Zeitpunkte eines
dann zusätzlich zur Energiewertbestimmung parallel geschalteten CFT-Filters anzeigen, ob ein
weiterer Impuls den aktuellen Impuls beeinflusst und es sich somit aktuell um ein Pileup-Ereignis
handelt. Abbildung 4.9 illustriert anhand einer exponentiellen Stufe mit starker Überabtastung76 ,
wie die CFT-DFA mit CFF = 0,8 zur Pileup-Erkennung beiträgt. Abbildung 4.9 zeigt die DFA des
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Abbildung 4.9: Darstellung eines realen Pileup-Impulses (schwarz) mit CFT-Filter (d = 30 ns,
CFF = 0,2) (rot) und CFT-Filter (d = 30 ns, CFF = 0,8) (blau) (a) und den
Ausschnitten der Ereigniszeitpunkte in (b) und (c)
CFT-Filters mit den Parametereinstellungen CFF = 0,2 (rot) und CFF = 0,8 (blau) für gleiches
Delays von 30 ns. An den vergrößerten Ausschnitten der Ereigniszeitpunkte in Abbildung 4.9 (b)
und (c) ist zu erkennen, dass lediglich ein CFF = 0,8 einen Crossover der CFT-Funktion erzeugt.
Dagegen ist für CFF = 0,2 der Unterschwinger der CFT-Funktion nicht groß genug ausgeprägt,
um unter 0 zu gelangen. Erst ein Folgeimpuls der nahe am Ende der Relaxationszeit erfolgen
würde, würde wieder einen Crossover erzeugen. Bei der Pileup-Erkennung muss aber so früh wie
möglich wieder ein Crossover erzeugt werden können. Die Parameter des CFT müssen damit für die
Pileup-Erkennung auf d > Anstiegszeit und 0,8 <CFF < 1 angepasst werden. Tritt ein weiterer
Crossover während der Berechnung der DFA des IIR-Filters zur Energiewertbestimmung auf, so
liegt aktuell ein Pileup-Ereignis vor.
76 Daraus folgt immer eine große Zeitkonstante τ der exponentiellen Stufe in Einheiten von Ts.
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Verbesserungen zum Stand der Technik
Durch die Nutzung des CFT zur Pileup-Erkennung werden die in Tabelle 4.15 aufgezählten Verbes-
serungen im Vergleich zum Stand der Technik erreicht.
Nr. Verbesserung
1.
Die Pileup-Erkennung ist nun mit der guten Zeitauflösung des CFT für gute Trennbarkeit
von Ereignissen und eine Anwendbarkeit auf beliebige Detektorimpulse möglich.
2.
Durch die Anpassung des Parameters CFF lassen sich nun Einflüsse des Signalrauschen
auf die Effektivität der Pileup-Erkennung kompensieren.
3.
Es werden keine absoluten Schwellen für die Pileup-Erkennung verwendet, welche die
Anwendbarkeit beschränken würden.
4.
Die Pileup-Erkennung kann durch die SSR-Filterimplementierung des CFT mit vollem
Durchsatz geschehen.
5.
Durch die Erkennung eines jeden einzelnen Ereignisses durch den Pileup-CFT-Filter
anhand eines Crossovers ist eine korrekte Zählung aller auftretenden Ereignisse möglich.





In diesem Kapitel werden Details und Problemlösungen während der Implementierungsphase der
vorliegenden Arbeit bzgl. der verfolgten Ansätze diskutiert.
5.1 Implementierungen zu allgemeinen Ansätze
5.1.1 Totzeit-FIFO
In diesem Kapitelpunkt wird die Implementierung zum Ansatz „Totzeit-FIFO zur Minimierung der
Totzeit“ siehe Kapitelpunk 4.1.2 vorgestellt.
BRAMs als Technologie der Totzeit-FIFO
Von den Speichern der Totzeit-FIFO muss im schlimmsten Fall dieselbe Datenrate pro Kanal
schreibend oder lesend verarbeitet werden, wie sie vom ADC geliefert wird. Diese Datenraten sind
1 GByte/s für das digitale TDPAC-Spektrometer und 1,5 GByte/s für das DES zur Ionenstrahlanalyse
pro Kanal. Diese Anforderung lässt sich ohne weiteres mit gängigen SD-RAM-Technologien
erfüllen, allerdings nicht ohne die zusätzliche Verwendung von SRAMs (BRAMs im FPGA) als
Kommunikationspuffer in Kombination mit den verwendeten SD-RAMs. Da also ohnehin die
BRAMs des FPGA benötigt werden, ist bei geringer notwendiger Speicherkapazität zu entscheiden,
ob lediglich BRAMs eingesetzt werden können, um die Totzeit-FIFOs zu realisieren. Die FIFO-
Kapazität FIFOKap ist in der Tat in der vorliegenden Arbeit unkritisch, wie später erläutert wird,
sodass auf den Einsatz von SD-RAMs ganz verzichtet werden kann.
Die Technologie der BRAMs kann mit dem „FIFO Generator“ IP-Core von Xilinx effizient zu
FIFOs verschaltet und in Eingangs-, Ausgangsdatenbreite und Kapazität konfiguriert werden. Dabei
können die FIFOs durch dual-port BRAMs realisiert werden, was das gleichzietige Lesen und
Schreiben ermöglicht und für die effiziente Entkopplung der Totzeit und dem Durchsatz absolut
notwendig ist77 . Nützlich ist dabei, dass die chronologische Reihenfolge aller Samples nach dem
Auslesen aus dem Speicher erhalten bleibt. Dies vereinfacht die Adressverwaltung des Speichers zu
einem einfachen zyklisch verlaufenden Lese- und Schreibzeigerverfahren. Durch dieses Vorgehen
reduziert sich die Menge der Statussignale der Totzeit-FIFO auf diejenigen, welche lediglich ihren
„leer“ und „voll“-Zustand anzeigen.





Pro Taktzyklus speichert die Totzeit-FIFO den gesamten relevanten ADC-Datenstrom, der ebenfalls
pro Taktzyklus von der ADC ausgegeben wird. Daraus folgt, dass die Eingangsdatenbreite für das
digitale TDPAC-Spektrometer
16 Samples/Taktzyklus · 8 Bit ADC-Bitbreite = 128 Bit bei 62,5 MHz und für das DES
8 Samples/Taktzyklus · 12 ADC-Bitbreite = 96 Bit bei 125 MHz beträgt. Dabei wird die parallel
anfallende Anzahl an Samples (Sample-Pack) als ein Datum angesehen und an die Totzeit-FIFO
übergeben. Die spezifische Eingangsdatenbreite der FIFO wird durch eine konkrete Anzahl an
parallel geschalteten BRAMs realisiert.
Ausgangsdatenbreite
Die Ausgangsdatenbreite der Totzeit-FIFO kann nach 2n · Eingangsdatenbreite mit n ∈ Z variiert
werden. Dies ermöglicht also mehr oder weniger Samples pro Taktzyklus auszulesen als am FIFO-
Eingangs eingegeben werden. Damit keine Daten verloren gehen, muss die Ausgangsdatenrate
mindestens der Eingangsdatenrate entsprechen. Für n < 0 muss demzufolge die Ausleserate erhöht
werden. Für n > 0 kann aber auch eine entsprechende Absenkung der Ausleserate erfolgen. Die
Ausgangsdatenbreite kann nun je nach der im FPGA realisierbaren Schaltung der VKe angepasst
werden. Dies ist zum Beispiel notwendig, wenn die Schaltung der VKe aus technischen Gründen
nicht in der Lage ist, eine bestimmte Datenbitbreite pro Taktzyklus zu verarbeiten. Erstrebenswert
ist jedoch, dass die Eingangsdatenbreite und Ausgangsdatenbreite gleich groß sind, da dies die im
System behandelte Datengröße einheitlich hält. In diesem Fall kann auch die gleiche Taktdomäne
für den Eingangs- und Ausgangs-Port der dual-port-FIFO genutzt werden.
Kapazität
Die Kapazität der Totzeit-FIFO lässt sich nun in Einheiten der Eingangsdatenbreite (i. F. ebenfalls
als Sample-Packs bezeichnet) festlegen. Dies hat den Vorteil, dass die Kapazität der Totzeit-FIFO
von der Eingangsdatenbreite als unabhängig betrachtet werden kann, was wiederum die Angabe
der festgelegten FIFO-Kapazität von der ADC-Bitbreite unabhängig macht. Die Kapazität der
FIFO ist vom IP-Core-Interface unabhängig und kann zu jeder Zeit angepasst werden ohne die
restliche Funktionalität des FPGA-Designs zu beeinflussen. Im Folgenden wird, mit Hilfe der War-
teschlangentheorie, die notwendige FIFOKap in Einheiten von Sample-Packs (umfasst 16 Samples




































TDPAC (a) 1000 200 1 1000 0,20 0,05 3,1 0,049 0,022
TDPAC (b) 100 200 1 1000 0,20 0,05 0,3 0,005 0,002
DES (a) 12000 25 1,33 31,25 0,80 3,20 4800 56,25 13
DES (b) 1000 300 1,33 375 0,80 3,20 400 4,7 1,1
Tabelle 5.1: Notwendige Totzeit-FIFO-Kapazität (FIFOKap) in Abhängigkeit von den Messbedin-
gungen
sicht über die benötigte Kapazität der Totzeit-FIFOs für verschiedene Messverhältnisse (schwarzer
dicker Rahmen in Tabelle 5.1) und damit in Abhängigkeit von Impulslänge, Ereignisrate und der
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Verarbeitungsrate eines VKs pro Kanal. In der Warteschlangentheorie wird die mittlere Anzahl
an Ereignissen (Impulsen) in der Warteschlange mit LQ bezeichnet. Wichtig für die Implemen-
tierbarkeit ist die daraus resultierende Anzahl an BRAMs pro Totzeit-FIFO (rechte Spalte von
Tabelle 5.1). Für das digitale TDPAC-Spektrometer ist zu erkennen, dass für die zu unterstützenden
Messbedingungen die Anzahl der in der Totzeit-FIFO befindlichen Ereignisse unter 1 liegt. Dies
wirkt sich auch auf die benötigten BRAM-Ressourcen aus, welche gering bleiben. Eine Angabe von
<1 Ereignissen ist deshalb möglich, da mit der Verarbeitung eines Ereignisses begonnen werden
kann, obwohl es noch nicht vollständig vom ADC an das FPGA übergeben wurde und somit noch
nicht vollständig in der FIFO gespeichert ist.
Bei den Angaben für das DES ist die notwendige FIFOKap größer. Dies liegt hauptsächlich daran,
dass 3 VKe 4 Kanäle bedienen müssen. Mit geringerem aber nicht zu vernachlässigbarem Einfluss
wirkt sich zusätzlich der Durchsatz eines VKs aus, welcher aus technologischen Gründen nicht dem
vollen Durchsatz entspricht (siehe Kapitelpunkt 5.3.2). Der Ressourcenbedarf der Totzeit-FIFOs für
das DES beläuft sich in einem beanspruchten Fall auf 13 BRAMs pro Kanal. Dies ist unkritisch, da
im verwendeten Virtex 6 FPGA 416 BRAMs zur Verfügung stehen. Dennoch kann es zum FIFO-
Überlauf kommen, wenn die Ereignisrate erhöht wird, da die VKe des DES zur Ionenstrahlanalyse
nicht mit vollem Durchsatz betrieben werden können. In diesem Fall wird das „voll“-Signal der
Totzeit-FIFO an den Anwender weitergeleitet, damit er in der Lage ist, die Messbedingungen so
abzuändern, dass die Ereignisrate für das Spektrometer angemessen ist.
Header-Datenfeld zur Ereignistrennung
Nachdem ein Ereignis detektiert wurde, werden nur die Sample-Packs des relevanten Impulsverlau-
fes in die Totzeit-FIFO geschrieben und das Messsignal zwischen den Impulsen wird verworfen.
Dies hat den Nebeneffekt, dass die Ereignisse ihren zeitlichen Bezug zum Zeitnullpunkt verlieren.
Dieser Effekt wird in der Totzeit-FIFO kompensiert, indem ein zusätzliches Header-Datenfeld
mit den Informationen der Anzahl der Sample-Packs des Ereignisses, dem Zählerwert des groben
Maßstabs und der ADC-Kanalnummer an den Anfang eines jeden Impulses in der Totzeit-FIFO
eingefügt wird. Bevor die ersten Daten aus einer zuvor leeren Totzeit-FIFO gelesen werden, ist
also bereits bekannt, dass es sich als nächstes um einen Header-Datenfeld mit den aufgezähl-
ten Informationen handeln muss. Diesem Header kann wie erwähnt die Anzahl der zugehörigen
Sample-Packs entnommen werden. Die folgende Ausleseschaltung weiß also genau, wie viele
Sample-Packs gelesen werden können bis das nächste Header-Datenfeld des nächsten Ereignis-




















































Abbildung 5.1: Beispielhafter Inhalt einer (b) Totzeit-FIFO bei (a) eingehendem ADC-Datenstrom
(nur Samples ungleich 0 sind angezeigt); Triggerschwelle (rot gestrichelte Linie)
wenn für diesen Kanal der Sampleverlauf aus Abbildung 5.1 (a) an der Impulsdetektion (siehe
Abbildung 4.1 (a)) mit der in Abbildung 5.1 in rot gestrichelten eingestellten Triggerschwelle
anliegt. Durch die Header-Datenfeld-Information könnte der originale Impulsverlauf, bis auf die
irrelevanten Signalanteile, aus dem FIFO-Inhalt rekonstruiert werden.
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Vermeiden von Datenkorruption bei FIFO-Überlauf
Wenn bei hohen Systemauslastungen ein Totzeit-FIFO-Überlauf auftritt, so bedeutet dies aus
schaltungstechnischer Sicht, dass die vom ADC ausgegebenen Sample-Packs eines Ereignisses
nicht vollständig in der Totzeit-FIFO gespeichert werden konnten. In diesem Fall würde die An-
zahl der zum Ereignis gehörenden Sample-Packs nicht mit der im Header angegebenen Anzahl
übereinstimmen. Damit würde ein korrupter Inhalt der Totzeit-FIFO vorliegen, der nur aufwen-
dig wieder korrigiert werden kann. Um diesen Zustand zu vermeiden wurde in der vorliegenden
Arbeit sichergestellt, dass nur vollständige Ereignisverläufe, einschließlich Header, in der Totzeit-
FIFO abgespeichert werden. Dazu wird der „Programmable Full“ Status des „FIFO Generator“
IP-Cores genutzt, dessen Schaltschwelle in Abhängigkeit der Impulslänge zur Laufzeit des FPGAs
angepasst wird. Voll ist die Totzeit-FIFO dann, wenn kein zusätzliches Ereignis inklusive Header
mehr gespeichert werden kann. Sollte in diesem Zustand ein neues Ereignis detektiert werden,
was gespeichert werden müsste, so wird auch auf eine teilweise Speicherung verzichtet und ein
Totzeit-FIFO-Überlauf angezeigt.
5.1.2 SSR-FIR-Filter zur Impulsformung
Die SSR-Implementierung eines FIR-Filters wird für das TDPAC-Spektrometer und für das DES
zur Ionenstrahlanalyse gleichermaßen benötigt. Aus diesem Grund wird in diesem Kapitelpunkt der
Teil der Implementierung zum Ansatz „Spezielle SSR-Filter zur Impulsformung“ (siehe Kapitel-
punk 4.1.4) vorgestellt, welcher sich ausschließlich mit dem SSR-FIR-Filter beschäftigt. Der Teil
zur Implementierung des SSR-IIR-Filteranteils, welcher nur für das DES zur Ionenstrahlanalyse
benötigt wird und auf dem SSR-FIR-Filter aufbaut, wird in Kapitelpunkt 5.3.2 vorgestellt.
Separate Implementierung von FIR- und IIR-Filteranteil
Für das digitale TDPAC-Spektrometer ist ein SSR-FIR-Filter nach Gleichung (4.2) und für das DES
zur Ionenstrahlanalyse ein SSR-IIR-Filter nach Gleichung (4.24) zu implementieren. Wird eine
Eingangsfolge X (z) mit einer ÜF multipliziert, so entsteht die DFA Y (z) nach Gleichung (5.1) (a)
am Beispiel der ÜF HDES (z) für das DES zur Ionenstrahlanalyse.

































Da die reinen FIR- oder IIR-Filteranteile78 lediglich Produkte in der ÜF nach Gleichung (5.1)
sind, lassen sich beide Anteile trivialerweise faktorisieren und damit auch schaltungstechnisch
getrennt implementieren. Es ist ebenso möglich, die Anteile in ihrer Reihenfolge zu vertauschen.
So ist das Ergebnis von Y (z) aus mathematischer Sicht unabhängig davon identisch, ob zuerst der
IIR-Anteil und dann der FIR-Anteil auf X (z) angewendet wird (siehe Gleichung (5.1) (b)) oder der
IIR-Anteil auf die Anwendung des FIR-Anteils folgt (siehe Gleichung (5.1) (c)). Da der CFT-Filter
für das digitale TDPAC-Spektrometer keinen wirksamen IIR-Filteranteil besitzt (Nennerpolynom
der CFT-ÜF ist 1), wird in diesem Kapitelpunkt die Implementierung eines SSR-FIR-Filters zur
78 Der reine FIR-Anteil ist das Zählerpolynom (Multiplikation aller Nullstellen der ÜF) und der reine IIR-Anteil ist das
Nennerpolynom (Multiplikation aller Polstellen der ÜF) einer ÜF.
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Impulsformung betrachtet, welche dann für die ÜF des TDPAC-Spektrometers und des DES zur
Ionenstrahlanalyse zum Einsatz kommt.
Große Tap-Delay durch BRAM-Implementierung
Der Unterschied zwischen den Anforderungen an das Tap-Delay von Filtern zur Frequenzmani-
pulation (kurz FM) im Vergleich zu Filtern zur Impulsformung (kurz IF) lassen sich auf folgende
wesentliche Punkte zusammenfassen:
• Bei FM-Filtern werden Tap-Delays, auch für größere Filterordnungen, mit geringe Verzöge-
rungen (z.B. 1-2 Abtastperioden) benötigt, während bei IF-Filtern die Verzögerungen in der
Größenordnung der Filterordnung N liegen kann. Für das digitale TDPAC-Spektrometer werden
Zeitverzögerungen bis 50 Abtastperioden und für das DES zur Ionenstrahlanalyse Zeitverzöge-
rungen bis 16384 Abtastperioden benötigt und wurden implementiert.
• Bei FM-Filtern sind die Zeitverzögerungen der Tap-Delays konstant und es werden für verschie-
dene ÜF nur die Filterkoeffizienten angepasst. Bei IF-Filtern müssen zu den Koeffizienten auch
die Zeitverzögerungen prinzipiell variabel einstellbar sein.
Die großen Zeitverzögerungen eines einzelnen Tap-Delays kommen deswegen zustande, weil nur
wenige Koeffizienten der ÜF ungleich 0 sind und damit lange Ketten von zwischenzeitlich nicht
benötigten aufeinanderfolgenden Samples entstehen (Erläuterung siehe Kapitelpunkt A.12). Wenn
die Samples vorerst nicht benötigt werden, so müssen auch keine FF-Ketten zu ihrer Speicherung
genutzt werden. Aus diesen beiden Gründen wurden in der vorliegenden Arbeit die Tap-Delays
für IF-Filter mittels BRAMs implementiert. Ein BRAM-Konstrukt kann mit der Eingangs- und
Ausgangsbitbreite eines Samples oder eines Sample-Packs versehen werden, was die BRAM-
Implementierung nicht nur für nicht-SSR-IF-Filter sondern auch für SSR-IF-Filter prädestiniert.
Eine entsprechende Nachführung der Leseadresse zur Schreibadresse bewirkt einen beliebig einstell-


















Abbildung 5.2: BRAM als effektive Implementierung eines Tap-Delays für große Verzögerungen
eines nicht-SSR-Filters hier mit d = 14 Abtastperioden
eines BRAM-Konstrukts als Tap-Delay am Beispiel eines nicht-SSR-Filters mit d = 14 Abtast-
perioden. Die Leseadresse wird dabei je nach gewünschter zeitlicher Verzögerung der Schreib-
adresse nachgeführt. Es wird dabei die dual-port-Funktionalität der BRAMs benötigt, welche ein
gleichzeitiges Schreiben und Lesen des Sampledatenstroms ermöglicht. Die notwendige Logik
zur Behandlung eines Neubeginns des Adressbereichs ergibt sich bei Einsatz von Adressregistern
mit exakter Breite automatisch. So zeigt die nächste Zeigerkonstellation (Abbildung 5.2, graue
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Zeiger) ebenfalls ein Delay von 14 Abtastperioden wenn die Bereichsüberlaufseffekte von binären
Operatoren berücksichtigt werden. Mit nur drei 36 kBit BRAM im Virtex 6 FPGA konnten so
für das DES zur Ionenstrahlanalyse bereits Zeitverzögerungen von 8000 Abtastperioden (also
8000 ns) erreicht werden. Eine entsprechende Anwendung von 6 BRAMs führt zu ausreichenden
Zeitverzögerungen für die vorliegende Arbeit von insgesamt 16384 ns pro Tap-Delay. Für das
digitale TDPAC-Spektrometer werden für eine max. Zeitverzögerung von 50 Abtastperioden (also
50 ns) vier 18 kBit BRAM des Virtex-II Pro benötigt, obwohl von der Speicherkapazität ein 18 kBit
BRAM ausreichen würde. Der Grund dafür liegt in der Sample-Pack-Bitbreite von 128 Bit. Um
diese pro Taktzyklus zu speichern, werden bei einer maximalen BRAM-Eingangsbitbreite von
36 Bit aufgerundet 4 BRAMs benötigt. Mit den BRAM-Konstrukten wurden die Zeitverzögerungen
in Einheiten der Sample-Pack-Länge realisiert. Eine am Datenausgang der BRAMs implementierte
Schieberegistereinheit von konstanter Länge ermöglicht die Umsetzung der Zeitverzögerung in
Abtastperioden.
SSR-FIR-Filterimplementierung mit separaten Tap-Delays
Das entwickelte Tap-Delay wird in der vorliegenden Arbeit nun in der entsprechenden Eingangs-
und Ausgangsdatenbreite eines Sample-Packs79 für jedes einzelne Tap-Delay der verwendeten Filter
implementiert. Dazu wird für das digitale TDPAC-Spektrometer nur ein Tap-Delay benötigt, weil
es nur ein Delay d gibt und für den FIR-Filteranteil des DES zur Ionenstrahlanalyse 10 Tap-Delays.
Speziell durch die SSR-Implementierung verändert sich die Filterschaltung wie in Abbildung 5.3
am Beispiel der ÜF HIF (z) =−c1+c2 · z−d mit 4 Samples pro Taktzyklus der ADC-Datenstromrate























Abbildung 5.3: Schema der FIR-Filterimplementierung für HIF (z) mit Delay d = 6 Abtastpe-
rioden, Eingangsfolge x [n] und Ausgangsfolge y [n] als SSR-Variante mit 4
Samples pro Taktzyklus; „L“ im Tap-Delay symbolisiert die zusätzliche Logik zur
Erreichung eines Delays in Einheiten von Abtastperioden
das obere Tap-Delay ein Delay von d = 0 realisiert, um bspw. den CFT-Filter der vorliegenden
Arbeit zu implementieren. Nichtsdestotrotz, wird es mit dargestellt, um das Prinzip besser zu
verdeutlichen. Es wird nun für jeden Koeffizienten der in der ÜF ungleich 0 sein kann ein solches
79 digitalen TDPAC-Spektrometer: 16 Samples ·8 Bit = 128 Bit; DES: 8 Samples ·12 Bit = 96 Bit
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Tap-Delay instanziiert. In Abbildung 5.3 wird ein Delay von d = 6 für das Tap-Delay 2 dargestellt.
Dies bewirkt, dass die genau n-ten Samples der beiden Tap-Delay-Ausgänge um 6 Abtastperioden
verschoben sind. Die zeitverzögerten Samples, welche jetzt pro Zeitverzögerung aus einem einzigen
Tab-Delay stammen, werden mit den zugehörigen Koeffizienten multipliziert. Dabei vervielfältigt
sich der Multiplikationsaufwand entsprechend der Sample-Pack-Länge. Dies gilt auch für die dann
folgenden Additionen, welche genau die laut ÜF zueinander assoziierten Samples miteinander
addieren. Die entstehende Endsumme bildet dann genau einen Wert der Ausgangsfolge. Am Beispiel
von Abbildung 5.3 werden 4 Samples pro Taktzyklus in die FIR-Filterschaltung eingegeben und
es werden ebenso 4 Werte der Ausgangsfolge pro Taktzyklus berechnet. Analog zur Struktur
in Abbildung 5.3 wurde für die ÜF des DES zur Ionenstrahlanalyse eine Implementierung mit
10 Tap-Delays ausgeführt.
Koeffizienten-Multiplikation für alle Samples simultan
Die Koeffizienten-Multiplikation erfolgt nach Abbildung 5.3 für die einzelnen Samples aller Tap-
Delays simultan. Jedem Sample (Multiplikanden) wird dabei ein eigener Multiplizierer zugeordnet.
Der Multiplikatoreingang des Multiplizierers ist dabei der eigentliche Koeffizient, welcher durch
Register getrieben wird und sich je nach gewünschter ÜF verändern lässt. Der Koeffizient ist dabei
pro Tap-Delay gleich. Die Multipliziererkonfiguration wurde in der vorliegenden Arbeit für Multi-
plikand und Multiplikator als vorzeichenbehaftet gewählt, da einerseits die Koeffizienten ohnehin
positiv wie negativ sein können und die verwendeten ADCs ebenso positive wie negative Samples
nach dem 2-Komplement liefern.
Die Bitbreite der Koeffizienten ist eine sorgfältig zu wählende Größe, welche Auswirkung
auf die Berechnungs- und Ergebnisgenauigkeit des kompletten Filters hat (Erläuterung siehe
[OPPENH2010]). In der vorliegenden Arbeit wurde die ÜF des Cusp-like-Filters nach Glei-
chung (4.22) sowie die ÜF des Trapez-Filters für exponentielle Impulse [BOGOVAC2009] zur
Evaluierung der Multiplikator-Bitbreiten genutzt. Der Faktor E in Gleichung (4.22) kann für




annehmen, wobei sich E für die Anwendungs-
fälle in der vorliegenden Arbeit nahe 1 befindet. Der Parameter k, der die Rise-Time der DFA
darstellt, soll von 0 bis 16 µs (exakt 16384 ns) einstellbar sein. Daraus ergibt sich eine worst-case-
Abschätzung für den maximalen Betrag des ungünstigsten Koeffizienten aus Gleichung (4.22) von
k+E · k+1 < 2k+1 < 4k = 65536, was somit einen Multiplikator mit 16 Bit Vorkommabereich
plus ein Bit für das Vorzeichen als ausreichend darstellt. Die Nachkommagenauigkeit der Multi-
plikatoren ist mit 12 Bit ebenfalls ausreichend, um einen maximalen Fehlerbeitrag von 1 für ein
12 Bit Sample in der ÜF zu bewirken. Um zusätzliche Sicherheit zu erhalten wurde der Nachkom-
mabereich der Koeffizienten auf 19 Bit erweitert. Dies ergibt eine gesamte Multiplikatorbitbreite
von 16+ 1+ 19 = 36 Bit und multipliziert mit einem Sample eine Produktbitbreite von 48 Bit
vorzeichenbehaftet. Die 36 Bit der Koeffizienten entsprechen einer Fixpunktdarstellung und können
damit größere Wertebereiche auf Kosten der Koeffizientengenauigkeit oder kleinere Wertebereiche
zugunsten der Koeffizientengenauigkeit realisieren. Die geschickte Wahl der Registerwerte für die
Koeffizienten ermöglicht es diese Flexibilität auszuschöpfen. In der späteren Anwendung der vorlie-
genden Arbeit werden diese Registerwerte ausschließlich durch die Software berechnet und gesetzt.
Für das DES zur Ionenstrahlanalyse ist der Ressourcenbedarf eines einzelnen Multiplizierers mit
2 von 768 der im FPGA vorhandenen DSPs akzeptabel. Es werden somit bei 10 Koeffizienten
und einer Sample-Pack-Länge von 8 insgesamt 160 DSPs benötigt. Für das TDPAC-Spektrometer
war das Multiplikationsmodul als unkritisch zu bewerten, da der einzige variable Koeffizient nach
Gleichung (4.2) der CFF ist. Dieser Koeffizient muss nach Anwendung im Wertebereich [0,1)
liegen und hat mit einer Koeffizientenbreite von 8 Bit eine ausreichend große Einteilungsgenauigkeit
in Stufen von 128 ≈ 0,004.
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Der verbleibende Freiheitsgrad der konzeptionierten Multiplizierer blieb mit der Latenzzeit festzule-
gen. Eine minimale Latenzzeit von einem Taktzyklus wäre für die Multiplizierer möglich gewesen.
Trotzdem wurde die Latenzzeit auf 2 Taktzyklen erhöht, was die Anforderungen an die Platzierung
und Verdrahtung der Multiplizierer im FPGA erheblich entspannte. Probleme bei der Platzierung
und Verdrahtung waren während der Implementierungsphase der vorliegenden Arbeit immer von
erheblicher Präsenz. Dies lag daran, dass der Füllungsgrad der eingesetzten FPGAs (verwendete
Ressourcen) so hoch ist, dass Schaltungen mit den vom Synthese-Tool prognostizierten Taktzeiten
der Netzlisten kurz oberhalb der eingesetzten Taktfrequenzen nicht ohne Probleme zu platzieren
und zu verdrahten waren. Aus diesem Grund waren Schaltungen mit höheren Latenzzeiten und
dafür aber weitaus höheren erreichbaren Taktfrequenzen in der vorliegenden Arbeit angestrebt. Mit
der Erhöhung um einem Taktzyklus tragen alle Multiplizierer vernachlässigbar zur Latenzzeit des
SSR-FIR-Filters im Vergleich zum Stand der Technik aber auch im Vergleich zum Additionsmodul
(für alle skalierten Samples) bei. Auch der Durchsatz wird durch die erhöhte Latenzzeit nicht be-
einträchtigt, da der Xilinx „Multiplizierer“ IP-Core, welcher in der vorliegenden Arbeit verwendet
wurde, volles Pipelining80 für alle einstellbaren Latenzzeiten unterstützt.
Vollständiger Addiererbaum zur Additionen mit niedriger Latenzzeit
Für SSR-FIR-Filterimplementierungen mit vollem Durchsatz werden nach Abbildung 5.3 genau
so viele Additionsmodule benötigt werden, wie die Anzahl der Werte der Ausgangsfolge y [n] pro
Taktzyklus beträgt (also die Sample-Pack-Länge). Ein Additionsmodul beendet damit pro Taktzyklus
die Addition so vieler Summanden, wie Tap-Delays existieren. Die Summanden haben ihren
Ursprung aus den mit den Koeffizienten multiplizierten Samples der gleichen Sample-Pack-Indizes.
Die Bitbreiten für Eingang und Ausgang aller Additionseinheiten wurden in der vorliegenden Arbeit
immer so gewählt, dass kein Genauigkeitsverlust entstehen kann. Um für die Additionsmodule den
geforderten Durchsatz bei minimaler Latenzzeit zu gewährleisten, wurde in der vorliegenden Arbeit
ein vollständiger Addiererbaum, nach Abbildung 5.4 für 10 Tap-Delays gezeigt, implementiert. In
Abbildung 5.4 bedeutet dabei x̃ [n−dm] := bm · x [n−dm] mit Bezug auf Gleichung (4.24). Es ist
weiter zu erkennen, dass ein Additionsmodul die Anzahl der zu addierenden Summanden pro Stufe
auf die Hälfte reduziert. Da aber die Anzahl von 10 Tap-Delays keine Potenz von 2 ist, mussten
ungenutzte Summanden durch konstante 0-Eingänge ersetzt werden. Durch das Synthese-Tool
werden dann Optimierungen vorgenommen, welche die betreffenden Additionsmodule aussparen
und durch Pipeline-Register (siehe Abbildung 5.4 grüne Addierer) ersetzen. Der Grund dafür
dennoch eine VHDL-seitige vollständige Ausführung des Addiererbaums vorzunehmen war, dass
die FIR-Filterimplementierung so leichter um zusätzliche Tap-Delays erweitert werden kann.
Dazu müssen lediglich Modul-Konstanten (VHDL-Generic-Konstanten) verändert werden. Für
die Latenzzeit einer einzelnen Additionsstufe wurden 2 Taktzyklen gewählt. Der Grund dafür ist,
dass keine DSPs zur Umsetzung der Addierer genutzt werden konnten, weil der vorliegende Xilinx
„Addierer“ IP-Core nur DSP-basierte Addierer bis zu einer Summandenbreite von 48 Bit unterstützt.
Die 2. Stufe des Addiererbaums hat allerdings schon 49 Bit als Summandenbreite. Dadurch muss
in der vorliegenden Arbeit eine Fabric-Implementierung (nur unter Verwendung von LUTs und
FFs) der Addierereinheiten eingesetzt werden, welche nicht so hoch wie DSP-Implementierungen
getaktet werden konnte. Um die Anforderungen an die Platzierung und Verdrahtung entspannter zu
gestalten eignete sich abermals die Erhöhung der Latenzzeit auf 2 Taktzyklen. Wie in Abbildung 5.4
zu erkennen ist, benötigt ein vollständiger Addiererbaum für die verwendeten 10 Tap-Delays 4
Stufen. Für eine verlustfreie Addition ergibt sich eine resultierende Summenbitbeite von 52 Bit nach
der 4. Stufe, wenn die 48 Bit Produktbitbreite (siehe Kapitelpunkt 5.1.2) am Eingang anliegen.
80 Die Folge ist, dass mit jedem Taktzyklus von der Schaltung neue Eingangsdaten aufgenommen und alte fertig
prozessiert werden können, obwohl die Latenzzeit mehr als einen Taktzyklus beträgt.
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Abbildung 5.4: Addiererbaum eines Additionsmoduls für den FIR-Filteranteil des IIR-Filters mit
den Additionsstufen 1-4
Flexible Koeffizientenanzahl und resultierende Latenzzeit
Das sample-genaue Tap-Delay ist ein zentrales Element der entwickelten SSR-FIR-
Filterimplementierung zur Impulsformung. Die Anzahl der benötigten Tap-Delays richtet sich
nach der Anzahl an Koeffizienten, welche in der ÜF ungleich 0 sein könnten. Dies gilt bei der
Impulsformung unabhängig von der Filterordnung. Um also eine mächtigere ÜF zu realisieren,
kann die Anzahl der unterstützten Koeffizienten erweitert werden. Aus diesem Grund wurde die
Implementierung der SSR-FIR-Filterschaltung so umgesetzt, dass die Koeffizientenanzahl mittels
VHDL-Generic-Konstanten vor der Synthese angepasst werden kann. Die Anzahl der Tap-Delays
und die nachfolgende notwendige Mächtigkeit des Multiplikations- und Additionsmoduls erge-
ben sich daraus automatisch. Die Latenzzeit des entwickelten SSR-FIR-Filters ergibt sich aus der
Summe der Latenzzeiten eines Multiplkationsmoduls mit 2 Taktzyklen und eines Additionsmoduls.
Die Latenzzeit eines Additionsmoduls hängt von der Koeffizientenanzahl ab, weil die Anzahl der
Additionsstufen, mit jeweils 2 Taktzyklen Latenzzeit, durch die Koeffizientenanzahl bestimmt
ist. Für die vorliegende Arbeit ergibt sich für den IF-FIR-Filter des DES eine Latenzzeit von
2+2 · dlog2(10 (Koeffizientenanzahl))e= 10 Taktzyklen. Damit hängt die resultierende Latenzzeit
ebenso von der Koeffizientenanzahl ab. Dies ist ein grundlegender Unterschied zum Stand der
Technik bei FM-FIR-Filtern, bei denen die Latenzzeit von der Ordnung N abhängt, welche in der
vorliegenden Arbeit mehrere Tausend betragen kann.
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5.2 Implementierungen zum digitalen TDPAC-Spektrometer
5.2.1 FPGA-Design
Als Ausgangspunkt soll die Abbildung 5.5 gelten, welche alle Schaltungsmodule im Xilinx Virtex-II














































Abbildung 5.5: FPGA-Schaltungsmodule und ihr Verbindungen für das digitale TDPAC-
Spektrometer; Front-Panel-Anschluss link; Backplane-Anschluss recht; VK 2
ist eine weitere Instanziierung wie VK 1
ist einmal pro Digitizer-Module verbaut, welches 2 ADC-Kanäle an das FPGA weiterleitet. In
Abbildung 5.5 (linke Seite) sind die 2 ADC-Datenstromeingänge, welche eine Datenbitbreite
(Sample-Pack-Bitbreite) von 128 Bit (= 16 Samples·8 Bit/Sample) haben, mit Kanal 1 und 2
bezeichnet. Die ADC-Daten werden also mit 62,5 MHz an den FPGA übergeben. Als Datenausgang
existiert eine externe Schnittstelle eines lokalen Busses (kurz LB) (Abbildung 5.5 rechte Seite).
Hierbei handelt es sich um das Kommunikationsinterface zu einem PLX-Schaltkreis, der als Bridge
zwischen den Bussen LB und cPCI fungiert. Über den LB findet damit die Kommunikation mit dem
Mess-PC statt. Dazu gelten Register-Transfers lesend wie schreibend und die Datenübergabe der im
FPGA gespeicherten Ereignis-Datenfelder als DMA-Transfer an den Mess-PC. Als letzte externe
Schnittstelle sind 2 I/O-Ports zu erkennen, welche sich am Front-Panel der Digitizer befinden und
zur Synchronisation des Zeitzählers für den Grobmaßstab tgrob zwischen den 3 verwendeten FPGA-
Digitizern genutzt werden. Dabei wird ein Digitizer als Master bestimmt, welcher das „Synch
tgrob Master“-Signal als Ausgang treibt. Dieses Signal wird an den „Synch tgrob“-Eingang aller
beteiligten Digitizer weitergeleitet und setzt den Zähler auf 0. Zur Einstellung aller im FPGA-Design
befindlichen Funktionalitäten wird die „Registerbank“ verwendet. In diesem Modul werden FFs
zur Speicherung der FPGA-internen Einstellungen genutzt, welche über den LB und damit vom
Mess-PC geschrieben oder gelesen werden können. Es werden dabei folgende Registergruppen für
die FPGA-Schaltung jederzeit zugänglich gemacht.
1. Kontrollregister zum Starten und Stoppen der Messung jedes einzelnen Kanals sowie die
Festlegung einer ADC-Wert-Schwelle zur Ereignisdetektion
2. Übergabe von Status und Fehlerinformationen der FPGA-Schaltung an den Mess-PC (z.B.:
Füllstände und Überlaufinformationen der internen FIFOs)
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3. 16 Energiefensterregister pro Kanal zur Festlegung der Energiebereiche aller Start- oder
Stopp-γ-Quanten
4. Register zur Speicherung des CFF-Koeffizienten und Delays pro Kanal zur Konfiguration des
CFT-FIR-Filters
Schaltungsmodule und Datenfluss
Die ADC-Datenströme in Abbildung 5.5 gelangen über das ADC-Interface zu den internen Schal-
tungsteilen des FPGAs und treffen dort zuerst auf die Module „Impulsdetektion“ und die „Totzeit-
FIFO“. In der Impulsdetektion wird der in der Registerbank eingestellte Schwellwert genutzt, um
nur die relevanten Impulsdatenpassagen aus den ADC-Datenströmen zu filtern. Diese Impulsda-
tenpassagen werden durch Triggersignalen an die Totzeit-FIFO gemeldet und dort mittels des,
in Kapitelpunk 5.1.1 vorgestellten, Header-Datenfelds gespeichert. Durch einfaches Fan-out kön-
nen die Ausgangdaten der Totzeit-FIFO an beliebig viele Module verteilt werden. Dies geschieht
an das Modul „Energiebestimmung“, welches durch eine Summation der Samples mittels eines
vollständigen Addiererbaums den Energiewert des Ereignisses bestimmt, und an das „CFT-Filter“-
Modul, welches den in Kapitelpunkt 4.2.2 definierten FIR-Filter zur Berechnung der CFT-ÜF nach
Gleichung (4.2) mit Fractional Delay umsetzt. Beide Module können die Ausgabedaten der Totzeit-
FIFO gleichzeitig nutzen und ihre Berechnung gleichzeitig durchführen. Da die Modul-Schaltungen
sowieso parallel im FPGA implementiert werden und so die Ressourcen verwendet werden, konnte
durch die gleichzeitige Benutzung der Schaltungsteile die Latenzzeit verkürzt werden. Fällt die
berechnete Ereignisenergie nicht in eines der in der Registerbank gespeicherten Energiefenster, so
wird die weitere Berechnung des Zeitstempels abgebrochen und der VK fährt mit dem nächsten
in der Totzeit-FIFO gespeicherten Impuls fort. Diese Energieüberprüfung findet im Modul „Ener-
giefenster“ statt. Fällt die Ereignisenergie allerdings in ein gesuchtes Energiefenster, so wird die
Ausgabe des CFT-Filters und die ermittelte Energiefensterklasse an das Modul „Finde Crossover“
weitergeleitet. Hier wird der mittlere Maßstab des Zeitstempels durch den Sample-Pack-Index i bei
der Detektion des Crossover in den vom CFT-Filter gelieferten Sample-Packs (16 Samples) gesucht
und ausgegeben. Dabei entspricht i der Erfüllung der folgenden Bedingung 5.1.
Bedingung 5.1 Wenn (yCFT [i]≤ 0) und (yCFT [i+1]> 0) und (yCFT [i+2]> 0) dann existiert der
Crossover am Index i in dem untersuchten Sample-Pack.
In der Theorie würde die Bedingung für die Samples i und i+1 ausreichen. In der Praxis hat sich
jedoch gezeigt, dass durch die Anwesenheit von Rauschen ein falscher Crossover frühzeitig erkannt
werden könnte. Die zusätzliche Prüfung für das Sample i+2 dagegen macht die Wahrscheinlichkeit
der Falscherkennung für die Anwendung vernachlässigbar. Zusätzlich zum mittleren Maßstab
werden die den Crossover umgebenden 4 Samples an das Folgemodul „Kubische Interpolation“
übergeben, welches die 4 Koeffizienten des Polynoms berechnet (siehe Kapitelpunkt 4.2.5). Die
4 Koeffizienten des Polynoms werden an das Modul „Suche tfein“ übergeben. In diesem Modul wird
tfein nicht berechnet, da dafür die Nullstellenlösungsgleichungen für kubische Polynome angewendet
werden müssten, was einen zu großen Implementierungsaufwand der digitalen Schaltungen mit
sich bringen würde, sondern tfein wird gesucht. Ausgangspunkt dieser Implementierung war die
Überlegung, dass tfein eine Breite von 8 Bit umfasst. Es werden also nur 8 Vergleiche einer binären
Suche benötigt, um jeden Wert von tfein eindeutig zu bestimmen. Diese 8 Bit entsprechen genau
dem Nachkommaanteil des gesamten Zeitstempels. Zur Ermittlung wird dabei die Nullstelle des
Polynoms durch ein Intervallschachtelungsverfahren gesucht, wobei es sich, durch die binäre
Natur von tfein, anbietet, die Intervalle bei jedem Schritt zu halbieren und eine Intervallgrenze zum
vorhergehenden Schritt konstant zu lassen (detaillierte Erläuterung siehe Kapitelpunkt A.13). In der
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Implementierung wird diese binäre Suche nach Code A.1 durch einen Zustandsautomaten im FPGA
kontrolliert. Je nach Zustand wird entweder der Polynomwert berechnet (Code A.1 Zeile 5) oder
der Polynomwert auf > 0 verglichen (Code A.1 Zeile 6) und dabei tfein gesetzt. Der Vergleich und
das Setzen von tfein wird innerhalb eines Taktzyklus bearbeitet. Die Polynomauswertung benötigt
allerdings für eine Neuberechnung insgesamt 12 Taktzyklen. Dabei wird das kubische Polynom
nach Gleichung (4.11) mit Hilfe des Horner Schemas ausgewertet. Das Horner Schema hat den
Vorteil, dass die Auswertung des kubischen Polynoms nur 3 Multiplikationen anstatt 5 benötigt. Es
ergibt sich ein in der vorliegenden Arbeit implementierter Algorithmus nach Gleichung (5.2).
P(x) = x · (x · (a3x+a2)+a1)+a0 (5.2)
Dadurch konnte der Implementierungsaufwand reduziert werden. Die Auswertung des Polynoms
erfolgt ohne Genauigkeitsverlust, was einen ständigen Anstieg der Ergebnisbitbreiten während
der Berechnung zur Folge hat. Während der Polynomauswertung benötigt eine Multiplikation-
Additions-Stufe 4 Taktzyklen. Für eine vollständige kubische Polynomauswertung werden 3 Iteratio-
nen und damit insgesamt 12 Taktzyklen benötigt. Da bei der Suche von tfein die Polynomauswertung
samt Vergleich und Neufestlegung von tfein insgesamt 8-mal nach Code A.1 ausgeführt werden
muss, benötigt eine einzige Bestimmung von tfein insgesamt 108 Taktzyklen. Bei einer internen
Taktfrequenz von 133 MHz ergibt sich eine Latenzzeit dieser Verarbeitungsstufe von 0,81 µs.
Da die Zustandsmaschine für die Suche eines tfein während einer bereits stattfindenden Suche
nicht neu gestartet werden kann81 , muss mit der Weiterverarbeitung eines neuen Impulses aus der
Totzeit-FIFO bis zur vollständigen Bestimmung von tfein gewartet werden. Die Suche nach tfein ist
damit der Prozess, welcher hauptsächlich den Durchsatz des Spektrometers bestimmt. Inklusive
der vor der Suche stattfindenden Berechnungen entsteht eine Latenzzeit von rund 0,91 µs, was den
Durchsatz pro VK auf 1,1 Million Ereignisse/s beschränkt. Dies ist für die Erreichung der Ziele
der vorliegenden Arbeit mehr als ausreichend. Der Durchsatz ist bei dieser gewählten Architektur
praktisch nicht von der Länge des Impulses abhängig, weil für bis zu 2 µs lange Impulse die
Suche zum feinen Maßstab immer länger ist, als die Laufzeit der übrigen Schaltungsmodule. Die in
Abbildung 5.5 dargestellte simultane Bestimmung der Ereignisenergie ist immer vor der Suche nach
tfein beendet und hat so keinen Beitrag zur Beschränkung des Durchsatzes. Nachdem tfein bestimmt
wurde, kann der Zeitstempel des Ereignisses nach Gleichung (4.1) berechnet werden. Zu diesem
Zeitpunkt der Verarbeitungskette sind alle Daten in Registern vorhanden, um ein neues Datenfeld
nach Tabelle 4.6 zur Speicherung zusammenzustellen. Im Detail trägt jedes 64 Bit Datenfeld für das
digitale TDPAC-Spektrometer, in Abhängigkeit des Zeitspektrum- oder Energiespektrummodus,
die in Kapitelpunkt A.14 aufgezählten Informationen. Während das Spektrometer im Energiespek-
trummodus betrieben wird, wird die Schaltung zur Bestimmung des Zeitstempels im VK nicht
aktiviert und nur der Energiewert bestimmt. Nach der Bestimmung wird direkt ein Datenfeld mit
dem Energiewert erzeugt.
Alle Ergebnisdatenfelder, unabhängig vom Betriebsmodus, werden an das Modul „Verschmelze
Datenfelder“ übergeben. Die Speicherung der Datenfelder in der internen Transfer-FIFO am LB
wird durch dieses Modul durchgeführt. Das „Verschmelze Datenfelder“-Modul ist so implementiert,
dass es simultan Datenfelder aus den beiden VKs aufnehmen kann, um diese in der Transfer-FIFO
abzulegen.
81 Die Ressourcen zur Suche werden pro Iteration wiederholt verwendet, was die Bildung einer Streaming-Architektur
verhindert.
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Sicherstellung der chronologischen Reihenfolge der Ergebnisdatenfelder
Hier ergibt sich eine Besonderheit. Wenn die Zeitstempelberechnung der Digitizer-Kanäle parallel
stattfindet, so kann es durchaus sein, dass die Datenfelderstellung für manche Ereignisse weniger
Zeit benötigt als für andere. Die Verarbeitungszeit durch den VK ist also nicht konstant. Daraus folgt,
dass die chronologische Reihenfolge in der die Datenfelder am „Verschmelze Datenfelder“-Modul
ankommen, nicht immer mit einem steigenden Zeitstempel einhergehen muss. Dadurch kann es
zu einer Verletzung der geforderten Grundvoraussetzung der chronologischen Reihenfolge aller
Ereignisse im Mess-PC kommen, was für den laufzeitoptimierten Koinzidenzsuchalgorithmus (siehe
Kapitelpunkt 4.2.6) inakzeptabel ist. Dies muss vermieden werden. Dazu wurde das „Verschmelze
Datenfelder“-Modul so implementiert, dass die exakte chronologische Reihenfolge der Ereignisse
in der Transfer-FIFO hergestellt wird. Dies geschieht durch zusätzliche Funktionalität, welche
die Zeitstempel aller Ereignisse in den Datenfeldern kanalübergreifend innerhalb eines Digitizers
miteinander vergleicht. Ein kleinerer Zeitstempel wird dabei mit höherer Priorität in die Transfer-
FIFO übernommen. Innerhalb eines Kanals oder auch VKs ist eine Sortierungsfunktionalität nicht
notwendig, da die chronologische Reihenfolge trivialerweise erfüllt ist.
5.2.2 Fractional Delay und Datenbitbreiten während der Auswertung
Das Fractional Delay Filter, welches eine Granularität des einstellbaren Delays der CFT-ÜF im
Subsample-Bereich ermöglicht, um in der vorliegenden Arbeit optimale Zeitauflösungen zu errei-
chen, wurde nach dem Lagrange-Filter 1. Ordnung nach Gleichung (4.6) implementiert. Dabei
werden die Koeffizienten d und (1−d) mit 8 Bit Genauigkeit angegeben, was eine digitale Einstel-
lungsgenauigkeit des Fractional Delay in 1 ns256 ≈ 3,9 ps ermöglicht. Diese Genauigkeit ist absolut
ausreichend, um im Vergleich zu den Ungenauigkeitseffekten durch das Frequenz- und Phasen-
verhalten des Lagrange-Filters oder durch das Rauschen des Messsignals vernachlässigt werden
zu können. Da das Filter in der vorliegenden Arbeit ebenfalls vollen Durchsatz erbringen muss,
wurde es ebenfalls als SSR-Implementierung mit einer Verarbeitungsrate von 16 Samples pro
Taktzyklus implementiert. Die resultierende Schaltung beinhaltet pro Sample des Sample-Packs 2
Multiplizierer und 1 Addierer (bei Sample-Pack-Länge von 16 insgesamt 32 Multiplizierer und 16
Addierer). Die Koeffizientenmultiplikationen wird ohne Genauigkeitsverlust ausgeführt, was mit
den 8 Bit Samples x [n] zu den 16 Bit Produkten (1−d)x [n] und d ·x [n−1] führt. Die anschließende
Addition der Produkte bedarf keiner zusätzlichen Bitbreitenerweiterung um 1 Bit, weil nach der ÜF
die Summe nicht größer als 255 sein kann, auch wenn die Samples maximal sind. Dies zeigt die
Worst-Case-Betrachtung nach Gleichung (5.3).
Für x [n] = x [n−1] = 255 bei einer 8 Bit ADC gilt:
(1−d)x [n]+d · x [n−1] = ((1−d)+d) ·255 = 255
(5.3)
Damit bleibt es bei einer Eingangsbitbreite von 16 Bit zur Bestimmung der CFT-Crossover-Funktion.
Die weitere Verarbeitung der CFT-Crossover-Funktion in den Modulen „Finde Crossover“ und
„kubische Interpolation“ erfolgt ausschließlich ohne Genauigkeitsverlust, was zur Folge hat, dass
die Breite der Polynomkoeffizienten 32 Bit beträgt. Die Auswertung eines Polynomwerts im Modul
„Suche tfein“ führt weiter zu einem Funktionswert von 62 Bit Breite. Die dabei notwendige Auswer-
tung auf≥ 0 (Code A.1 Zeile 6) ist jedoch bitbreitenunabhängig, da hierzu bei vorzeichenbehafteten
binären Werten nach dem 2-Komplement nur das MSB ausgewertet werden muss.
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5.2.3 Koinzidenzanalyse mit optimierten Durchsatz
Ausgangssituation vor Start der Koinzidenzanalyse
Im digitalen TDPAC-Spektrometer der vorliegenden Arbeit bedienen 3 FPGA-Digitizer insgesamt 6
Spektrometerkanäle. Jeder Digitizer verfügt dabei über einen FPGA, der somit 2 Kanäle verarbeitet.
Die erstellten Datenfelder aller Ereignisse werden in einer Transfer-FIFO im FPGA vorgehalten,
bis sie durch einen DMA-Transfer an den Mess-PC übertragen werden. Die Software des Mess-PC
erhält somit pro Datentransfer immer einen Transferpuffer von nur einem Digitizer. Ist der Transfer
abgeschlossen, so verfügt die Software über alle Datenfelder der Ereignisse, welche innerhalb eines
Zeitraums detektiert und mindestens einem der 16 Energiefenster pro Kanal zugeordnet wurden.
Ereignisse, welche zu keinem Energiefenster zugeordnet werden konnten, werden aussortiert und
verworfen. Sie gehören offensichtlich nicht zu den relevanten Energien. Es sei daran erinnert, dass
die vom Benutzer festgelegten Energieklassen der Start- und Stopp-γ-Quantenenergien einer zu
messenden Kaskade entsprechen. Zusätzlich verfügt die Anwendungssoftware auf dem Mess-PC
über die Informationen, welche vom FPGA vermerkte Energiefensterklasse zu einem Start- oder
Stopp-Ereignis gehört.
Vorbereitung des Gesamtereignisspeichers
Um eine einfachere Implementierung der Koinzidenzanalyse zu erreichen, werden die 3 Trans-
ferpuffer der einzelnen Digitizer vor der Koinzidenzanalyse zu einem Gesamtereignisspeicher
zusammengeführt. Dank der bereits sichergestellten chronologischen Reihenfolge aller Zeitstempel
innerhalb einen FPGA-Digitzers (siehe Kapitelpunkt 5.2.1), kann diese Zusammenführung ohne
eine vorherige chronologische Sortierung82 aller Ereignisse stattfinden. Der Algorithmus funk-
tioniert auf den 3 Transferpuffern ähnlich der Funktion des „Verschmelze Datenfelder“-Moduls.
Die Lesezeiger zeigen dazu anfangs auf das älteste Datenfeld eines jeden Transferpuffers. Ein
Vergleich über alle 3 Transferpuffer auf das älteste Ereignis (hat kleinsten Zeitstempel) liefert
das nächste Datenfeld, welches dem Gesamtereignisspeicher hinzugefügt wird. Danach wird der
betroffene Lesezeiger des letzten übertragenen Datenfelds um eine Position erhöht und eine neue
Iteration des Algorithmus beginnt. Dieser Vorgang wiederholt sich so lange bis alle Lesezeiger
ihre zugehörigen Transferpuffer abgeschritten haben. Dies bedeutet, dass die Erstellung eines
Gesamtereignisspeichers durch einen einfachen Algorithmus der Komplexität O (n) durchgeführt
wird.
Prüfung der Koinzidenzbedingung eines Start- und Stopp-Ereignisses
Liegen alle Zeitstempel im Mess-PC für einen bestimmten Messzeitraum in einem gemeinsa-
men Gesamtereignisspeicher vollständig vor, so kann für diesen vorliegenden Messzeitraum die
Koinzidenzanalyse ausgeführt werden. Wie bereits bekannt, müssen die Koinzidenzbedingungen
nach Bedingung 2.1 für beliebige Ereignispaarungen im Gesamtereignisspeicher geprüft werden.
Dies geschieht im Koinzidenzsuchalgorithmus durch die implementierte Funktion Koinzidenz(A,B)
(siehe Code 5.1), welcher als Parameter 2 Ereignisse A und B übergeben werden. Dabei hat die
Software des Mess-PC pro Ereignis Zugriff auf die Informationen des durch das FPGA erstellten
Ereignisdatenfeldes. In Code 5.1 ist zu erkennen, dass es sich nur um eine gültige Koinzidenz
handeln kann, wenn alle Koinzidenzbedingungen erfüllt sind und „true“ zurückgegeben wird. Die
fehlende Bedingung des frühsten Stopps im Gesamtereignisspeicher, wird später implizit durch
die chronologische Abarbeitung der Ereignisse erfüllt. Der Koinzidenzsuchalgorithmus, der die
82 Sortieralgorithmen arbeiten für beliebige Eingangsdaten im Mittel bestenfalls mit der Komplexität O (n logn).
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Input: 2 Ereignisse, einen Start: A und Stopp: B
Output: Rückgabewert ist ein Wahrheitswert, der die Erfüllung der Koinzidenzbedingungen nach
Bedinung 2.1 angibt
1: function Koinzidenz(A,B)
2: ret = false
3: if A.Kanal 6= B.Kanal then
4: zeitdi f f = B.Zeitstempel−A.Zeitstempel
5: if (zeitdi f f + tOffset)> 0 then
6: if (zeitdi f f + tOffset)< tFenster then






Code 5.1: Pseudocode der Funktion „Koinzidenz()“ zur Prüfung der Koinzidenzbedingungen eines
Start- und Stopp-Ereignisses A und B
Funktion „Koinzidenz()“ verwendet, muss nun die Funktion auf alle potentiellen Energiepaarungen
im Gesamtereignisspeicher anwenden, um alle Koinzidenzen zu finden. Das triviale Ergebnis einer
erfolgreich gefundenen Koinzidenz ist der Fall, bei dem sich der gesuchte Stopp nach dem Start
und innerhalb des Zeitfensters befindet. Andere mögliche Fälle werden in Abbildung 5.6 dargestellt.








Abbildung 5.6: (Start - grün, Stopp - rot) (a) zeigt eine erfolgreich gefundene Koinzidenz für einen
Start vor dem Start selbst; (b) keine erfolgreich gefundene Koinzidenz
das Stopp-Ereignis 1 als Koinzidenzpartner gewählt wird, welches zwar vor dem Start-Ereignis
liegt aber innerhalb des um tOffset in die Vergangenheit verschobenen Zeitfensters. Im Fall der Ab-
bildung 5.6 (b) dagegen wurde keine Koinzidenz gefunden, weil alle potentiellen Stopp-Ereignisse
im Messzeitraum außerhalb des Zeitfensters liegen, obwohl sogar zwei mögliche Stopp-Ereignisse
nach dem Start folgen.
Bevor die Koinzidenzbedingungen überprüft werden, muss sichergestellt sein, dass es sich bei
den Ereignissen A und B auch um ein Start- und Stopp-Ereignis handelt. Die dazu verwendeten
Funktionen wurden in der vorliegenden Arbeit wie in Code 5.2 definiert. Zur Prüfung der Ereignisse
auf Start oder Stopp wird in den Zeilen 2 der Funktionen Start() und Stopp() des Codes 5.2 auf
die Gleichheit des Ereignisfensterindex mit den globalen Messparametern StartFensterindex und

















Code 5.2: Code der Start() und Stopp() Funktionen zur Prüfung auf Start- und Stopp-Ereignisse
der Messung implizit durch die festgelegten Energiefenster gegeben und sind der Software somit
bekannt. Die Software hat zusätzlich die Schaltung des FPGA über ihre Register so parametri-
siert, dass Ereignisse aus dem Energiebereich für Starts der Fensterindexklasse StartFensterindex
zugeordnet werden und Ereignisse aus dem Energiebereich für Stopps der Fensterindexklasse
StopFensterindex.
Der Algorithmus zur Koinzidenzensuche mit optimiertem Durchsatz
Der naive Ansatz des Koinzidenzensuchalgorithmus mit suboptimaler Komplexitätsklasse, der
die Koinzidenzbedingung auf alle möglichen Ereignispaarungen überprüft, kann mittels zwei
verschachtelten Schleifen (siehe Code A.2 in Kapitelpunkt A.15) formuliert sein. Dabei kann
im Kern die Funktion Koinzidenz(A,B) die Koinzidenzbedingungen für die Ereignisse A und B
überprüfen, während die 2 äußeren Schleifen alle möglichen Ereignispaarungen abschreiten. Der in
der vorliegenden Arbeit in Software implementierte Koinzidenzsuchalgorithmus mit optimiertem
Durchsatz verwendet ebenso die Funktionen Koinzidenz(), Start() und Stopp() und lässt sich mit
Code 5.3 beschreiben. In Code 5.3 ist zu erkennen, dass eine äußere Schleife über alle möglichen
Starts (Zeile 2) erhalten geblieben ist. Mit dem Vergleich in Zeile 3 wird die Schleife zur Suche
potentieller Starts nur dann gestartet, wenn es sich im aktuell betrachteten Datenfeld um einen Start
handelt. Ist dies der Fall, wird nun in Zeile 4 nach dem Index j mit dem konkreten Zeitstempel
tStart− tOffset gesucht. Es wird ein Index j gefunden werden, der genau dem gesuchten Zeitstempel
oder dem nächst Älteren entspricht. Von der Position j im Gesamtereignisspeicher aus beginnt
in Zeile 5 eine innere Schleife über alle potentiellen Stopps. In Zeile 6 wird der notwendige
Bedingungsabgleich für eine gültige Koinzidenz bearbeitet und auf das Vorliegen eines Stopp-
Ereignisses geprüft. Handelt es sich bei der aktuell untersuchten Paarung um eine gültige Koinzidenz,
so wird sie dem Zeitspektrum in Abhängigkeit von der Kanalkombination hinzugefügt. In Zeile
10 wird der Index des potentiellen Stopps um eins erhöht, um die innere Schleife fortschreiten
zu lassen. Dies geschieht allerdings nur so lange wie der Zeitstempel des potentiellen Stopps das
obere Limit des relevanten Zeitfensters (tStart− tOffset + tFenster) noch nicht überschritten hat, bis
der Gesamtereignisspeicher vollständig durchsucht oder ein passendes Stopp-Ereignis gefunden
wurde. Dieses Vorgehen bewirkt in der Praxis eine Ausführung der Funktion Koinzidenz() auf
nur wenigen Start-Stopp-Paarungen. Da die Komplexität der Zeitstempelsuche in Zeile 4 O (logn)
entspricht und die innere Schleife ab Zeile 5 praktisch nicht von n abhängt, wird in Kombination
mit der äußeren Schleife eine Komplexität von O (n logn) erreicht. Die anfängliche Erstellung des
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Input: 1 Datenspeicher mit allen Ereignisdatenfeldern im Messzeitraum der Länge n: MEM [Ereignisindex]
Output: ein Histogrammspeicher als Grundlage der Zeitdifferenzspektren aller Kanalkombinationen als
Ergebnisspeicher: T _HISTO [Kanalkombination]
1: function TIME_HISTOGRAM_verbessert(MEM)
2: for i = 1 to n do
3: if Start(MEM [i]) then
4: j = suche_Zeitstempel_in_Datenspeicher(MEM[i].Zeitstempel− tOffset)
5: while MEM[ j].Zeitstempel < (MEM[i].Zeitstempel− tOffset + tFenster) and j ≤ n do
6: if Stopp(MEM ( j)) and Koinzidenz(MEM (i) ,MEM ( j)) then
7: füge Zeitdifferenz MEM [ j] .Zeitstempel − MEM [i] .Zeitstempel zu
T _HISTO [MEM [i] .Kanal,MEM [ j] .Kanal] hinzu
8: exit
9: end if





Code 5.3: Pseudocode des verbesserten Koinzidenzsuchealgorithmus mit Komplexitätsklasse
O (n logn)
Gesamtereignisspeichers wird in O (n) bewältigt und verschlechtert die Komplexitätsklasse somit
nicht.
5.2.4 Einzelne und simultane Messung gestreckter Kaskaden
Ausgangssituation
Wie bereits erwähnt, führt das FPGA-Design keine Zuordnung der Ereignisse anhand der Ereignisen-
ergie zu einen Start- oder Stopp-Ereignis aus, sondern das FPGA-Design ordnet der Ereignisenergie
lediglich eine vom Benutzer festgelegte Energieklasse zu. Dazu wurde im FPGA jeder Kanal mit
16 frei einstellbaren Energiefenstern ausgestattet, welche durch die Registerbank der Software
frei zugänglich sind. Die 16 Fenster entsprechen genau einer Indizierung von 0-15. In der vor-
liegenden Arbeit wurde dieser Ansatz bewusst gewählt, damit die Anwendungssoftware, welche
mit geringerem Aufwand als dem FPGA-Design verändert werden kann, alle Entscheidungen
bzgl. der Verwendung der Ereignisenergieklassen treffen kann. Dies gestaltet die Erweiterung der
Koinzidenzanalyse zur Messung gestreckter Kaskaden und zur simultanen Messung gestreckter
Kaskaden besonders einfach.
Messung gestreckter Kaskaden
In der vorliegenden Arbeit wurde der mit Code 5.3 optimierte Koinzidenzsuchalgorithmus so
erweitert, dass das entwickelte digitale TDPAC-Spektrometer in der Lage ist, gestreckte Kaska-
den zu messen. Dazu musste im Prinzip nur ein Start-Ereignis aus mehr als einer Energieklasse
akzeptiert werden. Da eine gestreckte Kaskade mit bis zu 3 Start-Ereignissen verschiedener Energie
ausgestattet ist, wurde die Start-Erkennung in der Funktion Start() so angepasst, dass diese eine
Liste von Start-Fensterindizes akzeptiert. In dieser Liste wird somit nach dem Vorkommen des
Fensterindex des aktuellen Ereignisses gesucht. Wird dieses gefunden, so handelt es sich beim
aktuellen Ereignis um einen Start der gestreckten Kaskade und die Bearbeitung des Algorithmus
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kann fortgesetzt werden. Die Funktion Start() wurde in Code 5.4 nur im grün markierten Bereich an-
gepasst. Code 5.4 zeigt die neue Start_gestr()-Funktion wie sie zur Messung gestreckter Kaskaden
1: function Start_gestr(C)






Code 5.4: Code der angepassten Start()-Funktion in grün zur Messung gestreckter Kaskaden
in der vorliegenden Arbeit verwendet wird. Hinter der Variablen StartFensterindexList in Code 5.4
Zeile 2 verbirgt sich nun eine Menge von Indizes, welche alle Fensterindizes der Start-Energien der
zu messenden Kaskade enthält. Beinhaltet diese Liste den Fensterindex des aktuellen Ereignisses
C, so liefert die Funktion „true“ zurück und die Suche nach einem Stopp kann fortgesetzt werden.
Zum Beispiel können, zur Messung der gestreckten Kaskade des 180mHf (siehe Abbildung 2.11 in
Kapitelpunkt 2.8), den 3 Starts die Indizes 0-2 zugeordnet werden, während ein Stopp-Ereignis die
Energieklasse 3 besitzt.
Simultane Messung gestreckter Kaskaden
Das Konzept des Koinzidenzsuchalgorithmus wurde in der vorliegenden Arbeit zusätzlich so er-
weitert, dass die simultane Messung mehrerer gestreckter Kaskaden möglich ist83 . Dabei wird
von der Implementierung zur Koinzidenzanalyse ein Satz an Start-Fensterindexlisten und Stopp-
Fensterindizes unterstützt. Eine Besonderheit ergibt sich weiter dadurch, dass nur die zu einer
Kaskade gehörenden Starts und Stopps miteinander assoziiert werden dürfen. Es wird also durch
die Implementierung ausgeschlossen, einen Start aus einer Kaskade zu erkennen und mit einem
Stopp aus einer anderen Kaskade zu einer Koinzidenz zusammenzuschließen. Als Konsequenz der
erweiterten Implementierung ergibt sich, dass die simultane Messung nicht gestreckter Kaskaden
mit nur 1 Start und 1 Stopp lediglich ein Spezialfall der Anwendung der vorliegenden Imple-
mentierung ist. Die Erweiterungen in Code 5.5 der Funktionen Start() und Stopp() führten zum
gewünschten Ergebnis. In Code 5.5 ist zu erkennen, dass in der Funktion Start_gestr_simul() nun
ein Array von Start-Fensterindexlisten zur Identifizierung eines Starts genutzt wird (Zeile 3). Die
Anzahl der Elemente im Array beläuft sich auf die Anzahl der simultan zu messenden Kaskaden
und wird mit der Schleife in Zeile 2 durchlaufen. Wenn eine Kaskade erreicht wird, in der der
aktuell untersuchte Fensterindex enthalten ist, so handelt es sich um einen Start (Zeile 5) und
es wird zusätzlich der Index der erfolgreich gefundenen Kaskade an den Koinzidenzalgorithmus
zurückgegeben. Dies ist an der Funktion Start_gestr_simul() in Zeile 4 und an der zusätzlichen
Rückgabevariable namens „kaskade“ in der Signatur der Funktion in Zeile 1 zu erkennen. Die
Funktion Stopp_gestr_simul() nimmt wiederum den Parameter „kaskade“ auf und vergleicht das
aktuell zu untersuchende Ereignis C nur mit den zu der Kaskade gehörigen Stopp-Fensterindex.
Um alle Stopp-Fensteridizes aller Kaskaden zugreifbar zu machen, wird in Zeile 2 der Funktion
Stopp_gestr_simul(), ein Array aus Stopp-Fesnterindizes verwendet, dessen Indizierung genau
der Kaskadenzugehörigkeit wie bei dem Start-Fensterindexlisten-Array StartFensterindexList []
entspricht. Die aktuelle Implementierung der Koinzidenzanalyse wurde in der vorliegenden Arbeit
so gestaltet, dass maximal 4 gestreckte Kaskaden mit jeweils maximal 3 Start-Energiefenstern und
83 Die simultane Messung gestreckter Kaskaden ist in der Praxis selten, dennoch aber technisch möglich und
manchmal gewünscht.
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1: function Start_gestr_simul(C, out kaskade )
2: for i = 1 to KASKADEN_ANZAHL do
3: if C.Fensterindex is element in StartFensterindexList [i] then






1: function Stopp_gestr_simul(C, kaskade )






Code 5.5: Code der angepassten Start_gestr()- und Stopp()-Funktion in grün zur simultanen
Messung mehrerer gestreckter Kaskaden
1 Stopp-Energiefenster simultan gemessen werden können. Dies ist für den praktischen Einsatz in
der vorliegenden Arbeit ausreichend. Eine Erweiterung lässt sich durch simples Ändern globaler
Konstanten bewerkstelligen. Es werden automatisch zusätzliche Speicherbereiche zur Verwaltung
der zusätzlichen Starts und Stopps generiert. Der Durchsatz des Koinzidenzsuchalgorithmus wird
zwar durch die simultane Messung gestreckter Kaskaden reduziert, doch ist dieser Einfluss gegen-
über der Abhängigkeit des Durchsatzes von der Anzahl n der Ereignisse im Gesamtereignisspeicher
vernachlässigbar.
5.3 Implementierungen zum digitalen DES zur
Ionenstrahlanalyse
Dieser Kapitelpunkt behandelt die implementierungstechnischen Neuerungen von Hardware und
Software zum Datenerfassungssystems zur Ionenstrahlanalyse und Imaging. Dabei ergeben sich im
Speziellen FPGA-schaltungstechnische Gemeinsamkeiten mit dem digitalen TDPAC-Spektrometer,
welche aus diesem Grund nur erwähnt, aber nicht weiter erläutert werden.
5.3.1 FPGA-Design
Als Ausgangspunkt soll die Abbildung 5.7 gelten, welche alle Schaltungsmodule im Xilinx Vir-
tex 6 FPGA nach Funktion bezeichnet und mit ihrer vollständigen Konnektivität darstellt. In der
vorliegenden Arbeit wurden 2 ADQ412 Digitizermodule der Firma SP Devices (Linköping, Swe-
den) in einem NI PXIe-1062Q PXIe Chassis der Firma National Instruments mit einem X3-25M
DAC-Modul der Firma Innovative Integration zum kompletten DES kombiniert. Ein ADQ412
Digitizer beinhaltet dabei einen Xilinx Virtex 6 FPGA, dessen FPGA-Design alle 4 ADC-Kanäle
des Digitizermoduls bedient. Jeder ADC-Kanal besitzt eine Datenbreite (Sample-Pack-Bitbreite)
von 96 Bit (= 8 Samples·12 Bit/Sample). Die ADC-Daten werden also mit 125 MHz an den FPGA





























































Abbildung 5.7: Virtex6-FPGA-Schaltungsmodule und ihr Datenfluss für das DES zur Ionenstrahl-
analyse
dann über den PCIe-Bus ausgelesen wird. Die letzte relevante externe Schnittstelle sind die 2
digitalen I/Os „H_SYNC“ und „EREIGNIS_TRIG“, welche direkt mit dem in der „PXI-1 Hard-
ware Specification“ [PXI52005] definierten „PXI Trigger Bus“84 verbunden sind. Diese beiden
IO-Signale können im FPGA des ADQ412 und des X3-25M als Input oder Output konfiguriert
werden und werden in der vorliegenden Arbeit dazu genutzt, um die Ionenstrahlpositionierung und
die Ereignis-Trigger-Steuerung der Ionenstrahlneupositionierung im System zu verbreiten. Die
„Registerbank“, welche ebenfalls über PCIe zugreifbar ist, speichert die von der Mess-PC-Software
eingestellte Konfigurationen der FPGA-Schaltungen, welche für den Betrieb des DES notwendig
sind und stellt Statusinformationen zur Verfügung. Diese sind im Detail:
1. Kontrollregister zum Starten und Stoppen der Messung jedes einzelnen Kanals sowie die
Festlegung einer ADC-Wert-Schwelle zur Ereignisdetektion
2. Übergabe von Status und Fehlerinformationen der FPGA-Schaltung an den Mess-PC (z.B.:
Füllstände und Überlaufinformationen der internen FIFOs)
3. Koeffizienten Konfigurationen des IIR-Filters und der beiden CFT-Filter (zur Zeitstempeler-
mittlung und Pileup-Verwerfung)
4. Einstellung des Messmodus (Einzelkanalmessung, Map-Messung mit Ereignis-Trigger oder
Zeit-Trigger)
Schaltungsmodule und Datenfluss
Der ADC-Datenstrom aller Kanäle wird zuerst in einen optional aktivierbaren „TP-Filter“ einge-
speist, welcher eine Ordnung von 7 aufweist. Durch diesen Filter wird eine Mittelung des ADC-
Datenstroms mit dem Frequenzgang nach Abbildung 5.8 durchgeführt. Das Frequenzverhalten in
Abbildung 5.8 des optionalen TP wurde so gewählt, dass das eigentliche Impulssignal bestmöglich
unberührt bleibt und in erster Linie das Grundrauschen des ADC, was sich knapp unter der Nyquist-
Frequenz befindet, aber auch andere höhere Störfrequenzen unterdrückt werden. Dadurch wird die
ENOB der digitalen Samples auf Kosten der Bandbreite erhöht. Die fcut des entworfenen TP liegt
bei 268,5 MHz. Unterhalb von fcut wurde die Dämpfungsabweichung nahe 0 dB so gewählt, dass
84 Es handelt sich dabei nicht um den PXI Star Trigger, welcher sternförmig von einem Chassi-Slot zu den anderen
Chassi-Slots geleitet wird.
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Abbildung 5.8: Optionaler digitaler Tiefpass eines jeden Kanals vor der Verarbeitung, mit linearer
(linke) und logarithmischer Darstellung (rechts) der Dämpfung
sie in der Größenordnung des Quantisierungsrauschens liegt und damit die Werte der relevanten
Frequenzen vernachlässigbar beeinflusst. Zusätzlich wurde sichergestellt, dass die Dämpfung zur
Nyquist-Frequenz hin ausläuft und keine Rippel aufweist. Durch die TP-Filterung werden die
ENOB in Abhängigkeit der Frequenz erhöht. Da die ursprüngliche ENOB der ADC-Kanäle des
ADQ412 im Nutzfrequenzbereich nur ca. 8,7 Bit beträgt, wurde auf eine Erhöhung der digitalen
Darstellungsgenauigkeit, über die intrinsischen 12 Bit hinaus, verzichtet und die ADC-Bitbreite
nach Runden beibehalten. Nach Anwendung des TP wird der unbeschnittene ADC-Datenstrom an
die Module „Impulsdetektion“ und „Totzeit-FIFO“ weitergeleitet. Die Module Impulsdetektion und
Totzeit-FIFO sind prinzipiell die gleichen Module wie für das digitale TDPAC-Spektrometer, nur
mit dem konkreten funktionellen Unterschied, dass bei der Impulsdetektion ein Freigabeschwellwert
aus der Registerbank verwendet wird. Der Detektions- und Freigabeschwellwert sind damit unter-
schiedlich und können separat konfiguriert werden. Der Grund für diese Erweiterung ist, dass der
Rauschanteil bei Impulsen für dieses DES höher ist, was in Kombination mit starker Überabtastung
zu Mehrfachüberschreitung und damit zu Mehrfachdetektionen bei einer perfekten Schwelle führen
kann. Zur Vermeidung muss der Freigabeschwellwert zur korrekten Funktion immer zwischen
Detektionsschwellwert und 0 liegen und verhindert somit die Mehrfachdetektion durch Einführung
einer Hysterese. Die Ausgabe-Busse der Totzeit-FIFOs führen in der vorliegenden Arbeit zu einem
„Scheduler“-Modul pro FPGA. Diese Schaltung übernimmt die Zuteilung von einer mit mindestens
einem Impuls gefüllten Totzeit-FIFOs zu einem Unbeschäftigten der 3 VKs. Wurde ein Impuls
aus einer Totzeit-FIFO an einen VK übergeben, so fährt der Scheduler mit der Zuordnung der
nächsten Totzeit-FIFO fort, auch wenn die gerade bearbeitete Totzeit-FIFO noch unbearbeitete
Impulse beinhaltet. Trifft der Scheduler bei der Weiterschaltung auf eine leere Totzeit-FIFO, so
wird bereits im nächsten Taktzyklus mit der nächsten Totzeit-FIFO zyklisch fortgefahren. Durch
diese Vorgehensweise entsteht eine faire Reihenfolgenplanung, bei der kein Kanal bevorzugt wird
und alle Kanäle nacheinander bearbeitet werden, auch wenn ein stark belasteter Kanal immer eine
nicht leere Totzeit-FIFO bewirkt und damit permanent bedient werden könnte. Da die Prüfung
einer Totzeit-FIFO und die Weiterschaltung des Scheduler 1 Taktzyklus dauert, benötigt es nur 4
Taktzyklen, bis die ursprüngliche Totzeit-FIFO wieder bedient wird. Dies gilt nur, wenn genau ein
Kanal des DES benutzt wird und alle anderen Totzeit-FIFOs leer sind. Dieser Reihenfolgenplanungs-
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Overhead ist im Vergleich zur Bearbeitungszeit eines Impulses vernachlässigbar und damit ein
geringer Preis für eine faire Behandlung aller Kanäle. Jeder VK führt auf den zu bearbeitendem
Impulssampleverläufen 3 Filter simultan aus. Diese Filter und damit verbundenen Module sind
der:
1. CFT-Filter (Modul: „CFT-Filter (Zeitstempel)“) zur Bestimmung des Zeitstempels durch
Nutzung der einleitenden Flanke der Ereignisse
2. IIR-Filter zur Berechnung der DFA mit anschließender Maximum-Minimum-Ermittlung zur
Energiewertbestimmung (Modul: „Suche Energie-Max/Min“)
3. CFT-Filter (Modul: „CFT-Filter (Pileup)“) zur Bestimmung weiterer Impulse während des
aktuellen Impulsverlaufs zur Pileup-Erkennung
Beide Module „CFT-Filter (Zeitstempel)/(Pileup)“ führen prinzipiell die identische CFT-
Filterschaltung wie für das digitale TDPAC-Spektrometer aus, um den amplitudenunabhängigen
Zeitstempel eines jeden Ereignisses mit der Darstellungsgenauigkeit der ADC-Abtastperiode von
1 ns zu berechnen und weitere Ereignisse zur Pileup-Verwerfung zu detektieren. Die Implemen-
tierung beider CFT-Filter fand an dieser Stelle ohne die Fractional Delay Funktion statt, weil
die einleitenden Flanken der Impulse für das DES so flach sind, dass ein Delay kleiner als die
Abtastperiode einen vernachlässigbaren Effekt auf die Zeitauflösung hat. Zudem wird aus den
entstehenden CFT-Funktionen durch die „Finde Crossover“-Module nur der mittlere Maßstab und
nachfolgend kein Feinmaßstab bestimmt. Dies ist legitim, da nur eine Zeitauflösung im ns-Bereich
benötigt wird. Das parallel angeordnete „IIR-Filter“-Modul beinhaltet die in der vorliegenden Arbeit
entwickelte allgemeine IIR-Filterschaltung, welche die Impulssampleverläufe aus der Totzeit-FIFO
entgegennimmt und die konfigurierte DFA berechnet. Details zur Implementierung des allgemeinen
IIR-Filters finden sich in Kapitelpunkt 5.3.2. Der eigentliche Energiewert des Ereignisses ergibt
sich dann aus dem Maximum (für positive Impulse) bzw. Minimum (für negative Impulse) der DFA
und wird durch das anschließende Modul „Suche Energie-Max/Min“ ermittelt. Dabei werden alle
Samples, welche pro Taktzyklus aus dem IIR-Filtermodul ausgegeben werden, mit vollem Durchsatz
auf ein Maximum oder Minimum untersucht. Dies wird durch einen vollständigen Komparator-
baum gewährleistet, welcher zum vollständigen Addiererbaum aus Abbildung 5.4 vergleichbar
ist. Nur mit dem Unterschied, dass aus jeder Stufe keine Summen weitergeleitet werden sondern
das Maximum oder Minimum. Nachdem ein VK seine Berechnungen abgeschlossen hat, liegen
alle Ereignisinformationen vor, um diese zum Ergebnisdatenfeld zu kombinieren. Dies geschieht
innerhalb eines Taktzyklus und nach der Kombination werden die Daten an die Transfer-FIFO
zur PCIe-Übertragung an den Mess-PC übergeben. Jedes Datenfeld eines Ereignisses hat dabei
eine Breite von 128 Bit und beinhaltet die in Tabelle 4.12 aufgelisteten Informationen, welche
bitweise wie in Kapitelpunkt A.16 implementiert sind. Das Modul „Ionenstrahlposition“ ist eine
digitale Schaltung, welche nach dem Ansatz der vorliegenden Arbeit (Kapitelpunkt A.8.2) aus
dem Pegelwechsel des H_SYNC-Signals eine neue Ionenstrahlposition generiert. Diese Position
wird in FPGA-internen FFs abgespeichert und für alle Schaltungsteile zugänglich gemacht und
wird zum Zeitpunkt der Impulsdetektion, durch das Modul Totzeit-FIFO, mit den Ereignis-Header-
Informationen in die Totzeit-FIFO aufgenommen. Dies ist genau der richtige Ort und Moment,
um die zum Ereignis gehörenden Positionsinformationen zu speichern. Würde die Ionenstrahlpo-
sition erst mit der Erstellung des Ergebnisdatenfelds übernommen werden (z. B. im „Kombiniere
Datenfeld“-Modul), so könnte eine falsche Positionsinformation gespeichert werden, wenn sich
während des Aufenthalts des Ereignisses in der Totzeit-FIFO oder im VK die aktuell angelegte
Ionenstrahlposition ändern würde.
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5.3.2 SSR-IIR-Filter zur Energiewertbestimmung
In Kapitelpunkt 5.1.2 wurde durch Gleichung (5.1) gezeigt, dass eine separate Implementierung des
FIR- und IIR-Filteranteils möglich ist, um einen gesamten IIR-Filter zu implementieren. Dies gilt für
nicht-SSR-Filter wie für SSR-Filter. Da im Kapitelpunkt 5.1.2 ausführlich die Implementierung des
SSR-FIR-Filters dargestellt wurde, widmet sich dieser Kapitelpunkt hauptsächlich der Implemen-
tierung des SSR-IIR-Filteranteils, sprich dem Nennerpolynom der ÜF des zu implementierenden














Gleichung (5.4) (b) zeigt die mathematische Darstellung des IIR-Anteils (Nennerpolynom der
ÜF) als Polynom. Die Ergebnisse eines solchen Filters entsprechen mathematisch exakt den Er-
gebnissen des eingesetzten Filters nach Gleichung (5.4) (a) nur mit dem Unterschied, dass bei
Gleichung (5.4) (a) der Filter durch die Konkatenation von 3 einfachen Integratoren ausgeführt
wurde. Durch diese Maßnahme wird der Durchsatz der SSR-Filterschaltung für den IIR-Anteil
gesteigert. Ein einzelner einfacher Integrator, mit Differenzengleichung: y [n] = x [n] + y [n−1],





Im FPGA-Design für das DES zur Ionenstrahlanalyse wurden also 3 hintereinandergeschaltete
Integratorstufen implementiert, welche zusätzlich optional aktivierbar sein müssen. Eine deaktivierte
Integratorstufe gibt dabei den Eingangsdatenstrom unverändert an ihren Ausgang weiter. Der
Ausgang der letzten Integratorstufe entspricht dann der gewünschten DFA des Shapers.
Akkumulator-Bitbreite der Integratoren
Da pro Ausgabewert der FIR-Filter Ausgangsfolge 52 Bit pro DFA-Wert zu verarbeiten sind
(siehe Kapitelpunkt 5.1.2), muss die Bitbreite der Integratoren entsprechend breit sein, um keinen
Genauigkeitsverlust oder Überlauf zu erzeugen. Es zeigte sich, dass in der Anwendung der konkreten
digitalen Shaper die 52 Bit Wertebereich niemals ausgeschöpft sind. Dies liegt daran, dass die
mit den Koeffizienten multiplizierten Ausgangsfolgen der Tap-Delays vorzeichenbehaftet sind
und sich durch die anschließende Addition gegenseitig kompensieren. Aus diesem Grund und
durch zusätzliche Simulationen verschiedener Integrator-Bitbreiten wurde eine Breite von 64 Bit
als ausreichend identifiziert. Es lassen sich natürlich Filterkoeffizienten in die Schaltung des FIR-
Filteranteils eingeben, welche die anschließenden Integratoren zum Überlauf bewegen, weil die
ÜF zu einem instabilen Filter führt. Dies entspricht in so einem Fall allerdings nicht dem typischen
DFA-Verlauf eines digitalen Shapers. Nichtsdestotrotz wird ein Überlauf der Akkumulatoren an die
Mess-PC-Software nach einer Detektion gemeldet.
Durchsatzbeschränkung bei SSR-IIR-Filtern
Die ÜF nach Gleichung (5.5) entspricht einer Integratorstufe, welche zur Realisierung des be-
nötigten digitalen IIR-Filters für das DES in der vorliegenden Arbeit zum Einsatz kommt. Mit
jedem Taktzyklus erhält eine nicht-SSR-Implementierung ein neues Sample x [n] der Eingangsfolge,
addiert dieses mit dem Wert y [n−1] und leitet das Ergebnis als y [n] weiter. Pro Taktzyklus wird
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also eine Addition ausgeführt. Da eine nicht-SSR-Implementierung nicht mit 1 GHz getaktet werden
kann, folgt daraus, dass auch kein voller Durchsatz erreicht werden kann. Das ist der Grund, warum
in der vorliegenden Arbeit immer SSR-Filterimplementierungen angestrebt werden. Bei der SSR-
Filterimplementierungen eines Integrators werden pro Taktzyklus bis zu k Samples miteinander
addiert. Dazu werden auch k unabhängige hintereinandergeschaltete Addierer benötigt, weshalb k i.
F. auch Kaskadierungstiefe genannt wird. Es werden k unabhängige Addierer benötigt, weil mit
jedem Taktzyklus genau k Ausgangswerte fertiggestellt werden müssen, damit keine Reduktion
der Werteausgaberate die Energieauflösung beschränken kann. Es müssen also alle Werte der DFA
lückenlos zur Verfügung stehen. Hier ergibt sich allerdings bereits für den einfachen Integrator
folgendes Problem, welches anhand der Abbildung 5.9 für einen SSR-Integratorimplementierung











Abbildung 5.9: Schematische Darstellung einer 2er-Kaskade von Addierern zur Implementierung
eines SSR-IIR-Integrator-Filters
verarbeitet. Der in Abbildung 5.9 in rot markierte Rückkopplungspfad ist in seiner Länge stark von
der Anzahl der verwendeten Addierer und leicht von der Bitbreite der Eingangswerte abhängig.
Dies ist die kombinatorische Kette, welche die Laufzeit des kombinatorischen Anteils der Schaltung
bestimmt. Diese Signallaufzeit kombiniert mit den Setup- und Hold-Zeiten der umgebenen FFs
führt zur maximalen Taktfrequenz der Schaltung. Aus diesem Grund sinkt mit steigendem k auch
die maximal erreichbare Taktfrequenz der Integratorstufe. Für das DES zur Ionenstrahlanalyse
entspricht k = 8 der Sample-Pack-Länge. Die erreichbare Taktrate des Integrators müsste mit k = 8
für vollen Durchsatz mindestens 125 MHz betragen. Dies ist allerdings für den verwendeten Xil-
inx Virtex 6 FPGA nicht zuverlässig gegeben, wie Tabelle 5.2 (a) für eine 64 Bit Integratorstufe
zeigt. Zur Ermittlung der Messwerte in Tabelle 5.2 wurde eine einzelne Integratorstufe allein im
Virtex 6 FPGA des ADQ412 implementiert und nach der Platzierung und Verdrahtung die erreichte
Taktfrequenz aus dem Timing-Report der Xilinx ISE ausgelesen. In Tabelle 5.2 ist die deutliche
Abhängigkeit der erreichbaren Taktrate von k zu erkennen. Daraus folgt, dass auch bei Erhöhung
des Parameters k nicht einfach der Durchsatz um das k-fache steigt, weil die maximale Taktrate
aufgrund des länger werdenden Rückkopplungspfades nicht aufrecht erhalten werden kann. Für
k = 8 ist die maximale Taktrate für eine 64 Bit Integratorstufe 128 MHz. Dieser Messwert wurde
durch Platzierung und Verdrahtung des Synthese-Tools nur erreicht, weil der FPGA für die Auf-
nahme des Messwertes bis auf die Integratorstufe leer war. Bei einem wie in der vorliegenden
Arbeit gefüllten FPGA werden, durch den erhöhten Platzierungs- und Verdrahtungsaufwand, für
diese Konstellation nur Taktfrequenzen <125 MHz erreicht. Der laufzeitbestimmende Faktor eines
SSR-Integrators ist dabei nicht die Carry-Kette der einzelnen Addierer, sondern viel mehr die Hin-
tereinanderschaltung von mehr als einem Addierer zwischen 2 Registersätzen (siehe Abbildung 5.9).
Aus diesem Grund scheitert auch die Idee, den Integrator zur Erhöhung der Taktfrequenz durch
DSPs zu implementieren, wie Tabelle 5.2 zeigt.
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1 467 561 560 0,46 0,56 0,56
2 358 376 273 0,72 0,75 0,55
4 225 220 146 0,9 0,88 0,58
8 128 176 115 1,02 1,40 0,92
16 61 157 86 0,98 2,51 1,38
32 36 125 72 1,15 4 2,30
Tabelle 5.2: (a) Taktbarkeit und (b) Durchsatz einer 64 Bit, 52 Bit-Logik- und 48 Bit-DSP-
Integratorstufe in Abhängigkeit von der Anzahl der zu addierenden Werte pro Taktzy-
klus k
Eine Logik-Implementierung des Integrators besitzt für k ≤ 8 tendenziell immer eine höhere
erreichbare Taktrate als eine DSP-Implementierung mit geringerer Bitbreite. Die erreichbare Taktrate
der DSP-Implementierung ist deswegen kleiner, weil immer k DSPs miteinander kaskadiert werden
müssen, um k Werte pro Taktzyklus zu addieren. Die interne Schaltung der DSP48E1-Komponenten
ist optimiert für höchsten Durchsatz durch die Verwendung der internen Pipeline-Register. Werden
mehrere DSP ohne Register kaskadiert, verlängert dies die benötigte Laufzeit tendenziell mehr
als bei einer reinen Logik-Implementierung, da die DSPs im FPGA größere Distanzen zueinander
haben. Das Aktivieren der DSP-Pipelineregister, zur Erhöhung der Taktfrequenz, ist aber gerade
nicht möglich, weil genau die k Werte innerhalb des einzelnen Taktzyklus addiert werden müssen,
um vollen Durchsatz zu erreichen. Würde nur ein Pipelineregister aktiviert sein, so wäre der
Durchsatz bereits halbiert, da nicht k Werte pro Taktzyklus addiert würden, sondern nur ein Anteil86 .
Zusätzlich scheidet der Einsatz von DSPs für die SSR-Integratorimplementierung auch aus, weil die
zu nutzende DSP48E1-Komponente nur Akkumulatoren bis zu einer Bitbreite von 48 Bit zulässt.
Es werden aber in der vorliegenden Arbeit Akkumulatoren der minimalen Breite von 52 Bit oder
besser mit 64 Bit benötigt.
85 Der Wert für k = 1 wurde gewonnen, indem eine Schaltung mit einer Taktperiodenvorgabe von 1 ns implementiert
wurde. Bei 1 ns Taktperiode ergeben sich zusätzliche Schwierigkeiten, die Werte an den Integrator ohne Setup-
und Hold-Verletzungen anzulegen, da bereits einfache Leitungen zwischen FFs eine längere Laufzeit als 1 ns
haben können. Der gemessene Wert bezieht sich damit nur auf den Integrator selbst und soll hiermit zur
akademischen Vollständigkeit angegeben sein.
86 Eine DSP-Implementierung mathematischer Operationen entfaltet erst ihren besseren Durchsatz, wenn Pipelining




Nutzbare Integratorimplementierung durch Variation von k
Obwohl die erreichbare Taktrate der Integratorstufe mit steigendem k absinkt und für k = 8 keine
125 MHz möglich sind, ist doch die Taktrate nicht entscheidend. Entscheidend ist stattdessen der
erreichbare Durchsatz, welcher für die Integratorstufe in Abhängigkeit von k und der Akkumu-
latorbitbreite in Tabelle 5.2 (b) gezeigt ist. Es ergibt sich, dass mit steigenden k der erreichbare
Durchsatz letztendlich steigt und zwar bspw. für eine 52 Bit Integratorstufe bis zu 4 GSPS mit
k = 32 als Kaskadierungstiefe87 . Selbst für k = 8 reicht die Taktrate für eine 52 Bit Integratorstufe,
auch unter Berücksichtigung der Platzierungs- und Verdrahtungsaufwände, für vollen Durchsatz
aus. Für die geeignetere 64 Bit Variante ist die Kaskadierungstiefe mit k = 32 mit einem Durchsatz
von ≥1 GSPS ebenfalls wie für k = 8 nicht ausreichend sicher implementierbar. Mit k = 4 lässt sich
eine 64 Bit Integratorstufe allerdings sicher mit einer Taktrate über 125 MHz implementieren. Diese
beiden Implementierungsvarianten (1.: 52 Bit, k = 8 mit 1,4 GSPS; 2.: 64 Bit, k = 4 mit 0,9 GSPS)
gilt es nun auf ihre Verwendbarkeit zu prüfen.
Spezielle Filterarchitektur zur Maximierung des Durchsatz mit multiplen
SSR-IIR-Filterkernen
Durch die Durchsatzuntersuchungen der notwendigen Integratorschaltung ist nun bekannt, mit
welcher Kaskadierungstiefe und welcher Akkumulator-Bitbreite welcher Durchsatz erreicht wer-
den kann. Es wurden weiterhin 2 Varianten isoliert, welche verwendet werden können. Die
Idee zur Maximierung des Durchsatzes des DES zur Ionenstrahlanalyse ist nun, die SSR-IIR-
Filterimplementierung eines einzelnen VKs der allg. ÜF nach Gleichung (4.24) so auszuführen,
dass unter Berücksichtigung des Durchsatzes eines einzelnen VKs und der implementierbaren
Anzahl an VKs im Virtex 6 FPGA des DES, der Durchsatz maximiert wird. Der Schlüssel zur
Erzeugung der verschiedenen Varianten der VKs stellt die Position der Integratorkaskade (kurz IK)
innerhalb des VKs dar, welche, wie aus Kapitelpunkt 5.1.2 bekannt, variiert werden kann, ohne das
mathematische Ergebnis der DFA zu verändern.
Abbildung A.27 zeigt die Position der IK nach der FIR-Schaltung. Dies ist aus mathematischer Sicht
nicht die einzige Möglichkeit, wie aus Gleichung (5.1) (b) und (c) bekannt ist. Insgesamt finden
sich 4 Positionierungsmöglichkeiten der IK. Die an jeder Positionen unterschiedliche notwendige
Akkumulatorbitbreite ermöglicht es den Durchsatz anzupassen. In Kapitelpunkt A.17 werden alle
möglichen Varianten im Detail auf erreichbaren Durchsatz und maximal implementierbarer Anzahl
an VKs im FPGA untersucht. Tabelle 5.3 fasst die Eigenschaften dieser Varianten zusammen und
stellt den Durchsatz der IKs und die Anzahl der letztendlich im FPGA implementierbaren VKs dar.
Beim angegebenen Durchsatz handelt es sich um das theoretische Optimum ohne die Berücksich-
tigung von Scheduling-Overhead, was in diesem Fall hinreichend ist. Der erreichbare Durchsatz
des DES ergibt sich aus dem Produkt von IK-Durchsatz und Anzahl der implementierbaren VKs
und wird in der letzten Spalte der Tabelle 5.3 angegeben. Es zeigt sich bspw. an den Varianten 2
und 3, dass bereits für den IK voller Durchsatz möglich ist. Leider benötigt der IIR-Filterkern bei
diesen Varianten mehr Ressourcen und kann daher nicht mehrfach im FPGA parallel implementiert
werden, um den Gesamtdurchsatz des DES weiter zu erhöhen. Es bleibt bei den Varianten 2 und 3
bei 1 VK pro FPGA und damit bei einem maximalen Gesamtdurchsatz von 1 GSPS. Ein Optimum
ergibt sich mit der untersuchten Variante 1. Hier ist zwar der IK-Durchsatz auf die Hälfte mit
0,5 GSPS beschränkt, dennoch können bis zu 3 VKs im FPGA untergebracht werden, was den
87 Für k > Sample-Pack-Länge ließe sich sogar die gleiche Taktdomäne für die Schaltung verwenden, wenn die
Technik der „Multi-cycle paths“ angewendet wird (siehe [XILTIMINGCONST]). Durch einen vor- und nachgeschal-
teten Datenbreitenwandler, der Datenströme von 8 zu k Werten pro Taktzyklus und zurück von k zu 8 Werten
pro Taktzyklus wandelt, kann eine geeignete Infrastruktur zur Anbindung dieses Integrators erfolgen.
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4 88 0,5 1 0,5
Tabelle 5.3: Eigenschaften der in der vorliegenden Arbeit untersuchten Varianten zur Optimie-
rung des Integratordurchsatzes
Gesamtdurchsatz auf 1,5 GSPS erhöht. Aus diesem Grund wurde in der vorliegenden Arbeit die
Variante 1 implementiert.
5.3.3 CFT-Filter zur Pileup-Verwerfung
Zur Pileup-Erkennung wird in der vorliegenden Arbeit der CFT-Filter, unter Verwendung geeigneter
Parameter (siehe Kapitelpunkt 4.3.5), verwendet. Durch die Detektion des Crossover-Zeitpunktes
innerhalb des „Finde Crossover“-Moduls (siehe Abbildung 5.7) wird eine Ausgabe vom Modul
erzeugt, welche Auskunft über die Position des Crossover-Zeitpunkts innerhalb des Sample-Packs
gibt. Beim CFT-Filter zur Impuls-Zeitstempelbestimmung werden diese Informationen zum mittle-
ren Maßstab verarbeitet und beim CFT-Filter zur Pileup-Erkennung können diese Informationen
zur Entscheidung über die Beeinflussung des Impulses durch Pileup verwendet werden. In der
vorliegenden Arbeit wird jedes Mal, wenn das „Finde Crossover“-Modul zur Pileup-Erkennung
einen Crossover nach Bedingung 5.1 entdeckt, ein Pileup-Zähler um 1 erhöht, welcher zu Beginn
einer jeden Impulsverarbeitung mit 0 initialisiert wurde. Nach der Energiewertberechnung und
nachdem der komplette Impulsverlauf auch durch den CFT-Filter zur Pileup-Erkennung analysiert
wurde, wird der Pileup-Zähler durch das „Kombiniere Datenfeld“-Modul dem Ergebnisdatenfeld
hinzugefügt. Dazu werden im Ergebnisdatenfeld 4 Bit reserviert (siehe Tabelle A.10), welches
eine Zählung von bis zu 15 Ereignissen pro Auswertung erlaubt. Alle Zählerwerte >1 bedeuten,
dass während der Ausgabe des für die Energiewertbestimmung relevanten Impulsverlaufs mehr
als ein Crossover innerhalb des CFT-Filters zur Pileup-Erkennung stattgefunden hat. Mindestens 1
Crossover wird dagegen immer gezählt, da es sich bei diesem um den auszuwertenden Impuls selbst
handelt. Durch diese Implementierung wird der Anwendungssoftware ermöglicht zu erkennen,
ob es sich erstens um ein Pileup-Ereignis handelt und zweitens wie viele Ereignisse genau zur
Berechnungszeit aufgetreten sind. Optional kann die FPGA-Schaltung dazu veranlasst werden, die





In diesem Kapitel werden in Abgleich der gestellten Zielsetzung (siehe Kapitelpunkt 1.2) der
vorliegenden Arbeit alle erreichten Ergebnisse vorgestellt und diskutiert. Es wird weiterhin auf die
Weiterentwicklung gegenüber dem Stand der Technik vor der Arbeit eingegangen. Zusätzlich werden
Grenzen aufgezeigt, welche in der vorliegenden Arbeit nicht überschritten werden konnten.
6.1 Allgemeine Ergebnisse
Dieser Kapitelpunkt behandelt alle Ergebnisse der vorliegenden Arbeit, welche gleichermaßen für
das digitale TDPAC-Spektrometer und für das digitale DES zur Ionenstrahlanalyse entstanden sind
und für beide Messinstrumente verwendet werden.
6.1.1 Minimale intrinsische Totzeit von einer Abtastperiode durch
Totzeit-FIFO
In der vorliegenden Arbeit wurde eine Systemarchitektur entwickelt, die es Messinstrumenten, wel-
che auf der Auswertung von Impulsen innerhalb eines SSR-ADC-Datenstroms basieren, ermöglicht,
eine intrinsische Totzeit von einer Abtastperiode zu realisieren. Als Voraussetzung wurde dabei
identifiziert, dass der SSR-ADC-Datenstrom direkt und ohne Datenverlust an einen FPGA überge-
ben wird, welcher eine anwendungsspezifische Funktionalität durch digitale Schaltungen in harter
Echtzeit realisieren kann. Durch die Fähigkeiten der FPGAs zur massiven Parallelverarbeitung von
Daten war es in der vorliegenden Arbeit möglich, jedes einzelne Sample der ADC-Datenströme
auszuwerten und somit in harter Echtzeit auf Ereignisse im SSR-ADC-Datenstrom zu reagieren. Die
digitale FPGA-Schaltung, welche diese minimale intrinsische Totzeit bewirkt, ist die entwickelte
Totzeit-FIFO (siehe Kapitelpunkt 4.1.2). Die Totzeit-FIFO entkoppelt den Impulsaufnahmeprozess
(Speicherung von Impulssampleverläufen) vom Impulsverarbeitungsprozess (Signalverarbeitung
der Impulssampleverläufe). Mittels dieser Entkopplung konnte die intrinsische Totzeit von einer
Abtastperiode der verwendeten ADCs erreicht werden, was für die Entwicklung des digitalen
TDPAC-Spektrometers im Vergleich zum Stand der Technik mit den Arbeiten [RÖDER2008],
[NAGL2010] und [NAGL2014] eine Reduktion der intrinsischen Totzeit um 2 Größenordnungen
bedeutet (siehe Tabelle 6.1 (a)). Das Ergebnis der FPGA-Schaltung der Totzeit-FIFO ist dabei
erweiterbar und kann für zukünftige Generationen von Messinstrumenten auch mit höheren SSR-
ADC-Datenraten und -Bitbreiten verwendet werden.
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6.1.2 Verbesserter Durchsatz durch Vorverarbeitung im FPGA
In der vorliegenden Arbeit wird durch die Vorverarbeitung von SSR-ADC-Datenströmen im FPGA
eine Maximierung des Messinstrumentendurchsatzes in Einheiten von verarbeitbaren Ereignissen
pro Sekunde erreicht. Dazu wurden weiter zwei neue Implementierungen in den FPGAs umgesetzt.
Dies ist zum einen die bereits erwähnte Totzeit-FIFO und zum anderen die Implementierung
aller signalverarbeitenden Filter als SSR-Filterschaltungen im FPGA. Der Durchsatz konnte im
Vergleich zum existierenden Stand der Technik mit den Arbeiten [RÖDER2008], [NAGL2010] und
[NAGL2014] auf das 5-fache gesteigert werden.
Erhöhung des Durchsatzes durch die Totzeit-FIFO
Die Entwicklung der Totzeit-FIFO bewirkt aus zwei Gründen eine Erhöhung des Messinstrumen-
tendurchsatzes. Zum einen werden in der Totzeit-FIFO nur relevante Impulsverläufe zwischenge-
speichert, denn ADC-Datenstromanteile, welche nur Rauschen ohne Nutzsignal enthalten, werden
entfernt. Dadurch müssen im Datenfluss folgende VKs auch keine permanente Signalverarbeitung
ausführen, was bei einer Streaming-Architektur der Fall wäre. Dies erhöht bei VKen, welche keinen
vollen Durchsatz erreichen, den effektiven Durchsatz an Ereignissen pro Sekunde, weil die Signal-
Ruhezeiten zur Verarbeitung ausstehender Ereignisse genutzt werden können. Für VKs mit vollem
Durchsatz können die entstehenden Ruhezeiten aber auch für die Signalverarbeitung anderer Kanäle
genutzt werden. Es werden also n-1-Architekturen (n entspricht der Kanalanzahl; 1 entspricht
der VK-Anzahl) mit n > 2 ermöglicht, welche bei niedrigerem Ressourcenbedarf ausreichenden
Durchsatz mit nur einem VK liefern könnten.
Zum anderen ermöglicht die Zwischenspeicherungsfunktion der Totzeit-FIFO 1-m-Architekturen
(1 entspricht der Kanalanzahl; m entspricht der VK-Anzahl) mit m > 2, was den Druchsatz eben-
so effektiv erhöhen kann. Für Streaming-Architekturen oder auf konventioneller Analogtechnik
basierende Systeme wird immer eine 1-1-Architektur benötigt, da jeder VK permanent auf den
ADC-Daten eines Kanals arbeiten müsste.
Erhöhung des Durchsatzes durch SSR-Filterschaltungen
In der vorliegenden Arbeit wurde als Ergebnis zur Realisierungen maximalen Durchsatzes die
Entwicklung und Implementierung von digitalen SSR-Filtern zur Impulsformung erreicht. Dabei
wurde für das digitale TDPAC-Spektrometer ein SSR-FIR-Filter zur Extraktion des Zeitstempels
eines Ereignisimpulses und für das DES ein allgemein konfigurierbarer SSR-IIR-Filter zur Energie-
wertextraktion als FPGA-Schaltung implementiert. Die bereits existenten FPGA-Filterschaltungen
zur Impulsformung, welche den Stand der Technik bildeten, verarbeiten lediglich 1 Sample pro
Taktzyklus und sind für die vorliegende Arbeit funktionell nur beschränkt verwendbar. Da aber in
der vorliegenden Arbeit die SSR-ADC-Datenraten weitaus höher als gewöhnlich sind (1 GSPS),
wurden die entwickelten Filterschaltungen so konzipiert, dass für das digitale TDPAC-Spektrometer
16 Samples und für das DES zur Ionenstrahlanalyse 8 Samples pro Taktzyklus im FPGA ver-
arbeitet werden (SSR-Filter). Dies gilt für die implementierten SSR-FIR-Filter. Eine nicht-SSR-
Filterimplementierung des Standes der Technik, welche lediglich 1 Sample pro Taktzyklus verar-
beitet, kann bei gleicher Taktrate demzufolge nur 116 oder nur
1
8 an erreichbarem Durchsatz bieten.
Die SSR-IIR-Filter für das DES zur Ionenstrahlanalyse konnten nur mit 4 Samples pro Taktzyklus
(Hälfte des vollen Durchsatzes) ausgeführt werden (siehe Kapitelpunkt 6.3.4).
136
6.1 Allgemeine Ergebnisse
6.1.3 Minimierung der Datenraten zum Mess-PC
Ein wichtiges Ergebnis der vorliegenden Arbeit ist die massive Reduktion und damit Minimierung
der Datenraten von den entwickelten Messinstrumenten zum Mess-PC. Dieses Ergebnis konnte nur
durch den Einsatz von FPGA-Digitizern zur Vorverarbeitung erreicht werden. Nach der Vorverar-
beitung werden nur Ergebnisdatenfelder aller detektierten Ereignisse an den Mess-PC übertragen.
Für das entwickelte TDPAC-Spektrometer handelt es sich dabei nur um die Zeit-, Energie- und
Kanalinformation (siehe Kapitelpunkt A.14) und für das DES um die Energie-, Orts-, Zeit-, Pileup-
und Kanalinformationen (siehe Kapitelpunkt A.16).
Da die Verarbeitungskapazität eines PCs mit Betriebssystem und seiner Anwendungssoftware als
kritischstes Glied für den Durchsatz und die Zuverlässigkeit eines Messinstruments gelten, wurde in
der vorliegenden Arbeit bewusst die Vorverarbeitung, zur Erlangung der Ergebnisinformationen von
Ereignissen, in FPGA-Schaltungen implementiert und damit in zuverlässige Hardware ausgelagert.
Dies reduziert ebenfalls den Verarbeitungsaufwand seitens des Mess-PCs. Als Endergebnis ist jedes
entwickelte Messinstrument mit nur einem Mess-PC ausgestattet und ermöglicht trotzdem alle Mes-
sungen online auszuführen. Dies bedeutet eine starke Reduktion der Computer-Anzahl pro Kanal
im Vergleich zum Stand der Technik (siehe Tabelle 6.1 (a)), wobei die Messinstrumente des Standes
keine Online-Messung ermöglichen. Für die Anwendungssoftware der Mess-PCs der entwickelten
Messinstrumente ergab sich weiterhin, dass die ungenutzte Rechenleistung effizient für flexible
Algorithmik und neue Funktionen eingesetzt werden konnte. Für das digitale TDPAC-Spektrometer
ist dies die Implementierung der Koinzidenzanalyse (siehe Kapitelpunkt 5.2.3) und für das DES zur
Ionenstrahlanalyse ist dies der Algorithmus zur Erstellung der Energiespektren und Maps (siehe
Kapitelpunkt 4.3.1). Durch die Wahl der Systemarchitektur der entwickelten Messinstrumente und
die damit erreichte immense Entlastung der Mess-PCs im Vergleich zum Stand der Technik, sind
die Mess-PCs ohne weiteres für die nächsten Generationen an leistungsstärkeren Messinstrumenten
verwendbar. Es können also direkt Verbesserungen an den Kernfähigkeiten der entwickelten Mess-
instrumente vorgenommen werden, ohne die entwickelte Systemarchitektur vorerst verbessern zu
müssen. Im Folgenden werden dieses Ergebnisse im Vergleich zum vorher existierenden Stand der
Technik weiter erläutert.
Entwickeltes TDPAC-Spektrometer im Vergleich zum Stand der Technik
Die zum Stand der Technik gehörenden gleichartigen digitalen TDPAC-Spektrometer anderer Ar-
beiten wie [RÖDER2008], [NAGL2010] und [NAGL2014] verwenden keine FPGA-Digitizer und
können so, vor allem in den Merkmalen Durchsatz, Zuverlässigkeit und Benutzerfreundlichkeit,
nicht an die Möglichkeiten der FPGA-Technik anknüpfen (Merkmal Zeitauflösung siehe Kapitel-
punkt 6.2.3). Tabelle 6.1 zeigt diesbezüglich eine Übersicht und vergleicht die Charakteristiken
der digitalen TDPAC-Spektrometer aus [RÖDER2008], [NAGL2010] und [NAGL2014] sowie
der vorliegenden Arbeit. In Tabelle 6.1 (a) ist zu erkennen, dass die Spektrometer ohne FPGA-
Unterstützung die notwendige Rechenleistung durch eine Vielzahl zusätzlicher PCs bereitstellen
müssen. So ist es üblich in den Arbeiten [RÖDER2008], [NAGL2010] und [NAGL2014] für jeden
Kanal einen einzelnen PC zur Datenaufnahme zu verwenden und einen weiteren PC zur Koinzidenz-
analyse und Darstellung der Spektren. In der vorliegenden Arbeit bringen die FPGAs die notwendige
Rechenleistung pro Kanal auf, so dass der Mess-PC nur zur Koinzidenzanalyse und Spektrendar-
stellung benötigt wird. Da in der vorliegenden Arbeit für das digitale TDPAC-Spektrometer die
Vorverarbeitung der Impulsverläufe in den FPGAs stattfindet, beträgt die Datenrate zum Mess-PC
einen Bruchteil der vorkommenden Datenrate in den Arbeiten [RÖDER2008], [NAGL2010] und
[NAGL2014], was sich wiederum auf die notwendige geringe Leistungsfähigkeit des Mess-PCs
auswirkt. In der vorliegenden Arbeit existiert als Ergebnis auch keine Abhängigkeit der Datenrate
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von den ADC-Eigenschaften, was die potentielle zukünftige Einsetzbarkeit der Software des Mess-
PCs in künftigen Spektrometergenerationen, basierend auf der gleichen Systemarchitektur, möglich
macht. Die Größe eines zu transferierenden Datenfelds pro Ereignis beträgt immer 8 Bytes. Dies gilt
unabhängig von den mit dem entwickelten TDPAC-Spektrometer verwendeten Detektortypen und
dessen Ereignisimpulslängen, aber nicht für die TDPAC-Spektrometer des existierenden Standes der
Technik (siehe Tabelle 6.1 (b)). Bei den Arbeiten [RÖDER2008], [NAGL2010] und [NAGL2014] ist
zu erkennen, dass der Durchsatz der Spektrometer durch die maximale Datenrate vom Digitizer zum
PC (PCI-Bus) beschränkt wird. Hier wird also der Durchsatz eines Messinstrumentes nicht durch
hochspezifische Algorithmen beschränkt, wie in der vorliegenden Arbeit, sondern bereits durch
einfaches Transportieren von Daten. In Arbeit [NAGL2014] wurde diesbezüglich das System aus
[NAGL2010] leicht verbessert, indem durch massive Aufrüstung der Computersysteme die Rechen-
leistung so vergrößert wurde, dass die Signal-Processing-Computer, welche die Impulsverlaufsdaten
aus den Digitizern entgegennehmen, die Zeitstempel- und Energiewert-Berechnung nun ohne Zwi-
schenspeicherung von Daten durchführen können. Dies zeigt sich an dem leicht gesunkenen Bedarf
an Festspeichern innerhalb des Systems (siehe Tabelle 6.1 (a)). Die Arbeit [NAGL2014] greift damit
die Idee der vorliegenden Arbeit (erstmals 2011 publiziert in [JÄGER2011]) auf und bewirkt, dass
der Verarbeitungsschritt 2 eines TDPAC-Spektrometers ohne zusätzliche Festspeicher ausgeführt
werden kann. Dabei ist der Unterschied der Arbeit [NAGL2014] zur vorliegenden Arbeit, dass zur
Vorverarbeitung leistungsstarke Computersysteme (leistungsstärker als in [NAGL2010]) verwendet
werden, wohingegen in der vorliegenden Arbeit zur effizienten Vorverarbeitung FPGAs zum Einsatz
kommen. Die Verwendung von FPGAs zur Vorverarbeitung hat im Gegensatz zu Software oder
DSP-Programmen große Vorteile, da die hohen Datenraten aus dem ADC direkt danach im FPGA
abgefangen und reduziert werden können, bevor Daten über komplexere Bus-Systeme übertragen
werden müssen. Dies erhöht die Zuverlässigkeit des Systems und trägt zu dessen Kompaktheit
bei. Der FPGA ist dabei durch ein natives dediziertes Bus-Interface mit dem ADC verbunden,
welches nicht gestört werden kann. Weiterhin hat die Möglichkeit der parallelen Implementierung
von digitalen Schaltungen in FPGAs den Vorteil, dass digitale Filter nahezu unabhängig von ih-
rer Komplexität mit höherem bis vollen Durchsatz umsetzbar sind. Voraussetzung dafür ist, dass
FPGAs mit ausreichenden Logik-Ressourcen eingesetzt werden, was durchaus Stand der Technik
ist. Der Durchsatz von Software- oder DSP-Implementierungen sinkt dagegen immer, wenn sich
die Komplexität digitaler Filter (bspw. Anzahl der Koeffizienten oder Tap-Delays) erhöht (siehe
auch Kapitelpunkt 4.1.3).
Entwickeltes DES zur Ionenstrahlanalyse im Vergleich zum Stand der Technik
Für das DES zur Ionenstrahlanalyse wurde derselbe Ansatz der Ereignisdatenfelder wie für das
digitale TDPAC-Spektrometer verfolgt. Mit dem Unterschied, dass die an den Mess-PC zu trans-
ferierenden Datenfelder pro Ereignis immer 16 Bytes groß sind. In diesen Datenfeldern enthalten
sind zusätzlich die Energie, Orts- und Pileup-Informationen. Durch die Transferdatenreduktion
muss als Ergebnis ebenfalls nur ein Mess-PC mit dem Messinstrument zur Anwendung kommen.
Dabei können unter günstigen Messbedingungen (kurze Ereignisimpulslängen) 14 Kanäle mit
jeweils 1 Million Ereignissen/s pro Detektor verarbeitet werden. Diese Beschränkung folgt aus
der Beschränkung der PCIe-Transferrate von 209 MByte/s vom Chassi zum Mess-PC. Daraus
ergibt sich, dass für die Zielsetzung, das DES zur Ionenstrahlanalyse mit 8 Kanälen bei 1 Million
Ereignisse/s zu betreiben, die Datenrate zum Mess-PC kein beschränkender Faktor ist.
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6.1.4 SSR-Filter zur Impulsformung mit höchstem Durchsatz in
FPGA-Schaltungen
Mit der Zielsetzung der Impulsformung von beliebigen Detektorimpulsformen, welche im FPGA
als SSR-ADC-Datenströme vorliegen, wurden in der vorliegenden Arbeit eigene SSR-FIR- und
SSR-IIR-Filterschaltungen für FPGAs entwickelt, welche für die Anwendung der Impulsformung
optimiert sind. Als Ergebnis wird für die Implementierungen durch die Parallelverarbeitung von meh-
reren Samples pro Taktzyklus bestenfalls voller Durchsatz erreicht. Für das TDPAC-Spektrometer
wurde ein SSR-FIR-Filter mit 2 Tap-Delays entwickelt, welcher 16 Samples eines 1 GSPS ADC-
Datenstroms pro Taktzyklus88 verarbeitet. Dabei ist einer der Koeffizienten mit 8 Bit Genauigkeit
einstellbar. Die Besonderheit der SSR-Filterimplementierungen ist dabei, dass die Tap-Delays in
ihrer zeitlichen Verzögerung einstellbar sind. Dadurch ergibt sich, dass Ressourcen, welche von
nicht genutzten zeitlichen Verzögerungen (math. Koeffizient = 0) stammen, im Gegensatz zu Fil-
terimplementierungen des Standes der Technik, mit den Implementierungen der vorliegenden Arbeit
eingespart werden können. Hierbei entstand als Ergebnis des SSR-FIR-Filteranteils für das DES
zur Ionenstrahlanalyse eine Implementierung, welche 10 Tap-Delays also auch 10 Koeffizienten
vorsieht. Zusätzlich können, durch die Änderbarkeit der zeitlichen Verzögerungen, Filterordnun-
gen von bis zu 16383 entstehen, ohne zusätzliche Ressourcen zu benötigen. Dabei verarbeitet die
besagte SSR-FIR-Filterschaltung 8 Samples pro Taktzyklus und wird in der vorliegenden Arbeit
ebenfalls auf einen 1 GSPS ADC-Datenstrom angewendet. Die Koeffizienten sind dabei mit 36 Bit
vorzeichenbehaftet einstellbar. Der an den FIR-Filteranteil anschließende SSR-IIR-Filteranteil,
welche durch einfache Integratoren realisiert wird, konnte mit 4 Samples pro Taktzyklus Durchsatz
implementiert werden, was der Hälfte des vollen Durchsatzes entspricht. Dabei stellte sich die
kombinatorische Kette des gesamten Additionsmoduls des Integrators als taktratenbegrenzendes
Element heraus. Zusätzlich ist die ÜF aller entwickelten SSR-Filterschaltungen innerhalb eines
Taktzykluses einstellbar, was im Vergleich zum Stand der Technik dadurch erreicht wird, dass einer-
seits nur wenige Koeffizienten und Tap-Delays gesetzt werden müssen (alle Koeffizienten gleich 0
werden weggelassen) und andererseits, dass alle Koeffizienten- und Tap-Delay-Einstellungen durch
ein paralleles Daten-Interface an die Filterschaltung angelegt werden.
6.2 Ergebnisse zum digitalen TDPAC-Spektrometer
Dieser Kapitelpunkt behandelt die Ergebnisse der Forschungs- und Entwicklungstätigkeit zum
digitalen TDPAC-Spektrometer. Zur Einführung zeigt Tabelle 6.1 (a) eine Übersicht und einen
Vergleich der Charakteristiken der digitalen TDPAC-Spektrometern aus den Arbeiten des Standes
der Technik ([RÖDER2008], [NAGL2010], [NAGL2014]) und der vorliegenden Arbeit. Zur Erläu-
terung der Tabelle 6.1 (a) sei auf Kapitelpunkt 6.1 verwiesen. Zusätzlich ist in Tabelle 6.1 (b) die
gesamte zu erwartende Datenrate der einzelnen Spektrometer von Digitizern zu den aufnehmenden
PCs gegeben. Diese Datenrate gilt mit dem in der 1. Spalte der Tabelle 6.1 (b) angegebenen De-
tektortyp und Ereignisrate pro Detektor. Es ist zu erkennen, dass bei den Arbeiten [RÖDER2008],
[NAGL2010] und [NAGL2014] manche Messungen „Nicht möglich“ sind. Dies liegt daran, dass
die zu erwartenden Datenrate nicht über die Digitizer-Systembusse übertragen werden kann und
damit das Spektrometer nicht in der Lage ist die angegebenen Messung durchzuführen. Ein „Nicht
getestet“ Eintrag verdeutlicht, dass eine Messung in dieser Konstellation theoretisch möglich ist,
aber keine praktische Ausführung publiziert wurde. In der letzten 4. Spalte der Tabelle 6.1 (b)
sind die Datenraten der vorliegenden Arbeit verzeichnet. Hier ist zu erkennen, dass diese gänzlich




unter 10 MByte/s (Gesamtrate über alle Detektoren) liegen, weil die Transferrate nicht von den















Einsatz von FPGAs Nein Nein Nein Ja
Anzahl Detektoren 4 4 6 6
max. Durchsatz pro Kanal
(Ereignisse/s) 9700
89 20000089 20000089 1,1·106 90
intrinsische Totzeit pro Ereignis
(ns)
19850
(gemittelt) 350 350 1
91
Anzahl Computer sowie
(Anzahl Computer pro Kanal) 5 (1,25) 5 (1,25)
92 7 (1,17)93 1 (0,17)94
Nachverarbeitung der
Impulsverläufe notwendig? Ja Ja Nein Nein









Datenrate über Systembus Ja Ja Ja Nein
(b) Gesamte Datenrate von Digitizern zu PCs (MByte/s) für Beispielmessungen:
(cps ist pro Kanal gegeben)
LaBr3-Detektoren95 , 5000 cps96 1,88 3,8 5,7 0,228
LaBr3-Detektoren95 , 30000 cps Nicht möglich97 22,8 34,2 1,38
LaBr3-Detektoren95 , 200000 cps Nicht möglich97 152 228 9,12





BaF2-Detektoren98 , 200000 cps Nicht möglich97 Nicht möglich99 Nicht möglich99 9,12
Tabelle 6.1: Vergleich entscheidender Charakteristiken von digitalen TDPAC-Spektrometern ohne
FPGA-Einsatz mit der vorliegenden Arbeit mit FPGA-Einsatz
89 begrenzt durch Digitzer-PCI-Bus
90 begrenzt durch FPGA-Algorithmus
91 intrinsisch durch ADC bestimmt
92 CPU: 4x 2 Intel Xeon E5420 @ 2,5 GHz, RAM: 4 GByte; CPU: 1x 2 Intel Xeon X5450 @ 3 GHz, RAM: 4 GByte
93 CPU: 6x 2 Intel Xeon E5620 @ 2,4 GHz, RAM: 24 GByte; CPU: 1x 2 Intel Xeon 5450 @ 3 GHz, RAM: 16 GByte
94 CPU: 1x Intel Core2Duo E4300 @ 1,8 GHz, RAM: 2 GByte
95 Detektorimpulslänge 100 ns
96 cps - counts per second - Einheit für Anzahl der Ereignisse pro Sekunde
97 Durchsatz ist wegen Totzeit zu klein.
98 Detektorimpulslänge 1000 ns
99 Durchsatz ist wegen PCI-Transferraten-Beschränkung zu klein.
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6.2.1 Aufbau
Durch den Einsatz der 3 U1080A FPGA-Digitizer konnte die Systemarchitektur und damit auch
die Aufteilung der Systemprozesse in FPGA-Schaltung und Software (siehe Kapitelpunkt 4.2.1) so
gewählt werden, dass in der vorliegenden Arbeit erstmals ein hoch performantes, benutzerfreundli-
ches digitales TDPAC-Spektrometer mit der Kompaktheit eines Digitizer-Chassis, einem einzelnen
Mess-PC und instrumenteller Zuverlässigkeit entwickelt werden konnte. Abbildung 6.1 zeigt den
vollständigen Spektrometeraufbau mit Detektor-Würfel, FPGA-Digitizer-Chassis, Hochspannungs-
versorgung und Mess-PC. Das Chassis, welches die FPGA-Digitzer enthält, hat die Baugröße
eines herkömmlichen PC-Gehäuses und ist in weniger als 15 Sekunden nach dem Einschalten
betriebsbereit.
Abbildung 6.1: Foto des vollständigen TDPAC-Spektrometeraufbaus mit Detektor-Würfel
(links); Mess-PC (unten-rechts); Hochspannungsversorgung (mitte-rechts) und
FPGA-Digitizer (grünes Chassi) nach [JÄGER2011]; Steckverbinder des „AS
Bus“ (roter Pfeil); PCI-Datenverbindung zum Mess-PC (blauer Pfeil)
Details zur Spektrometer-Hardware
In Abbildung 6.1 ist zu erkennen, dass die Anodensignale der 6 γ-Detektoren direkt an die ADC-
Eingänge der FPGA-Digitizer angeschlossen sind. Im grünen Chassis in Abbildung 6.1 sind 3 der
U1080A FPGA-Digitizer verbaut, welche jeweils 2 ADC-Eingänge besitzen. Rechts an den Digiti-
zern (in Abbildung 6.1 roter Pfeil) sind die grünen Steckverbinder des „AS bus“ zu erkennen. Durch
den „AS bus“ wird eine synchrone ADC-Abtastung über alle Kanäle des Spektrometers möglich.
Es wird damit keine zusätzliche dem Stand der Technik entsprechende externe Taktgebung zur
Synchronisation der Abtastzeitpunkte benötigt. Das Spektrometer-Chassis ist über eine Verbindung
aus 2 RJ-45 Steckverbindern (in Abbildung 6.1 blauer Pfeil) zum Datetransfer mit dem Mess-PC
verbunden (PCI-Verbindung). Durch das Ergebnis der implementierten Systemarchitektur könnten
in diesem Chassis andere FPGA-Digitizer mit anderen ADCs höherer Abtastraten oder Bitbreiten





Von den FPGA-Digitizern werden lediglich minimalste Datenmengen pro Zeiteinheit an den Mess-
PC transferiert (siehe Tabelle 6.1 (b)). Bei diesen Daten handelt es sich um aufbereitete Datenfelder
von Ereignissen, welche keinerlei Datenreduktion mehr benötigen. Die Spektrometer-Software
nimmt diese Datenfelder entgegen und führt darauf die Koinzidenzanalyse durch. Die Datenfelder
werden nach der Auswertung verworfen und müssen nicht gespeichert werden.
Zur Erhaltung der Messinstrumentenzuverlässigkeit werden nur die Verarbeitungsschritte 3-5 eines
TDPAC-Spektrometers in der Spektrometer-Software ausgeführt. Bei diesen Verarbeitungsschritten
muss keine rechenintensive Datenreduktion mehr ausgeführt werden und die Spektrometer-Software
kann bei der Ausführung der Koinzidenzanalyse ihren Vorteil der größeren algorithmischen Flexibi-
lität gegenüber der digitalen Hardware ausspielen. Dabei werden in der vorliegenden Arbeit von
der Spektrometer-Software keinerlei mit der Zeit anwachsende Speicherbedarfe generiert, was die
Einfachheit und Zuverlässigkeit des gesamten Messinstruments erhöht.
6.2.2 Allg. Anwendbarkeit des CFT und dessen Zeitauflösung
In der vorliegenden Arbeit wurde erstmals der Constant Fraction Trigger (kurz CFT) zur Zeitinfor-
mationsextraktion von Impulsen für Subsample-Zeitauflösung in einer SSR-FIR-Filter-Variante in
FPGA-Schaltungen für vollen Durchsatz entwickelt und implementiert. Der CFT wurde dabei in
dessen Parametern Delay d und Constant Fraction Factor CFF so einstellbar implementiert, dass die
Funktionalität konventioneller analoger CFDs nachgebildet wird. Dadurch wird der CFT, wie der
konventionelle CFD, für beliebige Impulsformen einsetzbar und kann in seiner Zeitauflösung durch
vergleichbare Parameteranpassungen optimiert werden. Damit ist erstmals eine Implementierung
eines konventionellen CFD als digitale Variante mit vollem Durchsatz für SSR-ADC-Datenströme
ausgeführt worden. Zusätzlich wird im Rahmen des CFT eine kubische Interpolation zur Ermittlung
des Subsample-Zeitstempelanteils („feiner Maßstab“, siehe Kapitelpunkt 4.1.5) im FPGA ausge-
führt. Damit verbindet der entwickelte CFT die optimalen Voraussetzungen für höchsten Durchsatz
(durch SSR-Filter im FPGA), allg. Anwendbarkeit (durch volle Einstellbarkeit und ausnahmslose
Nutzung der einleitenden Flanke aller Impulse) und optimale Zeitauflösung (durch ausnahmslo-
se Nutzung der einleitenden Flanke aller Impulse und kubischer Interpolation). Mindestens eine
dieser Voraussetzung ist über den existierenden Stand der Technik der Arbeiten [RÖDER2008],
[CAEN2011], [NAGL2010] und [NAGL2014] nicht erfüllt (siehe Kapitelpunkt 4.2.2).
Die Qualität der Zeitauflösungsmessung ist das wichtigste Merkmal eines Algorithmus zur Zeitin-
formationsextraktion von Ereignissen und ist bei digitalen TDPAC-Spektrometern von der Wahl der
allgemeinen Systemarchitektur unabhängig. Sie hängt lediglich von der Wahl und Implementierung
des Algorithmus zur Zeitstempelberechnung sowie von den messtechnischen Aufnahmebedin-
gungen der Impulssampleverläufe (wie ENOB und Abtastrate des verwendeten ADC) ab. In der
vorliegenden Arbeit wurden insgesamt 3 Algorithmen zur Zeitinformationsextraktion auf ihre
mögliche Zeitauflösung implementiert und untersucht. Diese sind die Algorithmen Centroid (siehe
Kapitelpunkt A.5.3), DCFI und CFT. Tabelle 6.2 zeigt die in der vorliegenden Arbeit gemesse-
nen Zeitauflösungen verschiedener Verfahren im Vergleich zu anderen Arbeiten. In der Tabelle
wird weiter vermerkt, mit welchen ADC-Eigenschaften die Samples der Impulse aufgenommen,
welche Detektortypen und Messproben verwendet wurden. Dies muss bei der Auswertung der
Zeitauflösung aufgrund von Abhängigkeiten berücksichtigt werden. Es ist zu erkennen, dass in der
vorliegenden Arbeit die beste Zeitauflösung mit 247 ps mit dem CFT-Verfahren unter Verwendung
von BaF2-Detektoren und einer 60Co Probe gemessen wurde. Mit LaBr3-Detektoren bei einer 44Ti
Probe werden 344 ps erreicht. Dagegen liegt die Zeitauflösung des Centroid-Verfahrens mit 914 ps
nur knapp unter der Abtastperiode von 1 ns. Hier zeigt sich, dass beim Centroid-Verfahren, durch die
Berücksichtigung aller Impulssamples zur Zeitstempelberechnung, die Zeitauflösung verschlechtert
wird.
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Tabelle 6.2: Zeitauflösungen verschiedener Algorithmen zur Zeitstempelberechnung in Abhän-
gigkeit des Detektortyps und der ADC; Alle Fehler der Messwerte der vorliegenden
Arbeit sind <1 ps.
Um den direkten Einfluss der ADC-Eigenschaften auf die Zeitauflösung zu untersuchen, wurde
ebenfalls das DCFI-Verfahren aus [NAGL2010], [NAGL2014] in das TDPAC-Spektrometer der
vorliegenden Arbeit implementiert. Es zeigt sich, dass mit dem DCFI-Verfahren ebenfalls mit
LaBr3-Detektoren und bei 60Co in der vorliegenden Arbeit eine Zeitauflösung von 265 ps und in
[NAGL2014] eine Zeitauflösung von ca. 220 ps erreicht wurde. Offensichtlich bewirkt in diesem
Fall die doppelte Abtastrate (2 GSPS) (siehe letzte Spalte der Tabelle 6.2) aus [NAGL2014]
eine Verbesserung der Zeitauflösung von ca. 17%. Die Abtastrate kann bei diesem Vergleich als
Haupteinfluss gewertet werden, da die ENOB der Digitizer aus [NAGL2010] und der vorliegenden
Arbeit nur vernachlässigbar voneinander abweichen und sonst kein Unterschied besteht. Wird
in der vorliegenden Arbeit anstatt des DCFI-Verfahrens das CFT-Verfahren benutzt, so kann die
Zeitauflösung unter sonst gleichen Bedingungen weiter auf 260 ps verbessert werden. Dies ist
um 2% besser als die erreichbaren 265 ps des DCFI-Verfahrens. Im direkten Vergleich, unter
Messbedingungen mit gleicher Probe, gleicher ADC-Abtastrate und gleichen Detektortypen, erreicht
das CFT-Verfahren eine bessere Zeitauflösung. Dieser Vergleich zeigt, dass sich hypothetisch die
Zeitauflösung des CFT-Verfahrens ebenfalls um ca. 17% auf ca. 215 ps bei einer 60Co-Messung
verbessern könnte, wenn die Impulssampleverläufe mit einer 2 GSPS ADC aufgenommen werden






würden. Dies konnte allerdings in der vorliegenden Arbeit nicht überprüft werden, weil keine
FPGA-Digitizer mit ADC-Abtastraten von 2 GSPS zur Verfügung standen.
6.2.3 Optimale Zeitauflösung des CFT durch Fractional und lange Delays
Das CFT-Verfahren besitzt die Freiheitsgrade der Delays d und des Contant Fraction Factors CFF .
Damit orientiert es sich an analogen CFDs konventioneller TDPAC-Spektrometer, zu denen diese
Parameter funktionell identisch sind.
Fractional Delay
Durch die Natur der analogen CFDs sind beliebige Delays erreichbar, da diese direkt durch eine
bestimmte Kabellänge zur Signalverzögerung realisiert werden. Die Realisierung beliebiger Delays
ist zur Optimierung der Zeitauflösung eines analogen CFDs notwendig. Ebenso verhält es sich für
den CFT, wie Abbildung 6.2 anhand von Zeitauflösungsmessungen mit 60Co und BaF2-Detektoren
für verschiedene ganzzahlige Delay dinteger zeigt. Die erreichten schwarz markierten Zeitauflösungs-
















Abbildung 6.2: Erreichbare Zeitauflösung des TDPAC-Spektrometers der vorliegenden Arbeit
in Abhängigkeit eines ganzzahligen Delays für BaF2-Detektoren bei 60Co nach
[JÄGER2012]
messungen wurden im Bereich von 2 ns bis 5 ns nur mit ganzzahligen Delays gemessen. Nähert
man allerdings den Verlauf der erreichbaren Zeitauflösungen durch ein kontinuierliches Delay an,
gezeigt durch den in Abbildung 6.2 rot dargestellten quadratischen Fit, so ist zu erkennen, dass nahe
d = 3,4 ns das eigentliche Optimum läge. Wird nun aber das Delay des CFT, welcher auf zeit- und
wert-diskreten ADC-Datenströmen arbeitet, nur durch einfaches Verschieben von Samples realisiert,
so kann das Optimum nicht erreicht werden, weil nur ganzzahlige Delays zur Wirkung kommen.
Um aber trotzdem praktisch beliebige Delays für den entwickelten CFT zur Verfügung zu stellen,
was zur Optimierung der Zeitauflösung besonders bei Längen der einleitenden Impulsflanken von
wenigen Abtastperioden benötigt wird, wurde in der vorliegenden Arbeit ein Lagrange-Interpolator
1. Ordnung (lineare Interpolation) als eine SSR-FIR-Filterschaltung im FPGA implementiert. Durch
diese Interpolation können in der vorliegenden Arbeit für die BaF2-Detektoren optimale Zeit-
auflösungen erreicht werden (siehe Abbildung 6.2). Dies kann aber auch auf beliebige Signale
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verallgemeinert werden. Es werden dabei die SSR-ADC-Datenströme mit vollen Durchsatz im
subsample-Zeitbereich verzögert, was erstmals eine vollwertige Implementierung analoger CFDs
durch digitale Schaltungen ermöglicht und so die Zeitauflösung optimiert. Abbildung 6.3 zeigt im
Delay-Bereich von 1,75≤ d ≤ 6 Zeitauflösungsmessungen mit LaBr3-Detektoren. Diese Detek-
toren haben eine langsamere einleitende Flanke und zeigen deswegen gut, dass Zeitauflösungen
ganzzahliger und nicht-ganzzahliger Delays ineinander übergehen. Bei ganzzahligen Delays ist der
Fractional Delay Filter mathematisch ohne Wirkung. D.h. die Werte des Ausgangsdatenstroms des
Fractional Delay Filters sind für ganzzahlige Delays mit dem Eingangsdatenstrom identische. Zur
praktischen Nützlichkeit des Fractional Delays sei erwähnt, das der beste Zeitauflösungswert für
den CFT mit BaF2-Detektoren in Tabelle 6.2 nur mit nicht-ganzzahligem Delay gemessen werden
konnte.
Lange Delays
Bei der Untersuchung der Zeitauflösungen des CFT-Verfahrens in Abhängigkeit von den Parametern
d und CFF zeigte sich ein Verhalten, was den Erfahrungen mit analogen CFDs bei konventionellen
TDPAC-Spektrometern in Verbindung mit LaBr3-Detektoren widerspricht. Diese Erfahrung ist,
dass das eingestellte Delay zur Messung mit optimaler Zeitauflösung ein Bruchteil (10%-20%)
der Länge der einleitenden Flanke entsprechen muss. Für LaBr3-Detektorimpulse mit 20 ns der
einleitenden Impulsflanke bedeutet das ein optimales Delay von ca. 2-4 ns. Im Bereich von 0-2 ns
und >4 ns werden bei analogen CFDs die Zeitauflösung immer schlechter. Ein Ergebnis der vor-
liegenden Arbeit ist, dass sich dieser Sachverhalt nicht für das CFT-Verfahren, welches mit zeit-
und wertdiskreten Samples arbeitet, gilt. Dies zeigt Abbildung 6.3. In Abbildung 6.3 ist bei einer
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Abbildung 6.3: Zeitauflösung einer 44Ti-Messung bei 511 keV mit LaBr3-Detektoren in Abhän-
gigkeit von nicht-ganzzahligen und langen Delays nach [JÄGER2012]
44Ti-Messung bei 511 keV mit LaBr3-Detektoren zu erkennen, dass die Zeitauflösung mit steigen-
dem Delay stetig besser wird. Bei einem Delay von 2 ns wird lediglich eine Zeitauflösung von
413 ps erreicht. Hingegen wird mit einem Delay von 15 ns eine Zeitauflösung von 344 ps erreicht.
Dies ist mit einem konventionellen analogen TDPAC-Spektrometer nicht möglich. Eine Vermutung,
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warum das CFT-Verfahren als digitale Version des konventionellen CFD dieses Verhalten zeigt, ist,
dass die Bestimmungsgenauigkeit des Crossover-Zeitpunktes der CFT-Funktion vom Anstieg im
Crossover-Punkt abhängt. Je größer der Absolutbetrag der Ableitung ist, desto steiler (fallend oder
steigend) ist der Verlauf und desto genauer kann der Crossover-Zeitpunkt bestimmt werden und
damit steigt die Zeitauflösung. Der Grund dafür ist wiederum, dass der Crossover-Zeitpunkt in der
vorliegenden Arbeit ein Resultat einer kubischen Interpolation ist, welche durch die 4 symmetrisch
um den Crossover-Punkt liegenden Samples definiert ist. Der Crossover-Zeitpunkt wird dabei
immer zwischen dem 2. und 3. Sample liegen, egal welchen Wert die Samples genau haben. Ist
der Anstieg der CFT-Funktion im Crossover steiler, so wird, bei gleichbleibendem Fehlerbereich
des Polynoms, der mögliche Lagebereich des berechneten Crossover-Punktes ebenfalls kleiner.











Abbildung 6.4: Möglicher Lagebereich des Crossover-Zeitpunktes in Abhängigkeit von der
Steilheit der CFT-Funktion bei gleichem Fehlerbereich des Polynoms
möglichen Polynomverläufen zwischen dem 2. und 3. Sample in der Umgebung des Crossovers.
Es ist zu erkennen, dass der mögliche Lagebereich des Crossover-Zeitpunktes, gegeben durch die
Projektion des Fehlerbereichs des Polynoms auf die Abszisse, für das 4-Tupel mit dem steileren
Anstieg (grüner Lagebereich) kleiner ist als der Lagebereich für das 4-Tupel mit dem flacheren
Anstiegt (grauer Lagebereich). Es wird vermutet, dass sich diese Einschränkung des Lagebereichs
begünstigend auf die Zeitauflösung auswirkt, weil sich dadurch der Fehleranteil des Zeitstempels
verkleinert. Der Fehleranteil ergibt sich zusätzlich aus den ENOB und der zeitlichen Abtastgenauig-
keit des ADC, sowie des Interpolationsverfahrens. Die FPGA-Implementierungen zur Interpolation
und Polynomauswertung sind so konzipiert, dass ihr Fehlereinfluss vernachlässigbar ist.
Theoretische Untersuchungen zu langen Delays
Sollte die oben genannte Vermutung zutreffen, so könnte sich eine Prognose der optimalen Zeitauf-
lösung in der Theorie aus der Berechnung des Delays mit dem größten Absolutbetrags der Ableitung
der CFD-Funktion nach Gleichung (3.1) erstellen lassen. Diese Untermauerung der Vermutung
wurde während der vorliegenden Arbeit bereits in [JÄGER2012] veröffentlicht und nutzt dazu ein
beispielhaftes Impulsmodel nach Gleichung (6.1).
f (t) =
{




6.2 Ergebnisse zum digitalen TDPAC-Spektrometer
Dieses Impulsmodel besitzt alle wichtigen Eigenschaften der realen Impulse eines LaBr3-Detektors.
Bei t = 0 und t→ ∞ beträgt der Anstieg 0. Es gibt ein Extremum des Impulses und die einleitende
Flanke besitzt größere Steilheit als die auslaufende Flanke. Mit λ = 0,1 kann ein Impuls geformt
werden, der sein Extremum bei t = 2
λ
= 20 (also respektive 20 ns) besitzt, vergleichbar mit einem
LaBr3-Impuls. Die CFD-Funktion ergibt sich dann nach Gleichung (3.1) zu Gleichung (6.2).
g(t) =

CFF · t2e−λ t für 0≤ t < d
−(t−d)2 e−λ (t−d)︸ ︷︷ ︸
zeitverzögerter Impuls
+CFF · t2e−λ t für t ≥ d
0 sonst
(6.2)













vom Delay d so ergibt sich das Diagramm, dargestellt in Abbildung 6.5. In Abbildung 6.5 ist











Abbildung 6.5: Ableitung der CFD-Funktion eines Modelimpulses am Crossover-Punkt in
Abhängigkeit des Delays
zu erkennen, dass das Maximum des Betrages der Funktion aus Abbildung 6.5 kurz nach dem
Extremum der Impulse am größten ist. Genau dort, wo sich die Anstiege des skalierten und des
invertierten Impulses am stärksten begünstigen. Sicher variiert diese Position des Extremums in
Abhängigkeit vom Impulsmodell, jedoch ist sie immer in dieser Umgebung zu erwarten, wo das
Delay der Anstiegszeit des Impulses entspricht. Dies zeigte auch eine durchgeführte Simulation
mit aufgenommenen LaBr3-Impulssampleverläufen. Dieses theoretische Ergebnis deckt sich auch
mit den Messungen dargestellt in Abbildung 6.3. Es sei darauf hingewiesen, dass bei den hier
ausgeführten theoretischen Untersuchungen zur Zeitauflösung in Abhängigkeit von langen Delays,
das Signalrauschen nicht berücksichtigt wurde.
6.2.4 Konstanter Untergrund durch minimale Totzeit
Durch die nun vernachlässigbare Totzeit des entwickelten TDPAC-Spektrometers ist der zufällige
unkorrelierte Untergrund nicht mehr von der Beobachtungszeit abhängig, sondern nahezu konstant.
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Dies liegt daran, dass nun fast alle Ereignisse vom Messinstrument detektiert und erfasst werden.
Da der zufällige unkorrelierte Untergrund in den Lebensdauerspektren (siehe Kapitelpunkt A.6.3)
nun konstant ist, ermöglicht dies seine einfachere Korrektur und die sinnvolle Nutzung länge-
rer Beobachtungszeiten zur Bestimmung der Lebensdauerspektren, wie Abbildung 6.6 zeigt. In
Abbildung 6.6: A2G2-Spektrum (Anisotropie) einer TDPAC-Messung (44Sc in Rutil bei 300 K)
mit einer praktisch konstanten Baseline nach [JÄGER2011]
Abbildung 6.6 ist zu erkennen, dass nun eine Beobachtungszeit bis ca. 1,4 µs mit einer kaum verän-
derlichen Baseline genutzt werden kann. Dadurch wird die Frequenzauflösung zur Bestimmung der
Kreiselfrequenzen erhöht, was die Messeffizienz des Spektrometers verbessert. Bei konventionellen
TDPAC-Spektrometern hingegen, aber auch bei den digitalen Versionen des Standes der Technik,
kann aufgrund der bestehenden Totzeit von mehreren hundert Nanosekunden bis in den µs-Bereich
eine äquivalente Messung ohne dominierenden Drift der Baseline nur bis zu einer Beobachtungszeit
von ca. 1 µs geschehen.
6.2.5 Durchsatz des Systems
Spektrometer-Hardware
Der Impulsvorverarbeitungsprozess im Rahmen des CFT, welcher in der vorliegenden Arbeit
vollständig im FPGA ausgeführt wird, ermöglicht einen Durchsatz von 1,1 Millionen Ereignissen/s
und pro Kanal und damit einen Gesamtdurchsatz von 6,6 Millionen Ereignissen pro Sekunde für
das komplette TDPAC-Spektrometer (6 Kanäle). Dieser hohe Durchsatz wurde durch den SSR-CFT-
Filter zur Zeitstempelbestimmung (siehe Kapitelpunkt 5.1.2) erreicht. Dieser SSR-Filter verarbeitet
16 Samples pro Taktzyklus im FPGA parallel, was für Filter zur Impulsformung nicht zum Stand
der Technik existenter IP-Core-Lösungen von FIR-Filtern gehörte.
Spektrometer-Software
Aus dem Stand der Technik ist zu entnehmen, dass der Durchsatz der Spektrometer-Software von
digitalen TDPAC-Spektrometern als kritisch einzuschätzen ist. Dies lässt sich daran erkennen,
dass große Festspeicher in den Arbeiten [RÖDER2008], [NAGL2010] und [NAGL2014] zum
Einsatz kommen, um Daten vor der Verarbeitung zwischenzuspeichern. Das Problem dabei ist
zum größten Anteil der Durchsatz der Koinzidenzanalyse. Als Ergebnis wurde in der vorliegenden
Arbeit zur Lösung des Problems ein optimierter Algorithmus zur Koinzidenzanalyse mit der
Komplexitätsklasse O (n logn) entwickelt und implementiert. Als Effekt wird der Durchsatz des
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gesamten Systems vergrößert und alle Festspeicher zur Zwischenspeicherung von Daten entfernt
(siehe Tabelle 6.1). Der Algorithmus zur Koinzidenzanalyse ist in der Spektrometer-Software
eingebettet, welche durch das Betriebssystem Windows XP ausgeführt wird.
Ein essentielles Ergebnis ist dabei, dass der Datentransfer der Ergebnisdatenfelder vom FPGA an
die Spektrometer-Software ohne Datenverlust und ohne zur Laufzeit anwachsender Speicher erfolgt.
Dies wurde neben der Optimierung der Koinzidenzanalyse sichergestellt, indem zwei separierte
Threads die Prozesse der Spektrometer-Software unter sich aufteilen. Der erste Thread übernimmt
lediglich den Transfer der FPGA-Daten in den programminternen Transfer-Puffer, welche pro
Digitizer existiert (3 Transfer-Puffer insgesamt). Der zweite Thread kombiniert alle 3 Transfer-
Puffer, durch einen Algorithmus der Komplexitätsklasse O (n), zu einem chronologisch aufsteigend
geordneten Gesamtereignisspeicher und führt auf diesen die optimierte Koinzidenzanalyse aus.
Dadurch ist es möglich, mit dem in der vorliegenden Arbeit verbesserten TDPAC-Spektrometer,
welches mit einem einfachen handelsüblichen PC (Intel Core2Duo E4300 @ 1,8 GHz; 2 GByte
RAM) als Mess-PC ausgestattet ist, eine Online-Datenauswertung durchzuführen. Es ist also keine
Nachverarbeitung von Daten notwendig und die Ergebnisspektren können zur Laufzeit berechnet
und dargestellt werden. Der Durchsatz der Koinzidenzanalyse, welcher den Flaschenhals der
Spektrometer-Software bildet, liegt für typische Messbedingungen bei 1,5 ·106 Ereignissen pro
Sekunde und Kanal und hat damit einen höheren Durchsatz als die Zeitstempelberechnung des
FPGA-Designs.
6.2.6 Einzelne und simultane Messung von gestreckten Kaskaden
Als Ergebnis der Optimierung des Durchsatzes der Koinzidenzanalyse, durch die Implementierungen
eines Koinzidenzsuchalgorithmus der Komplexitätsklasse O (n logn), wurde mit der vorliegenden
Arbeit erstmalig mit einem TDPAC-Spektrometer das Messen gestreckter Kaskaden ermöglicht. Die
Optimierung der Koinzidenzanalyse wiederum wurde dabei nur durch die Vorverarbeitung der Er-
eignisimpulse im FPGA erreicht (siehe Kapitelpunkt 5.2). Hinzu kommt die technische Möglichkeit
mehrere gestreckte Kaskaden gleichzeitig, also simultan zu messen. Beide Funktionalitäten werden
dabei als Online-Analyse, also ohne notwendige Nachverarbeitung oder Zwischenspeicherung von
Daten auf Festspeichern, zur Laufzeit der TDPAC-Messung ausgeführt.
Messung gestreckter Kaskaden
Bei einem konventionellen TDPAC-Spektrometer konnten bis zum Zeitpunkt der vorliegenden
Arbeit keine multiplen Start-Ereignisse zur Messung verwendet werden, da sie durch ihr praktisch
gleichzeitiges Auftreten die Elektronik des Routers paralysieren. Die Messung von gestreckten
Kaskaden wurde während der vorliegenden Arbeit erstmals mit [JÄGER2012a] veröffentlicht.
Bei diesem Ergebnis wurde als Beispielmessung die gestreckte Kaskade des 180mHf mit einem
Stopp- und 3 Start-Ereignisenergien für eine TDPAC-Messung genutzt (siehe Abbildung 2.11).
Dadurch konnte die Koinzidenzrate gesteigert werden, was durch Tabelle 6.3 verdeutlicht wird.
Aus Tabelle 6.3 ist zu erkennen, dass unter Verwendung aller 3 Start-Energien zur statistischen
Auswertung die Koinzidenzrate um das 5-fache, im Vergleich zur Messung mit nur der Start-Energie
von 443 keV, gesteigert werden konnte. Damit wurde die Effizienz des entwickelten digitalen
TDPAC-Spektrometers, durch Verkürzung der Messzeit für die gleiche Menge an ausgewerteten
Koinzidenzen, gesteigert. Bei TDPAC-Spektrometern, welche den existierenden Stand der Technik
entsprechen, ist die gleichzeitige Nutzung der 3 Start-Energien nicht möglich, so dass die gemessene
Koinzidenzrate bei Sondenatomen mit gestreckten Kaskaden immer kleiner ist.
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Start-Energien des 180mHf (keV) Gemessene
Koinzidenzrate
(cps)443 332 215
verwendet - - 398
verwendet verwendet - 1112
verwendet verwendet verwendet 2070
Tabelle 6.3: Koinzidenzraten einer 180mHf-Messung unter Verwendung einer einzelnen Ereig-
nisenergie (443 keV) und zusätzlicher Ereignisenergien (332 keV, 215 keV) als
Start
Simultane Messung gestreckter Kaskaden
Ein weiteres Ergebnis der vorliegenden Arbeit besteht darin, dass mehrere Kaskaden simultan auf
zutreffende Koinzidenzen analysiert werden können. Die Arbeiten [RÖDER2008], [HERDEN2008],
[NAGL2010] und [NAGL2014] realisieren eine quasi-gleichzeitige Kaskadenmessung durch die
Speicherung aller Detektorereignisse mit Zeit- und Energieinformationen. Zusätzlich muss dabei
allerdings eine nachträgliche mehrfache Ausführung der Koinzidenzanalyse auf die Datzensätze
ausgeführt werden (siehe Kapitelpunkt 3.7.2). Hauptsächlich die Speicherung der Detektorereignis-
se macht dabei Festspeicher von mehreren TByte Größe notwendig. Dies ist mit den Ergebnissen
der vorliegenden Arbeit nun nicht mehr erforderlich. Es werden demzufolge keine Festspeicher
mehr benötigt, welche alle Ereignis-Datenfelder zwischenspeichern, was die Komplexität des Mess-
instruments verringert und damit die Zuverlässigkeit erhöht (siehe Vergleich der Spektrometer in
Kapitelpunkt 6.2). Da die Auswertung von mehreren Kaskaden nun ausschließlich im Arbeits-
speicher des Mess-PC stattfindet, erhöht sich auch die Auswertungsgeschwindigkeit. Durch die
prinzipielle Möglichkeit des in der vorliegenden Arbeit entwickelten TDPAC-Spektrometers die
gemessene Kaskade als gestreckte Kaskade auszuführen, welche bis zu 3 Starts und einen Stopp
beinhalten kann, folgt daraus, dass als Ergebnis auch die simultane Messung gestreckter Kaskaden
ermöglicht wird. Alle simultan gemessenen Kaskaden werden dabei einzeln in separate Spektren
gespeichert und von der Spektrometer-Software dargestellt.
6.3 Ergebnisse zum digitalen DES zur Ionenstrahlanalyse
Dieser Kapitelpunkt behandelt die Ergebnisse der Forschungs- und Entwicklungstätigkeit zum DES
zur Ionenstrahlanalyse.
6.3.1 Aufbau und Skalierbarkeit
In der vorliegenden Arbeit wurde ein 8-Kanal DES zur Ionenstrahlanalyse und Ionenstrahlmikro-
skopie auf der Basis von FPGA-Digitizern entwickelt. Abbildung 6.7 zeigt den realen Aufbau
des Messinstruments. Als FPGA-Digitizer wurden 2 ADQ412 Digitizer der Firma SP Devices
verwendet. Da bei energiedispersiver Spektroskopie die Abtastgenauigkeit eine größere Rolle spielt
als die Abtastrate, wurden für das DES ADC mit 12 Bit ADC-Bitbreite gewählt, mit deren Hilfe pro
ADQ412-Modul 4 Kanäle abgetastet werden. Durch die höhere Kanaldichte pro Digitizer werden
im Vergleich zum entwickelten TDPAC-Spektrometer auch weniger Digitizer-Module benötigt.
Dies dient der Erweiterbarkeit des DES zur Ionenstrahlanalyse, da das verwendete Digitizer-Chassis
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Abbildung 6.7: Foto des vollständigen DES zur Ionenstrahlanalyse und Ionenstrahlmikroskopie
mit Mess-PC (mitte-rechts); National-Instruments Chassis (über Mess-PC); 2
ADQ412 FPGA-Digitizer mit jeweils 4 Kanälen (mittig im Chassis); ein X3-25M
DAC-Modul zur 2-dimensionalen Ionenstrahlablenkung (rechter Slot des Chas-
sis); Controller-Modul für Kommunikation mit Mess-PC (linke Karte im Chassis);
Dialogfenster und Spektren der DES-Software sind auf dem Bildschirm zu
sehen (links)
(NI PXIe-1062Q, siehe [NI1062Q]) bis zu 7 Module unterschiedlicher Art aufnehmen kann. Auf
jedem ADQ412 Digitizer befindet sich ein Xilinx Virtex 6 FPGA, der vollen Zugriff auf die ADC-
Datenströme besitzt und die komplette Vorverarbeitung aller detektierten Ereignisse übernimmt.
Zur Umsetzung der 2-dimensionalen Ionenstrahlablenkung in harter Echtzeit wurde dem Chassis
ein X3-25M DAC-Modul der Firma Innovative Integration hinzugefügt. Die Ausgabewerte der
beiden verwendeten DAC-Schaltkreise, zur Ionenstrahlablenkung in x- und y-Richtung, werden mit
vollem Durchsatz und minimaler Latenzzeit durch einen Xilinx Spartan 3 FPGA auf dem X3-25M
realisiert. Das X3-25M Modul wird in einen PXI-Steckplatz (basierend auf PCI) in das Chassis
des DES eingesteckt, während die ADQ412-Module einen PXIe-Steckplatz (basierend auf PCIe)
benötigen. Im verwendeten Chassis können 2 weitere ADQ412 Digitizer eingesteckt werden, was
eine Erweiterbarkeit auf 16 Kanäle ermöglicht. Der in der vorliegenden Arbeit verfolgte Ansatz der
PXI-Chassis ermöglicht eine zusätzliche Erweiterbarkeit auf einfache Weise. Werden bspw. mehr
als 16 Kanäle für das DES benötigt, so kann das eingesetzte Chassis gegen ein größeres (mehr Slots)
und leistungsfähigeres (höhere Datentransferrate) Chassis ausgetauscht werden. Nach dem Ergänzen
zusätzlicher ADQ 412 FPGA-Digitizer, ist das erweiterte DES ohne weiteren Entwicklungsaufwand
einsatzbereit, da die FPGA-Designs aller FPGA-Digitizer identisch sind und die DES-Software
einen generischen Ansatz für eine beliebig Anzahl an Digitizern umsetzt.
6.3.2 Allg. Anwendbarkeit eines SSR-IIR-Filters als Cusp-like-Shaper und
dessen Energieauflösung
In der vorliegenden Arbeit wurde ein SSR-IIR-Filter als digitale FPGA-Schaltung implementiert,
dessen ÜF in Koeffizienten und Tap-Delay-Verzögerungen so allgemein wie möglich einstellbar
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ist. Diese IIR-Filterschaltung übernimmt im System die Energiewertbestimmung der Ereignis-
impulssampleverläufe durch Impulsformung. Die Schaltung kann dabei so variiert werden, dass
verschiedene digitale Shaper im DES realisiert werden können (siehe Kapitelpunkt 4.3.3). Mit
diesem Ergebnis ist es erstmalig möglich digitale Impulsformung für verschiedene Detektortypen,
mit ihren unterschiedlichen Ereignisimpulsformen, mit hohem Durchsatz zu betreiben. Dabei steht
als Ziel immer die Formung der DFA des Cusp-like-Impulses. Technisch sind aber auch andere
DFAs möglich.
Zur Realisierung des hohen Durchsatzes, wurde als Grundlage die allg. ÜF des IIR-Filter nach
Gleichung (4.24) erstmalig als SSR-Filterschaltung in einem FPGA implementiert. Die Archi-
tektur des entwickelten SSR-IIR-Filters unterscheidet sich dabei grundlegend von existierenden
Implementierungen aus der Literatur und vom Stand der Technik. Dies lag nicht zuletzt nur an
der SSR-Anforderung, sondern auch am Zweck zur Impulsformung, was eine Neugestaltung der
Filterschaltungsarchitektur zur Folge hatte (siehe Kapitelpunkt 5.1.2). Zur Optimierung der Energie-
auflösung spielt die Form der DFA die entscheidende Rolle. Als Ergebnis der vorliegenden Arbeit
können nun Cusp-like-förmige DFAs aus exponentiell abklingenden Stufen geformt werden, welche
über ein Flat-Top verfügen und durch den SSR-Filter umgesetzt werden. Im Vergleich zum Stand der
Technik aus [JORDANOV1994] einer nicht-SSR-Implementierung eines Cusp-like-Filters ohne Flat-
Top, können mit dem Ergebnis der vorliegenden Arbeit die Energieauflösung durch Unterdrückung
von eventuellen ballistischen Defiziten und der Durchsatz der Shaper erhöht werden. Durch den
Cusp-like-Shaper alleine konnte mit der vorliegenden Arbeit bereits eine Verbesserungen der Ener-
gieauflösung im Vergleich zum Stand der Technik in [CAEN2011] zu einem Trapez-Shaper erreicht
werden. Dies verdeutlicht Abbildung 6.8. Abbildung 6.8 vergleicht die gemessenen Energieauflö-
sungen der digitalen Versionen eines Trapez- und des Cusp-like-Shapers als SSR-Filter-Versionen
aus der vorliegenden Arbeit unter Verwendung eines Tennelec TC 813 Präzisionsimpulsgenerators
mit exponentiell abklingender Stufe als Eingangssignal. Die Amplitudengenauigkeit des Impulsge-
nerators liegt bei 0,01%, was ihn für Vergleichsmessungen zur erreichbaren Energieauflösungen
verschiedener Shaper tauglich macht. Dabei werden in Abbildung 6.8 zusätzlich die Abhängig-
keiten der Energieauflösung von der Anstiegszeit und der Flat-top-Dauer der DFA dargestellt. Es
ist zu erkennen, dass der Cusp-like-Shaper mit 0,039% (bei k = 7958,9 ns) global eine bessere
Energieauflösung als Trapez-Shaper mit 0,04% (bei k = 5108,4 ns) erreicht. Dabei wurde die opti-
male Energieauflösung im Minimum der Messwerte durch einen quadratischen Fits für konstante l
ermittelt. Unter Berücksichtigung der Fehler, welche bei diesen Berechnungen bei 0,0005% liegen,
stimmt die Größenordnung der Verbesserung der Energieauflösung von (2,5± 1,25)% mit den
theoretischen Berechnungen aus der ENC (siehe Kapitelpunkt 4.3.2) überein. Durch die mit der
vorliegenden Arbeit ermöglichte flexible Konfiguration der ÜF des allg. IIR-Filters, können also,
unabhängig von der Form des Eingangsimpulses, bessere absolute Energieauflösungen im Vergleich
zu anderen Shapern wie Trapez oder Dreieck als DFA bei gleichen Shaping-Zeiten erreicht werden.
Als weiteres Ergebnis der Vergleichsmessung der beiden Shaper ist zu erkennen, dass die bessere
Energieauflösung des Cusp-like-Shapers, bei den Messungen, auf Kosten der effektiven Messrate
erworben wird, weil eine längere Anstiegszeit von 7,96 µs zur Entwicklung der DFA benötigt
wird. Das heißt, die Impulsaufnahmezeit des DES muss länger und von Pileup ungestört sein.
Damit also bei längeren Impulsaufnahmezeiten eine akzeptable Pileup-Rate erreicht wird, muss
die Ereignisrate zurückgenommen werden. Im Umkehrschluss heißt dies zusätzlich auch, dass
mit dem Trapez-Shaper bei gleicher Energieauflösung eine höhere Ereignisrate verarbeitet werden
kann, wenn die Anstiegszeit kleiner als 3,5 µs ist. Dies ist in Abbildung 6.8 daran zu erkennen,
dass sich gerade bei k = 3,5 µs die Schnittebene der beiden Energieauflösungsflächen befindet
und für k < 3,5 µs die Energieauflösung des Trapez-Shapers immer besser ist, während beide
Energieauflösungstendenzen zu kleineren Anstiegszeiten steigend sind.
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Abbildung 6.8: Vergleich der erreichbaren Energieauflösung bei einem Trapez- und Cusp-like-
Shaper vs. Flat-top-Dauer l und Anstiegszeit k der DFA mit einem Tennelec TC
813 Impulsgenerator als Eingangssignal; nach [JÄGER2013]
6.3.3 Genauere Elementkonzentrationsbestimmung durch minimale
Totzeit
Aufgrund der nun vernachlässigbaren intrinsischen Totzeit der Messinstrumente gegenüber dem
Stand der Technik konventioneller DES zur Ionenstrahlanalyse, kann eine zuverlässige Ereignisaus-
wertung auch bei Probenorten mit hoher Ereignisrate geschehen, ohne einen Kanal mit zusätzlichen
künstlichen Impulsen (siehe [WUNDERLICH2013]) zu belasten. Dies erhöht die relative Element-
konzentrationsbestimmungsgenauigkeit zu anderen Probenorten mit geringer Ereignisrate durch
eine genauere Zählung aller auftretenden Ereignisse. Zur Erläuterung der Methode zur Zählung
überlappender Ereignisse (Pileup-Ereignisse), wird auf Kapitelpunkt 6.3.5 verwiesen.
6.3.4 Durchsatz des Systems
DES-Hardware
Als Ergebnis ist für das DES zur Ionenstrahlanalyse die SSR-IIR-Filterimplementierung im FPGA
der ausschlaggebende Flaschenhals für den Durchsatz des gesamten Systems, welcher maximal nur
50% des vollen Durchsatzes pro Verarbeitungskern (kurz VK) beträgt. Der Grund für diese Ein-
schränkung ist, dass die digitale Schaltung des notwendigen einfachen sample-genauen Integrators
153
Kapitel 6 Ergebnisse
nicht mit vollen Durchsatz im verwendeten Virtex 6 FPGA (XC6VLX240T-2FF1759) implementiert
werden kann (siehe Kapitelpunkt 5.3.2). Dabei handelt es sich also nur um den IIR-Filteranteil des
VKs. Der FIR-Filteranteil ist, mit der entwickelten FPGA-Schaltung, mit vollem Durchsatz imple-
mentierbar und dabei sogar erweiterbar. Um pro VK dennoch vollen Durchsatz zu erreichen, hätten
für das DES 8 Samples pro Taktzyklus addiert werden müssen. In der vorliegenden Arbeit konnte
dies nur für 4 Samples der Bitbreite von 64 Bit zuverlässig geschehen. Dabei ist ein weiteres Teiler-
gebnis, dass der maximal erreichbare Durchsatz der Integratorschaltung von der Kaskadierungsstufe
n (Anzahl der Samples, welche pro Takt addiert werden) und der internen Akkumulatorbitbreite
abhängt. Es zeigte sich, dass der Durchsatz bei relativ geringfügiger Absenkung der Akkumulatorbit-
breite von 64 Bit auf 52 Bit bei n = 32 mehr als verdreifacht werden kann. Aufgrund der geringeren
Akkumulatorbitbreite müsste allerdings die benötigte Integratorkaskade in der Verarbeitungskette
des IIR-Filters nach vorn verlagert werden, was für die dann dahinterliegenden Schaltungsteile
einen größeren Ressourcenbedarf bei gleicher Genauigkeit bedeutet (siehe Kapitelpunkt A.17) hätte.
Dies hätte wiederum zur Folge, dass weniger VKs im vorliegenden FPGA implementiert werden
hätten können, was den Gesamtdurchsatz reduziert hätte. Da in der vorliegenden Arbeit allerdings
der Ansatz war, den Gesamtdurchsatz des DES zu maximieren und nicht den des einzelnen VK,
wurde der Weg weiter verfolgt, welcher 3 parallele Implementierungen des VK im FPGA ausführt.
Dazu musste aber der Ressourcenbedarf der IIR-Filterkerne entsprechend geringer gewählt werden,
was nur zu bewerkstelligen war, indem die Integratorstufen der FIR-Filterschaltung am Ende der
Verarbeitungskette folgen (siehe Kapitelpunkt 5.3.2). Dieser kleine IIR-Filterkern liefert allerdings
nur die besagten 50% des vollen Durchsatzes.
Weiterhin ist der Durchsatz eines einzelnen IIR-Filterkerns und damit des VK von der Aufnah-
melänge des Impulsverlaufs abhängig. Dies liegt prinzipiell daran, dass die Berechnung der DFA
selbstverständlich von der Wahl der DFA-Anstiegszeit k sowie der Flat-top-Dauer l abhängt, welche
sich in der Praxis wiederum nach der Länge der Eingangsimpulse richtet. Die Länge der DFA
genannt DFALänge beträgt dabei DFALänge = 2 ·k+ l. Unter der akzeptablen Annahme, dass sich der
Durchsatz des DES direkt proportional zur Anzahl der VKs verhält, lässt sich der Gesamtdurchsatz





Abbildung 6.9 zeigt die Abhängigkeit des Durchsatzes des DES pro Digitizer von der gewählten
DFA-Länge für n = 1,2 und 3. Zusätzlich ist der volle Durchsatz (dicke schwarze Linie in Ab-
bildung 6.9) eingezeichnet. Dieser entspricht theoretisch Dvoll = 4DFALänge mit n = 8. Dies ist der
Durchsatz, welcher maximal benötigt wird, um alle 4 Kanäle pro Digitizer ohne Datenverlust unter
allen Messbedingungen verarbeiten zu können. D3 (blaue Kurve) zeigt des aktuellen Durchsatz des
DES zur Ionenstrahlanalyse mit 3 implementierten VKs an. Es ist zu erkennen, dass auch ohne VK
mit vollem Durchsatz eine Durchsatz von >1 Mio. Ereignisse/s pro Kanal erreicht werden kann,
wenn die DFA (über die Parameter k und l) entsprechend kurz gewählt wird. Für die in der vorlie-
genden Arbeit möglichen FPGA-Designs sind die erreichbaren Durchsatzkurven in Abbildung 6.9
farbig dargestellt. Es zeigt sich, dass für n = 3 der Durchsatz immer nur 38 des vollen Durchsatzes
beträgt. Für n = 3 gelingt es mit einer DFA-Länge <375 ns und bei 4 genutzten Kanälen eine
jeweilige Ereignisrate von 1 Mio. Ereignissen/s zu bedienen.
DES-Software
Der Durchsatz der Anwendungssoftware zum DES, welche vom Windows 7 Mess-PC (CPU: Intel
i7 2600K @ 3,4 GHz, RAM: 4 GByte) ausgeführt wird, beträgt 7,2 Mio. Ereignisse/s bei der
Verwendung eines CPU-Kerns. Die Anzahl der messbaren Spektren und Maps ist von Seiten der
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Abbildung 6.9: Durchsatz des DES pro Digitizer in Abhängigkeit der DFA-Länge für 1 bis 3
implementierte Verarbeitungskerne; voller Durchsatz (dicke schwarze Linie)
Anwendungssoftware nicht beschränkt. Es ist also theoretisch möglich, beliebig viele Spektren und
Maps simultan zu messen. Abbildung 6.7 zeigt bspw. eine Messung von 8 Spektren und 1 Map
gleichzeitig. Jedem Spektrum und jeder Map können dabei beliebig viele Energiebereiche beliebiger
Kanäle zugeordnet werden. Daraus folgt, dass auch Ereignisse auftreten können, welche in mehr
als ein Spektrum oder eine Map eingeordnet werden. Für den Zuordnungsalgorithmus ergibt sich
eine Komplexitätsklasse von O (n) (n - Anzahl der Ereignisse), da für das entwickelte DES der
Energiewert eines jeden Ereignisses mindestens einmal für eine korrekte Zuordnung betrachtet
werden muss. Es zeigt sich, dass der Durchsatz von der Anzahl der zu messenden Spektren und
Maps abhängt, was bei hohen Ereignisraten über mehrere Kanäle und einer großen Anzahl an
Spektren und Maps zum Datenverlust führen könnte.
6.3.5 Pileup-Verwerfung und Zeitstempelbestimmung durch CFT
Als Ergebnis der Vorverarbeitung aller Ereignisimpulsverläufe im FPGA und der Implementierung
des CFT-Filters als SSR-FIR-Filter konnte in das entwickelte DES zur Ionenstrahlanalyse eine
verbesserte Funktionalität der Pileup-Verwerfung und Zeitstempelberechnung durch Verbesserung
der Zeitauflösung eingefügt werden. Die Motivation dazu lag darin, dass die beiden Funktionalitäten
zur Steigerung der Effizienz eine gute Zeitauflösung benötigen. Diese liefert der in der vorliegenden
Arbeit entwickelte SSR-CFT-Filter für beliebige Impulsformen (siehe Kapitelpunkt 4.2.2). Durch
die geeignete Parametrisierung des CFT-Verfahrens kann es im DES zur Ionenstrahlanalyse zur
Pileup-Identifikation und Zeitstempelbestimmung eingesetzt werden (siehe Kapitelpunkt 4.3.5). Zu-
sätzlich lässt sich mit dem CFT durch die Anpassung des CFF Parameters eine optimale Adaption
der Pileup-Crossover-Funktion an die Signal-Rausch-Verhältnisse der Detektorimpulse vornehmen,
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was die Erkennungswahrscheinlichkeit aller Ereignisse erhöht. Dabei ermöglicht der CFT eine
Pileup-Erkennung, welche von absoluten Schwellen unabhängig ist. Dies ist ein entscheidender
Vorteil gegenüber den meisten Pileup-Erkennungsverfahren des Standes der Technik. Während
der Ereignisverarbeitung in den implementierten VKs werden Pileup-behaftete Ereignisse, durch
ein Mehrfachauftreten eines Crossovers innerhalb der CFT-Funktion identifiziert. Die Anzahl der
Crossover-Vorkommen wird pro Ereignis als Pileup-Zähler im Datenfeld an die Anwendungssoft-
ware übermittelt. Die Anwendungssoftware kann dann durch die Prüfung des Pileup-Zählers auf
den Wert >1 das Pileup-Ereignis erkennen und dann verwerfen. Das betroffene Datenfeld kann auch
optional bereits im FPGA-Design vor dem Transfer zum Mess-PC verworfen werden. Dadurch wird
die Datenrate um Pileup-Ereignisse reduziert.
Ein weiteres Ergebnis der Einführung des CFT-Filters zur Pileup-Erkennung ist, dass mit der
Übergabe des Pileup-Zählers an die Anwendungssoftware nun bekannt ist, wie viele Ereignisse
prinzipiell zur Messzeit aufgetreten sind. Mit diesem Wert und der Verrechnung der Anzahl der im
Spektrum eingegangenen Ereignisse, kann eine Pileup-korrigierte Konzentrationsbestimmung aller
Elemente im Spektrum geschehen. Dieses Vorgehen ist im Vergleich zum Stand der Technik mit
der Methode aus [WUNDERLICH2013] vorteilhafter, weil keine künstlichen Ereignissequenzen
auf die Eingangssignale der Kanäle aufgebracht werden müssen. Dies entlastet das Eingangsignal
rauschtechnisch aber auch pileup-technisch. Mit dem Ergebnis der vorliegenden Arbeit bleibt das




7.1 Zusammenfassung der vorliegenden Arbeit
Zu Beginn der vorliegenden Arbeit standen zwei konventionelle wissenschaftliche Messinstrumente,
welche im Teilgebiet der nuklearen Festkörperphysik zur Untersuchung von kondensierter Materie
genutzt wurden (siehe Kapitelpunkt 1.1). Dazu wird von und aus der Probe emittierte Primär-
oder Sekundärstrahlung oder -teilchen durch Detektoren detektiert (auch Ereignisse genannt) und
deren zeitliches Auftreten sowie Energie bestimmt. Bei einem dieser Messinstrumente handelt
es sich um ein TDPAC-Spektrometer und das zweite ist ein Datenerfassungssystem (kurz DES)
zur Ionenstrahlanalyse. Die Messwerte der von den Messinstrumenten bestimmten Ereigniszeiten
sowie Ereignisenergien müssen so genau wie möglich sein, da diese direkt die Messgenauigkeit
der Messinstrumente und auch indirekt ihre Messeffizienz bestimmen. Die bestehenden konventio-
nellen Messinstrumente weisen verschiedene technische Defizite auf, welche aufgrund ihres auf
konventioneller Analogtechnik basierenden Aufbaus bestehen. Diese Defizite sind die beschränkte
Optimierbarkeit ihrer Zeit- und Energieauflösung sowie die bei hohen Ereignisraten dominierende
Totzeit. Zusätzlich können in den konventionellen Messinstrumenten gewünschte neue messtech-
nische Funktionalitäten, wie eine Online-Koinzidenzanalyse von gestreckten Kaskaden für das
TDPAC-Spektrometer und eine hochauflösende Pileup-Erkennung und Pileup-Korrektur für das
DES zur Ionenstrahlanalyse nicht umgesetzt werden, da konventionelle Elektronik für derartige
algorithmische Funktionen, nicht einsetzbar ist. Die vorliegende Arbeit hat das Ziel diese Defizite,
durch Neuentwicklungen aufzuheben und neue allgemeingültige Ansätze zur Verbesserung digitalen
Messinstrumente zu liefern.
Dazu setzt die vorliegende Arbeit auf 3 allgemeine Ansätze. Diese sind zum einen der bereits
bekannte Einsatz von Digitizern, um eine frühzeitige Digitalisierung der Detektorausgangsignale
mittels Gigasample-ADCs vorzunehmen, wie es auch von anderen gleichartigen digitalen Messin-
strumenten des Standes der Technik gemacht wird. Zum anderen sind es die beiden neuen Ansätze,
welche einerseits den Einsatz der digitalen Schaltungstechnik in FPGAs als Hardware und ande-
rerseits die Software darstellt, auf welche die Messinstrumentenfunktionen in geschickter Weise
aufgeteilt wurden. Speziell der Einsatz von FPGA-Technik, welcher sich von den gleichartigen
digitalen Messinstrumenten des Standes der Technik unterscheidet, ermöglicht es eine individuelle
performante Datenvorverarbeitung zur Impulsverarbeitung der ADC-Datenströme durch digitale
SuperSampleRate (kurz SSR)-Filter, welche mehr als 1 Sample pro Taktzyklus verarbeiten, vor-
zunehmen. Diese massive Vorverarbeitung in FPGAs hat eine Reihe von positiven Auswirkungen
auf die entwickelten Messinstrumente, welche mittels Softwareimplementierungen wie in DSP-
Programmen oder Anwendungsprogrammen, ausgeführt unter Betriebssystemen, nicht möglich
gewesen wären. Der Einsatz von FPGA-Technik war somit eine notwendige Voraussetzung für die
erreichten Ziele der vorliegenden Arbeit, welche i. F. näher beschrieben werden.
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7.1.1 Optimierbarkeit der Zeit- und Energieauflösung
Zur Verbesserung der Zeit- und Energieauflösung der Messinstrumente galt es bei den neu ent-
wickelten digitalen Messinstrumenten eine geeignete Signalverarbeitung vorzunehmen, welche
für die konventionellen Messinstrumente im Laufe der Zeit bereits eine hohe Leistungsfähigkeit
erreicht hatte. Trotz dieses Vorsprungs der analogen Messtechnik können in der Digitaltechnik prin-
zipiell auf einfache Weise FIR- aber auch IIR-Filter realisiert werden, welche in der Analogtechnik
ohne weiteres nicht möglich sind und dadurch das Potential besitzen, die Leistungsfähigkeit ihrer
analogen Varianten zu übertreffen. Der Erfolg dafür ist ganz individuell von der Übertragungsfunk-
tion der digitalen Filter, ihrer implementierten Berechnungsgenauigkeit und von den Abtastraten
und Abtastgenauigkeiten der ADC-Datenströme abhängig, auf denen sie ausgeführt werden. Der
Einsatzbereich der Filter ist dabei für die behandelten Messinstrumente die Impulsformung. Dieser
Einsatzbereich hat andere Anforderungen an Filter (siehe Kapitelpunkt 2.6.4) und deren Tap-Delay-
Implementierung (siehe Kapitelpunkt 5.1.2) als der Bereich der frequenzmanipulierenden Filter
(z.B.: Hoch-, Tief- oder Band-Pass).
Zur Erreichung einer sehr guten Zeitauflösung hat sich in der Literatur die Impulsformung durch
CFDs etabliert. Dieser konventionelle Filter ist durch seine einfach einstellbaren Parameter des De-
lays d und der Signaldämpfung mit dem Faktor CFF auf bestmögliche Zeitauflösungen beliebiger
Detektorimpulsformen optimierbar. In der vorliegenden Arbeit wurde dieser Filter in einer digitalen
Variante, dem sogenannten CFT, mit den gleichen Parametern eingesetzt, um an die Zeitauflösungen
des CFD anzuknüpfen. Da für hohe Zeitauflösungen eine hohe ADC-Abtastrate notwendig ist,
wurden in der vorliegenden Arbeit SSR-FIR-Filterimplementierungen entwickelt und speziell für
die Anwendung der Impulsformung optimiert. Die zeitdiskrete Natur der digitalen Filter erlaubt es
allerdings nicht ohne weiteres ein beliebig feines Delay d im subsample-Bereich umzusetzen, wel-
ches allerdings zur Erreichung optimaler Zeitauflösung von einleitenden Impulsflanken im Bereich
von wenigen Abtastperioden benötigt wird und von konventionellen analogen CFDs auf natürliche
Weise durch Leitungslaufzeiten erreicht werden kann. Um diese Einschränkung aufzuheben, wurden
in der vorliegenden Arbeit sogenannte Fractional Delay Filter in ihrer SSR-Variante implementiert
und eingesetzt.
Für eine Verbesserung der Energieauflösung kommen in der vorliegenden Arbeit digitale IIR-Filter
zur Impulsformung als SSR-Variante in FPGAs zum Einsatz. Durch diese Filter lassen sich digitale
Filterantworten (kurz DFAs) erzeugen, welche eine bessere Equivalent Noise Charge (kurz ENC)
aufweisen und damit bessere Energieauflösungen erreichen können als Filterantworten, welche
mit analogen IIR-Filtern erzeugt werden (siehe Kapitelpunkt 4.3.2). Bei den dazu ausgeführten
Implementierungsarbeiten hat sich während der vorliegenden Arbeit herausgestellt, dass speziell
die kombinatorische Kette einer Addiererkaskade, welche für den IIR-Filteranteil benötigt wird, das
durchsatzbegrenzende Element ist. Dieser Sachverhalt ergibt sich für alle digitalen SSR-IIR-Filter.
Allgemein lässt sich durch die entwickelten SSR-FIR- und SSR-IIR-Filter als FPGA-
Implementierungen festhalten, dass mit der vorliegenden Arbeit ein grundlegender Ansatz in
der Messtechnik für hochperformante Schaltungen dieser Filter zur Impulsformung geschaffen wur-
de, welcher für ADC-Datenströme mit zukünftig höheren Abtastraten und höheren Abtastbitbreiten
geeignet ist. Diese FPGA-Implementierungen sind auch in vielen Bereichen der digitalen Messtech-
nik außerhalb der Anwendungen der vorliegenden Arbeit einsetzbar. Hinsichtlich der Zeitauflösung
ist dies zum Beispiel der Anwendungsbereich Light detection and ranging (kurz LiDAR), bei dem
nicht nur Licht sondern elektromagnetische Strahlung allgemein zur Signallaufzeitmessung und
damit indirekt zur Abstandsmessung genutzt wird. Dabei ist gleichgültig, ob das Verfahren auf
der Laufzeitmessung von einzelnen Impulsen oder der Auswertung von Phasendifferenzen (siehe
Kapitelpunkt A.5.5) mittels Digitaltechnik basiert. Stets ist die Zeitauflösung das ausschlaggebende
Kriterium für die Genauigkeit einer Abstandsmessung. Dies führt zukünftig nicht nur zu steigenden
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ADC-Abtastraten, sondern auch zur Einsatzmöglichkeit der entwickelten SSR-IIR-Filtern, welche
die entsprechende Impulsformung mit dem notwendigen Durchsatz ausführen können.
Ein Anwendungsbereich der Signalamplitudenmessung, welcher innerhalb der vorliegenden Arbeit
eine Energiemessung bewirkt, ist bspw. die Sonografie. Hier werden Signalamplitudenmessungen
in ein Maß für das Echo eines entsendeten Impulses überführt. Je präziser die Signalamplitudenmes-
sung ausgeführt wird, desto genauer sind die sonografischen Messergebnisse. Im Allgemeinen sind
die in der vorliegenden Arbeit entwickelten FPGA-Implementierungen also auch dort anwendbar,
wo Signalamplitudenmessungen von Signaländerungen so präzise wie möglich mit hohem Durch-
satz durchgeführt werden sollen. Dabei gewinnen die Implementierungen zu den großen Tap-Delays
(siehe Kapitelpunkt 5.1.2) zunehmend an Bedeutung. Nicht weil absolut längere Delay-Zeiten
notwendig werden, sondern weil zukünftig steigenden ADC-Abtastraten größere Speichertiefen not-
wendig machen, um quasi gleiche Delays zu realisieren. Durch diese Umstände lässt sich zukünftig
die Zeit- und Energieauflösung bei digitalen Messinstrumenten um weitere Größenordnungen und
ohne Durchsatzbegrenzung verbessern.
7.1.2 Reduktion der Messinstrumenten-Totzeit
Die Reduktion der Totzeit ist allgemein wie auch für die vorgestellten konventionellen Messin-
strumente ein Ansatz zur Steigerung der Messinstrumenteneffizienz. Zur Vermeidung von Miss-
verständnissen in der Literatur der detektorbasierenden Ereignisverarbeitung wird dazu in der
vorliegenden Arbeit explizit zwischen der Totzeit vor Messwertaufnahmebereitschaft, verursacht
durch die Messinstrumentenapparatur selbst (intrinsische Totzeit genannt), und der Totzeit, verur-
sacht durch Pileup-Ereignisse, unterschieden. Die intrinsische Totzeit (i. F. nur Totzeit genannt)
konventioneller Messinstrumente kann bis zu mehreren Mikrosekunden betragen und ist damit
vor allem bei gewünschten hohen Ereignisraten einer der Hauptgründe für die Beschränkung des
Durchsatzes und der Messeffizienz solcher Messinstrumente. Der Stand der Technik umfasst mit
der Generation der digitalen Messinstrumente Totzeiten, welche im Bereich von mehreren 100 ns
liegen (siehe Kapitelpunkt 3). Diese digitalen Messinstrumente basieren ebenfalls auf Digitizern
mit Totzeiten von mindestens 350 ns pro Ereignis und Verarbeiten alle Ereignisse in Software.
Selbst diese geringere Totzeit der digitalen Messinstrumente ist bei höheren Ereignisraten nicht
vernachlässigbar und dominiert immer noch die Beschränkung der Messeffizienz. Um dieses Pro-
blem zu beheben, wurde in der vorliegenden Arbeit abermals die Vorverarbeitungskapazität der
FPGA auf den ADC-Datenströmen ausgenutzt und durch die Einführung einer Totzeit-FIFO pro
Digitizer-Kanal in der FPGA-Schaltung eine Totzeit von effektiv einer Abtastperiode erreicht. Nur
durch den Vollzugriff der FPGAs auf den gesamten ADC-Datenstrom, was die Besonderheit von
FPGA-Digitizern ist, konnte diese Messinstrumenteneigenschaft erreicht werden. Die entwickelte
FPGA-Schaltung kann dabei auch allgemeingültig für schnellere ADCs und andere FPGAs ange-
wendet werden. Zusätzlich wurde durch die Implementierung der Totzeit-FIFO eine Entkopplung
von Totzeit und Durchsatz eines Messinstruments erreicht. Dieses Zustand eröffnet, bei Messinstru-
menten basierend auf FPGA-Vorverarbeitung, neue Möglichkeiten zur Erhöhung des Durchsatzes
durch den Einsatz von multiplen Verarbeitungskernen. Diese Ergebnisse sind in der Messtechnik
auf beliebige Messinstrumente, welche auf ADC-gestützter digitaler Ereignisverarbeitung basieren,
einsetzbar.
7.1.3 Ermöglichen einer Online-Koinzidenzanalyse gestreckter Kaskaden
Die allg. Eigenschaft der Online-Verarbeitung aller Ereignisse gehört für das konventionelle TDPAC-
Spektrometer wie für das konventionelle DES zur Ionenstrahlanalyse zum Stand der Technik.
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Diese Eigenschaft ergibt sich ganz implizit, weil konventionelle Messinstrumente auf analoger
Signalverarbeitung basieren und keine Speichermöglichkeiten besitzen, um Detektorimpulsverläufe
zwischenzuspeichern. Ereignisse müssen also während ihres Auftretens verarbeitet werden. Aus
diesem Grund ist es das Ziel, diese Eigenschaft auch auf digitale Varianten von Messinstrumenten
zu übertragen, was für die Online-Koinzidenzanalyse beim digitalen TDPAC-Spektrometern des
Standes der Technik nicht gegeben war. Gründe dafür sind die notwendige Zwischenspeicherung
aller Detektorimpulsverläufe oder auch der geringe Durchsatz der Koinzidenzanalyse selbst bei
diesen digitalen TDPAC-Spektrometern. Zur Behebung dieser Defizite wurde in der vorliegen-
den Arbeit abermals die Vorverarbeitung aller Detektorimpulse im FPGA ausgenutzt. Dadurch
müssen keine Detektorimpulsverläufe auf Festspeichern zwischengespeichert werden und die Re-
chenkapazität der Anwendungssoftware steht weitestgehend der Koinzidenzanalyse zur Verfügung.
Zusätzlich wurde ein Algorithmus zur Koinzidenzanalyse entwickelt, welcher eine optimierte
Komplexitätsklasse besitzt (siehe Kapitelpunkt 4.2.6). Diese Optimierung erhöht den Durchsatz
der Koinzidenzanalyse so weit, dass die gewünschte Online-Koinzidenzanalyse ohne Datenverlust
ausgeführt werden kann. Zusätzlich steht nun mit dieser Optimierung genügend Rechenkapazität
auf einem einzelnen Messinstrumenten-PC zur Verfügung, um die algorithmische Flexibilität der
Spektrometer-Software auszunutzen und eine Online-Koinzidenzanalyse gestreckter Kaskaden und
sogar multipler gestreckter Kaskaden umzusetzen. Diese Funktionalität war wiederum bei den
konventionellen Spektrometern technisch nicht möglich, weil die konventionellen Router-Module
durch die eingehenden Ereignisse paralysiert werden, was eine sinnvolle Messung verhindert.
7.1.4 Verbesserung der Pileup-Verwerfung und ermöglichen der
Pileup-Korrektur
Konventionelle DES zur Ionenstrahlanalyse verfügen zur Verwerfung von Pileup-Ereignissen
und zur Korrektur von Pileup-behafteten Spektren über Techniken, welche letztendlich die En-
ergieauflösung oder die nutzbare Ereignisrate senkt. Dies geschieht, weil das Messsignal durch
zusätzliche Analogtechnik belastet wird oder künstlich Signale mit ihm überlagert werden (siehe
[WUNDERLICH2013]). Zur Behebung dieser ungewollten Nebeneffekte, wurden in der vorliegen-
den Arbeit zur digitalen Signalverarbeitung innerhalb der FPGAs Erweiterungen implementiert,
welche die Energieauflösung nicht negativ beeinflussen und auch keine Senkung der verarbeitbaren
Ereignisrate bewirken. Dazu wurde der entwickelte CFT mit angepassten Parametern als SSR-IIR-
Filter in FPGAs so nutzbar gemacht, dass eine Ereigniszählung aller Detektorimpulse, parallel
und unbeeinflussend zur eigentlichen Energiewertbestimmung, vorgenommen werden kann. Durch
diese Entwicklung wird eine Erkennung von Pileup-Ereignissen zuverlässig für beliebige Detek-
torimpulsformen möglich. Zusätzlich kann durch die nun bekannte Anzahl aller Pileup-Ereignisse
eine relative Korrektur der Spektren erfolgen, wodurch die Elementkonzentrationen auch ohne
Einspeisung von künstlichen Messsignalen ermöglicht wird.
7.2 Ausblick
7.2.1 Instrumente mit programmierbarer Logik
Die durch Parallelverarbeitung erreichbare höhere Leistungsfähigkeit gegenüber Software und der
funktionellen Flexibilität gegenüber ASICs sind FPGAs dazu prädestiniert eine große Anzahl an
individueller Funktionalitäten mit hohem Durchsatz in hochspezifischen Messinstrumenten umzu-
setzen. Die Möglichkeiten dazu wurden mit der vorliegenden Arbeit bei weitem nicht ausgeschöpft.
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Es ist bspw. möglich, die komplette Verarbeitung aller Daten in das Messinstrument auszulagern und
lediglich Ergebnisspektren und Mikroskopiebilder an die Anwendungssoftware zu übergeben, wenn
dies angestrebt ist. Zur besseren Implementierbarkeit können die an das FPGA angeschlossenen
großen SD-RAMs genutzt werden oder sogar Soft-Core-Mikrokontroller im FPGA umgesetzt wer-
den, welche eine Software ausführen. Daran zeigt sich, dass mit FPGAs selbst die Flexibilität und
der Freiheitsgrad von Software erreicht werden können, allerdings dann mit geringerem Durchsatz
als bei Softwareimplementierungen laufend auf handelsüblichen Desktop-CPUs. Diese Vorteile
werden sich in Zukunft weiter ausbauen, wenn die Gatterlaufzeiten von FPGAs kleiner und deren
Logik-Ressourcen größer werden. Auch die Komplexität und Leistungsfähigkeit von Software
auf programmierbarer Logik kann bspw. durch die Generation der Xilinx ZYNQ-Bausteine, wel-
che mindestens einen festen µC-Kern mit ASIC vergleichbaren Taktraten beinhalten, erweitert
werden.
7.2.2 Zeitauflösung
Die Thematik der Zeitbestimmung und die Erhöhung ihrer Genauigkeit durch bessere Zeitauflösung
ist ein weites Gebiet und betrifft nicht nur die TDPAC-Spektroskopie. Bessere Zeitauflösungen
werden überall dort angestrebt, wo Zeiten genau gemessen werden sollen. Bei der Abtastung hoher
Frequenzanteile mit ADCs und der daraus resultierenden zeitlichen Bestimmbarkeit von Ereignissen
lassen sich aus der Weiterentwicklung von ADCs direkte Vorteile für die Zeitauflösung ableiten.
Durch die Verkürzung der Aquisition time und der Aperture time sowie dessen Jitter werden
höhere Abtastfrequenzen und Abtastgenauigkeiten möglich. Analoge Signale werden also zukünftig
genauer in ihrem zeitdiskreten Spannungsverlauf bestimmt werden können. Daraus folgt, dass die
Bandbreite analoger Signale weiter erhöht werden kann, was wiederum bessere Zeitauflösungen
ermöglicht. Der Vorteil der digitalen Signalverarbeitung ist dabei, dass sich an der Berechnung
der digitalen Filter für Anforderungen neuere Generationen von ADC-Datenströmen und FPGAs
im Prinzip nichts ändert. Existierende Filter können genauso weiterverwendet werden. Dies liegt
daran, dass die digitale Signalverarbeitung die Samples sozusagen unabhängig von ihrem zeitlichen
Bezugs betrachtet und damit die Berechnung von Filtern identisch bleib. Es bietet sich sogar an,
Zeitauflösungen von digitalen Filtersystemen auf ADC-Datenströmen nicht mehr in absoluter Zeit
anzugeben, sondern relativ zur Abtastperiodendauer.
7.2.3 Energieauflösung
Für die Energieauflösung ergeben sich ähnliche Vorteile aus der Weiterentwicklung von ADCs und
FPGAs. Höhere Abtastgenauigkeiten bei ADCs führen direkt zu einer Verbesserung der möglichen
Energieauflösung, was auch indirekt, wenn auch nicht so effizient, durch Überabtastung mit höheren
Abtastraten geschehen kann (siehe Kapitelpunkt 2.12). Höhere Abtastgenauigkeiten von ADCs
bewirken automatisch einen höheren Ressourcenbedarf in den FPGAs, wenn die Schaltungsimple-
mentierungen den gleichen Durchsatz bei gleich bleibender Berechnungsgenauigkeit besitzen sollen.
Nichtsdestotrotz, werden neuere Generationen von FPGAs mit ausreichenden Logik-Ressourcen
in der Lage sein, Cusp-ähnlichere Filter, als der Cusp-like-Filter der vorliegenden Arbeit, als





A.1 Aufbau von FPGA-Digitizern
Unter modernen Digitizern in der Messtechnik werden Module aus meistens einer Platine verstanden,
welche allein für den funktionalen Teil der Messwerterfassung, Vorverarbeitung und Weiterleitung
zuständig sind. Die Vielfältigkeit der heutigen ADCs und Verarbeitungseinheiten wie µC, DSPs oder
FPGAs haben einen Industriezweig entstehen lassen, der sich ausschließlich mit der Entwicklung
solcher Digitizermodule beschäftigt. Dabei haben sich folgende Variationspunkte bei Digitizern
herauskristallisiert:
1. Die Anzahl der Eingangskanäle pro Digitizermodul, welche jeweils mit einem ADC abgetastet
werden.
2. Elektrotechnische Anpassungsfähigkeit des ADC-Messbereichs an einen bestimmten Span-
nungsbereich pro Kanal.
3. Die Verwendung eines spezifischen ADC zur Abtastung des Spannungssignals eines Kanals.
4. Die gewählte verbaute Vorverarbeitungseinheit, welche den ADC-Datenstrom aufnimmt,
vorverarbeitet und weiterleitet. Hier erschließen sich wieder die Felder der µC, DSPs, FPGAs
aber auch ASICs, sowie deren Speicherkomponentenvariationen.
5. Der Typ des Systembusses eines Digitizermoduls zu einem übergeordneten Hostsystem.
Diese Busse können typischerweise USB, PCI, PCIe, Ethernet oder VME sein (siehe Kapitel-
punkt A.1.1). Die Verbindung des Systembusses zum Hostsystem kann über die Backplane
eines Chassis ausgeführt sein.
In der vorliegenden Arbeit haben sich die Variationsoptionen der Punkte 3 und 4 als die kritischsten
für die entwickelten Anwendungen herausgestellt. Dies liegt daran, dass der konkrete Typ der
ADC oder der Vorverarbeitungseinheit bei ungeeigneter Besetzung bereits zum Ausschluss eines
Digitizers führen kann. Bei der Wahl der verwendeten Digitizer wurde in der vorliegenden Arbeit
somit speziell bei diesen Punkten auf geeignete Eigenschaften geachtet, wobei als Vorverarbeitungs-
einheit ein FPGA zu wählen war. Unkritischer verhalten sich die Punkte 1, 2 und 5. Hier kann bei
spezieller Berücksichtigung dennoch der Einsatz des Digitizers stattfinden. Abbildung A.1 zeigt ein
detailliertes Schema eines typischen FPGA-Digitizers. Die Spannungsversorgung des Digitizers
erfolgt überwiegend durch die Backplane des Chassis ansonsten extern. Der konkrete IC der ADC,
als Kernelement des Digitizers, kann mehrfach vorhanden sein, um mehrere Kanäle messen zu
können. Es gibt aber auch einzelne ICs, welche mehr als einen ADC-Kanal beinhalten. Manche
Digitizer-Module bieten auch eine individuelle analoge Signalausgabe durch DAC-Kanäle, wie
sie auch bei der vorliegenden Arbeit zur Ionenstrahlablenkung beim DES zur Ionenstrahlanalyse
verwendet wurde. Die Ausgabe der DAC-Kanäle erfolgt meist über das Front Panel. Die DAC-




















Abbildung A.1: Detailliertes Schema eines FPGA-Digitizers mit N ADCs, DDR-Speicher, System-
bus auf der Modul-Backplane und Systembus am Modul-Front Panel. Zusätzlich
Digitale I/Os mit direkter Verbindung zum FPGA.
Durchsatz und minimaler Latenzzeit bereitstellen kann. Die Ausstattung des Digitizers mit DDR-
oder Flash-Speichern ist oft optional. Die Speicher sind dabei meist am FPGA angeschlossen, da so
die größten Nutzungsfreiheitsgrade existieren. Der Speicher kann dann zum Beispiel zur Zwischen-
speicherung der ADC-Teildatenströme dienen oder benutzerspezifische Ergebnisdaten enthalten.
Bei der Verarbeitungseinheit selbst gibt es mehrere Optionen. Entweder werden µC, DSPs, ASIC
oder FPGAs eingesetzt. Bei µC und DSPs gestaltet sich die Datenstromvorverarbeitung aufgrund
ihrer Verarbeitung basierend auf Software recht flexibel wenn auch mit geringerem Durchsatz. Bei
ASICs wird höchster Durchsatz erreicht, jedoch beschränkt sich die Datenstromvorverarbeitung
auf allgemeingültige Datenweiterleitung. Dabei werden die ADC-Datenströme mit konfigurierba-
ren Triggern überwacht und bei Auslösung des Triggers eine einstellbare Anzahl an Samples im
DDR-Speicher ablegt. Der Speicher ist dann als mehrteiliger Ringpuffer ausgelegt. Eine zusätzliche
Logik ermöglicht dann das wechselseitige Auslesen der Speicherbereiche zur Übertragung der Sam-
pledaten über den Bus an das Hostsystem. Mit FPGAs als Verarbeitungseinheit bilden Digitizer die
flexibelste Variante und haben den Vorteil, dass herkömmliche µC- oder DSP-Funktionen aber auch
hoch anwendungsspezifische Designs umgesetzt werden können. Durch diese spezifischen Designs
kann ein FPGA-Digitizer seine volle Bandbreite an Vorteilen durch parallele Datenverarbeitung
ausspielen.
A.1.1 Bus-Systeme und Chassis
Stehen die beiden wichtigsten Punkte, also der ADC und die Verarbeitungseinheit, des Digitizers
fest, so bieten sich für Digitizer in der Praxis mehrere Derivate von Systembussen an, welche
die gängigen Protokolle umsetzen. Tabelle A.1 zeigt eine Übersicht der häufigsten verwendeten
Bus-Systeme [PXI12004], [PXI52005]. Da die Digitizermodule aufgrund ihrer hohen Preise (von
ca. 10000 EURO bis 28000 EURO) so allgemein wie möglich gehalten werden, um ein breites
Anwendungsfeld abzudecken, werden so viele Bus-Systeme wie möglich als Systembusse auf einem
Modul zur Verfügung gestellt. Dabei befinden sich die Busse wie cPCI und PXI aufgrund ihrer hohen
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benötigten Pinanzahl auf der Rückseite des Digitizers und können in die Backplane eines Chassis
eingesteckt werden. Kompaktere Busse wie USB oder Ethernet benötigen nicht unbedingt eine
Backplane und können direkt im Front Panel des Digitizers platziert werden. Wird der Backplane-
Bus des Digitizers nicht verwendet, so ist es vereinzelt auch möglich, das Digitizermodul außerhalb
eines Chassis zu betreiben, wenn eine geeignete Spannungsversorgung angeschlossen wird. Die
Digitizerhersteller bieten diesbezüglich häufig kleinere Gehäuse an, welche für die Benutzung der
Front Panel Systembusse (also ohne Chassis) gedacht sind und lediglich eine Spannungsversorgung




3U Sockel (32 Bit PCI),
6U Sockel (64 Bit PCI)




PCIe Version von CompactPCI
PCI eXtensions for In-
strumentation (PXI)
CompactPCI 64 Bit Implementierung mit







Hybrid Sockel (unterstützt Com-
pactPCI 32 Bit und PXI EXPRESS)
Peripheral Sockel
(nur PXI EXPRESS)
System Timing Sockel (PXI
EXPRESS mit zusätzlichen Trigger
Signalen)
PXI Implementierung mit Synchronisation




wie PCIe zum Hostsystem. Mit voll ver-
maschtem104 Ethernet sowie USB (3.0 und
2.0) und SATA der Module untereinander.
Der Standard wurde 2011 offiziell akzep-
tiert.
VMEbus Älterer paralleler Multi-Master Bus, seit
1987 standardisiert
USB 2.0/3.0 oder 3.1 Aufgrund des kompakten Steckverbinders
meist auf dem Front Panel der Digitizer
ausgeführt
Ethernet Aufgrund des kompakten Steckverbinders
meist auf dem Front Panel der Digitizer
ausgeführt
Tabelle A.1: Häufig verwendete Bus-Systeme im Embedded-Bereich bei Digitizern




Bei FPGA-Digitizern sind die Systembusse direkt am FPGA angeschlossen, da so bei größter
Flexibilität die individuellen Daten direkt an das Hostsystem übertragen werden können. Digitizer
werden aus zwei Gründen innerhalb eines Chassis eingesetzt. Erstens können Chassis Triggersigna-
le und Synchronisationstaktsignale zur Verfügung stellen, welche eingesetzt werden können, um
einen Austausch von Daten oder Trigger über alle Module des Gesamtsystems hinweg umzusetzen.
Durch die Synchronisationstaktsignale können zusätzlich die Taktsignale aller Digitizer miteinander
synchronisiert werden, was bspw. für gleichzeitige Abtastzeitpunkte von ADCs genutzt werden
kann. Zweitens haben die Systembusse in der Backplane der Chassis tendenziell höhere Bandbreiten
als zu externen Hostsystemen und es gibt für die Digitizer-Chassis eingebettete Computersysteme,
welche als sogenannte Embedded Controller in die Chassis eingebaut werden können. Diese Com-
putersysteme haben Zugriff auf die Systembusse der Backplane mit bestmöglichem Durchsatz (mit
tendenziell höherem Durchsatz als zu externen Host-Systemen). Mittels der Embedded Controller
können komplette Messinstrumente entwickelt werden, welche keinen externen PC benötigen. Der
Embedded Controller bietet einen vollständigen prinzipiellen und funktionellen Ersatz zum externen
PC. Auf diesen Embedded Comtrollern kann bspw. ein Echtzeitbetriebssystem ausgeführt werden,
welches in der Lage ist die anfallenden Daten der Digitizermodule in Echtzeit zu verarbeiten, wenn
dies benötigt wird. Aber auch Linux- und Windows-Systeme sind möglich.
A.2 Shannon- und Lagrange-Interpolator in der Praxis
Der Shannon-Interpolator stellt zwar laut Abtasttheorem eine Möglichkeit zur Interpolation dar,
die Ursprungsfunktion mit hoher Genauigkeit zwischen den Samples zu interpolieren, jedoch ist
der Shannon-Interpolator in der Praxis schwer anwendbar. In den meisten Anwendungen, in denen
eine Interpolation stattfindet, muss eine bestimmte maximale Zeitdauer zur Berechnung des Inter-
polationsergebnisses gewährleistet werden. Wenn bspw. 1 Millionen Interpolationsberechnungen
pro Sekunde erwartet werden, so darf im ungünstigsten Fall ein Interpolationsvorgang nicht länger
als 1 µs dauern. Leider ist der Shannon-Interpolator ein Interpolationsverfahren, welches aus den
folgenden beiden Gründen den meisten Geschwindigkeitsanforderungen nicht genügt:
• An den Stellen zwischen den Samplewerten, an denen der Wert des Impulsverlaufs interpoliert
werden soll, muss die sinc-Funktion ausgewertet werden. Die Auswertung der sinc-Funktion
des Shannon-Interpolators ist in einer Hardware-Implementierung mit ausreichender Ge-
nauigkeit für die meisten Anwendungen, wie ebenso in der vorliegenden Arbeit, nicht mit
ausreichender Geschwindigkeit implementierbar.
• Da die Konvergenz des Shannon-Interpolators, durch seine oszillierenden Eigenschaften,
schlechter ist als die des Lagrange-Interpolators, müssen erheblich mehr Eingangsfolgenglie-
der in die Interpolation einfließen, um eine vergleichbare Interpolationsgenauigkeit (Qualität
der Interpolation) zu erzielen. Dies führt zu einem Filter mit hoher Ordnung105 und damit zu
einer Mehrfachauswertung der sinc-Funktion.
• Da der Shannon-Interpolator ein nicht kausaler Filter ist, muss für eine praktische Imple-
mentierung die Impulsantwort des Filters geeignet approximiert werden. Dies führt unter
Umständen zu zusätzlichen Ungenauigkeiten des Interpolationsergebnisses.
Diese Einschränkungen verringern die Auswertungsfrequenz oder die Qualität des Interpolati-
onsergebnisses leider so drastisch, dass der Shannon-Interpolator für die meisten Anwendungen
als eine praktische Implementierung nicht in Frage kommt. Aus diesem Grund wird häufiger der
Lagrange-Interpolator eingesetzt, dessen Konvergenzeigenschaften erheblich günstiger sind. Mit
105 Der Shannon-Interpolator ist im Prinzip ein TP-Filter.
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dem Lagrange-Interpolator, welcher im Prinzip ein Spezialfall der Interpolation durch Polynome ist,
lässt sich ebenso eine exakte Rekonstruktion des Ursprungssignals erreichen (siehe [BOREL1899]).
Dies gilt allerdings auch nur, wenn unendlich viele Samples des Messsignals in die Interpolation
einfließen, also ein Polynom von sozusagen unendlicher Ordnung entsteht.
A.2.1 Konvergenz des Shannon-Interpolators
Obwohl das Interpolationsergebnis in Abbildung 2.4 bereits recht gut ist, gilt dies in diesem
Fall nur für das abgetastete Signal eines Sinus-Impulses. Interessant zu untersuchen wäre die
Interpolationsqualität des Shannon-Interpolators bei einem für die vorliegende Arbeit typischen
Messsignals eines LaBr3-Detektorimpulses in Abhängigkeit von der Anzahl der in die Interpolation
eingehenden Samples und der Abtastfrequenz. Abbildung A.2 zeigt genau diese Variationen des in































































































































Abbildung A.2: Interpolationsqualität des Shannon-Interpolators in Abhängigkeit der Abtastpe-
riode Ts (nach rechts fallend mit 3, 2, 1 ns) und Anzahl der in die Interpolation
eingehenden Samples (nach unten ansteigend mit 2, 4, 6 Samples) um den
Trigger-Punkt; Farbgebung wie in Abbildung 2.4
mit steigender Sampleanzahl das Interpolationsergebnis tendenziell besser wird, jedoch wird eine
zu hohe Anzahl an Samples benötigt, um eine gute Interpolationsqualität zu erhalten. Die Erhöhung
der Abtastfrequenz hat ähnliche Wirkung. Jedoch zeigt der Shannon-Interpolator durch seine
oszillierendes Verhalten, dass sich die Qualität der Interpolation bspw. mit steigender Abtastfrequenz
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verschlechtern kann. Dies ist in der Umgebung des Zeitpunktes von 12 ns bei Abbildung A.2
(Ts = 1 ns; 6 Samples) zu erkennen. Hier erzeugt die größte genutzte Sampleanzahl mit 6 Samples
in der Interpolation sogar einen Wendepunkt, was von einer schlechten Qualität der Interpolation
zeugt. Die oszillierende Natur des Shannon-Interpolators wirkt sich bei der Interpolationen von
oszillierenden Ursprungsfunktionen begünstigend aus (siehe Abbildung 2.4). Sie kann aber auch
die Interpolationsqualität bei anderen Impulsformen verschlechtern. Die Charakteristiken des
Shannon-Interpolators bewirken eine gute Interpolationsqualität bei einer Abtastfrequenz von
nur 2,46 · fmax am Beispiel des Sinus-Impulses aus Abbildung 2.4. Eine Abtastfrequenz von
nur 2,46 · fmax ist allerdings für nicht oszillierende Funktionen nicht ausreichend, wenn nicht
alle Samples des Impulses genutzt werden. Der LaBr3-Impuls aus Abbildung A.2 hat nur eine
Bandbreite von fmax = 130 MHz. Dennoch bewirkt eine Abtastfrequenz von 1 GHz (≈ 7,7 · fmax)
keine vergleichbar gute Interpolationsqualität (siehe Abbildung A.2 6 Samples).
A.2.2 Konvergenz des Lagrange-Interpolators
Die hohe benötigte Sampleanzahl, welche in die Interpolation mit dem Shannon-Interpolator für
eine akzeptable Interpolationsqualität von nicht sinusförmigen Impulsen eingehen muss, macht
den Shannon-Interpolator für die meisten Anwendungsfälle unpraktikabel. Im direkten Vergleich
dazu zeigt der Lagrange-Interpolator, welcher ein Polynom zur Interpolation nutzt, bereits mit
4 Samples für eine Interpolation, für die in der vorligeneden Arbeit auftretenden Impulsformen
eines LaBr3-Detektors, ein ausreichend gutes Interpolationsergebnis. Dies verdeutlicht die fol-
gende Abbildung A.3. In Abbildung A.3 ist zu erkennen, dass der Lagrange-Interpolator bei
gleichen Bedingungen einen wesentlich ausgeglicheneres Interpolationsergebnis liefert als der
Shannon-Interpolator (siehe Abbildung A.2). Bereits der Lagrange-Interpolator 1-ten Grades (li-
neare Interpolation) liefert keine Extrema und keine ungewünschten Wendepunkte. Dies bleibt
auch für höhere Grade der Fall. Die Lagrange-Polynome folgen dem Prinzip der sinc-Funktionen
in ähnlicher Weise. Das heißt, im Interpolationsbereich nehmen die Lagrange-Polynome für die
zugehörige Stützstelle den exakten Funktionswert ein und besitzen an den anderen Stützstellen ihre
reellen Nullstellen.
A.3 AD-Wandler
In diesem Kapitelpunkt wird die zentrale Einheit der digitalen Datenkonvertierung, der ADC, näher
vorgestellt. Dabei werden die Eigenschaften und die Vorteile moderner FPGA-Digitizer hervorgeho-
ben. Nach [BORUCKI1971] (Seite 104) benötigt die Digitalisierung eines analogen Messwertes
zuerst den Vorgang des Quantisierens und danach den des Codierens. Beim Quantisieren wird dem
analogen Messwert eine bestimmte Anzahl an, von der Messapparatur bedingten, Quantelungen
und beim Codieren die Anzahl der gemessenen Quantelungen einer Zahl des verwendeten Zahlen-
systems zugeordnet. Dabei muss beim Codieren nicht zwangsläufig das System der binären Zahlen
verwendet werden. Betrachtet man die Gesamtheit der Methoden der analogen Messwerterfassung
von der Quantisierung bis zur Codierung im Binärsystem so ist von Digitalisierungsmethoden die
Rede. Dabei können die unterschiedlichsten Codes in der Darstellung des Binärsystems zum Einsatz
kommen, siehe [BORUCKI1971] Seite 10. In der Literatur wird bei klassischen Digitalisierungsme-
thoden der ADCs zwischen Methoden nach dem Ausschlagsverfahren, dem Kompensations- und

































































































































Abbildung A.3: Interpolationsqualität des Lagrange-Interpolators in Abhängigkeit der Abtastpe-
riode Ts (nach rechts fallend mit 3, 2, 1 ns) und Anzahl der in die Interpolation
eingehenden Samples (nach unten ansteigend mit 2, 4, 6 Samples) um den
Trigger-Punkt; Farbgebung wie in Abbildung 2.4 außer dass die Funktionen in rot
den mit dem Samplewert gewichteten LAGRANGE-Polynomen li(x) entsprechen
A.3.1 Ausschlagsverfahren
Bei diesem Verfahren wird der zu messende Betrag einer physikalischen Größe in einen Ausschlag
oder die Bewegung bspw. eines Stabes oder einer Scheibe überführt. Der Stab oder die Scheibe er-
möglicht dann das Ablesen des entsprechenden Messwerts auf bspw. optischem Weg. Abbildung A.4
zeigt eine Umsetzerscheibe mit einer Einteilung von 4 Bit Binärcode, welche eine volle Umdrehung
in 16 Teile also 22,5◦ unterteilt. Dabei sind die weiß dargestellten Lücken lichtdurchlässig und die
blau dargestellten vollständig opak. Die anschließende Codierung kann auf optischen Weg schnell
und mit hoher Auflösung (hohe technisch ablesbare Einteilung der Umsetzerscheibe) erfolgen. Wird
der Binärcode der Auslenkung innerhalb des schwarzen Rahmens in Abbildung A.4 abgelesen und
die Umsetzerscheibe in Uhrzeigerrichtung gedreht, so kann eine AD-Wandlung direkt erfolgen.
Ableseverfahren durch Kontaktierung sind hier benachteiligt, da die erreichbare Auflösung sinkt und
der Verschleiß durch den Kontakt erhöht ist. Aus Gründen der Fertigungstoleranz und der praktisch
beliebigen Stellung der Scheibe macht die Ablesung des Codes an den Übergangsstellen Schwie-
rigkeiten, da sich bei einer Umsetzerscheibe im Binärcode mehrere Ablesestellen pro Übergang
ändern können. Abhilfe schafft bspw. eine Umsetzerscheibe nach dem Graycode. Scheiben, welche
lediglich Winkelinkremente signalisieren und nicht die absolute Position sind unter Umständen
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Abbildung A.4: Umsetzerscheibe eines Rotationswinkels in einen 4 Bit Binärwert
von kleinerer Bauform, müssen aber zu Beginn der Inbetriebnahme referenziert werden, da die
Eindeutigkeit der Position anfänglich nicht gegeben ist. ADCs nach dem Ausschlagsverfahren
besitzen aufgrund ihrer mechanischen Natur bezüglich Einteilung und Bewegung eine geringe
Umsetzungsgeschwindigkeit. Das Grundprinzip dieser Wandler wird heutzutage zum Beispiel bei
der hochpräzisen Messung von Positionen und Auslenkungen verwendet, wie bei inkrementellen
Drehwinkelgebern.
A.3.2 Kompensations- und Abgleichsverfahren
Während bei ADCs nach dem Ausschlagsverfahren vorrangig eine mechanische Bewegung, Kraft
oder ein Drehmoment gemessen wird und eine elektrische Spannung vor der Messung erst in eine
solche Bewegung umgewandelt werden muss, so können bei ADCs nach dem Kompensations-
und Abgleichsverfahren ausschließlich elektrotechnische Mittel eingesetzt werden, um elektrische
Spannungen zu messen. ADCs nach dem Kompensationsverfahren arbeiten nach dem Prinzip, die
zu messende Spannung mittels einer Gegenspannung, welche durch einen abzugleichenden Strom
eines Widerstandes erzeugt wird, zu kompensieren. Dieses Prinzip lässt sich in kompakter Bauweise
mit einem automatisch regelnden Prozess realisieren, welche gewöhnlich in Digital-Voltmetern zum
Einsatz kommt. ADCs nach dem Abgleichverfahren nutzen einen internen DA-Wandler (engl. kurz
DACs), um eine Vergleichsspannung zu erzeugen, welche mittels Komparatoren zur zu messenden
Spannung abgeglichen wird. Die Wahl des Samplewerts zur Erzeugung der Vergleichsspannung
kann zum Beispiel nach dem Intervallschachtelungsverfahren (sukzessive Approximation) ge-
schehen. Abbildung A.5 zeigt die Prinzipschaltung einer ADC nach dem Abgleichsverfahren.
Der Komparator (Abbildung A.5 (a)) vergleicht zu jeder Zeit die zu messende Spannung UE mit
der internen Vergleichsspannung, welche aus dem Registerwert (Abbildung A.5 (c)) durch eine
DA-Wandlung mittels eines internen DACs (Abbildung A.5 (d)) erzeugt wird. Der Registerwert
selbst, welcher als Samplewert nach außen geführt wird, wird durch eine Regelung nach dem
Intervallschachtelungsverfahren in Abhängigkeit des Komparatorausgangs eingestellt. Da die kor-
rekte Ermittlung der Kompensations- und Abgleichsspannung eine entsprechende Anzahl von
Regelungsintervallen und damit eine „längere“ Zeit benötigt, eignet sich dieses Wandlungsverfahren










(a) (b) (c) (d)
Abbildung A.5: Prinzipschaltung eines AD-Wandlers nach dem Abgleichsverfahren mit (a) Kom-
parator, (b) Regelung des Binärregisterinhalts, (c) das Binärregister und (d) einer
DAC zur Wandlung des Samplewerts in eine Vergleichsspannung
A.3.3 Zwischenumwandlungsverfahren
ADCs, welche nach den Zwischenumwandlungsverfahren arbeiten, nutzen eine resultierende ana-
loge Zwischengröße bevor eine endgültige Quantisierung und Codierung stattfindet. Diese Zwi-
schengröße ist bspw. ein Zeitintervall oder eine Frequenz einer analogen Spannungsmodulation. Bei
ADCs mit Zeit als Zwischengröße wird als Kernelement eine linear ansteigende Sägezahnspannung
im Vergleich zur Messspannung und einer Referenzspannung (für gewöhnlich 0 V) betrachtet. Das
Sägezahnspannungssignal durchläuft einen linearen Anstieg bis zu einem Maximum und wird dann
unter die Referenzspannung zurückgesetzt. Überschreitet die Sägezahnspannung dabei die Referenz-
spannung und die Messspannung so können aus dem Spannungsvergleich mit Komparatoren Signale
gewonnen werden, welche eine Zeitmessung starten und stoppen. Ein binärer Zähler nach beliebiger
Codierung kann dann in Abhängigkeit eines Taktgebers diese Zeit messen. Ein Maß für die zu mes-
sende Spannung ist dann der Wert des Zählers, welcher bei linear ansteigender Sägezahnspannung
und linearen Eingangsbereich proportional zur Messspannung verläuft. Abbildung A.6 zeigt die















Abbildung A.6: Prinzipskizze eines ADC mit Zeitmessung des Sägezahnspannungsverlaufs (a)
Prinzipskizze eines ADC, welche den Samplewert durch eine Zeitmessung einer Sägezahlspannung
zwischen URef und UE vornimmt (siehe Abbildung A.6 (a)). Die Überschreitungen der URef sowie
UE werden durch Komparatoren in TTL-Signale umgewandelt (Abbildung A.6 (b)) und als Start
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und Stopp für die Zählung eines binären Zählers (Abbildung A.6 (c)) verwendet. Der Zählerwert
des Zählers bei Eintritt des Stopp-Ereignisses entspricht dem Samplewert. Ein weiterer Vertreter
dieses ADC-Typs ist die Wilkinson-ADC. Entwickelt wurde die Wilkinson-ADC von Denys Haigh
Wilkinson im Jahre 1950. Bei dieser ADC wird ein Kondensator mit der zu messenden Spannung
geladen und dann linear Entladen. Ein Gate-Signal, welches durch einen Vergleich zu 0 V erzeugt
wird, startet und stoppt einen Zähler.
Bei solchen ADCs gibt es mehrere Freiheitsgrade. Zum einen kann die Taktrate des Zählers erhöht
werden, was steigenden Einfluss auf die Messgenauigkeit haben kann, da mehr Quantelungen pro
Zeiteinheit gezählt werden. Derselbe Effekt kann erzielt werden, indem die Anstiegs- oder Abfallzeit
der Vergleichsspannungen verlängert wird, was allerdings eine verlängerte AD-Wandlungszeit zur
Folge hätte. ADCs nach diesem Verfahren sind so einstellbar, dass ihre Abtastgenauigkeit hoch sein
kann. Dies geschieht allerdings auf Kosten der Umsetzungsgeschwindigkeit, welche bei solchen
ADCs im einstelligen µs-Bereich liegt.
A.3.4 Parallel-Umsetzer
Parallele-Umsetzer gehören zur Klasse der direktvergleichenden Wandler, da bei der AD-Wandlung
keine Regelungen vorgenommen werden müssen und keine analogen Zwischengrößen eingenom-
men werden. Die Klasse der Parallel-Umsetzer wird in der vorliegenden Zusammenstellung nicht
zu den klassischen Digitalisierungsmethoden gezählt und ist heute am weitesten verbreitet, wo
ADCs mit kurzer Umsetzungszeit <1 ns benötigt werden. Aktuelle moderne ADCs gestatten ei-
ne Abtastgeschwindigkeit von bis zu 4 Milliarden Abtastungen pro Sekunde (4 GSPS). Warum
diese Abtastgeschwindigkeit bspw. für physikalische Experimente benötigt wird, wird in Kapitel-
punkt 2.4 beschrieben. Eine nachteilige Folge der hohen Abtastgeschwindigkeit ist die geringere
Abtastgenauigkeit. Bei Parallel-Umsetzern, aber auch bei den klassischen ADCs, ist nach Kapitel-
punkt A.3.5 immer zischen einem Trade-off von Abtastgenauigkeit und Abtastgeschwindigkeit in
Abhängigkeit der Anwendung zu entscheiden. Abbildung A.7 zeigt den typischen Aufbau eines















Abbildung A.7: Prinzipschaltung eines 2 Bit Parallel-Umsetzers
der 3 Widerstände mit gleicher Größe R aufgeteilt. Dabei gibt URef gleichzeitig den Spannungsbe-
reich an, indem verschiedene Messspannungen UE erfasst werden können. Die Messspannung wird
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an alle 3 Komparatoren zum Vergleich weitergeleitet. Da nun die Referenzspannung über die Wi-
derstände gleichmäßig abfällt, erhöht sich der Spannungspunkt an dem die einzelnen Komparatoren
schalten gleichmäßig von 0 V bis URef. In Abhängigkeit von einer bestimmten Messspannung erge-
ben sich so entsprechende Komparatorausgangskonstellationen. Dieser Komparatorschritt entspricht
der Quantisierung. Die Konstellationen werden dann im Block der Codierung in ein Taktregime
überführt und in einen Binärdarstellung umgewandelt. Besondere Anforderungen bei dieser Art
von ADCs werden an die Präzision der Widerstände gestellt. Die Größe R sollte immer so genau
wie möglich sein, um eine kleinstmögliche differentielle Nichtlinearität (siehe Kapitelpunkt A.3.5)
des ADC zu erhalten. Schwierig ist auch eine akzeptable Stabilität der Widerstände über die
Temperatur zu bewerkstelligen. Weiter ist zu erkennen, dass für einen solchen N Bit ADC genau
2N − 1 Komparatoren und Widerstände benötigt werden. Dies kann sich bei hohen benötigten
Bitbreiten als kostenungünstig oder praktisch schwierig herstellbar erweisen. Aus diesem Grund
kann eine geeignete Kaskadierung von ADCs kleinerer Bitbreite realisiert werden, um einen ADCs
größerer Bitbreite zu erzeugen. Dies geht allerdings auf Kosten der Umsetzgeschwindigkeit, da
eine Kaskadierung in diesem Fall längere Signallaufzeiten bedeutet. Nach diesem Prinzip kann
bspw. ein 4 Bit ADC aus zwei 2 Bit ADCs erzeugt werden. Dabei werden statt 15 Widerständen
und Komparatoren nur jeweils 6 benötigt. Zusätzlich kommen allerdings noch DAC-Schaltungen
zum Einsatz, welche die Zwischencodierung in einen analogen Pegel umwandeln, um diesen dann
von der Messspannung abzuziehen. Eine neu skalierte Messung mit dem zweiten ADC erlaubt
dann die Messung der Restspannung und füllt die niederwertigen Bits des binären Messergebnisses.
Tabelle A.2 zeigt eine kurze Übersicht über heutige konkrete Parallel-Umsetzer. Die ersten beiden






















640 MSPS 16 -
Tabelle A.2: Typische heutige Parallel-Umsetzer-Schaltkreise
die in Tabelle A.2 aufgelistete Abtastauflösung nur der Auflösung der digitalen Darstellung der
Abtastergebnisse entspricht. Die tatsächliche Abtastgenauigkeit ist in der Praxis immer geringer als
die Abtastauflösung. Dazu mehr in Kapitelpunkt A.3.5.
A.3.5 Eigenschaften von AD-Wandlern
Da der ADC als Herzstück des Digitizers für eine konkrete Anwendung mit großer Sorgfalt
ausgewählt werden muss, sollen in diesem Kapitelpunkt alle weiteren wichtigen Eigenschaften
von modernen Parallel-Umsetzern erläutert werden. Die bisher erwähnten Eigenschaften, wie
Abtastgeschwindigkeit und Abtastgenauigkeit sind die Charakteristiken eines ADCs, welche oft als
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erstes genannt werden. Zusätzlich sind allerdings für eine optimale Ausbeute des zu messenden
Eingangssignals weitere bedeutende Eigenschaften der ADCs zu beachten.
Sample-and-Hold Schaltung
Besondere Anforderungen werden an die Sample-and-Hold (kurz S&H, auch Abtast-und-Halte)
Schaltung eines ADCs gestellt. Diese Schaltung ist den Schaltungsteilen für die Quantisierung und
Codierung vorgeschaltet und soll den Spannungspegel des Eingangssignals für eine bestimmte Zeit
konstant halten, bis der Prozess des Quantisierens abgeschlossen ist. Da sich der Spannungsverlauf
des Eingangssignals permanent ändern kann und der Quantisierungsprozess der AD-Wandlung eine
gewisse Zeit benötigt, um abgeschlossen zu werden, muss genau in dieser Zeit der zu quantifizie-
rende Spannungspegel konstant gehalten werden. Diese ideale Funktion soll die S&H-Schaltung
umsetzen. Nach der Quantifizierung wird die S&H-Schaltung wieder an den neuen aktuellen Span-
nungspegel des Eingangssignals angepasst. Abbildung A.8 zeigt die Wirkungsweise einer idealen
u
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Abbildung A.8: Ausgangsspannungsverlauf einer idealen S&H-Schaltung; mit Ts als Abtastperi-
ode
S&H-Schaltung. Wird ein neuer S&H-Vorgang ausgelöst, so wird in der idealen Schaltung augen-
blicklich der anliegende Eingangsspannungspegel angenommen und bis zur nächsten Auslösung
perfekt gehalten. Wenn die Ausgangspegel der S&H-Schaltung konstant und rauscharm sind, so
kann eine genaue Quantisierung des Spannungswerts stattfinden. Der S&H-Prozess ist in der Praxis
in Teilprozesse unterteilt, welche in der Realität nicht ideal sind. Die folgende Abbildung A.9 zeigt
die nicht idealen Prozesse illustrativ. Unabhängig davon nach welchem Prinzip die S&H-Schaltung
realisiert ist, existieren Effekte, welche den Ausgangsspannungsverlauf der S&H-Schaltung vom
Idealfall abweichen lassen. Die Auswirkung dieser Effekte lassen sich nach [LERCH2012] durch














Abbildung A.9: Beispielhafter Ausgangsspannungsverlauf einer realen S&H-Schaltung und Auf-




Sampling In der Sampling- (Folgen) Phase folgt die interne Spannung der
S&H-Schaltung uS&H der Eingangsspannung uE.
Holding In der Holding- (Halte) Phase wird uS&H gehalten und an zur Quanti-
sierung weitergeleitet.
Aperture time Zeit ab Beginn der Holding-Phase bis zur Abkopplung der uS&H
Settling time Zeit des Einschwingens der uS&H nach Abkopplung
Acquisition time Zeit ab Beginn der Holding-Phase bis zum Erreichen einer stabilen
Spannung uS&H, welche zum Quantisieren bereit ist. (Summe von
Aperture und Settling time)
Offset Die Offset-Spannung |uS&H−uE| ist bei einer realen S&H-Schaltung
in der Sampling-Phase nicht 0 V.
Droop Drift von uS&H während der Holding-Phase
Aperture time jitter Ist die statistische und systematische Unsicherheit der Aperture time
in ihrem Beginn und Ende.
Tabelle A.3: Teilprozesse und Kenngrößen einer S&H-Schaltung nach [LERCH2012]
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Während der Sampling-Phase folgt die interne Spannung uS&H der S&H-Schaltung ihrer Eingangs-
spannung uE. Zur Übernahme der uE kann bspw. ein Kondensator genutzt werden. Bei diesem
Anpassungsvorgang kommt in der Praxis immer eine Offset-Spannung hinzu, welche die interne
Spannung verfälscht. In der Holding-Phase wird eine Stabilisierung der übernommenen Eingangs-
spannung angestrebt, damit der Quantisierungsvorgang an einer stabilen Spannung vorgenommen
werden kann. Die Holding-Phase unterteilt sich in die Acquisition time und die restliche Zeit
der Holding-Phase. Während der Acquisition time wird am Ende der Aperture time der interne
„Spannungsspeicher“ (Kondensator) von der uE abgetrennt. Dies geschieht nicht unendlich schnell,
so dass es auch während der Aperture time zu einer unerwünschten Ladungszunahme des Konden-
sators kommen kann. Diese Ladungsaufnahme geschieht natürlich nur, wenn die aktuell anliegende
Spannungsänderung der uE gegenüber der Aperture time nicht vernachlässigbar ist. Die ungewollte
Ladungsaufnahme hängt also konkret vom Anstieg der uE während des Trennungszeitpunktes ab.
Nicht vernachlässigbar ist diese Ladungsaufnahme dann, wenn sich aus ihr eine betragsmäßige inter-
ne Spannungsänderung von >0,5 LSB nach der Quantisierung ergibt. Erstrebenswert muss also sein,
dass die Aperture time so kurz ist, dass für alle zu messenden Eingangsfrequenzen mit maximaler
Amplitude die 0,5 LSB nicht überschritten werden. In der Praxis ist dies nicht erreicht, so dass sich
hier für die ADC eine typische frequenzabhängige Messungenauigkeit ergibt. Diese Messungenau-
igkeit ist unter anderen ein Faktor, welcher zu einer frequenzabhängigen Angabe der ENOBs führt.
Die Settling time bezeichnet die Zeitspanne, in der sich die einregelnde interne Spannung uS&H unter
einer Schwankungsamplitude von 0,5 LSB gefallen ist. Wenn die Acquisition time abgeschlossen
ist, so kann die Konvertierungszeit des Quantisierungsprozesses (AD-Konvertierungszeit) beginnen,
da nun uS&H konstant sein sollte. Leider unterliegt uS&H während dieser Zeit einem Spannungs-
abfall, welcher als Droop rate bezeichnet wird und bspw. durch den Leckstrom des Kondensators
verursacht wird. Dieser Spannungsverlust, wie klein er auch sein mag, fügt einen zusätzlichen
Fehler in das Quantisierungsergebnis ein. Typischerweise ergibt sich aus der Summe der Aperture,
Settling und AD-Wandlungszeit die minimale mögliche Sampling-Periodendauer einer ADC. Ist
die AD-Konvertierungszeit abgeschlossen, so kann eine neue Sampling-Phase beginnen.
Anhand der aufgezählten Abhängigkeiten ist also zu erkennen, dass sich die frequenzabhängigen
Messgenauigkeiten eines ADC bereits in der Konzeptionierung seiner S&H-Schaltung ergeben. Es
macht also keinen Sinn eine überdimensioniert hochauflösende Quantisierungsstufe einer ungenü-
genden S&H-Schaltung nachzuschalten, um die Messgenauigkeit der ADC zu erhöhen. Ganz im
Gegenteil. Eine hochauflösende Quantisierungsstufe könnte die AD-Konvertierungszeit erhöhen und
dadurch dem Droop Fehler der S&H-Schaltung einen größeren Fehlereinfluss auf das Wandlungs-
ergebnis ermöglichen. Dennoch muss die Darstellungsgenauigkeit des Quantisierungsergebnisses
immer besser sein als der Fehler der S&H-Schaltung, damit der Quantisierungsfehler geringeren
Einfluss erhält.
Genauere Betrachtung der Fehlerquellen
Offset-Spannungen wie die während der Sampling-Phase führen zu Abweichungen, welche zum
größten Anteil von der Eingangsspannung uE abhängen. Da uE ja gerade durch die AD-Wandlung
gemessen wird, ergibt sich die Möglichkeit diese systematischen Fehler teilweise durch eine Kali-
brierung der ADC-Werte zu kompensieren. Für eine Erhöhung der Abtastgenauigkeit muss also
jedem ADC-Wert ein neuer Ausgabewert zugeordnet werden. Dies kann durch verschiedenste
Ansätze wie einer Lookup-Tabelle oder einer Art Interpolation geschehen. Schwieriger und daher in
der Praxis meist nicht umgesetzt, ist die Korrektur von Fehlern, welche in ihrem Ausmaß zu einem
großen Teil von der Frequenz (Flankensteilheit zum Abtastzeitpunkt) der uE abhängen. Dies trifft
zum Beispiel für den Fehler der Ladungszunahme, welcher sich bei der Aperture time ergibt, zu.
Am schwierigsten sind rein zufällige Fehler zu korrigieren, welche sich bspw. durch den Aperture
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time jitter ergeben. Diese Fehler resultieren hauptsächlich aus dem Sample-Clock Jitter auch Aper-
ture jitter genannt. Um diese Fehler vernachlässigbar zu halten, kann bei modernen High-Speed
ADCs schnell eine Jitter-Anforderung von <1 ps entstehen. Nach [ADMT007] ergibt sich die in
Abbildung A.10 gezeigte Abhängigkeit der erreichbaren effektiven Abtastgenauigkeit (ENOB oder
Signal-to-Noise-and-Distortion (kurz SINAD) genannt), für einen bestimmten Aperture time jitter
t j, von der effektiv zu messenden Eingangssignalfrequenz. In Abbildung A.10 ist zu erkennen, dass
Abbildung A.10: Geforderter Aperture time jitter t j bei einer AD-Wandlung mit gegebener ENOB
und Messsignaleingangsfrequenz nach [ADMT007]
sich für ENOB besser als 7 oder 10 mit Eingangssignalen einer Bandbreite von >100 MHz, wie
in den Anwendungen der vorliegenden Arbeit, bereits ein Aperture time jitter von <10 ps sowie
<1 ps benötigt wird. Dabei wurde als Eingangssignal eine full-scale Sinusschwingung angenom-
men. Korrigiert werden kann die Abtastungenauigkeit des zufälligen Apertur time jitters durch
Überabtastung und anschließender Mittelung der Samples. Leider ist dies nur für niederfrequente
Eingangssignale möglich und nicht für hochfrequente, da bei hochfrequenten Signalen der Zustand
der uE bei der nächsten Abtastung bereits wieder vollkommen andere Werte annehmen kann.
S&H-Schaltung als analoger Filter
Da eine S&H-Schaltung eine analoge Vorschaltung eines ADC ist und eine Übertragungsfunktion
realisiert, welche den kontinuierlichen Eingangssignalverlauf in eine S&H-Schaltung typische Trep-
penfunktion umwandelt, kann eine S&H-Schaltung auch als ein analoges Filter betrachtet werden.
Wie jedes Filter besitzt damit auch die S&H-Schaltung ihre charakteristische Frequenzantwort. Laut
















Dabei ist τ die Treppenstufenbreite, T0 die Abtastperiodendauer, ω die Kreisfrequenz der Eingangs-
frequenz und ω0 die Kreisfrequenz der Abtastfrequenz. Für gewöhnlich gilt τ = T0 bei typischen
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S&H-Schaltungen. Extrahiert man aus Gleichung (A.1) dessen Dämpfung mit |G( jω)| unter der










Nach [BORUCKI1971] entspricht eine Dämpfung <1 einem Fehlverhalten der S&H-Schaltung,
da in diesem Fall das Eingangssignal bereits vor der Quantisierung geschwächt wird, was absolut
unerwünscht ist. Ein Maß für diesen Fehler lässt sich nach [BORUCKI1971] durch Gleichung (A.3)
in Abhängigkeit der normierten Frequenz fN = f/ f0 ausdrücken.








= 1− sin(π fN)
π fN
(A.3)
Dabei ergibt sich ein Wertebereich des Fehlers von F ∈ [0,1]. In der Praxis entspricht der Fre-
quenzgang einer S&H-Schaltung nicht exakt der einer idealen S&H-Schaltung, jedoch erhält man
einen Eindruck, warum sich bereits durch die S&H-Schaltung eine gewisse Bandbreite eines ADC
ergibt.
Bandbreite
Für jeden ADC wird in seinem Datenblatt eine Bandbreite angegeben. Gemeint ist hier die Basis-
bandbreite106 mit welcher ein Signal vom ADC gemessen werden kann, ohne dass es um mehr als
3 dB gedämpft wird. Dieses Dämpfungsverhalten ist frequenzabhängig und ist in der Regel bei
niedrigen Frequenzen kurz unter 0 dB (kleinste Dämpfung) und fällt mit zunehmender Eingangs-
frequenz weiter ab. Abbildung A.11 aus [NS2011] zeigt einen typischen Dämpfungsverlauf des
ADC12D1000 von National Semiconductors. Die Kurve in Abbildung A.11 des nicht Dual Edge
Abbildung A.11: Bandbreitendarstellung des ADC12D1000 durch die Dämpfung in Abhängigkeit
der Eingangsfrequenz und Messmodus nach [NS2011]
Sampling Modus (kurz NONDES) zeigt das Dämpfungsverhalten des ADC12D1000, wenn ein
Eingangssignal nur von einem ADC-Kanal digitalisiert wird. Die Bandbreite wird hier mit 2,8 GHz
106 Bei Basisbandbreiten ist die kleinere Grenze des Frequenzbandes 0 Hz.
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angegeben. Wird der ADC im DES-Modus betrieben, so sinkt die Bandbreite auf 1,75 GHz. Da es
sich hier um einen 2-Kanal 1 GSPS ADC handelt, kann im DES-Modus, durch eine Phasenverschie-
bung der Abtastperiode, der 2. Kanal genutzt werden, um das gleiche Eingangssignal abzutasten
und so effektiv die doppelter Abtastrate von 2 GSPS zu erreichen. Da aber hierzu eine zusätzliche
Antastung des Eingangssignals durch den 2. Kanal des ADC notwendig ist, steigt der Einfluss von
kapazitiven Effekten und die Bandbreite wird gesenkt.
Zusätzlich zu der intrinsischen Bandbreite des ADC hat das Platinen-Layout des Digitizers einen
zusätzlichen Einfluss auf die Bandbreite des Gesamtsystems. Es muss also bei der Wahl des Digiti-
zers darauf geachtet werden, dass Bandbreitenmessungen mit der Gesamtapparatur des Digitizers
ausgeführt wurden. Diese Angaben werden dann im Datenblatt des Digitizers aufgeführt. Für
eine spezielle Anwendung muss also entschieden werden, ob die Bandbreite eines gewünschten
Digitizers geeignet ist. Dazu muss zuerst die Bandbreite des zu messenden Eingangssignals gemes-
sen werden. Ist diese bekannt, können dann die Angaben zum Digitizer genutzt werden, um die
maximale Dämpfung des Eingangssignals zu ermitteln. Wenn die Effekte dann für die Anwendung
vernachlässigbar sind, was am besten mit Simulationen überprüft werden kann, so kann der Digitizer
zum Einsatz kommen.
Differentielle Nichtlinearität
Mittels der Differentiellen Nichtlinearität (kurz DNL) wird eine wichtige Kenngröße von ADCs
angegeben. Mit ihr erhält man eine Kenngröße über die Gleichmäßigkeit der Stufenbreiten der ein-
zelnen ADC-Codes. Die DNL kann über den Verlauf der Eingangsspannung oder den Ausgabewert
(code) n der Codierungsphase angegeben werden. Abbildung A.12 zeigt den Sachverhalt anhand
uE


























Abbildung A.12: Mögliche Nichtlinearität im Verlauf der ADC codes eines realen ADC
einer 3 Bit ADC beispielhaft. Die dargestellte ADC tastet den Eingangsspannungsbereich von 0 V -
8 V (UMAX) gleichmäßig ab. Die Spannungsstufe ULSB, welche durch das niederwertigste Bit (engl.





Für den in Abbildung A.12 dargestellten Fall ist ULSB = 8 V23 = 1 V. Mit dieser Einstellung wird in
der Praxis der Eingangsspannungswert von 8 V nicht vollständig abtastbar sein, da der maximale
darstellbare ADC-Code 23−1 = 7 ist und mit ULSB = 1 V somit maximal 7 V darstellbar sind. Die
schwarze gestrichelte Linie in Abbildung A.12 illustriert den idealen ADC-Code-Verlauf (Ideallinie)
179
Anhang A Anhang
für einen ADC mit unendlich großer Bitbreite. Dies ist natürlich praktisch nicht möglich, dennoch
ist zu erkennen, dass die ADC-Ausgabewerte (blaue Linie) zu den Stufen 1 und 2 gleichmäßig im
Positiven sowie im Negativen um die Ideallinie verteilt sind. Die meisten ADCs werden genauso
eingestellt, damit ihr absoluter Quantisierungsfehler e minimiert wird. Der Quantisierungsfehler
liegt dann im Bereich e ∈ [−1/2,1/2] oder e ∈ [−ULSB/2,ULSB/2], je nachdem ob e in Einheiten
des Funktions- oder des Wertebereichs angegeben wird.
Die DNL wird nun über den konkret vorliegenden Eingangsspannungsbereich erfasst und in
den ADC-Datenblättern üblicherweise in Abhängigkeit vom ADC-Code angegeben. Da in Ab-
bildung A.12 ULSB = 1 V ist, stimmt der numerische Wert der Eingangsspannung mit dem Aus-






Dabei ist Un als die Eingangsspannung uE definiert, bei der der ADC-Code n angenommen wird.
Abbildung A.13 zeigt die DNL in Abhängigkeit vom ADC-Code in Bezug auf die blaue Linie
in Abbildung A.12. Für die ADC-Codes 0 (b000) und 7 (b111) können keine DNL(n)-Werte
code n







Abbildung A.13: Resultierender Verlauf der DNL für den ADC aus Abbildung A.12
angegeben werden, da die Übergänge zu U0 und U8 nicht existieren oder unbekannt sind. Da
die Stufenbreiten für n = 1 und n = 2 exakt 1 LSB sind, ist DNL(n = 1,2) = 0. Für n = 3 und
n = 4 folgen Stufenbreiten die einmal -0,3 LSB und einmal 0,3 LSB betragen. Dies sind Angaben
typischer heutiger Parallel-Umsetzer. Für n = 5 und n = 6 ist die Regel der steigenden Monotonie
des ADC-Code nicht erfüllt. In der Praxis sind also 2 Ausgabecodes vertauscht, was zu einer
DNL(n = 5) = −2 führt. Dies ist bei heutigen ADCs nicht akzeptiert aber theoretisch möglich.
Der numerische Wert der DNL zeigt im Allgemeinen an, um welchen Anteil die reale Stufenbreite
von der idealen (1 LSB) abweicht (-1 entsp. -100%; 0 entsp. 0%; 1 entsp. 100%). Abbildung A.14
zeigt den Verlauf der DNL aus dem Datenblatt [NS2011] des ADC12D1000 ADC. Es ist zu
erkennen, dass der maximale Absolutwert der DNL mit 0,5 LSB bei einem ADC-Code von ca.
2630 angenommen wird. Der typische DNL-Wert dieser ADC wird mit ±0,4 LSB angegeben. Es
kann also festgehalten werden, dass die Stufenbreite der ADC-Codes typischerweise bis zu ±40%
schwanken kann. Des Weiteren wird kein Ausgabecode ausgelassen, da kein DNL-Wert -1 ist und
es wird die steigende Monotoniebedingung eingehalten, da alle DNL-Werte stets >-1 sind. Eine
Ursache für eine nicht ideale DNL kann bspw. die Ungleichheit der Spannungsteilerwiderstände in
Parallel-Umsetzern sein. Da die Widerstände nicht alle exakt gleich sind, werden die Komparatoren
mit ungenauen Vergleichsspannungen versorgt, was wiederum zu einer ungleichmäßigen Verteilung
der ADC-Codes nach dem Quantisierungsprozesses führt.
Integrale Nichtlinearität
Für die Definition der Integralen Nichtlinearität (kurz INL) gibt es in der Literatur verschiedene
Ansätze. Einer der verbreitetsten ist der, dass eine bestmögliche Ausgleichslinie zwischen allen
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Abbildung A.14: DNL in Abhängigkeit des ADC-Codes aus [NS2011] für den ADC12D1000
ADC-Code-Punkten gebildet und diese dann mit den realen Stufen der ADC-Codes verglichen
(Differenz bilden) wird. Je nach Abweichung der ADC-Codes von dieser Ausgleichslinie ergibt
sich eine INL-Abhängigkeit vom ADC-Code n, welche im Wertebereich von LSB angegeben wird.
Hintergrund der INL-Angabe ist, dass die Ausgleichslinie des ADC-Code-Verlaufs in Offset sowie
Steigung zum idealen ADC-Code-Verlauf (siehe Abbildung A.12 gestrichelte Linie) abweicht.
Diese Abweichung könnte durch eine lineare Kalibration der ADC-Codes kompensiert werden.
Diese Kalibration ergibt sich aus dem Vergleich der Ausgleichslinie mit dem idealen ADC-Code-
Verlauf. Die entstehende Korrektur betrifft jedoch nicht die einzelnen ADC-Stufenbreiten. Somit
ist die Angabe der INL relevant und wird in den Datenblättern von ADCs in Abhängigkeit vom
ADC-Code dargestellt. Wie die Angaben der INL genau für das Datenblatt generiert wurden, sollte
ebenfalls in den Datenblättern des ADC beschrieben sein. Abbildung A.15 zeigt die INL des
Abbildung A.15: INL in Abhängigkeit des ADC-Codes aus [NS2011] für den AD12D1000
AD12D1000 in Abhängigkeit des Ausgabecodes aus [NS2011]. Es ist zu erkennen, dass die Angabe
des Datenblattes ein INL-Fehler bis ±2,5 LSB ist. Dies ist also die maximale Abweichung von der
bestmöglichen Ausgleichslinie. Um den INL-Fehler einer ADC bestmöglich zu korrigieren, bieten
sich eine vollständige Kalibration aller ADC-Codes und die Korrektur durch eine vollständige LUT
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an. Dabei wird zu jedem ADC-Code ein neuer Ausgabecode zugeordnet. Bspw. wäre dazu bei einer
12 Bit ADC nur eine LUT von 212 ·12 Bit = 6 kByte Speicher notwendig, was ohne weiteres in
einem FPGA realisiert werden kann. Bei größeren Bitbreiten wie 16 Bit werden bereits 128 kByte
Speicher benötigt, was bereits ressourcenkritisch sein könnte. In diesem Fall kann eine Reduktion
der Ausgabecodes auf die ENOB-Breite oder eine stückweise lineare Korrektur der ADC-Codes
der Ausweg sein.
Rauschverhalten
Die spektrale Analyse der AD- aber auch DA-Wandlung führt zu vielseitigen und aufschlussreichen
Kenngrößen von ADCs oder DACs. Mit ihrer Hilfe kann das sogenannte Rauschverhalten von
ADCs in Kenngrößen isoliert und untereinander verglichen werden. Es ist wichtig Kenntnisse über
die Definitionen der einzelnen Kenngrößen zu besitzen, um einen geeigneten ADC sowie Digitizer
für eine Anwendung auszuwählen. Die gängigen Kenngrößen, welche in den Datenblättern der





Ist das Verhältnis des RMS-Werts (Root mean square) der Träger-
frequenz und des RMS-Werts des höchsten sonstigen Signals im
Spektrum. Dies kann Rauschen, der Gleichspannungsanteil (engl.






Ist das Verhältnis des RMS-Werts der Trägerfrequenz zum RSS-
Wert (Root sum square) all seiner Harmonischen. Dadurch lässt




Ist das Verhältnis des RMS-Werts des Trägersignals zum RSS-
Wert aller anderen Komponenten des Spektrums einschließlich
der Harmonischen außer DC. In den meisten Fällen sind diese
Komponenten das Rauschen und die Harmonischen.
SNR Dasselbe Verhältnis wie SINAD, es werden allerdings die Harmoni-
schen ausgeschlossen.
ENOB Da die SINAD-Kenngröße den schlimmsten Fall darstellt, wobei DC
in den meisten Fällen einfach gefiltert werden kann, wird dieses
Verhältnis in die Angabe der ENOB umgerechnet. Die bekannte
Gleichung lautet:




= 10 · lg(1,5)+10 ·2(lg(2)) ·ENOB
≈ 6,02 dB ·ENOB+1,76 dB
(A.6)
Tabelle A.4: Kenngrößen bzgl. des Rauchverhaltens von ADCs
erfolgt in Einheiten von dBc (dB below carrier), welches die Signalpegeldifferenz eines Signals zum
Trägersignal in dB angibt, oder in dBFS (dB full scale (kurz FS)), welches die Signalpegeldifferent
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eines Signals zum vollen Messbereich (entspricht 0 dB) in dB angibt. Das bedeutet also, dass bei
Amplitudenanpassung des Trägersignals auf den full scale Messbereich der ADC die Angabe der
dBc genau der dBFS Angabe entspricht.
An Gleichung (A.6) in Tabelle A.4 ist zu erkennen, dass pro 6,02 dB SINAD die Angabe der ENOB
um 1 Bit ansteigt. Diese Gleichung bezieht sich nur auf die Verwendung eines sinusförmigen
Eingangssignals in das Messsystem. Abbildung A.16 zeigt die Prinzipskizze eines gemessenen
Frequenzspektrums einer ADC nach [ADMT003]. In Abbildung A.16 ist die Kenngröße SFDR in
Abbildung A.16: Rauschkenngrößen einer ADC in prinzipieller Darstellung nach [ADMT003]
den Einheiten dBc und dBFS dargestellt. Das FS-Level befindet sich üblicherweise bei 0 dB. Links,
nahe der 0 Hz, ist die Frequenzkomponente des DC dargestellt. Um alle Kenngrößen zu messen kann
der Digitizer oder der ADC mit dem Ausgangssignal aus einer Schaltung aus einem hochpräzisen
Signalgenerator (geringes Rauschen, geringe Verzerrung, hohe Amplitudengenauigkeit) gefolgt von
einem scharfen und hoch genauen TP-Filter kurz über der Trägerfrequenz gespeist werden. Aus
den gewonnenen Sampleverläufen wird ein Frequenzspektrum gewonnen, welches zur Auswertung
der Kenngrößen genutzt werden kann. Das Trägersignal beinhaltet im besten und einfachsten
Fall nur eine einzige Frequenz mit geringem Rauschen. Dieses Eingangssignal wird TP gefiltert,
um sicherzustellen, dass auch keine höheren Frequenzanteile eingekoppelt werden und somit die
Voraussetzungen des Nyquist-Shannon Abtasttheorems erfüllt sind. Anschließend findet die AD-
Wandlung im besten Fall mit dem gesamten Digitizersystem statt. Das heißt es wird nicht nur
die ADC selbst unter optimalen Bedingungen angeschlossen, sondern der komplette Digitizer,
da das Board-Layout zusätzlichen Einfluss auf das Rauschverhalten hat. Anschließend muss das
Spektrum des digitalisierten Signals mittels Fourier-Analyse extrahiert werden. Dies wird mit
einer ganzzahligen Anzahl an Schwingungen der Trägerfrequenz gemacht, um aus mathematischen
Gründen eine Aufspreizung des Trägersignalpeaks im Spektrum zu vermeiden. Weiterhin kann dies
selbstverständlich in Software geschehen, da hier keine zeitlichen Vorgaben der Verarbeitungszeit
eingehalten werden müssen. Als Ergebnis wird sich ein Spektrum darstellen wie in Abbildung A.17.
Abbildung A.17 zeigt das resultierende Spektrum eines sinusförmigen Eingangssignal mit fin =
95,111 MHz bei einer ADC-Abtastung von 80 MSPS. Das Spektrum wird nur bis fNyquist =
40 MHz dargestellt, da höhere Frequenzanteile ohnehin Alias-Frequenzen im Bereich von 0-40 MHz
zugeordnet werden würden. Das Spektrum besteht weiterhin aus 8192 Unterteilungen (Klassen),
da das zur Fourier-Analyse verwendete Signal im Ortsraum 8192 Samples umfasst. Zusätzlich
werden in Abbildung A.17 alle Kenngrößen angegeben. Die hinzugefügte NOISE FLOOR Angabe
183
Anhang A Anhang
Abbildung A.17: Frequenzspektrum eines mit einer AD9444 14 Bit, 80 MSPS ADC abgetasteten
sinusförmigen Eingangssignals mit fin = 95,111 MHz, 5-fach gemittelt aus
[ADMT003]
ist die Angabe des Grundrauschens, welche sich einerseits aus dem Quantisierungsrauschen des
ADC und andererseits aus zusätzlichen Rauscheinspeisungen ergibt. Wichtig ist dabei, dass der
noise floor nur eine Angabe der mittleren Rauschamplitude ist und nicht zur Berechnung des SNR
verwendet werden kann. Für die weitere Betrachtung der Leistungsmerkmale einer ADC oder eines
Digitizersystems erweist sich die Angabe der ENOB als ausreichend. Selbstverständlich ergibt sich
eine Frequenzabhängigkeit der ENOB von der Eingangsfrequenz. Diese Abhängigkeit muss unter
Kenntnis der Frequenzanteile der zu messenden Nutzsignale beachtet werden.
A.3.6 Historie der ADCs
Bei den ersten Patenten zur Datenkonvertierung von analogen Spannungswerten zu einer digitalen
Codierung konnte man in den 1920er Jahren selbstverständlich nicht von den Ansätzen kompakter
Digitizermodule sprechen. Die Digitalisierung eines zeitkontinuierlichen Spannungssignalverlaufs
wurde laut [AD2004] vielmehr durch eine Pulsamplitudenmodulation (kurz PAM) gefolgt von
einer Pulscodemodulation (kurz PCM) umgesetzt. Durch die PAM wurde das zeitkontinuierliche
Signal in einzelne zeitdiskrete Amplituden, separiert durch signallose Zwischenräume, zerlegt
und dann durch die PCM quantisiert sowie einem digitalen Code zugeordnet. Hintergrund dieser
Entwicklungen waren Anwendungsgebiete in der Telegraphie. Hier sollte durch die entstehende
Codierung eine größere Übertragungsreichweite bei gleichbleibendem SNR erreicht werden, da ein
digitales Signal mit lediglich einem High- und einem Low-Pegel leichter wiederherzustellen (neu
zu quantisieren) ist, als ein analoges Signal zu verstärken. Damit wurde das Problem der steigenden
Signaldämpfung bei größeren Entfernungen behandelt. Da die zu übertragende Information ihren
Ursprung in der menschlichen Stimme (relevanter Frequenzbereich von 0,1 kHz - 12 kHz) hatte,
waren die vorgestellten Apparaturen schnell bei mehreren tausend Abtastungen pro Sekunde an-
gelangt. Die quantisierten Abtastsignale wurden dann direkt, ohne jegliche Zwischenspeicherung,
über ein Medium übertragen, um dann instantan vom Empfänger verarbeitet zu werden. Die Verar-
beitungsgeschwindigkeit des Empfängers war also genauso groß wie die Sendegeschwindigkeit des
Senders und beide waren synchronisiert, so dass keine Zwischenspeicherung von Daten notwendig
war.
Im Jahr 1954 gab es von der Firma Epsco einen ersten kommerziellen 11 Bit, 50 kSPS ADC mit der
Bezeichnung „DATRAC“, welcher auf Elektronenröhrentechnik basierte. Es handelte sich hierbei
um ein komplett eingehaustes Gerät mit eigener Spannungsversorgung. In den 1950er Jahren wurde
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die Geschichte der Datenkonvertierung durch die Entwicklung des Transistors beschleunigt. Bis in
die Mitte der 1960er Jahre hinein bestanden die existierenden ADC-Apparaturen aus mehrteiligen
Baugruppenkombinationen mit eigener Spannungsversorgung. Eines der frühen ADC-Modulkarten,
welche über einen Bus mit anderen Komponenten kommunizierte, war das ADC 12U der Firma
Analog Devices aus dem Jahr 1969. Dieses Modul basierte auf IC-Komponenten und die Analog-
Digital-Konvertierung arbeitete nach dem Intervallschachtelungsverfahren. Das Modul hatte eine
maximale Umsetzungszeit von 10 µs. Hier war der Zweck des Moduls in benutzerspezifischen
Geräten eingebaut zu werden. Es hatte somit keine eigene Spannungsversorgung.
In den 1970er Jahren war die entwicklungstreibende Anwendung die Videoverarbeitung und es
entstanden weitere ADC- und DAC-Schaltkreise, welche lediglich aus einem Bauteil bestanden
(monolithisch). Typische Leistungsmerkmale für ADCs waren 10-12 Bit Auflösung mit Umset-
zungszeiten von 25-35 µs. DACs hingegen besaßen zwar eine ähnliche Auflösung bewegten sich
allerdings schon im Bereich von 80-500 ns Umsetzungszeit. Der Grund für die stark unterschied-
lichen Umsetzungszeiten war, dass bei einem DAC nur eine Steuerung der Ausgangsspannung
in Abhängigkeit von der Eingangscodierung stattfinden muss, wohingegen bei ADCs nach dem
Intervallschachtelungsverfahren die Abgleichsspannung eingeregelt werden muss. Hier werden also
mehrere Zyklen des internen Vergleichs benötigt. Die monolithischen IC-ADCs der 1970er Jahre
besaßen damals noch keine interne Sample-and-hold Schaltung. Diese musste extern vorgeschaltet
werden.
Während die ADCs nach dem Intervallschachtelungsverfahren es in den 1970er Jahren bis auf
14 Bit Auflösung brachten (jedoch mit Umsetzungszeiten im µs-Bereich), waren die ersten Parallel-
Umsetzer bereits mit Umsetzungszeiten von 200-50 ns (5-20 MSPS) erhältlich, welche allerdings
aufgrund der in Kapitelpunkt A.3.4 erläuterten Problematik, selbst als kaskadierte Version, nur
bis 8 Bit verfügbar waren. Da der Bedarf nach mehr Zeitauflösung existierte und sich die Anwen-
dungsgebiete über Video hinaus auf Audio im Verbraucherbereich und Computergrafik erweiterten,
vermehrte sich die Vielfalt der Parallel-Umsetzer in den 1980er Jahren rasch. Es waren Ende der
1980er Jahre bereits Parallel-Umsetzer mit 8 Bit Auflösung bis 200 MSPS aber auch ADCs mit
10 Bit Auflösung bis 75 MSPS erhältlich. Begünstigt wurde der Aufschwung der ADCs in den
1980er Jahren weiter durch die aufkommende Vielfalt von µC und DSPs, welche die Verarbeitung
der Ausgabesignale der ADCs vornahmen und damit die Bedeutung der Signalverarbeitung stark
vergrößerten. ADC-Hersteller reagierten bspw. mit den Angaben über SNR, ENOB und Spurious
Free Dynamic Range (kurz SFDR) in den Datenblättern ihre ADCs. Diese Angaben sind essentiell
für die optimierte Auswahl der ADC für Anwendung der digitalen Signalverarbeitung (siehe Kapi-
telpunkt A.3.5).
Während der 1990er Jahre erhöhte sich die Vielfalt der ADCs weiter. Die Ursache dafür waren
neue Anwendungsgebiete in der Computergrafik, der instrumentellen Messung und nicht zuletzt der
wachsende Verbrauchermarkt für Mobiltelefone und damit verbunden den drahtlosen Technologien.
Der Markt wurde weiter durch den steigenden Bedarf an Low-Power ADCs aufgespalten. Durch
die steigende Integrationsdichte war nun der monolithische IC der alleinige Vorreiter bezüglich
Umsetzungsgeschwindigkeit und SFDR. Dies wurde hauptsächliche durch die Reduktion parasitärer
Effekte bewirkt. Highlights der 1990er Jahre waren ADCs mit 12 Bit Auflösung und 400 MSPS
Abtastrate. Aber auch sogenannte DDS-DACs (Abkürzung für: Direct Digital Synthesis) kamen
vermehrt auf, welche die parametrisierbare digitale Berechnung gewünschter Spannungsverläufe
und deren analoge Ausgabe mit bis zu 1 GSPS in einem IC beherbergten.
Innerhalb der letzten beiden Jahrzehnte haben sich die Parallel-Umsetzer hauptsächlich auf dem Ge-
biet der hohen Abtestraten >1 GSPS vollständig etabliert. Bei der Entwicklung der ADCs wurde die
Bandbreite und Auflösung weiter erhöht. Heute existieren Parallel-Umsetzer mit 12 Bit Auflösung
(8,8 ENOB), 4 GSPS Abtastrate und 3,3 GHz Bandbreite aber auch mit 8 Bit Auflösung (6,4 ENOB),
5 GSPS Abtastrate und 1,2 GHz Bandbreite. Da die resultierenden Datenraten moderner ADCs
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über 1 GSPS liegen, ist die Übergabe der Datenströme an µC oder FPGAs nicht mit derselben
Taktrate wie der Abtastrate (ein Sample pro Taktzyklus) möglich. Stattdessen werden die Samples
parallelisiert von der ADC (bspw. 2 Samples pro 500 MHz Taktzyklus bei einer 1 GSPS ADC), oder
gar vollständig 8b10b107 serialisiert ausgegeben, sodass die Führung eines zusätzlichen Taktsignals
entfällt. Wahlweise werden dann, wenn benötigt, mehrere Lanes zur Datenausgabe benutzt.
A.4 Aliasing bei Unterabtastung
Sei f eine Frequenz, welche im Ursprungssignal enthalten ist. Sei weiterhin fs die Samplefrequenz,
mit der das Ursprungssignal abgetastet wurde, um die Samplefolge x [n] zu erzeugen. Dann wird
durch den Shannon-Interpolator in das durch Samples x [n] definierte Rekonstruktionsergebnis eine
Rekonstruktionsfrequenz fr eingefügt, welche sich wie folgt berechnet.
fr =
{
f für f ≤ fs2












In Gleichung (A.7) gibt die 1. Komponente der Funktion fr die entstehenden Rekonstruktionsfre-
quenzen für die Eingangsfrequenzen f an, welche nicht von Unterabtastung betroffen sind. Die 2.
Komponente gilt dagegen für f bei Unterabtastung. Die entstehende fr, welche durch Abtastung
von Ursprungsfrequenzen mit einer Frequenz oberhalb von fs2 (auch als Nyquist-Frequenz fNyquist
bezeichnet) erzeugt wird, wird Alias-Frequenz genannt oder als Frequenz generiert durch den
Alias-Effekt bezeichnet. Negative Rekonstruktionsfrequenzen ( fr < 0) sind als Signale der Frequen-
zen | fr| mit einer Phasenverschiebung von π zu verstehen. Gleichung (A.7) gilt dabei für positive
Frequenzen f , welche mit der Abtastfrequenz nicht in Phase sind. Bei einer Phasenverschiebung
von 0 gilt folgende Gleichung (A.8).
fr =

f für f < fs2
0 für f = fs2








fs mit n ∈ N0




fs mit n ∈ N0
(A.8)
In Gleichung (A.8) werden alle fr, bei denen die Sample-Punkte mit den Nullstellen des Signals
übereinstimmen, auf 0 abgebildet. Eine Gleichung, welche sowohl positive als auch negative
Eingangsfrequenzen behandelt, vereinfacht sich zu Gleichung (A.9).












fs mit n ∈ Z (A.9)
Dabei gilt Gleichung (A.9) für eine Abtastfrequenz und Eingangsfrequenz mit ungleicher Phase und
Gleichung (A.10) für gleiche Phase.
fr =
{








fs mit n ∈ Z




fs mit n ∈ Z
(A.10)
107 Beim „8b10b“-Codierungsverfahren wird einem 8 Bit Wort ein 10 Bit Wort zuordnet. Dabei wird Gleichspannungs-
ausgleich angestrebt und eine Taktrückgewinnung ermöglicht. Das Verfahren wird für serielle Datenübertragung
eingesetzt.
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Sollte die Bandbreitenbegrenzung des Eingangssignals nicht erfüllt sein, so kann mit Gleichung (A.9)
nun der schlimmste Fall, nämlich das Auftreten von Alias-Frequenzen, berechnet werden. So zeigt
sich bspw. an folgendem Szenario der Effekt des Aliasing. Das Frequenzband des menschlichen
Hörbereichs liegt bei ca. 20-20000 Hz. Aus diesem Grund kommen für Audio-Anwendungen
Abtastfrequenzen größer als 40 kHz, wie 44,1 kHz oder 48 kHz, zum Einsatz. Wird mit 44,1 kHz
abgetastet und keine Bandbegrenzung des Eingangssignals gewährleistet, so würde bspw. das
Pfeifen einer Fledermaus mit 50 kHz oder 90 kHz eine fr von 5,9 kHz (Gleichung (A.9) mit n = 0)
oder 1,8 kHz (Gleichung (A.9) mit n = 1) ergeben. Das Pfeifen der Fledermaus ist selbstverständlich
in der Realität für den Hörer nicht wahrzunehmen, jedoch aber die rekonstruierten Alias-Frequenzen
beim Abspielen der entstandenen Audio-Aufnahmen. Interessanterweise wäre der Pfeifton bei
Audio-Wiedergabe nicht wahrzunehmen, wenn die Aufnahmeelektronik mit einer Abtastfrequenz
von 200 kHz arbeiten würde und die Wiedergabeelektronik in der Lage wäre, Frequenzen in diesem
Bereich treu wiederzugeben. In diesem Fall würde zwar ebenfalls bei Wiedergabe des Audio-Signals
die Fledermaus wiedergegeben werden, jedoch läge die Frequenz bei ihren ursprünglichen 50 kHz
oder 90 kHz, was ja für den Menschen nicht wahrnehmbar ist.
A.5 Methoden der digitalen Zeitmessung und ihre
Zeitauflösung
Als Methoden der digitalen Zeitmessung werden die verschiedenen Verfahren bezeichnet, welche
aus den Impulsen (Ereignissen) innerhalb des Eingangssignals (im einfachen Fall durch einen
Signalgenerator bereitgestellt) Zeitstempel generieren. Angenommen die verschiedenen Methoden
haben denselben Referenzbezug zu einem Nullzeitpunkt und die Darstellungsgenauigkeit der
Zeitstempel ist identisch, so gibt es dennoch einen entscheidenden Unterschied dieser Methoden.
Dies ist deren Zeitauflösung. In der Praxis kommen folgende wichtige Vertreter der Methoden der
digitalen Zeitmessung zum Einsatz.
A.5.1 Zeitmessung mittels digitaler Zähler in integrierten Schaltkreisen
Eine weit verbreitete Methode der digitalen Zeitmessung ist die Verwendung von digitalen Zählern
in integrierten Schaltkreisen. Dabei handelt es sich um digitale Schaltungen, welche einen syn-
chronen meist binären Zähler umsetzen, der von einem Taktsignal periodisch zum Weiterzählen
veranlasst wird. Solche Schaltkreise können in FPGAs oder ASICs mit einer Taktfrequenz von
mehreren Hundert MHz (FPGA) bis in den GHz-Bereich (ASICs) umgesetzt werden. Die Takt-
frequenz mit der der Zähler gespeist wird, spielt die wichtigste Rolle zur Zeitauflösung. Einen
zusätzlichen nicht vernachlässigbaren Einfluss auf die Zeitauflösung hat aber auch die Phasensta-
bilität der Taktfrequenz und des Enable-/Zählsignals. Das Enable-Signal zeigt an, ob der Zähler
bei einer Taktflanke zählen soll oder nicht. Dieses wird implizit durch das Start- und Stopp-Signal
einer Zeitmessung generiert. Bspw. ließe sich ein 4 Bit Binärzähler in einem Virtex 7 FPGA
Speedgrade 2 mit annähernd 1 GHz Taktfrequenz umsetzen, weil 4 FFs an die Carry-Kette in
einem Slice angeschlossen sind. Dies entspräche allein einer Zeitauflösung von annähernd 1 ns.
Zusätzlich existiert allerdings noch ein Jitter des Taktsignals, welcher sich mit dem Jitter des
Enable-Signals überlagert. Selbst bei einer sorgfältigen Entwicklung eines synchronen Zählers in
einem Virtex 7 FPGA würden sich so mindestens ca. 150 ps zusätzliche zeitliche Ungenauigkeit
pro Zeitstempel ergeben. Diese Ungenauigkeit überlagert sich für die Start- und Stopp-Zeitmessung
zu einer schlechteren Zeitauflösung. Zusätzliche Metastabilitätseffekte der FFs seien an dieser
Stelle nicht berücksichtigt, würden aber die Zeitauflösung weiter verschlechtern. Eine zusätzliche
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Temperaturabhängigkeit eines solchen Zählers wird hier nicht betrachtet, sollte allerdings in der
Praxis durch eine Kalibration kompensiert werden können. Vollständig betrachtet würde sich einer
Zeitauflösung in der Größenordnung von 1-2 ns ergeben.
Für die Abhängigkeit der Taktfrequenz von der Bitbreite eines solchen synchronen binären Zählers
sei an dieser Stelle der Hinweis gegeben, dass Zähler mit Bitbreiten größere als 4 Bit mit annähernd
derselben Taktfrequenz wie der 4 Bit Zähler umgesetzt werden können, wenn Ansätze zum Entwurf
schneller Zähler siehe ([JORKE2004], Kapitelpunkt 4.4) verwendet werden.
Möchte man die Zeitauflösung synchroner binärer Zähler weiter verbessern, so bieten ASIC Imple-
mentierungen eine Lösung. Bspw. können durch den Einsatz der positiv Emitter-gekoppelten Logik
(engl. Positive Emitter-Coupled Logic, kurz PECL) Schaltzeiten und Jitter im 1-3 ps-Bereich reali-
siert werden. Maximal taktbar ist PECL je nach Schaltkreis mit bis zu 1-2 GHz. Da die zeitlichen
Ungenauigkeiten des Signal-Jitters durch die hohe Phasenstabilität vernachlässigbar gegenüber der
Taktfrequenz sind, ergibt sich annähernd eine Zeitauflösung in der Größenordnung von 0,5-1 ns.
A.5.2 Zeitmessung mittels Laufzeitkette
Bessere Zeitauflösungen als mit synchronen binären Zählern können in der Digitaltechnik mit einem
Ansatz erreicht werden, welcher die Ausbreitungsgeschwindigkeit elektrischer Signale im Schalt-
kreis ausnutzt. Dieses Prinzip beruht auf der Zeitmessung mittels einer sogenannten Laufzeitkette.
Zur Realisierung muss im Schaltkreis eine Art regelmäßige Struktur aufgebaut werden, welche im
Prinzip durch Wiederholung eine Kette bildet. Das zeitlich auszuwertende Signal wird in die Lauf-
zeitkette eingegeben und der Zustand des Fortschritts zu periodisch festgelegten Zeiten festgehalten.
Dazu eignen sich FFs, welche in regelmäßigen Abständen entlang der Laufzeitkette angeordnet sind.
In Abhängigkeit davon, wie weit der Fortschritt des elektrischen Signals in der Laufzeitkette bei
Abtastung war, kann eine Aussage darüber getroffen werden, wann das zeitlich zu messende Signal
in die Laufzeitkette eingegeben wurde. Es wird also der Zeitpunkt bestimmt. Selbstverständlich
ergibt sich nun bei Zeitauflösungen unter 1 ns eine nicht zu vernachlässigende Abhängigkeit des
Laufzeitkettenfortschritts von der Temperatur des Schaltkreises. Nähere Erläuterungen an konkreten
Beispielen finden sich im Kapitelpunkt A.10.1.
A.5.3 Zeitmessung durch Auswertung des Impulsverlaufs durch Centroid
Das Centroid-Verfahren bestimmt den Schwerpunkt eines Ereignisimpulsverlaufs und gibt so die
Möglichkeit einen amplitudenunabhängigen Zeitstempel des Ereignisses zu erhalten. Der Ansatz
zur Schwerpunktsberechnung beruht darauf, dass jede Impulsform eines Ereignisses einen eigenen
Schwerpunkt besitzt. Dieser Schwerpunkt kann in den Dimensionen x und y berechnet werden. Die
Dimension x entspricht dabei der Zeit in Einheiten von Samples (Abtastperioden der ADC) und die
Dimension y ist in den Einheiten der Samplewerte gegeben. Abbildung A.18 zeigt 2 beispielhafte
Impulsformen und deren Schwerpunkte in den Dimensionen x (Zeit) und y (Samplewert). In
Abbildung A.18 ist zu erkennen, dass die x-Dimension der zeitlichen Abfolge der Samples der
Impulse I1 und I2 entspricht. Die x-Komponente der Schwerpunkte s1 und s2 entspricht damit einem
Zeitpunkt. Die in Abbildung A.18 dargestellten Impulse sind zeitlich identisch haben jedoch eine
unterschiedliche Amplitude. Dies wirkt sich nicht auf die x-Komponente der Schwerpunkte aus.
Der amplitudenunabhängige Zeitstempel eines Ereignisses ist also allein durch die x-Komponente
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Abbildung A.18: Impulsformen I1 (grün) und I2 (schwarz) mit unterschiedlicher Amplitude und
unterschiedlichem Schwerpunkte s1 und s2 aber mit gleicher zeitlicher Position
(x-Dimension)




















Gleichung (A.11) führt die Bezeichnung tE als Zeitstempel eines Ereignisses ein. N entspricht der
Impulslänge, sodass i in Gleichung (A.11) alle vom Impuls aufgenommenen Samples yi durchschrei-
tet, während xi den absoluten Zeitpunkten der Samples in Einheiten von Abtastperioden entspricht.
Die Implementierung der Centroid-Methode kann zu Gleichung (A.11) (b) vereinfacht werden,
wenn xi = i+ tAP definiert wird. Dabei ist tAP der absolute Zeitpunkt an dem das 1. Sample des
Impulses gemessen wurde und xs die x-Komponente des Impulsschwerpunktes im Inertialsystem
des Impulses selbst. Um also tE in das absolute Zeitsystem einzubringen, muss die Anzahl an
Samples vor dem 1. Sample des Impulses bekannt sein. Diese Anzahl wird durch tAP dargestellt,
was in der vorliegenden Arbeit einem ganzzahligen Vielfachen der Abtastperiode von 1 ns entspricht.
Weiter ist xs ∈ R, zumindest in der Theorie. In der Praxis ergibt sich ein Nachkommaanteil von
xs durch die Division mit der ganzzahligen Energie E. Damit ist der gesamte Zeitstempel tE ∈Q




yi = E ist eine einfache Summation der Impuls-
samples (Impulsfläche), was in der vorliegenden Arbeit ebenfalls der Energiewertbestimmung
für das TDPAC-Spektrometer entspricht. Der Centroid-Ansatz stellt eine amplitudenunabhängige
Methode zur Zeitstempelbestimmung dar, weil die Basisvektoren der x- und y-Dimension senkrecht
zueinander stehen. Dadurch wird die gesamte Amplitudenabhängigkeit in die y-Komponente des
Schwerpunktes abgegeben. Ein Nachteil des Centroid-Ansatzes ist, dass Informationen der aus-
klingenden Impulsflanke, welche von niederfrequenter Natur sind, in die Zeitstempelberechnung
einfließen. Das verschlechtert tendenziell die Zeitauflösung.
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A.5.4 Zeitmessung durch Auswertung der Schaltflanke
Die beiden zuerst genannten Methoden der Zeitmessung (siehe Kapitelpunkt A.5.1 und A.5.2)
nutzen die Pegelinformation asynchroner Signale, deren Zeit zu vermessen ist. Es wird also in
Abhängigkeit des Pegels entweder ein synchroner Zähler weitergezählt oder der Fortschritt des
Signals in einer Laufzeitkette anhand des einsynchronisierten Zustands festgestellt. Synchrone
Zähler betrachten das Messsignal nur taktsynchronisiert. Es wird also nicht genauer betrachtet,
wie der Zustand des Messsignals zwischen den Schaltzeiten des Taktsignals ist. Bei Laufzeitketten
werden auch die Zeiträume zwischen den Schaltzeiten des Taktsignals untersucht und zur Zeit-
messung genutzt, allerdings auch nur basierend auf dem Pegel des Signals. Die Zeitauflösung
kann weiter gesteigert werden, wenn die zeitlich relevanten d.h. die hochfrequenten Anteile des
Messsignals genutzt werden. Es bietet sich also an, den Verlauf der Flanke des Messsignals zu
nutzen, um die begrenzenden Zeitpunkte des zu messenden Zeitintervalls zu bestimmen und so eine
bessere Zeitauflösung zu erreichen. Nähere Erläuterungen an konkreten Beispielen finden sich im
Kapitelpunkt 3.3.1.
A.5.5 Zeitmessung von periodischen Signalen durch Phasendifferenz
Die oben aufgezählten Zeitmessungsmethoden beziehen sich auf Zeitmessungen von Ereignissen,
welche einmalig auftreten. Das Ereignis an sich besitzt dabei keinerlei periodischen Verlauf oder
Struktur. Ist es möglich, ein Trägersignal mit periodischem Verlauf oder Struktur zu vermessen,
so bietet sich eine Möglichkeit dies auszunutzen, um die Zeitauflösung weiter zu verbessern. Dies
kann wie folgt geschehen.
Der periodische Verlauf des Trägersignals, mit der Eingangsfrequenz fe, kann in einen Spannungs-
verlauf umgewandelt und dieser als Anregung eines anschließenden Schwingkreises genutzt werden.
Die Frequenz des angeregte Schwingungszustandes kann verkleinert werden, wenn eine Mischung
mit einer geringfügig abweichenden lokalen Frequenz f0 ausgeführt wird. Es entsteht ein Frequenz-
gemisch von f1 = fe + f0 und f2 = | fe− f0|. Die Frequenz f2 hängt nun eineindeutig von fe ab und
ist zusätzlich in Phase und kleiner als fe. Dadurch lässt sich die Phasenlage von f2, durch einfache
Methoden wie synchroner Zähler, genauer vermessen, als es bei fe möglich gewesen wäre. Dadurch
gelingt indirekt eine Zeitmessung des Trägersignals mit höherer Zeitauflösung.
A.6 TDPAC als Anwendung
Das Prinzip der γ-γ-TDPAC wird in diesem Kapitelpunkt nur aus technischer Sicht erläutert. Es wird
bewusst auf die Darstellung physikalischer Theorien verzichtet und gezielt auf die Problematiken
der vorliegenden Arbeit eingegangen. Als Kernfunktionalität eines TDPAC-Spektrometers werden
Anodensignale von γ-Detektoren durch Digitzermodule überwacht und die detektierten Ereignisse
in Zeitstempel transformiert, um Zeitdifferenzmessungen zwischen den Ereignissen durchzuführen.
Die Methode der γ-γ-TDPAC wird genutzt, um Eigenschaften von kondensierter Materie1 zu unter-
suchen. Im Detail wird dabei bspw. die kristalline Struktur der Festkörper untersucht, zum Beipsiel
auf das Vorhandensein und die Verteilung von Fehlstellen. Um die notwendigen Informationen
zur Analyse der zu untersuchenden Materialien zu erhalten, werden radioaktive Isotope in diese
eingebracht, welche dann Sonden genannt werden. Um als radioaktives Isotop für die Methode
der γ-γ-TDPAC geeignet zu sein, muss ein Isotop während seines radioaktiven Zerfalls zwei γ-
Quanten in einer γ-γ-Sequenz (auch γ-γ-Kaskade genannt) besitzen, deren Zwischenzustand eine
geeignete Halbwertszeit aufweist. Zum Beispiel ist das Isotop 111In ein bekanntes und genutztes
Sondenatom. Abbildung A.19 zeigt das Zerfallsschema von 111In zu 111Cd. 111Cd Kerne, welche
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Abbildung A.19: Zerfallsscheme vom 111In nach [WILEY1998]
den Zustand 7/2+ einnehmen, emittieren zwei γ-Quanten. Zuerst wird ein γ-Quant der Energie
171 keV vom Zustand 7/2+ zu Zwischenzustand 5/2+ und danach ein γ-Quant der Energie 245
keV vom Zustand 5/2+ zum Grundzustand 1/2+ emittiert. Die Auftrittszeitpunkte dieser beiden
γ-Quanten (auch Ereignisse genannt) sind gleichzeitig der Start (171 keV γ-Quant) und der Stopp
(245 keV γ-Quant) der relevanten Zeitdifferenzmessung. Der Zwischenzustand 5/2+ hat eine
Halbwertszeit von 84,5 ns und ist für γ-γ-TDPAC Messungen geeignet. Die γ-Quanten werden von
den Detektoren des TDPAC-Spektrometers detektiert und es wird nach der Zeitstempelgenerierung
deren Zeitdifferenz bestimmt. Wichtig ist dabei eine geeignete Lebensdauer des Zwischenzustan-
des. Wenn die Lebensdauer zu groß ist (mehrere µs oder höher), so steigt die Wahrscheinlichkeit,
dass die detektierten γ-Quanten (Start und Stopp), der Zeitdifferenzmessung, nicht vom selben
Sondenatom stammen. In diesem Fall sind die beiden Ereignisse nicht korreliert und tragen damit
zum zufälligen Untergrund bei. Dies kann zwar durch eine Verringerung der Aktivität und damit
der Zählrate oder durch zusätzliche Messzeit und Statistik ausgeglichen werden, trotzdem macht
es die Messung aber ineffizient. Ebenfalls darf die Lebensdauer nicht in der Größenordnung der
intrinsischen Zeitauflösung des Spektrometers liegen, also zu klein sein, sonst wären die ermittelten
Zeitpunkte der γ-Quanten nicht in den Spektren trennbar.
A.6.1 Relevante Messinformation zur γ-γ-TDPAC Methode
Wie bereits erwähnt sind die Auftrittszeitpunkte der Ereignisse der γ-γ-Kaskade zur Zeitdifferenz-
messung relevant. Zusätzlich spielt noch die Detektionsrichtung der Ereignisse eine entscheidende
Rolle. Die Besonderheit der beiden γ-Quantenemissionen ist, dass sie im Allgemeinen winkel-
korreliert sind. Das heißt wenn das 1. γ-Quant (Start-Ereignis) in einer bestimmten Richtung
emittiert wurde, so gibt es eine bestimmte Wahrscheinlichkeitsverteilung der Emissionsrichtung des
2. γ-Quants (Stopp-Ereignis). Die Emissionswinkel sind also untereinander korreliert (Winkelkorre-
lation). Abbildung A.20 illustriert die sogenannte Emissionskeule (grün dargestellt), welche je nach
richtungsabhängiger Dicke vom Zentrum aus betrachtet die Wahrscheinlichkeit einer Emission in
dieser Richtung darstellt. In Abbildung A.20 ist zu erkennen, dass im Fall der Emission von γ1 in
linker Richtung, es am wahrscheinlichsten ist, dass γ2 ebenfalls nach links (parallel) oder nach rechts
(antiparallel) emittiert wird. Die entscheidenden Informationen zur Messung mittels der TDPAC-
Methode können aus dem Fakt gezogen werden, dass die Emissionskeule in Abbildung A.20 in
einer Sondenatomumgebung mit dem elektrischen Feldgradient gleich 0 stabil ist, aber nicht in
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Abbildung A.20: Beispielhafte Darstellung einer Emissionskeule in Abhängigkeit des zuerst emit-
tierten γ-Quants γ1
Umgebungen in denen der elektrische Feldgradient ungleich 0 ist. Hier beginnt die Emissionskeule
mit einer Kreiselfrequenz proportional zum elektrischen Feldgradient zu rotieren. Befindet sich nun
das Sondenatom in einem Festkörper, dessen kristalline Struktur von hoher kubischer Symmetrie ist
(keine Fehlstellen oder Deformationen der Struktur), so ist der elektrische Feldgradient gleich 0 und
die Emissionskeule weist keine Kreiselbewegung auf. Sind allerdings Störungen der Symmetrie im
zu untersuchenden Material vorhanden, so ist der elektrische Feldgradient am Ort des Sondenatoms
ungleich 0 und die Emissionskeule führt eine Kreiselbewegung aus. Es ergibt sich eine durch sie
Unsymmetrie bedingte gestörte Winkelkorrelation der γ-Quantenemissionsrichtungen. Je nach
Stärke des elektrischen Feldgradienten wird die Kreiselbewegung mit einer anderen Frequenz
ausgeführt. Aus der spezifischen Kreiselfrequenz und der Lebensdauer des Zwischenzustandes der
γ-γ-Kaskade ergeben sich somit andere Emissionswinkel zwischen den γ1 und γ2 Quanten. Auf die
Kreiselfrequenz kann Rückschlüsse gezogen werden, wenn die gemessenen Zeitdifferenzen der
emittierten γ-Quanten spektroskopisch, in Abhängigkeit von ihrer auftretenden Detektorkombinati-
on der Start- und Stopp-Quanten, dargestellt werden und die Kreiselfrequenz aus der Modulation
der Lebensdauerkurve extrahiert wird.
Durch Messungen mittels der γ-γ-TDPAC-Methode werden also die vorherrschenden Kreiselfre-
quenzen der Emissionskeulen der Sondenatome im zu untersuchenden Material bestimmt. Aus
diesen Kreiselfrequenzen können denn Rückschlüsse auf die Verteilung, das Ausmaß und die Art
bspw. der Fehlstellen gezogen werden. Je besser die Zeitauflösung des verwendeten Spektrometers
ist, desto genauer können die Kreiselfrequenzen bei gleicher experimenteller Messzeit bestimmt
werden, was die Messeffizienz des Spektrometers erhöht.
A.6.2 Detektoren und ihre Ausgangssignale
In der vorliegenden Arbeit kommen verschiedene Szintillator108 -Photomultiplier109 -Detektoren
zum Einsatz und sollen vom zu entwickelnden digitalen TDPAC-Spektrometer unterstützt werden.
Diese Szintillatormaterialien sind LaBr3 und BaF2 (i. F. kurz LaBr3- und BaF2-Detektoren genannt).
Abbildung A.21 zeigt die Spannungsverläufe der Impulse der LaBr3- (Abbildung A.21 (a)) sowie
der BaF2-Detektoren (Abbildung A.21 (b)). Die Impulsverläufe der LaBr3-Detektoren haben eine
Abklingzeit110 von ca. τLaBr3 = 25 ns und die Verläufe der BaF2-Detektoren eine Abklingzeit von
ca. τBaF2 = 600 ns. Unter Berücksichtigung des Rauschen der Signal und des effektiv nutzbaren
Signalanteils nach der Digitalisierung ist es aus implementierungstechnischer Sicht sinnvoll, von
einer Länge der Detektorimpulse zu sprechen. Dabei wurde während der vorliegenden Arbeit
festgestellt, dass die LaBr3-Detektoren eine nutzbare Impulslänge (Ereignislänge) von 100 ns und die
108 Szintillatoren sind Materialien, deren Atome oder Moleküle zur Emission von Licht angeregt werden, wenn
Strahlung oder Teilchen diese passieren.
109 Sind Apparaturen, ähnlich einer Elektronenröhre, welche bei Photonenbestrahlung Elektronen freisetzen und
diese vervielfältigen.
110 Die Abklingzeit ist die Zeit nach der sich die Amplitude des exponentiellen Abfalls auf 1e reduziert hat.
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Abbildung A.21: Der typische Ausgangsspannungsverlauf der in der vorliegenden Arbeit für das
TDPAC-Spektrometer vorkommenden Detektortypen.
BaF2-Detektoren eine nutzbare Impulslänge von 1000 ns haben. Für verschiedene Ereignisenergien
unterscheidet sich der Impulsverlauf lediglich in seiner Skalierung und nicht in seiner Form.
Während bei den LaBr3-Detektoren die Energieinformation gleichmäßig über den gesamten Impuls
verteilt ist, befindet sich diese beim BaF2-Impuls hauptsächlich nach seinen hochfrequenten Anteilen
ab 10 ns. Es ist weiter festzustellen, dass bei den LaBr3-Detektoren die einleitende Flanke knapp
doppelt so lang ist wie bei den BaF2-Detektoren.
A.6.3 Spektren einer TDPAC-Messung
Sind die Sondenatome ungestört, also im Festkörper an einer Position vollständiger kubischer Sym-
metrie, so findet keine Kreiselbewegung der Emissionskeule statt und es ergibt sich das typische





















Abbildung A.22: Schematische Lebensdauerkurven eines (a) ungestörten, sowie (b) eines durch
die Kreiselbewegung der Emissionskeule modellierte Lebensdauerkurve gestör-
ten Sondenatoms; mit 180◦ (durchgehende Linie) und 90◦ (gestrichelte Linie)
Detektoranordnung bei einer TDPAC-Messung.
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Zeitdifferenzen einer Lebensdauer nach der Exponentialverteilung, mit der Wahrscheinlichkeits-




τ , eines Zwischenzustandes einer γ-γ-Kaskade. Dabei sind auf der Abszisse die
Zeitdifferenzklassen aufgetragen und in der Ordinate werden die Häufigkeiten des Auftretens einer
bestimmten Zeitdifferenzklasse eingetragen. Zur Erklärung sei weiter erwähnt, dass die Angabe der
Lebensdauer τ der Erwartungswert einer Exponentialverteilung ist und nicht einer Normalverteilung.
Die Lebensdauer gibt daher an, dass nach Eintritt in den Zwischenzustand und nach einer Zeit
τ , ein Anteil von 1− 1e aller Sondenatome den relevanten Zwischenzustand, durch Emission des
γ2-Quants, wieder verlassen haben. Die Lebensdauer τ kann mit t1/2 = ln(2)τ in die Halbwertszeit
umgerechnet werden. Abbildung A.22 (a) zeigt weiter die Lebensdauerkurven derselben Probe
mit einer 180◦ (durchgehende Linie) und 90◦ (gestrichelte Linie) Detektoranordnung. Die erfasste
Lebensdauerkurve bei 90◦ Detektoranordnung ist bei gleicher Messzeit niedriger, da die Wahr-
scheinlichkeit der Emissionsrichtungen der γ-Quanten senkrecht zueinander niedriger als bei 180◦
ist (siehe Kapitelpunkt A.6.1).
Um ein, wie in Abbildung A.22 (a) dargestelltes, Lebensdauerspektrum darzustellen wird eine große
Anzahl an gemessenen Zeitdifferenzen benötigt, da jede einzelne Zeitmessung nur einem Count im
Spektrum entspricht. Ein Lebensdauerspektrum eines gestörten Sondenatoms stellt sich dagegen
anders dar. Durch die Kreiselbewegung der Emissionskeule wird die gemessene Lebensdauerkurve
moduliert. Abbildung A.22 (b) zeigt die schematische Darstellung einer in dieser Weise modulierten
Lebensdauerkurve. Im Wesentlichen ist zu erkennen, dass im Vergleich zur Abbildung A.22 (a)
die Lebensdauerkurve mit einer Schwingung überlagert ist. Die Frequenz dieser Schwingung gibt
direkten Rückschluss auf die Kreiselfrequenz der Emissionskeule.
A.7 Methoden der digitalen Energiemessung und ihre
Energieauflösung
Die Methoden der Energiemessung unterscheiden sich hauptsächlich durch die technische Umset-
zung und der verwendeten Shaping-Verfahren der Ereignisimpulse. Die wichtigsten Vertreter dieser
Methoden sind i. F. näher erläutert.
A.7.1 Energiemessung durch Zwischenspeicherung der Impulsladung
Ein Maß für die Energie eines Ereignisses ist dessen Impulshöhe oder -fläche. Energiebestimmungs-
methoden welche nach dem Prinzip der Akkumulation und Zwischenspeicherung der durch den
Impuls transportierten Ladungsmenge arbeiten, nutzen das vorverstärkte Detektorsignal um einen
Kondensator zu laden. Die Ladungsspannung des Kondensators kann dann in einem folgenden
Schritt durch eine ADC digitalisiert werden. Da die transportierte Ladung akkumuliert und dann
einmalig durch eine ADC abgetastet wird, geht die Impulsformungsinformation des verwendeten
Shapers teilweise verloren, was die Energieauflösung negativ beeinflussen kann. Aus diesem Grund
setzten diese Verfahren einfach zu realisierende Shaper wie den CR-(RC)2-Shaper ein.
A.7.2 Energiemessung durch konventionelle Impulsformung mittels
Hauptverstärker und konventioneller Digitalisierung
Bei dieser Methode der Energiemessung folgt dem Vorverstärker eine Impulsformung im Hauptver-
stärker durch Analogtechnik. Hier können bspw. aus den Vorverstärkersignalen Gauß-, Trapez- oder
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Dreiecksimpulse geformt werden. Die Digitalisierung der resultierenden Impulshöhen des Haupt-
verstärkers erfolgt dann üblicherweise durch konventionelle ADC nach dem Zwischenumwand-
lungsverfahren (siehe Kapitelpunkt A.3.3). Dabei erreicht allerdings der Einsatz der Analogtechnik
seine Grenzen zur Optimierung der Energieauflösung, was folgende Gründe hat:
• Der Einsatz zusätzlicher Analogtechnik, wie die eines Hauptverstärkers und einer konventio-
nellen mit Analogtechnik ausgestatteten ADC, fügen dem zu messenden Signal zusätzliche
Rauschleistung durch zusätzliche Leitungslängen und -kapazitäten hinzu.
• Der Einsatz von Analogtechnik hat im Bereich des Shapings beschränkte Möglichkeiten
(siehe Kapitelpunkt 2.9.4).
Zusätzlich beschränkt die konventionelle Analogtechnik die Effizienz eines Spektrometers dahinge-
hend, dass solche Spektrometer eine hohe intrinsische Totzeit (siehe Kapitelpunkt 2.11.1) besitzen,
was wie folgt verursacht wird:
• Während die Analogtechnik konventioneller Spektrometer die Verarbeitung eines Ereignisses
vornimmt, können für einen Großteil der Elektronik keine weiteres Ereignisse aufgenommen
werden. Tritt dennoch ein Ereignis auf, so geht dieses verloren und es wird kein Messergebnis
erzeugt.
• Das analoge Shaping eines Hauptverstärkers erreicht tendenziell eine bessere Energieauflö-
sung, wenn dessen Zeitkonstante (engl. shaping time) verlängert wird. Dies bedeutet allerdings
auch, dass die Totzeit des Spektrometers verlängert wird. Für ein digitales Spektrometer muss
dieser Umstand nicht gelten. Digitale Schaltungen können theoretisch bspw. Shaper mit einer
beliebigen shaping time realisieren, wenn die Impulsaufnahme und die -verarbeitung unab-
hängig voneinander geschehen. Die konkreten Möglichkeiten bei digitalen Messinstrumenten
generell sind dabei eine Frage der Rechenleistung des Systems.
A.8 DES zur Ionenstrahlanalyse und Imaging als Anwendung
Mittels der Ionenstrahlanalyse ist es möglich, die Zusammensetzung der zu untersuchenden Festkör-
per, die Konzentration der im Festkörper vorkommenden Elemente sowie deren örtliche Verteilung
zu bestimmen. Um die dazu notwendigen auswertbaren Informationen über den zu untersuchenden
Festkörper zu erhalten, werden Effekte der Wechselwirkung von Ionen mit der zu untersuchenden
Materie ausgenutzt. Dabei wird ein Ionenstrahl aus beschleunigten Primärteilchen (bspw. Protonen,
Helium- oder auch schwerere Ionen) auf die Probe fokussiert. Die Primärteilchen treten dabei mit
den Elektronenhüllen und den Atomkernen der Probe in Wechselwirkung, wobei Sekundärteilchen
und Sekundärstrahlung entstehen. Dies sind Teilchen oder Strahlung, welche bei einer Wechsel-
wirkung von Primärteilchen mit Materie emittiert werden. Abbildung A.23 aus [REINERT2001]
zeigt eine Übersicht der häufigsten Wechselwirkungsprinzipien, welche PIXE, RBS und STIM sind
(siehe Kapitelpunkt A.8.1). Alle genannten Prinzipien haben folgende messtechnische Gemeinsam-
keiten:
• Der Ionenstrahl hat eine bestimmte Stromstärke und die Primärteilchen haben vor ihrem
auftreffen auf der Probe eine bekannte Energie.
• Es werden die Energien und die Anzahl von Teilchen nach der Wechselwirkung pro Zeiteinheit










Abbildung A.23: Häufig angewendete Wechselwirkungsprinzipien der Ionenstrahlanalyse;
Rutherford-Rückstreu-Spektroskopie (engl. Rutherford Backscattering Spec-
trometry, kurz RBS); Erzeugung charakteristischer Röntgenstrahlung (engl.
Particle Induced X-ray Emission, kurz PIXE); Energieverlust bei Transmission
(engl. Scanning Transmission Ion Microscopy, kurz STIM); aus [REINERT2001]
• Der Ionenstrahl ist fokussiert bevor er auf die Probe trifft. Somit kann mit einer bestimmten
Genauigkeit davon ausgegangen werden, nur Messinformationen von einem bestimmten Ort
der Probe zu erhalten. Diese Genauigkeit geht in das Maß der Ortsauflösung ein.
• Der Ionenstrahl kann durch elektrische oder magnetische Felder, vor seinem Auftreffen auf
die Probe, abgelenkt werden. Wird dieser Vorgang mit der Datenaufnahme synchronisiert, so
ist es möglich, die Messinformationen über den angesteuerten Ort aufzutragen. Es entstehen
dadurch Bilder der Probe (engl. Imaging). Die Genauigkeit dieser örtlichen Steuerung des
Ionenstrahls geht zusätzlich, wie der Ionenstrahldurchmesser, in das Maß der Ortsauflösung
ein.
Während einer Messung mit einem DES zu Ionenstrahlanalyse und Imaging sind folgende Messgrö-
ßen relevant:
• Energie der detektierten Teilchen (mit entsprechender Energieauflösung)
• Position des Ionenstrahls (mit entsprechender Ortsauflösung)
• Zeitpunkt des Teilchendetektion (mit entsprechender Zeitauflösung)
• Teilchenrate111 des Ionenstrahls
Dabei ist die Stromstärke relativ konstant und muss nicht mit bedeutend hoher Auflösung gemessen
werden. Die gemessenen Energien werden nach dem Histogramm-Prinzip als Energiespektrum
dargestellt. Aus den sich im Spektrum ergebenden Energiespitzen werden aus deren Positionen im
Spektrum (genaue Energien) und Höhen Rückschlüsse auf die vorhandenen Elemente in der Probe
und ihrer Konzentrationen geschlossen. Damit dies mit einer hohen Genauigkeit geschehen kann,
müssen die einzelnen Energien im Spektrum gut trennbar sein (schmale Energiespitzen) und in
ihrer Bestimmung genau sein. Dies setzt wiederum eine gute Energieauflösung des Spektrometers
voraus.
111 Auch „Stromstärke“ genannt, da es sich um einen Strom aus geladenen Teilchen handelt.
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A.8.1 Wechselwirkungsprinzipien der Ionenstrahlanalyse
Zur näheren Erläuterung werden hier die genannten Wechselwirkungsprinzipien (RBS, PIXE und
STIM) von Ionenstrahlung mit den Probenatomen beschrieben.
Erläuterung zu PIXE
Treffen Primärteilchen auf die Elektronenhülle eines Atoms oder Moleküls der Probe, so werden
darin befindliche Elektronen angeregt und nehmen einen Zustand höherer Energie ein. Meist ist
die durch das Primärteilchen zugefügte Energie so groß, dass eine Ionisierung des Probenatoms
stattfindet. Nach einer Relaxationszeit112 fällt ein anderes Elektron höherer Energie in den Zu-
stand des fehlenden Elektrons und emittiert dabei einen Strahlungsquant mit einem bestimmten
Energiebetrag. Dieser Energiebetrag entspricht dem energetischen Niveauunterschied, welcher
das nun abgeregte Elektron vollzogen hat. Der dabei zu erwartende Energiebereich der Strahlung
entspricht dem Bereich der Röntgenstrahlung. Da jedes Element durch seine charakteristische
Elektronenhüllenstruktur nur bestimmte Energieniveauunterschiede zulässt, ist es möglich, durch
die energiespektroskopische Analyse der auftretenden Röntgenstrahlung Rückschlüsse auf die
an der Wechselwirkung beteiligten Elemente in der Probe zu ziehen. Abbildung A.24 zeigt ein



















Abbildung A.24: Schematisches PIXE-Energiespektrum einer Probe mit den Elementen Chlor
(Cl) und Kalium (K)
ist zu erkennen, dass insgesamt 4 Peaks im Spektrum erfasst wurden. Es handelt sich dabei um
die Kα und Kβ -Linien113 von Chlor und Kalium. In einem PIXE-Spektrum ist meist mehr als
nur ein Element mit seinen Energie-Peaks überlagert. Aus diesem Grund muss eine Zuordnung
der Energie-Peaks zu einem konkreten Element erfolgen. Dieser Prozess wird dadurch begünstigt,
dass jedes Element, durch seine charakteristische Elektronenhüllenstruktur auch nur bestimmte
Übergänge bei der Ausfüllung von fehlenden Elektronen zulässt und damit eine charakteristische
Röntgenstrahlung entsteht. Werden also die vorhandenen Energie-Peaks eines Spektrums anhand
ihrer Position und Höhe analysiert, so lassen sich Rückschlüsse auf die in der Probe vorkommenden
Elemente und ihre Konzentrationen ziehen.
112 Allgemein der Erwartungswert einer Zeitdauer von einer Anregung bis zum Wechsel in den energetischen
Grundzustand.





Die beschleunigten Primärteilchen bekannter Energie eines Ionenstrahls treffen auf eine Probe und
somit teilweise auf die Atomkerne der Probe. Infolgedessen wird ein einzelnes Primärteilchen nach
einem elastischen Stoß mit einem Atomkern zurückgestreut. Wird die Anzahl und die Energie der
rückgestreuten Primärteilchen unter einem konstanten Winkel gemessen, so können Rückschlüsse
auf die Masse der an der Wechselwirkung beteiligten Atomkerne geschlossen werden. Ist die
Masse eines Atomkerns bekannt, so kann damit ein bestimmtes Element assoziiert werden. Über
die relativen Höhen der Energien im Spektrum zu anderen Energien kann eine Berechnung der
vorhandenen Konzentration des Elements in der Probe erfolgen.
Erläuterung zu STIM
Bei dieser Methode wird der Energiebetrag ermittelt, welchen die Primärteilchen beim longitu-
dinalen durchqueren der Probe verloren haben. Hier werden also keine Sekundärteilchen oder
Sekundärstrahlung analysiert, sondern der Energieverlust der Primärteilchen selbst ist ein Maß für
die Materiemasse die durchquert wurde. Wenn die Probendicke bekannt ist, so können Rückschlüsse
auf die Dichte der Probe am durch den Ionenstrahl durchquerten Probenort gezogen werden.
A.8.2 Ionenstrahlablenkung während der Erstellung von Scan-Maps
Während des Scan-Betriebs zur Erstellung von Maps (Imaging) wird eine ortsabhängige Energie-
spektroskopie durchgeführt. Der Ort, welcher hier gemeint ist, entspricht der konkreten Position auf
der Messprobe, auf welche der Ionenstrahl auftrifft. Um den Ionenstrahl abzulenken werden eine
Kombination aus Magnetspulen für die X- und Y-Dimension sowie zusätzliche Steuerungsschaltun-
gen benötigt. Die Funktionalität der Steuerungsschaltung, unabhängig von der Realisierungsmethode
(zum Beispiel Software oder Hardware), umfasst prinzipiell die Systemschritte in Tabelle A.5, wel-
che zum Anlegen einer neuen Ionenstrahlposition der Reihe nach abgearbeitet werden müssen. Die
Schritt-
Nr.
Beschreibung des Schritts zur Messung von Scan-Maps mit Ionenstrahlablen-
kung
1 Synchrones Stoppen der Datenaufnahme aller Kanäle des DES
2 Neupositionierung des Ionenstrahls und Sicherstellung der stabilen Positionseinnahme
3
Synchrones Starten der Datenaufnahme aller Kanäle des DES an der neuen Ionen-
strahlposition
4
Abwarten einer Triggerbedingung (bspw. eine vergangene Zeit, eine detektierte Ereig-
nisanzahl oder eine gesamte transportierte Ionenstrahlladung) zur Einstellung einer
neuen Ionenstrahlposition. Ist die Bedingung erfüllt so wird mit Schritt 1 fortgefahren.
Tabelle A.5: Ablauf der einzelnen Schritte zur ionenstrahlpositionsabhängigen Energiespektrosko-
pie der Reihenfolge nach
kritischen Schritte der Ionenstrahlablenkung liegen in der Bewerkstelligung des synchronen Startens
und Stoppens der Datenaufnahme über alle Kanäle und der Sicherstellung, dass die Bewegungen
des Ionenstrahls, durch die Neupositionierung, vor Beginn einer neuen Datenaufnahme beendet
sind. In der Praxis kann ein perfekt synchrones Verhalten niemals erreicht werden. Es kann aber
durch geeignete Maßnahmen erreicht werden, dass die restliche Asynchronität des Startens und
Stoppens der Datenaufnahme vernachlässigbar ist.
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A.9 Konventionelle Technik integriert in ASICs
([BROGNA2006], [GERONIMO2002], [RYAN2009])
Die Technik der Integration der konventionellen Analogtechnik eines Spektrometers in einem
einzigen ASIC bietet das Potential, alle kritischen Baugruppen auf engstem Raum zu vereinen und
so den Einfluss von Störfaktoren und die Signallaufzeit zu minimieren. Spektrometer welche nach
diesem Prinzip arbeiten, sind bspw. mit ASICs wie dem „Neutron-X-Y-Time-Energy-Read-out chip“
(N-XYTER) [BROGNA2006], [DEMENTYEV2012] oder dem „Peak Detector Derandomizer“
(PDD) [DRAGONA2005], [GERONIMO2002] ausgestattet. Obwohl der N-XYTER nicht zur
zeitdifferenz- oder energiedispersiven Spektroskopie entwickelt wurde, sondern um MIPS (Mini-
mum Ionizing Particles, dt. minimal ionisierende Teilchen) zu erfassen, ist sein Prinzip dennoch
zur Spektroskopie geeignet und soll hier behandelt werden. Die genannten ASICs arbeiten zur
Zeit- und Energieauswertung nach dem Prinzip der konventionellen analogen Spektrometertechnik
(Fast-Shaper und Slow-Shaper Pfade) und werden direkt nach dem Vorverstärker, welcher die Detek-
torsignale abnimmt, platziert oder beinhalten einen eigenen Vorverstärker. Zur Energiebestimmung
eines Ereignisses wird die Gesamtladung des Impulsverlaufs durch den „Slow-Path“ transportiert
und akkumuliert. Dabei wird der „Slow-Path“ des N-XYTER durch einen CR-(RC)2-Shaper rea-
lisiert. Die akkumulierte Ladung wird dann an eine Art von analogem Ladungs-FIFO-Speicher,
aufgebaut aus Kondensatoren, übergeben und zwischengespeichert. Während der Auslesung der
Spannungswerte aus der analogen FIFO werden die Spannungen nacheinander an einen Ausgang
des ASICs angelegt und können dann von einer externen ADC digitalisiert werden. ASICs dieser
Klasse wurden technisch so konzipiert um viele Detektorkanäle zu überwachen und eine Ereig-
nisrate größer als 10 MHz verarbeiten zu können. Der N-XYTER hat bspw. 128 Detektorkanäle
und eine Ausleserate bis 32 MHz. Die Bearbeitung einer solchen Anzahl an Kanälen wird durch
die hohe Integrationsdichte eines ASIC problemlos ermöglicht. Speziell die hohe Ausleserate wird
dadurch realisiert, dass theoretisch eine ADC-Abtastung pro Ladungs-FIFO-Eintrag genügt, um die
entsprechende Ereignisenergie zu digitalisieren.
Ein DES zur Ionenstrahlanalyse und Imaging, welches den PDD ASIC verwendet, ist das Maia-
System [RYAN2009]. Hierbei handelt es sich um ein DES, welches 96 Detektoren parallel auswerten
kann. In der späteren Arbeit [RYAN2011] wurde das System auf 384 Kanäle zur Überwachung
ebenso vieler Detektoren erweitert. Das Maia-System verwendet 14 Bit ADCs zur Erfassung der
analogen Ausgabespannungen des PDD. Das Haupteinsatzgebiet solcher ASICs ist die simultane
Überwachung und Verarbeitung von vielen Detektoren gleichzeitig mit hoher Ereignisrate.
A.10 Zeitmessung mittels Laufzeitkette
A.10.1 Laufzeitkette im FPGA ([FAVI2009], [SZPLET2009])
Das Prinzip der Laufzeitkette beruht darauf, dass sich das elektrische Signal des Starts oder Stopps
der Zeitmessung nur mit beschränkter Geschwindigkeit ausbreitet. Eine periodische Struktur, welche
den Ausbreitungsfortschritt des Signals zu einen bestimmten Zeitpunkt festhalten kann, eignet
sich dann zur Zeitmessung zu nutzen. Im FPGA eignet sich zur Realisierung dieses Prinzips die
Carry-Kette, welche eigentlich für schnelle Additionen verwendet wird. Abbildung A.25 zeigt
die Carry-Kette eines Xilinx Virtex 7 FPGA. Über den CIN-Eingang der Carry-Kette können die
asynchronen Signale, deren zeitlicher Verlauf zu messen ist, in die Carry-Kette eingegeben werden.
Über weitere COUT-CIN-Kaskaden mehrerer Carry-Ketten-Elemente von mehreren Slices können
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Abbildung A.25: Carry-Kette eines Xilinx Virtex 7; Ein Carry-Kettenelement (blau) in Laufrichtung
von CIN nach COUT; Abzweigungen zu den FFs (rot, dunkler werdend mit
zunehmenden Ausbreitungsfortschritt bei steigender Ausbreitungszeit)
größere Messbereiche abgedeckt werden. Der Verlauf des zu messenden Signals innerhalb der Carry-
Kette (von CIN nach COUT) erfolgt dann entlang des in Abbildung A.25 in blau eingezeichneten
Pfades. Um festzustellen, wie weit der Signalpegel innerhalb einer Carry-Kette in Bezug eines
synchronen Taktsignals fortgeschritten ist, werden die FFs der Slices genutzt. Im Virtex 7 sind dies
4 FFs, welche die Ausgänge O0-O3 der Carry-Kette abgreifen können, siehe [XILINXUG474].
Diese Abgriffe sind in Abbildung A.25 rot gekennzeichnet.
In [FAVI2009] und [SZPLET2009] wurde dieser Ansatz der Zeitmessung praktisch umgesetzt
und Zeitauflösungsmessungen durchgeführt. Dabei konnten in [FAVI2009] Zeitauflösungen von
ca. 48 ps FWHM mit einem Virtex 5 FPGA gemessen werden. In [SZPLET2009] wurden mit
einem Spartan 3 FPGA Zeitauflösungen von ca. 106 ps FWHM erreicht. Leider ist in diesen
Arbeiten nicht erwähnt, welcher Speedgrade der FPGAs genutzt wird. Der Speedgrade hat nicht
vernachlässigbaren Einfluss auf die erreichbare Zeitauflösung, da die Durchlaufgeschwindigkeit der
elektrischen Signale in der Carry-Kette vom Speedgrade des FPGA abhängt.
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A.10.2 Laufzeitkette im ASIC ([ACAM2007])
Durch die Verwendung des selben Zeitmessungsprinzips in ASICs kann der Ansatz der Laufzeitkette
zur Zeitmessung optimiert werden. Hier können die periodischen Strukturen speziell auf die
Anwendung der Laufzeitkette und ebenfalls zur Temperaturkompensationen optimiert werden. Ein
bekannter Vertreter dieser Chips ist der TDC-GPX der Firma acam-messelectronic GmbH (siehe
[ACAM2007]). Dieser Chips bietet durch sein optimiertes Design, bessere Zeitauflösungen im
10 ps Bereich und eine Kompensation von systematischen temperaturabhängigen Messfehlern.
A.11 Sonderfälle der ÜF der exponentielle Stufe zur
Cusp-like-DFA





und ergeben sich durch Gleichung (A.12).








Weiterführend würde eine Cusp-like-DFA für eine konstante Stufe als Eingangssignal ohne Flat-top
HKoCloFT (z) folgende ÜF nach Gleichung (A.13) besitzen.






A.12 Lange Tap-Delays bei Filtern zur Impulsformung
Zwei typische Filter „FM“ (ähnlich einem Tiefpass mit variablen Koeffizienten) und „IF“ (ähnlich
dem CFT mit variablen Koeffizienten) als Vertreter der beiden Varianten zeigen folgende ÜF HFM
nach Gleichung (A.14) und HIF nach Gleichung (A.15).
HFM (z) = c1 + c2 · z−1 + c3 · z−2 (A.14)
HIF (z) =−c1 + c2 · z−d (A.15)
Es sei daran erinnert, dass die eigentliche ÜF des CFT (nach Gleichung (A.15)) nur ganzzahlige d
unterstützt. Die Unterstützung von d aus der Menge der rationalen Zahlen erfolgt durch die Anwen-
dung zusätzlicher Fractional-Delay-Filter. Die Unterschiede der ÜFen lassen sich in Tabelle A.6
zusammenfassen. Aus den schaltungstechnischen Darstellungen der Filterklassen lassen sich die
unterschiedlichen Anforderungen an die Tap-Delays weiter verdeutlichen, was an dieser Stelle
nur für nicht-SSR-Filter ausgeführt wird. Abbildung A.26 zeigt die Darstellung der beiden ÜF
HFM (z) und HIF (z). Abbildung A.26 (a) zeigt die typische Konstellation frequenzmanipulierender
Filter, welche eine Kette von Delay-Elementen einsetzt und jedes zeitverzögerte Sample einer




Frequenzmanipulation (FM) Impulsformung (IF)
1. Tendenziell wird eine gering Ordnung
angestrebt. Dies unter Umständen auf
Kosten der Qualität der FM.
Ordnung ist zwangsläufig durch die
gewünschte Impulsformung festgelegt
und kann sehr hoch werden.
2. Koeffizientenanzahl mit Werten ungleich
0 ist nahe der Filterordnung.
Koeffizientenanzahl mit Werten ungleich
0 liegt wahrscheinlich weit unter der
Filterordnung und kann von der Ordnung
unabhängig sein.
3. Es werden Tap-Delays mit eher gerin-
gen Verzögerungen benötigt, z.B. 1-2
Abtastperioden.
Es werden Tap-Delays mit Verzöge-
rungen in der Größenordnung der
Filterordnung N benötigt, z.B. N oder ein
einstellbarer Anteil von N.
4. Tab-Delays-Verzögerungen sind kon-
stant über die Anwendung.
Tap-Delays sollen einstellbar sein.
Tabelle A.6: Unterschiede zwischen Filtern zur Frequenzmanipulation und Impulsformung
alle Ergebnisse addiert und ergeben einen neuen Wert der Ausgangsfolge y [n]. Die Tap-Delays
werden schaltungstechnisch durch einfache FFs generiert, die mit jeder Taktflanke das gespeicherte
Sample an das nächste Delay-Element weitergeben. Der Ausgang jedes einzelnen Tap-Delays wird
also 2-mal benötigt, einmal als Eingang für das nächste Delay-Element und einmal am Eingang
der Multiplikationsschaltung. Bei Filtern zur Impulsformung (siehe Abbildung A.26 (b)) ist der
Unterschied, dass nicht jedes zeitverzögerte Sample am Eingang einer Multiplikation benötigt wird.
Dadurch werden bei HIF (z) je nach Ordnung d des Filters genau d Delay-Elemente hintereinan-
dergeschaltet. Die dazwischen liegenden Samples werden nicht für y [n] benötigt und sozusagen
mathematisch mit den Koeffizienten 0 multipliziert.
A.13 FPGA-Schaltung zur binären Suche des feinen
Maßstabes
Code A.1 beschreibt die Funktionsweise des Schaltungsmoduls „Suche tfein“ algorithmisch. In
Code A.1 ist zu erkennen, dass in Zeile 2, vor Beginn der Suchschleife, tfein auf 0 gesetzt wird. Dies
verhindert den Einfluss von zuvor gesetzten Bits in tfein zum Ergebniswert. Zu Beginn der Schleife
in Zeile 3 ist das Suchintervall für tfein der komplette Wertebereich [0,255]. Aus diesem Grund
wird tfein zuerst auf die „binäre Mitte“ (27 = 128) des Intervalls gesetzt und damit angenommen,
dass sich an dieser Stelle der Crossover befindet. Da tfein einem vollständigem Nachkommaanteil
einer Fixpunktzahl entspricht, muss tfein für eine Darstellung im rationalen Zahlenbereich durch
256 geteilt werden. Der binäre Startwert 128 entspricht also mit tfein = 128256 = 0,5 der Mitte des
reellen Suchbereichs von 0256 = 0 ns bis
255
256 = 0,99609375 ns zwischen der 2. und 3. Stützstelle des




ist zu erkennen, dass tfein niemals 1 werden
kann. Dies ist allerdings kein Verlust einer möglichen Nullstellenmöglichkeit, weil tfein = 1 mit
tfein = 0 und einer Erhöhung des mittleren Maßstabs um 1 erreicht wird.
Um die Korrektheit der Positionsannahme von tfein zu überprüfen, ist eine Auswertung des Polynoms
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(a)
(b)
Abbildung A.26: Schema der FIR-Filter für (a) HFM (z) (aufeinander folgende Samples) und (b)
HIF (z) (Zeitverzögerungen mit großem Abstand) als nicht-SSR-Variante
an der Stelle tfein vorzunehmen, was in Zeile 5 des Code A.1 geschieht. In diesem Schritt muss also
eine Berechnung des Polynomwerts unter Zuhilfenahme von tfein selbst und der im Schritt „Kubische
Interpolation“ berechneten Koeffizienten geschehen. Danach wird in Zeile 6 der Polynomwert auf≥
0 überprüft. Ist die Prüfung wahr, so war in diesem Fall tfein zu groß und die gesucht Nullstelle muss
im Intervall [0, tfein] liegen. Das ursprüngliche tfein aus dem vorhergehenden Schleifendurchgang
wird wiederhergestellt und im nächsten Schleifendurchgang wird das zu untersuchende Intervall auf





. Zur Verdeutlichung der Funktionsweise werden in Tabelle A.7 die
Inhalte der Variablen „tfein“ und „bit“ aus Code A.1 während der Schleifenschritte bis nach der
Schleife dargestellt. Die Spalten (a) und (c) der Tabelle A.7 zeigen die Inhalte der Variablen
„tfein“ für Crossover, welche an den Rändern des gesamten Suchbereichs liegen. Für Spalte (a)
in Tabelle A.7 ergibt sich, dass jedes tfein zu groß ist und tfein immer wieder auf 0 zurückgesetzt
wird (siehe Code A.1 Zeile 6). In Spalte (c) dagegen ist jedes tfein, außer im 8. Schritt, immer zu
klein, so dass tfein immer weiter erhöht wird. In Spalte (b) zeigt sich ein sukzessives Einregeln
des gesuchten tfein nahe der gesuchten Nullstelle bei t = 0,6587. Da Werte von tfein, welche zu
Polynomauswertungen ≥ 0 führen, immer zurückgesetzt werden, muss sich immer ein tfein kleiner
gleich der eigentlichen gesuchten Nullstelle ergeben.
A.14 Datenfeldinformation für das digitale
TDPAC-Spektrometer
Jedes 64 Bit Datenfeld beinhaltet für das in der vorliegenden Arbeit entwickelte digitale TDPAC-




Input: 4 Koeffizienten poly_koe f f [0 . . .3] zur Festlegung des kubischen Polynoms
Output: der 8 Bit Wert des feinen Maßstabs tfein
1: function SUCHE_t_fein(poly_koe f f [0 . . .3])
2: tfein = 0
3: for bit = 7 to 0 do
4: tfein = tfein +2bit
5: poly_wert = polynom(tfein, poly_koe f f )
6: if poly_wert ≥ 0 then










in Zeile 4 des
Code A.1
Wert von tfein nach Ausführung von Zeile 4 des
Code A.1 für Crossover bei t = (a), (b) oder (c)






















































































































Tabelle A.7: Inhalte der Variablen „tfein“ und „bit“ in Code A.1 zur Suche des Crossover
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in Einheiten von ns
Bruchstellen des Zeitanteils
in Einheiten von 1256 ps
Bitanzahl 1 4 51 8
Bitposition
im Datenfeld 63 62-59 58-8 7-0










Bitanzahl 1 4 35 19 8
Bitposition
im Datenfeld 63 62-59 58-28 27-8 7-0
Tabelle A.9: Bitgenaue Aufschlüsselung der Ergebnisdatenfelder für das digitale TDPAC-
Spektrometer im Energiespektrummodus





Im Code A.2 wurden zwei verschachtelte Schleifen (Zeile 2, 3) eingesetzt, um alle möglichen
Ereignispaarungen zu selektieren und dann im Kern (Zeile 4) die Start- und Stopp-Eigenschaft zu
prüfen und mit der Funktion Koinzidenz() die Bedingungen einer gültigen Koinzidenz abzufragen.
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Input: ein Datenspeicher mit allen Ereignisdatenfeldern im Messzeitraum der Länge n:
MEM [Ereignisindex]
Output: ein Histogrammspeicher als Grundlage der Zeitdifferenzspektren aller Kanalkombinatio-
nen als Ergebnisspeicher: T _HISTO [Kanalkombination]
1: function TIME_HISTOGRAM_naiv(MEM)
2: for i = 1 to n do
3: for j = 1 to n do
4: if Start(MEM [i]) and Stopp(MEM [ j]) and Koinzidenz(MEM [i] ,MEM [ j]) then
5: füge Zeitdifferenz MEM [ j] .Zeitstempel − MEM [i] .Zeitstempel zu





Code A.2: Pseudocode der naiven Koinzidenzsuche mit zwei verschachtelten Schleifen
A.16 Datenfeldinformation für das DES zur
Ionenstrahlanalyse
Die Datenfelderstellung wird durch das Modul „Kombiniere Datenfeld“ durchgeführt. Dabei ent-



















127-126 125 124-121 120-114 113-64 63-32 31-16 15-0
Tabelle A.10: Bitgenaue Aufschlüsselung der Ergebnisdatenfelder für das DES zur Ionenstrahl-
analyse
206
A.17 Filterarchitekturvarianten des SSR-IIR-Filters mit Durchsatz und Ressourcenbedarf
A.17 Filterarchitekturvarianten des SSR-IIR-Filters mit
Durchsatz und Ressourcenbedarf
Im Folgenden werden alle Positionierungsmöglichkeiten der IK untersucht und ihre Einfluss auf
den Durchsatz eines einzelnen SSR-IIR-Filterkerns gegeben. Zusätzlich wird die maximale Anzahl
an im verwendeten FPGA implementierbaren VK evaluiert.
A.17.1 Integratorkaskade nach dem FIR-Filteranteil (Variante 1)
Die in der vorliegenden Arbeit verwendete IIR-Filter-Schaltungsvariante, bei der datenflusstech-
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Abbildung A.27: IIR-Schaltung mit IK nach dem FIR-Anteil. Bitbreiten der Ausgangswerte eines
Moduls (blau); benötigte Ressourcen einer Modulklasse (grün)
Module Tap-Delay und die Serialisierung nehmen keine Bitbreitenerweiterung vor, da hier nur
Werte verzögert werden. Es ergeben sich folgende Charakteristiken des IIR-Filters:
Bitbreite Integratorstufen: Die Bitbreite der Integratorstufen muss 64 Bit betragen, damit eine
ausreichende Genauigkeit des Filters gewährleistet ist, da die Ausgabebitbreite des Addierers bereits
52 Bit beträgt.
Durchsatz: Als durchsatzbegrenzendes Element ergibt sich eine einzelne Integratorstufe. Nach
Tabelle 5.2 ist eine 64 Bit-Implementierung nicht mit ausreichend großer Durchsatz-Marge im-
plementierbar, so dass in dieser Variante eine Integratorimplementierung mit k = 4 und 125 MHz
Taktung zum Einsatz kommt. Dadurch ist der Durchsatz des entstehenden IIR-Filters auf 0,5 GSPS
beschränkt. In der Praxis bedeutet dies, dass die Verarbeitungszeit eines Impulses der Länge l
mindestens 2 · l benötigt. Zusätzlich besitzt diese Variante ein „Datenratenwandler“-Modul zwi-
schen FIR-Filteranteil und IIR-Filteranteil. Dieses Modul wandelt die Datenausgaberate des FIR-
Fiteranteils von 8 Werten pro 125 MHz Takt (1 GSPS) auf eine Rate von 4 Werten pro 125 MHz Takt
(0,5 GSPS). Dies wird durch eine Dual-Port-FIFO mit unterschiedlich breiten Datenports realisiert,
welche mit dem Xilinx Core-Generator automatisch erstellt werden kann. Da die Eingangsdatenrate
das Doppelte der Ausgangsdatenrate beträgt, laufen innerhalb des Datenratenwandlers mit der
Zeit mehr und mehr Daten auf. Aus diesem Grund muss die FIFO des Datenratenwandlers eine
Mindestkapazität von der Hälfte der maximal zu unterstützenden Impulslänge besitzen. Dies sind
16µs
2 und entspricht einer Speichertiefe von 8192 Werten. Die Bitbreite der FIR-Ausgabewerte
beträgt an dieser Stelle 52 Bit, weshalb die FIFO des Datenratenwandlers 12 36k-BRAMs benötigt.
Ressourcenbedarf und mögliche Kernanzahl im FPGA: Pro IIR-Filter und damit pro VK werden
für diese Variante 72 BRAMs und 168 DSPs benötigt. Die benötigte Anzahl von DSPs der CFT-Filter
ist hier mit berücksichtigt. Die Ressourcenkapazität des verwendeten FPGAs (416 36k-BRAMs
und 768 DSP48E1) und die zusätzlich notwendigen Ressourcen der nicht-IIR-Filter-Schaltungsteile
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(128 36k-BRAMs und 103 DSP48E1) ermöglichen eine sichere Implementierbarkeit von 3,9
(abgerundet114 3) VKs im verwendeten FPGA.
A.17.2 Integratorkaskade vor dem FIR-Filteranteil (Variante 2)
Bei dieser Variante wird die IK schaltungstechnisch vor dem FIR-Anteil implementiert, was in
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Abbildung A.28: IIR-Schaltung mit IK vor dem FIR-Anteil. Bitbreiten der Ausgangswerte eines
Moduls (blau); benötigte Ressourcen einer Modulklasse (grün)
Bitbreite Integratorstufen: Da die Integratorstufen nun direkt auf den 12 Bit-ADC-Datenstrom
arbeiten würden, muss die Bitbreite nicht so groß wie bei Variante 1 sein. Dennoch ergibt sich durch
die Integratoren eine größere Bitbreitenerweiterung als bei Variante 1, weil sich die Datenströme nun
nicht mehr wie in Variante 1 kompensieren. Eine sichere Abschätzung der resultierenden Bitbreite
ergibt sich aus der Berechnung des maximalen Ausgabewertes unter der Annahme, dass ein Impuls
maximaler konstanter Stufe in die 3er IK eintritt und nun 3-mal integriert wird. Gleichung (A.16)















≈ 3 ·1015 (A.16)
Dieses Maximum entspricht dem schlimmsten aber annähernd möglichen Fall und kann nach














= 51,4 Bit (A.17)
Aus Gleichung (A.17) ergibt sich also eine benötigte aufgerundete Bitbreite von 52 Bit. Weiter
lässt sich auch eine allgemeine Gleichung (A.18) für die benötigte Bitbreite nach einer IK von k
Integratoren einfach ableiten. Diese lautet:





; mit k ∈ N (A.18)
Es ist an Gleichung (A.18) zu erkennen, dass der größte Anteil der resultierenden Bitbreite nicht
von der ADC-Bitbreite abhängt.
114 Da keine gebrochene Anzahl an Filterkernen im FPGA sinnvoll genutzt werden kann, muss diese Angabe
abgerundet werden.
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Durchsatz: Da für die Integratoren in dieser Variante nur eine Bitbreite von aufgerundet 52 Bit
benötigt wird und aus Tabelle 5.2 ein Durchsatz von 1,4 GSPS bei der Addierung von 8 Werten pro
Taktzyklus erreicht werden kann, kann auch eine Implementierung der IK mit dem Durchsatz von
1 GSPS (8 Werte pro 125 MHz Taktzyklus) erreicht werden. Aus diesem Grund muss bei dieser
Variante keine Datenratenwandlung durchgeführt werden. Die Ausgangswerte der IK werden also
direkt in den FIR-Filteranteil eingespeist. Eine IIR-Filterimplementierung nach dieser Konstellation
kann also mit vollem Durchsatz ausgeführt werden.
Ressourcenbedarf und mögliche Kernanzahl im FPGA: Durch die Vorverlagerung der IK müs-
sen sich die zu verarbeitenden Bitbreiten des nachfolgenden FIR-Filteranteils ändern, um Genauig-
keitsverlust zu vermeiden. In Abbildung A.28 ist zu erkennen, dass die Tap-Delays nun keine 12 Bit
Samples mehr speichern müssen, sondern 52 Bit-Werte. Dies erhöht den BRAM-Bedarf auf 240
BRAMs pro IIR-Filterkern und VK. Die Bitbreitenerweiterung wird an die Koeffizientenmultipli-
katoren weitergegeben, welche nun 488 DSPs pro VK betragen. Die Bitbreite des nachfolgenden
Addiererbaums wird zwar auch erweitert, doch wirkt sich dies nicht auf den Durchsatz aus, da
88-92 Bit Addierer mit ausreichend höher Taktfrequenz implementierbar sind. Es wird auch kein
kritischer Ressourcenbedarf durch den erweiterten Addiererbaum entstehen, da dieser aufgrund der
Bitbreite sowieso mittels LUTs und FFs implementiert werden muss, was sich in den LUT- und FF-
reichen Strukturen der Xilinx FPGAs ohne Probleme abbilden lässt. Nach dem Addiererbaum kann
auch eine geeignete Reduzierung der Bitbreite stattfinden, da sich die Wertebereiche der einzelnen
multiplizierten zeitverzögerten Datenströme gegenseitig kompensiert haben. Durch den erhöhten
Ressourcenbedarf an BRAMs und DSPs kann diese VK-Implementierung nur 1,3 (abgerundet 1)
mal im FPGA der vorliegenden Arbeit implementiert werden.
A.17.3 Integratorkaskade nach den Tap-Delays des FIR-Filteranteils
(Variante 3)
Bei dieser Variante wird die Idee verfolgt, Schaltungsanteile des FIR-Filteranteils weiter vor die
IK zu verlegen, um zusätzlich zum vollen Durchsatz Ressourcen zu sparen und so letztendlich
mehr IIR-Filterkerne im FPGA parallel implementieren zu können. In dieser Variante werden die
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Abbildung A.29: IIR-Schaltung mit IK nach den Tap-Delays. Bitbreiten der Ausgangswerte eines
Moduls (blau); benötigte Ressourcen einer Modulklasse (grün)
Bitbreite Integratorstufen: Die Bitbreiten der Integratorstufen bleiben 52 Bit, wie bei Variante
2. Es ändert sich nichts, weil die Integration weiterhin auf 8er Sample-Packs mit 12 Bit Breite
ausgeführt werden.
Durchsatz: Aufgrund der gleichen Bitbreite von 52 Bits kann eine IK ebenfalls mit min. 1 GSPS




Ressourcenbedarf und mögliche Kernanzahl im FPGA: Der Ressourcenbedarf an BRAMs
senkt sich bei dieser Variante, im Vergleich zu Variante 2, deutlich. Da die Tap-Delays nur 12 Bit
Samples speichern müssen, beträgt ihr Ressourcenbedarf wie in Variante 1 genau 6 BRAMs pro
Tap-Delay. Erhöhter Ressourcenbedarf entsteht durch die Notwendigkeit nun 10 Integratorkaskaden
parallel zu implementieren, was aber keine kritischen Ressourcen benötigt, da jede Kaskade nur
aus LUTs und FFs aufgebaut ist. Da die Integratorkaskaden mit vollem Durchsatz laufen, wird
auch kein Datenratenwandler benötigt, was den Ressourcenbedarf an BRAMs im Vergleich zu
Variante 1 weiter auf 60 BRAMs pro VK senkt. Letztendlich könnten aus Sicht der BRAM-
Ressourcen nun 4,8 (abgerundet 4) IIR-Filterkerne im FPGA-implementiert werden. Da sich
aber die benötigten Bitbreiten der Koeffizientenmultiplizierer nicht geändert haben, betragen die
notwendigen DSP-Ressourcen bei dieser Variante wie bei Variante 2 genau 488 DSPs pro VK, was
die Implementierbarkeit auf nur 1,3 (abgerundet 1) VK pro FPGA absenkt.
A.17.4 Integratorkaskade nach den Koeffizientenmultiplizierern des
FIR-Filteranteils (Variante 4)
Um den aus Variante 3 beschränkenden Ressourcenbedarf an DSPs weiter zu senken zeigt Variante
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Abbildung A.30: IIR-Schaltung mit IK nach den Koeffizenten-Multiplizierern. Bitbreiten der Aus-
gangswerte eines Moduls (blau); benötigte Ressourcen einer Modulklasse (grün)
Bitbreite Integratorstufen: Nach Gleichung (A.18) ergibt sich in dieser Variante eine Integrator-
bitbreite von 88 Bit. Dies liegt daran, dass die Bitbreiten der Eingangswerte bereits 48 Bit betragen.
Leider kann an dieser Stelle noch keine Reduktion der Integratorbitbreite stattfinden, weil sich die
Datenströme an dieser Stelle noch nicht durch die vollständige Addition kompensiert haben.
Durchsatz: Der Durchsatz wird in dieser Variante bereits durch die IK begrenzt, weil die Bitbreite
über 64 Bit liegt und damit nach Tabelle 5.2 kein Durchsatz von 1 GSPS erreicht werden kann.
Ressourcenbedarf und mögliche Kernanzahl im FPGA: Da der Durchsatz der IK gedrosselt
wurde, muss auch die Datenrate am Eingang reduziert werden. Dazu wird wieder ein Datenraten-
wandler benötigt, der in dieser Variante allerdings 10-mal (1-mal pro Tap-Delay) implementiert
werden muss. Dies ergibt einen Ressourcenbedarf von 180 BRAMs pro VK. Dieser kann damit nur
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ADC Analog-Digital-Converter (dt. Analog-Digital-Wandler (AD-Wandler))
AS bus Auto-synchronous Bus
ASIC Application-Specific Integrated Circuit
BRAM Block Random Access Memory
bspw. beispielsweise
CFA Constant Fraction of Amplitude
CFD Constant Fraction Discriminator
CFF Constant Fraction Factor (dt. Pulsskalierungsfaktor des CFD)
CFT Constant Fraction Trigger
CLB Configureable Logic Blocks
CPLD Complex Programmable Logic Device
CPU Central Processing Unit
cps counts per second (dt. Anzahl der Ereignisse pro Sekunde)
DAC Digital-Analog-Converter (dt. Digital-Analog-Wandler (DA-Wandler))
DC Direct Current (dt. Gleichspannnungsanteil)
DCFI Digital Constant Fraction of Integral values
DDS Direct Digital Synthesis (Direkte Digitale Synthese)
DES Datenerfassungssystem
DFA Digitale Filterantwort





ENC Equivalent Noise Charge (dt. äquivalente Rauschladung)
engl. englisch
ENOB Effective Number of Bits (Effektive Anzahl von Bits)
FIFO First In - First Out Speicher
FIR Finite Impulse Response (dt. endliche Impulsantwort)
FPGA Field Programmable Gate Array
FS Full Scale (dt. gesamter Messbereich)
FWHM Halbwertsbreite (engl. Full Width at Half Maximum)








HLS High Level Synthese
IC Integrated Circuit (dt. integrierter Schaltkreis)
ICAP Internal Configuration Access Port
i. F. im Folgenden
ill. illustriert
IK Integratorkaskade
IIR Infinite Impulse Response
INL Integrale Nichtlinearität
IP Intellectual Property (dt. geistiges Eigentum)
j imaginäre Einheit i
LiDAR Light detection and ranging (dt. lichtgestützte Abstandsmessung)
LB Local Bus (dt. lokaler Bus)
LSB Least Significant Bit (dt. niederwertigste Bit)
LTI linear time-invariant (dt. linear zeitinvariant)
LUT Look Up Table
MAC Multiply-Accumulate (dt. Multiplizier-, Addieroperation)
MCA Multi Channel Analyser (dt. mehrfach Kanalanalysator)
MSPS Megasample pro Sekunde






PDD Peak Detector Derandomizer
PECL Positiv emittergekoppelte Logik (engl. Positive Emitter-Coupled Logic)
PIXE Particle Induced X-ray Emission (dt. Erzeugung charakteristischer Rönt-
genstrahlung)
PoT Pulse over Threshold (dt. Impuls über einem Schwellwert)
RBS Rutherford Backscattering Spectrometry (dt. Rutherford Rückstreuungs
Spektroskopie)
resp. respektive
RMS Root mean square (dt. Quadratisches Mittel)
RSS Root sum square (dt. Wurzel der Summen aller Quadrate)
SAR Simultaneous multibuffer Acquisition and Readout (Begriff durch Firma
Agilent geprägt)
S&H Sample-and-Hold (dt. Abtast-Halte-Schaltung)






SPS Samples pro Sekunde
SRAM Static Random Access Memory
SSR Super Sample Rate
STIM Scanning Transmission Ion Microscopy (dt. Energieverlust bei Trans-
mission)
TAC Time to Amplitude Converter (dt. Zeit zu Spannungswandler)
TDPAC Time Differential Perturbed Angular Correlation (dt. gestörte γ-γ-
Winkelkorrelation)
TF Totzeit-FIFO
THD Total harmonic distortion
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