Abstract. This paper is devoted to the study of directional minimal time functions that specify the minimal time for a vector to reach an object following its given direction. We provide a careful analysis of general and generalized differentiation properties of this class of functions. The analysis allows us to study a new model of facility location that involves sets. This is a continuation of our effort in applying variational analysis to facility location problems.
Introduction and Preliminaries
Let X be a real normed linear space. Given a vector v ∈ X, v = 0, and a nonempty closed set Ω ⊆ X, the directional minimal time function with direction v and target set Ω is defined by T v (x; Ω) := inf{t ≥ 0 | x + tv ∈ Ω}.
This class of functions is similar to the class of scalarization functions that has been used to study vector optimization problems:
see [6, 11] and the references therein. We will see later on that if v ∈ Ω ∞ , then T v (x; Ω) = max {ϕ v (x; Ω), 0} ∀x ∈ X.
Lipschitz properties and a formula for computing subdifferentials in the sense of convex analysis of scalarization functions were studied in [11] , but generalized differentiation properties involving nonconvex structures have not been considered in the literature. Notice that the directional minimal time function (1) is a particular case of general minimal time functions considered, e.g., in [5, 8] and the references therein. However, the specific structure of the function makes it distinct from the general case.
In this paper, we mainly study generalized differentiation properties the directional minimal time function (1) and the scalarization function (2) , as well as applications to facility location problems. The location model that motivates our study is a generalized version of the celebrated Fermat-Torricelli problem: given a finite number of nonempty settings. Although some results in Section 2 and 3 can be derived from [8] , we provide detailed simplified proofs for the convenience of the reader. Section 4 is devoted to the study of Lipschitzian properties using both direct and generalized differentiation approaches. Finally, in Section 5, we apply the results from the previous sections to study location problems (3) .
Throughout the paper, we use the following standing assumptions unless otherwise stated: Ω is a nonempty closed subset of a real normed linear space X; v is a nonzero vector in X. Moreover, when there is no risk of confusion, we will use T instead of T v (·, Ω) and ϕ instead of ϕ v (·, Ω). For a nonzero vector v ∈ X, we will use the following notations:
cone {v} := {λv | λ ≥ 0} = R + v, span {v} := {λv | λ ∈ R} = Rv,
General Properties
Let us start with simple representations of the domain and the epigraph of the directional minimal time function (1) . Recall that the recession cone of Ω is given by Ω ∞ := {u ∈ X | ω + λu ∈ Ω for all ω ∈ Ω and for all λ ≥ 0}.
Proposition 2.1 The domain of the directional minimal time function (1) is given by
dom T = Ω − cone {v}.
Suppose further that v ∈ Ω ∞ . Then
epi T = {(x, t) ∈ X × R | t ≥ 0, x + tv ∈ Ω},
and T (x) = max {ϕ(x), 0} ∀x ∈ X.
Proof: By the definition, dom T = {x ∈ X | T (x) < ∞} = {x ∈ X | x + tv ∈ Ω for some t ≥ 0} = {x ∈ X | x ∈ Ω − tv for some t ≥ 0}
= Ω − cone {v}.
Assume that v ∈ Ω ∞ . For any x ∈ Ω − span {v}, one has x = ω − λv, where ω ∈ Ω and λ ∈ R. If λ ≥ 0, then x ∈ Ω − cone {v} = dom T . In the case λ < 0, since v ∈ Ω ∞ , one has x = ω + (−λ)v ∈ Ω ⊆ dom T . Thus, (4) holds in this case. The proof for (5) is straightforward.
The inequality ≥ in (6) (even for arbitrary v) is obvious. Let max {ϕ(x), 0} < λ. By the definition of ϕ, there exists t ∈ (−∞, λ) such that x+tv ∈ Ω. Then x+λv = x+tv+(λ−t)v ∈ Ω + R + v = Ω, and so T (x) ≤ λ. It follows that T (x) ≤ max {ϕ(x), 0} .
Remark 2.2
The scalarization function associated with Ω and v was introduced by Gerstewitz (Tammer) and Iwanow [6] as in (2) . This function has been used extensively in vector optimization; see [11] and the references therein. Two important properties of ϕ v (·; Ω) are: ϕ v (x + tv; Ω) = ϕ v (x; Ω) − t for all x ∈ X, t ∈ R,
and ϕ v (·; Ω) = ϕ v (·; Ω + R + v).
However, T v (·; Ω) ≥ T v (·; Ω + R + v) in general. This can be seen by taking 1] , and v = (1, 0).
Proposition 2.3
The infimum in the directional minimal time function (1) always attains for any x ∈ dom T . That means
Proof: Let x ∈ dom T and let t := T (x). Then there exists a sequence t k → t with t k ∈ [0, ∞) and x + t k v ∈ Ω for every k. Thus, x + tv ∈ Ω since Ω is closed. Suppose t ∈ (0, ∞) and Π v (x; Ω) / ∈ bd Ω. Then Π v (x; Ω) ∈ int Ω, so there exists δ > 0 such that
which is a contradiction.
For any x ∈ dom T , the element Π v (x; Ω) = x + T (x)v is called the projection from x to Ω with respect to the directional minimal time function (1).
Proposition 2.4 For any
The equality T (x) = 0 holds if and only if x ∈ Ω. Moreover, T is lower semicontinuous.
Proof: The proof of (8) is obvious. Suppose x ∈ Ω. Then x + 0v ∈ Ω, so T (x) ≤ 0, and hence T (x) = 0. Now suppose T (x) = 0. Then x + T (x)v = x ∈ Ω. Since L α is closed for every α ∈ R (L α being empty for α < 0), the function T is lower semicontinuous.
Remark 2.5 Because T is lsc, in the case v ∈ Ω ∞ , by (6), we have that T and ϕ coincide on a neighborhood of x for any x ∈ X with T (x) > 0. This shows that the properties of T proved at elements x ∈ X with T (x) > 0 can be extended to similar properties of ϕ [having in view also (7)].
Proposition 2.6 The function T is convex if and only if Ω is convex.
Proof: Suppose that Ω is convex. Fix x 1 , x 2 ∈ dom T and λ ∈ (0, 1). Then
Since Ω is convex, this implies
Thus,
Conversely, if T is convex, then {x ∈ X | T (x) ≤ 0} = Ω is convex.
We are now going to study the strict convexity of T . For a, b ∈ X, let
be the line segment connecting the two points. A set Ω is called strictly convex if for any x 1 , x 2 ∈ Ω, x 1 = x 2 , and for any t ∈ (0, 1), one has
Proof: Suppose by contradiction that x 1 , x 2 ∈ [a, b], x 1 = x 2 , α ∈ (0, 1) and
which is a contradiction since the projection must belong to the boundary of Ω by Proposition 2.3.
Proposition 2.8 Fixx ∈ dom T . One always has
For λ > 0, suppose further thatx − γv / ∈ Ω for every γ ∈ (0, λ]. Then
Moreover,
and the equality holds if v ∈ Ω ∞ .
Let us show that
Indeed, one can assume t := T (x + λv) < ∞. Then
This implies T (x) ≤ λ + t, and the result follows. From (11) , one has T (x) − λ ≤ T (x + λv), and hence (9) holds. Let us now prove the second equality under the assumption thatx − γv / ∈ Ω for every γ ∈ (0, λ]. Letȳ :=x − λv. Thenx =ȳ + λv. From (11), one has
This impliesȳ ∈ dom T . In this case, we can easily see that 0 < λ ≤ T (ȳ). Indeed, let
. Applying (9) , one has T (x) = T (ȳ) − λ = T (x − λv) − λ, and the second equality follows.
The inequality (10) follows from (11) . Let us prove that the equality holds if v ∈ Ω ∞ . There is nothing to prove if T (x) = ∞. Consider two cases T (x) > t and T (x) ≤ t. In the first case, one has
Thus, T (x + tv) ≤ T (x) − t, and the conclusion holds. In the second case, one has
Thus, T (x + tv) = 0, and the conclusion also holds.
Corollary 2.9 Assume that there existx
Then there exists t ∈ [0,t) such that T is finite and not continuous atx + tv.
Proof: By hypothesis, there exists t 0 ∈ (0,t) such thatx + t 0 v / ∈ Ω. Considering the largest interval I ⊆ [0,t] containing t 0 ∈ I such thatx + sv /
∈ Ω for every s ∈ I, we may assume that I = (0,t). Thus, for every λ ∈ (0,t), we have thatx +tv − γv / ∈ Ω for every γ ∈ (0, λ]. Using the previous proposition, we get T (x +tv − λv) = T (x +tv) + λ = λ, and so
Therefore, T is not continuous atx.
The next result provides a sufficient condition and a necessary condition for the continuity of T at somex ∈ dom T .
Proof: Fix any number λ such that T (x) < λ. We can assume that λ < T (x) + γ. Then x + λv ∈ int Ω. Choose δ > 0 such that
For any x ∈x + δIB, one has T (x) ≤ λ. Thus, T is upper semicontinuous atx, so it is continuous at this point.
Suppose that v ∈ Ω ∞ and T is continuous atx. Consider λ > T (x). Since T is continuous atx, there exists δ > 0 such that whenever x ∈ V :=x + δIB, one has T (x) < λ. This implies x + λv ∈ Ω, so x ∈ Ω − λv. Thus, V ⊆ Ω − λv or λv + V =x + λv + δIB ⊆ Ω. Therefore,x + λv ∈ int Ω.
Example 2.11
Let Ω := {(x, y) ∈ R 2 | y = 0} and let v = (0, 1). Then T is continuous at
We end this section with other properties of the directional minimal time function which will be used in the next sections.
Proposition 2.12 For two nonempty closed subsets A and B of X, the following hold:
In the other case, let s := T v (x; A) and t := T v (x; B). Then x + tv ∈ A and y + tv ∈ B.
Thus, x + y + (s + t)v ∈ A + B. This implies
The proof is now complete.
Generalized Differentiation Properties
In this section, we are going to study generalized differentiation properties of the directional minimal time function (1) . Various subdifferential structures of variational analysis will be employed to study the function. The results from this section will be important for the study of Lipschitz continuity of the function in Section 4 and for applications to location problems in Section 5.
Fenchel conjugate and subgradients in the sense of convex analysis
For a function ψ : X → (−∞, ∞], recall that the Fenchel conjugate of ψ is an extended real-valued function on X * defined by
Let us start with a formula for representing the Fenchel conjugate of the directional minimal time function (1) in terms of the support function of Ω defined on X * by
Proposition 3.1 The function T is a lsc proper function and
Proof: The fact that T is lower semicontinuous has been proved in Proposition 2.4. It is proper since Ω ⊆ dom T . We have the following
The formula then follows easily.
where Ω is convex. Then
Moreover, ifx ∈ Ω and v ∈ Ω ∞ , then
Proof: Consider
Sincex + T (x)v ∈ Ω, the following holds
It follows that
Because T (x) ≥ 0 and 1 + v, x * ≥ 0, one has
Ifx ∈ Ω, then σ Ω (x * ) = x, x * , and so x * ∈ N (x, Ω). Ifx / ∈ Ω, then T (x) > 0, and so 1 + v, x * = 0. It follows that
and x * ∈ N (x + T (x)v, Ω). Thus, the inclusion ⊆ holds in (12) . Conversely, ifx ∈ Ω and
Thus, T (x) + T * (x * ) = x, x * , and so x * ∈ ∂T (x). Ifx / ∈ Ω and
It follows that T (x) + T * (x * ) = x, x * , and again x * ∈ ∂T (x). Under the condition v ∈ Ω ∞ , one sees easily that x * , v ≤ 0 for every x * ∈ N (x; Ω). Thus, equality (13) follows.
where Ω is convex and X is a Banach space. Then
Proof: Fix any x * ∈ ∂ ∞ T (x). Then there exist sequences
and hence x * , −v ≤ 0. It follows that x * ∈ {v} + . Now fix any x * ∈ N (x, Ω) ∩ {v} + . Then kx * ∈ N (x; Ω) and kx * , −v ≤ 0 < 1 for every k. By Theorem 3.2, kx * ∈ ∂T (x), and hence
. We have seen that dom T = Ω − R + v, and so
The proof for the second equalities under the condition v ∈ Ω ∞ follows from the last observation in the proof of Theorem 3.2.
Moreover, if ∂T (x) is nonempty, then equality holds.
Because X is a Banach space, we have that (λ k x * k ) is bounded. From the inequality x −x k , x * k ≤ 0 for k ≥ 1 and x ∈ Ω, one has
Assume now that ∂T (x) = ∅ and fix x * 0 ∈ ∂T (x). By Theorem 3.2, we have that
Thus, x * k ∈ ∂T (x). Taking x k :=x and λ k := 1/k, we obtain that x * ∈ ∂ ∞ T (x).
Example 3.5 Let Ω = IB(0; √ 8) in R 2 with the Euclidean norm and let v = (1, 1). For x = (−2, −2) ∈ Ω, using the formula from Theorem 3.2, one has
We end this section with a result referring to the scalarization function ϕ given in (2). The result is immediate from Proposition 3.4 and Theorem 3.2, using Remark 2.5.
Moreover, if X is a Banach space, then
and the equality holds if ∂ϕ(x) = ∅.
Dini-Hadamard directional derivatives and subgradients
Let ψ : X → (−∞, ∞] be a function and letx ∈ dom ψ. The Dini-Hadamard directional derivative of the function atx in the direction u is given by
If ψ is Lipschitz continuous aroundx, the Dini-Hadamard directional derivative coincides with the (lower) Dini directional derivative
Letx ∈ Ω. The Bouligand contingent cone to Ω atx, denoted by K(x; Ω), is the set of d ∈ X such that there exist sequences t k → 0 + and
We also define the Dini-Hadamard normal cone
and the Dini-Hadamard subdifferential of ψ atx
Then there exist sequences u k → u and t k → 0 + such that
In particular, we may assume that
. Assume that λ < ∞. Then u + λv ∈ K(x, Ω), and so there exist sequences u ′ k → u + λv and
Theorem 3.8 For anyx ∈ Ω, one has
Proof: Fix any x * ∈ ∂ − T (x). By the definition and Lemma 3.7,
Thus, x * ∈ N − (x; Ω). Now suppose that x * , −v ≤ 1 and x * ∈ N − (x; Ω). For any h ∈ X, let us show that
The inequality holds obviously if T ′ (x; h) = ∞. Consider the case where
Then h + tv ∈ K(x; Ω). Thus, x * , h + tv ≤ 0. This implies
Therefore, x * ∈ ∂ − T (x), and (14) has been proved.
Lemma 3.9 Letx ∈ dom T \ Ω and letx := Π v (x; Ω). Then
Moreover, equality holds for those u ∈ X with T ′ (x, u) = −∞. This equality also holds if v ∈ Ω ∞ .
Proof: Assume that ϕ v (u, K(x, Ω)) < λ ∈ R. Then there exists µ ∈ (−∞, λ) such that u + µv ∈ K(x, Ω), and so there exist (u ′ k ) → u + µv and (
In particular, we may assume that λ k ∈ R for k ≥ 1. It follows that
Since (u k +λ k v) → u+λv, we have that u+λv ∈ K(x+T (x)v, Ω), and so ϕ v (u, K(x, Ω)) ≤ λ. The conclusion follows.
The proof of the equality in the case where v ∈ Ω ∞ is left for the readers.
A function ψ : X → (−∞, ∞] is called calm atx ∈ dom ψ if there exist constants ℓ ≥ 0 and δ > 0 such that
We also say that ψ is lower calm atx if there exist constants ℓ ∈ IR and δ > 0 such that
It is obvious that if ψ is Lipschitz continuous aroundx, then it is (lower) calm at every point in a neighborhood ofx.
Corollary 3.10 Letx ∈ dom T \ Ω and letx := Π v (x; Ω). Suppose that T is lower calm at
Proof: By definition,
where ℓ is a constant. The equality then follows directly from Lemma 3.9.
Theorem 3.11 Letx ∈ dom T \ Ω and letx := Π v (x; Ω). Then
The opposite inclusion holds if T is lower calm atx.
Proof: Fix any x * ∈ ∂ − T (x). By Lemma 3.9,
A similar argument to the proof of Theorem 3.8 gives us x * , −v ≤ 1 and x * ∈ N − (x; Ω). We also have, using Proposition 2.8, that
Thus, x * , −v = 1. Let us prove the opposite inclusion under the lower calmness; hence T ′ (x, h) > −∞ for all h ∈ X. Fix any x * ∈ X * such that x * , −v = 1 and x * ∈ N − (x; Ω). We will show that
Fix any h ∈ X. The inequality obviously holds when T ′ (x; h) = +∞; so, assume that T ′ (x; h) ∈ R. By Corollary 3.10,
Therefore, x * , h ≤ T ′ (x; h), and hence x * ∈ ∂ − T (x). The result referring to ϕ v (·; Ω) which corresponds to Corollary 3.10 and Theorem 3.11 is the following. 
and
Hölder and Fréchet subgradients
Let ψ : X → (−∞, ∞] be an extended real-valued function and letx ∈ dom ψ. Given s > 0, an element x * ∈ X * is called an s−Hölder subgradient of the function ψ atx if there exist δ > 0 and σ > 0 such that
The set of all s−Hölder subgradients of the function atx is called the s−Hölder subdifferential of the function at this point and is denoted by ∂ s ψ(x).
Similarly, the s−Hölder normal cone to a set Ω atx ∈ Ω is the set of all x * ∈ X * such that there exist δ > 0 and σ > 0 such that
In the case where s = 1 and X is a Hilbert space, these structures reduce to the proximal subdifferential and proximal normal cone, respectively; see [4] .
Proposition 3.13 For anyx ∈ Ω, one has the following representation of s−Hölder subgradients:
Suppose additionally that v ∈ Ω ∞ . Then
Proof: Fix any x * ∈ ∂ s T (x). Then there exist δ > 0 and σ > 0 such that
for all x ∈ IB(x; δ).
Since T (x) = 0 for all x ∈ Ω, one has
This implies x * ∈ N s (x; Ω). Sincex − tv ∈ IB(x; δ) for t > 0 sufficiently small, one has
Letting t → 0, one has x * , −v ≤ 1. The inclusion ⊆ in (15) has been proved. Now fix any x * ∈ X * such that x * , −v ≤ 1 and x * ∈ N s (x; Ω). Then there exist δ > 0 and σ > 0 such that
Suppose by contradiction that x * / ∈ ∂ s T (x). Then there exist sequences σ k → ∞ and x k →x such that
This implies t k → 0 as k → ∞ and x k =x for every k. Moreover,
For sufficiently large k, one has
We also have
It follows that for sufficiently large k,
which implies σ k < σ(1 + x * v ) 1+s . We have arrived at a contradiction since σ k → ∞. Suppose now that v ∈ Ω ∞ . Using x :=x + tv ∈ IB(x; δ) for t > 0 sufficiently small, we arrive at x * , v ≤ 0, and hence (16) holds. The proof is now complete. Theorem 3.14 For anyx ∈ dom T \ Ω, one has the following representation of s−Hölder subgradients:
Ω). Suppose further that T is lower calm atx. Then
for all x ∈ IB(x; δ). Since Ω is closed, we can assume without loss of generality that IB(x; δ) ∩ Ω = ∅. Choose t > 0 sufficiently small so thatx − tv ∈ IB(x; δ). Then (using also Proposition 2.8)
This implies
Thus, x * , −v ≤ 1. Usingx + tv in a similar way, one has x * , −v ≥ 1.
Fix any x ∈ Ω with x −x < δ. Then x − T (x)v −x < δ. Let t := T (x). Using x − tv + tv ∈ Ω, one has
Thus, x * ∈ N s (x; Ω). Let us prove the opposite inclusion under the calmness of T . Let ℓ, δ > 0 be such that
Take x * ∈ N s (x; Ω) with x * , v = −1. Then there exist σ > 0 and δ ′ > 0 such that
Assume that x * / ∈ ∂ s T (x). Then there exists a sequence (x k ) ⊆ B(x, δ) such that x k →x and
From (17) and (19) we obtain that |T (
clearly, u k →x, and so u k ∈ B(x, δ ′ ) for k ≥ k 0 with k 0 ≥ 1 fixed. It follows that for k ≥ k 0 we have
Using (19) we get
Similar proofs yield the representations below for Fréchet subgradients of the directional minimal time function (1) in both in-set case and out-of-set case.
Proposition 3.15 For anyx ∈ Ω, one has the following representation of Fréchet subgradients:
∂T
Theorem 3.16 For anyx ∈ dom T \ Ω, one has the following representation of Fréchet subgradients:
wherex := Π v (x; Ω). Suppose further that T v (·; Ω) is lower calm atx. Then
The result referring to ϕ v (·; Ω) which corresponds to Theorems 3.14 and 3.16 is the following.
Corollary 3.17
Assume that v ∈ Ω ∞ ,x ∈ X is such that ϕ(x) ∈ R, where ϕ := ϕ v (·; Ω), and s > 0. Then
Moreover, if ϕ is lower calm atx, then equalities hold in the previous two inclusions.
Limiting Subgradients
Theorem 3.18 For anyx ∈ Ω, one has the following representation of limiting subgradients:
Proof: Fix any x * ∈ ∂T (x). Then there exist sequences x * k w * − − → x * and x k T − →x with
. This implies x * ∈ N (x; Ω). In both cases: x k ∈ Ω and x k / ∈ Ω, we always have x * k , −v ≤ 1. Thus
Let us prove the opposite inclusion. Fix x * ∈ X * with x * , −v ≤ 1 and x * ∈ N (x; Ω).
Then there exist sequences
, and hence x * ∈ ∂T (x). So we can assume γ k > 1 for every k. Clearly, γ k → γ := x * , −v = 1. Let
. So again, x * ∈ ∂T (x). We say that Ω satisfies property P aroundx with a radius r > 0 if there exists a neighborhood V ofx such that x − tv / ∈ Ω for all t ∈ (0, r] and for all x ∈ V ∩ bd Ω. For example, if Ω is the epigraph of a continuous function ψ : X → (−∞, ∞] and v = (0, 1), where 0 is the zero element of X, then property P is satisfied.
Theorem 3.19 For anyx ∈ dom T \ Ω, one has the following upper estimate of limiting subgradients:
wherex := Π v (x; Ω). Suppose further that T is lower calm aroundx. Then
under the assumption that Ω satisfies condition P aroundx with the radius r = T (x).
Proof: Fix any x * ∈ ∂T (x). Then there exist sequences x k →x with T (x k ) → T (x) and
Under the assumption made, x * k , v = −1 and x * k ∈ N (x k ; Ω) for sufficiently large k, wherex k := x k +T (x k )v ∈ Ω (see Theorem 3.16). Then x * , v = −1.
Clearly,x k Ω →x. Thus, x * ∈ N (x; Ω). The first inclusion has been proved. Let us prove the opposite inclusion. Fix any x * ∈ X * with x * , v = −1 and x * ∈ N (x; Ω). Then there existx k
by the cone property of the Fréchet normal cone. Clearly,x k belongs to the boundary of Ω. Let x k :=x k − rv. Under the P property, and using Proposition 2.8, we have that T (x k ) = r and Π(x k ; Ω) =x k . Thus, by Theorem 3.16,x * k ∈ ∂T (x k ). Since
Theorem 3.20 Forx ∈ Ω, one has
Proof: The proof of ⊆ follows directly from the definition of singular subgradients and the proof of Theorem 3.19. Let us prove the opposite inclusion. Fix any x * ∈ {v} + ∩ N (x; Ω).
, and hence kx * k ∈ ∂T (x k ). This implies x * ∈ ∂ ∞ T (x). In the contrary case µ k < 0 for every k, and so
Then, by definition, again x * ∈ ∂ ∞ T (x).
The proof of the theorem below is also straightforward.
Theorem 3.21
For anyx ∈ dom T \ Ω, one has
Lipschitz properties of directional minimal time functions
In this section, we are going to study Lipschitz properties of the directional minimal time function (1). Necessary and sufficient conditions for globally Lipschitz property and locally Lipschitz property/Lipschitz continuity will be established.
Proposition 4.1 Suppose that v ∈ int Ω ∞ . Then T is globally Lipschitz with Lipschitz constant
.
It follows from Proposition 2.12 (2) that
This implies
Fix any r > 0 such that IB(v; r) ⊆ K. Then IB(0; r) ⊆ K − v. We have the following for u / ∈ K by the cone property of K
It follows from (22) that
That implies
Proposition 4.2 The function T is finite-valued and Lipschitz if and only if
Proof: Suppose T is finite-valued and Lipschitz. Then v ∈ Ω ∞ . Otherwise, there exist x ∈ Ω and t > 0 such thatx + tv / ∈ Ω. Becausex + tv ∈ X = dom T = Ω − R + v, there exists s > 0 such thatx + tv + sv ∈ Ω. Takingt := t + s and using Corollary 2.9, we get some t 0 ∈ [0,t) such that T is not continuous atx + t 0 v, contradicting our hypothesis. Therefore,
Let ℓ ≥ 0 be the Lipschitz constant of T , that is
We are going to show that v + 1 ℓ IB ∈ Ω ∞ . Indeed, fix an e ∈ 1 ℓ IB. Using Proposition 2.8, for any x ∈ Ω and t ≥ 0, one has T (x + t(v + e)) = T (x + te + tv) = max{T (x + te) − t, 0} ≤ max{T (x) + tℓ e − t, 0} ≤ 0.
This implies x + t(v + e) ∈ Ω. Thus, v + e ∈ Ω ∞ .
The converse follows from Proposition 4.1.
In what follows, we are going to characterize the Lipschitz continuity of the minimal time function (1) using both direct and generalized differentiation approaches. Proof: By hypothesis, there exist ℓ ≥ 0, δ > 0 such that T is finite on IB(x; δ) and |T (x) − T (y)| ≤ ℓ x − y for all x, y ∈ IB(x; δ).
Ifx ∈ Ω the conclusion is obvious. In the contrary case take 0 < ε < min{T (x), δ/(1+ v )}. Then there exists δ ′ ∈ (0, ε] such that T (x) > t := T (x) − ε > 0 for every x ∈ B(x; δ ′ ). Then for x ∈ B(x; δ ′ ) we have that
and so x + tv ∈ IB(x; δ), and T (x + tv) = T (x) − t (by Proposition 2.8). It follows that
Assume that v ∈ Ω ∞ and that T is Lipschitz aroundx. Letx / ∈ Ω. Using (6) (see also Remark 2.5), we obtain that ϕ is Lipschitz aroundx. Using now (7) we obtain that ϕ is Lipschitz aroundx. Using again (6) we get the Lipschitz continuity of T. The proof is complete. 
Proof: The implication ⇒ is obvious. Assume (23) holds for ℓ ≥ 0 and δ > 0. Consider
, using (23) we get
Therefore, T is Lipschitz on IB(x; δ ′ ) with the same constant ℓ.
Recall that Ω is epi-Lipschitz atx ∈ X in the direction v = 0 if there exists δ > 0 such that for all ω ∈ Ω ∩ IB(x; δ), u ∈ IB(v; δ), and λ ∈ [0, δ], one has ω + λu ∈ Ω; see, e.g., [10, 11] . Proof: We only need to show that (23) holds for some ℓ ≥ 0 and δ > 0. Under the epiLipschitz condition, we see that T is finite aroundx. By contradiction, there exist v k → 0,
Then v k = 0 for every k. With the same notation in the definition of the epi-Lipschitz property, one has that
∈ Ω for t ∈ [0, δ], e ≤ δ and sufficiently large k.
This implies T (x k + te) ≤ t. Thus,
Comparing with (24), we have arrived at a contradiction. Suppose that T is Lipschitz continuous aroundx ∈ dom T and v ∈ Ω ∞ . Suppose by contradiction that Ω is not epi-Lipschitz aroundx in the direction v. Then there exist sequences
Since u k → 0, we have arrived at a contradiction. Let v ∈ Ω ∞ and assume that T is Lipschitz continuous aroundx. By Lemma 4.3 we have that T is Lipschitz continuous aroundx ∈ Ω. By Theorem 4.5 we obtain that Ω is epi-Lipschitz atx in the direction v.
In [11, Theorem 7] , a necessary and sufficient condition for the Lipschitz continuity of the scalarization function was proved under the free-disposal condition, that is Ω + P = Ω for some closed convex cone P with v ∈ P . Notice that in Theorem 4.5 and Corollary 4.6, the free-disposal condition is not required to prove the sufficient condition for Lipschitz continuity of the directional minimal time function (1) . The proof of [11, Theorem 7] is not applicable to our results since it is based on time property from [12, Theorem 2.3.1], which is not satisfied by the directional minimal time function.
In the theorem below, we are able to fully characterize the Lipschitz continuity of the directional minimal time function (1) without using the free-disposal condition. For simplicity, we present our results in finite dimensions. and
Then T is Lipschitz continuous aroundx = (0, −2) / ∈ Ω. However,
Applications to location problems
In this section, we are going to apply the results obtained previously to study directional location problems. To the best of our knowledge, the location model of this type has not been considered in the literature.
Given the nonempty closed target sets Ω i for i = 1, . . . , n and n directions v i = 0 for i = 1, . . . , n, and given a nonempty closed constraint set Ω 0 , find a pointx ∈ Ω 0 such that the sum of the times to reach the target sets is minimal. The optimization model is
It is clear that Proof: Under the assumptions made, one has
Let us first suppose that (1) is satisfied. In the case where the constraint Ω 0 is compact, an optimal solution exists by the classical Weierstrass theorem since S is lower semicontinuous.
Suppose without loss of generality that Ω 1 is compact. Let (x k ) ⊆ Ω 0 be a minimizing sequence. That means S(x k ) → γ as k → ∞. Thus, T v 1 (x k ; Ω 1 ) < γ + 1 for sufficiently large k. For t k := T v 1 (x k ; Ω 1 ), one has
Since Ω 1 is compact, it is clear that (x k ) has a convergent subsequence (without relabeling) tox ∈ Ω 0 . Since S is lower semicontinuous,
Therefore,x is an optimal solution of the problem.
In the case where (2) is satisfied, we use a similar argument using the observation that S is weakly lower semicontinuous since it is convex and lower semicontinuous. Moreover, every closed bounded convex set in a reflexive Banach space is weakly sequentially compact. Proof: We will show that S is strictly convex on Ω 0 ∩ dom S. Suppose by contradiction that there exist a, b ∈ Ω 0 ∩ dom S, a = b, and t ∈ (0, 1) such that In what follows we are going to establish necessary and sufficient optimality condition for problem (25). For every u ∈ X, define I(u) := {i ∈ {1, . . . , n} | u ∈ Ω i }, and J(u) := {i ∈ {1, . . . , n} | u / ∈ Ω i }.
Theorem 5.3 Let X be an Asplund space (see [7] for the definition). Consider the optimization problem (25). Suppose thatx ∈ Ω 0 is an optimal solution of the problem and T v i (·; Ω i ) is Lipschitz continuous aroundx for all i = 1, . . . , n. Then there exist x * i ∈ X * with the following properties: (1) x * i ∈ N (x i ; Ω i ), wherex i := Π(x; Ω i ) for i = 1, . . . , n. Finally, the x * i for i = 1, . . . , n satisfy (1) and (2) by Theorems 3.18 and 3.19. In the convex case, we are able to obtain necessary and sufficient optimality conditions under less restrictive assumption as in the theorem below. Then we use the well-known convex subdifferential sum rule and Theorem 3.2 to complete the proof.
Remark 5.5 (1) With the available subdifferential formulas for directional minimal time functions in the convex case from the paper, we are able to develop a numerical algorithm of subgradient type to solve problem (25) when the sets and the directions involved are of particular shapes. See [2] for more details on the theory of the subgradient method.
(2) Similar methods can be applied to the generalized Sylvester smallest enclosing ball problem stated as follows: given a finite number of nonempty closed target sets Ω i for i = 1, . . . , n and n nonzero vectors v i for i = 1, . . . , n, and a nonempty closed constraint set Ω 0 , find a pointx ∈ Ω 0 to place the initial points of the vectors such that the vectors can reach all the targets in the shortest time. This problem can be modeled as follows: minimize max{T v i (x; Ω i ) | i = 1, . . . , n} subject to x ∈ Ω 0 .
