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Introduction 20 21
Electroencephalographic (EEG) signal is very susceptible to a variety of large signal contamination such as power line noise, 22 biological or electrode artifacts. As these artifacts can be associated to cerebral activity they should be removed by filtering 23 before further signal analysis. However, traditional methods, such as band-pass filter, are not adequate if the frequency band of 24 the contaminant signal is within the band of the true signal, for example the electromyographic signal and the power line noise. 25 There exist other kinds of artifacts that need different approaches to be removed, for example, certain peak and spike noise, heart 26 electrical activity present throughout the body [1] , short-time high-amplitude events in the recorded EEG for the evaluation of 27 epileptic seizures that mask the quasi-periodic structure of the seizures [2] . The most commonly used approaches for these 28 problems are filters mainly based on adaptive algorithms with linear and nonlinear structures [3, 4] or eigenvalue decomposition 29 [5] . Furthermore, eye blinks and movements of the eye balls produce electrical activity along the scalp that interferes with the 30 EEG. In order to remove ocular artifacts from EEG, many regression-based techniques have been proposed [6] [7] [8] [9] [10] [11] . They require 31 calibration trials in order to estimate the electrooculogram (EOG) component from each one of the EEG channels and then they 32 remove it by subtraction. Independent component analysis (ICA) represents an efficient way [12, 13] to perform EOG signal 33 separation from the EEG signals. Several methods for dealing with ocular artifacts in the EEG were reviewed by Croft et al. [14] , 34 focusing on the relative merits of a variety of EOG correction procedures. A noise cancellation method based on adaptive 35 filtering was implemented by He et al. [15] with the aim of removing ocular artifacts from on-line EEG without calibration trials 36 but using the EOG signal as reference. Furthermore, the acquisition of EEG during functional magnetic resonance imaging 37 (fMRI) procedure is contaminated by numerous possible sources of artifacts, such as short-time and high-amplitude events for 38 instance burst suppression, artifacts originated from the surrounding electromagnetic field, the fMRI-related gradient artifacts, 39
and The analytic signal ( ) of a real signal x(t) can be written as 57 58
where x(t) can be expressed as the product of two signals 59 60 where B is the total bandwidth of the signal ( ) 70 71
where m(t)' is the derivative of the analytic signal envelope m(t), ( ) = 
where ������ is the mean value of ( ) and k is an arbitrary constant. 88
The main steps of the proposed filter algorithm applied to a signal x(t) are: 89 1) To calculate the analytic signal y(t) of x(t). 90
2) To calculate the envelope m(t) and the instantaneous phase ϕ(t). 91
3) To filter the m(t) by using a FIR filter with a cut off frequency B AM in order to obtain m filt (t). 92 4) To preserve the samples that satisfy m(t) < Th(t) in order to obtain the signal m Th (t) (7). 93 5) To multiply the filtered envelope m Th (t) by ( ), in order to obtain the final filtered signal x filt (t) (8). 94
This filter removes all or part of the peaks or spikes (depending on k value of Th(t) ) in the original signal x(t), preserving its 96 frequency information. 97 98
Simulated Time Series 99 100
A set of simulated time series ( ) of EEG signals corrupted by peak or spike noise was generated. 101 102
where s(t) represents the pure EEG signal and n(t) a signal containing random events of peak or spike waveforms. 104
The signals s(t) were created by using functions that generate simulated EEG data [25] . These functions create uncorrelated 105 noise generated such that its power spectrum matches the power spectrum of human EEG. The simulated EEG was constructed 106
by summing together a number of phase-randomized sinusoids (frequencies from 0.1 to 125 Hz and phase between 0 and 2π), the 107 amplitude of which varied with frequency according to the power spectrum of empirical EEG data. Because this process amounts 108
to an inverse-Fourier transform (with randomized phase) of a spectral analysis of real data, the simulated data match closely the 109 features of empirically observed EEG data [26] [27] . The mean value of s(t) is ( ) ����� = 0 and the standard deviation is bounded 110 0.6<σ s <1 μV.
111
The noise n(t) was created combining peak and spike events with random amplitude and random frequency of occurrence, in 112 order to simulate the worsts noisy case in the EEG signal. The spike events were simulated with triangle waveforms, tri(t) 113 114
where is a random variable that has normal distribution with expected value ̅ = 0, standard deviation 20σ s , and = 115 0.04 s. These values permitted to create triangle waveforms with negative or positive values about 20 times the maximum EEG 116 value and with duration that simulates short-time spike EEG artifacts. Then, the signal noise n(t) was built as 117 118
where is a random variable that has normal distribution with expected value ̅ =0 and standard deviation 20σ s , 119 Two sets of 1000 signals x(t) were generated with a sampling frequency of 256 Hz and a length of 100 s: set EEG1, 1000 124 signals corrupted with isolated peak and spike noise; set EEG2, 1000 signals corrupted with isolated peak and spike noise and 125 with 20 consecutive triangle waveforms ( ( )) in two randomly selected windows of 2 s along the signal. In this way, set 126 EEG2 contains signals more contaminated than EEG1. 127 128
Calculation of parameters B AM and k of Th(t) 129
In order to obtain the cutoff frequency value of the low-pass filter, equation (4) peaks. In this way, a bandwidth of B AM =1 Hz can be an acceptable value and it was taken into account for the present study. In 134 the same way, the total bandwidth B was calculated from the equation (3) obtaining a mean value � = 57.44± 2. 
140
In order to find the best value of k to calculate Th(t) (6) that permits to have the best performance in peak and spike removal, 141 the ASEF algorithm was applied to the x(t) signals of the set EEG2, varying k in the 0.1≤k≤1.2 range. 142
For each x filt (t) and s(t) signal, the coherence function ( ( ) ) and an index based on the rate of the absolute error (RAE) 143 before and after filtering were applied for validation. 144
is a function of the power spectral densities (P xx and P ss ) and the cross power spectral density (P xs ) of x(t) (or 145
x filt (t)) and s(t). 146 147
148 where 0≤ ( ) ≤ 1 ∀f. The function ( ) indicates how well the signal x(t) (or x filt (t)) corresponds to s(t) at each frequency f. 149
In this work, the index was defined as the mean value of ( ) with respect to f. 150
The index RAE was defined as 151 152
In this way, low values of RAE denote low absolute error after filtering, indicating good efficiency in the removal of peak and 154 spike noise n(t).
155
The optimum k b value was defined as the average of those k values corresponding to the minimum RAE and the maximum . 156
For the set EEG2, k b = 0.43±0.07 is the optimum value (as seen in Fig. 2 ) and this is the value of k that will be taken into account 157 in the present study. 158 159 • LMS (Least Mean Square) adaptive filter of 500th-order with step size of 0.0001, using s(t) as reference signal. 169
BAM(Hz)
• NLMS (Normalized Least Mean Square) adaptive filter of 300th-order with step size of 0.1, no leakage and using s(t) as 170 reference signal. 171
• RLS (Recursive Least Square) adaptive filter of 100th-order, using s(t) as reference signal. 172
All parameters of the adaptive filters were chosen after several tests on a subset of simulated EEG data randomly chosen, in 173 order to provide the highest correlation coefficient (ρ) and C and the lowest RAE, to guarantee filter stability with a reasonable 174 computational cost. 175
The performances of ASEF filtering were evaluated using: 176
• ASEF without using the threshold Th(t) [22] . 177
• ASEF using the threshold Th(t) with k=0.43.
178
In order to evaluate the performance of each filter, the correlation coefficient (ρ), and RAE were calculated between signal 179
x filt (t) and s(t). 180 181 182 183  184 Finally, ASEF was tested on real EEG data (s(t) signal). Noise signal n(t) was added to each signal s(t) and then the ASEF was 185 applied to the corrupted signal x(t) (9 
Real EEG Data

RAE C
The ASEF filtering reduces the amplitude of the peak and the triangular waveforms n(t) without changing in a significant way 198 the components of the pure signal s(t). This effect can be observed in Fig. 3a where ASEF filtering was applied to a simulated 199 corrupted signal x(t). A segment of 5 seconds of the signal x(t) and its corresponding filtered signal x filt (t) are shown in in Fig. 3b . 200 In a similar way, Fig. 3c presents the same five-second segment of the x(t) signal and its corresponding filtered signal x filt (t) by an 201 adaptive filter LMS. Comparing Fig. 3b and Fig. 3c , it can be observed that ASEF filtering (Fig. 3b ) and the adaptive filter ( In red xfilt(t), and in blue x(t). The performance of the ASEF without Th(t) was quite similar to the adaptive filters in terms of RAE but present higher value 225 of . Considering the performance of the best adaptive filter (LMS), it can be noted that even if the peak noise n(t) is reduced, 226 the filtering affects also the pure signal s(t) and consequently RAE is higher in LMS than in ASEF and is lower in LMS than in 227 ASEF. 228
216
(a) 230
231
(b) 232 
236
3.2 Real EEG data 237 238 Fig. 5a shows an example of an EEG signal before and after ASEF filtering with Th(t). The effect of the filtering was tested by 239 calculating the indexes RAE and on unfiltered EEG, on EEG filtered with ASEF (without and with Th(t)) and on adaptive filter 240 (LMS). The LMS adaptive filter was chosen because it gave better performance than all other adaptive filters when applied to the 241 simulated dataset (as seen in Fig. 4) . The results of RAE and indexes calculated from s(t) and x filt (t) are presented in Fig. 5b and  242 Fig. 5c. It can be observed a quite low value of RAE and high value of when ASEF is applied with k=0.43. Also, it can be 243 noted that RAE of LMS and ASEF without Th(t) get values higher than the unit, that corresponds to non-filtered EEG (x(t) = 244
x filt (t)). This means that filtering with these procedures introduces other type of noise to the original signal s(t), consequently, the 245 absolute error value in the signal x filt (t) is higher than in the signal x(t). The obtained values of ρ between s(t) and x filt (t) were 246 similar to those of simulated data: 0.55<ρ<0.85 for the LMS and the ASEF filtering without Th(t) and ρ > 0.85 for ASEF 247 filtering with threshold Th(t).
248
These results denote a good performance in the removal of peaks and spikes also in real EEG data as well as in simulated EEG 249 data. 250 251 
257
Uncorrupted signals 258 259
Finally, the algorithm was applied to signals without any contamination. The main aspect of the ASEF is that the amplitude of the signal x(t) is modified without changing the phase (t) using only 294 the filtered envelope m filt (t). The filtered signal x filt (t) presents a reduction of the peak and spike amplitude compared with the 295 original signal s(t) (RAE<0.5), but without affecting the frequency components ( >0.8). It should be noted that all this can be 296 calculated in the time domain without needing any reference signal or any multichannel recording. This is advantageous when it 297 is necessary to minimize the number of channels in a recording. 298
The concept and the methodology of this filter is similar to our previous designed filter published in [22] , but in this current 299 paper the algorithm for the calculation of the bandwidth of the envelope at low frequencies of the generic signal was improved 300 and a threshold based on the filtered envelope was introduced. These modifications have permitted to improve the performance 301 in terms of , RAE and Pearson Correlation Coefficient (ρ). This new designed filter minimizes the inappropriate modification of 302 the original signal s(t).The results have shown the capability of ASEF in reducing the noise, minimizing the absolute error rate 303 between filtered and pure signal in both simulated and real EEG data. 304 305
Appendix 306
The standard deviation , commonly known as bandwidth B, is defined as 307 308 
where the spectral density | ( )| 2 is the Fourier transform of the autocorrelation function of the signal ( ).
309
The time expression for the mean frequency can be calculated as 310 
