Abstract. The equation x +h(t)x +k 2 x = 0 is considered under the assump-
Introduction and remarks
The motion of the damped linear oscillator of one degree of freedom is described by the equation
where h : R + := [0, ∞) → R + is a piecewise continuous function (the damping coefficient) and k is a positive constant. It is an old problem in the theory of ordinary differential equations to find sufficient conditions for the asymptotic stability of the equilibrium state x = x = 0; i.e., conditions guaranteeing lim t→∞ x(t) = lim t→∞ x (t) = 0 for every solution x of equation (1.1) .
It is well known from the elements that this is the case if 0 < h(t) ≡ h 0 = const. J. J. Levin and J. A. Nohel [10] proved that 0 < h ≤ h(t) ≤ h < ∞ (t ∈ R + ; h, h are constant) is also sufficient for this property. After this result the investigators tried to weaken at least one of these two boundedness conditions [1-3, 5-9, 11-15] . Accordingly, two cases have been distinguished: the case of "large damping" 0 < h ≤ h(t) < ∞ (t ∈ R + ) and the case of "small damping" 0 ≤ h(t) ≤ h < ∞ (t ∈ R + ). They require different methods. For large damping one has to exclude the phenomenon of overdamping, i.e., the existence of a solution x with lim t→∞ x(t) = x * = 0. In the case of small damping the lack of the asymptotic stability can be caused by an oscillation not tending to the equilibrium state x = x = 0.
Considering the case of large damping Z. Artstein and E. F. Infante [1] proved that the inequality
implies asymptotic stability, and the exponent 2 is best possible. R. A. Smith [14] gave a necessary and sufficient condition similarly for the case of large damping in terms of the integral of h, but it is not easy to check it. (For an easy-to-check necessary and sufficient integral condition see [5] .) The case of small damping is more delicate. R. Ballieu and K. Peiffer [2] proved that ∞ 0 h = ∞ is necessary and sufficient for the asymptotic stability, provided that h is monotonous. However, there is no necessary and sufficient integral condition for the general (non-monotonous) case.
Recently P. Pucci and J. Serrin published a series of papers [11] [12] [13] on the asymptotic stability of the equilibria of damped mechanical systems. They investigated very general nonlinear systems with many degrees of freedom. Most of their theorems work both for the small and large damping. The restriction of a typical result of theirs to equation (1.1) says: if h satisfies an inequality 0 ≤ σ(t) ≤ h(t) ≤ δ(t) (t ∈ R + ) with some functions σ, δ such that σδ is bounded, and either σ is of bounded variation or log σ is uniformly Lipschitz on R + , then ∞ 0 σ = ∞ is sufficient for the asymptotic stability of the equilibrium x = x = 0 of (1.1) (see [11, Theorem A]).
The aim of this paper is to give integral conditions (without any additional monotony-like restriction) on h guaranteeing asymptotic stability for the equilibrium x = x = 0 of (1.1) in the case of small damping.
It is well known that ∞ 0 h = ∞ alone is not sufficient, in general, for the asymptotic stability (see [6, 8, 9 , 13] and Example 2.3 of the present paper). A. G. Surkov [15] proved that in the case of small damping already implies asymptotic stability. The following question arises: Is the exponent 1 on the right-hand side best possible? We will show that the answer is "no". The exponent 1 can be changed for 2/3, but 2/3 is best possible. To be more precise, the following theorem, analogous with that of Artstein and Infante for the large damping, can be proved:
is satisfied for all t ∈ R + with some constant h. This theorem will be a consequence of a result about intermittent damping. By this type of damping we mean that certain restrictions or controls are placed on h on a sequence of non-overlapping intervals I n = (a n , b n ) of R + , with a n → ∞; on the other hand, in the gaps between these intervals the damping coefficient h is assumed to be uncontrolled [6, 8, 13, 14] . (Of course, in the case of small damping the damping coefficient h is assumed to be bounded on the whole R + .)
It is known [14] 
implies asymptotic stability, where |I n | denotes the length of I n . Moreover, the exponent 3 is best possible [13] . We generalize this result to the general case of small damping. 
then the zero solution of (1.1) is asymptotically stable. Moreover, the exponent 2/3 in the statement is best possible.
It can be noticed that the earlier results [8, 13, 14] used the condition inf In h > 0 (n = 1, 2, . . . ) which is not supposed here.
The proofs
We will use the basic theorem of [6] , which needs the following concept: Definition 2.1. Let a constant α > 0 be given. A sequence A = {τ n }, 0 ≤ τ n < τ n+1 , n = 1, 2, . . . , is said to be asymptotically α-discrete if lim inf
for every asymptotically (π/k)-discrete set A, then the zero solution of (1.1) is asymptotically stable.
Proof of Theorem 1.2. Suppose that we are given a sequence {I n } with property (1.6) and an arbitrary (π/k)-discrete set A = {τ n }. We show that (2.1) holds; i.e.
Without loss of the generality we may assume that
In fact, this inequality is satisfied for all n > N with a suitable N , and we may drop the members τ 1 , . . . , τ N . On the other hand, if we add new members (greater than τ 1 ) to set A, then the integral in (2.1) decreases. This means that it is enough to show (2.1) for all the asymptotically (π/k)-discrete sets A satisfying (2.3).
We divide the proof into four steps.
Step 1. We estimate the n-th member of the infinite sum in (2.2) by the integral
h. To this end, define α n := H n /8h. By (1.3) and (2.3) we have α n ≤ π/4k and
(here, and in the sequel, c i , i = 1, 2, . . . , denote appropriate constants).
Step 2. In order to make it easier to estimate the infinite sum in (2.2) by the infinite sum in (1.6), we modify sequence {I n }. Suppose that interval I j = (a j , b j ) contains at least one element of set A. Let m j and n j denote the smallest and the largest integer, respectively, such that m j ≤ n j and [τ mj , τ nj ] ⊂ I j . Change interval I j to that of
over which the integral of h is maximal. (The new interval will be denoted by I j again.) The intervals in {I n } containing no elements of A remain unchanged. It is easy to see that after the changes condition (1.6) remains satisfied. On the other hand, taking an interval [τ n , τ n+1 ] whose intersection with I := Step 3 . We will show that for an arbitrary a ≥ 0 there exists a real number b ≥ a + 1 such that (2.5) is satisfied with γ and I n = (a, b). In fact, choose b so large that
i.e., (2.5) is satisfied for I n = (a, b). with an on-off damping function h * defined by
It is supposed that 1/3 < α < 1, and t n+1 − t n ≥ n −α for n = 1, 2, . . . .
Rewrite equation (2.6) into the equivalent system
which in polar coordinates r, ϕ (x = r cos ϕ, y = r sin ϕ) reads as follows:
Let x * denote the smooth solution of the initial value problem
We denote by r * , ϕ * the corresponding polar functions.
Proposition 2.4.
There is a sequence {t n } such that (2.10) and the t n 's are exactly the values of variable t where sin ϕ * (t) = 0. Moreover, r * (t) → 0 as t → ∞; i.e., the equilibrium x = x = 0 of (2.6) is not asymptotically stable.
Proof. Let ψ denote the solution of the initial value problem ϕ = −1 − sin ϕ cos ϕ; ϕ(0) = 0.
Obviously,
Now we can choose {t n } inductively as follows. Let t 1 ≥ 0 be arbitrary, and suppose that t 1 , t 2 , . . . , t n are defined according to the requirements of Proposition 2.4. Then define t n+1 by
From (2.11) we obtain
whence we have
It is easy to see that ϕ * (t) = ϕ(t n ) + ψ(t − t n ) for t ∈ [t n , t n + 1/n α ]; furthermore, t n and t n+1 are consecutive zeros of sin ϕ * .
On the other hand, by the second equation of (2.8) and estimate (2.12) we have
Since α > 1/3 this means that r * (t) → 0 as t → ∞. Proposition 2.4 is proved.
Proof of statement (B) in Theorem 1.1 and of Corollaries 1.3-1.4. We have only to prove that the exponents are best possible. For an arbitrary ε ∈ (0, 2/3) fix α such that 1/3 < α < 1/(3 − ε), and consider the damping coefficient (2.7) with {t n } guaranteed by Proposition 2.4. Then the solution of (2.9) does not tend to zero as t → ∞; therefore, the equilibrium is not asymptotically stable. On the other hand, all the conditions weakened by modifying the exponents by ε are satisfied. In fact, this is obvious in the case of Corollary 1.3 by setting I n = (t n , t n+1 ) and taking into account 
