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Abstract 
We consider the problem of classifying all pairs of commuting Schrodinger 
operators with magnetic terms in two degrees of freedom. We derive a 
concise set of necessary and sufficient conditions for two such operators 
to commute, and identify the difference compared with the corresponding 
conditions in the classical case. We classify all such pairs of operators in 
the case when one of them has a constant, non-zero magnetic field and a 
non-constant potential. 
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1 Introduction 
The history of integrable quantum systems with magnetic fields goes back to the 
classical works in the 1930s by Dirac (Dimc magnetic monopole, [1]) and Landau 
(the Landau problem, [2]). The work of this period revealed some very important 
examples of integrable Schr6dinger operators with magnetic fields, although it did 
so without shedding much light on the general problem of integrability of such 
systems. Indeed, this integrability is still far from being fully understood today 
(see, in particular, [3J-[7J for recent results on the Dirac monopole and Landau 
problem). 
The broad aim of this investigation is to make progress in this area. Given 
two operators, quadratic in momenta, but also with the linear terms responsible 
for a magnetic field, can we determine the conditions under which they com-
mute? And if so, can we solve these equations (at least in some restricted case) 
to classify all such pairs of commuting Schr6dinger operators? We will limit our 
attention to the two-dimensional case, which means we are actually considering 
the question of integrability itself, at least in the sense of systems possessing sec-
ond order integrals. When we refer to integrability in this thesis, we will always 
mean integrability in the sense of the existence of second order integrals. 
Previous efforts in this area, for the case of both classical and quantum sys-
tems, have quite naturally concentrated mainly on the situation where there is 
no magnetic field (e.g. see [8J-[13]). The general problem of integrability in the 
two-dimensional quantum situation in the presence of a magnetic field has not 
been discussed until quite recently (see [7J and [14]). However, in the classical 
case, some important results in this direction have been found in [15J-[17J. In par-
ticular, in [16], Ferapontov and Fordy considered a pair of Hamiltonian functions, 
quadratic in momenta, with n degrees of freedom, and found necessary and suffi-
cient conditions on their coefficients for Poisson commutativity (see next section). 
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In this investigation, we will consider the quantum version of this problem, namely 
the problem of commuting Schrodinger operators, but will restrict ourselves to 
two degrees of freedom. We review the two-dimensional classical problem (fol-
lowing Ferapontov and Fordy [16]), and then derive a complete set of necessary 
and sufficient conditions for integrability in the quantum case (Theorem 2). We 
investigate a class of quantum integrable systems due to Ferapontov and Veselov 
[7], and show that their classical versions do not possess second order integrals 
(Theorem 4). The remainder of the investigation is a complete solution of the 
classification problem in the restricted case of a constant, non-zero magnetic field 
and a non-constant potential (Theorem 5). 
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2 Classical Problem: Ferapontov-Fordy 
Conditions 
Following Ferapontov and Fordy in [16], we take two Hamiltonian functions H 
and F, in canonical coordinates (Pi. qi), which are quadratic in moment a, but 
which also contain linear terms. It is these linear terms which are responsible for 
the presence of a magnetic field in the system. We are interested in when Hand 
F Poisson commute (which we may loosely refer to as classical commutativity); 
i.e. when the Poisson bracket of Hand F vanishes. Remember that since we are 
working in two dimensions, we are obviously addressing the question of integra-
bility itself (in the sense of second order integrals at least). 
Note that in two degrees of freedom, it is always possible to express both Hamil-
tonians in a diagonal form by an appropriate point transformation (provided the 
metric gij has Euclidean signature). There is therefore no loss of generality in 
considering the following two diagonalised functions: 
H = gl1 (PI - AIl2 + g22 (P2 - A2)2 + h, 
(1) 
F = gllvI (PI - AI)2 + g22v2 (P2 - A2)2 + </>1 (PI - AIl + </>2 (P2 - A2) + j, 
in which gii and all the other coefficients vi, Ai, eji, h, f are functions depending 
on the coordinates (ql, q2) alone. The quantities h, f are the potential functions; 
the objects Ai, cjJi determine the terms linear in moment a (Le. the magnetic field 
terms); while gll and g22 are the nonzero elements of the inverse metric. Note 
that there is a slight difference between the forms of these functions and those 
considered in [16] in that we have now removed the! factors that appeared there. 
It is then a straightforward task to prove that we have Poisson commutativity if 
and only if the following conditions (2) hold, where 8i denotes partial differenti-
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ation with respect to qi. This was first shown in [16]. 
OiVi = 0 for any i = 1,2, 
OjVi = (v3 - Vi) OJ In(gii) for any i of j, 
. 1 (I .. 2 .. ) Oi<P' = 2gii <P 81g" + <P 02g" for any i = 1,2, (2) 
2g11l2(V2 - VI)(OIA2 - 02AI) = g2202<Pl + g1l8Jf!}, 
This completes our brief review of the two-dimensional classical problem. The 
remainder of this investigation is primarily concerned with the quantum case. 
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3 Integrability Conditions in the Quantum Case 
We now move on to the corresponding problem in the quantum case. We again 
work in two degrees of freedom and consider those Schrodinger operators which 
are "naturally analogous" to the classical Hamiltonian functions (1) used in the 
previous section. Differential geometry suggests the following form for these: 
gl1 fl 
-
Vg11g22(iol-AI) (i8I - Ad 
Vg 11g22 
g22 
+ V g11g22 (i02 - A 2) (io2 - A 2) + h, V gl1g22 
(3) 
11 
P 
-
vIVg11g22(i81-AI) 9 (i8I -AI) 
vg11g22 
22 
+ v2V gl1g22 (i82 - A2) 9 (io2 - A2) V g11g22 
+ 4JI (iol - AI) + 4J2 (i82 - A 2) + f. 
Now, computing the Poisson bracket in the classical situation is a simple and 
relatively brief task. However, although straightforward in theory, the job of 
computing the commutator of these two operators is an extremely arduous pro-
cess if done manually. It is natural, therefore, to make use of a computer package 
such as Mathematica. 
First, we consider a simplified case where gl1 = g22 = 1, which reduces the 
complexity of the calculations by a great deal. Note that this is not the general 
case of a flat metric since we are working in coordinates in which both fl and P 
have diagonal forms. Therefore, this is not the same as the case considered by 
Beruhe and Winternitz in [14]. Equating the commutator of fl and P to zero, 
we fairly swiftly arrive at the following set of necessary and sufficient conditions 
for commutativity: 
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BiVi = 0 for any i = 1,2, 
Bjvi = 0 for any i i= j, 
Bd} = 0 for any i = 1,2, 
Interestingly, if we substitute the metric gl1 = g22 = 1 into the classical conditions 
(2), we notice that the conditions for commutativity in the quantum situation ex-
actly coincide with those for Poisson commutativity in the corresponding classical 
system. Consequently, the question of integrability (in the second order integral 
sense) is equivalent in the two cases. We should note that Berube and Winternitz 
came to a different conclusion because they considered a more general case. 
We find the same situation if we consider another simplified version of the prob-
lem. This time, we make no assumptions about the metric, but assume that there 
are no magnetic terms in if and F; i.e. we put Al = A2 = ,pI = ,p2 = O. We then 
arrive at the following set of integrability relations: 
BiVi = 0 Vi = 1,2, 
which are identical to those obtained by substituting Al = A2 = ,pI = ,p2 = 0 
into the classical conditions (2). Thus, we have the following: 
Theorem 1: In the fiat case, with gl1 = g22 = 1, the conditions of classical 
and quantum commutativity for the systems (1) and (3) coincide. The same is 
true in the case where there is no magnetic field. 
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Let us now move on and turn our attention to the full quantum system with non-
constant metric coefficients and non-zero magnetic field. It seems highly likely 
that the set of conditions obtained will be very closely related to those of the 
corresponding classical situation. Indeed, this turns out to be the case. In fact, 
we get the following set of necessary and sufficient conditions for commutativity: 
DiVi = 0 for any i = 1,2, 
+~ (vI _ v2)[(fhg1l8w22 + 81g11fhg22 _ gl1 Olg2282l2 _ g228w11fh9ll)H 
4 ~ gll 
+ 2 (g1182g22 _l2[hgll ) DIH + 2 (g228Wll - gl101l2) 82H 
+ 4g11g228182H 1 '
where, in the last condition, 
As can be seen, the only difference between these and the classical conditions 
(2) are the extra terms in the last relation, although admittedly these are rather 
cumbersome. Fortunately, we can simplify the final condition if we use the mag-
netic field density 
(4) 
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instead of H. We then obtain the following set of necessary and sufficient condi-
tions for the SchrOdinger operators (3) to commute: 
GiVi = 0 for any i = 1,2, 
(5) 
Thus, we see that the additional terms are now more compactly written as 
(6) 
Summarising then, we have the following: 
Theorem 2: Two Schrodinger operators of the form (3) commute if and only 
if the system of relations (5) holds. The classical and quantum commutativity 
conditions for the systems (1) and (3) coincide if and only if Ll = o. 
A trivial case where Ll = 0 is when VI = v2 • It is clear from (3) (and (1)) 
that the existence of such a solution is equivalent to the existence of a first order 
integral, since quadratic terms in fI and F (or H and F) are then proportional. 
Thus, we have the following corollary: 
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Corollary 1: The quantum system with Hamiltonian iI as in (3) possesses a 
first order integral if and only if the corresponding classical system, with H amil-
tonian H as in (1), does. 
In the rest of this investigation, we will assume that the system has no first 
order integral so that Vi 'I- v2• In this case, the vanishing of ~ is obviously de-
pendent upon the following condition: 
(7) 
Thus, in particular, we have 
Corollary 2: If the magnetic field B of iI (or H) is constant, then the clas-
sical and quantum commutativity conditions coincide. 
We should now like to draw the reader's attention to the following interesting 
observation. Consider the two relations 
which appear in both the classical and quantum commutativity conditions, (2) 
and (5). Differentiating these two equations with respect to q2 and ql respec-
tively and demanding that a2atf = al ad then gives us the following consistency 
relation: 
Very interestingly, we notice that this is identical to the final condition in (5), ex-
cept of course that the roles of hand B are exchanged. Thus, we see the existence 
12 
of a sort of duality between the potential h and the magnetic field density B in 
the case of integrable quantum systems with second order integrals. Clearly then, 
a natural class of quantum systems to consider would be those with B = ±h. It 
is interesting to note that B = ±h is the necessary and sufficient condition for a 
Schriidinger operator to be factorisable, as was shown in [7]. We will discuss an 
example of such a system in the next section. 
We will not venture further into this duality property here. However, since there 
is clearly something special going on with this particular class of quantum oper-
ators, we would suggest that the subject is worthy of a full investigation in the 
future. The condition (8) itself is still important in its own right though, as will 
become clear in section 5 when we attempt to solve the relations (5). 
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4 Example: Ferapontov-Veselov Systems 
In [7], [18J, Ferapontov and Veselov proposed the following construction of com-
muting Schrodinger operators with magnetic terms. Take the forms (3) with a 
metric of Stiickel type; i.e. 
(9) 
for arbitrary functions h(ql), h(q2), and take the other coefficients as follows: 
-bb 
(qLq2)' 
2/1 
h = 11 - 12 
2 (ql _ q2)3 
I; +/~ 
4 (ql _ q2)2' 
bb 
(qLq2)' 
212 
(10) 
An important feature of this example is that the potential h is equal to the Gaus-
sian curvature K which, in this case, is given by the formula 
K = ft(ql) - h(q2) _ I;(ql) + IHq2) 
2 (ql _ q2)3 4 (ql _ q2)2 . (11) 
The ± that appears in (10) reflects the fact that there are actually two examples 
in one here; i.e. we can change the signs of the quantities Ab A2 , 1>\ 1>2 simul-
taneously without affecting the commutativity. The main effect of changing the 
sign in this way is to switch the sign of the magnetic field density, which we can 
easily calculate from (4) as taking the value B = ±K. Note that the quantity t:,. 
does not vanish identically in this example, which means that the corresponding 
classical Hamiltonian functions (i.e. (1) taken with the above coefficients) do not 
Poisson commute in general. It is important to realise though that this does not 
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imply the non-existence of a second order integral in the corresponding classical 
system, because there may well exist an integral F of a different form (see below). 
Let us first ask the question: when does the term D. vanish identically in this 
example? Or more simply, for what f1> 12 is (7) satisfied? Substituting the above 
Stackel forms (9) and 
B = ±K = ± ( !I - !2 _ ff + f~ 2) 
2 (ql - q2)3 4 (ql _ q2) 
into (7) gives the following linear functional differential equation for !I and f2: 
0= -12!I(ql) + 12!2(q2) + 6 (ql - q2) fi(ql) + 6 (ql - q2) f~(q2) 
_ (ql -l/ f~(ql) + (ql - q2/ J;(q2). 
Applying the operator 8ql~q22 then brings us to 
(12) 
Thus, !I and !2 are quartic polynomials with the same leading coefficient. In 
fact, by substituting such quartics for I1 and f2 into (12), we find that all corre-
sponding coefficients must be equal. Thus 
where ai, i = 0, ... , 4, are arbitrary constants. Thus, we have 
Theorem 3: The quantum integrable system (9), (10) satisfies the classical inte-
grability conditions (2) if and only if !I and!2 are the same polynomial of order 
less than or equal to four. 
So in this case the classical system possesses a second order integral, which takes 
the form of F in (1) with the coefficients having the same forms as in (10). Note 
that if a4 = 0 (i.e. if !I and!2 are cubic polynomials), then by (11), K = constant 
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and we have the Dirac monopole on the sphere if K > 0 or the Landau problem 
if K ,,:;; 0 (see also section 6). At the moment, we do not know what the geometry 
is in the general case where a4 oF 0 (for more on this see [19]). 
Now let us discuss the integrability of the classical system in the case where 
.6. of'. 0; Le. when fl' 12 are not identical quartic polynomials. A priori, there 
is no reason why there might not exist a second order integral that takes some 
different form to the one given by (10). To prove that the corresponding classical 
system does not possess such an integral if .6. of'. 0, it is sufficient to show that cfJI, 
cfJ2 are uniquely determined by the equations: 
(13) 
which form part of the conditions (5). Suppose that the solutions for cfJI and cfJ2 
are not unique. Then, by the linearity of the equations (13), we may write 
where cfJ~, cfJ~ are known solutions to (13) and sI, S2 are some unknown functions 
, 
of (q\ q2). Substituting into (13) then gives the following relations on sI, S2: 
(14) 
Now these are precisely the conditions for §. = Sl~ + S2~ to be a Killing vec-
tor field which, by definition, is a vector field such that the corresponding flows 
are isometries. Thus, cfJI and cfJ2 are determined uniquely by (13) if and only if 
the metric does not admit a Killing vector field. So in order to show that the 
above system is not classically integrable in general, we simply have to provide a 
particular example (Le. in specifying fl and h) which does not admit a Killing 
vector field. 
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Let us consider the example of the ellipsoid 
(15) 
for given, arbitrary constants aI, a2, a3. Following Jacobi (see [20]), we introduce 
elliptical coordinates, which are defined as the non-zero roots ql, q2 of the cubic 
equation 
X2 X2 x2 
cj;(q) = 1 + 2 + 3 _ 1 = o. 
al - q a2 - q a3 - q 
By (15), this clearly has q = 0 as one of its roots. Now, we can rewrite cj; in terms 
of the roots ql, q2 as follows: 
Expressing this in the form 
A B C 
cj;(q) = + + -1, 
al - q a2 - q a3 - q 
we then identify the following relationships between the Cartesian coordinates 
Xl, X2, X3 and the elliptical coordinates ql, q2: 
Substituting these into the Euclidean metric 
ds2 = dx~ + dx~ + dx~, 
we then get the following in terms of the new coordinates ql, q2: 
Thus, in terms of these elliptical coordinates, the metric for the ellipsoid is of 
Stackel form (9) with 
f ( ) - f ( ) - 4(al - q)(a2 - q)(a3 - q) lq-2q- . q 
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Now, any geometrical invariant must be constant along the trajectories of a 
Killing vector. So, in particular, the Gaussian curvature K and the quantity 
G = gijOiKojK must be constant. Consequently, if K and G are independent, 
then no Killing vector field can exist. For the ellipsoid, we find from (11) that 
and so 
16a;aia; [( 1)( I) 1)( 2)3 G - (ql)7(q2)1(ql _ q2) al - q a2 - q (a3 - q q 
-(at - q2)(a2 _ q2)(a3 _ q2)(ql)3]. 
Then, 
32af a? at (I 2 [ 1 2 
= (ql )1O(q2)1O q - q ) (ala2 + ala3 + a2( 3)q q 
- 2ala2a3(ql + q2)], 
which is not identically zero since ala2a3 # O. Thus, K and G are independent, 
and so the classical system with Hamiltonian H given by (1), (9), (10), with ft, 
h not the same quartic polynomial, does not possess a second order integral in 
general. We have therefore provided an example of a class of quantum integrable 
systems (with magnetic fields) which are not classically integrable in the same 
way. So we have proved the following statement, partially confirming the conjec-
ture from [7]: 
Theorem 4: The classical versions of the quantum integrable Ferapontov- Veselov 
systems (9), (10) do not possess second order integrals in general. 
In particular, this means that in the presence of a magnetic field, the conditions 
of classical and quantum integrability do not coincide. A similar phenomenon (in 
a different situation) was observed recently by Berube and Winternitz [14]. 
18 
5 Classification in the Case of a Constant 
Magnetic Field 
The solution of the equations (5) proves to be very difficult in general. However, 
it is possible to make progress if we assume that B is a non-zero constant. As we 
have already mentioned, in this case the classical and quantum commutativity 
conditions coincide (Corollary 2). Now, from the first condition in (5), we can 
take VI = q2, v2 = ql without loss of generality, and then from the second we find 
that, in general, the metric must be of Stiickel form, as in (9). This, along with 
B = constant, then implies that the final condition in (5) and relation (8) become 
(16) 
and 
(17) 
respectively. We obviously have the seemingly trivial solution to these equa-
tions of h == constant. However, this actually complicates matters greatly by 
limiting the number of relations at our disposal for determining <pI and <p2. We 
therefore consider the case of non-constant potential h only (for more about the 
h _ constant case see [19]). Now equation (17) can be rewritten as 
and thus integrated to give 
(18) 
where a, b are arbitrary functions. Note that since h of;. constant, we cannot have 
a(ql) - b(q2) = constant x (ql - q2). Equation (16) then tells us that 
or 
Note that neither <pI nor <p2 can be identically zero, which can be seen directly 
from (5) since B of;. O. Substituting these relations into the two conditions 
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respectively, then rearranging and integrating, we obtain 
The integrals in the above expressions can then be evaluated if we insert the 
known forms of gll, g22 and h to give 
where et, {3 are arbitrary functions. Substituting (20) and (21) into (16) then 
gives the following condition on the functions a, b, et, (3, /I, /2: 
ft(ql) (-a(ql) + b(q2) + (ql - q2)a'(ql))3 
h(q2) (a(ql) - b(q2) - (ql _ q2)b'(q2))3 . (22) 
Note that the sign of the square root in this condition should be taken so that et 
and (3 are such that the above <pI and <p2 satisfy (16). Taking logarithms, differen-
tiating with respect to ql and q2 and rearranging then takes (22) to the following 
relation on a and b alone: 
a"(ql) (a(ql) _ b(q2) _ (ql _ q2)b'(q2))3 
= b"(q2) (-a(ql) + b(q2) + (ql _ q2)a'(ql))3. 
Combining conditions (22) and (23) then yields the relation 
M ql )a"( ql) 
/2(q2)b"(q2) , 
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(23) 
which in turn tells us that 
(24) 
This gives us the forms that Q and f3 should take once the quantities a, b, !I, 
/2 are known. Now, in particular, (23) must be true when ql = q2 = q, which 
implies that 
(a"(q) + b"(q)) (a(q) - b(q))3 = o. 
Thus, we have two possibilities; either (1) a(q) = b(q) or (2) a"(q) = -b"(q). 
Case (1): a(q) = b(q) 
Substitute a(q) = b(q) = /(q) into (23) and rearrange slightly to give 
Now, let us fix q2 and suppose ql is close to q2 so that 
(26) 
Then, 
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Using these Taylor series expansions, we substitute accordingly in (25) to give 
[!"(l) + f"'(q2)(ql - q2) + ~f(4)(q2)(ql -l)2 + ~f(5)(q2)(ql _ q2)3 + ... ] 
x [~fll(q2)(ql _ q2) + ~ f"'(q2)(ql _ q2j2 + ~ f(4)(q2)(ql _ q2)3 
2 6 24 
Expanding the cubed factors then brings us to the following: 
[!,,(q2) + flll(l)(ql _ q2) + ~f(4)(q2)(ql _ q2)2 + ~f(5)(q2)(ql _ q2)3 + ... ] 
x [~fll(q2)3(ql _ q2)3 + ~ f"(q2)2 flll(q2)(ql _ q2)4 
8 8 
+ (~fll(q2)flll(q2)2 + ~ f"(q2)2 f(4)(q2») (ql _ q2)5 
24 32 
+ (_1_f"'(q2)3 + ~ f"(q2)flll(q2)f(4)(q2) + _1_fll(l)2 f(5)(q2») (ql _ q2)6 + 00'] 
216 48 160 
= f" (q2) [~fll (l)3(ql - q2)3 + '!.. f" (q2)2 fill (q2)( ql -l)4 
8 4 
+ ('!.. f"(q2)flll(q2)2 + ~ f"(q2)2 f(4) (q2») (ql _ q2)5 
6 32 
+ (~flll(q2)3+'!..f"(q2)flll(q2)i4)(q2)+~f"(l)2f(5)(q2») (ql_q2)6+ oo .]. 
~ 8 ® 
Comparing coefficients in this equation, we find that we get agreement in all 
terms, except for the (ql - q2)6 terms which give us the following necessary con-
dition on the function f: 
f"(q) (40f"'(q)3 - 45f"(q)f"'(q)f(4)(q) + 9f"(qj2 f(5)(q)) = O. (27) 
It is now natural to consider the coefficients of higher order terms. To do so, we 
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must obviously take the Taylor series (26) (and subsequent Taylor expansions) 
up to higher order. However, we find that the next three coefficients give us no 
new information. By suitable manipulation, we always end up with the condition 
(27). Thus, it would appear that (27) is an important necessary condition, and 
so we look to solve it to find potential solutions for /, and hence a and b. Since 
(27) is not a sufficient condition for (23) to hold, we must check the validity of 
any solutions obtained from it by ensuring that they satisfy (23). 
Firstly, note that f" t O. Otherwise / would be a linear function and so, accord-
ing to (18), the potential h would be a constant, which is not allowed. Dividing 
(27) by f" and letting f"(q) = g(q), we are then left with the following equation 
for g: 
40 g(gl)3 _ 5g gig" + 19''' = o. (28) 
Now (28) is just the n = -~ version of the equation 
(n - l)(n - 2)(y')3 + 3(n -1)yy'y" + yV" = 0, 
which has general solution 
where Co, Cl and C2 are arbitrary constants. Therefore, 
(29) 
Now assuming that 4COC2 - ci =1= 0, then this can be integrated to give 
which in turn yields 
where Co and Cl are arbitrary constants. Now the linear term in the above 
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expression can actually be ignored if we prefer, since it only serves to add a 
rather trivial constant to the potential h. Thus, relabelling the constants and 
ignoring this linear term, we get the following final solution for a and b: 
Note that the square root here has not been specified as either the positive or 
negative root; it doesn't matter which we choose to take. Finally, if 4eoC2-ci = 0, 
then we can easily integrate (29) to get the other possible solutions 
a(q) = b(q) = cq2 and c a(q) = b(q) = q+d' 
where c, d are arbitrary constants, if we again ignore the linear terms. 
Case (2): a"(q) = -b"(q) 
Integrating a"(q) = -b"(q), we obviously get 
where Co and Cl are arbitrary constants, and supposing that b(q) = f(q) for 
some function f means that 
Substituting accordingly for a and b in (23) then gives 
f"(q1) [f(q1) + f(q2) - C1q1 - Co + (q1 _ q2)f'(q2)] 3 (30) 
= f"(q2) [f(l) + f(q2) - c1l- Co - (l- q2)f'(q1)] 3 . 
Now, as in case (1), we fix q2 and suppose q1 is close to q2 so that 
24 
We then use this Taylor series expansion to substitute for f(ql), f'(ql) and f"(ql) 
in (30), which gives the following: 
[f"(q2) + J"'(q2)(ql _ ~2) +' ~f(4)(q2)(ql _ q2)2 + ~f(5)(q2)(ql _ q2)3 + ... ] 
x [ (2f(q2) - Clq2 - Co) + (2f'(q2) - Cl)(ql _ q2) + ~f"(q2)(ql_ q2)2 
]
3 11112123 
-"?/ (q )(q - q) +... . 
Now, letting 
we can rewrite this as 
and expanding the cubed factors then yields 
[gll(l) + glll(q2)(ql _ q2) + ~gi4)(q2)(ql _ q2)2 + ~g(5)(q2)(ql _ q2)3 + ... ] 
X [g(q2)3 + 3g(q2?g'(q2)(ql _ q2) + (39(q2)gl(q2)2 + ~g(q2)2gll(q2)) (ql _ q2)2 
+ (gl (q2)3 + ~g(q2)gl (q2)gll (q2) + ~g( q2)V" (q2)) (ql _ q2)3 + ... ] 
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From this, we immediately get the relation 
3g(q)2g'(q)gll(q) + g(q)3g"'(q) = 0 (31) 
for g, by comparing coefficients of (q1 - q2) terms. The (q1 - q2)2 terms then give 
us 
which is just (31) differentiated. Also, the condition which follows from the 
(q1 _ q2)3 terms can be reduced to (31) if we use the condition that results from 
differentiating (31) twice. It is clear then that (31) is a very important necessary 
condition here and thus we look to solve it. Firstly, note that 9 == 0 is not a valid 
solution, as then we would have 
so that 
Cl Co 
a(q) = b(q) = 2:q + 2:' 
which implies that the potential h is a constant. Thus, we divide (31) by g2 to 
give 
3g' g" + gg'" = 0, 
which is the same as 
Hence, g2 must be a quadratic or 
where Co, Cb C2 are arbitrary constants. Consequently, we get 
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and so 
1 1 
a(q) = -2VcO + Clq + C2q2 + 2(C1q + Co), 
1 1 
b(q) = 2VcO + Clq + C2q2 + 2 (C1q + Co). 
Incorporating the ! factors in the arbitrary constants and ignoring the linear 
terms for the same reasons as we did so in case (1), we can simplify further to 
give 
Note that, at this stage, all the possible solutions obtained for a and b in both 
cases (1) and (2) are exactly that, possible solutions. They were all derived by 
looking at the coefficients in Taylor series expansions of the relation (23). As such, 
they are only necessary conditions for (23) to hold, and not sufficient. Thus, we 
should check by substitution that all the above 'solutions' for a and b do actually 
satisfy (23). Indeed we find that this is the case. So to summarise then, we have 
identified the following solutions for the functions a and b: 
(b) a(q) = b(q) = cq2, 
C (c) a(q) = b(q) = -d' q+ 
where Co, Cb C2, C, d are all arbitrary constants. We immediately notice that case 
(2) is very similar to case (l)(a). In fact, it corresponds precisely to the situation 
where we choose to take the square roots so that a and b have opposite signs, 
as opposed to (l)(a) where a and b are taken to have the same sign. Remember 
that up to this point, the sign of the quantity 
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had not been specified. In this respect, the two cases are actually one and the 
same. Therefore, it will suffice to formulate the solution for the case (1) (a) only, 
and then obtain the solution for case (2) by analytic continuation. 
In principle, we should now take each of the above cases in turn, and use a 
and b to construct the quantities a and f3 via (24) and, subsequently, fjJl and 
fjJ2 according to (20) and (21). This will give us the forms of fjJl and fjJ2 which 
satisfy the governing relations (16) and (19). We should then make use of the 
one remaining condition from (5), namely 
(32) 
to gain some information about the functions h, h that appear in the inverse 
metric coefficients gl1 and g22. 
Before doing so, however, we should just comment on something relating to the 
quantity J gl1g22 that appears in the above relation. Now we know that the 
metric must be of Stiickel type (9), and so 
Jg11g22 = 
Incidentally, note the implication here that - hh > O. We must consider what 
to do with the quantity 
that appears, as there is potential for some confusion. We will assume henceforth 
that ql > q2 and then agree to take the positive branch of any such square roots; 
e.g. v1 = + 1. Thus, we will agree that 
and will make simplifications according to this convention in all such similar situ-
ations. Anyway, in theory, we can always obtain the alternative at a later stage by 
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analytic continuation. What is important is that we take a consistent approach 
throughout. 
Case (1) (a): a(q) = b(q) = Jeo + Clq + C2q2 
Depending on the values of the constants Co, Cl> C2, we can reduce this case 
to the following two simplified cases by an appropriate changes of variables: 
(i) a(q) = b(q) = 01, 
(ii) a(q) = b(q) = Jc + q2, C constant. 
These are the only possibilities; no others are allowed. For example, if Cl = C2 = 0, 
then a = b = constant. But this implies that the potential h is zero, and this is 
not allowed. Also Co = Cl = 0 implies that a(q) = b(q) = q (up to a change of 
variables), which in turn means that h = constant. Again we know that this is 
not allowed. We will now proceed to formulate a solution for each of these two 
sub-cases. 
(i) a(q) = b(q) = ...;q 
We have 
which means that the potential is 
Then from (24) we get 
where the constant k is arbitrary. From (20) and (21) we then find that the 
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quantities <pi and <p2 take the following forms after simplification: 
where k is an arbitrary constant. We then substitute these forms into (32), along 
with the Stackel metric (9) and Vi = q2, v2 = qi. Subsequently, we find that the 
resulting relation contains the object V - hh as a common factor. Cancelling 
this factor and simplifying further, we arrive at the following linear functional 
equation for h (qi) and h (q2): 
= _ (R - R) (Jl(qi) + fHq2») yqr R 
_ ( Ri -2) h(qi) + ( W_2) h(q2). V qr qi V Qi q2 
(33) 
Putting qi = q2 = q, we then immediately get h(q) = h(q) = f(q), for an 
arbitrary function f. Thus, (33) becomes 
= _ (R - R) (f'(qi) + f l (q2») yqr R 
_ ( Ri _ 2) f(qi) + ( W _ 2) f(q2). V qr qi V q'i q2 
(34) 
We can simplify this equation if we change variables from (qi, q2) to (x, y) by 
letting # = x and R = y. This takes (34) to the form 
](x) ) j(y) 
- (y-2x)-+(x-2y -, 
x3 y3 
where j(z) = f(Z2). Making the substitution ](z) = Z3 F(z) then brings us to 
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the following final form of the functional equation: 
8B T(x + y)(x - y)3 = -(x - y) (xF'(x) + yF'(y)) + (x + y)(F(x) - F(y)). 
Now, applying the operator 8:'~Y to this relation yields the following ordinary 
differential equation for F(x): 
which has the solution 
for arbitrary constants ao, ab a2. We therefore get the following form for the 
functions Jl and !2: 
To complete the solution, we must find the potential function J(q1, q2) that ap-
pears in the operator P. From (5) we have 
which have the solution 
where the arbitrary constant of integration has been omitted. One can check 
directly (e.g. using Mathematica) that the coefficients derived above do indeed 
satisfy the system of relations (5). 
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(ii) a(q) = b(q) = VC + q2 
We have 
which implies that 
Then (20), (21) and (24) imply that cf>1 and cf>2 take the forms 
k -1112 
(c+ (q2)2) (C+qlq2 - VC + (ql)2VC+ (q2)2) , 
where k is an arbitrary constant. Substituting these into (32) and again can-
celling the common factor "J-hh, as in case (i) above, we obtain the following 
linear functional equation for 11 and 12: 
If (ql) 
VC+(ql)2 
1~(q2) 
VC+ (q2)2 
We then simplify this slightly by making the substitution 
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(35) 
which takes (35) to 
= -Je+(ql)2F{(ql)-Je+(q2)2F~(q2) 
q2Je + (qlp _ qlJe + (q2)2 
e + ql q2 - Je+ (ql )2Je+ (q2)2 + (36) 
+ 
qlJe + (q2)2 - q2Je + (ql)2 
e + qlq2 - Je + (ql )2J e + (q2)2 
We now notice that if we differentiate this relation with respect to ql and q2, 
we will obtain another functional equation of the same form. Indeed, we get the 
following after simplification: 
B (ql - q2) [3e(ql - q2)2 + 2(e+ 3qlq2) (e + qlq2 - Je + (ql)2Je + (q2)2) 1 
ek ve+qlq2-Je+(ql)2Je+(q2)2 
= -J e + (ql)2 F{ (ql) - J e + (q2)2 F~(q2) 
+ 
+ 
q2Je + (ql)2 - qlJ e + (q2)2 
e+ qlq2 - Je+ (ql)2Je+ (q2)2 
qlJe + (q2)2 _ q2J e + (ql )2 
e+ qlq2 - Je + (ql)2Je + (q2)2 
(37) 
We see that (36) and (37) only differ in their left hand sides. Subtracting one 
from the other then, we obtain the condition 
Now since (38) must be true for all possible values of q\ q2, c, this implies that 
we must have B - 0; i.e. zero magnetic field. This is provided, of course, that 
the other factor on the left hand side is not itself identically zero, which may well 
be the case for some particular value of the parameter c. To determine whether 
there are any such values of c, we solve the equation 
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for c. Rearranging and squaring this relation yields 
Then multiplying both sides by 4( c + qlq2)2 and simplifying, we arrive at the 
condition 
and so we find that c = 0 is the only solution of (39). However, the parameter 
c is not permitted to take this value, as this would imply that the potential h 
is a constant. Therefore, we must have B = O. Although this contradicts our 
assumption that B 'I- 0, it is of interest to complete the solution anyway since 
the integral obtained may itself have a magnetic field (see the discussion at the 
end of this section). We are thus left to solve the much simpler functional equation 
o - -vc+(ql)2F{(ql)_VC+(q2)2F~(q2) 
q2vc + (ql)2 - qlvc + (q2)2 
+ F1(ql) 
C+qlq2 - vc + (ql)2 VC + (q2)2 
+ qIVC + (q2)2 - fvc+ (ql)2 F2(q2), 
c + qlq2 - VC + (ql)2y1C + (q2)2 
or rewritten slightly 
0= -(C+ q1q2 _ylC+(ql)2y1C+(q2)2) 
X (ylc+ (ql)2 F{(ql) + ylc+ (q2)2F~(q2)) 
+ (q2y1c + (ql )2 _ qlylc + (q2)2) Fl(ql) 
+ (qly1C+ (q2)2 - q2y1C+ (ql)2) H(q2). 
(40) 
Differentiating this with respect to ql and putting ql = q2 = q then immediately 
gives us that 
34 
for some function F, which in turn tells us that the original unknown functions 
!I and h are given by 
Mq) = !2(q) = (c + q2)F(q). 
Thus, (40) now becomes 
o - (c+ qlq2 - Vc + (ql)2 VC + (q2)2) 
X (y'c+ (ql)2F'(l) + Vc+ (q2)2FI(q2)) 
+ (q2VC+ (ql )2 - qly'C + (q2)2) F(l) 
+ (q\/c + (q2)2 _ q2y'C + (ql)2) F(q2). 
Applying the operator aqS~q22 to this functional relation and again putting 
ql = q2 = q then yields the following third order differential equation for F(q): 
(c + q2)FIII(q) + 3qF"(q) = o. 
Now this has general solution 
with aa, ai, a2 being arbitrary constants, and so we finally obtain the following 
solutions for the functions !J and /2: 
As in case (i), we must now complete the solution by solving for the function 
f(q\ q2). From (5), we have the equations 
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which have the solution 
ignoring the constant of integration. 
Case (l)(b): a(q) = b(q) = cq2 
By making an obvious coordinate transformation, we can reduce this to the case 
c = 1. So we have 
This means that 
and from (24) we get 
for some constant k. Thus, from (20) and (21), we obtain 
2 -cf; =-k 
Now we already know that !I (q!) and f2( q2) must have opposite signs, so that the 
quantity V 911922 is well defined. Hence, the above square root factors must be 
purely imaginary quantities. This means that k must also be purely imaginary 
to ensure that cf;! and cf;2 are real. We therefore let k = ik, where k is a real 
constant, so that 
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Substituting these forms for <pI and <p2 into (32), we then obtain 
ff(ql) + f~(q2) 
4(ql _ q2)2 . (41) 
We immediately recognise the right-hand side as being the formula for Gaussian 
curvature K (see section 4). Remembering that B is assumed to be constant, we 
have thus established that in this case the Gaussian curvature K must also be a 
constant, namely K = f If K is positive, this corresponds to the surface of the 
sphere, 8 2• 
It is now straightforward to establish the form of the functions /I and /2. We 
rearrange equation (41) to get 
Putting ql = q2 = q then immediately shows that /I(q) = f2(q) = f(q), which in 
turn simplifies (42) to 
Applying the operator {jq~3{jq2 then gives 
j"'(ql) = _ 2~B, 
and thus we find that !I and h have the cubic form 
where aa, ab a2 are arbitrary constants. Finally, we solve for the function 
f(q\ q2). From (5), we have 
od = VIOlh + <p2 B = l- kB, V gl1g22 
od = V202h - ~B = ql - kB, gl1g22 
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which means that we get the solution 
where the arbitrary constant of integration has again been ignored. 
Case (l)(c): a(q) = b(q) = q~d 
After a suitable substitution we have c = 1, d = 0, so that 
and 
1 
h=-12' q q 
From (20), (21) and (24) we get that 
cp2 = -k 
if, for convenience, we use some of our freedom in the choice of the arbitrary 
constant k. Substituting these expressions into (32) then yields the functional 
equation 
4B (ql _ q2)3 
k Jql q2 
Now applying the operator &ql~q22 to this brings us to the relation 
(43) 
and since this must be true for all values of ql and q2, we must have B = O. How-
ever, we still wish to complete the solution, as we did in case (l)(a)(ii). Putting 
ql = q2 = q in (43) implies at once that ft(q) = J2(q) = f(q) and, thus, (43) is 
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reduced to 
Differentiating this three times (in any way) and again putting ql = q2 = q then 
takes us to the following linear ordinary differential equation: 
q3 f"'(q) - 3q2 J"(q) + 6qf'(q) - 6f(q) = O. 
Looking for a solution of the form f = qr, for some constant T, we then obtain 
the general solution 
for arbitrary constants ab a2, a3. Finally, we must find the function f(q\ q2) to 
complete the solution, as we did in the previous cases. We have 
and so, ignoring the constant of integration, we get the solution 
Case (2): -a(q) = b(q) = v' Co + clq + C2q2 
As was mentioned earlier, case (2) is really the same as case (I)(a), and its 
solution can be obtained by analytic continuation of that of (I)(a). For example, 
we obtain the case (2) version of the solution (I)(a)(i) by simply replacing all 
occurrences of the quantity a(ql) = R by a(ql) = -R. We therefore have 
the following solutions: 
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(2)(i) -a(q) = b(q) = .;q 
!I(ql) = - 4:(ql)3+a2(ql)2+all-ao(l)~, 
!2(q2) = _ 4: (q2)3 + a2(q2)2 + alq2 + ao(l)~, 
h- 1 
-R-,fQ1' 
Vqlq2 ( )2 f= -kB R-,fQ1 ; R-,fQ1 
(2)(ii) -a(q) = b(q) = VC + q2 
B=O, 
!I(ql) = (e + (ql)2) (ao + alql - a2ve + (ql)2) , 
f2(q2) = (e + (q2)2) (ao + alq2 + a2ve + (q2)2) , 
VC+ (ql)2 + VC+ (q2)2 
h= 
(c+ (ql)2) (ao+alql-a2Vc+ (ql)2) (ao+ alq2 +a2Vc+ (q2)2) 
(c+ q1q2 + vc+ (ql)2 VC + (q2)2) 
f = q2VC+ (ql)2 + qlvc + (q2)2 
ql _ q2 
We have now completed the classification of commuting Schrodinger operators in 
two degrees of freedom, in the case of constant, non-zero magnetic field and non-
constant potential. This classification is summarised by the following theorem: 
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Theorem 5: Suppose that a Schrodinger operator iI of the form (3) has a con-
stant, non-zero magnetic field B = V gl1 g22 (8IA2 - 82A I) and a non-constant 
electric potential h. Let us also assume that iI has no first order integral. Then 
it has a second order integral P if and only if it can be reduced to one of the forms 
specified in the list below, where in each case the metric is of Stiickel form (9) 
and ao, aI, a2, k are arbitrary constants: 
(IJ) 4B 3 2 3 ft(q) = Mq) = -k'q + a2q + alq + aoq2 , 
h- 1 
-01+#' 
For the above cases, the corresponding integral P takes the form specified by (3) 
and the following list, where in both cases VI = q2 and v2 = qI: 
(I) 
(11) 
f= 
JI(qI)Mq2) 
(qI _ q2)2 ' rj>2 = -k 
fI(qI)Mq2) 
(qI _ q2)2 ' 
~ _kB(01+#)2. 
01+# 
Solution (I) is a quantum version of the well known Clebsch integrable system, 
provided the Gaussian curvature K is positive (see next section). Solution (11) 
appears to be a new example of a quantum integrable system. It is particularly 
interesting if we set ao = 0, since then fI and 12 are cubic polynomials and, 
consequently, the Gaussian curvature is constant. This means that the surface in 
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question in this system is that of the sphere 8 2 (if K > 0). Thus we have found 
a further example (other than Clebsch) of an integrable quantum system on the 
sphere with constant, non-zero magnetic field. 
In the case B == 0, we have found the following two solutions where in each 
case VI = q2, v2 = ql; the metric is of Stackel form (9); and ao, ab a2, a3, c, k 
are arbitrary constants: 
(III) 
fI(q) =/z(q) = (C+q2) (ao+alq+a2y'c+q2) , 
y'c+ (ql)2 - y'c+ (q2)2 
h = I 2 ' q -q 
tj} = k 
(c+ (ql)2) (ao + alql + a2v'c + (ql)2) (ao + alq2 + a2v'c + (q2)2) 
(c + qlq2 - v'c + (ql)2v'c + (q2)2) 
(c + (q2)2) (ao + alql + a2Vc + (ql )2) (ao + alq2 + a2v'c + (q2)2) 
(c+ qlq2 - v'c+ (ql)2v'c+ (q2)2) 
q2 y' C + (ql)2 _ qly' C + (q2)2 
f = ql _ q2 ; 
(IV) fI(q) = fz(q) = a3q3 + a2q2 + alq, 
h- __ 1_ 
- qlq2' 
f= 
ql fl(ql )fz(q2) 
q2(ql _ q2)2 , tjJ2 = -k 
q2 fI(ql )f2(q2) 
ql(ql _ q2)2 ' 
These solutions may be of interest because the integral P, if viewed as the Hamil-
tonian operator instead of iI, does possess a non-zero magnetic field (although 
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it is unlikely to be a constant in general). Indeed, it is straightforward to show 
that the magnetic field of P in (3) is given by the following general formula: 
or, equivalently, 
where B is the magnetic field of H. Then in the case of solution (IV), for exam-
ple, we have 
which is non-zero in general. 
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6 Dirac Monopole in a Harmonic Field 
(Quantum Clebsch System) 
Here we show that the solution (I) is indeed a quantum version of the Clebsch 
system, as was claimed earlier. As was shown in [21], one can interpret the clas-
sical Clebsch system as the Dirac monopole in a harmonic field; i.e. the system 
on the sphere 8 2 , in a constant magnetic field, with a quadratic potential. 
Consider a sphere given in Cartesian coordinates XI, X2, X3 by the equation 
and introduce elliptical coordinates, following C. Neumann, as the roots q1, q2 of 
the quadratic equation 
(45) 
where 0<1, 0<2, 0<3 are arbitrary constants (see [20]). Rewrite the quantity 1> in 
terms of the roots q1, q2 as follows: 
Then, expressing this in terms of partial fractions and comparing with (45), we 
identify the following relationships between the Cartesian coordinates XI, X2, X3 
and the elliptical coordinates q1, q2: 
Substituting accordingly for XI, X2, X3 into the Euclidean metric, we then get the 
following in terms of the new coordinates q1, q2: 
Thus, we see that in terms of these elliptical coordinates, the metric for the sphere 
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is of Stiickel type (9) with 
i.e. fl and f2 are identical cubic polynomials, as in case (I). 
It remains to be shown that, in terms of Cartesian coordinates, the potential 
h = ql + q2 is quadratic. In rearranging (45) we get 
Thus, the sum of the roots of this quadratic equation is 
and, hence, the potential h = ql + q2 is clearly quadratic in terms of XI. X2, X3. 
Therefore, we have shown that solution (I) is indeed the quantum Clebsch system 
as claimed. 
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7 Conclusions 
As we have seen, in the absence of a magnetic field, the conditions of integrability 
in corresponding (two-dimensional) classical and quantum systems are identical. 
The same is also true if the magnetic field is present, but we assume that the met-
ric coefficients are constant. However, if we consider the systems with non-zero 
magnetic field and general metric coefficients, then the relations in the quantum 
case are different to those in the classical case. 
We have shown that the only difference is the additional term 
in the last quantum relation, which we can think of as a quantum correction 
term. We believe that this will be responsible for a richer supply of examples of 
commuting Schrodinger operators compared with the classical case. 
The approach suggested by Ferapontov and Veselov [7] gives some interesting 
examples of integrable quantum systems which conjecturally are not integrable 
in their classical versions (this was partially justified above). These examples 
have the property h = ±B, which also naturally appears in our analysis. 
One of our main new results is the complete classification of all commuting 
Schrodinger operators with two degrees of freedom, in the case of constant, non-
zero magnetic field and non-constant potential. We demonstrated a special role 
of the well known Clebsch system and, more interestingly, found a new integrable 
example on the sphere with the potential 
h = 1 #+#. 
The next stage would be a detailed analysis of both this new example and the 
quantum Clebsch system, including an investigation of spectral and geometric 
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properties. Another open problem is to complete our analysis by classifying the 
systems having both constant magnetic field and constant potential (see [19J for 
further discussion on this). Obviously, a general classification for non-constant 
magnetic fields would be very desirable, but this could be a very difficult challenge 
indeed. 
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