Abstract: In this paper, an algorithmic approach to feedback design is introduced. This approach makes it possible to replace the previous iterative design process, which is often tedious, with a straightforward algorithm. The new approach is developed based on the matrix interpolation theory. It reduces the design problem to solving a set of linear algebraic equations. The simplicity and the algorithmic nature of such approach make it attractive to self-tuning control systems where the compensators are continuously tuned on-line as the dynamics of the physical process varies with time. Extensions of the algorithm to multi-input and multi-output systems as well as discrete time systems are introduced.
I. INTRODUCTION
It is well known in control theory that much information concerning performance, stability and robustness of a linear time-invariant control system can be obtained from its loop gain frequency response. This insightful relationship leads to the principle of loop shaping design techniques, see, for example [2,10,11]. In loop shaping design, the closed-loop specifications are translated to the constraints on the loop gain transfer function, which can be met by appropriate choice of the compensator. The combination of the Nyquist and the Bode plots as well as Nichol's charts provide powerful graphical tools for single input and single output (SISO) control systems design. Techniques based on the same principle are also developed for multi-input and multi-output (MIMO) systems with variations.
The use of loop shaping techniques requires skill and experience. Although there are guidelines on how to select the compensator to affect the loop gain frequency response, the design is carried out in a largely cut and try procedure, which could be tedious at times. A new design method is proposed in this paper as an alternative to the iterative design approach. It reduces the design problem to solving a set of linear algebraic equations which can be carried out by a computer.
The new design process not only reduces the burden on the designer but also makes it possible for a more autonomous design that can be implemented on-line. Note that the previous loop shaping techniques are mainly off-line design methods. The designer select the compensator based on the observations of the Nyquist and Bode plots of the plants and the desired loop gain shape. Such interactions are not necessary in the proposed approach with a computer algorithm determining the appropriate compensator from the frequency response of the plant and the loop gain constraints. The simplicity and the algorithmic nature of such approach make it attractive to self-tuning control systems where the compensators are continuously tuned on-line as the dynamics of the physical process varies with time.
0-7803-1 206-6/93/$3.00 0 1 993 IEEE The automatic on-line tuning of controllers poses many challenges to control engineers. The need to tune controllers arises from practical control problems.
Most physical systems are, in general, nonlinear and time varying systems. Yet, the majority of the current control techniques are based on linear and time-invariant models. These models are usually obtained from the approximation of the plants in the neighborhood of an operating point. In many control applications, however, the system dynamics could change significantly from one operating point to the other, and the controllers must be adjusted, or tuned, in order to maintain the performance and stability. Because of the complexity of the problem, the main research activities o n self-tuning controllers have so far been restricted to controllers of simple structure, such as PID controllers, see, for example, [13]. With the proposed algorithm, it is now possible to perform autotuning for a large class of controllers.
The new design method is developed based on the matrix interpolation theory [l] where the loop gain constraints are expressed as interpolation constraints. The design problem is formulated as a polynomial matrix interpolation problem and it is described in Section 11. The extension of the proposed approach to discrete time systems and MIMO systems are described in Section III. Using the new algorithm, a selftuning control system is proposed in Section IV. Finally, some concluding remarks are included in Section V.
A NEW DESIGN TECHNIQUE
Consider the SISO system in Figure 1 where P(s) is the transfer function of the plant, C(s) is the compensator to be determined. A classical approach to feedback design is to work directly with the loop gain transfer function, L(s)=P(s)C(s). The stability and performance specifications are interpreted as constraints on the loop gain frequency response, L(jo)=P(jw)C(jo). From these constraints, the designer knows that the IL(jw)l should be large up to a frequency and small beyond another frequency; he also knows roughly where the crossover frequency, OI C, should be from the transient response requirements. The Nyquist stability theorem puts additional constraints on L o o ) in terms of the encirclement of the -I+jO point by the graph of Low), gain and phase margins, etc.
In the existing loop shaping design techniques, C(s) i s determined iteratively such that LOW) satisfies all constraints (see for example, [2]). This process of finding the appropriate C(s) requires a great deal of human intuition and experience. Compromises are often made in the transient response specifications, the compensator complexity, the actuation limit, and the stability robustness, etc. In the following, a new procedure is introduced.
Problem Formulation
Let the design specifications be expressed as interpolation constraints of the form, where ai are complex numbers. Note that this is a reasonable assumption since most design specifications such as command following in certain frequency range, crossover frequency, gain and phase margins, stability robustness against high frequency unmodeled dynamics, etc. can be translated as constraints on magnitude and phase of Loco) at a set of frequencies, [mi). Thus, the design problem becomes to find a compensator C(s) such that where P(jOi) is the given frequency response of the plant evaluated at q. Write L(jq) =ai and P(jq) = pi, i = 1,R, the numerator and denominator coefficients of C(s) can be obtained by solving the set of linear algebraic equations Given the degree of C(s), ai. and Pi, solving C(s) from (3) can be seen as the transfer function interpolation problem. This problem is also known as the transfer function curve fitting problem [3] . It is similar to the system identification problem where the transfer function is to be determined from the frequency response of the plant.
Solving the Interpolation Problem
Many control system constraints and properties can be expressed as interpolation constraints of transfer functions or transfer function matrices. For example, the curve fitting problem discussed above is a special case of the matrix interpolation problem. The recent development in matrix interpolation theory [ l ] offers a new theoretical framework in which various algebraic aspects of the matrix interpolation problems are explored.
Computer algorithms [4, 6] are developed to solve practical problems. It is shown, in the following, that the design problems formulated in equations (1) to (3) can be effectively solved using the matrix interpolation theory. Let C(s) be C(s) = n(s)/d(s) where n(s) and d(s) are numerator and denominator polynomials, respectively. The problem in (3) is equivalent to determining the polynomial
where R is the number of constraints. number of columns of C or E and it is taken to be k = (xdi+(p+m))-R. Furthermore C is selected so that [ S l , C] has full rank, assuming SA has full rank [l] ; in this way a unique solution exists for any E. These additional conditions can be used, for example, to ensure the properness of C(s), or to make d(s) a monk polynomial. Detailed algebraic properties of this fitting problem are discussed in [1, 4] .
Note that ( 5 ) can be solved as a weighted least square problem [5] and frequency weighting can be easily implemented to reflect the degree of importance of each loop gain constraints. The solutions can be obtained in one step by solving (3, which is a set of linear algebraic equations.
The Degree of the compensator:
One can always find a C(s) that satisfies all constraints in (3) by picking the degree of C(s) high enough. In practice, however, it is often required to find the compensator of lowest order which meet all the specifications. Furthermore, the loop gain constraints are usually indications, rather than absolute criterions, of the open loop frequency response that will lead to satisfactory closed loop performance. Therefore, the design objective can be seen as to find a compensator C(s) of lowest order such that the loop gain frequency response stays in a close neighborhood of the points specified in (3). The tolerance of error can be predetermined by the designer and a search algorithm can be used to find the solution of the lowest degree. This algorithm will repeatedly solve ( 5 ) while increasing the order of n(s) and d(s) until it finds the solution within the error tolerance. A computer algorithm of this type was developed in [6] for system identification purposes. Modification of it for design purposes seems straightforward.
Equality via Ineqlraliry Constraints:
The loop gain constraints in the loop shaping design approach are mostly given as a set of inequalities, such as IL(jw)l > a, for 01<0<02, etc. This is obviously more flexible than the equality constraints shown in (1). In determining the compensator, however, it is the equality constraints that made it possible to solve for the coefficients of C(s) algorithmically. Note that the solutions of ( 5 ) are usually least square solutions and they do not solve equations (1) to (3) exactly. This is acceptable since the design specification, and therefore the loop gain constraints, are not absolute in nature. The constraints must be selected reasonably so that they can be met by using a relatively simple compensator. For example, if the loop gain is required to have the magnitude decreasing over a frequency range, one should allow the phase to drop over the same range.
Modeling of the planr:
A unique feature of this design approach is that it does not require the explicit mathematic model of the plant. To carry out the design, the only information needed from the plant is its frequency response at a set of frequencies, ( m i ) .
Consequently, not only the major portion of the system identification process is eliminated, but also the errors associated with it. Furthermore, it makes it feasible to implement an automatic design process on-line such that the compensator can be adjusted as the dynamics of the plant changes. This will be addressed in details later in Section IV.
Stability
Since stability is one of the most important characteristics of any feedback system, it takes the highest priority in design. In selecting loop gain constraints, the gain and phase margin should be large enough to allow inaccuracies from approximations in both modeling and design process. Frequency weighting can be used to make the stability constraints dominant in the cost function. 
ExamDle:
Consider the feedback design problem for the system show in Figure 1 . Assume that g(s) = l/(s+l)(s+5) and the design specifications are as follows: the cross over frequency be around w=l radlsec; the output disturbance be attenuated at least 40 dE3 for w -< .01 rad/sec; the gain and phase margin be above 4 and 30 degrees, respectively; and finally, the system remains stable when there is unmodeled dynamics of the magnitude up to 40 dB for w 2 10 radsec. -70" -75" -120"
Note that the interpolation constraints are selected with some conservatism so that the inaccuracies in the approximate solutions can be tolerated to a certain degree.
Solving equation (1) to (8), an approximate solution is found -.26s+6.27
The resulting crossover frequency is .9 radlsec; gain margin is 3.8, phase margin is about 35"; IP(jo)C(j~)l = 104, at o = .01 and IP@o)C(jo)l = .006 at w = IO and dropping. The Nyquist plot of the L(s) is shown in Figure 2 .
Remark:
There is a trade off between the order of the compensator and how close the interpolation constraints can be met. If one select the order of the compensator high enough, the C(s) = S constraints in Table 1 can always be satisfied exactly. The selection of the interpolation pairs also affects the complexity of the solution. Note that, in this example, the specifications on the phase of LGw) are important only around the crossover frequency. The loop gain constraints at low and high frequencies are merely magnitude constraints. However, the choices of the phase at these frequencies can directly influence the structure of the loop gain and the compensator. For example, the constraint of arg(P(jw)CUw)) = -90" at 0=.01 radsec implies that the loop gain will have one pole at the origin.
EXTENSION TO DISCRETE TIME SYSTEMS AND MIMO SYSTEMS

Discrete Time System Design
The new design method described above can be directly extended to discrete-time control systems. Assuming that the plant is a discrete time system with a transfer function P(z), the compensator is C(z), and the loop gain transfer function is L(z) = P(z)C(z). The frequency response of discrete-time systems is obtained by substituting z as z=dwT, where T is the sampling period. The curve fitting problem in discrete-time [4] can be described as given the input and output data in frequency domain, that is u(dwT) and y(dwT) at a set of discrete frequencies [o = mi, i = 1, 2, ...), respectively, find a transfer function matrix H(z) such that Let the design specifications be expressed as interpolation constraints of the form, where ai are complex numbers. Similar to the continuous time system, the design problem becomes to find a compensator C(z) such that where P(A0i.r) is the given frequency response of the plant evaluated at q. Write L(d@T) = ai and P(dwiT) = pi, i = 1, 1 , the numerator and denominator coefficients of C(z) can be obtained by solving the set of linear algebraic equations Given the degree of C(z), ai, and pi, the problem of determining the transfer function C(z) that satisfies the constraints in (12) can be solved by using matrix interpolation theory as well [4] . This is shown as follows: Discrete time system offers some unique characteristics for the implementation of the self-tuning system. For example, since the frequency response of discrete time system is periodic, one only needs to consider the frequency response in the first period. That is, the frequencies of interests are limited to a small range and the numerical properties of (14) is usually better than those of (5).
MIMO System Design
The concept of the classical frequency domain design methods for SISO systems have already been extended to MIMO systems [10, 11] . Consider the system in Figure 1 where P(s) and C(s) are now qxp and pxm transfer function matrices, respectively. The same design philosophy can be applied using the singular value plot of L(jo)=P(jo)Ccjo), instead of the Bode plot.
Similarly, the performance specifications can be expressed in terms of the singular value plot of L(jw) and the compensator C(s) is to be found so that Lcjw) meets the constraints. Here the problem of finding C(s) is rather difficult due to the lack of intuition on the relation between C(s) and the singular value plot of the loop gain. Even if a solution is found, the design is likely to be very conservative since the singular value of a matrix is only related to the bound on the absolute value of the its eigenvalues. That is, only the information on the upper and lower bounds of the magnitude of the transfer function matrix is used in design.
The extension of the new design method to MIMO system design requires the design specifications be expressed in terms of frequency response of the loop gain transfer function L(s) at a set of discrete frequencies, LQoi), i=l, R . Once this is accomplished, the same procedure for SISO systems can be applied with few modifications. This is briefly described below.
Assume that the left coprime fraction representation of C(s) is -where D(s) and N(s) are (pxp) and (pxm) polynomial matrices respectively; the design specifications are given in the same way as in equations (1) 
where R is the number of constraints.
-- (21) where
IV. A SELF-TUNING CONTROL SYSTEM
Under various circumstances, the dynamics of the physical process will change. The change may happen quickly or slowly depending on the nature of the plant. For example, the performance of actuators may degrade slowly with time which corresponds to slow changes in the dynamics of the system. On the other hand, if a failure suddenly occurs in an actuator, it will introduce dramatic variations in the system which corresponds to quick changes in system dynamics. In either situation, the compensator C(s) designed for the original plant P(s) may become ineffective and needs to be adjusted during operation. In the following, a self-tuning control system is proposed to address such problems.
The new design approach discussed above integrate the modeling and design into one process. Once the design specifications are given in terms of loop gain frequency response, the rest of the design can be carried out by a computer algorithm. The frequency response of the plant can be found as the ratio of Fourier transform of the input and output. Or, it can be calculated as [9] Suucjq) Suy W i ) where Suu(jWi) and Suy(iq) are the auto-and cross spectra of the input and output time history. With L(joi) and P(jWi) given for i = 1, 1, the compensator C(s) is obtained by solving the linear algebraic equation ( 5 ) on-line.
System Configuration
Pcjq) = Based on the above discussion, a conceptual configuration of a self-tuning control system is shown in Figure 3 .
In this system, the input and output data in time domain is continuously recorded and the frequency response PQWi) is obtained using the fast Fourier transform (FFT). From the new (P(jOi)) and the given constraints on loop gain, (L(jOi)}, the supervisory control, a higher level decision making mechanism, determines if the compensator should be updated. This is done by comparing the frequency response of the loop gain transfer function at a set of frequencies (ai) with the desired one. If the difference exceeds a Predetermined limit, the tuning algorithm will be executed.
The tuning algorithm receives PQWi) and L(jOi) from the supervisory control block and determines the new compensator C(s) using the design method discussed in Section II. Thus, as the dynamics of the plant changes, the performance of the closed loop system is maintained by adjusting C(s). This process can be completely automated without human intervention. Furthermore, the computational complexity of the algorithm is expected to be reasonable for on-line operation since it only involves solving a set of linear algebraic equations.
For relatively slow changes in the plant dynamics where the system is still approximately linear and time invariant, the adjustment of the compensator will be infrequent. For dramatic changes in the system such as component failures or surface damages in aircraft, it is essential that the system be quickly stabilized before it gets out of control. The tuning method proposed here could be very effective in achieving this goal since it does not require the explicit model of the plant and a control redesign can be quickly executed. For systems that are essentially nonlinear but can be approximated by a linear model in a certain range of frequencies, the frequency response of the plant, P(jOi), indirectly approximates the nonlinear system with a linear system that has the transfer function P(s). Thus, the explicit modeling and linearization of nonlinear systems are not necessary.
Comparison to self-tuning adaptive control
The proposed method is similar in concept to self-tuning adaptive control. The objective of both methods is to adjust the compensator to accommodate the changes in the plant. The implementations are, however, very different. The new method has the following unique characteristics a) It does not estimate the parameters of the plant, directly or indirectly. Therefore, there is no assumptions made regarding the structure, the order, the relative degree, etc. of the plant. b) There is no assumption made on the structure of the compensator. The order of the compensator is determined only to satisfy the design constraints. Compromises can be made automatically between the complexity of C(s) and the performance specifications.
c) The compensator is only adjusted when necessary and it is done quickly in one step. For this purpose, a decision making mechanism, perhaps in forms of a rule based system, is required.
Applications in Reconfigurable Control
An immediate application of the self-tuning system discussed above is in the area of reconfigurable control systems (RCS) (see, for example, [7, 8] and the references). RCS are control systems that possess the ability to accommodate system failures automatically based upon a-priori assumed conditions. The research in this area is largely motivated by the control problems encountered in the aircraft control system design. In that case, the ideal goal is to achieve the so called "fault-tolerant", or, "self-repairing" capability in the flight control systems, so that the unanticipated failures in the system can be accommodated and the airplane can be, at least, landed safely whenever possible. Due to the time constraints in many failure scenarios, the control law redesign process must be automated and the algorithms used should be as numerically efficient as possible.
There are several advantages of using the self-tuning control system developed here in RCS design. Unlike many current techniques, there is no need to identify the system online since only the freqfiency response is required by the tuning algorithm. Therefore, it makes the practical implementation of RCS more realistic. Furthermore, the new design method offers a unique way to stabilize the impaired system quickly by solving a set of linear algebraic equations. Constraints for both stability and performance are expressed in the same equations and the compensator that meets these constraints is obtained in one step. The degree of the compensator is not predetermined and this offers great flexibility in accommodating a wide range of failures.
V. CONCLUDING REMARKS
In this paper, a new frequency domain design technique is proposed. A simple algorithm is developed to determine the compensator from the frequency response of the plant and the design constraints on loop gain transfer function. Implementations for both continuous and discrete time SISO and MIMO systems are discussed. Based on this design technique, a self-tuning control system is introduced. Its potential applications in reconfigurable control system are explored. 
