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0.1 Abstract
In both quantum optics and cold atom physics, the behaviour of bosonic photons
and atoms is often treated using phase space methods, where mode annihilation
and creation operators are represented by c-number phase space variables, with
the density operator equivalent to a distribution function of these variables. The
anti-commutation rules for fermion annihilation, creation operators suggests
the possibility of using anti-commuting Grassmann variables to represent these
operators. However, in spite of the seminal work by Cahill and Glauber and
a few applications, the use of Grassmann phase space methods in quantum -
atom optics to treat fermionic systems is rather rare, though fermion coherent
states using Grassmann variables are widely used in particle physics.
This paper presents a phase space theory for fermion systems based on distri-
bution functionals, which replace the density operator and involve Grassmann
fields representing anti-commuting fermion field annihilation, creation opera-
tors. It is an extension of a previous phase space theory paper for fermions (Pa-
per I) based on separate modes, in which the density operator is replaced by a
distribution function depending on Grassmann phase space variables which rep-
resent the mode annihilation and creation operators. This further development
of the theory is important for the situation when large numbers of fermions
are involved, resulting in too many modes to treat separately. Here Grass-
mann fields, distribution functionals, functional Fokker-Planck equations and
Ito stochastic field equations are involved. Typical applications to a trapped
Fermi gas of interacting spin 1/2 fermionic atoms and to multi-component
Fermi gases with non-zero range interactions are presented, showing that the
Ito stochastic field equations are local in these cases. For the spin 1/2 case we
also show how simple solutions can be obtained both for the untrapped case
and for an optical lattice trapping potential.
2
1 Introduction
This paper treats many-body fermion systems via a phase space theory. It ex-
tends a previous paper (Paper I, [1]) on this topic - in which the modes (or
single particle states) that the fermions may occupy were treated separately,
to the situation where fermion field creation and annihilation operators are in-
volved rather than operators for the separate modes. This approach is more
suitable when large numbers of fermions are involved since the Pauli exclusion
principle guarantees that large numbers of modes are needed to accommodate
them, resulting in too many modes to treat separately. In the previous paper we
have presented phase space theory as being one of a range of methods (see Ref.
[1]) used to treat many-body systems [2] in non-relativistic quantum physics.
Briefly, for phase space theories based on separate modes the density operator
describing the quantum state is represented by a distribution function of phase
space variables, which are associated with the mode annihilation and creation
operators. Measureable quantities such as quantum correlation functions and
Fock state probabilities and coherences are expressed as phase space integrals
involving the distribution function and specific functions of the phase space
variables describing the measureable quantity. The evolution equation for the
density operator is replaced by a Fokker-Planck equation [3] for the distribution
function. In turn, the phase space variables are replaced by time dependent
stochastic variables, and Ito stochastic equations [4] for these variables are used
to give the same results for measured quantities as would be obtained by solving
the Fokker-Planck equation. Phase space theory for bosons is now a standard
approach, described in many text-books (see for example [5], [6]). For bosonic
systems where the mode annihilation and creation operators satisfy commuta-
tion relations, the phase space variables are c-numbers. However, in fermionic
systems these operators satisfy anti-commutation rules, and one option for de-
veloping a phase space theory for fermions is for the phase space variables to be
Grassmann variables - since these anti-commute in multiplication. For fermions
c-number phase space theories also exist, but these typically involve linking
pairs of mode operators with the phase space variables (see Ref. [1] for details).
Phase space theory for fermions based on Grassmann phase space variables
was pioneered by Cahill and Glauber [7], although this paper did not treat dy-
namical evolution problems – either time evolution under a Liouville-von Neu-
mann or master equation or temperature evolution under a Matsubara equation.
Evolution was treated in an important later contribution by Plimak, Collett and
Olsen [8]. Applications of Grassman phase space theory to specific problems
(such as in Refs. [9], [10], [11], [12], [13], [14]) have also been made. The theory
presented in Ref. [1] is similar to that in Ref. [8] in using an un-normalised
B distribution function, for which the drift term in the Fokker-Planck equa-
tion depends linearly on the phase space variables. However, the Ito stochastic
equations for stochastic Grassmann variables obtained in Ref. [1] were based
on a different approach (developed from a treatment by Gardiner (see pp 95-96
in [4]) for bosons) in which the phase space average at any time of an arbitary
function and stochastic average of same function are required to coincide, and
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for this to occur the terms in the Ito stochastic equations were related to the
drift and diffusion terms in the Fokker-Planck equation for distribution function.
The stochastic equations obtained in Ref. [8] are different, and are based on
an ansatz requiring the distribution function itself at a final (imaginary) time
to be obtained by taking the distribution function at the initial time, replacing
the phase variables by time dependent stochastic Grassmann variables related
via a stochastic c-number linear transformation to the original (time indepen-
dent) Grassmann phase variables, and then taking a stochastic average of the
stochastic distribution function multiplied by the determinent associated with
the stochastic c-number linear transformation. The differences between the ap-
proaches in [8] and [1] are fully discussed in the latter paper, along with the
important issue of showing how numerical calculations of Fock state populations
etc can still be carried out based on Grassmann phase space theory - without
there being a need to represent Grassmann variables on the computer.
In phase space theories based on fields rather than separate modes, the
density operator describing the quantum state is represented by a distribution
functional (functionals and their calculus are described in many textbooks, for
example Ref. [15]) involving phase space field functions that are associated with
the field annihilation and creation operators. This extension is important even
for bosonic cases where although most particles may occupy one or two con-
densate modes, there are sometimes large numbers of modes that have non-zero
occupancy, such as for spatial squeezing in quantum optics [16]. Measureable
quantities such as quantum correlation functions and Fock state probabilities
and coherences are expressed as phase space functional integrals involving the
distribution functional and other functions of the phase space fields specific to
the measureable quantity. The evolution equation for the density operator is
replaced by a functional Fokker-Planck equation for the distribution functional.
In turn, the phase space fields are replaced by time dependent stochastic fields,
and Ito stochastic field equations for these stochastic fields are used to give
the same results for measured quantities as would be obtained by solving the
functional Fokker-Planck equation. Such phase space distribution functional
theories have been widely used in the bosonic case - such as for photons [16],
where the field functions are c-number fields. The paper by Steel et al [17] sets
out the theory for bosonic gases, and there have been many further develop-
ments such as including gauge fields [18], hybrid theories [19], [20], [21], [22]
involving P and W distributions and double phase spaces, the last allowing for
time dependent mode functions. For fermionic systems c-number field based
phase space theories have also been formulated, involving c-number field func-
tions either associated with atomic spin field operators [23] or pairs of fermion
field operators.
However, in developing a field based phase space theory for fermionic sys-
tems, the present paper involves associating the fermion field annihilation and
creation operators directly with field functions - for analogous reasons to the
separate mode case. The theory involves two independent field functions ψ
and ψ+ which are associated with the field annihilation and creation operators
respectively. Again, the anti-commutation rules satisfied by the fermion field op-
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erators suggest using field functions with similar anti-commutation properties,
and hence the present theory employs Grassmann fields rather than c-number
fields. Grassmann fields can be expanded in terms of c-number mode functions,
but now the expansion coefficients are Grassmann variables. It is important to
note however, that the field and mode approaches are interchangeable, as can
be shown via via mode expansions for the Grassmann fields. A Grassmann field
approach was also adopted for fermion problems by Plimak, Collett and Olsen
[8].
After associating the field annihilation and creation operators with Grass-
mann field functions, we introduce the Grassmann distribution functionals that
replace the density operator, starting from the distribution functions based on
modal Grassmann phase space variables. The distribution function for modal
phase space variables is equivalent to the distribution functional for phase space
fields. Both P and B distribution functionals are considered. We then derive
the expressions for measurable quantities such as quantum correlation functions,
Fock state probabilities and coherences as Grassmann phase space functional in-
tegrals involving the distribution functional and field functions specific to the
measureable quantity. A careful derivation is given of the functional Fokker-
Planck equation for the distribution functional starting from the Fokker-Planck
equation, with expressions for the drift and diffusion terms in the functional
Fokker-Planck equations related to the corresponding terms in the original
Fokker-Planck equation. The correspondence rules for the field annihilation
and creation operators are also established via mode expansions. However, they
then can be used to derive functional Fokker-Planck equations directly from the
evolution equation for the density operator when the Hamiltonian is expressed
in terms of field operators. After defining the time dependent stochastic Grass-
mann fields that replace the field functions, we then derive the Ito stochastic
field equations, giving explicit expressions for the classical and noise fields in
terms of the related quantities in the Ito stochastic equations based on modes.
An important result establishes the general relationship between the classical
and noise field terms in the Ito stochastic field equations and the drift and
diffusion terms in the functional Fokker-Planck equation. This relationship is
then used to determine the classical and noise terms in the Ito stochastic field
equations directly from the functional Fokker-Planck equation without requir-
ing mode expansions. For the B distribution case - also occuring in Plimak et
al [8] - we show that the stochastic Grassmann fields at later times are related
linearly to these fields at an earlier time, and where the linear relationships only
involve (stochastic) c-numbers and not Grassmann fields. This allows numerical
calculations based on stochastic Grassmann fields to be carried out. Important
issues involved in carrying out numerical calculations for Grassmann fields need
to be considered - for example the position dependence of the stochastic Grass-
mann fields must be represented as points on a spatial grid, and in some cases
non-local Ito stochastic field equations must be solved.
Typical applications, first to a trapped Fermi gas of spin 1/2 fermionic atoms
with zero range interactions, and second to multi-component Fermi gases with
non-zero range interactions are presented, showing that the Ito stochastic field
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equations are local in these cases. For the spin 1/2 case we also show how simple
solutions can be obtained both for the untrapped case and for an optical lattice
trapping potential.
The plan of this paper is as follows. In Section 2 functional phase space
theory for fermions is presented based on Grassmann fields. Section 3 covers
functional Fokker-Planck equations and Section 4 sets out the Ito Stochastic field
equations, with a SubSection dealing with numerical issues. The final Section 5
presents applications, the first SubSection treating a trapped Fermi gas of spin
1/2 fermionic atoms with zero range interactions and the second SubSection
focuses on multi-component Fermi gases with non-zero range interactions. The
Appendices set out detailed material too lengthy for the main body of the
paper. In Appendix 8 we introduce the field annihilation and creation operators
and a typical Hamiltonian for interacting fermions expressed in terms of field
operators. Fock states for fermion positions are described. Appendix 9 describes
fermion position states, Appendix 10 sets out Grassmann functional calculus,
Appendix 11 describes the functional P distribution. Derivations of the Ito
stochastic field equations and the functional Fokker-Planck equation for the
application to spin 1/2 fermionic atoms are set out in Appendices 12 and 13.
The Appendices for the previous paper (Ref. [1]) also contain useful background
material - including a description of Grassmann algebra and calculus (Appendix
A).
A far more detailed account of Grassmann phase space theory for fermions,
covering both the separate mode and the field cases and the relationship to c-
number phase space theory for bosons is set out in the recently published book
by the present authors entitled Phase Space Methods for Degenerate Quantum
Gases [15]. Readers are refered to this textbook for a more complete treatment.
Here we focus on presenting the most essential results.
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2 Functional Phase Space Theory
In systems with a large number of fermions the Pauli exclusion principle im-
plies there must also be a large number of mode involved. In this case the
distribution function treatment based on treating mode separately becomes un-
wieldy and a switch to a treatment avoiding a consideration of separate modes
is highly desirable. Field annihilation and creation operators now replace the
separate mode operators. In functional phase space theory the density opera-
tor is now represented by a distribution functional rather than a distribution
function, and the field operators are represented by Grassmann fields, rather
than mode operators being represented by Grassmann phase space variables. It
should be noted though that the distribution functional is entirely equivalent
to the distribution function and the two approaches are inter-changeable. If
the Grassmann fields are expanded in terms of spatial mode functions with the
Grassmann phase space variables as coefficients, then the distribution functional
is equivalent to a Grassmann function of the phase space variables. We simply
choose the distribution functional to be such that the equivalent distribution
function is the same as the previous distribution function. As previously, dis-
tribution functionals of the P type and the un-normalised B type both occur,
though here we focus on the latter because of its greater usefulness in numerical
work. When using functional phase space theory functional Fokker-Planck equa-
tions now replace Fokker-Planck equations and can be derived either from the
Fokker-Planck equations or more simply by establishing correspondence rules
involving the Grassmann fields and functional derivatives that are equivalent to
the original correspondence rules that involved Grassmann phase space variables
and Grassmann derivatives. Similarly Ito stochastic field equations for Grass-
man stochastic fields replace Ito stochastic equations for stochastic Grassmann
phase variables and can be derived from these. The Ito stochastic field equa-
tions can also be obtained more directly from the drift and diffusion terms in
the functional Fokker-Planck equation As functional calculus involving Grass-
mann fields is not widely known, for convenience its key features are set out in
Appendix 10.
2.1 Grassmann Fields
In the case of bosons, the field operators Ψˆ(r),Ψˆ†(r) are associated with c-
number fields ψ(r), ψ+(r). Here r refers to spatial position - which may be
in 1D, 2D or 3D. Such fields may be expanded in terms of orthonormal mode
functions φi(r) in the form
ψ(r) =
∑
i
αi φi(r) (1)
ψ+(r) =
∑
i
φ∗i (r)α
+
i . (2)
where αi, α
+
i are c-number phase space variables. The mode functions satisfy
orthonormality and completeness conditions analogous to (94), (95)
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For fermions, the field operators Ψˆ(r),Ψˆ†(r) are associated with Grassmann
fields ψ(r), ψ+(r). Grassmann fields can also be expanded in terms of a suitable
orthonormal set of mode functions but now with Grassmann phase space vari-
ables gk or g
+
k as expansion coefficients. Thus we have for Grassmann functions
ψ(r), ψ+(r) associated with field annihilation and creation operators
ψ(r) =
∑
i
gi φi(r) (3)
ψ+(r) =
∑
i
φ∗i (r)g
+
i . (4)
Again, if g+i = g
∗
i then ψ
+(r) = ψ∗(r), the complex conjugate Grassmann field.
The Grassmann fields are odd Grassmann functions of the first order. The
following results for the expansion coefficients can easily be obtained
gk =
∫
dr φ∗k(r)ψ(r) (5)
g+k =
∫
dr φk(r)ψ
+(r) (6)
which has the same form as for c-number fields.
Grassmann fields differ from bosonic fields in that they anti-commute and
their square and higher powers are zero. Thus with η(r) =
∑
l
hl φl(r) a second
Grassmann field
ψ(r)η(s) + η(s)ψ(r) = 0 (7)
(ψ(r))2 = (ψ(r))3 = · · · = 0. (8)
These rules follow from the anti-commutation properties of Grassman numbers.
2.2 Grassmann Functionals - Basic Idea
The concept of a functional F [ψ(r)] is well-established in the case of c-number
fields. Essentially, a functional F [ψ(r)] maps a c-number field ψ(r) onto a c-
number, which depends on all the values of ψ(x) over its entire range of r.
There has been a widespread use of functionals both in classical and quantum
physics (see Ref. [1] for background references), so their properties and calculus
involving functional derivatives and integrals will not be presented here. A
recent textbook Ref. [15] outlines these key aspects of c-number functionals.
It is important to note that as the value of the function at any point in
the range for x is determined uniquely by the expansion coefficients {αk}, then
the functional F [ψ(r)] must therefore also just depend on the c-number ex-
pansion coefficients, and hence may also be viewed as a c-number function
f(α1, · · · , αk, · · ·αn) of the expansion coefficients. This equivalence is useful
when functional differentiation and integration are considered.
F [ψ(r)] ≡ f(α1, · · · , αk, · · ·αn) (9)
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This feature also applies to functionals of the form F [ψ(r), ψ+(r)], which again
are equivalent to a c-number function of both sets of expansion coefficients.
F [ψ(r), ψ+(r)] ≡ f(α1, · · · , αk, · · ·αn, α
+
1 , · · · , α
+
k , · · ·α
+
n ) (10)
The idea of a functional F [ψ(r)] can be extended to cases where ψ(r) is a
Grassmann field rather than a c-number field. Analogous to the situation for
c-number functionals, a Grassmann functional F [ψ(r)] maps the g-number func-
tion ψ(r) onto a Grassmann function that depends on all the values of ψ(r) over
its entire range. Examples of Grassmann functionals are given in Appendix 10.
Grassmann functional derivatives and Grassmann functional integrals can be
defined for Grassmann functionals, following analogous definitions for c-number
functionals. These definitions and associated rules for these processes are out-
lined in Appendix 10.
As for c-number fields, the expansion coefficients {gk} determine the Grass-
mann field at any point in the range for x, so the functional F [ψ(r)] must there-
fore also just depend on the g-number expansion coefficients. Hence the Grass-
mann functional F [ψ(r)] is equivalent to a Grassmann function f(g1, · · · , gk, · · · gn)
of the expansion coefficients. This equivalence is used to relate Grassmann func-
tional differentiation and integration to ordinary Grassmann differentiation and
Grassmann integration with respect to the Grassmann phase space variables.
F [ψ(r)] ≡ f(g1, · · · , gk, · · · gn) (11)
This feature also applies to functionals of the form F [ψ(r), ψ+(r)], which are
also equivalent to a Grassmann function of all the expansion coefficients.
F [ψ(r), ψ+(r)] ≡ f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n ) (12)
This result is of central importance in the present paper, where we con-
sider un-normalised B Grassmann distribution functionals of fields ψ(r), ψ+(r).
The Grassmann functional B[ψ(r), ψ+(r)] is equivalent to the previous un-
normalised B Grassmann distribution function B(gk, g
+
k ) of the Grassmann
phase space variables gk, g
+
k treated in Ref. [1]
B[ψ(r), ψ+(r)] ≡ B(gk, g
+
k ) (13)
The same symbol will be used for both, but note the [..] for functionals, (..)
for functions. There is a similar equivalence for normalised P Grassmann
distribution functionals and functions. Essentially, the distribution functional
B[ψ(r), ψ+(r)] and the distribution function B(gk, g
+
k ) are just two different
ways of representing the same density operator. This equivalence enables us to
use results previously obtained for the separate mode theory in Paper I (Ref.
[1]) to derive equivalent results for the field theory approach outlined in the
present paper.
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2.3 Field Operators - New Notation
It is now useful to change the notation to both allow for the presence of differing
internal states |α〉 for the fermions and to treat field annihilation and creation
operators and their mode expansions via unified expressions. The field annihila-
tion, creation operators ψ̂α(r), ψ̂
†
α(r) for internal state |α〉 will now be denoted
ψ̂αA(r), with A = 1, 2 distinguishing annihilation and creation operators and r
denoting the spatial position The expansion in terms of mode annihilation, cre-
ation operators ĉαi, ĉ
†
αi (denoted ĉ
A
αi with A = 1, 2 for annihilation and creation
operators) and orthnormal mode functions and their conjugates φαi(r), φ
∗
αi(r)
now denoted ξAαi(r) with A = 1, 2 will now be written as
ψ̂αA(r) =
∑
i
ĉAαi ξ
A
αi(r) (14)
2.4 Distribution Functionals - B Distribution
To formulate functional phase space theory we first associate the field annihila-
tion and creation operators ψ̂α(r), ψ̂
†
α(r) for each internal state |α〉 associated
with Grassmann field functions ψα(r), ψ
+
α (r), which in accord with the new no-
tation will be denoted ψαA(r) with A = 1, 2. These can be expanded in terms
of mode functions ξAαi(r) with Grassmann phase variables gαi, g
+
αi (denoted g
A
αi
with A = 1, 2 and i = 1, 2, .., nα) for each of the nα spatial modes associated
with this internal state acting as the expansion coefficients
ψαA(r) =
∑
i
gAαi ξ
A
αi(r) (15)
Clearly these are linear and odd Grassmann fuctions, and the Grassmann fields
are equivalent to the Grassmann phase variables.
If we now denote ψ(r) ≡ {ψα(r), ψ
+
α (r)} and g ≡ {gαi, g
+
αi} we then represent
the density operator ρ̂ by a B distribution functional B[ψ(r)] of the Grassmann
fields. As explained above, the distribution functional B[ψ(r)] is equivalent to
the previous distribution function B(g).
B[ψ(r)] ≡ B(g) (16)
Similarly, a P distribution functional P [ψ(r)] is equivalent to the previous
P distribution function P (g). The two distribution functionals are related via
P [ψ(r)] = B[ψ(r)] exp(+
∫
dxψ(r)ψ+(r)) (17)
as can easily be established via mode expansions.
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2.5 Quantum Correlation Functions
The previous normally ordered quantum correlation functions based on separate
modes (see Eq. (27) in Ref. [1]) now involve the field creation and annihilation
operators Ψˆ†(r), Ψˆ(r) and are of the form
G(p,q)(r1, r2 · · · rp; sq · · · s2, s1)
= 〈Ψˆ(r1)
† · · · Ψˆ(rp)
†Ψˆ(sq) · · · Ψˆ(s1)〉
= Tr(Ψˆ(sq) · · · Ψˆ(s1) ρˆ Ψˆ(r1)
† · · · Ψˆ(rp)
†). (18)
where for an N particle system we require p, q ≤ N to give a non-zero result.
For the fermion case we also require p−q = 0,±2,±4, · · · due to the SSR. As we
will see, this result can be written in terms of phase space functional integrals
using the general result relating Grassmann functional integrals and Grassmann
phase space integrals in Eq. (170) in Appendix 10.∫
Dψ+DψF [ψ(r), ψ+(r)]
= lim
n→∞
lim
ǫ→0
∫
· · ·
∫
dg+n · · · dg
+
k · · · dg
+
1 dgn · · · dgk · · · dg1
× f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n ) (19)
where the functional F [ψ(r), ψ+(r)] and the Grassmann function f(g, g+) are
equivalent.
If we substitute mode expansions (109) for the field operators then using
(18) the quantum correlation functions can be expressed in terms of the P
distribution functional as follows
G(p,q)(r1, r2 · · · rp; sq · · · s2, s1)
=
∑
mq···m1
∑
l1···lp
φmq (sq) · · ·φm1(s1)φ
∗
l1(r1) · · ·φ
∗
lp(rp)Tr(cˆmq · · · cˆm1 ρˆ(t)cˆ
†
l1
· · · cˆ†lp).
=
∑
mq···m1
∑
l1···lp
φmq (sq) · · ·φm1(s1)φ
∗
l1(r1) · · ·φ
∗
lp(rp)
×
∫ ∏
i
dg+i
∏
i
dgi (gmq · · · gm2gm1)P (g, g
+)(g+l1g
+
l2
· · · g+lp)
=
∫ ∏
i
dg+i
∏
i
dgi (ψ(sq) · · ·ψ(s1))P (g, g
+)(ψ+(r1) · · ·ψ
+(rp))
=
∫ ∫
Dψ+Dψψ(sq) · · ·ψ( s1)P [ψ(r), ψ
+(r)]ψ+(r1) · · ·ψ
+(rp))
(20)
where in the last step we have replaced the Grassmann phase space integral
by the equivalent Grassmann functional integral via (19). Hence we see that
the quantum correlation functions involving fermion field operators are given
as Grassmann functional integrals in which the Grassmann fields have replaced
the field operators.
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2.6 Fock State Populations and Coherences
We consider fermion position eigenstates as in Eq.(111)
|Φ{r}〉 = |r1 · · · rp〉 = Ψˆ
†
f (r1) · · · Ψˆ
†
f (rp)|0〉
|Φ{s}〉 = |s1 · · · sp〉 = Ψˆ
†
f (s1) · · · Ψˆ
†
f (sp)|0〉 (21)
The population for state |Φ{r}〉 and the coherence between the state |Φ{r}〉 and
the state |Φ{s}〉 are given by
P (Φ{r}) = Tr(|Φ{r}〉 〈Φ{r}| ρˆ) (22)
C(Φ{s}; Φ{r}) = Tr(|Φ{s}〉 〈Φ{r}| ρˆ) (23)
Substituting for the field operators from Eqs.(109) and using the results
(30) and (31) in Ref. [1] we see that for the fermion position probability can be
expressed in terms of the B distribution functional as
P (Φ{r}) =
∑
l1,···lp
∑
m1,···mp
φ∗l1(r1) · · ·φ
∗
lp(rp)φmp(rp) · · ·φm1(r1)
×
∫
dg+dg gmp · · · gm1 B(g, g
+) g+l1 · · · g
+
lp
=
∫
Dψ+Dψψ(rp) · · ·ψ(r1)B[ψ(r), ψ
+(r)]ψ+(r1) · · ·ψ
+(rp)
(24)
and similarly for the fermion position coherence
C(Φ{s}; Φ{r}) =
∫
Dψ+Dψψ(rp) · · ·ψ(r1)B[ψ(r), ψ
+(r)]ψ+(s1) · · ·ψ
+(sp)
(25)
where the phase space integrals have been converted into functional integrals
involving the fermion B distribution functional. These results are useful for
discussing similtaneous position measurements - note the probability density
factors such as ψ+(r1)ψ(r1) - and for discussing spatial coherence effects in sys-
tems such as Fermi gases. In both cases the result is given as a functional average
of products of field functions, rather similar to equivalent classical formulae.
2.7 Characteristic Functional
For completeness, we also define the characteristic functional χ[h(r), h+(r)] via
χ[h(r), h+(r)] = Tr(Ωˆ+[h+(r)] ρˆ Ωˆ−[h(r)]) (26)
Ωˆ+[h+(r)] = exp i
∫
dr Ψˆ(r)h+(r) = 1 + i
∫
dr Ψˆ(r)h+(r)
Ωˆ−[h(r)] = exp i
∫
dxh(r)Ψˆ†(r) = 1 + i
∫
dr h(r)Ψˆ†(r) (27)
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where for the field operators Ψˆ(r) and Ψˆ†(r) we associate a pair of Grassmann
fields h+(r) and h(r). Note that h, h+ are both complex, and are not related to
each other. Note that χ[h(r), h+(r)] only depends on the h(r), h+(r) and not on
their complex conjugates h∗(r), h+∗(r). The simplification of the exponentials
follows from second and higher powers of the field operators being zero.
The characteristic functional χ[h(r), h+(r)] is related to the P distribution
functional P [ψ(r), ψ+(r)] via a phase space functional integral
χ[h(r), h+(r)]
=
∫
Dψ+Dψ exp i
{∫
dr ψ(r)h+(r)
}
P [ψ(r), ψ+(r)] exp i
{∫
dr h(r)ψ+(r)
}
(28)
Note the similarity of this relationship to that in Eq. (34) in Ref. [1] for the
characteristic and distribution functions. The proof is given in Appendix 11. A
derivation of the result (20) for the quantum correlation function can also be
carried out starting from the characteristic functional, and involves functional
differentiation of functional integrals.
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3 Functional Fokker- Planck Equations
In the case of separate modes, the distribution function satisfies a Fokker-Planck
equation of the form (see Eq. (49) in Ref. [1])
∂
∂t
B(g, g+) = −
2n∑
p=1
(ApB(g, g
+))
←−
∂
∂gp
+
1
2
2n∑
p,q=1
(DpqB(g, g
+))
←−
∂
∂gq
←−
∂
∂gp
(29)
where Ap is the drift vector and Dpq is the diffusion matrix. Explicit expres-
sions for the drift vector and diffusion matrix are set out in Ref. [1] (see Eqs.
(50), (51) and (52) therein) for the case where the density operator satisfies a
Markovian master equation. However, as Grassmann derivatives can be related
to functional derivatives - as in Eqs.(148) and (149) in Appendix 10
←−
∂
∂gk
=
∫
drφk(r)
( ←−
δ
δψ(r)
)
r
←−
∂
∂g+k
=
∫
drφ∗k(r)
( ←−
δ
δψ+(r)
)
r
. (30)
and as the distribution function and distribution functional are equivalent, we
can convert the Fokker-Planck equation into an equivalent functional Fokker-
Planck equation.
3.1 Functional Fokker-Planck Equation - B Distribution
In terms of the new notation with gp → g
A
αi, Ap → A
A
αi, Dpq → D
A B
αi βj we find
that the functional Fokker-Planck equation is
∂
∂t
B[ψ] = −
∑
αA
∫
dr (AαA[r]B[ψ])
←−
δ
δψαA(r)
+
1
2
∑
αA,βB
∫∫
dr ds (DαAβB [r, s]B[ψ])
←−
δ
δψβB(s)
←−
δ
δψαA(r)
(31)
The drift vector and diffusion matrix functionals are given by
AαA[ψ(r), r] =
∑
i
ξAα i(r)A
A
αi(g) (32)
DαAβB [ψ(r), r;ψ(s), s] =
∑
ij
ξAα i(r)D
A B
αi βj(g) ξ
B
β j(s) (33)
showing how the Fokker-Planck equation could be turned into its equivalent
functional Fokker-Planck equation. Note the spatial integrals, single for the
drift term, double for the diffusion term. The drift vector and diffusion matrix
can be considered as Grassmann functionals. Fortunately, the diffusion matrix
often only depends on one spatial coordinate such as in the case where the zero
range approximation applies to the Hamiltonian.
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3.2 Correspondence Rules - B Distribution
The functional Fokker-Planck equation may also be obtained more directly via
establishing the correspondence rules associated with the field operators. These
correspondence rules may be applied directly to the master, Liouville or Mat-
subara equation for the evolution of the density operator to give the functional
Fokker-Planck equation, assuming the Hamiltonian operator and the relaxation
operators are expressed in terms of the field operators rather than the mode
operators. This approach is used in Section 5.
The correspondence rules are derived from those in Eq. (45) in Ref. [1] for
the separate modes distribution function. Noting the mode expansion (14) for
the field operators we see that
ρˆ ⇒
∑
i
φαi(r)cˆαi ρˆ B(g)⇒
∑
i
φαi(r)gαiB[ψ] (34)
ρˆ ⇒ ρˆ
∑
i
φαi(r)cˆαi B(g)⇒ B[ψ]
∑
i
φαi(r)
(
+
←−
∂
∂g+αi
)
(35)
ρˆ ⇒
∑
i
φ∗αi(r)cˆ
†
αi ρˆ B(g)⇒
∑
i
φ∗αi(r)
(
+
−→
∂
∂gαi
)
B[ψ] (36)
ρˆ ⇒ ρˆ
∑
i
φ∗αi(r)cˆ
†
αi B(g)⇒ B[ψ]
∑
i
φ∗αi(r)g
+
αi. (37)
Then if the distribution function B(g) is replaced by the distribution functional
B[ψ(r)] we see from Eqs. (138), (140), (142) and (144) in Appendix 10 that the
correspondence rules are
ρˆ ⇒ ψ̂α(r) ρˆ B[ψ]⇒ ψα(r)B[ψ] ρˆ⇒ ρˆ ψ̂α(r) B[ψ]⇒ B[ψ] (+
←−
δ
δψ+α (r)
)
ρˆ ⇒ ψ̂
†
α(r) ρˆ B[ψ]⇒ (+
−→
δ
δψα(r)
)B[ψ] ρˆ⇒ ρˆ ψ̂
†
α(r) B[ψ]⇒ B[ψ]ψ
+
α (r) (38)
Analogous correspondence rules apply to the P distribution functional. For
completeness these are set out in Appendix 11
3.3 Case of P Distribution
In the case of the P distribution functional the functional Fokker-Planck has
the same general features as that for in (31) for the B distribution. The drift
vector and diffusion matrix functionals will of course differ from those for the B
distribution, since the correspondence rules (see Appendix 11) are not the same.
The relationship between the drift vector and diffusion matrix functionals and
the drift vector and diffusion matrix functions for the P distribution is the same
as in (32) and (32).
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4 Ito Stochastic Field Equations
In Paper I (Ref. [1]) we established Ito stochastic equations that were equivalent
to the Fokker-Planck equation by requiring that the phase space average at
any time t of an arbitrary function F (g, g+) and stochastic average of same
function F (g˜(t), g˜+(t)) coincide (see Eq. (53) in Ref. [1]) when the phase space
variables gp are replaced by stochastic variables g˜p(t), and for this to occur
the Ito stochastic equations for g˜p(t) must be suitably related to Fokker-Planck
equation for distribution function B(g, g+, t).〈
F (g, g+)
〉
t
= F (g˜(t),g˜+(t)) (39)
This approach is based on a treatment by Gardiner (see pp 95-96 in [4]) which
established the relationship between Fokker-Planck and Ito stochastic equations
for bosons.
In the case of separate modes, the stochastic phase variables satisfy Ito
stochastic equations given by Eq. (60) in Ref. [1]).
d
dt
g˜p(t) = C
p(g˜(t)) +
∑
a
Bpa(g˜(t)) Γa(t+) (40)
where Cp(g˜(t)) and Bpa(g˜(t)) are odd Grassmann functions. The quantities
Γa(t+) are c-number Gaussian-Markoff random noise terms [6]. The C
p and Bpa
terms were shown (see Eqs. (69) and (70) in Ref. [1]) to be related to the drift
vector and diffusion matrix in the Fokker-Planck equation via
Cp(g, g+) = −Ap(g, g
+) (41)
[B(g, g+)BT (g, g+)]qp = Dqp(g, g
+) (42)
The basic stochastic average properties of the Gaussian-Markoff random
noise terms are
Γa(t1) = 0
Γa(t1)Γb(t2) = δabδ(t1 − t2)
Γa(t1)Γb(t2)Γc(t3) = 0
Γa(t1)Γb(t2)Γc(t3)Γd(t4) = Γa(t1)Γb(t2)Γc(t3)Γd(t4) + Γa(t1)Γc(t3)Γb(t2)Γd(t4)
+Γa(t1)Γd(t4)Γb(t2)Γc(t3)
(43)
showing that the stochastic averages of a single Γ is zero and the stochastic
average of the product of two Γ’s is zero if they are different and delta function
correlated in the time difference if they are the same. In addition, the stochastic
averages of products of odd numbers of Γ are zero and stochastic averages of
products of even numbers of Γ are the sums of products of stochastic averages
of pairs of Γ. The Γa are listed as a = 1, 2, · · · , 2n
2, where the number of modes
is n.
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A further important property is that any F (g˜(t)) and the products of any
Γa(t+) at later times t+ are uncorrelated
F (g˜(t1))Γa(t2)Γb(t3)Γc(t4)..Γk(tl)
= F (g˜(t1)) Γa(t2)Γb(t3)Γc(t4)..Γk(tl) t1 < t2, t3, .., tl (44)
It was first pointed out in [8] (see also Paper I (Ref. [1]) that for the B
distribution the expression for Cp in the Ito stochastic equation can be written
as (see Eq. (80) of Ref. [1])
Cp(g, g+) =
2n∑
r=1
Lpr gr (45)
and in Ref. [1] the expression for Bpa in the Ito stochastic equation was shown
to be given by (see Eq. (75) of Ref. [1])
Bpa(g, g
+) =
2n∑
r=1
Kpr,a gr (46)
where the Lpr and
p
r,a are c-numbers. Both terms involve a linear dependence on
the Grassmann phase variables, resulting in a linear Ito stochastic equation for
the g˜p(t). We note that if we now introduce Grassmann stochastic fields via the
expansions
ψ˜(r) =
∑
i
g˜i φi(r) ψ˜
+
(r) =
∑
i
φ∗i (r)g˜
+
i . (47)
we can easily convert the Ito stochastic equations for g˜i(t), g˜
+
i (t) into linear Ito
stochastic field equations for ψ˜(r), ψ˜
+
(r).
In view of the key relationship (39) between the phase space integral of
an arbitrary Grassmann function and the stochastic average of this function,
we can establish a relationship between the phase space functional integral of
products of Grassmann fields (as occur in expressions for quantum correlation
functions, Fock state populations and coherences) and stochastic averages of the
same products of stochastic fields. This result is the basis for numerical calcula-
tions based on Grassmann stochastic fields for fermions rather than solving the
functional Fokker-Planck equation and calculating functional integrals involving
the non-stochastic Grassmann fields in order to determine quantum correlation
functions etc. . The proof is similar to that for (20), but in reverse. Using (19)
with F [ψ(r), ψ+(r)] ≡ ψ(sq) · · ·ψ( s1)P [ψ(r), ψ
+(r)]ψ+(r1) · · ·ψ
+(rp) and Eqs.
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(3), (4) we have∫ ∫
Dψ+Dψ (ψ(sq) · · ·ψ( s1)P [ψ(r), ψ
+(r)]ψ+(r1) · · ·ψ
+(rp))
=
∫ ∏
i
dg+i
∏
i
dgi (ψ(sq) · · ·ψ(s1))P (g, g
+)(ψ+(r1) · · ·ψ
+(rp))
=
∑
mq···m1
∑
l1···lp
φmq (sq) · · ·φm1(s1)φ
∗
l1(r1) · · ·φ
∗
lp(rp)
×
∫ ∏
i
dg+i
∏
i
dgi (gmq · · · gm2gm1)P (g, g
+)(g+l1g
+
l2
· · · g+lp)
=
∑
mq···m1
∑
l1···lp
φmq (sq) · · ·φm1(s1)φ
∗
l1(r1) · · ·φ
∗
lp(rp)
× (g˜mq (t) · · · g˜m2(t)g˜m1(t))(g˜
+
l1
(t)g˜+l2(t) · · · g˜
+
lp
(t))
= ψ˜(sq, t) · · · ψ˜( s1, t)ψ˜
+
(r1, t) · · · ψ˜
+
(rp, t) (48)
The step from line two to line three follows from Eq. (39).
4.1 Ito Stochastic Field Equations - B Distribution
In terms of the general notation, the fermionic stochastic fields ψ˜α(r, t), ψ˜
+
α (r, t)
(denoted ψ˜αA(r, t), A = 1, 2) are defined by the same mode expansion (15)
as for the time independent Grassmann fields ψα(r), ψ
+
α (r) but now with the
Grassmann phase space variables gαi, g
+
αi replaced by time dependent Grassman
stochastic variables g˜αi, g˜
+
αi (denoted g˜
A
αi, A = 1, 2) for each mode.
ψ˜αA(r) =
∑
i
g˜Aαi ξ
A
αi(r) (49)
The t dependence will be left understood for simplicity of notation.
In terms of the new notation the Ito stochastic equations for the stochastic
phase variables are
d
dt
g˜Aαi(t) = C
A
αi(g˜) +
∑
a
BαiAa (g˜(t)) Γa(t+) (50)
We have shown in Paper I (Ref. [1]) that for separate modes the Ito stochas-
tic equations for the g˜p in Eq. (40) (see Eqs.(60) or (63) in Ref. [1]) are equiva-
lent to the Fokker-Planck equation in Eq.(29) for the case of the B distribution
function (see Eq. (49) in Ref. [1]), and as this Fokker-Planck equation is equiv-
alent to the functional Fokker-Planck equation in Eq.(31) for the B distribution
functional, we can derive the equivalent Ito stochastic field equation for the
ψ˜αA(r) by starting from the Ito stochastic equations (50) for the g˜
A
αi, multi-
plying by the mode function ξAαi(r) and summing over the modes for the same
internal component α.
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The Ito stochastic field equations obtained are
∂
∂t
ψ˜αA(r) = CαA[ψ˜(r), r] +
∑
a
BαAa [ψ˜(r), r] Γa(t+) (51)
=
(
∂
∂t
ψ˜αA(r)
)
class
+
(
∂
∂t
ψ˜αA(r)
)
noise
(52)
The right side is the sum of a classical field term and a noise field term. The
classical and noise field terms involve Grassmann functionals CαA[ψ˜(r), r] and
BαAa [ψ˜(r), r] defined by
CαA[ψ˜(r), r] =
∑
i
CAαi(g˜) ξ
A
α i(r) (53)
BαAa [ψ˜(r), r] =
∑
i
BαiAa (g˜) ξ
A
αi(r) (54)
Note that the classical field term is also stochastic because it involves a func-
tional of the stochastic fields ψ˜αA(r). The noise field term is stochastic, not only
for this reason but also because it involves the Gaussian-Markoff noise terms.
The derivation of the Ito stochastic field equations is set out in Appendix 12.
We can then show that the relationships between these quantities and the
drift (32) and diffusion (33) terms in the functional Fokker-Planck equation are
CαA[ψ˜(r), r] = −AαA[ψ˜(r), r] (55)
(BBT )αAβB =
∑
a
BαAa [ψ˜(r), r]B
βB
a [ψ˜(s), s]
= DαAβB [ψ˜(r), r; ψ˜(s), s] (56)
The first relationship follows from (53) and (41). The second result follows from
(54) and (42), the last equation being∑
a
BαiAa (g)B
βj B
a (g) = D
A B
αi βj(g) (57)
in the new notation.
In practice mode expansions for fields not needed to derive the Ito stochastic
field equations. Having derived the functional Fokker-Planck equations using the
correspondence rules for the field operators, we can then simply use the general
results we have established in Eqs. (55) and (56) to obtain the classical and
noise field quantities CαA[ψ˜(r), r] and B
αA
a [ψ˜(r), r]. The classical field quantity
is simply C = −A from the drift functional, whilst the noise field quantity
requires a factorisation of the diffusion functional D as in BBT = D.
4.2 Form of Drift and Diffusion Functionals
Having obtained the mode based expressions in (53) and (54) for the terms in
the Ito stochastic field equations (51) we can develop these expressions further
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to express CαA[ψ˜(r), r] and B
αA
a [ψ˜(r), r] in terms of the stochastic fields ψ˜βA(s).
As we will see, the relationship is linear but in general will be non-local. The
linearlity feature follows from the drift vector, diffusion matrix in the Fokker-
Planck equation for the B(g) distribution function depending linearly, bilinearly
on the Grassmann phase space variables.
In the case of the B distribution the drift terms CAαi(g˜) are linear functions
of the stochastic phase variables g˜Aαi, based on Eq. (45) (see Eq. (80) in Ref.
[1])
CAαi(g˜) =
∑
β j
LAαiβj g˜
A
βj (58)
so that from (53) and (49)
CαA[ψ˜(r), r] =
∑
iβ j
LAαiβj
∫
ds ξAα i(r) ξ
A
β j(s)
∗ ψ˜βA(s) (59)
which indicates that CαA[ψ˜(r), r] is a linear functional of the stochastic fields.
The terms BαiAa (g˜) related to the diffusion matrix are obtained from Eq.
(46) (see Eq. (75) in Ref. [1]) as
BαiAa (g˜) =
∑
B βj
KAαiB βj, a g˜
B
βj (60)
so that from (54) and (49)
BαAa [ψ˜(r), r] =
∑
iBβj
KAαiB βj, a
∫
ds ξAα i(r) ξ
B
β j(s)
∗ ψ˜βB(s) (61)
which indicates that BαAα [ψ˜(r), r] is a linear functional of the stochastic fields.
As noted above both (59) and (61) give the drift and diffusion field terms
at spatial position r in the Ito stochastic field equations as spatial integrals of
the stochastic fields at other positions s. Thus in general the ito stochastic
field equations are non-local - which increases the complexity for numerical
calculations. However, as we will see in Section 5 there are important cases
where the stochastic field equations remain local.
Thus the classical and noise field terms are given by(
∂
∂t
ψ˜αA(r)
)
class
=
∑
iβ j
LAαiβj
∫
ds ξAα i(r) ξ
A
β j(s)
∗ ψ˜βA(s) (62)(
∂
∂t
ψ˜αA(r)
)
noise
=
∑
a
∑
iBβj
KAαiB βj, a
∫
ds ξAα i(r) ξ
B
β j(s)
∗ ψ˜βB(s) Γa(t+)
(63)
This shows the key result in the stochastic field case that the Ito stochastic field
equations are still linear in the stochastic fields, and and thus the fields at time
t+δt are related linearly to the fields at time t and also the linear transformation
(though stochastic due to the Γa) only involves c-numbers. This feature still
applies even if the equations are non-local.
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4.3 Stochastic Averages - Classical and Noise Fields
In the case of the classical field(
∂
∂t
ψ˜αA(r, t1+)
)
class
= 0 (64)
so the stochastic average is zero.
For the noise field - average fluctuations zero, average product two noise →
diffusion matrix and delta correlated in time(
∂
∂t
ψ˜αA(r, t1+)
)
noise
= 0(
∂
∂t
ψ˜αA(r, t1+)
)
noise
(
∂
∂t
ψ˜βB(s, t2+)
)
noise
= DαAβB(ψ˜(r, t1,2), r; ψ˜(s, t1,2), s)× δ(t1 − t2). (65)
so the stochastic average is zero and the stochastic average of the product of two
noise fields are delta correlated in the time difference and given by the stochastic
average of the relevant diffusion matrix elements. The stochastic average of
the products of odd numbers of noise fields are zero, and for products of even
numbers of noise fields the result is the sums of products of pairs of noise fields.
4.4 Case of P Distribution
In the case of the P distribution functional the Ito stochastic field equations
have the same general features as that for in (51) for the B distribution. The
classical and noise fields will of course differ from those for the B distribution,
since the functional Fokker-Planck equations are not the same. The relation-
ship between the classical and noise field quantities and the drift vector and
diffusion matrix functionals in the functional Fokker-Planck equation for the P
distribution functional is the same as in (55) and (56). However, the classical
field term is no longer a linear functional of the stochastic fields.
4.5 Numerical Issues
Analogous to the treatment based on separate modes, the Ito stochastic field
equations (51) can be written in the form
ψ˜αA(r, t+ δt)
=
∑
βB
∫
ds
 δαA,βB δ(r − s) + δA,B
∑
i j
LAαiβj ξ
A
α i(r) ξ
A
β j(s)
∗ δt
+
∑
a
∑
ij
KAαiB βj, a ξ
A
α i(r) ξ
B
β j(s)
∗ δwa(t+)
 ψ˜βB(s, t)
(66)
=
∑
βB
∫
ds ΘαA, βB(r, s, t+) ψ˜βB(s, t) (67)
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where we have used the linearity features (59) and (61) for the Ito terms
CαA[ψ˜(r), r] and B
αA
a [ψ˜(r), r] and where the Wiener stochastic variable w˜a(t)
and its increment are
w˜a(t) =
∫ t
t0
dt1Γa(t1) δw˜a(t+) =
t+δt∫
t+
dt1 Γa(t1) (68)
An important result for the stochastic average of the product of two Wiener
increments is
δw˜a(t+)δw˜b(t+) = δa,b δt (69)
The properties of Wiener increments are set out in Eq. (85) in Ref. [1].
The result in (66) shows that the stochastic field ψ˜αA(r, t + δt) at position
r at time t + δt is related linearly to the stochastic fields ψ˜βB(s, t) at various
positions s at time t, and that the quantities involved in this linear relationship
are all c-numbers - these involving both stochastic variables δwa(t+) and non-
stochastic quantities such as mode functions ξAα i(r), ξ
B
β j(s) and quantities such
as LAαiβj and K
Aαi
B βj, a obtainable from the functional Fokker-Planck equation.
This outcome is analogous to that occuring for separate modes and is the basis
for possible numerical treatments. Note however the additional complexity due
to spatial integration and differing internal components. In practice, the spatial
integration process is often not required - the stochastic fields on each side of
(66) involving the same spatial position r.
We can then use (67) and the uncorrelation property (44) to derive a result
for the stochastic average of products of the ψ˜αA(r, t+δt) at time t+δt showing
that it involves stochastic average of products of the ψ˜βB(r, t) at time t with
the same number of factors, and that the relationship between the two sets of
stochastic averages is linear - with a transformation matrix that only involves
a stochastic average of c-numbers. These c-numbers are of course stochastic as
they involve Wiener increments as well as quantities obtained from the drift and
diffusion terms in the functional Fokker-Planck equation. We find that
ψ˜αA(r1, t+ δt)ψ˜βB(r2, t+ δt)...ψ˜σS(rp, t+ δt)
=
∑
ηR
∫
ds1
∑
θQ
∫
ds2 ...
∑
ωZ
∫
dsp
× [ΘαA, ηR(r1, s1, t+) ΘβB, θQ(r2, s2, t+) ...ΘσS, ωZ(rp, sp, t+)] stoch aver
×ψ˜ηR(s1, t) ψ˜θQ(s2, t) ...ψ˜ωZ(sp, t) (70)
This result is analogous to Eq. (88) in Ref. [1]. In principle, this result enables
stochastic averages of products of stochastic Grassmann fields at the end of a
small time interval to be determined from the set of such stochastic averages
(of the same number of factors) at the beginning of the interval. By dividing
a finite time interval up into a number of small intervals the set of stochastic
averages of a given number of factors can be evolved from the set at an initial
time with the same number of factors to that applying at a later time. Then the
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initial set of stochastic averages can be obtained from the initial density operator
using the expressions (24) and (25) for initial position Fock state populations
and coherences - the phase space functional integrals being equivalent to the
stochastic averages in accord with (39) and (170). The calculation is of the
same order of complexity as for the separate mode case if the total number of
space grid elements is the same as the number of modes involved.
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5 Application to Fermion Field Models
5.1 A. Two Component Zero Range Model
As a typical application of fermion field models we consider a trapped Fermi gas
of spin 1/2 fermionic atoms with spin conserving collisions of zero range between
pairs of atoms .Here there are two distinct internal states corresponding to spin
up and spin down atoms, designated by α = u(↑), d(↓), with −α referring to
the opposite spin state. The Fermi gas is isolated from the environment so no
relaxation effects are involved. This model was also considered by Plimak et al
[8].
5.1.1 Hamiltonian
The Hamiltonian is written in terms of the field operators Ψˆα(r), Ψˆα(r)
† as
Hˆf =
∫
dr
(∑
α
~
2
2m
∇Ψˆα(r)
† ·∇Ψˆα( r) +
∑
α
Ψˆα(r)
†VαΨˆα(r)
+
gf
2
∑
α
Ψˆα(r)
†Ψˆ−α(r)
†Ψˆ−α(r)Ψˆα(r)
)
(71)
= K̂ + V̂ + Û (72)
and is the sum of kinetic energy, trap potential energy and collision interaction
energy terms.
5.1.2 Functional Fokker-Planck Equation - B Distribution
The functional Fokker-Planck equation can be obtained via applying the corre-
spondence rules to the Liouville-non Neumann equation. The contributions can
be written as a sum of terms from K̂, V̂ , Û . As the derivation requires some
complex manipulation it is presented in Appendix 13. In the case considered
the functional Fokker-Planck equations can be written in a simpler notation in
which the field operators Ψˆα(r), Ψˆα(r)
† are represented via Grassmann fields
ψα(r) and ψ
+
α (r) respectively - so in presenting the final equations we will not
use the A = 1, 2 notation to distinguish ψα(r) and ψ
+
α (r) as we did for the
general theory.
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The kinetic energy term is(
∂
∂t
B[ψ(r)]
)
K
=
i
~
∫
ds
[{(
~
2
2m
∇2ψu(s)B[ ψ(r)]
) ←−
δ
δψu(s)
}
+
{(
~
2
2m
∇2ψd(s)B[ ψ(r)]
) ←−
δ
δψd(s)
}
−
{(
~
2
2m
∇2ψ+u (s)B[ ψ(r)]
) ←−
δ
δψ+u (s)
}
−
{(
~
2
2m
∇2ψ+d (s)B[ ψ(r)]
) ←−
δ
δψ+d (s)
}]
(73)
and only contributes to the drift term.
The trap potential energy term is(
∂
∂t
B[ψ(r)]
)
V
=
i
~
∫
ds
[
−
{
(Vuψu(s)B[ ψ(r)])
←−
δ
δψu(s)
}
−
{
(Vdψd(s)B[ ψ(r)])
←−
δ
δψd(s)
}
+
{(
Vuψ
+
u (s)B[ ψ(r)]
) ←−δ
δψ+u (s)
}
+
{(
Vdψ
+
d (s)B[ ψ(r)]
) ←−δ
δψ+d (s)
}]
(74)
and also only contributes to the drift term.
The fermion-fermion interaction term is(
∂
∂t
B[ψ(r)]
)
U
=
i
~
g
2
∫
ds
[{
ψd(s)ψu(s)B[ψ(r)]
←−
δ
δψd(s)
←−
δ
δψu(s)
}
+
{
ψu(s)ψd(s)B[ψ(r)]
←−
δ
δψu(s)
←−
δ
δψd(s)
}
−
{
ψ+d (s)ψ
+
u (s)B[ψ(r)]
←−
δ
δψ+d (s)
←−
δ
δψ+u (s)
}
−
{
ψ+u (s)ψ
+
d (s)B[ψ(r)]
←−
δ
δψ+u (s)
←−
δ
δψ+d (s)
}]
(75)
and is the only contribution to the diffusion term.
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5.1.3 Ito Stochastic Field Equations
A straightforward application of the general theory using (55) and (56) to deter-
mine the classical and noise field terms gives the Ito stochastic field equations
in the form (51). The diffusion matrix is simple to factorise into the Takagi
form [28]. After minor algebra the Ito field equations can be put in the form
analogous to Eq. (81) in Ref. [1] (see also Eq.(194) in Appendix 12 for the
intermediate step). We have

ψ˜u(s, t+ δt)
ψ˜d(s, t+ δt)
ψ˜
+
u (s, t+ δt)
ψ˜
+
d (s, t+ δt)

=

Θu,u(t
+) Θu,d(t
+) 0 0
Θd,u(t
+) Θd,d(t
+) 0 0
0 0 Θ+u,u(t
+) Θ+u,d(t
+)
0 0 Θ+d,u(t
+) Θ+d,d(t
+)


ψ˜u(s, t)
ψ˜d(s, t)
ψ˜
+
u (s, t)
ψ˜
+
d (s, t)

(76)
where the Θ quantities are given by
[Θ(t+)] =
 1− i~ {− ~22m∇2 + Vu} δt
√
ig
2~{δw˜u,d + i δw˜d,u}√
ig
2~{δw˜u,d − i δw˜d,u} 1−
i
~
{
− ~
2
2m∇
2+V d
}
δt

[Θ+(t+)] =
 1 + i~ {− ~22m∇2+V u} δt
√
ig
2~{δw˜u+,d+ + i δw˜d+,u+}√
ig
2~{−δw˜u+,d+ + i δw˜d+,u+} 1 +
i
~
{
− ~
2
2m∇
2+V d
}
δt

(77)
and involve the Laplacian, the trap potentials, Wiener increments (68) as well
as collision and mass parameters from the Hamiltonian. Note that the Ito
stochastic field equations are local in this case.
This form of the Ito stochastic field equations shows that the Grassmann
stochastic fields at time t+ δt are linearly related to the Grassmann stochastic
fields at time t via quantities that only involve c-numbers. The quantities include
stochastic Wiener increments as well as the Laplacian and spatially dependent
potentials, but nevertheless no Grassmann variables are involved. A similar
Grassmann independent feature applied to the situation when separate modes
were treated (see Eq.(81) in Ref. [1]), and is a feature restricted to treatments
involving the B distribution, as Plimak et al first pointed out [8]. .
The result in (76) (analogous to Eq. (81) for separate modes in Ref. [1])
shows how Grassmann stochastic fields at any time tf can be related to Grass-
mann stochastic fields at initial time t0 via c-number stochastic quantities. The
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final stochastic averages of products of Grassmann stochastic fields at initial
time t0 are determined from initial conditions via c-number calculations, just
as in the separate modes case.
5.1.4 Case of Free Fermi Gas
In the case of the free Fermi gas where the trap potential is zero, a useful
development of the result (76) can be obtained via introducing spatial Fourier
transforms. In the case of the stochastic fields the stochastic Fourier fields
φ˜α(k, t), φ˜
+
α (k, t) are defined by
ψ˜α(s, t) =
∫
dk
(2π)3/2
exp(ik · s) φ˜α(k, t)
ψ˜
+
α (s, t) =
∫
dk
(2π)
3/2
exp(−ik · s) φ˜
+
α (k, t) (78)
and the inverse equations. The equations for ψ˜α(s, t) and ψ˜
+
α (s, t) become
stochastic equations for the Fourier transforms φ˜α(k, t) and φ˜
+
α (k, t). We then
have 
φ˜u(k, t+ δt)
φ˜d(k, t+ δt)
φ˜
+
u (k, t+ δt)
φ˜
+
d (k, t+ δt)

=

Fu,u(t) Fu,d(t) 0 0
Fd,u(t) Fd,d(t) 0 0
0 0 F+u+,u+(t) F
+
u+,d+(t)
0 0 F+d+,u+(t) F
+
d+,d+(t)


φ˜u(k,t)
φ˜d(k,t)
φ˜
+
u (k, t)
φ˜
+
d (k, t)

(79)
where the sub-matrices are
[F (t)] =
 1− i~ { ~22mk2} δt
√
ig
2~{δw˜u,d + iδw˜d,u}√
ig
2~{δw˜u,d − iδw˜d,u} 1−
i
~
{
~
2
2mk
2
}
δt

[F+(t)] =
 1 + i~ { ~22mk2} δt
√
ig
2~{δw˜u+,d+ + iδw˜d+,u+}√
ig
2~{−δw˜u+,d+ + iδw˜d+,u+} 1 +
i
~
{
~
2
2mk
2
}
δt
 .
(80)
which though stochastic no longer involve the Laplacian operator, which is re-
placed by the c-number k2. The equations can then be solved numerically.
The field operators ψ̂α(r) and ψ̂
†
α(r) themselves may be replaced by momen-
tum field operators φ̂α(k) and φ̂
†
α(k) using equations analogous to (78). The
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creation field momentum operators φ̂
†
α(k) create a fermionic atom with internal
state α and having momentum k, and these are the continuum versions of the
mode creation operators ĉk α discussed in Section 6 of Paper I ([1]). Allowing
for the difference between box normalisation and delta function normalisation
of the free space mode functions, the application of the approach in the present
section to the simple four mode model in Section 6 of Paper I ([1]) yields the
same results as before for the coherence between momentum Fock states.
5.1.5 Case of Optical Lattice
In the case where the Fermi gas is trapped in an optical lattice the trap potential
is periodic, and a useful development of the result (76) can be obtained via
introducing transforms.based on Bloch functions. The stochastic field functions
in terms of Bloch functions χk,aα (r), where k would range over the Brillouin zone
and a would list the different bands. Such functions obey an eigenvalue equation
of the form {
−
~
2
2m
∇2 + Vα
}
χk,aα (r) = ~ω
k,a
α χ
k,a
α (r). (81)
This enables the Laplacian and the trap potential to be eliminated in favour of
a c-number, the Bloch energy ~ωk,aα . A solution via Bloch function transforms
can be developed, and applied in numerical work.
5.2 B. Multi-Component Fields with Non-Zero Range In-
teractions
We can also treat the more general case of fermion fields with several compo-
nents, where the fields have non-zero range interactions as well as each being
coupled to external potentials. Many situations in cold Fermi gases can be
studied using this model. Here there are several distinct internal spin states
designated by α. The Fermi gas is isolated from the environment so no relax-
ation effects are involved. All atoms have the same mass m.
5.2.1 Hamiltonian
The Hamiltonian is written in terms of the field operators Ψˆα(r), Ψˆα(r)
† as
Hˆf =
∫
dr
∑
α
~
2
2m
∇Ψˆα(r)
† ·∇Ψˆα( r) +
∑
αβ
Ψˆα(r)
† V α;βr;r Ψˆβ(r)
+
1
2
∫
ds
∑
αβ;γδ
Ψˆα(r)
†Ψˆβ(s)
† V αβ;γδrs;rs Ψˆδ(s)Ψˆγ(r)
(82)
= K̂ + V̂ + Û (83)
and is the sum of kinetic energy, one body interaction energy and two body
interaction energy terms. For simplicity the quantities V α;βr;r and V
αβ;γδ
rs;rs are
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real. The one body interaction energy terms describe both the interaction of
the fermions with trapping potentials (α = β) as well as interactions with cou-
pling potentials (α 6= β). Thus a fermion at position r with internal component
α is changed into a fermion at position r but with different component β. The
quantities V α;βr;r reflect the position dependence of these trapping potential and
coupling interactions. In the two body interaction energy terms a fermion at
position r and internal component γ interacts with a fermion at position s and
internal component δ, resulting in the fermion at position r changing into inter-
nal component α and the fermion at position s changing into internal component
β. The quantities V αβ;γδrs;rs reflect the position dependences of these two body in-
teractions, including there being a non-zero range involved - hence the double
spatial integral over both r and s.
By interchanging r and s and from the hermitiancy of the one and two body
energy terms several symmetry relations can be established. We find that
V α;βr;r = V
β;α
r;r (84)
V αβ;γδrs;rs = V
βα;δγ
sr;sr V
αβ;γδ
rs;rs = V
γδ;αβ
rs;rs (85)
5.2.2 Functional Fokker-Planck Equation - B Distribution
In the case considered the functional Fokker-Planck equations can be wriiten in
a simpler notation in which the field operators Ψˆα(r), Ψˆα(r)
† are represented
via Grassmann fields ψα(r) and ψ
+
α (r) respectively - here we will not use the
A = 1, 2 notation to distinguish ψα(r) and ψ
+
α (r) as we did previously. The
functional Fokker-Planck equations can be obtained via the application of the
correspondence rules in (38). They are given by
∂
∂t
B[ψ] = −
∑
α
∫
dr (Aα[r]B[ψ])
←−
δ
δψα(r)
−
∑
α
∫
dr (A+α [r]B[ψ])
←−
δ
δψ+α (r)
+
1
2
∑
α,β
∫∫
dr ds (Dαβ [r, s]B[ψ])
←−
δ
δψβ(s)
←−
δ
δψα(r)
+
1
2
∑
α,β
∫∫
dr ds (D+;+αβ [r, s]B[ψ])
←−
δ
δψ+β (s)
←−
δ
δψ+α (r)
(86)
where the drift vector and diffusiom matrix elements are given by
Aα[r] = +
i
~
− ~2
2m
∇2ψα(r) +
∑
β
V α;βr;r ψβ(r)

A+α [r] = −
i
~
− ~2
2m
∇2ψ+α (r) +
∑
β
V α;βr;r ψ
+
β (r)
 (87)
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and
Dαβ [r, s] = −
i
~
∑
γδ
ψγ(r)V
αβ;γδ
rs;rs ψδ(s)

D+;+αβ [r, s] = +
i
~
∑
γδ
ψ+γ (r)V
αβ;γδ
rs;rs ψ
+
δ (s)
 (88)
Note that there are no cross terms D+;−αβ [r, s] or D
−;+
αβ [r, s]. The drift tems de-
pend linearly on the Grassmann fields, whilst the diffusion terms depend bilin-
early on the Grassmann fields. Furthermore, the Grassmann fields ψα(r) and
ψ+α (r) are not coupled to each other, so the Ito stochastic field equations for
ψ˜α(r) do not couple to those for ψ˜
+
α (r) - so this simplifies the theory. The same
situation applied previously to the two component zero range interaction case
treated above.
We also see that the diffusion matrix is anti-symmetric.
Dαβ [r, s] = −Dβ α[s, r] D
+;+
αβ [r, s] = −D
+;+
β α [s, r] (89)
This result is easily established using the symmetry properties (85) for the
V αβ;γδrs;rs together with the anti-commutation of the Grassmann field functions.
5.2.3 Ito Stochastic Field Equations
We first must find matrices B and B+ such that D = BBT and D+;+ =
B+(B+)T . This can be carried out via a generalisation of the proceedure in
Section 5 of Paper I [1] for the separate modes case. We write Dαβ [r, s] and
D+;+αβ [r, s] in the forms
Dαr;βs =
∑
γδ
Qαr; βsγr; δs ψγ(r)ψδ(s) D
+;+
αr;βs =
∑
γδ
(Q+)αr; βsγr; δs ψ
+
γ (r)ψ
+
δ (s)
where
(Q)αr; βsγr; δs = −
i
~
V αβ;γδrs;rs (Q
+)αr; βsγr; δs = +
i
~
V αβ;γδrs;rs
are new matrices created from the two body interaction terms V αβ;γδrs;rs . These
matrices Q and Q+ are both symmetric - which follows from the antisymmetry
of D and D+;+. The matrices Q and Q+ are such that the rows are listed by
the double symbol αr, γr and the columns by the double symbol βs,δs. The
proceedure is analogous to the creation of the matrix elements Qp;qr;s in Section
?? where the rows were listed by the double symbol p, r and columns listed as
q, s. However, in this field theory situation we have implicitly discretised the
spatial positions first.
As in Section 5 of Paper I [1] we can then use Takagi factorisation [28] of
the symmetric matrices Q and Q+ to write
(Q)αr; βsγr; δs =
∑
a
Kαrγr; aK
βs
δs; a (Q
+)αr; βsγr; δs =
∑
b
(K+)αrγr; b (K
+)βsδs; b (90)
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and then it follows that with
Bαra =
∑
γ
Kαrγr; a ψγ(r) (B
+)αrb =
∑
γ
(K+)αrγr; b ψ
+
γ (r) (91)
Note thatK andK+ are inter-related viaK+ = iK, sinceKKT = −(K+)(K+)T .
Hence using the general results (51), (55), (56) and the particular formulae
for the present case (87) and (91) the Ito stochastic field equations are given by
δψ˜α(r) ≡ ψ˜α(r, t+ δt)− ψ˜α(r, t)
= −
i
~
− ~2
2m
∇2ψ˜α(r, t) +
∑
β
V α;βr;r ψ˜β(r, t)
 δt
+
∑
a
∑
γ
Kαrγr; a ψ˜γ(r, t) δW˜a(t+) (92)
and
δψ˜
+
α (r) ≡ ψ˜
+
α (r, t+ δt)− ψ˜
+
α (r, t)
= +
i
~
− ~2
2m
∇2ψ˜
+
α (r, t) +
∑
β
V α;βr;r ψ˜
+
β (r, t)
 δt
+
∑
b
∑
γ
(K+)αrγr; b ψ˜
+
γ (r, t) δW˜b(t+) (93)
Once again the Ito stochastic field equations are purely local and the Ito stochas-
tic fields at time t + δt are related linearly to those at time t via quantities
that only involve c-numbers - those these are stochastic due to the Wiener noise
increments δW˜a,b(t+). We also note that the equations for ψ˜α(r) and ψ˜
+
α (r) are
not coupled. Depending on the number of component fields and on the number
of spatial grid points needed to represent the non-zero range two body terms
V αβ;γδrs;rs , the numbers of Wiener increments needed could be very large. However,
at least in principle the Ito stochastic field equations are numerically solvable
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6 Summary and Conclusions
A phase space theory for fermions has been presented for fermion systems
based on distribution functionals, which replace the density operator and in-
volve Grassmann fields representing anti-commuting fermion field annihilation,
creation operators. This paper is an extension of a previous paper (Paper I, Ref.
[1]) for fermion systems based on separate modes, in which the density opera-
tor is replaced by a distribution function depending on Grassmann phase space
variables which represent the mode annihilation and creation operators. The
distribution functional involving Grassmann fields and the distribution function
involving Grassmann phase space variables are equivalent - being two alterna-
tive ways of representing the density operator, since the Grassmann fields can
be expanded in terms of orthonormal mode functions with the Grassmann phase
variables as expansion coefficients. This field theory extension is important in
the case when large numbers of fermions are involved, since the Pauli exclusion
principle results in too many modes to treat separately. Quantum correla-
tion functions, Fock state populations and coherences are given as phase space
Grassmann functional integrals. Functional Fokker-Planck equations for the dis-
tribution functional have been obtained both starting from the Fokker-Planck
equations for the distribution function, and also based on the correspondence
rules for the effect of fermion field annihilation, creation operators on the den-
sity operator. Ito stochastic field equations are derived, both starting from the
Ito stochastic equations for stochastic phase space variables and also directly
from the functional Fokker-Planck equation. The Ito stochastic field equations
can be non-local, but in many cases they are local. The classical and noise
fields shown to be determined from the drift and diffusion terms in functional
Fokker-Planck equation. For the B distribution functional case the stochastic
Grassmann fields at a later time are related linearly to those at an earlier time
via c-number quantities involving Wiener increments and other terms in the Ito
stochastic field equations. This makes numerical calculations possible, with the
stochastic averages of products Grassmann fields at a later time being linearly
related to such products (of the same order) at an initial time. These initial
time stochastic averages are obtainable from the initial conditions. Applications
of the theory to a trapped interacting Fermi gas is presented, both for a two
component case with zero range interactions and multi-component cases with
non-zero range interactions. The Ito stochastic field equations are local in both
the zero range and finite range interaction cases treated.
It will be of interest to apply the theory to various topics in degenerate Fermi
gases. The utility of the theory could first be tested on some well-understood
fermion systems that have been treated by other methods, such determining
the size of a Cooper pair or treating Feshbach resonance in Fermi gases or
deriving the two fluid hydrodynamuic equations for Fermi liquids. Some further
development of the formalism could be worthwhile, such as obtaining formulae
for two-time quantum correlation functions, as these are linked to fermionic
excitations. Some work on this already exists [12]. Degenerate quantum gases
involving both fermions and bosons often occur, so expanding the formalism
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to include both is desirable, and again some work has already been done [13],
[15]. Also, extending the phase space method to include stochastic gauges could
be worthwhile to facilitate numerical calculations, and here some work on this
for both bosons [29] and fermions [30] using c-number phase space theory has
been carried out. It is clearly desirable to carry out numerical applications on
fermion systems to fully test out the Grassmann phase space theory.
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8 Appendix A - Systems of Identical Fermions
- Key Concepts and Notation
In this Appendix we set out the basic concepts and notation used in this paper.
More details on these items are set out in Ref. [1].
8.1 Modes, Annihilation and Creation Operators, Fock
States.
In this paper we consider system of identical fermions, which in quantum-atom
optics could be fermionic atoms or molecules. The fermions will be associated
with position and momentum operators describing their centre of mass motion,
but also may exist in different internal states such as those with differing hyper-
fine quantum numbers. The approach used here is that of second quantisation
(see for example [2], [24]), which is based on the existence of modes (or sin-
gle particle states) |φi〉 - listed in a prescribed order 1, 2, .., i, .., n - which the
identical fermions may occupy. Modes associated with different internal states
|α〉 may be designated |φαi〉 =
∣∣∣φ(α)i 〉 |α〉 in which ∣∣∣φ(α)i 〉 describes the centre
of mass motion, but for the moment we will ignore the internal state since ex-
periments can be carried out with all fermions in the same internal state. The
position representation of the mode |φi〉 is φi(r) = 〈r |φi〉 are is referred to as
the mode function. The modes are chosen to be orthonormal and complete.∫
drφ∗i (r)φj(r) = δi;j
〈
φi |φj
〉
= δi;j (94)∑
i
φ∗i (r)φi(r
′) = δ(r− r′)
∑
i
|φi〉 〈φi| = 1̂ (95)
The Pauli exclusion principle precludes the existence of multi-fermion states
where more than one fermion occupies any particular mode. Multi-fermion Fock
states (which are represented in first quantisation as anti-symmetrised products
of the occupied single particle state) can be specified by just stating the number
of fermions νi = 0, 1 that occupy each mode |φi〉. Fock states can be written
in second quantisation form by introducing fermion creation and annihilation
operators. These are denoted cˆ†i , cˆi and satisfy the anticommutation rules
{cˆi, cˆ
†
j} ≡ cˆicˆ
†
j + cˆ
†
j cˆi = δij ,
{cˆi, cˆ} = 0 = {cˆ
†
i , cˆ
†
j}. (96)
We note that cˆ2i = (cˆ
†
i )
2 = 0̂ as may also be seen from the anti-commutation
rules. This similarity to the Grassmann variables is the reason why Grassmann
phase space variables are chosen for fermions. The Fock states in second quan-
tisation form are
|ν〉 = (cˆ†φ
1
)ν1(cˆ†φ
2
)ν2 · · · (cˆ†φn)
νn |0〉 =
∣∣Φ{ν}〉 (97)
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where the occupancy notation ν ≡ {ν1, ν2, .., νi, ..νn} includes all the modes.
The vacuum state |0〉 is an extra state introduced in second quantisation and
represents the situation in which no fermions are present. The convention in
(97) is that the cˆ†φi are arranged in order with cˆ
†
φ
1
on the left and cˆ†φn on the
right, and where (cˆ†φi)
0 = 1ˆ, (cˆ†φi)
1 = cˆ†φi . The modes are listed in the prescribed
order to avoid duplication of the Fock states. The Fock states are orthogonal
and normalised
〈ν|ξ〉 = δν1ξ1 · · · δνnξn (98)
and are eigenstates of the fermion number operator N̂ =
∑
i
n̂i, where n̂i = cˆ
†
i cˆi
is the number operator for mode |φi〉. It is easy to show from the anticommu-
tation rules that the eigenvalues for the fermionic n̂i are restricted to 0, 1. We
have
N̂ |ν〉 = N |ν〉 (99)
N =
∑
i
νi (100)
The Fock states form a basis for a Hilbert space, as we will see.
From the anticommutation rules we can then see that
cˆi|ν1; · · · ; 0; · · · , νn〉 = 0
cˆi|ν1; · · · ; 1; · · · , νn〉 = (−1)
ηi |ν1; · · · ; 0; · · · , νn〉 (101)
where (−1)ηi = +1 or −1 according to whether there are an even or odd number
of modes listed preceding the mode |φi〉 which are occupied (ηi =
∑
j<i νj).
8.2 Quantum States and Super-selection Rules
The general physical pure state |Ψ〉 for N identical fermions can be written as
a quantum superposition of the basis Fock states.
|Φ〉N =
∑
ν1···νn
BN (ν)|ν〉 (102)∑
ν
|BN (ν)|
2
= 1, (103)
where the sum runs over the occupancy numbers ν ≡ {ν1 · · · νn}, the BN (ν) are
complex coefficients and where
∑n
i=1 νi = N . Note that the sum is only over
occupation numbers, subject to the constraint that the total occupancy is N .
The last equation ensures that the state is normalised. If we consider all the
states |ν〉 arranged in order of total occupancy
∑
i νi = 0, 1, 2, 3 · · · a heirarchy
of basis states for identical particle systems with various total particle numbers
N = 0, 1, 2 · · · can be listed. It is then convenient to mathematically define a
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Hilbert space (Fock space) describing identical fermion systems with all possible
total particle numbers N containing all superpositions of the form
|Φ〉 =
∑
N
CN |Φ〉N =
∑
ν1···νn
B(ν)|ν〉 (104)
where the CN are complex coefficients. In the last expression the restriction∑n
i=1 νi = N does not apply to the B(ν). Such a state |Φ〉 is not physical,
as super-selection rules (SSR) [25] do not allow superpositions of states with
differing total particle numbers (see [26], [27] and references therein for recent
discussions on SSR). However states of this form are useful mathematically, even
though the pure physical states are restricted to subspaces of this Hilbert space.
An example of non-physical states are the fermion coherent states (see Ref. [1]
for their definition and properties), where not only are there a linear combi-
nations of Fock states with differing fermion number, but also the expansion
coefficients are Grassmann numbers instead of c-numbers.
However, the physical states for identical particle systems are not restricted
to pure states of the form (102). Even when the number of particles N is
prescribed, for closed systems there are mixed states described by a quantum
density operator ρˆN of the form
ρˆN =
∑
ν
∑
ξ
ρN (ν, ξ)|ν〉〈ξ|. (105)
rather than a state vector. The complex coefficients ρN (ν, ξ) are the density
matrix elements. The requirements that the density operator is Hermitian,
ρˆN = ρˆ
†
N , has unit trace Tr(ρˆN ) = 1, and for a mixed state satisfies the condition
Tr(ρˆ2N ) < 1, lead to well-known constraints on the density matrix elements. For
pure states we can write ρˆN = |Φ〉N 〈Φ|N and Trρˆ
2
N = 1 and in this case the
density matrix elements are ρN (ν, ξ) = BN (ν)B
∗
N (ξ).
For open systems (which particles can enter or leave), physical states can
be prepared in which the number of identical fermions is not prescribed. A
generalisation of the system state is required to incorporate such cases where
the system composition is indefinite. Such states are mixed and also described
by a density operator ρˆ. However, super-selection rules require that the density
operator can only be of the form
ρˆ =
∑
N
fN ρˆN (106)
where
∑
N fN = 1, fN ≥ 0, which only involves component density operators
ρˆN for systems with specified total fermion numbers N , each weighted by real,
positive fN . The density operator satisfies the earlier requirements for mixed
states. Pure states have only one fN = 1 and all others vanish. More general
density operators such as
ρˆ =
∑
N
∑
M
ρN,M |Φ〉N 〈Φ|M (107)
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with non-zero ρN,M do not represent physical states, even though they are math-
ematical operators in the general mathematical Hilbert space. The physically
allowed density operators both for pure or mixed states all commute with the
number operator
[N̂ , ρˆ] = 0 (108)
As pointed out in Ref. [1], the super-selection rule leads to restrictions on the
phase space distribution function, and a brief discussion of its origin is presented
in Ref. [1].
8.3 Field Operators and Hamiltonian
In systems which contain a large number of modes, the distribution function
treatment becomes unwieldy and a switch to a treatment avoiding a consider-
ation of separate modes is highly desirable. The system is then described in
terms of field operators Ψˆ†(r), Ψˆ(r), where r is the particle position. The field
operators may be defined via mode expansions with the mode annihilation and
creation operators being the expansion coefficients
Ψˆ(r) =
∑
i
cˆ
i
φi(r), Ψˆ
†(r) =
∑
i
cˆ†iφ
∗
i (r). (109)
These operators are associated with the creation, destruction of fermionic par-
ticles at particular positions. For the field operators our fundamental discrete
mode anticommutation relations are replaced by
{Ψˆ(r), Ψˆ†(r′)} = δ(r− r′)
{Ψˆ(r), Ψˆ(r′)} = 0 = {Ψˆ†(r), Ψˆ†(r′)} (110)
which follow from Eq. (96) and the mode completeness result Eq. (95).
The field creation operators create a particle at a particular position in the
given internal state. For a set of distinct particle positions r1, r2 · · · rN , where
to avoid duplication an ordering convention is invoked, so that r1 < r2 < · · · <
rN . The Fock state |r1 · · · rN 〉 which has one fermion at each of the positions
r1, r2 · · · rN is given by
|r1 · · · rN 〉 = Ψˆ
†(r1) · · · Ψˆ
†(rN )|0〉 (111)
where the normalisation and orthogonality conditions for the position states
involve delta functions
〈r1 · · · rN | s1 · · · sN 〉 = δ(r1 − s1) · · · δ(rN − sN ). (112)
The proof of these results is given in Appendix 9.
The vacuum state |0〉, which contains no particles in any mode, is associated
with the vacuum projector |0〉 〈0|. This projector can be written using normally
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ordered forms of products of exponential operators based on number operators.
The definition of normal ordering is set out in Ref. [1]. We have
|0〉 〈0| = N
(∏
i
exp(−cˆ†i cˆi)
)
= N
[
exp
(
−
∑
i
cˆ†i cˆi
)]
= N
[
exp
(
−
∫
dr Ψˆ†(r)Ψˆ(r)
)]
(113)
in terms of mode or field operators .
Field annihilation and creation operators do not represent physical quanti-
ties and have the effect of changing N particle physical states into N±1 particle
physical states. Physical quantities can be constructed from the field operators,
however, which always have the same number of creation and annihilation op-
erators. For example, in terms of field operators a typical Hamiltonian for a
fermion system with spin 12 fermions of mass m is
Hˆf =
∫
dr
(∑
α
~
2
2m
∇Ψˆα(r)
† ·∇Ψˆα( r) +
∑
α
Ψˆα(r)
†VαΨˆα(r)
+
gf
2
∑
α
Ψˆα(r)
†Ψˆ−α(r)
†Ψˆ−α(r)Ψˆα(r)
)
(114)
where α = − 12 ,+
1
2 lists two internal states with Mf = −
1
2 ,+
1
2 and the zero
range approximation is used for interactions between the particles and Vf is the
trapping potential. The field operators are now generalised to allow for inter-
nal states. The fermion-fermion interaction is required to be between fermions
of opposite spin because Ψˆ2α(r) = 0. For bosons strong s wave interactions
occur, but for fermions only weak p wave collisions occur unless the fermions
have opposite spin, because the Pauli principle prevents two fermions with the
same spin from being at the same position. Typical Hamiltonians for interact-
ing fermions can also be expressed in terms of mode annihilation and creation
operators (see Eqs. (37), (38) and (39) in Ref. [1]).
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9 Appendix B - Fermion Position States
To show that the field creation operators do indeed create a particle at a par-
ticular position we note that the single particle state |φi〉 can be expressed in
terms of Dirac delta function normalised position eigenstates |r〉 via
|φi〉 =
∫
dr |r〉 〈r |φi〉 =
∫
dr |r〉φi(r)
〈r |r′〉 = δ(r− r′) (115)
where the mode function φi(r) is the position representation of |φi〉. Using
completeness it then follows that
|r〉 =
∑
i
φ∗i (r)|φi〉 (116)
gives the position eigenstates in terms of the single particle states |φi〉. The sum
is over all modes.
We now consider a set of distinct particle positions r1, r2 · · · rN . As in the
case of the single particle modes an ordering convention is invoked to avoid du-
plication. Thus r1 < r2 < · · · < rN . In first quantisation we introduce the state
|Π〉 obtained from modes l1, l2, ..., lN by taking the product of φ
∗
l1(r1) · · ·φ
∗
lN (rN )
with the first quantisation form of the Fock state |l1 · · · lN 〉 in which the modes
are in any order, and then summing over all the l1, l2, ..., lN . Note that terms in
which the same mode appears twice or more will be incuded, but as these are
zero due to the Pauli principle this is not a problem. Substituting for |l1 · · · lN 〉
using the anti-symmetrising operator A, which involves the sum of all N ! per-
mutation operators for the N particles, each permuation being multiplied by
+1,−1 according to whether is is even,odd, and then using (116).we find that
|Π〉 =
∑
l1,··· ,lN
φ∗l1(r1) · · ·φ
∗
lN (rN )|l1 · · · lN 〉
=
∑
l1,··· ,lN
φ∗l1(r1) · · ·φ
∗
lN (rN )(A)|l1(1)〉 · · · |lN (N)〉
= (A)|r1(1)〉 · · · |rN (N)〉
= |r1 · · · rN 〉 (117)
which is a symmetrised state |r1 · · · rN 〉 in which there is one particle at r1, a
second at r2, · · · , an Nth at rN . But in second quantisation the state |Π〉 can
be written
|Π〉 =
∑
l1,··· ,lN
φ∗l1(r1) · · ·φ
∗
lN (rN )|l1 · · · lN 〉
=
∑
l1,··· ,lN
φ∗l1(r1) · · ·φ
∗
lN (rN )cˆ
†
l1
· · · cˆ†lP |0〉
= Ψˆ†(r1) · · · Ψˆ
†(rN )|0〉 (118)
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where again for terms where a given mode appears twice or more, such terms
are zero because they involve repeated mode creation operators and therefore
can be included with no change in |Π〉. Also if the l1, l2, ..., lN are not in conven-
tional order, the result for distinct occupied modes |l1 · · · lN 〉 = cˆ
†
l1
· · · cˆ†lP |0〉 still
applies, since both sides can be changed to conventional order by multiplying
by +1 or −1. The last expression for |Π〉 is obtained using the expression (109)
for the field creation operators. Comparing the two results for |Π〉 we see that
the symmetrized state |r1 · · · rN 〉 is given by
|r1 · · · rN 〉 = Ψˆ
†(r1) · · · Ψˆ
†(rN )|0〉 (119)
Thus the field creation operators do in fact create particles at particular po-
sitions, ordered as r1 < r2 < · · · < rN . The normalisation condition for the
position states are
〈r1 · · · rN | s1 · · · sN 〉 = δ(r1 − s1) · · · δ(rN − sN ). (120)
can be obtained using the anti-commutation rules.
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10 Appendix C - Grassmann Functional Calcu-
lus
In this Appendix the main features of Grassmann functional calculus will be
set out. For simplicity we will only consider functionals of a single Grassmann
field ψ(x) or a pair of Grassmann fields ψ(x), ψ+(x). The variable x refers to
position, which may be in 1D, 2D or 3D.
10.1 Examples of Grassman-Number Functionals
A somewhat trivial application of the Grassmann functional concept is to ex-
press a Grassmann field ψ(y) as a functional Fy[ψ(x)] of ψ(x)
Fy[ψ(x)] ≡ ψ(y). (121)
=
∫
dx δ(y − x)ψ(x) (122)
Here this specific functional involves the Dirac delta function as a kernel.
Another example involves the spatial derivative ▽yψ(y) which may also be
expressed as a functional F∇y[ψ(x)]
F∇y[ψ(x)] ≡ ▽yψ(y) (123)
=
∫
dx δ(y − x) ▽x ψ(x)
= −
∫
dx {▽xδ(y − x)}ψ(x)
=
∫
dx {▽yδ(y − x)}ψ(x) (124)
Here the functional involves ▽yδ(y − x) as a kernel.
A functional is said to be linear if
F [c1ψ1(x) + c2ψ2(x)] = c1F [ψ1(x)] + c2F [ψ2(x)] (125)
where c1, c2 are constants. Both the Grassmann function ψ(y) and its spatial
derivative are linear functionals.
An example of a non-linear Grassmann functional is
Fχ(2) =
(∫
dxχ∗(x)ψ(x)
)2
=
∫ ∫
dx dy χ∗(x)χ∗(y)ψ(x)ψ(y) (126)
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10.2 Functional Differentiation for Grassmann Fields
The left functional derivative
−→
δ
δψ(x)F [ψ(x)] is defined by
F [ψ(x) + δψ(x)] ≈ F [ψ(x)] +
∫
dx δψ(x)
( −→
δ
δψ(x)
F [ψ(x)]
)
x
(127)
where F [ψ(x)+δψ(x)]−F [ψ(x)] is evaluated correct to the first order in a change
δψ(x) in the Grassmann field. Note that the idea of smallness does not apply
to the Grassmann field change δψ(x). In Eq.(127) the left side is a functional
of ψ(x) + δψ(x) and the first term on the right side is a functional of ψ(x).
Both these quantities and the second term on the right side are Grassmann
functions. The latter term is a functional of the Grassmann field δψ(x) and
thus the functional derivative must be a Grassmann function of x, hence the
subscript x. In most situations this subscript will be left understood. Note that
∆F = F [ψ(x)+δψ(x)]−F [ψ(x)] will in general involve terms that are non-linear
in δψ(x). For the example in Eq.(126) ∆F =
∫ ∫
dx dy χ∗(x)χ∗(y) δψ(x) δψ(y)
and here the functional derivative is zero.
In addition we note that the Grassmann function δψ(x) does not necessarily
commute with the g-function
( −→
δ
δψ(x)F [ψ(x)]
)
x
. This therefore means that there
is also a right functional derivative
(
F [ψ(x)]
←−
δ
δψ(x)
)
x
defined by
F [ψ(x) + δψ(x)] ≈ F [ψ(x)] +
∫
dx
(
F [ψ(x)]
←−
δ
δψ(x)
)
x
δψ(x) (128)
We emphasise again: the functional derivative of a g-number functional is a
Grassmann function, not a functional. The specific examples below illustrate
this feature.
For functionals of the form F [ψ(x), ψ+(x)] we have similar expressions for
the left and right functional derivatives but now with respect to either ψ(x) or
ψ+(x)
F [ψ(x), ψ+(x) + δψ+(x)] (129)
≈ F [ψ(x), ψ+(x)] +
∫
dxδψ+(x)
[ −→
δ
δψ+(x)
F [ψ(x), ψ+(x)]
]
x
≈ F [ψ(x), ψ+(x)] +
∫
dx
[
F [ψ(x), ψ+(x)]
←−
δ
δψ+(x)
]
x
δψ+(x). (130)
Finally, higher order functional derivatives can be defined by applying the basic
definitions to lower order functional derivatives.
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10.3 Examples of Grassmann Functional Derivatives
For the case of the functional Fy[ψ(x)] in Eq.(122) that gives the function ψ(y).
As
Fy[ψ(x) + δψ(x)]− Fy[ψ(x)] = ψ(y) + δψ(y)− ψ(y)
=
∫
dx δψ(x) δ(y − x)
=
∫
dx δψ(x)
( −→
δ
δψ(x)
Fy[ψ(x)]
)
x
=
∫
dx δ(y − x) δψ(x)
=
∫
dx
(
Fy[ψ(x)]
←−
δ
δψ(x)
)
x
δψ(x)
we have the same result for the left and right Grassmann functional derivative( −→
δ
δψ(x)
Fy[ψ(x)]
)
x
=
(−→
δ ψ(y)
δψ(x)
)
x
(131)
= δ(y − x) (132)(
Fy[ψ(x)]
←−
δ
δψ(x)
)
x
=
(
ψ(y)
←−
δ
δψ(x)
)
x
(133)
= δ(y − x) (134)
so here the left and right functional derivatives are a delta function, just as for
c-numbers.
A similar situation applies to the functional F∇y[ψ(x)] in Eq.(124) that gives
the spatial derivative function ▽yψ(y). We have the same result for the left and
right Grassmann functional derivatives( −→
δ
δψ(x)
F∇y[ψ(x)]
)
x
=
(−→
δ ▽y ψ(y)
δψ(x)
)
x
= ▽yδ(y − x) (135)(
F∇y[ψ(x)]
←−
δ
δψ(x)
)
x
=
(
∇yψ(y)
←−
δ
δψ(x)
)
x
= ∇yδ(y − x) (136)
so again the functional derivatives are the spatial derivative of a delta function.
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10.4 Grassmann Functional Derivative and Mode Func-
tions
We consider functionals F [ψ(x), ψ+(x)] of both fields ψ(x), ψ+(x) and first con-
sider functional derivatives with respect to ψ(x). If a mode expansion for the
Grassmann field ψ(x) as in Eq.(3) is performed, then we can obtain an ex-
pression for the functional derivative with respect to ψ(x) in terms of mode
functions. With
δψ(x) =
∑
k
δgkφk(x) (137)
where δg1, δg2, ..., δgn are Grassmann variables that determmine the change
δψ(x) in the Grassmann field ψ(x), we see that
F [ψ(x) + δψ(x), ψ+(x)]− F [ψ(x), ψ+(x)]
≈
∫
dx δψ(x)
( −→
δ
δψ(x)
F [ψ(x), ψ+(x)]
)
x
≈
∑
k
δgk
∫
dxφk(x)
( −→
δ
δψ(x)
F [ψ(x), ψ+(x)]
)
x
Suppose we write F [ψ(x), ψ+(x)] as a Grassmann function, F [ψ(x), ψ+(x)] =
f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n ). Applying a Taylor series expansion (see
Eq. (155) in Ref. [1]) we have
f(g1 + δg1, · · · , gk + δgk, · · · gn + δgn, g
+
1 , · · · , g
+
k , · · · g
+
n )
−f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
=
∑
k
δgk
{ −→
∂
∂gk
f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
}
correct to first order in the δgk so that we can write
F [ψ(x) + δψ(x), ψ+(x)]− F [ψ(x), ψ+(x)]
=
∑
k
δgk
−→
∂
∂gk
f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
We therefore have found that
∑
k
δgk
∫
dxφk(x)
( −→
δ
δψ(x)
F [ψ(x), ψ+(x)]
)
x
=
∑
k
δgk
−→
∂
∂gk
f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
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Equating the coefficient of the δgk and then using the completeness relationship
analogous to Eq.(95) gives the key result( −→
δ
δψ(x)
F [ψ(x), ψ+(x)]
)
x
=
∑
k
φ∗k(x)
−→
∂
∂gk
f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n ).
(138)
This relates the left functional derivative to the mode functions and to the ordi-
nary left Grassmann derivatives of the function f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
that was equivalent to the original Grassmann functional F [ψ(x), ψ+(x)]. Again,
we see that the result is a function of x. Note that the left functional derivative
involves an expansion in terms of the conjugate mode functions φ∗k(x) rather
than the original modes φk(x). The last result may be put in the form of a
useful operational identity( −→
δ
δψ(x)
)
x
=
∑
k
φ∗k(x)
−→
∂
∂gk
(139)
where the left side is understood to operate on an arbitary functional F [ψ(x), ψ+(x)]
and the right side is understood to operate on the equivalent function
f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n ).
Similar results can be obtained for the right functional derivative with re-
spect to ψ(x)(
F [ψ(x), ψ+(x)]
←−
δ
δψ(x)
)
x
=
∑
k
φ∗k(x) f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
←−
∂
∂gk
(140)
and ( ←−
δ
δψ(x)
)
x
=
∑
k
φ∗k(x)
←−
∂
∂gk
. (141)
The equivalent results for left and right functional derivatives with respect
to ψ+(x) are( −→
δ
δψ+(x)
F [ψ(x), ψ+(x)]
)
x
=
∑
k
φk(x)
−→
∂ f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
∂g+k
(142)( −→
δ
δψ+(x)
)
x
=
∑
k
φk(x)
−→
∂
∂g+k
(143)(
F [ψ(x), ψ+(x)]
←−
δ
δψ+(x)
)
x
=
∑
k
φk(x) f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n )
←−
∂
∂g+k
(144)( ←−
δ
δψ+(x)
)
x
=
∑
k
φk(x)
←−
∂
∂g+k
. (145)
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The results for left and right functional derivatives can be inverted to give
−→
∂
∂gk
=
∫
dxφk(x)
( −→
δ
δψ(x)
)
x
(146)
−→
∂
∂g+k
=
∫
dxφ∗k(x)
( −→
δ
δψ+(x)
)
x
(147)
←−
∂
∂gk
=
∫
dxφk(x)
( ←−
δ
δψ(x)
)
x
(148)
←−
∂
∂g+k
=
∫
dxφ∗k(x)
( ←−
δ
δψ+(x)
)
x
. (149)
10.5 Basic Rules for Grassmann Functional Derivatives
It is possible to establish useful rules for the functional derivative of the sum of
two Grassmann functionals. It is easily shown that( −→
δ
δψ(x)
)
x
{F [ψ(x)] +G[ψ(x)]} =
( −→
δ
δψ(x)
)
x
F [ ] +
( −→
δ
δψ(x)
)
x
G[ ] (150)
{F [ ] +G[ ]}
( ←−
δ
δψ(x)
)
x
= F [ ]
( ←−
δ
δψ(x)
)
x
+G[ ]
( ←−
δ
δψ(x)
)
x
(151)
with similar results for functionals of ψ(x), ψ+(x).
Rules can be established for the functional derivative of the product of two
Grassmann functionals that depend on the parity of the functions equivalent
to the functionals, and the proofs are quite different to the c-number case. For
functionals that are neither even nor odd, results can be obtained by expressing
the relevant functional as a sum of even and odd contributions. We will keep
the functionals in order to cover the case where the functionals are operators.
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Correct to first order in δψ(x), we have from the definitions∫
dx δψ(x)
( −→
δ
δψ(x)
)
x
{F [ψ(x)]G[ψ(x)]}
≈ F [ψ(x) + δψ(x)]G[ψ(x) + δψ(x)]− F [ψ(x)]G[ψ(x)]
≈ F [ψ(x) + δψ(x)]G[ψ(x) + δψ(x)]− F [ψ(x)]G[ψ(x) + δψ(x)]
+F [ψ(x)]G[ψ(x) + δψ(x)]− F [ψ(x)]G[ψ(x)]
≈
{∫
dx δψ(x)
( −→
δ
δψ(x)
)
x
F [ψ(x)]
}
G[ψ(x) + δψ(x)]
+F [ψ(x)]
{∫
dx δψ(x)
( −→
δ
δψ(x)
)
x
G[ψ(x)]
}
≈
∫
dx δψ(x)
{( −→
δ
δψ(x)
)
x
F [ψ(x)]
}
G[ψ(x)]
+
∫
dx δψ(x)σ(F )F [ψ(x)]
{( −→
δ
δψ(x)
)
x
G[ψ(x)]
}
where σ(F,G) = +1,−1 depending on the parity of the function f, g that is
equivalent to the functionals F,G. In the first term the factor G[ψ(x) + δψ(x)]
is replaced by G[ψ(x)] to discard second order contributions. Hence( −→
δ
δψ(x)
)
x
{F [ψ(x)]G[ψ(x)]} =
{( −→
δ
δψ(x)
)
x
F [ψ(x)]
}
G[ψ(x)]
+ σ(F )F [ψ(x)]
{( −→
δ
δψ(x)
)
x
G[ψ(x)]
}
(152)
A similar derivation covers the right functional derivative. The result is
{F [ψ(x)]G[ψ(x)]}
( ←−
δ
δψ(x)
)
x
= F [ψ(x)]
{
G[ψ(x)]
( ←−
δ
δψ(x)
)
x
}
+ σ(G)
{
F [ψ(x)]
( ←−
δ
δψ(x)
)
x
}
G[ψ(x)] (153)
These two rules are the functional derivative extensions of the previous left and
right product rules (see Eq. (154) in Ref. [1]) for Grassmann derivatives. The
extension to functionals of ψ(x), ψ+(x) are obvious. These results are essentially
the same as for Grassmann ordinary differentiation.
10.6 Other Rules for Grassmann Functional Derivatives
There are several rules that are needed because of the distinction between left
and right functional differentiation. These are analogous to rules applying for
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left and right differentiation of Grassmann functions and may be established
using the mode based expressions for Grassmann functional derivatives. With
ψ(x) a general Grassmann field these include:
(1) Right and left functional derivative relations for even and odd functionals
−→
δ
δψ(x)
FE [ψ(x)] = −FE [ψ(x)]
←−
δ
δψ(x)
−→
δ
δψ(x)
FO[ψ(x)] = +FO[ψ(x)]
←−
δ
δψ(x)
(154)
(2) Altering order of functional derivatives
−→
δ
δψ(x)
−→
δ
δψ(y)
F [ψ(x)] = −
−→
δ
δψ(y)
−→
δ
δψ(x)
F [ψ(x)] (155)
An analogous result applies for right functional derivatives.
(3) Mixed functional derivatives( −→
δ
δψ(x)
F [ψ(x)]
) ←−
δ
δψ(y)
=
−→
δ
δψ(x)
(
F [ψ(x)]
←−
δ
δψ(y)
)
=
−→
δ
δψ(x)
F [ψ(x)]
←−
δ
δψ(y)
(156)
10.7 Functional Integration for Grassmann Fields
If the range over variable x for the Grassmann field ψ(x) is divided up into
n small intervals ∆xi = xi+1 − xi (the ith interval), then we may specify the
value ψi of the function ψ(x) in the ith interval via the spatial average over the
interval
ψi =
1
∆xi
∫
∆xi
dxψ(x). (157)
Averaging a Grassmann field over a position interval still results in a linear
form involving the Grassmann variables g1, · · · , gk, · · · gn. As previously, for
simplicity we will choose the same number n of intervals as mode functions.
The functional F [ψ(x)] may be regarded as a function F (ψ1, · · · , ψi, · · · , ψn)
of all the n different ψi, which in the present case are a set of Grassmann vari-
ables. As we will see, these Grassmann variables ψ1, · · · , ψi, · · · , ψn just involve
a linear transformation from the g1, · · · , gk, · · · gn. Introducing a suitable weight
function w(ψ1, · · · , ψi, · · · , ψn) we may then define the functional integral via
the multiple Grassmann integral∫
DψF [ψ(x)] = lim
n→∞
lim
ǫ→0
∫
· · ·
∫
dψn · · · dψi · · · dψ1 w(ψ1, · · · , ψi, · · · , ψn)
×F (ψ1, · · · , ψi, · · · , ψn) (158)
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where ǫ > ∆xi. As previously, we use left integration and follow the convention
in which the symbol Dψ stands for dψn · · · dψi · · · dψ1 w(ψ1, · · · , ψi, · · · , ψn). A
total functional integral of a functional of a Grassmann field gives a c-number.
If the functional F [ψ(x), ψ+(x)] involves pairs of Grassmann fields, then
the functional integral will be of the form
∫ ∫
Dψ+DψF [ψ(x), ψ+(x)], where
Dψ+Dψ = dψ+n · · · dψ
+
i · · · dψ
+
1 dψn · · · dψi · · · dψ1 w(ψ1, .., ψi.., ψn, ψ
+
1 , .., ψ
+
i .., ψ
+
n ).
Similarly to differentiation and integration in ordinary Grassmann calculus,
functional integration and differentiation are not inverse processes.
10.8 Functional Integrals and Phase Space Integrals
For a mode expansion such as in Eq.(3) the value φki of the mode function in
the ith interval is also defined via the average
φki =
1
∆xi
∫
∆xi
dxφk(x) (159)
Unlike the Grassmann field, this is just a c-number. It is then easy to see that
the Grassmann variables ψ1, · · · , ψi, · · · , ψn are related to the g-number expan-
sion coefficients g1, · · · , gk, · · · gn via the linear transformation with c-number
coefficients φki
ψi =
∑
k
φki gk (160)
=
∑
k
gk φki. (161)
This shows that the average values in the ith interval of the function ψi and
the mode function φki are related via the expansion coefficients gk. This linear
relation enables us to transform the functional Grassmann integral (158) into
a Grassmann phase space integral, thereby establishing the link between these
integrals.
Using the expression Eq.(5) for the expansion coefficients we then obtain the
inverse formula to Eq.(160)
gk =
∑
i
∆xi φ
∗
ki ψi. (162)
The relationship in Eq.(160) shows that the functions F (ψ1, · · · , ψi, · · · , ψn)
and w(ψ1, · · · , ψi, · · · , ψn) of all the interval values ψi can also be regarded as
functions of the expansion coefficients gk which we may write as
f(g1, · · · , gk, · · · gn) ≡ F (ψ1(g1, · · · , gk, · · · gn), · · · , ψi(g1, · · · , gk, · · · gn), · · · , ψn)
v(g1, · · · , gk, · · · gn) ≡ w(ψ1(g1, · · · , gk, · · · gn), · · · , ψi(g1, · · · , gk, · · · gn), · · · , ψn).
(163)
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Thus the various values ψ1, · · · , ψ1, · · · , ψi, · · · , ψn, · · · , ψn that the function
ψ(x) takes on in the n intervals - and which are integrated over in the func-
tional integration process - are all determined by the choice of the expansion
coefficients g1, · · · , gk, · · · gn. Hence Grassmann integration over all the ψi is
equivalent to Grassmann integration over all the gk. This enables us to express
the functional integral in Eq.(158) as a Grassmann phase space integral over
the expansion coefficients g1, · · · , gk, · · · gn. However, the derivation of the re-
sult differs from the c-number case because the transformation of the product of
Grassmann differentials dψn · · · dψi · · · dψ1 into the new product of Grassmann
differentials dgn · · · dgi · · · dg2dg1 requires a similar treatment to that explained
in Appendix A of Ref. [1] where the transformation between Grassmann in-
tegration variables is linear. We cannot just write dψi =
∑
k φki dgk because
the differentials are also Grassmann variables. Hence the usual c-number trans-
formation involving the Jacobian does not apply. The required result can be
obtained from Appendix A in Paper I [1] (see Eqs.(157), (158), (161) therein)
by making the idenifications gi → ψi, hk → gk, Aik → φki so
dψn · · · dψi · · · dψ1 = (DetA)
−1dgn · · · dgi · · · dg1. (164)
Now with Aik = φki we have using the completeness relationship in Eq.(95)
(AA†)ij =
∑
k
φkiφ
∗
kj
=
∑
k
1
∆xi
∫
∆xi
dxφk(x)
1
∆xj
∫
∆xj
dy φ∗k(y)
=
1
∆xi
∫
∆xi
dx
1
∆xj
∫
∆xj
dy δ(x− y)
= δij
1
(∆xi)2
∫
∆xi
dx
= δij (∆xi)
−1. (165)
Thus we have
|(DetA)| =
∏
i
(∆xi)
−1/2 (166)
Hence we have using the result in Eq.(165) in Ref. [1] for transforming phase
space integrals∫
DψF [ψ(x)] = lim
n→∞
lim
ǫ→0
∫
· · ·
∫
dgn · · · dgk · · · dg1
∏
i
(∆xi)
1/2
×v(g1, · · · , gk, · · · gn) f(g1, · · · , gk, · · · gn) (167)
This key result expresses the original Grassmann functional integral as a Grass-
mann phase space integral over the g-number expansion coefficients gk for the
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Grassmann field ψ(x) in terms of the mode functions φk(x). Note that this result
is different to the previous c-number case, where the factor is
∏
i(∆xi)
−1/2instead
of
∏
i(∆xi)
1/2. This is because the Grassmann differentials transform via (DetA)−1
instead of (DetA)+1.
The general result can be simplified with a special choice of the weight
function
w(ψ1, · · · , ψi, · · · , ψn) =
∏
i
(∆xi)
−1/2 (168)
and we then get a simple expression for the Grassmann functional integral∫
DψF [ψ(x)] = lim
n→∞
lim
ǫ→0
∫
· · ·
∫
dg1 · · · dgk · · · dgn f(g1, · · · , gk, · · · gn).
(169)
In this form of the Grassmann functional integral the original Grassmann func-
tional F [ψ(x)] has been replaced by the equivalent function f(g1, · · · , gk, · · · gn)
of the g-number expansion coefficients gk, and the functional integration is now
replaced by a Grassmann phase space integration over the expansion coefficients.
For two Grassmann fields ψ(x), ψ+(x) a straightforward extension of the last
result gives ∫
Dψ+DψF [ψ(x), ψ+(x)]
= lim
n→∞
lim
ǫ→0
∫
· · ·
∫
dg+n · · · dg
+
k · · · dg
+
1 dgn · · · dgk · · · dg1
× f(g1, · · · , gk, · · · gn, g
+
1 , · · · , g
+
k , · · · g
+
n ) (170)
where the weight function is now
w(ψ1, · · · , ψi, · · · , ψn, ψ
+
1 , · · · , ψ
+
i , · · · , ψ
+
n ) =
∏
i
(∆xi)
−1 (171)
and ψ+(x) is given via (4).
10.9 Functional Integration by Parts
A useful integration by parts rule can often be established from Eq.(152). Con-
sider the Grassmann functional H[ψ(x)] = F [ψ(x)]G[ψ(x)]. Then
F [ψ(x)]
{( −→
δ
δψ(x)
)
x
G[ψ(x)]
}
= σ(F )
( −→
δ
δψ(x)
)
x
{F [ψ(x)]G[ψ(x)]} − σ(F )
{( −→
δ
δψ(x)
)
x
F [ψ(x)]
}
G[ψ(x)]
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Then∫
DψF [ ]
{( −→
δ
δψ(x)
)
x
G[ ]
}
= σ(F )
∫
Dψ
( −→
δ
δψ(x)
)
x
H[ ]
− σ(F )
∫
Dψ
{( −→
δ
δψ(x)
)
x
F [ ]
}
G[ ]
If we now introduce mode expansions and use Eq.(138) for the functional deriva-
tive of H[ψ(x)] and Eq.(169) for the first of the two functional integrals on the
right hand side of the last equation then∫
Dψ
( −→
δ
δψ(x)
)
x
H[ψ(x)]
= lim
n→∞
lim
ǫ→0
∫
dg1 · · · dgk · · · dgn
∑
k
φ∗k(x)
−→
∂
∂gk
h(g1,· · · , gk,· · · )
= lim
n→∞
lim
ǫ→0
∑
k
φ∗k(x)
∫
· · ·
∫
dg1 · · · dgk−1dgk+1 · · · dgn
× (−1)n−k{
∫
dgk
−→
∂
∂gk
h(g1, · · · , gk, · · · )}
so that the functional integral of this term reduces to the Grassmann integral
of a Grassmann derivative. This is zero, since differentiation removes the gk
dependence. Hence the Grassmann functional integral involving the functional
derivative of H[ψ(x)] vanishes and we have the integration by parts result∫
DψF [ψ(x)]
{( −→
δ
δψ(x)
)
x
G[ψ(x)]
}
= −σ(F )
∫
Dψ
{( −→
δ
δψ(x)
)
x
F [ψ(x)]
}
G[ψ(x)]
(172)
A similar result involving right functional differentiation can be established.
10.10 Differentiating a Functional Integral
Functionals can be defined via functional integration processes and it is useful to
find rules for their functional derivatives. This leads to a rule for differentiating
a functional integral.
Suppose we have a functional G[χ(x)] determined from another functional
F [ψ(x)] via a functional integral that involves a left transfer functionalAGF [χ(x), ψ(x)]
G[χ(x)] =
∫
DψAGF [χ(x), ψ(x)]F [ψ(x)]. (173)
Applying the definition of the left Grassmann functional derivatives of G[χ(x)]
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and AGF [χ(x) + δχ(x), ψ(x)] with respect to χ(x) we have
G[χ(x) + δχ(x)]
=
∫
DψAGF [χ(x) + δχ(x), ψ(x)]F [ψ(x)]
=
∫
Dψ {AGF [χ(x), ψ(x)] }F [ψ(x)]
+
∫
Dψ
{∫
dx δχ(x)
{( −→
δ
δψ(x)
)
x
AGF [χ(x), ψ(x)]
}}
F [ψ(x)]
= G[χ(x)] +
∫
dx δχ(x)
∫
Dψ
{( −→
δ
δψ(x)
)
x
AGF [χ(x), ψ(x)]
}
F [ψ(x)]
since (for reasonably well-behaved quantities) the functional integration over
Dψ and the ordinary integration over dx can be carried out in either order,
given that both just involve processes that are limits of sumnations. Hence
from the definition of the functional derivative we have( −→
δ
δχ(x)
)
x
G[χ(x)] =
∫
Dψ
{( −→
δ
δψ(x)
)
x
AGF [χ(x), ψ(x)]
}
F [ψ(x)]
(174)
which is the required rule for left differentiating a functional defined via a func-
tional of another function. Clearly the rule is to just differentiate the transfer
functional under the functional integration sign, a rule similar to that applying
in ordinary calculus.
A similar rule can be obtained for a functional H[χ(x)] determined from
another functional F [ψ(x)] via a functional integral that involves a right transfer
functional AGF [χ(x), ψ(x)] in the form
H[χ(x)] =
∫
DψF [ψ(x)]AGF [χ(x), ψ(x)]. (175)
We find that
H[χ(x)]
( ←−
δ
δχ(x)
)
x
=
∫
DψF [ψ(x)]
{
AGF [χ(x), ψ(x)]
( ←−
δ
δψ(x)
)
x
}
(176)
which is the required rule for right differentiating a functional defined via a
functional of another function. The proof is left as an exercise. Clearly the rule
is to just differentiate the transfer functional under the functional integration
sign, a rule similar to that applying in ordinary calculus (except that right and
left differentiation are different).
As a particular case, consider the Fourier like Grassmann transfer functional
AGF [χ(x), ψ(x)] = exp
{
i
∫
dxχ(x)ψ(x)
}
(177)
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This Grassmann transfer functional is equivalent to a even Grassmann function
of the expansion coefficients gk for ψ(x) and hk for χ(x). In this case
AGF [χ(x) + δχ(x), ψ(x)] = exp
{
i
∫
dx (χ(x) + δχ(x))ψ(x)
}
= exp
{
i
∫
dxχ(x)ψ(x)
}
exp
{
i
∫
dx δχ(x)ψ(x)
}
≈ exp
{
i
∫
dxχ(x)ψ(x)
}
(1 + i
∫
dx δχ(x)ψ(x))
= AGF [χ(x), ψ(x)] +AGF [χ(x), ψ(x)] i
∫
dx δχ(x)ψ(x)
= AGF [χ(x), ψ(x)] +
∫
dx δχ(x) iAGF [χ(x), ψ(x)]ψ(x)
where we have used the Baker-Haussdorff theorem (see Eq. (130) in Ref. [1])
with A =
∫
dxχ(x)ψ(x) and B =
∫
dx δχ(x)ψ(x) together with the commuta-
tor result based on Grassmann fields anti-commuting
[A,B] =
∫
dxχ(x)ψ(x)
∫
dy δχ(y)ψ(y)−
∫
dy δχ(y)ψ(y)
∫
dxχ(x)ψ(x)
=
∫
dx
∫
dy χ(x)ψ(x)δχ(y)ψ(y)− (−1)2+2
∫
dx
∫
dy χ(x)ψ(x)δχ(y)ψ(y)
= 0
to establish the third line of the derivation. The last line follows fromAGF [χ(x), ψ(x)]
being equivalent to an even Grassmann function and therefore commuting with
the Grassmann field δχ(x). Hence for the left functional derivative( −→
δ
δψ(x)
)
x
AGF [χ(x), ψ(x)] = AGF [χ(x), ψ(x)]× iψ(x) (178)
and
G[χ(x)] =
∫
DψAGF [χ(x), ψ(x)]F [ψ(x)] (179)( −→
δ
δχ(x)
)
x
G[χ(x)] =
∫
Dψ {AGF [χ(x), ψ(x)] × (iψ(x))} F [ψ(x)]
(180)
A similar result follows for the right transfer functional case. We have
H[χ(x)] =
∫
DψF [ψ(x)]AGF [χ(x), ψ(x)] (181)
H[χ(x)]
( ←−
δ
δχ(x)
)
x
=
∫
DψF [ψ(x)] {AGF [χ(x), ψ(x)]× (−iψ(x))}
(182)
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11 Appendix D - Functional P Distribution
11.1 Characteristic and P Distribution Functional Rela-
tion
The characteristic functional - distribution functional relationship’can be estab-
lished in terms of functional integrals.
In the characteristic functional definition (26) the Grassmann fields h, h+
are expanded in terms of mode functions
h(x) =
∑
i
hiφi(x) h
+(x) =
∑
i
h+i φ
∗
i (x) (183)
and it is easy to see using orthogonality of the modes that∫
dx Ψˆ(x)h+(x) =
∑
i
cˆih
+
i
∫
dxh(x)Ψˆ†(x) =
∑
i
hicˆ
†
i (184)
Hence from Eqs.(26) and (??) we see that
χ[h(x), h+(x)] ≡ χ(h, h+) (185)
so the characteristic functional of the fields h(x), h+(x) is entirely equivalent to
the original fermionic characteristic function of the g-number expansion coeffi-
cients hi, h
+
i .
The distribution function P (g, g+) ≡ P [ψ(x), ψ+(x)] is related to the char-
acteristic function χ(h, h+) as in Eq. (34) in Ref. [1]. Using∫
dxψ(x)h+(x) =
∑
i
gih
+
i
∫
dxh(x)ψ+(x) =
∑
i
hig
+
i (186)
we see that
χ[h(x), h+(x)]
=
∫ ∏
i
dg+i dgi exp i
{∫
dxψ(x)h+(x)
}
P [ψ(x), ψ+(x)] exp i
{∫
dxh(x)ψ+(x)
}
=
∫
Dψ+Dψ exp i
{∫
dxψ(x)h+(x)
}
P [ψ(x), ψ+(x)] exp i
{∫
dxh(x)ψ+(x)
}
(187)
giving the characteristic functional as a functional integral involving the P dis-
tribution functional.
11.2 Correspondence Rules
For the P distribution functional these are
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ρˆ ⇒ Ψˆα(x) ρˆ P [ψ(x)]⇒ ψα(x)P (188)
ρˆ ⇒ ρˆ Ψˆα(x) P [ψ(x)]⇒ P
(
+
←−
δ
δψ+α (x)
− ψα(x)
)
(189)
ρˆ ⇒ Ψˆ†α(x) ρˆ P [ψ(x)]⇒
(
+
−→
δ
δψα(x)
− ψ+α (x)
)
P (190)
ρˆ ⇒ ρˆ Ψˆ†α(x) P [ψ(x)]⇒ P ψ
+
α (x). (191)
and can be derived from those for the B distribution functional together with
the relationship
P [ψ(x)] = B[ψ(x)] exp(+
∫
dxψ(x)ψ+(x)) (192)
As will be seen there is a mixture of Grassmann functional derivatives and
Grassman fields.
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12 Appendix E - Ito Stochastic Field Equations
In the notation where g˜p → g˜
A
αi the Ito stochastic equations (50) for the stochas-
tic phase variables become
g˜Aαi(t+ δt)− g˜
A
αi(t) = C
A
αi(g˜(t))δt+
∑
a
BαiAa (g˜(t))
∫ t+δt
t
dt1Γa(t1) (193)
so multiplying by the mode functions ξAαi(r) and summing over i leads to
ψ˜αA(r, t+ δt)− ψ˜αA(r, t) = CαA[ψ˜(r), r]δt+
∑
a
BαAa [ψ˜(r), r]
∫ t+δt
t
dt1Γa(t1)
(194)
using the expansion in (49) for the stochastic fields and where
CαA[ψ˜(r), r] =
∑
i
CAαi(g˜) ξ
A
α i(r)
BαAa [ψ˜(r), r] =
∑
i
BαiAa (g˜) ξ
A
αi(r) (195)
Hence we have
∂
∂t
ψ˜αA(r) = CαA[ψ˜(r), r] +
∑
a
BαAa [ψ˜(r), r] Γa(t+) (196)
as required. The right side is the sum of a classical field term and a noise
field term. The classical and noise field terms involve Grassmann functionals
CαA[ψ˜(r), r] and B
αA
a [ψ˜(r), r] defined by
CαA[ψ˜(r), r] = −
∑
i
AAαi(g˜) ξ
A
α i(r) (197)
BαAa [ψ˜(r), r] =
∑
i
BαiAa (g˜) ξ
A
αi(r) (198)
Note that the classical field term is also stochastic because it involves a func-
tional of the stochastic fields ψ˜αA(r). The noise field term is stochastic, not
only for the same reason but also because it involves the Gaussian-Markoff nose
terms.
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13 Appendix F - Fermi Gas Functional Fokker-
Planck Equation
In this Appendix we denote the distribution functionalB[ψu(r), ψ
+
u (r), ψd(r), ψ
+
d (r)]
as B[ψ(r)] for short. The Hamiltonian is given in Eq.(71). The correspondence
rules are given in Eqs.(38) with a simple extension to give rules for the spatial
derivatives of field operators. We will assume the modes are restricted to a
cut-off K.
13.1 Kinetic Energy Terms
If ρ̂→ T̂ ρ̂ then
B[ψ(r)]→
~
2
2m
∑
α
∑
µ
∫
ds
{(
∂µ
−→
δ
δψα1(s)
)
(∂µψα1(s))
}
B[ψ(s)]
and if ρ̂→ ρ̂T̂ then
B[ψ(r)]→
~
2
2m
∑
α
∑
µ
∫
dsB[ψ(s)]
{
(∂µψα2(s))
(
∂µ
←−
δ
δψα2(s)
)}
so for ρ̂→ −i/~[T̂ , ρ̂] then
B[ψ(r)]
→ −
i
~
{
~
2
2m
∑
α
∑
µ
∫
ds
{(
∂µ
−→
δ
δψα1(s)
)
(∂µψα1(s))
}
B[ψ(s)]
}
−
i
~
{
−
~
2
2m
∑
α
∑
µ
∫
dsB[ψ(s)]
{
(∂µψα2(s))
(
∂µ
←−
δ
δψα2(s)
)}}
.
(199)
Using the mode expansions in Eqs.(139) and (145) for the functional deriva-
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tives we have for the first term∫
ds
{(
∂µ
−→
δ
δψα1(s)
)
(∂µψα1(s))
}
B[ψ(s)]
=
∑
i
∑
j
∫
ds
{(
∂µξ
2
αi(s)
−→
∂
∂g1αi
)(
∂µξ
1
αj(s) g
1
αj
)}
B(g)
= −
∑
i
∑
j
∫
ds
{(
ξ2αi(s)
−→
∂
∂g1αi
)(
∂2µξ
1
αj(s) g
1
αj
)}
B(g)
= −
∫
ds
{( −→
δ
δψα1(s)
)(
∂2µψα1(s)
)}
B[ψ(s)]
= −
∫
dsB[ψ(s)]
{
∂2µψα1(s)
( ←−
δ
δψα1(s)
)}
(200)
where we have used spatial integration by parts and then Eq.(154) for reversing
the functional derivative, noting that
(
∂2µψα1(s)
)
B[ψ(s)] is an odd Grassmann
function. Similarly∫
dsB[ψ(s)]
{
(∂µψα2(s))
(
∂µ
←−
δ
δψα2(s)
)}
= −
∫
dsB[ψ(s)]
{(
∂2µψα2(s)
)( ←−δ
δψα2(s)
)}
(201)
though here no reversal of the functional derivative is needed. Combining these
results for ρ̂→ −i/~[T̂ , ρ̂] gives the kinetic energy term in the functional Fokker-
Planck equation as(
∂
∂t
B[ψ(s)]
)
K
=
−i
~
{
−
∑
α
∫
ds
{(∑
µ
~
2
2m
∂2µψα1(s)B[ψ(s)]
) ←−
δ
δψα1(s)
}}
−i
~
{
+
∑
α
∫
ds
{(∑
µ
~
2
2m
∂2µψα2(s)B[ψ(s)]
) ←−
δ
δψα2(s)
}}
(202)
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13.2 Potential Energy Terms
If ρ̂→ V̂ ρ̂ then
B[ψ(r)] →
∑
α
∫
ds
{( −→
δ
δψα1(s)
)
Vα(s) (ψα1(s))
}
B[ψ(s)]
=
∑
α
∫
ds {Vα(s) (ψα1(s))}B[ψ(s)]
( ←−
δ
δψα1(s)
)
(203)
where the functional derivative in the first term has been reversed, and we have
used the fact that {Vα(s) (ψα1(s))}B[ψ(s)] is an odd Grassman function.
If ρ̂→ ρ̂V̂ then
B[ψ(r)]→
∑
α
∫
dsB[ψ( s)]
{
(ψα2(s))Vα(s)
( ←−
δ
δψα2(s)
)}
so for ρ̂→ −i/~[V̂ , ρ̂] then the potential energy term in the functional Fokker-
Planck equation becomes(
∂
∂t
B[ψ(s)]
)
V
= −i/~
{
+
∑
α
∫
ds (Vα(s)ψα1(s)B[ψ(s)])
( ←−
δ
δψα1(s)
)}
−i/~
{
−
∑
α
∫
ds(Vα(s)ψα2(s)B[ψ(s)])
( ←−
δ
δψα2(s)
)}
(204)
13.3 Interaction Energy Terms
If ρ̂→ Û ρ̂ then
B[ψ(s)]
→
g
2
∑
α
∫
ds
{(
+
−→
δ
δψα1(s)
)(
+
−→
δ
δψ−α1(s)
)
ψ−α1(s)ψα1(s)
}
B[ψ(s)]
= −
g
2
∑
α
∫
ds
{(
+
−→
δ
δψα1(s)
){
ψ−α1(s)ψα1(s)B[ ψ(s)]
(
+
←−
δ
δψ−α1(s)
)}}
= −
g
2
∑
α
∫
ds
{{
ψ−α1(s)ψα1(s)B[ψ( s)]
(
+
←−
δ
δψ−α1(s)
)}(
+
←−
δ
δψα1(s)
)}
(205)
where the second line is obtained using Eq.(154) noting that ψ−α1(s)ψα1(s)B[ψ(s)]
is an even Grassmann function, and the third line is obtained from the same
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equation, but noting that
{
ψ−α1(s)ψα1(s)B[ψ(s)]
(
+
←−
δ
δψ
−α1(s)
)}
is an odd Grass-
mann function.
If ρ̂→ ρ̂Û then
B[ψ(s)]
→
g
2
∑
α
∫
dsB[ ψ(s)]
{
ψα2(s)ψ−α2(s)
(
+
←−
δ
δψ−α2(s)
)(
+
←−
δ
δψα2(s)
)}
= −
g
2
∑
α
∫
dsB[ψ(s)]
{
ψ−α2(s)ψα2(s)
(
+
←−
δ
δψ−α2(s)
)(
+
←−
δ
δψα2(s)
)}
(206)
where we have reversed the order of the fields.
Hence if ρ̂ → −i/~[Û , ρ̂] then the interaction energy term in the functional
Fokker-Planck equation becomes(
∂
∂t
B[ψ(s)]
)
U
=
i
~
g
2
∑
α
∫
ds
{
ψ−α1(s)ψα1(s)B[ψ(s)]
(
+
←−
δ
δψ−α1(s)
)(
+
←−
δ
δψα1(s)
)}
−
i
~
g
2
∑
α
∫
ds
{
ψ−α2(s)ψα2(s)B[ψ(s)]
(
+
←−
δ
δψ−α2(s)
)(
+
←−
δ
δψα2(s)
)}
.
(207)
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