Introduction
The binomial distribution was first proposed by Jacob Bernoulli, a Swiss mathematician, in his book Ars Conjectandi published in 1713 -eight years after his death [7] . This distribution is probably most widely used discrete distribution in Statistics. Consider a series of n independent trials, each resulting in one of two possible outcomes, a success with probability p ( 01 p  ) and failure with probability 1 qp  . Let n X denote the number of successes in these n trials.
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Then the random variable (r.v.) n X is said to have binomial distribution with parameters n and p , ( , ) b n p . The probability mass function (pmf) of n X is given by (see [6] , [7] statistics books list binomial probability tables (e.g., [6] , [7] ) for specified values of ( 30) n  and p . It is well known that (see [5] ) if both np and nq are greater than 5 , then the binomial probabilities given by the pmf (1.1) can be satisfactorily approximated by the corresponding normal probability density function (pdf).
These approximations (see [5] ) turn out to be fairly close for n as low as 10 when p is in a neighborhood of12. The French mathematician Abraham de Moivre (1738) (See Stigler 1986, pp.70-88) was the first to suggest approximating the binomial distribution with the normal when n is large. Here in this article, in addition to his proof based on the Stirling's formula, we shall present three other methods -the Ratio Method, the Method of Moment Generating Functions, and that of the Central Limit Theorems -for demonstrating the convergence of binomial to the limiting normal distribution. Under the first two methods, this is achieved by showing the convergence, as n , of the "standardized" pmf of ( , ) b n p to the standard normal probability density function (pdf). Under the latter two, this is achieved by showing the convergence, as n , of the Laplace or Fourier transform of the Binomial distribution ( , ) b n p to a Laplace or Fourier transform, from which then the standard normal distribution is identified as the limiting distribution.
The organization of the paper is described as follows. We state some useful preliminary results in Section 2. In Section 3, we provide the details of various proofs of the convergence of binomial distribution to the limiting normal. Section 4 contains some concluding remarks.
Preliminaries
In this section we state a few handy formulas, Lemmas, and Theorems which shall be needed in describing various methods of proofs presented in Section 3. Formula 2.1. When n is large, the Stirling's approximation formula (see [1] , [10] ) for approximating factorial function ! ( 1)( 2) (2)(1)
ln(1 ) 2 3 4
In this series if we replace x by x  , we get
ln (1 ) 234 
X is defined to the function
If the mgf exists (i.e., if it is finite), there is only one unique distribution with this mgf. That is, there is a one-to-one correspondence between the r.v.'s and the mgf's if they exist. Consequently, by recognizing the form of the mgf of a r.v X , one can identify the distribution of this r.v. implies that ( ) 0 gn  at the same or higher rate than that of () fn; whereas ( ) ( ( )) g n o f n  implies that ( ) 0 gn  at a higher rate than that of () fn.
For 
Proofs of Various Methods
In this section, we present four different proofs of the convergence of binomial ( , ) b n p distribution to a limiting normal distribution, as n  .
Use of Stirling's Approximation Formula [4]
Using Stirling's formula given in Definition 2.1, the binomial pmf (1.1) can be approximated as for all fixed z , as n , the last equality following clearly from the preceding expression, since the three infinite sums in this expression are all (in absolute value) dominated -for each fixed z and sufficiently large n -by 
Hence, from (3.4) we get for large n, [ , ] zz . Consequently, the approximate equality (3.4a) holds uniformly in z over any compact sub-interval on the real line. In fact, it follows from these equations that the preceding approximation does also hold uniformly, as n , over the expanding sequence of compact intervals 
The Ratio Method [8]
The ratio method was introduced by Proschan (2008) . The ratio of two successive probability terms of the binomial pmf stated in (1.1) is given by
Consider the transformation 
The ratio on the left hand side of (3.6) can be expressed as 
q z pq n n np z npq ppnp z npq p z pq n n 
