This paper investigates whether output and inflation respond asymmetrically to credit shocks in the euro area. The methodology, based on a non-linear VAR system, follows work by Balke (2000) for the U.S. The results reveal evidence of threshold effects related to credit conditions in the economy. Consistent with this finding, the impulse responses show some signs of asymmetric responses over the lending cycle. However, the results of the paper suggest that in the euro area non-linearities arising from credit market imperfections may be less pronounced than in the U.S., probably reflecting specific institutional features of its banking sector. * Acknowledgements: We thank the Editor Bruce Mizrach and two anonymous referees for a number of interesting and useful suggestions.
INTRODUCTION
Following early work by Friedman and Schwartz (1963) , substantial resources have been devoted to studying the relationship between money and output, using both linear methods and, more recently, non-linear techniques.
1 Given that credit represents the main counterpart of money on the balance sheets of banks, a similar relationship between credit and output should also exist. There are reasons to believe that such relationship may be non-linear. In fact, due to the existence of frictions arising from informational asymmetries and contractual rigidities, credit markets may act as non-linear propagators of the impact of aggregate disturbances to the economy. 2 In an early contribution, Blinder (1987) suggested that the behaviour of the economy may be 'qualitatively different depending on whether or not the credit constraint is binding'. Several authors have subsequently formalized this notion in the context of general equilibrium models incorporating financial market imperfections in which temporary shocks can generate large and persistent fluctuations in output (e.g. Bernanke and Gertler, 1989; Kiyotaki and Moore, 1997; and Azariadis and Smith, 1998) . In particular, Azariadis and Smith (1998) develop an overlapping-generations model in which, assuming that investments in capital goods must be credit-financed and that credit markets are affected by adverse selection problems, the economy may lie either in a traditional Walrasian equilibrium regime or in an alternative regime characterised by binding credit constraints. One key feature of the model is that it allows for regime switching between the two possible equilibrium regimes depending on the value of transitional variables, such as 'an index of savers' expectations about credit market conditions ' (p. 535) .
The work by Azariadis and Smith (1998) provides a theoretical underpinning to those empirical studies at an aggregate level which have used regimedependent models to investigate the behavior of credit markets. In particular, an important strand of these empirical studies has focused on threshold models. McCallum (1991) first argued that the effect of monetary growth on output in the US is greater when indicators of credit constraints exceed (predetermined) critical thresholds. Following McCallum's (1991) contribution, Galbraith (1996) and Balke (2000) have estimated threshold models in which the critical values are endogenously determined. These threshold models typically split the sample 1 See Walsh (1998, pp. 9-39) for a review of the empirical evidence on the relationship between money and output. Vilasuso (2000) and Rothman, van Dijk and Franses (2001) are recent examples of empirical studies modelling non-linearities in such relationship. 2 See, for instance, Bernanke (1993) and Trautwein (2000) for overviews of the literature on the credit channel of monetary policy transmission. See also de Bondt (2000), Chatelain et al. (2003) and Ehrmann et al. (2003) for empirical evidence on the credit channel in the euro area.
endogenously into regimes of 'tight' and 'loose' credit conditions and search for evidence of asymmetric responses to shocks. The intuition is that if economic agents are constrained in their access to credit, exogenous shocks -for instance, to credit supply -should have relatively larger effects on spending decisions than in the case of abundant availability of credit.
The studies by McCallum (1991) , Galbraith (1996) and Balke (2000) consistently conclude that there is significant evidence of threshold effects in the relationship between economic activity and money in the US. Similar results have been recently found for the UK by Atanasova (2003) .
The purpose of this paper is to use euro area aggregate data to test for the presence of possible threshold effects in the response of output and inflation to credit shocks (e.g. to lending supply conditions).
3 In analogy with the moneyoutput literature, we focus on shocks to quantities. The testing strategy follows Balke (2000) and consists of: (1) selecting and estimating a threshold VAR model; (2) testing formally for the presence of threshold effects; and (3) analysing whether non-linear impulse responses reveal signs of asymmetric propagation of shocks across the separate regimes identified by the threshold model. The paper is organised as follows. Section 2 provides a short description of the econometric methodology used in the different phases of the empirical investigation. Section 3 describes the results of estimating the threshold VAR and testing for threshold effects. Section 4 presents the impulse responses of output and inflation to a one-standard error shock to credit growth. Section 5 includes some conclusions and suggestions for further work.
ECONOMETRIC METHODOLOGY
The first step to study the potential role of credit in the non-linear propagation of shocks is to estimate a two-regime threshold VAR model following the specification: unknown parameter that must be endogenously estimated. Balke (2000) defines model (1) as a 'structural' threshold VAR because, in analogy with the literature on identification of structural shocks in standard VAR models, he applies the recursive procedure first suggested by Sims (1980) 
(see e.g. Hansen 1996 Hansen , 1999 Galbraith, 1996 and Balke, 2000) . 5 Because the distributions of the test statistics are non-standard, the p-values are usually derived using the simulation techique proposed by Hansen (1996) to calculate the unknown asymptotic distributions. If formal tests reject the linear model, the threshold critical value is estimated from the grid search as the value from the (trimmed) parameter space γ which minimises the log-determinant of the variance-covariance matrix of residuals.
Finally, it is possible to evaluate whether the dynamics of the economy, particularly the reaction of output and inflation to credit shocks, differ across 4 This procedure is based on the Cholesky factorisation of the estimated variance-covariance matrix of the reduced form model. Recursive identification schemes are not fully structural since they are based on somewhat mechanical assumptions about contemporaneous correlations among the variables. For a general discussion of the pros and cons of recursive identification schemes in the VAR literature see Stock and Watson (2001) . 5 One important testing issue is to restrict the parameter space of γ during the grid search to ensure that each regime contains a minimum number of observations. Hansen (1999) recommends 10% of the total number of observations. regimes by means of non-linear impulse responses (see Gallant, Rossi and Tauchen, 1993; Koop Pesaran and Potter, 1996; and Potter, 2000) . Non-linear impulse responses differ from their conventional linear correspondents in that, with regime-dependent coefficients, they depend on the history of the time series as well as on the size and magnitude of the shock. In this paper, generalised impulse responses (GIRFs) under alternative regimes are computed numerically for fixed regime-specific parameter sets using bootstrap simulations as suggested by Balke (2000) . 6 The computation of these GIRFs relies on the definition of an impulse response as a revision in conditional expectations. Namely, the response at horizon k (k=1 to h) of a variable Y to a shock at time t (u t ) is given by the difference between (1) the expected value of variable Y given the shock and conditional on a particular history ( 1 − Ω t ) of the shocks at time t-1 and (2) the expected value of Y in the absence of such shock:
In order to compute each of the expectations an iterative procedure is used. The simulation is performed by assuming that at the time of the shock the model is either in the high or in the low regime. In a first step, a sequence of initial values of the actual and contiguous lagged values of the endogenous variables is chosen, corresponding to a particular history ( 1 − Ω t ) falling under one of the two regimes.
There are as many sets of initial conditions as observations in the regime for which the impulse responses are being computed (with the regimes identified on the basis of the results of the estimation of the model). A series of shocks is then randomly selected from the residuals of the system. For each sequence of shocks, a path of the variables of interest is simulated with the model conditional on the particular history under consideration. The model is allowed to change regimes during the simulation period. The simulated path provides one estimate of )
. In a second step, the same series of random shocks is used but in this case an extra shock (u t ), equal to a one standard deviation shock to the variable in question, is added at time t to each shock sequence. The simulation of the model with this series of shocks conditional on the specified initial history provides one estimate of
. The difference between the two simulations provides one simulated value of GI k . This procedure is repeated 500 times for each set of initial observations. The average of the simulated GI k provides the final estimate of the generalized impulse responses for horizon k and for a given regime. The confidence bands for each horizon k are then derived from the standard errors of the simulated GI k assuming that the shocks follow a normal distribution. The procedure is subsequently applied to produce the impulse responses under the other regime.
RESULTS
In practical terms, the specification of Model (1) This study is based on quarterly data for the euro area -defined according to the principle of concurrent composition (the 11 original countries up to Q4 2000; these plus Greece, thereafter) -over the period Q1 1980 to Q3 2001. Like in all studies using reconstructed historical series for the euro area, one important issue concerns the choice of aggregation method for the national data referring to the period prior to the adoption of the single currency on 1 January 1999 (1 January 2001 in the case of Greece). This issue has received a significant amount of attention in the literature on money demand in the euro area (see for instance Beyer, Doornik and Hendry, 2001 ). The choice of aggregation method is not straightforward and there are fairly discordant views regarding the merits of the alternative methods: conversion at exchange rates fixed at some base period, at PPP exchange rates or at current exchange rates.
In general, it is desirable that all variables are aggregated using the same technique. However, while consistency can be guaranteed across variables based on nominal stocks such as credit aggregates and GDP, this is much harder to achieve for the interest rates. The aggregation methodology adopted officially by the ECB for the computation of historical credit statistics consists of using the fixed rates irrevocably fixed on 31 December 1998 (on 19 June 2000 for Greece). The same method can be applied to the historical data on prices and scale variables, but not to interest rates. An alternative method consisting of using GDP weights (measured at PPP rates) has the advantage of ensuring consistency in the way all variables are aggregated, but at the cost of renouncing to the use of official ECB data. Conversion at current exchange rates between the euro legacy currencies and the ECU (the basket of currencies precursor of the euro) is normally excluded to avoid excessive volatility in the data and spurious movements in correspondence with periods of realignments of the Exchange Rate Mechanism parities.
This paper uses the official data on loans produced by the ECB. As a result, the aggregation technique used for loans and GDP (fixed conversion rates) differs from that applied to construct the lending rate. Nominal loans to the private sector are quarterly averages of end-of-month seasonally-adjusted notional stocks. GDP data are based on the aggregation of seasonally adjusted national accounts data (ESA95 whenever available) up to Q4 1998; hereafter on area-wide Eurostat statistics. The inflation rate is given by the annualised quarter-on-quarter change in the GDP deflator and is expressed in decimal points.
The composite lending rate (also expressed in decimal points) is constructed by aggregating data from different sources. For the recent years, the rate is computed with area-wide interest rate data compiled by the ECB weighing bank lending rates on different types of loans (e.g. loans to enterprises of different maturity, consumer credit and loans for housing purchases). The weights are given by the relative importance of the corresponding loan category and derived from data on the stock of MFI loans to non-financial corporations and households. As the ECB data do not cover the entire sample period, the composite lending rate is extended back using an aggregation of statistics on national interest rates available on the BIS and IMF's International Financial Statistics databases, weighed by the relative importance of each country. These interest rates mainly refer to commercial loans and mortgage loans reported by national sources. As a caveat, it is important to note that the procedure used for the compilation of the composite lending rate (based on the combination of ECB area-wide statistics and country historical data on retail lending rates) implies some potential inconsistency in terms of statistical definitions.
The choice between levels and differences depends on the stationarity properties of the data. Based on evidence of non-stationarity in levels (not reported for the sake of brevity), these variables are considered in first differences (see Figure 1) . The choice of a specification in first differences instead of levels is important because non-stationarity may induce spurious non-linearity in the estimated system (particularly when it affects the variable underlying the threshold indicator) and may also affect the regularity conditions required for the application of Hansen's (1996) Note: Real GDP and real loans are in natural logs; the price level is the log of the implicit GDP deflator; inflation is the annualised first difference in the price level; the composite lending rate is in levels.
One additional issue regards possible cointegration between the variables. If so, model (1) should be extended to include one or more cointegrating terms. The results of applying Bierens (1997) non-parametric cointegration test to the set of variables under investigation (in levels) suggest that the null of no-cointegration cannot be rejected at the conventional significance levels. Based on this result, the model is specified in first differences.
8 Thus, the threshold VAR is estimated using quarterly data over the sample period 1981:2-2002:3 for the vector of variables:
8 The result of the Bierens (1997) cointegration test is in conflict with that obtained using the Johansen maximum-likelihood cointegration procedure, which reveals the presence of one cointegrating vector (see Calza, Manrique and Sousa, 2003) . Based on recent studies documenting that the Johansen procedure may not be robust to non-linearities in the short-run dynamics (e.g. Barnett, Jones and Nesmith, 2000, and Coakley and Fuentes, 2001) , we decided to give more weight to the results of the Bierens (1997) cointegration test. In fact, because of its non-parametric nature, the results of the Bierens test are independent of the potentially non-linear nature of the data generating process.
Regarding the choice of threshold variable, this is typically specified as a moving average of one of the variables in t Y . Since we are interested in studying non-linearities in output and inflation over the different stages of the lending cycle, we consider a moving average of the rate of growth in real loans ) ( p ∆ loan − as the threshold variable. 9 Because ) ( p loan − ∆ is endogenous to the system, also movements in output, prices or the lending rate may -via their impact on real loans -determine changes in the threshold variable and possibly induce regime switches.
The length of this moving average is determined jointly with the delay of the threshold variable and the lag structure of the VAR by applying standard information criteria to the models arising from the various possible combinations. In particular, we examine the VAR models derived from all the possible combinations obtained with a lag-length of between 1 and 4, a threshold variable including between 2 and 4 moving average terms and a delay of between 1 and 4 quarters. Tables 1 and 2 present the results for the Akaike and the Schwartz criteria, respectively. Based on the Akaike criterion, the optimal specification should be a 4-lag VAR with the threshold variable consisting of a 4-quarter moving average of the quarterly rate of growth in real loans, delayed by 1 quarter. The Schwartz criterion would suggest to use a 1-lag VAR and to construct the threshold variable as a 2-quarter moving average of ) ( p loan − ∆ , delayed by 2 quarters. For the sake of parsimony, we opt for the more conservative specification suggested by the Schwartz criterion. 9 Measures of credit conditions used in US threshold models include monetary growth (McCallum, 1991 and Galbraith, 1996) , the spread between commercial paper and the Treasury Bill rate, the mix of loans and commercial paper in external finance and the difference between the growth rates in the short-term debt of small and large manufacturing firms (Balke, 2000) . With the exception of monetary growth, historical data on these variables are not available for the euro area as a whole. 
where ˆ) ) ln(det(Σ denotes the log-determinant of the estimated variance covariance matrix of residuals and T stands for the number of observations. Table 3 reports the estimated threshold critical value and the results of formally testing for non-linearity using three Wald test statistics (mean-Wald, exp-Wald, sup-Wald). The threshold critical value for the quarter-on-quarter growth of real loans is estimated at 0.78%. According to this estimate, a level of the threshold variable above 0.78% would indicate that the euro area economy is in a regime of 'high' credit growth. By contrast, when the threshold variable falls below the estimated critical value, the economy would enter a regime of 'low' credit growth. On the basis of the estimatedγ , the sample period is split between the high and low credit growth regimes according to the ratio 60% to 40%. The full set of parameter estimates is shown in the Appendix. ensure that each regime contains at least 10% of total observations as suggested by Hansen (1999) . P-values (in brackets) are computed following Hansen (1996) , using 1000 replications.
It should be noted that, given the identification issues involved by the use of aggregate credit data, it is not possible to unambiguously determine whether the switch to a low credit growth regime reflects the impact of credit supply constraints or weak demand (or both).
10 In this sense, this model cannot be used to provide precise answers to specific questions about whether or not at given points in time there are binding credit constraints in the euro area. However, the model is a useful tool to investigate more formally if there is evidence of asymmetric dynamic behaviour of the euro area economy across different credit growth regimes. Indeed, the results of the Wald tests reported in Table 3 provide strong support to the hypothesis of threshold effects (p-values are nil for all tests), suggesting that linear models may not correctly represent the response of key macroeconomic variables, such as output and inflation, to shocks (this issue is further investigated in the next section by means of non-linear impulse responses).
For illustrative purposes, Figure 2 plots the deviations of the threshold variable from the estimated threshold critical value γ against a measure of the output gap derived from a production function approach model by Proietti, Musso and Westermann (2002) . As the figure shows, there appears to be a positive correlation between the two variables: the emergence of a negative deviation of the threshold variable from its critical value is typically associated with a negative output gap. By contrast, when the threshold variable is above its critical value, the output gap tends to be positive. Given the definition of the threshold variable in terms of smoothed growth in real loans, this regularity is likely to reflect the more general relation linking lending and business cycles (see Bernanke, 1993 and Gertler, 1988) . In addition, the fact that negative deviations of the threshold variable from its critical value tend to precede negative output gaps with a short lead is consistent with the literature focusing on the so-called "financial accelerator" mechanism which analyses the role of financial factors in determining business fluctuations by amplifying and propagating shocks to the economy (Kiyotaki and Moore, 1997). Note: Output gap is derived from the production function approach model featuring pseudointegrated cycles by Proietti, Musso and Westermann (2002) .
IMPULSE RESPONSES
Having found evidence of asymmetry over the lending cycle in the dynamics of the model, it is important to characterise each regime and to assess the macroeconomic significance of this non-linearity by examining the responses of key macroeconomic variables -aggregate output and inflation -to shocks to loans. Larger responses of output and inflation to shocks under the low regime than under the high regime would provide evidence in support of the existence of threshold effects related to credit conditions. The rationale for this is that in the high regime, firms are likely to be less dependent on the availability of bank lending and may possibly adjust more easily to a shock to lending by substituting it with other means of financing such as internal finance or issuance of debt securities. By contrast, if the low regime corresponds to a situation where firms are more generally restricted in their access to financing (and this is likely to be the case as the low regime broadly corresponds to periods of negative output gap) then a positive shock to bank lending should have a stronger impact on both growth and inflation. One important issue for this exercise regards the ordering scheme. We consider the following order:
. This implies that shocks to real GDP affect the other variables in the system contemporaneously, but real output reacts sluggishly to shocks to the other variables. Inflation reacts contemporaneously to shocks to real GDP, but only with a lag to those to credit and interest rates. Credit reacts contemporaneously to movements in all variables, with the exception of interest rates; but shocks to credit affect the real economy indicators only after one quarter. Finally, lending interest rates respond contemporaneously to unanticipated changes in all the other variables of the system, but shocks to lending rates have a delayed impact on the other variables.
The positioning of the real sector variables before those related to the credit market is standard in the empirical literature (see, for instance, Walsh and Wilcox, 1995 and Lown and Morgan, 2002) .
12 It reflects the more general assumption that financial markets adjust simultaneously to macroeconomic shocks, but that the real sector reacts only sluggishly to shocks to financial variables. Figure 3 shows the non-linear responses of changes in real GDP and inflation to a positive shock to real loan growth starting under different regimes. Shifts between the regimes are allowed throughout the duration of the response. The figure provides some evidence of asymmetry across regimes with the response of output growth to shocks larger (and somewhat more volatile) when the economy is initially in the low regime, though this is not very pronounced. In addition, it should be noted that the output response is not statistically significantly different from zero when the credit shock occurs under the high regime. By contrast, the figure reveals that when the initial state is the low regime, credit shocks have a statistically significant positive impact on real GDP, though rather short-lived. Figure 3 also includes the impulse responses of inflation to credit shocks. In this case the asymmetry across regimes is more pronounced. Starting under the high regime, a real credit shock is followed by a positive deviation of inflation from the baseline but this is never statistically significant. However, when the economy starts under the low regime the response of inflation to the credit shock is larger in absolute terms and statistically significant in the short-term.
13
12 In order to check the sensitivity of the results to the relative positioning of quantities and prices of loans, we also considered the alternative scheme:
The results proved robust to the ordering change. 13 It should be noted that we have also tested whether there was evidence of sign or size asymmetries by computing non-linear impulse responses to a negative one standard deviation Note: The solid lines represent responses to one-standard deviation positive shock to real loan growth. Dotted lines correspond to two-standard error confidence bands.
shock and to positive and negative two standard deviation shocks. The results, available upon request, show no signs of these types of asymmetry.
By contrast, there are no major signs of asymmetry in the responses of loan growth and lending rates to credit shocks, with the exception of a slightly larger persistence when the shock occurs in the low regime. The responses of loan growth and the lending rate to real credit shocks are statistically significant and fairly persistent in both regimes. The sign of the lending rate responses suggests that the credit shock may be characterised as predominantly demand-driven.
Overall, this impulse response analysis suggests that there is some evidence of asymmetric response of key euro area macroeconomic variables to credit shocks over the lending cycle, though the impact of credit shocks tends to be short-lived and of a relatively limited magnitude.
CONCLUSIONS
This paper uses aggregate data to investigate whether in the euro area there are asymmetries in the response of output and inflation to credit shocks (e.g. to lending conditions) over the lending cycle. Following the approach in Balke (2000) , the paper estimates a threshold VAR model over the period 1981:2 -2002:3 and analyses the dynamic response of the model to credit shocks by means of impulse responses.
The exercise finds clear evidence of threshold effects related to credit conditions in the economy, suggesting that linear models may not correctly represent the dynamic response of output and inflation to shocks. Consistent with this finding, the impulse response analysis reveals evidence of asymmetric responses to shocks to real credit growth over the lending cycle, with shocks having larger effects -particularly on inflation -when the economy is in the low lending growth regime.
However, the results of the paper suggest that in the euro area non-linearities arising from credit market imperfections may be less relevant than found for the US in similar studies at the aggregate level (as e.g. in McCallum, 1991; Galbraith, 1996 and Balke, 2000) . These results may be counter-intuitive, given the more predominant role of bank credit in the euro area economy compared with the US. However, our results are consistent with findings by Angeloni et al. (2003a) of a smaller than expected role of banks in the transmission mechanism of monetary policy in the euro area, possibly reflecting the mitigating impact on the bank lending channel of institutional features common in continental European countries, such as government guarantees to banks, bank networks and strong borrower-lender relationships. In addition, the relatively limited degree of development of mortgage markets in continental Europe relative to the Anglo-Saxon economies may also mitigate the role of the credit channel in the transmission of shocks, particularly to private consumption.
In order to shed light on these issues, it may be interesting to replicate the analysis at a more disaggregate level, perhaps distinguishing between households and firms or investigating the responses of the various components of GDP to credit shocks as in Angeloni et al. (2003b) . 
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