ABSTRACT This paper investigates the cluster synchronization problem of linearly coupled complex networks via aperiodically intermittent control (AIC). The dynamical behaviors of nodes in different clusters are assumed to be governed by different dynamical functions, while the dynamical behaviors of nodes in the same cluster are the same. Moreover, the original functions of nodes are defined by continuous-time ordinary differential equations with time-varying delays. As for the coupling matrix, we assume it is a Metzler matrix with zero row sums. The main contribution is that we pin some simple AIC to realize the cluster synchronization. Furthermore, as for the pinning control gains, both static and adaptive control cases are considered and some criteria are obtained. We also present some numerical simulations to verify the theoretical results.
I. INTRODUCTION
Synchronization and its control protocols [1] - [7] is an important issue for complex network, among which cluster synchronization [8] - [13] is an important type and has received a great interest in many fields. In the theoretical viewpoint, the cluster synchronization includes the complete synchronization if the cluster number is one; on the other hand, in the real world, the cluster synchronization is a more practical phenomenon than the complete synchronization, which is significant in communication engineering [14] , biological sciences [15] and so on. Especially, in a recent progress about the gene-regulatory networks [16] , the authors find two gene clusters-M1 and M3, which may impact human cognitive abilities such as memory, attention, processing speed, reasoning and executive function, although the underlying mechanisms for mutational nonspecificity remain unknown.
If nodes in the same cluster achieve the complete synchronization, while nodes in different clusters have different dynamical behaviors, then we call the cluster synchronization can be realized. Especially, when the original dynamical behaviors disappear, the cluster synchronization problem becomes the cluster consensus problem, for example, [17] discussed the problems of group consensus for linearly coupled multi-agent networks including first-order and second-order respectively; [18] and [19] discussed the cluster consensus for discrete-time and continuous-time coupled systems respectively; [20] proposed two novel cluster consensus criteria for multi-agent systems with fixed and switching topology based on Markov chains and nonnegative matrix analysis; [21] , [22] investigated possible states of cluster synchronization for a given nearest-neighborhood network; for coupled Josephson equation, [23] constructed coupling schemes to stabilize selected cluster synchronization patterns; a new coupling scheme to realize cluster synchronization was raised to realize arbitrarily selected cluster synchronization patterns in [8] ; [24] generalized this coupling scheme from symmetric to asymmetric, and discussed the corresponding cluster synchronization problem.
Because in [8] and [24] , all the nodes in the networks have the same original dynamical behaviors, the final cluster difference was ensured by the chaotic property, which may limit the application of the coupling scheme. Therefore, there are two ways to overcome this obstacle: one is to suppose that nodes in the same cluster have the same original dynamical behaviors, while nodes in different clusters have different original dynamical behaviors, which is called nonidentical systems. On the other hand, for identical systems whose nodes are with the same original dynamical behaviors, one can add external controllers to realize the final cluster synchronization. For example, the cluster synchronization for coupled nonidentical systems was studied in [25] ; [26] further investigated the cluster synchronization with the pinning control for the model proposed in [25] ; [27] investigated the cluster synchronization in community networks with nonidentical nodes by using some feedback control schemes; [10] designed a symmetric coupling matrix to realize the cluster synchronization problem by using the pinning control technique; [28] discussed the pinning control for cluster synchronization of undirected complex dynamical networks using a decentralized adaptive strategy; etc. Furthermore, the finite-time cluster synchronization is also discussed, for example, [29] discussed the finite-time and fixed-time cluster synchronization problem for complex networks with or without pinning control.
As for the control technique, except for the continuous strategy, discontinuous control strategies are more economic and have better application value, including event-triggered control, intermittent control, etc. For example, [30] discussed the mean square cluster synchronization of nonidentical nodes connected by a directed network via event-triggered strategy under stochastic sampling; [31] - [40] investigated the complete synchronization under periodically intermittent control (PIC); [41] studied the cluster synchronization for directed networks with PIC and [42] investigated the cluster synchronization of delayed complex networks via PIC; the cluster synchronization of directed heterogeneous networks was studied in [43] by proposing an adaptive intermittent scheme. Recently, a more general intermittent control technique, which is called the aperiodically intermittent control (AIC), is proposed to realize synchronization of complex networks, see [44] - [49] . Moreover, [46] also considers the complete synchronization for complex networks with delay. The AIC strategy used in this paper can be seen in Figure 1 . For the l-th time span [t l , t l+1 ), it includes [t l , s l ] (called 'control time span') and (s l , t l+1 ) (called 'rest time span '), where t 0 = 0. Especially, for any l, when s l − t l = c 1 and t l+1 − s l = c 2 , where c 1 , c 2 are nonnegative constants independent of index l, AIC becomes PIC; moreover, when c 2 = 0, AIC becomes the continuous control, and when c 1 = 0, AIC becomes the impulsive control.
Motivated by above discussions, for linearly coupled systems with delay, we will investigate its cluster synchronization via AIC. As for the coupling matrix, we adopt the model used in [25] and [26] , while previous works [28] , [41] - [43] considering the cluster synchronization under control mainly consider the model proposed in [10] . Moreover, only the nodes in the first cluster are controlled using the AIC while other clusters are without control. Furthermore, an adaptive scheme of AIC for delayed complex network is also proposed.
We organize the rest of this paper as follows. In Section II, we first present some definitions and lemmas. In Subsection III-A, we describe the network model and discuss the cluster synchronization via AIC for static coupling strength. Then, we apply the adaptive approach on AIC in Subsection III-B. Numerical simulations are given in Section IV. Finally, we conclude this paper in Section V.
II. PRELIMINARIES
In the following, we will useN to denote the set
Definition 1 [10] :
, it is a Metzler matrix with zero row sums. What's more, if A is a symmetric matrix, then A ∈ A2, i.e., matrix A belongs to class A2. Lemma 1 [3] : For a N × N matrix A ∈ A2, all of its eigenvalues are real and can be sorted as following:
Lemma 2 [4] : Suppose a N × N matrix A ∈ A1 and g > 0. For the new matrixÃ = A − diag(g, 0, · · · , 0), there exists a vector ξ = (ξ 1 , · · · , ξ N ) T > 0, such that ξ T A = 0. Then Ã +Ã T < 0, where = diag(ξ ). In the following, for the convenience of calculation, we assume that max i∈N ξ i = 1.
Definition 2 [10] : Matrix A = (a ij ) ∈ R N 1 ×N 2 is said to belong to class A3, denoted as A ∈ A3, if the following property holds:
Then, a new type of matrices can be defined by using the above definitions.
Definition 3: Suppose a matrix A ∈ R N ×N ,N can be divided into m disjoint clusters: C 1 , C 2 , · · · , C m , where
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where A ∈ A1 and A µν ∈ A3, µ, ν ∈m.
Remark 1:
The above definition about the coupling matrix can be found in [25] and [26] . There are many other works considering the cluster synchronization, and different requirements for the coupling matrix are proposed. For example, [10] , [28] , [41] - [43] studied the coupling matrix with A µµ ∈ A1 and A µν ∈ A3, µ = ν ∈ {1, · · · , m}, which is obviously different with the above definition. If we regard that a ij > 0 (or < 0) means that the relation/interaction between node i and j is cooperative (or negative), then the above Definition 3 means that there are only cooperative interactions between nodes, while the matrix in [10] , [28] , and [41] - [43] means that the interactions between nodes can both be cooperative (when the element is positive) and competitive (when the element is negative). On the other hand, in [27] , there was no additional condition for the coupling matrix except for A ∈ A1, because it solved the cluster synchronization by adding external controls on each node whose concrete forms depended on the coupling matrix, while in [25] there was no external control on the network. Therefore, based on the above analysis, and from the manifold of cluster synchronization, if we want to add the control only on the first cluster, then we can release the requirement as: A ∈ A1, A µν ∈ A3, µ ∈ {2, · · · , m}, ν ∈m, i.e., there can be no requirements for A 1ν , ν ∈m. But in order to keep consistent with previous works, we still adopt the Definition 3.
Notation 1: For the coupling matrix A ∈ A4 defined in Definition 3, we denote
Assumption 1 [42] , [46] :
Definition 4 [44] - [46] : For the AIC strategy in Figure 1 , we can define an important index
The above function ρ(t) is an increasing function, and the maximum value is achieved when t = t l+1 . The index ρ(t l+1 ) means the maximum proportion of the rest width t l+1 − s l in the time span t l+1 − t l . Of course, if ρ(t l+1 ) = 0, l = 0, 1, 2, · · · , AIC becomes the continuous case; on the other hand, if ρ(t l+1 ) = 1, l = 0, 1, 2, · · · , AIC becomes the impulsive case. In this paper, we always suppose that ρ(t l+1 ) ∈ (0, 1). Assumption 2 [44] - [46] : For the AIC in Figure 1 , suppose
where 0 < θ < ω < +∞.
This assumption means in each time span [t l , t l+1 ), the control width is no less than θ , and the rest width should be no more than ω − θ .
Lemma 3 [46] : Under Assumption 2, one can easily gets that the maximum value of index function ρ(t) defined in (4) is:
Assumption 3 [46] : There exists a constantτ , such that
Remark 2: There is no constraint on the constantτ , which can be large enough to surpass the rest width t l+1 − s l . This assumption makes our obtained results a more scope to apply.
Lemma 4 [46] : Assume the function w(t) is continuous and nonnegative when t ∈ [−τ , +∞), and satisfies the following condition:
where β 1 , β 2 , β 3 are constants, and l = 0, 1, 2, · · · . Suppose that for AIC, there exists a constant ρ ∈ (0, 1) defined in (5). If Assumption 3 holds, and
where λ > 0 is the unique positive solution of the equation
Remark 3: In [38] , the corresponding result for PIC is given; and [34] , [42] present a more conservative result for constant delay.
Notation 2: For the later use in this paper, we introduce some notations of frequently used characters. ''I '' denotes identity matrix with appropriate dimension. We denote the symmetric part of A as A s = (A + A T )/2. A > 0(A ≥ 0) means that real matrix A is symmetric and x T Ax > 0(≥ 0) for all nonzero vectors x. λ min (A) and λ max (A) mean the minimum and maximum eigenvalues of the symmetric matrix A respectively.
III. MAIN RESULTS
In many cases, the coupled complex network cannot realize the cluster synchronization, therefore, we should add some external controllers to help the network synchronize. In practice, it is difficult to add the controllers on every node because VOLUME 5, 2017 of the large scale of complex network. The number of pinned clusters can be any, without loss of generality, we just add AIC on the first cluster, while other clusters are without control.
A. CLUSTER SYNCHRONIZATION WITH A STATIC COUPLING STRENGTH
Consider the network with N nodes which can be divided into m clusters defined in (1), whose dynamical behaviors under AIC can be described as:
a ij x j (t)
where
×R n → R n are continuous functions, which denote the dynamical behaviors of each uncoupled node in cluster C k . = diag(γ 1 , · · · , γ n ) > 0, and matrix A = (a ij ) ∈ A4 denotes the coupling configuration of the network. The third term u i are the external AIC on nodes in the first cluster whose form will be given later, τ (t) is the time-varying delay.
As for initial values of the functional differential equation (8), we let To design the form of control u i (t), we first consider the final cluster synchronization trajectories z k (t) in the k-th cluster, k ∈m, denoted as
where z(t) is defined bẏ
Combining with (8)- (11), we can design the control u i (t) as
where g > 0 and α(1, k) are defined by (3), [t l , s l ] means the l-th control width and (s l , t l+1 ) means the l-th rest width.
For any node i ∈ C k , i ∈N and k ∈m, denote
then the dynamical behaviors of e i (t) are
a ij e j (t),
and for k = 2, · · · , m,
Theorem 1: Suppose functions f k (·, ·) ∈ QUAD(δ 1 , δ 2 ), for the positive vector ξ = (ξ 1 , · · · , ξ N ) T defined in Lemma 2, we denote
and β 3 = 2δ 1 , where = diag(ξ ), and define
If the following conditions hold:
where ρ is defined in (5), and λ > 0 is the unique positive solution of the equation
whereτ is defined in Assumption 3, then network (8) with AIC (12) can achieve cluster synchronization. The proof can be found in Appendix A. Remark 4: This theorem tells us that when the coupled network cannot achieve the cluster synchronization, then one can realize the cluster synchronization by adding some external AICs on one or more cluster nodes. However, the external control gains may be larger than the real requirement, or in some cases, the parameters may be unclear for us, like the topology matrix for large scale network, therefore, we will consider the adaptive strategy for the coupling strength, which will be discussed in Subsection III-B.
Remark 5: Denote γ = min 1≤p≤n γ p , let us analyze the relationship between 'γ ' and 'ρ ' in order to apply Theorem 1 in real applications. To simplify the discussion, we denote ζ = −λ max (( Ã ) s ) > 0 as a constant. Therefore, β = 2γ ζ , from ε = λ − βρ > 0, one can get that λ > βρ .
According to (21), we have β 1 (λ) = λ + 2δ 2 exp{λτ }, which can be regarded as an increasing function of λ, therefore, combining with (22), we have
therefore, the first condition β 1 > 2δ 2 in (20) holds obviously. Now, we just need to check the condition (18), i.e., 2γ ζ − 2δ 1 > βρ + 2δ 2 exp{βρ τ } = 2γ ζρ + 2δ 2 exp{2γ ζρ τ }.
Here we suppose that q = 2γ ζρ τ < 1, i.e.,
In this case, since
so if γ ζ − δ 1 ≥ γ ζρ + δ 2 (1 + 2(e − 1)γ ζρ τ ) holds, then (24) holds, i.e.,
therefore, the general approximation of ρ and γ is:
, and
B. CLUSTER SYNCHRONIZATION WITH AN ADAPTIVE COUPLING STRENGTH
In Remark 3 of [46] , the authors have discussed that for the above time-varying delay (which is called the large time delay), the adaptive rule is difficult to design, and they also introduce an adaptive rule for small time-varying delay. Similarly, we consider the case with small delay, i.e., there exists a scalar τ ≥ 0, such that
Lemma 5 [46] : Supposė
x(t) = M (x(t), x(t − τ (t))) − H (t)x(t), where x(t) ∈ R, M (·, ·) : R → R is continuous and satisfies
), where
is the adaptive AIC gain defined as follows:
If (27) holds, then lim t→∞ x(t) = 0. Now, the complex network of N linearly coupled systems in Subsection III-A with an adaptive AIC can be described as follows:
where the external controllers are defined by
With the same notations in (9)- (11), (13)- (14), we can get
the adaptive coupling strength is defined by
with the adaptive rulė
In this case c(0) = 0, the trajectory of c(t) initiates from zero, and the final value of c may be less than 1, which means that c = 1 (the static case) is larger than the real requirement. On the other hand, if c = 1 (the static case) cannot realize the cluster synchronization, then one can choose c(0) = 1, the trajectory of c(t) initiates from one, therefore, the final value of c is larger than 1, which means the larger coupling strength is needed for cluster synchronization. In fact, the initial value can be chosen as any nonnegative value for the adaptive cluster synchronization.
Applying Lemma 5 to the adaptive network (30) we have Theorem 2: Suppose functions f k (·, ·) ∈ QUAD(δ 1 , δ 2 ) and (27) holds, then coupled network (30)-(31) with adaptive rules (33)- (34) can the realize the cluster synchronization asymptotically.
The proof can be found in Appendix B.
IV. NUMERICAL SIMULATIONS
For the dynamics of uncoupled system, we suppose it is described by:
where η 1 = 0.1636 and η 2 = 0.2. Figure 2 and Figure 3 show the chaotic behaviors of oscillator (35) For any x(t), y(t) ∈ R 3 , and denote e(t) = x(t) − y(t) = (e 1 (t), e 2 (t), e 3 (t)) T , then
whereW k = W k + diag(6.494, 0, 0.9765). Simple calculations show that λ max (W s 1 ) = 11.3931 and λ max (W s 2 ) = 11.3813. Therefore, we can choose δ 1 = 11.3931 and δ 2 = 0.9765, such that f k (·, ·) ∈ QUAD(δ 1 , δ 2 ), k = 1, 2.
A. A NETWORK COMPOSED OF FOUR NODES WITH TWO CLUSTERS: STATIC CONTROL
We will consider a small network with four nodes to illustrate our theoretical results clearly. Suppose C 1 = {1, 2} and C 2 = {3, 4}, then the network is
where = γ I is the inner coupling matrix, and f k (·, ·), k = 1, 2 are defined in (35) .
The coupling matrix A is defined as:
The external controls u i (t), i = 1, 2 are defined as (37) where z(t) is defined byż(t) = f 1 (z(t), z(t − τ (t))) in (35) , and z 2 (t) = x 3 (t)+x 4 For the above parameters, according to our analysis in Remark 5, from (25) and (26), we can get that: 32.822 ≤ γ < 79.5735. Hence, if we choose γ = 35, then β 1 = 6.5368 in (18) , β = 29.323 in (19) , λ = 2.4562 in (21) , and ε = 0.9901 in (20) . Therefore, according to Theorem 1, the cluster synchronization can be realized.
Define 4 . Trajectories of the E 1 (t ) and E 2 (t ) with γ = 0.5 for system (36) .
to denote the synchronization errors in the first and second clusters respectively. By numerical simulations, one can find that in order to realize the cluster synchronization, the requirement of γ is γ ≥ 0.5. Obviously, 0.5 < 35, that is to say, the value from Theorem 1 is larger than the real value for the cluster synchronization. Figure 4 shows trajectories of E 1 (t) and E 2 (t) respectively when γ = 0.5, which can demonstrate that the cluster synchronization is finally realized.
B. A NETWORK COMPOSED OF FOUR NODES WITH TWO CLUSTERS: ADAPTIVE CONTROL
Next, we consider a network with an adaptive coupling strength:
where the external controllers are defined by 
Since τ (t) ≤ 0.3 < inf l {s l − t l } = 0.5, therefore, we can use Theorem 2 to realized the cluster synchronization by VOLUME 5, 2017 FIGURE 5. The above part shows trajectories of the E 1 (t ) and E 2 (t ) for system (40) - (43); and the below part shows the dynamics of c(t ).
choosing the adaptive scheme (33) with rule:
Choose h = 0.005, in this case, Figure 5 shows the dynamical behaviors of the cluster synchronization errors E 1 (t) and E 2 (t) under adaptive control (43) . Moreover, the dynamics of adaptive coupling strength c(t) is also given, and one can find that c(t) can approach to a constant scalar when the cluster synchronization is finally realized.
C. A SMALL-WORLD NETWORK WITH 80 NODES: ADAPTIVE CONTROL
Finally, we consider a weighted small-world network with 80 nodes, where each 20 nodes form a cluster, and the external AIC is only added on the first cluster.
As for the uncoupled functions, we suppose that f k (·, ·) are defined by (36) with η 1 = 0.1635, η 2 = 0.2, η 3 = 0.18, η 4 = 0.19. The AIC scheme is defined by (42) . Moreover, the adaptive rule is designed by:
Define the error E k (t) in cluster C k , k ∈4, as:
Choose h = 0.0004, then Figure 6 shows the dynamical behaviors of the cluster synchronization errors E k (t), k ∈4 and coupling strength c(t) under adaptive control (44) , which can illustrate the validity of our proposed adaptive technique.
V. CONCLUSION
The cluster synchronization by pinning AIC is investigated in this paper. It is assumed that the dynamical behaviors of nodes in different clusters are nonidentical. Firstly, a criterion for cluster synchronization with an asymmetric coupling matrix is given for networks with any large time-varying delay. Secondly, since enlarging the coupling strength of nodes is the key point for cluster synchronization, for networks with a small time-varying delay and an AIC gain, we design the adaptive rule and rigorously prove its validity. Finally, simulations are given to demonstrate the effectiveness of obtained theoretical results.
APPENDIX A
Proof: Define a Lyapunov functional as follows:
When t ∈ [t l , s l ], l = 0, 1, 2, · · · , differentiating V (t), we havė
ξ i e i (t) For each k ∈ {2, · · · , m}, it hold i∈C k ξ i (x i (t) −x k (t)) = 0, thus we have i∈C k
Combining with (46)- (47) 
≤ 2δ 1 V (t) + 2δ 2 V (t − τ (t)) + 2 min 1≤p≤n γ p λ max (( Ã ) s )V (t) ≤ −β 1 V (t) + 2δ 2 V (t − τ (t)).
By the similar analysis, and using the fact that λ max (( A) s ) = 0, for t ∈ (s l , t l+1 ), we havė V (t) ≤ 2δ 1 V (t) + 2δ 2 V (t − τ (t)).
Combining with (48) 
