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ABSTRACT

Assessment of Spatial and Temporal Trends of Exposure to Ambient Fine Particulate Matter and
Ozone in New York/New Jersey Metropolitan Area
by
Subraham Singh

Advisor: Ilias G. Kavouras

Background. Exposures to fine particulate matter (PM2.5; particles with diameter less than
2.5 μm) and ozone (O3) affect premature respiratory and cardiovascular mortality, morbidity and
contribute to the development and progression of sub-clinical and clinical disease. Climate change
affects air quality directly by modifying the thermodynamic properties of formation mechanisms
and transport patterns, and indirectly, through increased emissions of PM2.5 and O3 precursors. The
resultant changes in air quality influence human health outcomes through mechanisms of varying
scale, timing, and complexity. PM2.5 and O3 levels have been declining due to the implementation
of fuel consumption standards and emission controls in transportation and industrial sectors
leading to significant reductions of emissions of gaseous precursors of particulate sulfate and
nitrate aerosol and, ozone. Today, the declining trends of emissions and resultant ambient levels
are not converging; ambient PM2.5 levels are stabilizing and O3 levels are increasing above the
national ambient air quality standards for the protection of human health (NAAQS). Local,
regional and global changes in meteorology, climatology, chemistry and emissions have been
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implicated. This study aims to understand the trends and drivers of PM2.5 and O3 in the New York
City metropolitan area, the largest megacity in North America, over the 2007-2017 period.
Methods. Daily 8-hr and 1-hr O3 and nitric oxide (NO) concentrations at 16 sites, 24-hr
and 1-hr PM2.5 mass concentrations at 14 sites and PM2.5 chemical speciation concentration at 4
sites located in the New York/New Jersey metropolitan statistical area (MSA) were retrieved from
the US Environmental Protection Agency (EPA) Air Data for the 2007-2017 period. Annual
emission inventories for 2007 and 2017 were acquired from EPA National Emissions Inventory
(NEI). The number and area burnt by natural and human-ignited wildfires were acquired from the
National Interagency Fire Center (NIFC). Meteorological and climatological data were obtained
from the National Oceanic and Atmospheric Administration (NOAA) National Climate Data
Center (NCDC). Ambient daily O3 and PM2.5 concentrations were tested for normality using the
Shapiro-Wilk test. The significance of difference among sites was assessed with the nonparametric Kruskal-Wallis at α=0.05. The monthly mean concentration was computed for months
with more than 75% of measurements. The annual trend was computed by applying the nonparametric sequential Mann-Kendall test at a confidence level of 95%. The spatial variability of
measurements was assessed using the paired absolute (ΔC) and the percent relative (%ΔC/Ref)
concentration difference, the coefficient of divergence (COD) and the local Moran’s I and its
significance. The Interagency Monitoring of Protected Visual Environments (IMPROVE) PM2.5
mass reconstruction scheme was used to identify the major aerosol types. The USEPA Positive
Matrix Factorization (PMF) model (Version 5.0) was applied to apportion PM2.5 sources. The
optimized solution was selected using previously reconciled source profiles and applicable
statistical tools using a sequence of rotational and bootstrap runs.

vi

Results. The highest daily 8-hr max O3 concentrations varied from 90 to 111 parts per
billion volume (ppbv) with the highest concentrations measured perimetrically to NYC urban
agglomeration. The monthly 8-hr max O3 levels have been declining for most of the peri-urban
sites but increasing (from +0.18 to +1.39 ppbv/year) for sites within the urban agglomeration.
Slightly higher O3 concentrations were measured during weekend than those measured during the
weekdays in urban sites probably due to reduced O3 titration by NO. Significant reductions of
locally emitted anthropogenic nitrogen oxides (NOx) and volatile organic compounds (VOCs) may
have triggered the transition from VOC-limited to NOX-limited conditions, with downwind VOCs
sources being critically important. Strong correlations between the monthly 8-hr max O3
concentrations and wildfires in Eastern US were computed. Larger number and more destructive
wildfires in the region were ignited by lightning for years with moderate and strong La Niña
conditions. Ambient PM2.5 mass levels declined on average by 47%, at a rate of -0.61 ± 0.01
μg/m3/y in urban locations and -0.25 ± 0.01 μg/m3/y in upwind and peri-urban locations over the
2007-2017 period. The strong spatial gradient in 2007, with high PM2.5 levels in urban locations
and low PM2.5 levels in peri-urban locations gradually weakened by 2013 but re-appeared in 2017.
Over the same period, primary PM2.5 emissions declined by 52% from transportation, 15% from
industrial and 8% from other anthropogenic sources corresponding to a decrease of 0.8, 0.9 and
0.6 μg/m3 on ambient PM2.5 mass, respectively. Wildland and prescribed fires emissions increased
more than three times adding 0.8 μg/m3 to ambient PM2.5 mass. These results indicate that (i) fire
emissions may impede the effectiveness of existing policies to improve air quality and (ii) the
chemical content of PM2.5 may be changing to an evolving mixture of aromatic and oxygenated
organic species with differential toxicological responses as compared to inert ammonium sulfate
and nitrate salts. Biomass burning, secondary inorganic (i.e., ammonium sulfate and nitrate) and
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primary traffic exhausts were the predominant PM2.5 sources. The declining trends of PM2.5 mass
in all four sites is were well correlated with decreasing secondary sulfate levels due to SO2
emission reductions by coal-fired power plants. Wintertime biomass burning aerosols were most
likely due to combustion of contemporary biomass for industrial and domestic heating, and it was
linked to the intensity (average minimum temperature) and duration (number of freezing days) of
cold weather. The annual summertime biomass burning contributions were correlated with the
number and area burnt by lightning-ignited wildfires.
Conclusions. The spatial and temporal trends of O3 and PM2.5 are changing due to
significant reductions on gaseous precursors from anthropogenic sources. As a result, atmospheric
chemistry dynamics are modified counteracting emission reduction benefits and, for O3, leading
to increasing ambient levels in heavily populated areas that traditionally experienced low O3 due
to titration. Moreover, the relative contribution of climate-prone local and regional biomass
burning emissions on both O3 and PM2.5 mass concentrations is increasing; thus, altering levels
and the chemical content of air pollutants. These findings indicate that climate change may
counterbalance current and future gains on emissions controls on anthropogenic activities and
modify the biological and toxicological responses and resultant health effects.
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INTRODUCTION

Atmospheric pollution remains a major public health problem affecting the quality of life,
wellbeing, and population health. Numerous studies over the last several decades showed a strong
association between inhalation of fine particulate matter (particles with aerodynamic diameter ≤ 2.5
μm (PM2.5)) and ozone (O3) with premature mortality [1-8]. In addition, exposures to elevated PM2.5
and O3 is linked to subclinical and clinical effects on the pulmonary and cardiovascular systems
leading to higher emergency department visits and hospitalization rates [9,10]. It is shown that there
is a no-threshold log-linear relationship between air pollution, morbidity and mortality, indicating
that low level exposures are just as hazardous to human health

[11,12]

. It has also been shown to

exacerbate existing conditions among the vulnerable at-risk groups

[13]

. These findings were

consistently observed in heavily populated urban areas including the New York/New Jersey
Metropolitans Statistical Area (NY/NJ MSA) [14].
This dissertation summarizes the results of a study to understand the spatiotemporal trends
of O3 and PM2.5 in NY/NJ MSA during the 2007-2017 period. The study integrated O3, PM2.5 mass
and chemical speciation data conjointly with other pollutants collected at multiple locations in the
study region. In addition, information of local primary PM2.5 emissions, the frequency, magnitude
and location of wildland fires, meteorological conditions and global climate change indicators were
retrieved to assess changes in the spatiotemporal distribution of O3 and PM2.5. The remained of this
chapter provides background information on O3 and PM2.5 and air quality in NY/J MSA. In addition,
the mathematical framework of positive matrix factorization, a multivariate factor analysis method
to apportion PM2.5 sources is presented. The three-paper model is utilized as follows: In Chapter 2,
we present the spatiotemporal patterns of ground-level O3 concentrations and the impact of local
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emissions trends and wildfires on O3 levels. Chapter 3 examined the impact of local transportation
and biomass burning on spatiotemporal trends of PM2.5. The apportionment and spatiotemporal
trends of PM2.5 is described in Chapter 4. A summary of the findings, public health implication and
future research directions are presented in Chapter 5.
There are over 19-million people in the NY/NJ MSA, the only megacity in North America,
in a relatively small area [15]. Air pollution levels in New York City have been declining because of
federal, state, and local emission controls and policies. Emissions standards on motor vehicle and
fuel sulfur limits were further improved. Moreover, newer policies to control emissions from
construction, locomotive and marine operations were implemented. In NYC, the implementation
of “Clean Heat” policies yielded significant declines in sulfur dioxide and PM2.5 emissions from
electricity generating units. Despite the significant reductions in emissions and ambient levels, there
are statistically significant associations for cardiovascular disease, arrhythmia, ischemic stroke,
congestive heart failure and increase of PM2.5 concentration in the 2008-2013 period as compared
to 2005-2007 period that further increased for higher rate of ischemic heart disease and myocardial
infarction [16-23]. The trends for respiratory infections and diseases emergency department visits and
hospitalizations were comparable to those of cardiovascular diseases [16-23]. For asthma and chronic
obstructive respiratory disease (COPD), increases were associated with increased toxicity per unit
PM2.5 mass concentration for both asthma and COPD

[24]

. More specifically, ED visit for asthma

and COPD was 0.4% (0.0%, 0.8%) and 2.7% (1.9%, 3.5) for an increase of 6.8 μg/m3 increase in
PM2.5 before and after 2016, respectively

[24]

. Changes in atmospheric chemistry and the

abundance of organic carbon, both locally produced and transported, were considered [25].
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Tropospheric Ozone

O3, a criteria pollutant, classified by the United States Environmental Protection Agency
(USEPA) pursuant to the Clean Air Act (CAA). Is formed through a series of complex process
occurring in the atmosphere from reactions of precursor gases. O3 formation depends on the
availability of volatile organic compounds (VOCs) and nitrogen oxides (NO +NO2 = NOx) present
in sunlight. The general reaction listed as equation (1) [26,27].
VOC + NOx + Sunlight → O3

(1)

The underlying premise of O3 formation is rooted in the stratospheric photochemistry, the chapman
reaction cycles [28]. Chapman posited that the reactions of the precursor gases results in the addition
of atomic oxygen (O) by splitting of molecular oxygen (O2) by high energy ultraviolet photons
(Chapman Cycle) listed as equation (2) [28].
O2 + UV Light → O + O

(2)

Further delineation of tropospheric ground-level O3 formation stems from the understanding
of the oxidation reaction where free oxygen molecules bond with any other molecule represented
by M in the equation (3). This reaction commonly occurs with N2 or O2 molecules because they are
the most prevalent in the atmosphere. Central to this process is the nitrogen cycle, atoms (O) are
produced from photolysis of NO2. O3 is then converted back to O2 and NO back to NO2, completing
the nitrogen cycle.[29] Listed as equation (3- 5) below.
O2 + O → O3 + M

(3)

NO2 → NO + O

(4)

O3 + NO → NO2+ O2

(5)
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When the atmosphere is free of other reactive chemicals, the nitrogen cycle does not produce or
depletes O3, but VOCs continue to be oxidized resulting in alternative reactionary pathway for NO
to be oxidized into NO2. This leading to a shift in the balance of the ozone formation. The oxidative
processes originated by hydroxy radicals OH, which is formed from the photolysis of ozone/water,
nitrous acid, hydrogen peroxide). It forms the alkylperoxy radicals (RO2), which in turn, react with
NO to produce NO2 and hydroperoxy radicals (HO2) that also effectively convert NO to NO2 and
HO2 to OH. Listed as equation (6-8).
VOC + OH → RO2 +H2O

(6)

RO2 + NO → HO2 + NO2

(7)

HO2 + NO → NO2+ OH

(8)

The available quantity of VOCs and NOx at any locations helps to assess the influence NOx
had on O3 formation or destruction. When the VOC/ NOx ratio in the ambient air is low (NOx levels
exceed VOCs), O3 formation is hampered and is referred to as "VOC-limited"

[27,30]

. When the

VOC/NOx ratio is high (VOC level exceed NOx), the generation of O3 increases. In this situation
O3 formation is interdependent on NOx and is referred to as "NOx -limited"

[27,30]

. Overall, O3

production is favored as VOC levels increase, while higher NOx concentrations may either enhance
or reduce O3 levels, depending on the presence of VOCs.
Ambient O3 concentration levels can vary from non-detectable to several hundred parts per
billion (ppbv). The variation can be attributed to topographic elevations, locations and time of day
at a particular geographic location. Lower O3 measurement have been observed at remote
continental area with higher measurements observed in rural areas downwind of urban centers [31].
In urban and suburban areas, O3 concentrations can be high (well over 100 ppbv), with peaks in late
afternoon before reaction with NO emissions cause O3 levels to decline

[26]

. In highly populated
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urban areas with dense traffic volume, the VOC/NOx ratios are fairly low O3 inhibiting production
caused by NOx titration reaction. Moreover, as the air parcel migrates downgradient of these urban
centers, NOx reacts with OH radicals and the VOC/NOx threshold value is reached and exceeded
resulting in ozone production [32]. Once the VOC/NOx ratio is low O3 formation is expected to stop,
but in reality it persisted with more O3 being produced as peroxy (HO2.) and alkylperoxy (RO2.)
radicals

[32]

. Therefore, the spatial and temporal gradients of O3 concentrations is significantly

influenced by VOC/NOx ratio and sunlight.
The highest O3 seasonal mean concentrations have been shown to occur during the warmer
months from May – October with higher individual days

[33]

. The higher monthly averages occur

within the interior of the US at higher elevations and declines along the low lying coastal areas [33].
The temporal variability of the O3 concentrations is further complicated by background levels in
the troposphere with added complexities caused by the intensity of uncontrolled contributions from
stratospheric transport, biogenic precursors, and anthropogenic sources from both international and
domestic, posing a major challenge to accurately quantify these contributions. NOx and some VOCs
emissions from anthropogenic sources have been steadily decreasing over the years resulting in
peak O3 levels declining in most areas of the US, but adverse human health effects continue to
persist

[34-36]

. This prompted the USEPA in 2015 to further strengthen both the primary and

secondary National Ambient Air Quality Standard (NAAQS) O3 standards, requiring the use of
three-year averages of the annual 4th highest daily 8-hr max average to be less than 70 ppbv, called
the “ozone design value (ODV)” [33,37,38].
Recent controlled human exposure, epidemiologic, and toxicological studies consistently
showed a causal relationship between short-term exposure to O3 and a range of respiratory health
endpoints from respiratory tract inflammation to respiratory-related emergency department (ED)
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visits and hospital admissions

[39,40]

. Specific respiratory responses include declines in lung

function, reversible increases in inflammatory responses, epithelial permeability, and airway hyper
responsiveness and impairment of host defenses. These findings were consistent with epidemiologic
evidence, in which short term increases in O3 concentration were associated with increases in
respiratory symptoms and asthma medication use in children with asthma, respiratory-related
hospital admissions, and ED visits for chronic obstructive pulmonary disease (COPD) and asthma
[39,40]

. Studies evaluating other pollutants provide data suggesting that the effects related to O3 are

independent from the effects of the other pollutants. Recent toxicological studies have provided
initial evidence of O3-induced cardiovascular effects

[41-43]

. Possible biological mechanisms may

include changes in the autonomic nervous system or to the development and maintenance of
oxidative stress and inflammation throughout the body that resulted from inflammation in the lungs
[41-43]

. Controlled human exposure studies also suggest response to short-term O3 exposure,

including heart rate variability changes, and blood markers of systemic inflammation and oxidative
stress [44]. However, epidemiological studies have not observed a relationship between short-term
exposure to O3 and cardiovascular morbidity.

Fine Particulate Matter

PM2.5 (also known as a fine particulate matter with an aerodynamic diameter ≤ 2.5µm) is a
heterogenous mixture of suspended solids and liquid droplets in the atmosphere originating from a
variety of anthropogenic and natural sources. Its chemical/physical characteristics in the
atmosphere varies widely depending on the local and regional areas sources, climate,

and

geography. Consists of primary and secondary particles generated through various physical and
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chemical interactions and transformations (atmospheric aging) that produce variable chemical
composition and atmospheric behavior

[44-46]

. Primary particles are directly emitted into the

atmosphere from a range of processes (biomass burning, industrial processes, incomplete
combustion of gasoline and diesel fuels, and wind-driven or traffic-related suspension of road dust)
and produced by nucleation start their atmospheric lifetime in the smaller particle sizes (diameters
of 200 nm) [11,46]. Whereas secondary particles are generated by chemical transformation through a
series of reactions of atmospheric oxidants and precursor gases that condenses after the reactions.
This largely affect the starting atmospheric lifetime accumulation of larger particles (between 200
and 500 nm) [11,46].
The predominant aerosol chemical species include: sulfate (SO42-) and nitrate (NO3-) that
are derived from conversion of primary sulfur and nitrogen oxide emissions, and secondary organic
aerosol from volatile organic compound emissions. Additionally include ammonium (NH4+), soil
(Al, Si, Ca, Fe, K, Ti) and sea salt (Na, Mg, Cl) elements, and heavy metals (Pb, As, Cr, Mn, Co,
Ni, V), elemental and organic carbon

[47,48]

. Many of the chemical species are unique tracers of

specific sources of atmospheric particulate matter. Each contributing to the mass-load, which is
proportional and represent the varying percentages of the major components with trace elements
making up less than one percent. This is based on locations, times, sizes, aerosol and meteorological
characteristic can permit residence times (lifetimes) in the atmosphere from hours to weeks [49,50].
Sulfate (SO42-) is produced from the oxidation of SO2, which is released from combustion
of sulfur-containing fossil fuels and the smelting of sulfur containing ores in coal-fired power
plants. Natural sources of SO2 and other sulfur compounds include volcanoes and oceans [51,52]. SO2
may be transformed to gas phase sulfuric acid (H2SO4) through heterogeneous or photochemical
oxidation. The oxidizing agents are O3, peroxides and OH--radicals. In both pathways, SO2 is
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converted to gas-phase sulfuric acid (H2SO4) that quickly condenses onto existing atmospheric
particles or participates in new particle formation. Predominantly formed from physiochemical
reactions in the atmosphere through the process oxidation and concentrations are particularly higher
during the summer seasons in certain parts of the US [51,52].
The driving force behind particulate nitrate (NO3-) is the oxidation of nitrogen oxides
released by mobile and agricultural emissions under desirable temperature conditions and season
[53]

. Although, mobile emissions do not follow a strong seasonal pattern and oxidation is anticipated

to be stronger in summer due to sunlight and higher levels of atmospheric oxidants, particulate
nitrate concentrations are higher in winter [51,52]. This is because of the high vapor pressure of gasphase nitric acid, which under typical summertime conditions favor the gas phase. On the other
hand, as the temperature decreases in the winter, gas HNO3 condenses and may partition in the
aerosol phase.
Particulate ammonium is produced from the neutralization of sulfuric and acids by ammonia
producing ammonium sulfate, ammonium bisulfate and ammonium nitrate salts

[54]

. Salts are

generally present in the aerosol phase, favoring therefore the transition of sulfate and nitrate ions to
the aerosol phase. Depending on the amount of free ammonia, sulfuric acid may be fully or partially
neutralized to form ammonium sulfate and bisulfate, respectively. The relative ratios of
sulfate/ammonium, nitrate/ammonium and (sulfate + nitrate)/ammonium provide information of
the acidity of atmospheric aerosol. Carbonaceous particles (both elemental and organic carbon) are
emitted from combustion related processes. Organic carbon is also produced from the condensation
of low-vapor organic compounds produced from the photo-oxidation of anthropogenic and biogenic
VOCs with hydroxyl radicals, ozone and nitrate radicals [55]. Organic carbon is composed of a large
number of organic compounds including carboxylic, keto/carbonyl, amino/imino, and nitro
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multifunctional organic compounds, and smaller organic molecules, such as anhydrides, sugars and
keto- and a,u-dicarboxylic acids, alkanes and polynuclear aromatic hydrocarbons (PAHs) Organic
compounds are subject to atmospheric oxidation during transport changing their composition over
time [55].
Large quantities of PM2.5 and gaseous precursors of secondary aerosol (NOx, NH3, and
VOCs) are originated from anthropogenic sources including vehicular exhausts, domestic heating
and industrial emissions [54,56-58]. The photo-oxidation of biogenic hydrocarbons (e.g., isoprene and
pinenes) also results in the formation PM2.5

[59]

. They are typically found in smog and oil smoke

types of particles. Wildfires and other types of biomass burning (prescribed, agricultural, wood
burning) also release up to 80 Tg/year of particles [60,61]. Ions (SO42-, NO3-, NH 4+), transition metals
(Cu, Mn, Zn, As, Ni, Pb), elemental carbon (soot or black carbon) and a large number of organic
compounds are typically fine particles. Environmental tobacco smoke (mainstream and side stream)
is found to contribute up to 1-2% of fine particle mass in metropolitan urban areas

[62,63]

. Natural

sources include the erosion of epicuticular waxes from higher terrestrial plants, sea spray, soil wind
erosion, volcanic eruptions. The estimated emissions of paved and unpaved road dust for the base
year 2001 accounted for about 50% of PM10 and 30% of PM2.5 emissions in populated urban and
rural communities

[64]

. They are composed of soil elements (e.g. Si, Al, Ca, Ti, Fe, Sr, Ba, K) in

crystalline form, sea salt elements (Na, Cl, Mg) and organic compounds

[47,64]

. Typical biological

aerosols include viruses, bacteria, house allergens, spores and pollen with strong spatial and
seasonal characteristics (e.g., spores and pollen during spring).
PM2.5, promulgated as criteria pollutant by the USEPA due to the to its adverse impact to
human health [65-68]. Exposure to high concentrations of different chemical compositions of PM2.5
have been associated with acute and chronic health problems and have led to increased rates of
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cardiorespiratory diseases, emergency department visits, hospitalization

and mortality

[69]

.

Evidence from a number of epidemiological, toxicological, and human health studies on exposure
to PM2.5 have linked different induced toxic effects with human health effects because it has the
ability to enter the human body easily through inhalation and migrates into the respiratory tract [7072]

. Pierce its way deeper into the interstitial space of bronchial and alveolar regions of the lungs,

where gas exchange takes place with the blood circulation

[73-75]

. As PM2.5 travels through the

respiratory tract it is captured by alveolar macrophage, accumulates here, and eventually
overwhelms it producing toxic effects on the respiratory system

[69,74-77]

. This disrupts the natural

cleaning functions of the lungs and enters the blood stream and translocate to almost every organ
within the human body. This promotes the possibilities for the onset of various complex
cardiopulmonary diseases

[69,74-77]

. Furthermore, depending on the chemical composition and

morphological structure, if highly acidic when inhaled can produce oxidative stress and irritate and
inflame the lung tissue and also lead to respiratory and cardiovascular diseases. If it is carcinogenic
it has the potential to induce cancer tumors in the human body [77,78].
Large number of deaths and other health problems associated with exposure to PM2.5 has
been rapidly increasing [56]. Estimated deaths from exposure to PM2.5 was estimated to be between
230,000 - 300,000 per year in the US in 2012

[79]

. Certain groups are more heavily affected,

especially infants under one year where death rates are high due to the impact it poses on their lung
functions [79-81]. Children, the elderly and those with compromised respiratory systems are also some
of the most vulnerable groups that are most effected from exposure. Furthermore many tailored
studies focused particularly on respiratory health end points, consequently there is also growing
evidence that PM2.5 exposure is a contributing risk factor for cardiovascular disease

[51,52]

. This

evidence comes from studies that have observed increases in cardiovascular disease deaths during
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and immediately after pollution episodes, associations between daily changes in PM2.5 and
cardiovascular deaths and hospitalizations, and increased risk of adult cardiopulmonary disease
mortality associated with spatial differences in ambient PM2.5 concentrations

[82-84]

. Although

epidemiologic observations provide compelling evidence of a link between PM2.5 and
cardiopulmonary morbidity and mortality, the understanding of the underlying biological
mechanisms remains limited.

Source Apportionment Modeling

The statistical-based modeling approach used to determine the profiles of aerosol sources
and source strengths stem from the applicability of air quality models. Air quality models were
developed with the intent to simulate the transport and physicochemical processes in the atmosphere
that affect the fate of air pollutants

[85-87]

. These models integrate mathematical and statistical

frameworks to analyze input information that typically include meteorological conditions and air
pollutants releases. There are predominantly three types of air quality models that are used to
achieve this objective. The first is the dispersion model with the aim of simulating the transport of
air pollutants released from a source to downwind locations

[88]

. The second is the photochemical

models with the aim of predicting the ambient concentrations of air pollutants by simulating
emissions, physiochemical processes and removal of air pollutants from all sources [85-87]. The third
is the receptor models, where the aim is to integrate emissions and ambient air measurements at
receptor sites to determine the type and contribution of sources to receptor concentrations

[85-87]

.

The general mathematical framework of receptor modeling is expressed as equation (13).
𝑋𝑖𝑘 = ∑𝑚
𝑗=1(𝑎𝑖𝑗 ∙ 𝑆𝑗𝑘 )

(13)
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where Xi is the concentration of pollutant i (i=1,2…, n) on sample k, αij is the fractional amount of
pollutant i from source j at the receptor site, and Sjk is the total contribution of source j on sample
k to the receptor site.
There are two categories of receptor models; one is chemical mass balance, where
measurements at the receptor site are directly related to emission profiles of pre-determined sources
[89-91]

. The other is the factor analysis, where the variability of multiple measurements at the receptor

site using factorial analysis methods is explained by a reduced number of factors assigned to
particulate matter sources

[89-91]

. Typical factor analysis methods include principal components

(both orthogonally and oblique rotated) analysis, and positive matrix factorization.
The chemical mass balance (CMB) model combines the measured source profiles αij for
each source and the receptor concentrations Xik and uncertainties in a multivariate linear regression
to estimate the source contributions Sjk in equation (13) through the minimization of χ2, where σi is
the measured uncertainty, expressed as equation (14) below.
1

2

𝜒 2 = ∑𝑛𝜄=1 [𝜎2 ∙ (𝐶𝑖𝑘 − ∑𝑚
𝑗=1 𝑎𝑖𝑗 𝑆𝑗𝑘 ) ]
𝜄

(14)

The CMB consist of several assumptions, which include: (1) pollutants are not reactive and
source composition is constant; (2) all sources contributing at the receptor site are considered; (3)
the number of pollutants is equal or higher than the number of sources; and (4) measurement
uncertainties are random. The CMB model has been applied in multiple source apportionment
studies of particulate matter. The most recent version of CMB is utilized by United States
Environmental Protection Agency (USEPA) as a regulatory planning tool that is integrated into
State Implementation Plans (SIP) [92]. A SIP is required when a site in an air shed fails to comply
with the National Ambient Air Quality Standards (NAAQS) and it is classified as non-attainment
[92]

.
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Factor analysis is applied to explain the covariance among the measured concentrations at
the receptor site Xik by assuming that the original variables are linear combinations of the factors
[93-97]

. Principal components analysis (PCA) is used to find optimal ways of combining variables

into a small number of parameters by calculating the components aij and Sjk as linear combinations
of the original variables

[94-97]

. It proceeds through the determination of the eigenvector matrix,

which is a matrix of weights where each is applicable to the variables, B(nxn) and its transpose, B1

(nxn), matrix, of the correlation matrix C(nxn), to calculate the diagonal table Λ(nxn), expressed

as equation (15) below.
𝐵(𝑛𝑥𝑛) 𝑥 𝐶(𝑛𝑥𝑛) 𝑥 𝐵 −1 (𝑛𝑥𝑛) = 𝛬(𝑛𝑥𝑛)

(15)

The Λ(nxn) matrix contains the eigen values of the corresponding eigenvectors, which are
equal to the sum of the squares of the corresponding principal component (PC) loadings. The
dimensionality of the system is reduced from n to p because p eigenvectors can explain a large
fraction of the total variance. The eigenvectors may be transformed using orthogonal or oblique
rotations to maximize the sum of the variances of the squared loadings, expressed as equation (16)
below.
1

2

𝑅𝑉𝑎𝑟𝑖𝑚𝑎𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥 (∑𝑛𝑗=1 ∑𝑝𝑖=1(𝛬𝑅)4𝑖𝑗 − 𝑝 ∑𝑛𝑗=1(∑𝑝𝑖=1(𝛬𝑅)2𝑖𝑗 ) )

(16)

This rotation results in high loadings of certain variables on a given PC and relatively low
loadings of the others. Therefore, this rotation produces new matrices of the reduced and rotated
eigenvectors (Br(nxm)) and better correlation of PC with the NMR bins, allowing them to be
grouped together, expressed as equation (17) below.
𝐵𝑟 (𝑝𝑥𝑛) 𝑥 𝐶(𝑛𝑥𝑛) 𝑥 𝐵𝑟−1 (𝑛𝑥𝑝) = 𝛬(𝑝𝑥𝑝)

(17)

To determine the actual quantitative relationship of PCs on samples, the Principal
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Component Score (PC(pxm)) as the product of the component score coefficient matrix (W(pxn))
and the concentration matrix (C(nxm)) is calculated, expressed as equation (18 and 19) below.
W(pxn) = 𝐵𝑟 (𝑝𝑥𝑛) x Λ(pxn)

(18)

C(pxm)= W(pxn) x Z(nxm)

(19)

and

A number of assumptions must be made when implementing PCA, which consist of:
1. Source composition is constant;
2. Pollutants do not react with each other and their concentrations are linearly
additive;
3. The number of samples is higher than the number of sources;
4. Measurement uncertainties are random and lower than the variability of measured
concentrations; and,
5. Factor rotations are physically meaningful.
Similarly, orthogonal and oblique-rotated factor analysis methods have been applied to apportion
the sources of PM2.5, VOC and PAHs [50,98].
However, the latter rely solely on a covariance matrix, which hinder compliance of general
requirements for the source contribution resulting in imposing of restrictions for non-negative
solutions, consistent with the mass conservation law [88,89,99-101]. Whereas the PMF is a more viable
option for receptor modeling, capable of resolving the negative value problems due to its
applicability in areas with diverse source profiles

[101]

. Furthermore, employment of the PMF

statistical method is particularly useful when there is a lack of or the absence of a profile inventory
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for the chemical composition of the main emission sources for when large numbers of sampled data
are available. It is a tool that can be used to determine the relative contribution of emitting sources
to assess the level of impact and the variability between time periods over a local or regional area.
PMF has been utilized in a number of source apportionment studies when examining the association
between adverse health effects and exposure to particulate matter [99-106].
The mathematical framework for positive matrix factorization (PMF), nested within the
least squares method, where the intent is to address non-optional scaling [107,108]. It allows for data
point weighting for optimum data point scaling, in which measurement uncertainties may be
particular to each observation, correlation, and unevenly distributed [109]. Resulting PMF factors do
not need to be orthogonal, playing an important role when conducting an assessment and comparing
the modeled factors to actual pollution sources that can be temporally correlated, but separate
characterization are required [107].
PMF is a statistical tool that employs variant factor analysis with non-negative elements that
breaks down a matrix of speciated sample data into two matrices: factor contribution and factor
profile [47,64]. Application to a given observed concentrations matrix yield the measured matrix X,
where G and F are the two contribution and profile factors matrices and E is the matrix of residuals,
the unexplained part of X equation (20) PMF is intended to solve, expressed as equation (20) below
[93,107]

.
𝑋 = 𝐺𝑥𝐹 + 𝐸

(20)

Further development of equation (20) attempting to find the matrices G and F that more
closely recover X, with all elements of G and F strictly non-negative. Where the matrix two
matrices: (i) the contribution factor G is described by the concentration factor k contributing to the
total observed concentration in sample i defined by gik; and (ii) the profile factor F can be described
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as the fraction at which species j makes up factor k defined by fik [107]. Finally, E is the matrix of the
residual related with the j species concentration measured in the i sample, and p is the total number
of independent sources, expressed as equation (21) below [107].
𝑥𝑖𝑗 = ∑𝑝𝑘=1 𝑔𝑖𝑘 ∙ 𝑓𝑘𝑗 + 𝑒𝑖𝑗

(21)

This can then be further manipulated and defined as the object function Q, to be minimized, as a
function of the two matrices factors. To extract the G and F matrices, Equations 14 through 16 were
solved for least-squares. One of the matrices, G or F, is taken as known and the chi-squared is
minimized with respect to the other matrix as a weighted linear-least-squares problem. Then the
roles of G and F are reversed so that the matrix that has just been calculated is fixed and the other
is calculated by minimizing Q. The process then continues until convergence. To improve the
performance of the model each step in the iteration was modified so that modifications are made to
both matrices, expressed as equation (22-24) below [93,107].
𝑄 = ∑𝑛𝑖=1 ∑𝑚
𝑗=1 (ℎ

𝑒𝑖𝑗

𝑖𝑗 𝑆𝑖𝑗

𝑒𝑖𝑗 = 𝑥𝑖𝑗 − ∑𝑝𝑘=1 𝑔𝑖𝑘 𝑓𝑘𝑗

Where

And

2

)

ℎ𝑖𝑗 = {

1

𝑖𝑓|𝑒𝑖𝑗 ⁄𝑠𝑖𝑗 | ≤ 𝑎
|𝑒𝑖𝑗 ⁄𝑠𝑖𝑗 |⁄𝑎 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(22)

(23)

(24)

Where sij is the uncertainty in the measured concentration xij, and hij is a filter function to handle
outliers in the dataset and α is the outlier threshold distance. The number of factors is defined by
the user based on a combination of statistical tests, outputs of the model, and comparison with
existing source profiles. These statistical tests include the Q value, the largest element in the rotmat
matrix, and the highest individual column mean (IM) and standard deviation (IS) from the scaled
residual matrix as follows, expressed as equation (25 and 26) below [110,111].
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1

𝐼𝑀 = 𝑚𝑎𝑥 (𝑛 ∑𝑛𝑖=1 𝑟𝑖𝑗 )

(25)

𝑗=1,2,…𝑚

and
2

1

𝐼𝑆 = 𝑚𝑎𝑥 (√𝑛−1 ∑𝑛𝑖=1(𝑟𝑖𝑗 − 𝑟̅)
𝑗 )
𝑗=1,2,..𝑚

(26)

The optimum solution should be within the range of factors in which Q remains relatively
constant; IM and IS drop significantly and the highest element in rotmat increases. Once the
optimum number of factors is selected, then they are rotated in order to reduce the remaining
ambiguity

[93,107]

. The Fpeak value, a user-defined non-zero rotational parameter. It controls the

subtraction of the profiles from each factor to eliminate the remaining rotational ambiguity by
forcing it to add one G vector to another and subtract the corresponding F factors from each other
and thereby producing a realistic yield [93,107].
The significance of utilizing the PMF statistical analytical method is that it has the capability
of deconstructing sources of atmospheric mass concentrations based on chemical species data
collected at the receptors from areas with diverse source profiles. This makes it one of the most
viable methods to yield substantial results

[89]

. A central aspect of PMF is that it does not require

the source composition as an input. It permits users to employ the standard deviation of the data for
weighting, optimization, and handling missing data, producing flexible and suitable means for
pollution source contribution analysis [112]. The PMF allow for the assigning of every value of factor
loading and the common factor to a positive value, making it applicable to a wide array of studies
[99-106]

. These key features make it a highly effective tool for performing source identification and

apportionment and, for estimating associated uncertainties of atmospheric mass concentrations.
Applicability can be extended further to a wide variety of existing data sets collected from a number
of receptor sites over a particular area. Where it has the capability of deriving a considerable amount
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of information on the different chemical species in the atmosphere from their emitting sources.
Moreover, it allows for conducting a quantitative assessment of various types of particulate matter
transported from heterogeneous sources over longer distances. Resolved into different emitting
source contributions and used to assess influence on air quality in local and regional areas. The
underlining intent for utilizing the PMF method in this study is to examine the results obtained from
source apportionment analysis. Where it can be applied to determine if the information derived
from the chemical composition of the source is sufficient. And can be used for making an effective
comparison to regulatory standards to assess risk exposure and related adverse health outcomes.
Furthermore, over the years PMF has been employed to various source/receptor modeling
problems. It consisted of studies using elemental data collected from aerosol samples from a wide
variety of sources. These studies include remote areas, industrial and urban areas, motor vehicle,
road/construction dust, soil dust, biomass burning, marine aerosol and oil combustion that
contribute to atmospheric concentrations of particulate matter

[113-120]

. One such application

evaluated the influence of aerosols from regional remote locations in Alaska over a 10-year period,
where it identified eight sources

[87,121]

. Using the variability in the spatial distribution of the

different aerosol composition and mass concentrations as an indicator. Enable the prediction that
the it was being dominated by long-range transport of air masses from a remote regional pollution
sources [87,121]. PMF has been widely applied to local and regional areas across the US and as well
as globally in an effort to assess the influences of control measures on emitting sources on urban
areas located more than 1000 km away

[122]

. It has been used for conducting a quantitative

assessment of the impacts of particles being transported from regions representing heterogeneous
mixtures of sources and weather conditions [122]. Additionally it has been applied to source/receptor
data collected from industrial area to identify contribution sources to assess the relationship between
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anthropogenic and natural processes

[122]

. Other pertinent use include application of PMF to air

quality and temperature data collected from a receptor sites around the southern end of Lake
Michigan, resolved into three factors to reproduce 75% of the variation in the data [123]. Application
of the PMF for apportioning source of PM2.5 mass is valued approach because it provides the means
and method for determining the source contributions. This can be highly effective for air quality
management, public health prevention, and policy shifts.

Research Strategy

The overall goal of the dissertation was to quantitatively assess the spatial and temporal
trends of exposure to ambient PM2.5 and O3 in New York/New Jersey Metropolitan Area (NY/NJ
MSA) in relation to local and regional sources to better describe changes in physiochemical
characteristics of air pollution and resultant health outcomes. The specific objectives were: (i)
examine the spatial and temporal O3 trends in the NY/NJ MSA; (ii) examine the spatial and temporal
PM2.5 mass trends in the NY/NJ MSA; and (iii) apportion the sources of PM2.5 and Aerosols in the
NY/NJ MSA. The research approach consisted of using data collected from ground-based
measurements for PM2.5 and O3 concentrations with subsequent data acquired for hourly O3 and
nitric oxide (NO) concentrations for the same period. The data was retrieved from 16 – O3 sites and
14-PM2.5 sites from the USEPA Air Quality System (AQS) under the IMPROVE network from
monitoring sites across NY/NJ MSA and adjacent Connecticut areas from 2007 – 2017 [124]. These
sites are operated by their state environmental agencies; New York Department of Environmental
Conservation (NYSDEC, New Jersey Department of Environmental Protection (NJDEP), and
Connecticut Department of Environmental Quality (CTDEQ). Chemical speciation data for PM2.5
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was collected from four sites in the NY/NJ MSA from 2007-2017

[124]

. These four sites are all

operated by the United States Environmental Protection Agency (US EPA). A quantitative
assessment was conducted to examine the spatial and temporal trends of ground-level PM2.5 and O3
concentrations.
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INTRODUCTION

Ground-level ozone (O3) negatively impacts human health across life stages, natural
ecosystems and climate [1-2]. Ozone is a strong oxidative agent that reacts with proteins and lipids
in the airways lining fluid of the lung and compromised lung function

[3-5]

. Early life exposure to

O3 affects growth and function of developing lungs and may promote the asthma phenotype in the
first year of life

[6–8]

. Children exposed to O3 are also more likely to have airway hyper

responsiveness [9]. O3 exposures have been consistently shown to increase asthma medication use,
mortality, emergency department (ED) visits and hospitalizations by exacerbating asthma and
chronic obstructive pulmonary disease (COPD) [1, 10].
O3, a secondary pollutant, is produced from the daytime oxidation of irradiated mixtures of
volatile organic compounds (VOCs) and nitrogen oxides (NOx) (NO + NO2 = NOx) (precursors,
thereafter). O3 levels increase as VOCs levels increase, while increasing NOx levels may either
generate or titrate O3 depending on instantaneous VOC/NOx ratio (in parts per million carbon
(ppmC)/parts per million (ppm)) [11]. VOCs and NOx are emitted from fossil and contemporary fuel
combustion in anthropogenic activities and wildfires. Isoprene and terpenes are the predominant
biogenic VOCs released by vegetation. O3 concentrations vary from 20 - 40 ppbv in remote
continental areas up to 100 - 200 ppbv in areas downwind of metropolitan urban areas

[12]

. On a

local scale, there is a strong spatiotemporal gradient of O3 levels with the lowest concentration
being measured at the proximity of combustion sources (e.g., downtown or city center) when O3 is
titrated by nitric oxide (NO), and the highest O3 levels at downwind locations in late afternoon [13].
Because ambient O3 levels are regulated by the National Ambient Air Quality Standards
(NAAQS) pursuant to the Clean Air Act (CAA) and its amendments, strategies, and measures to
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reduce both VOCs and NOX emissions from anthropogenic sources have been implemented over
the past four decades [14]. As a result, ambient O3 levels declined considerably in many heavily O3
polluted areas but reached a plateau and in many urban and peri-urban areas is trending upwards,
lately

[15]

. Changes in local meteorology did not account for O3 trends in urban and continental

background locations [16]. On a global and regional scale, increasing emissions of VOCs and NO X
in developing countries amplified background O3 concentrations

[17]

. More frequent and intense

wildfires, amplified by climate change, are also linked to episodic events of high O3 pollution in
downwind locations

[18-19]

. Lastly, spatiotemporal changes of NOx and VOCs emissions and their

relative abundance may also contribute to the observed positive trends as the intensity of O3
destruction by NO titration is declining and more VOCs will increase O3 [15].
The New York-Newark-Jersey City, NY-NJ-PA Metro Area is the largest and most
populous in North America (area of 17,314 km2 and 19,216,182 residents in 2020)

[20]

. It

encompasses New York City (NYC), Long Island, Mid and Lower Hudson Valley, and major urban
areas in New Jersey. The region is a moderate non-attainment area exceeding the 2015 NAAQS O3
standard of 70 ppbv

[21]

. The aims of this study were (i) to characterize the spatial and temporal

variation of O3 in the NYC region using quantitative statistical tools and (ii) to investigate the
impact of local emissions trends and wildfires on O3 levels, with the overall objective of delineating
the atmospheric conditions and sources at local and regional scale contributing to O3 pollution in
NYC.

MATERIALS AND METHODS

Air pollution data acquisition and processing
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Daily 8-hr max O3 measurements at sixteen (16) sites in the New York City metropolitan
region for the 2007-2017 period were retrieved from the U.S. Environmental Protection Agency
(USEPA) Air Data system (Table 1) [22].
Table 1. The characteristics (ID #, name, type, latitude, longitude, elevation, distance to CCNY
site and population within an 8-miles radius of O3 monitoring sites in study area
ID #

Site Name

Latitude
(oN)

Longitude
Elevation
(oW)
(m)
NYC urban sites
1
CCNY
40.819
73.948
45
2
Leonia
40.870
73.991
1
3
Pfizer Lab Sitea
40.867
73.878
31
4
Queens Collegea
40.736
73.821
25
5
Bayonnea
40.670
74.126
3
Peri-urban sites
6
White Plains
41.051
73.763
64
7
Greenwich Point Park
41.004
73.585
3
8
Sherwood Islanda
41.118
73.336
4
9
Stratford
41.152
73.103
3
10
Babylon
40.745
73.419
27
11
Holtsville
40.827
73.057
45
12
Riverhead
40.960
72.712
31
13
Ramapo
41.058
74.255
3,047
14
Chestera
40.787
74.676
278
15
Rutgers University
40.462
74.429
19
16
Monmouth University
40.277
74.005
8
a
Hourly O3 and NO measurements were retrieved.

Distance from
CCNY site (km)

Population
(< 8 km)

6.7
7.8
13.9
22.5

4,117,668
2,675,227
2,900,231
2,825,439
1,426,212

31.5
37.5
62.4
79.5
45.2
75.2
105.7
37.8
61.3
56.6
60.5

452,018
283,192
188,692
288,077
671,479
455,965
57,381
265,429
205,712
619,552
240,959

In addition, hourly O3 and nitric oxide (NO) concentrations were obtained for sites with
concurrent measurements for the monitoring period. Figure 1 shows the locations of the air quality
monitoring sites, population, and major traffic corridors.
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Figure 1. The locations of air quality sites, 2019 population (by US Census track [19]) and
primary road network in the study area.

There were:
•

seven sites are operated by the New York State Department of Environmental Conservation,
four of them within NYC (City College of New York in West Harlem) (#1), Pfizer Lab in
Bronx (#3) and Queens College in Queens (#4), with more than 1.5 million of people within 8
km of each site; White Plains in Westchester (#6, about 450,000 residents within 8 km) County
in Figure 1) and three of them in Suffolk County, Long Island (#10, #11 (500,000-700,000
people) and #12 (57,000 people) in Figure 1);

•

six sites were operated by the New Jersey Department of Environmental Protection. Three of
the sites (#2, #5 and #15) were in populated urban settings (from 600,000 to 2,500,000 people
within 8-km radius), while the remaining three were further away from New York City (#13,
#14 and #16, less than 275,000 people within 8-km); and

•

three sites along the US Interstate-95 highway to Bridgeport, CT, operated by the Connecticut
Department of Environmental Quality (#7, #8 and #9 in Figure 1, with 180,000 to 280,000
people living within an 8-km radius).
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Ambient O3 concentrations were photometrically measured with approved federal equivalent
methods.

Emissions inventories and wildfires

The 2008 and 2017 NOx and VOCs emissions for New York, New Jersey, and Connecticut
were obtained from the USEPA National Emissions Inventory (NEI). It includes emissions from
point, area, mobile (on- and off-road) and event-specific sources based on source activity data
provided by state, local and tribal air agencies through the Emissions Inventory System (EIS).
Emissions have been reported by EIS sectors since 2008 as described in the Source Classification
Codes (SCCs). SCCs are source-specific process or function that emits air pollutants. For this study,
2008 and 2017 NEI data by EIS sectors were grouped into fourteen source types as follows:
agriculture/livestock waste; biogenics (including vegetation and soil); bulk gasoline terminals;
commercial cooking; fires (including agricultural, prescribed and wildfires); commercial, electrical
generation, industrial and residential fuel combustion; gas stations; industrial and non-industrial
processes; mobile sources, solvent fugitive emissions; and waste disposal. The number of human
and lightning ignited wildfires and area burnt for the 2007-2017 period by year for each of the
eleven Geographic Area Coordinating Group (GACG) were obtained from the National Interagency
Fire Center (NIFC) [23]. The study area is part of the Eastern Area Coordination Center (EACC) that
includes a total of twenty (20) states: Connecticut, Delaware, Illinois, Indiana, Iowa, Maine,
Massachusetts, Maryland, Michigan, Minnesota, Missouri, New Hampshire, New Jersey, New
York, Ohio, Pennsylvania, Rhode Island, Vermont, West Virginia and Wisconsin.
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Data analysis

Ambient daily 8-hr max O3 concentrations were tested for normality using the Shapiro-Wilk
test. The significance of difference among sites was assessed with the non-parametric KruskalWallis at α=0.05. The daily 8-hr max O3 absolute (ΔC) and the percent relative (%ΔC/Ref)
concentration differences and the coefficient of divergence (COD) were computed [24]. The CCNY
(located in City College of New York) (Site #1 in Figure 1) was the reference site because of its
central location to the study area. COD values vary from 0 to 1, with high COD values being
indicative of spatial gradient. The paired ΔC between two sites were used to determine whether
concentrations change simultaneously among the sites over time. The %ΔC/CRef of 24-hr paired
concentration was computed to assess systematic differences between the sites and site-to-site
variation, respectively

[24]

. COD was used to assess the spatial uniformity of measurements with

respect to the concentration levels [25].
The monthly 8-hr max O3 concentration was computed for months with more than 75% of
daily 8-hr max O3 measurements. It has been previously used to examine the effect of wildfires on
O3, compliance with NAAQS and to smooth the effects of local meteorology and short-term
changes in local emissions

[24-25]

. The annual trend was computed using the de-seasonalized

monthly 8-hr max O3 concentrations by applying the non-parametric sequential Mann-Kendall test
at a confidence level of 95% [26-27].
Hourly NO and O3 concentrations were used to compute the morning NO-O3 crossover time
(tNOxO3) (in h) and the O3 accumulation time (tO3_acc) (in h) as follows: (i) the tNOXO3 is the
time of the day where NO and O3 profiles intersected after the early morning NO peak; and (ii) the
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tO3_acc is the time of the day with the highest O3 concentration [11] The ozone accumulation rate
(in ppbv O3/hr) was computed as follows:

Acc.Rate = ([O3](tO3_acc) – [O3](tNOxO3))/(tO3_acc – tNOXO3)

where [O3]tNOxO3 and [O3]tO3_acc are the O3 concentrations at NOxO3 crossover and O3 accumulation
times of the day, respectively. The two-tailed Spearman correlation coefficient was computed to
assess the relationship between wildfires and annual 8-hr max O3 concentration. Analyses were
done using SPSS (Version 26) (IBM Analytics, Armonk, NY) and Origin Pro (version 9.1) (Origin
Lab, Northampton, MA).

RESULTS

Spatial and temporal trends

Figure 2 shows the time series of monthly 8-hr max O3 at the sixteen sites. Monthly 8-hr
max O3 levels at all sites ranged from a 25 ppbv during the winter months (December to February)
to 90 at Pfizer Lab (#3), 91 ppbv at CCNY (#1) and Riverside (#12), 95 ppbv at Leonia (#2), 94
ppbv at Ramapo (#), 96 ppbv at Queens College (#4), Holtsville (#11) and Chester (#14), 97 ppbv
at Monmouth University (#16), 101 at White Plains (#6), 102 ppbv at
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Figure 2. Times series of monthly 8-hr max O3 (in ppbv) at (a) urban sites; (b) peri-urban sites
north of NYC and in Connecticut; (c) peri-urban sites in NJ and (d) peri-urban sites in Long
Island.
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Rutgers Univ (#15), 103 ppbv at Stratford (#8) and Sherwood Island (#9), 105 ppbv at Greenwich
Point (#7), 111 ppbv in Bayonne (#5) and 114 ppbv in Babylon (#10) . The highest monthly O3
mixing ratios were typically measured in June and July. Note that O3 was measured during AprilOctober at Riverhead in NY, Ramapo and Monmouth University in NJ, and all three sites in
Connecticut.
Table 2 shows the 2017 8-hr max O3 concentration (in ppbv), the site-specific COD value,
median (and standard deviation (σ)) of absolute (ΔC) and relative (%ΔC/Ref) concentration
differences (relative to CCNY air quality monitoring site) and the annual trends of monthly 8-hr
max O3 levels for each site (ppbv/yr). The 8-hr maximum O3 concentrations for 2017 varied from
60 ppbv for the coastal site upwind of New York City in Monmouth University (#16) to 81 ppbv
for the two coastal sites downwind of New York City in Connecticut (Sherwood Island (#8) and
Stratford (#9)). The sites were grouped in two clusters based on spatiotemporal similarities to the
reference site (#1 at CCNY in Manhattan). The first cluster was composed of sites within the NYC
urban area (#3-5), with low COD values (from 0.10 to 0.14), ΔC (2 -4 ppbv) and %ΔC/Cref (from 6
to 12%) indicating the lack of a spatial gradient within the densely populated area. For most of these
sites (except for Bayonne (#5) that is located on the south of the densely NYC populated area), the
8-hr max O3 concentrations were increasing from 0.18 to 1.39 ppbv/yr. For sites located
perimetrically to NYC, slightly higher COD (from 0.13 to 0.22), ΔC (from 5 to 9 ppbv) and
%ΔC/Cref (from 16 to 26%) suggested a weak spatial trend particularly across the west-east axis
relative to NYC. The 8-hr max O3 concentrations declined from -0.25 to -1.82 ppbv/yr except for
two of the nearest to NYC sites in Connecticut from +0.03 (#7) and +0.43 (#8) ppbv/yr.
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Table 2. The 2017 8-hr max O3 concentration, mean COD, median (and standard deviation (σ)) οφ
absolute (ΔC) and relative (%ΔC/Ref) concentration differences (compared to CCNY site) and
annual trends of 8-hr max O3 concentrations
Site No and location

2017 8-hr max
O3 (ppbv)

1.
2.
3.
4.
5.

CCNY
Leonia
Pfizer Laboratories
Queens College
Bayonne

70
74
69
79
67

6.
7.
8.
9.
10.
11.
12.
13.
14.
15.
16.

White Plains
72
Greenwich Point Park
74
Sherwood Island
81
Stratford
81
Babylon
77
Holtsville
71
Riverhead
76
Ramapo
66
Chester
70
Rutgers University
75
Monmouth University
60
n.c.: not computed
a
Data available only from April to October
* p < 0.05, ** p < 0.001

ΔC
[median (σ)]
NYC urban sites
n.c.
n.c.
0.12
4 (5.0)
0.10
2 (3.8)
0.14
4 (5.1)
0.12
2 (5.2)
Peri-urban sites
0.18
6 (6.6)
0.14
8 (6.4)
0.13
7 (7.3)
0.16
9 (7.7)
0.19
6 (7.3)
0.22
7 (12.0)
0.19
8 (8.9)
0.16
5 (9.0)
0.22
8 (8.1)
0.20
8 (6.7)
0.17
6 (9.0)
COD

%ΔC/Cref
[median (σ)]

Annual trend
ppbv/yr)

n.c.
11 (129.7)
6 (107.3)
12 (119.1)
7 (108.1)

0.24*
1.39**
0.31**
0.18
-0.28

21 (92.5)
20 (32.4)
18 (30.1)
23 (38.4)
20 (161.4)
23 (199.1)
23 (102.9)
16 (164.2)
27 (150.2)
26 (142.4)
18 (154.2)

-0.25*
0.03a
0.43*,a
0.01a
-0.69**
-1.82**
-0.41**
0.01a
-0.82**
-0.41*
-0.73**

Figure 3 shows the mean (± 3 × standard error) ozone weekend-to-weekday effect (OWE)
ratio of average maximum O3 concentrations for each site. OWE values higher than one indicate
that weekend O3 concentrations were higher than those measured during the weekdays. For all NYC
urban sites, the OWE ratio was higher than 1 (from 1.04 to 1.07), indicating that weekend O3 levels
were higher than those measured during weekend. For two of the most populated peri-urban sites
(White Plains (#6) and Babylon (#10)), the OWE ratio was also higher than 1 (1.02 and 1.03,
respectively), and less than one for the remaining peri-urban sites.
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Figure 3. The mean (± 3 × standard error) ozone weekend-to-weekday effect (OWE) ratio of
average maximum O3 concentrations for each site.

Figure 4 presents the day-of-week variation of the morning NOxO3 crossover time (tNOxO3),
the O3 accumulation time (tO3_acc) and the O3 accumulation rate for (a) Queens College (NYC urban
site (#4)) and (b) Chester (peri-urban site (#14)). For Queens College site, the tNOxO3 crossover
was observed at between 7:00 and 9:00 am and O3 accumulated for six hours during weekdays and
Saturday (Figure 4a). During Sunday, O3 formation was not hampered because of low NO levels.
The weekend NO concentrations (24-hr mean: 1.4 –1.8 ppbv; 1-hr max: 3.7 – 6.9 ppbv) was up to
three times lower than that measured during weekdays (24-hr mean: 2.7-3.4 ppbv; 1-hr max: 7.7 –
14.0 ppbv). The lowest accumulation rate observed on Sunday (1.24 ppbv/hr) was counterbalanced
by the longer accumulation period, resulting in elevated O3 concentrations. Because of the lack of
titration in the early morning, the O3 overnight carryover on weekend (1-hr: 18.6 – 23.4 ppbv) was
higher than that during weekdays (1-hr: 13 – 16.7ppbv), adding to higher O3 concentrations in
weekend.
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(a)
(b)
Figure 4. The day-of-week variation of the morning NO-O3 crossover time (tNOxO3), the O3
accumulation time (tO3_acc) and the O3 accumulation rate (ppbv/hr) for (a) Queens College
(Site #10) and (b) Chester (Site #4).

For Chester (Figure 4b), NO levels were minimal during weekends (1-hr max levels < 0.2
ppbv) and less than 1 ppbv during weekdays. As such, there was no O3 titration, with prolonged
periods of ozone accumulation albeit at low accumulation rates (0.81 – 1.08 ppbv/hr) for both
weekends and weekdays. Moreover the O3 overnight carryover (28.5 – 31.3 ppbv) did not vary
among different days of the week.

O3 precursors emissions and wildfires.

Figure 5 shows the emission fraction (source category emission divided by the total
emissions) of NOx and VOCs emissions in 2008 and 2017 in fifteen categories including
anthropogenic combustion processes, wildfires, and biogenic emissions. In total, NOx emissions
declined from 766,498 tons in 2008 to 89,209 tons in 2017. VOCs emissions also significantly
declined, from 1,341,849 tons in 2008 to 213,272 tons in 2017. However, the relative abundance of
source categories on both NOx and VOCs remained unchanged Biogenic (e.g., isoprene, terpenes)
VOCs was the predominant source (approximately 40% in 2008 and above 50% in 2017) followed
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by combustion-related mobile sources (about 30% in 2008 and less than 20% in 2017) and fugitive
solvent emissions (about 20% for 2008 and 2017). For NOx, mobile emissions (more than 76.5%)
dominated both 2008 and 2017 emissions with minor quantities from other fossil and contemporary
fuel sources (Figure 5b). These trends were consistent with the declining NOx levels. VOCs levels
may also decrease albeit the chemical content may have been moderately altered.

(a)
(b)
Figure 5. The relative abundance of (a) VOCs and; (b) NOx by source category in NY, NJ and CT
in 2008 and 2017.

Table 3 shows the Spearman correlation coefficient of O3 concentrations, the number of and
area burnt by fires within the areas managed by the ten GACC coordinating centers. Moderate to
strong correlations were computed for the number (0.91, p < 0.001) and area (0.60, p = 0.01) burnt
by lightning-ignited fires in the Eastern Area followed by fires in the Southern Area coordination
center (number: 0.80, p = 0.003) encompassing all states east of the Mississippi River and adjacent
westerly states. Weaker correlations were computed for human-ignited wildfires in the same
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regions. It is noteworthy that prescribed burns in winter and spring for ecological management and
to manage biomass fuel on forest floor account for most of the human-induced fires in the Southern
area. The Spearman correlation coefficient declined for wildfires further away from the study area

Table 3. Spearman correlation coefficients of monthly 8-hr max O3 concentrations and lightning,
the number and area burnt by human-induced wildfires in regional GACG coordinating centers.
GACG coordinating centers*
Eastern Area
Southern Area
Northern Rockies
Southwest
Rocky Mountain
Great Basin
Northwest
Northern California
Southern California
Alaska

Number
Lightning
Human
0.91***
0.47
**
0.80
0.24
0.00
0.08
0.46
0.06
0.41
0.25
0.16
0.35
-0.48
-0.29
-0.12
-0.61
0.17
0.36
0.01
-0.12

Area burnt
Lightning
Human
0.60
0.58
0.44
0.41
0.36
0.31
-0.11
0.18
0.44
0.19
0.34
0.36
-0.08
-0.10
0.06
-0.32
0.39
0.16
-0.28
-0.32

*

Eastern Area (Connecticut, Delaware, Illinois, Indiana, Iowa, Massachusetts, Maryland, Maine,
Michigan, Minnesota, Missouri, New Hampshire, New Jersey, New York, Ohio, Pennsylvania,
Rhode Island, Vermont, Wisconsin, and West Virginia); Southern Area (Virginia, North Carolina,
South Carolina, Georgia, Florida, Kentucky, Tennessee, Alabama, Mississippi, Louisiana,
Arkansas, Oklahoma except for Panhandle, Central and Eastern Texas); Northern Rockies (North
Dakota, Montana and Idaho-north of the Salmon River, Yellowstone National Park, and a small
portion of South Dakota); Southwest (Western Texas, New Mexico, and Arizona except for the
Strip); Rocky Mountain (Kansas, Nebraska, North Dakota, Colorado, and Wyoming except for
western Wyoming mountains); Great Basin (Utah, Nevada, Idaho-south of the Salmon River, the
western Wyoming mountains, and the Arizona Strip); Northwest (Washington and Oregon)
**
Correlation is significant at the 0.01 level (two-tailed)
***
Correlation is significant at the 0.001 level (two-tailed)

The annual variation of 8-hr max O3 concentration, number and area burnt by lightningignited wildfires in the Eastern and Southern GACG areas are presented in Figure 6a, c, and d.
Figure 6b also shows the Oceanic Niño Index (ONI), the 3-month moving average sea surface
temperature anomaly of the east-central tropical Pacific, near the International Dateline. ONI values
> +0.5 are indicative of El Niño conditions, while ONI values < -0.5oC are characteristic of La Niña
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conditions. Overall, there were more naturally occurring wildfires in the Eastern and Southern area
during La Niña periods in 2007-2008, 2010-2011 and recently, than years with El Niño conditions.

Figure 6. The (a) monthly 8-hr max O3 concentrations at the study area; (b) temperature
abnormalities; (c) the number and (d) are burnt by wildfires in the Eastern and Southern areas during
the period 2007-2017.

DISCUSSION

In this study, we observed heterogeneity in the trends of monthly 8-hr max O3
concentrations in urban and peri-urban sites in NYC metropolitan area during the 2007-2017. The
declining trends in peri-urban sites are consistent with national O3 trends for less urbanized and
rural areas [12]. These sites are usually located downwind of urban agglomerations where the highest
8-hr max O3 concentrations were historically recorded. Conversely, an increasing trend of O3 was
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observed for the sites located within the urban agglomeration, areas that historically experienced
high traffic-related NOx emissions and low O3 concentrations. This is also in agreement with
increasing trends at urbanized locations across the US [12]. Similar trends were observed across the
world with increasing concentrations in urban areas (0.31 ppbv/yr) and declining O3 levels in rural
areas (-0.23 ppbv/yr) over the past three decades [28-29]. The opposite trends in O3 concentrations in
peri-urban and urban sites can be tentatively explained by declining anthropogenic VOCs and NOx
emissions over the past decades, and the non-linear sensitivity of O3 formation to VOCs-to-NOx
instantaneous ratio [30]. In urban areas, O3 levels are conditioned by NO (from vehicular emission)
titration in early morning. Because of the significant declines in NOx emissions, titration of O3 by
NO was reduced leading to an increase of nighttime carryover O3

[30]

. Ninneman and Jaffe

[21]

computed that the summertime ozone production efficiency in New York State rural sites increased
in response to NOx reductions in NOx-limited conditions. The VOCs-to-NOx ratio between 2008
and 2017 (based on EPA NEI) may have increased from 26.7% to 83.5% depending on VOCs
composition that can transition from VOC-limited conditions to NOx-limited for O3 formation.
Using satellite measurements of HCHO and NO2, Jin et al. [15] estimated that transition from VOCslimited to NOx-limited conditions occurred within 40-60 km for NYC by 2013-2016, as compared
to 80-120 km in the past, accompanied by the reversal of O3 weekend effect.
The transition from VOCs-limited to NOx-limited conditions, may be better delineated in
O3 weekend effect. The average OWE effect for the urban areas was consistent with that observed
in other US urban areas

[31]

. It has been attributed to the reduction in NOx emissions from road

traffic on weekends, particularly on Sundays, leading to a lower O3 titration by NO that also appears
to be dominant cause in NYC. VOCs emissions from recreational and residential activities may
offset reduced traffic-related VOCs emissions in weekends allowing for longer O3 accumulation
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and production [11]. In peri-urban sites, there was no O3 weekend effect, in agreement with previous
studies [30, 31]. This was ascribed to the reduced NO titration throughout the week. Analysis of the
2018 summer O3 exceedances in NYC, accompanied with a series of heat waves showed that shortly
downwind of Manhattan and within the urban corridor, O3 formation transitioned to NOx-limited
conditions. Moreover, the combination of NOx and biogenic VOCs primarily contributed to high
O3 levels [32].
We observed a strong correlation between O3 levels and the frequency of regional wildfires.
Changes in local photochemistry and regional transport may also influence O3 trends. For the
Northeastern US, ambient ozone concentrations were more dependent on ambient temperature
(30%) than anthropogenic NO emissions reductions (10%)

[33]

. For the Northeast, which includes

the study area, regional O3 transport (60%) explained most of the O3 variability [33]. Transport from
wildfires can modify O3 at receptor sites. It was previously observed that the 8-hr max O3
concentration increased as the fire intensity increased due to mixing of VOCs-rich wildfire plumes
with NOx

[11, 24, 34]

. These conditions may further enhance the NOx limited conditions in NYC

yielding high O3 concentrations. Moreover, oxygenated VOCs released during wildfires (e.g.,
methoxy phenols) may react with NOx to form stable peroxyacetyl nitrates (PANs) that permanently
remove NOx and moderate downwind O3 levels

[24, 32]

. The transition from El Niño to La Niña

conditions over periods of 2–3 years of El Niño–Southern Oscillation (ENSO) is associated with
increased wildfires in the US. This may be due to the accumulation of fresh biomass during the El
Niño events including invasive grasses that triggers faster wildfire progression. During La Niña
conditions in following years, increased temperatures, reduced precipitation and drought create
conditions that promote fast spreading wildfires [35].
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INTRODUCTION

Both short [1] and long-term[2] exposures to fine particulate matter (PM2.5; particles with
aerodynamic diameter (da < 2.5 µm)) increase the relative risk of cardiovascular and pulmonary
morbidity and mortality. Ecologically, ambient PM2.5 impairs visibility, adversely impacts
ecosystems, modifies infectious diseases distribution and amplifies the magnitude and frequency
of natural disasters

. PM2.5 penetrates deeper into the lung’s alveolar region, inducing

[3]

inflammatory and oxidative stress responses that trigger or exacerbate a range of harmful health
outcomes [4-10] . High rates of premature mortality, asthma attacks, chronic obstructive pulmonary
disease (COPD), lung cancer among certain vulnerable groups, particularly underserved and
under-resourced ethnically and racially diverse minorities, immunocompromised, elderly, and
children who are exposed to elevated PM2.5 concentrations [11-13] .
PM2.5 is composed of a mixture of chemical species depending on the type and intensity of
sources. Primary sources include anthropogenic activities such as transportation, domestic heating,
industrial activities and, to a lesser extent, long-range transport of windblown dust [14-17]. They are
composed of heavy metals (Ni, V, Cr, An, Cu, Zn) and crystal elements (Al, Si, Ca, Fe, Ti),
elemental carbon (EC) and semi- and non-volatile organic compounds. Ultrafine sulfate (SO42-)
and nitrate (NO3-) particles (with da < 100 nm) are formed through the oxidation of sulfur dioxide
(SO2) and nitrogen oxides (NOx) emitted from fossil fuel combustion and subsequent
neutralization by ammonia (NH3). Reactions of biogenic hydrocarbons and anthropogenic
chemical species with atmospheric oxidants also yield the formation of ultrafine secondary organic
aerosol

[18]

. Wildfires, prescribed and agricultural fires, as well as wood combustion are

increasingly important sources of PM2.5

[19,20]
.

Paved and unpaved road dust can account for up to
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one-third of PM2.5 mass, particularly in arid urban environments

[21]

. Organic compounds,

transition metals, elemental carbon, ions, viruses, bacteria, house allergens, spores and pollen are
often found in PM2.5
Transportation has been recognized as an important source of PM2.5 in urban areas
accounting for about 17-23% of urban PM2.5 [22]. Over the past decades, cleaner fuels and better
engines for passenger cars, trucks, small engines, commercial marine vessels, and locomotives
have been developed to reduce emissions. As a result, primary PM2.5 emissions from
transportation sources have been declining over the past 20 years. More specifically, between
2008 and 2017, total transportation emissions of primary PM2.5 declined by 48%, ranging from
45% for on-road and highway emissions to 46% for trains, ships, and locomotives emissions and
up to 55% for off-road emissions in the United States. Transportation NOx and VOCs emissions
also declined, yet, evolving atmospheric chemistry conditions may enhance PM2.5 mass up to 0.9
μg/m3 and ozone (O3) up to 5 ppbv [23]. Hydroxy (OH) radicals may be available to react with
VOCs because of the declining levels of SO2 and NOx, leading to the formation of secondary
organic aerosol and O3 [24].
Ambient PM2.5 mass concentrations in New York State including New York City
declined up to 7 μg/m3 at urban sites for the 2000-2015 period. These changes were greatly
attributed to reduced local and transported coal-fired power plants emissions and other fossil-fuel
combustions processes, with emphasis on secondary sulfate and nitrate precursors, sulfur dioxide
and nitrogen oxides [24-26]. Very little attention has been paid to primary PM2.5 emissions that
contain hazardous carbonaceous aerosol including elemental carbon and a complex mixture of
organic compounds such as polynuclear aromatic hydrocarbons (PAHs) [24]. The New York/New
Jersey Metropolitan Statistical Area (NY/NJ MSA) is the largest urban agglomeration in North
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America, with almost 20 million people residing in a relatively small area (17, 314 km2),
particularly those within New York City (NYC). The region meets the annual and daily 2012
National Ambient Air Quality Standards (NAAQS) for PM2.5 of 12 and 35 μg/m3, but it is a nonattainment area for ozone. There were over 4,000,000 vehicles in NYC and adjacent Westchester
and Long Island counties (Nassau and Suffolk), accounting for 41.6% of registered vehicles in
New York state. Most of them (95.75%) were gasoline-powered, followed by diesel engines
(3.25%)

[27]

. PM2.5 levels in eastern US were also significantly affected by wildfires during the

2018 Long Island Sound Tropospheric Ozone Study (LISTOS) [28]. Increased PM2.5, black
carbon (BC), and biomass burning tracers in Long Island were associated with smoke plumes
from distant fires. The aims of this study were (i) to characterize the spatial and temporal trends
of PM2.5 mass concentrations in the broader NY/NJ MSA airshed and (ii) to investigate the
impact of primary PM2.5 emissions from local transportation and biomass burning on PM2.5
levels, using publicly available PM2.5 measurements through the USEPA Air Data system.

MATERIALS AND METHODS

Air pollution measurements

Daily PM2.5 mass concentrations measured at fourteen (14) sites in the NY/NJ MSA region
for the 2007-2017 period were obtained from the U.S. Environmental Protection Agency (USEPA)
Air Data system (Table 1)

[29]

. The air quality monitoring sites, population, and major traffic

corridors are presented in Figure 1. Six of the sites were located within NYC; Division Street (#1)
and PS-19 (#3) in Lower Manhattan, and JHS in Brooklyn (#4)) with a population ranging from
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4.54 to 5.17 million people within 8-km radius. IS-45 (#2) in East Harlem with a population of
4.66 million people with an 8-km radius [30]. Queens College in Queens (#5), and Richmond Post
Office (#6) with populations of 2.8 and 1.2 million people within 8-km. Two sites located outside
of NYC were in Babylon (#10, ~650,000 people in 8-km radius) and Newburgh (#11, about
~200,000 residents within 8 km).

Table 1. The characteristics (ID #, name, type, latitude, longitude, elevation, distance from the
Division Street site (set as the reference site) and population within an 8-kilometer radius of PM2.5
monitoring sites in New York City metropolitan area.
NO.

SITE
NAME

LATITUDE
(N°)

LONGITUD
E (W°)

1

Division
Street
IS 45
PS 19
JHS 126
Queens
College
Richmond
Post Office
Jersey City
Firehouse
Fort Lee
Library
Elizabeth
Lab
Babylon
Newburgh
Paterson
Chester
Bridgeport

40.71436

2
3
4
5
6
7
8
9
10
11
12
13
14

POPULATION
(<8KM)

-73.99518

ELEVATION DISTANCE
FROM
DIVISION
STREET SITE
17
______

40.79970
40.73000
40.71961
40.73614

-73.93432
-73.98400
-73.94771
-73.82153

3
9
6
25

10.8 km
2.0 km
4.1 km
15.0 km

4,661,089
4,710,192
5,172,079
2,825,439

40.63307

-74.13719

16

14.7 km

1,221,806

40.72541

-74.05229

6

4.9 km

2,693,964

40.85226

-73.97331

91

15.7 km

3,238,133

40.64144

-74.20836

5

19.7 km

1,163,841

40.74529
41.49916
40.91838
40.78763
41.17083

-73.41919
-74.00885
-74.16809
-74.67630
-73.19472

27
127
21
278
7

48.6 km
86.1 km
27.6 km
57.9 km
84.6 km

671,479
195,678
944,841
205,712
382,968

4,539,895

Five sites were in New Jersey, four of them (#7, #8, #9 and #12) in densely populated
areas (from 900,000 to 3,300,000 people within 8-km radius), while the site at Chester was
upwind of NYC (#13 ~200,000 people within 8-km). One site was located in Bridgeport, CT,
66

(#14, Figure 1, with 400,000 people living within an 8-km radius). PM2.5 mass was monitored
daily at sites #1, #5, #7, #9 and #11 and in 1-in-3 days frequency at the remaining sites

Figure 1. The locations of ambient PM2.5 monitoring sites, 2019 population (by US Census tract)
and primary road network in NYC metropolitan area (see Table 1 for site characteristics).

Emissions inventories

Annual primary PM2.5 emissions from 2007 to 2017 for New York, New Jersey, and
Connecticut were obtained from the USEPA National Emissions Inventory (NEI)

[31]

. The

emissions are reported in fifteen (15) Tier-1 categories (Table 2) as follows: 1-2. highway and off67

highway vehicles (2 groups), 3-4. prescribed and wildfires (2 groups), 5. chemical and applied
product manufacturing, 6-8. fuel combustion by electrical utilities, industrial and other activities
(3 groups), 9. metals processing, 10. other industrial processes, 11. petroleum and related
industries, 12. solvent utilization, 13. storage and transport, 14. waste disposal and recycling and
15. miscellaneous.

Table 2. Annual primary PM2.5 emissions by sector in NY, NJ and CT (in thousands of tons)
Sector
Transportation

Fires

Industrial

Other

NEI Tier 1
Category
Highway
vehicles
Off-highway
Total
transportation
Prescribed
fires
Wildfires
Total fires
Chemical and
allied product
manufacturing
Fuel comb.Utilities
Fuel comb.industrial
Fuel comb.Other
Other
industrial
processes
Petroleum
industries
Solvent
utilization
Storage and
transport
Metals
processing
Total
industrial
Waste
disposal and
recycling
Miscellaneous
Total other

2007

2008

2009

2010

2011

2012

2013

2014

2015

2016

2017

9040
8450

7910
7700

7480
7890

6630
7240

5990
6960

5650
6640

5320
6320

4980
6000

4550
5750

3890
5600

3530
5200

17490

15610

15370

13870

12950

12290

11640

10980

10300

9490

8730

0
5270
5270

1390
56430
57820

1540
56430
57970

1700
56430
58130

1860
7620
9480

2640
7620
10260

3420
7620
11040

4210
12650
16860

3430
12650
16080

2650
12650
15300

1870
19620
21490

80

50

60

60

60

50

40

30

30

20

20

5530

3670

3080

2490

1860

1980

2100

2220

2030

1840

1650

2290

2960

2820

2680

2510

2350

2190

2030

2120

2210

2280

16480

14330

15260

16190

15730

14870

14000

13140

12720

12300

11880

12790

14150

14610

15080

15560

15770

15990

16210

16640

17070

17520

390

450

430

400

380

360

340

330

360

390

430

40

30

30

30

30

30

30

30

30

30

20

580

650

510

360

220

190

160

140

150

170

180

520

420

370

320

270

270

270

260

300

350

390

38700

36710

37170

37610

36620

35870

35120

34390

34380

34380

34370

2090
20520
22610

2500
23030
25530

2230
22430
24660

1970
21820
23790

1710
21220
22930

1590
20770
22360

1480
20320
21800

1360
19860
21220

1330
18910
20240

1310
17960
19270

1280
16750
18030
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The NEI Tier files used to develop the national and state trends based on emissions
inventories are for the years 2008, 2011, 2014 and 2017. On/off highway vehicular emissions were
updated for 2007, 2009 and 2010. The 2015 and 2016 emissions were computed through
interpolation of the 2017 emissions. Wildfires are included in Miscellaneous for 2007 and 2008.
The 2008 wildfire emissions were used for 2009 and 2010, 2011 wildfire emissions for 2012 and
2013, and 2014 wildfire emissions for 2015 and 2016. The Tier 1 groups were combined in four
sectors as follows: Transportation: categories 1-2; Fires: categories 3-4, Industrial: categories 513 and Other: categories 14-15. Note that wood and biomass combustion for industrial purposes
is included in the fuel combustion Tier 1 categories. Annual PM2.5 mass concentrations and
emissions were tested for normality using the Shapiro-Wilk test. The Pearson correlation
coefficient was assessed at α=0.05 by site to determine correlations between ambient and emitted
PM2.5.

Trend analysis

The monthly mean PM2.5 mass was computed for months with more than 75% of scheduled
PM2.5 mass concentrations. The annual trend was computed by applying the non-parametric
sequential Mann-Kendall test at a confidence level of 95%

[32]

. Analyses were done using SPSS

(Version 26) (IBM Analytics, Armonk, NY). Two approaches were used to assess the spatial
variability of PM2.5 mass concentrations. First, the daily paired absolute (ΔC) and the percent
relative (%ΔC/Ref) PM2.5 mass concentration differences and the coefficient of divergence (COD)
were computed

[33]

. The Division Street location in Downtown Manhattan (Site #1 in Figure 1)

was set as the reference site because of its central location to the study area. The Division Street
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location in Downtown Manhattan (Site #1 in Figure 1) was set as the reference site. The paired ΔC
and %ΔC/CRef evaluate temporal correlations and systematic differences between the sites and
site-to-site variation. COD assess the spatial uniformity of measurements with COD close to unity
being indicative of spatial gradient. Secondly, the local Moran’s I and its significance (using
standardized Z-score) was computed to examine clustering of PM2.5 mass concentrations to assess
spatial heterogeneity using equations 1 and 2 below [34]:
𝐼=

𝑛
𝑛∙∑𝑛
𝑖=1 ∑𝑗=1 𝑤𝑖𝑗 ∙(𝑥𝑖 −𝑥̅ )∙(𝑥𝑗 −𝑥̅ )

∑𝑛
𝑗=1(𝑥𝑗 −𝑥̅ )

2

Equation (1)

and
𝑍=

𝐼−𝐸(𝐼)
√𝑣𝑎𝑟(𝐼)

Equation (2)

xi and xj are the annual PM2.5 mass concentration at i th and jth sites for 𝑖  𝑗, 𝑥̅ was the average
PM2.5 mass concentration in all sites, wij was the Euclidean distance between two sites, n is the
number of sites, E(I) is the mathematical expectation of local Moran’s I and var(I) is the variance
of the local Moran’s I.
The spatial patterns of PM2.5 mass are classified in five categories as follows: H–H (I > 0
and Z > 0) for spatial clusters with high PM2.5 mass, L-L (I > 0 and Z < 0) for spatial clusters with
low PM2.5 mass, H–L (I < 0 and Z > 0) for spatial clusters with high PM2.5 mass surrounded by
low PM2.5 mass clusters, L–H (I < 0 and Z < 0) for spatial clusters with low PM2.5 mass surrounded
by clusters of high PM2.5 mass, and not significant, for no spatial clusters. For the PM2.5 annual
trends, considering that a declining annual trend was computed for all sites, the clusters were
indicative of: H-H, spatial cluster with slowest PM2.5 mass decline rate, L-L spatial clusters with
the fastest PM2.5 mass decline rate decline, H-L spatial clusters of slow PM2.5 mass decline rate
surrounded by clusters of fast PM2.5 mass decline rate, L-H spatial clusters of fast PM2.5 mass
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decline rate surrounded by clusters of slow PM2.5 mass decline rate. Analysis was done using
GeoDa (v. 1.14.0.24).

RESULTS AND DISCUSSION

Temporal trends
Table 3 shows the 2017 annual mean and 2007-2017 annual trend PM2.5 mass
concentrations for each site. The monthly mean PM2.5 mass concentration in NYC, NJ, and the
peri-urban sites in NY, NJ and CT are illustrated in Figures 3A - C. PM2.5 mass concentrations
were comparable among all sites in the study area (ranging from 5.8 µg/m3 to 9.6 µg/m3),
substantially lower than the National Ambient Air Quality Standard (NAAQS) of 12 µg/m3.
Most of the sites exhibited a clear seasonal profile with the higher PM2.5 levels in the winter and
summer (Figure 2).

Table 3. The 2017 PM2.5 mass (mean ± standard error) concentration and annual trends (mean ±
standard error).
SITE ID AND NAME
1. Division Street
2. IS 45
3. PS 19
4. JHS 126
5. Queens College 2
6. Richmond Post Office
7. Jersey City Firehouse
8. Fort Lee Library
9. Elizabeth Lab
10. Babylon
11. Newburgh
12. Paterson
13. Chester
14. Bridgeport

2017 MEAN PM2.5
6.9 ± 0.1
7.5 ± 0.1
8.8 ± 0.2
7.6 ± 0.1
7.1 ± 0.1
7.0 ± 0.1
8.1 ± 0.1
7.2 ± 0.1
9.6 ± 0.1
6.7 ± 0.1
5.8 ± 0.2
7.8 ± 0.2
6.0 ± 0.1
6.9 ± 0.1

ANNUAL TREND
-0.56 ± 0.01
-0.47 ± 0.01
-0.61 ± 0.01
-0.44 ± 0.01
-0.39 ± 0.01
-0.46 ± 0.01
-0.38 ± 0.01
-0.34 ± 0.01
-0.34 ± 0.01
-0.33 ± 0.01
-0.42 ± 0.01
-0.38 ± 0.01
-0.25 ± 0.01
-0.30 ± 0.01
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Figure 2. The mean monthly PM2.5 concentrations at (A) urban sites within NYC; (B) urban sites
and in NJ; and (C) peri-urban sites in NJ, NY and CT.

This pattern is consistent with the seasonal profiles of ammonium nitrate (high in winter)
and ammonium sulfate (high in summer) in source apportionment and photochemical models in
NYC [24,25]. Domestic woodburning emissions of primary PM2.5 were more pronounced in winter.
Secondary organic aerosol formation is negligible during the winter due to insufficient incoming
72

solar radiation. Aged wildfires smoke, including both primary and secondary PM2.5, and
recreational fires were prevalent in the summer [25].
For all sites, PM2.5 mass concentrations consistently declined during the 2007-2017, from
-0.25 ± 0.01 μg/m3/y in upwind Chester to -0.61 ± 0.01 μg/m3/y to NYC (Site: PS 19) (Table 3),
in agreement with previous estimates since 2000

[24]

. Regional sources of secondary inorganic

species declined from about 50% (46-57%) in 2002, to 25–46% of PM2.5 in 2018 in NYC

[24]

.

Changes in the sulfur content of fuel types (i.e., Clean Heat: phasing out No. 4 and No. 6 fuel oils
with high sulfur content) may have reduced primary PM2.5 emissions from oil boilers

[24,35]

. The

ambient levels of tracers of industrial emissions (Cr, Cu, Fe and Mn) and crude oil (Ni, V)
combustion also declined during the same period

[24,36]

. It was consistent with the ambient levels

of Cr, Cu, Fe, Mn, Ni, V, and Zn, tracers of industrial emission and fossil fuel combustion

[24,36]

.

Slightly higher declining rates were computed for heavily populated urban sites in NYC and NJ as
compared to those computed for peri-urban sites. A less pronounced decline has been also
observed in the Upstate New York region farther away from the major urban centers with reduction
rates of 3-4 µg/m3/y

[24]

The difference between the annual PM2.5 declining rates in urban and

peri urban site may be due to local primary PM2.5 emissions controls from traffic and industrial
process.

Spatial Trend: Coefficient of Divergence and Moran I spatial autocorrelation

The coefficient of divergence (COD), absolute (ΔC) and relative (%ΔC/CRef) (median and
standard deviation (σ)) differences (compared to reference site (Division Street)) of PM2.5
concentrations are shown in Table 4. The lack of a spatial pattern in urban sites (#2-9) as suggested
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by the low COD (from 0.18 to 0.22) may be due to the dominant contribution of regional aerosol.
For the peri-urban sites (#10-14) located at farther distances from the reference site. COD values
increased from 0.24 to 0.50, suggesting the existence of a stronger west-to-east spatial trend (COD
values increase from 0 to 1 for spatial gradients).
Table 4. The mean COD, absolute (ΔC) and relative (%ΔC/CRef) (median and standard deviation
(σ)) differences (compared to Division Street site) of PM2.5 concentrations.
SITE ID AND NAME
1. Division Street
2. IS 45
3. PS 19
4. JHS 126
5. Queens College
6. Richmond Post Office
7. Jersey City Firehouse
8. Fort Lee Library
9. Elizabeth Lab
10. Babylon
11. Newburgh
12. Paterson
13. Chester
14. Bridgeport

COD
–
0.20
0.18
0.21
0.20
0.22
0.19
0.22
0.21
0.24
0.36
0.22
0.29
0.50

ΔC
[MEDIAN (SD)]
–
-0.30 (2.49)
0.50 (2.43)
0.05 (2.70)
-1.00 (2.51)
0.00 (2.15)
0.20 (2.95)
-0.50 (3.32)
1.10 (3.33)
-1.60 (3.37)
-2.10 (2.96)
-0.60 (3.42)
-2.30 (3.67)
0.00 (3.97)

%ΔC/CREF
[MEDIAN (SD)]
–
-2.78 (116.43)
5.87 (86.18)
0.00 (133.14)
-11.18 (72.3)
0.00 (64.72)
1.81 (112.32)
-6.21 (116.02)
11.83 (150.22)
-17.89 (101.77)
-26.83 (48.01)
-7.31 (97.59)
-26.35 (91.37)
-0.65 (102.82)

The local Moran’s I clusters for the 2007-2017 and PM2.5 annual trends are illustrated in
Figures 3A through L. “H–H” clusters were identified in highly populated urban areas
demonstrating positive autocorrelation for spatial clusters of high PM2.5 mass concentrations for
the 2007-2012 period. The gradient declines over time leading to the lack of spatial clustering for
the 2013-2016 period. A weak “H-H” spatial clustering re-appeared in 2017. No spatial clustering
was observed for peri-urban sites. The spatial pattern changes over time were consistent with
spatial correlation of the annual trends with “L-L” clusters being computed for the urban sites (note
that low annual trends were indicative of rapid PM2.5 mass concentration decline). Although the
number of features used in this study (n=14) was lower than the suggested features count (n=30),
the trends were consistent with those using site-specific absolute and relative concentration
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differences and COD.The observed spatial trends may be due to the rapid decline of highly
correlated PM2.5 levels in urban areas as compared to those in peri-urban areas prior to 2012,
because of emission controls.

Figure 3. Local spatial autocorrelation of (A-K) PM2.5 pollution from 2007 to 2017 and (L)
PM2.5 annual trends.
A – 2007

B – 2008

C – 2009

D – 2010

E – 2011

F – 2012

G – 2013

H – 2014

I – 2015

J – 2016

K – 2017

L – Annual trend

The re-appearance of spatial gradient in 2017 may be attributed to changes in local
emissions and atmospheric chemistry including synergistic effects of organic carbon emitted from
biomass burning

[25]

. It can be linked to the availability of atmospheric hydroxyl radicals due to

reductions in SO2 and NOx emission

[24,25]

. It has been recognized that the relative abundance of

organic carbons on PM2.5 mass has increase

[37]

. The 2018 particulate organic carbon (OC) levels

in NYC were up to 6% higher than those measured in 2002 levels with approximately half of that
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from upwind regional sources. Secondary organic aerosol (SOA) formed from the photooxidation
of freshly emitted anthropogenic and biogenic volatile organic compounds may account for up
64% of total OA in the study area

[38]

. The wide range of organic compounds, from long-chain

aliphatic hydrocarbons, PAHs and polyfunctional macromolecules presents a significant challenge
control ambient PM2.5 mass concentrations [39].

PM2.5 emissions trends

Figure 4 illustrates (A) the relative contributions of primary PM2.5 emissions from fires,
traffic, industrial and other sources in 2007 and 2017 and; (B) the Pearson correlation coefficient
between annual trends of ambient PM2.5 measurements in each site and primary PM2.5 emissions.
The total primary PM2.5 emissions merely declined by 2% between 2007 and 2017. Emissions
from the transportation sector were reduced by 52%, accounting from 22% of the 2007 PM 2.5
emissions down to 11% of 2017 PM2.5 emissions Industrial emissions reduced by 15%, accounting
for 48% in 2007 and 42% in 2017. For PM2.5 primary emissions from other sources were reduced
by 8% without changes in the relative contribution of PM2.5 emissions over time. The consistent
declining trends of annual PM2.5 levels and traffic, industrial and other primary PM2.5 emissions
was further corroborated by the strong R values (Fig. 4B).
Primary PM2.5 emissions from fires tripled from 2007 to 2017 representing from 6% in
2007 to 26% in 2017 of total primary PM2.5 emissions) with significant interannual variability as
ambient PM2.5 levels declined (Fig. 4B). It has been previously shown that wildfires smoke
concentrations were strongly related the frequency and magnitude of wildfires in eastern US

[39,40]

.

In this analysis, industrial and residential wood combustion were included in the industrial sector
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emissions. According to the 2014 NEI, 14,000 metric tons of PM2.5 (one third of industrial
emissions) were emitted from biomass burning accounting for approximately 93% of residential
[41]

wood combustion

. The New York State Energy Research and Development posited that

bioenergy particularly the use of wood as a primary heating source fluctuated between 2002 and
2012. [42] Between 2005 and 2012, the number of homes using wood as the primary heating source
in New York State increased by 60% but leveled off by 2012 [41,42].

A

100%

% Contribution

80%

Fires
Industrial

60%

Transportation
40%

Other

20%

0%
2007

2017

NEI Year

B
Pearson correlation coefficient

1
0.8
0.6
0.4

0.2
0
Fires

Transportation

Industrial

Other

PM2.5 source

Figure 4. The relative abundance of primary PM2.5 emissions (A) and site-specific Pearson
correlation coefficients (B) from fires, industrial sources, transportation and other sources in NY,
NJ and CT during the 2007-2017 period. The horizontal line denotes median values, boxes extend
from the 25th to the 75th percentile of sources; × denotes the mean value; vertical extending lines
denote minimum and maximum values.
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Considering that secondary inorganic species accounted for 46-57% in 2007 and 25–46%
of PM2.5 in 2017, [24] the contribution of primary PM2.5 emissions on the remaining ambient PM2.5
mass declined by 0.8 μg/m3 for transportation (from 1.3 μg/m3 in 2007 to 0.5 μg/m3 in 2017), 0.9
μg/m3 (from 2.8 μg/m3 in 2007 to 2.0 μg/m3 in 2017) for industrial sources and 0.6 μg/m3 (from
1.7 μg/m3 in 2007 to 1.0 μg/m3 in 2017) and increased by 0.8 μg/m3 (from 0.4 μg/m3 in 2007 to
1.2 μg/m3 in 2017) for local fires. The approach infers that PM2.5 (other than sulfate and nitrate)
concentration are proportionally related to local PM2.5 emissions and the relationship did not
change over time. There are several limitations in this study. First, other local sources not included
in the EPA NEI system may contribute to PM2.5 mass. They may include soil dust, sea salt, marine
emissions and recreational biomass burning and barbequing. These area sources may account for
less than 5% of PM2.5 mass and there were not subject to policy controls and regulations. Another
aspect of our study, that probably underestimates the contribution of fires on PM2.5 mass is the use
statewide emissions for all sites. Sites located close to the fires, usually perimetrically to urban
along the wildland-urban interface are most likely to experience higher PM2.5 levels than
downwind locations. Lastly, the intra-annual variability of synoptic scale weather systems may
affect the relationship between PM2.5 emissions and ambient PM2.5 levels. The effect of this may
be offset by using annual measurements. It provides a conservative and empirical estimate of the
contribution of primary PM2.5 emissions. Transported smoke aerosols may account for up to 5
μg/m3 in PM2.5 in New York State

. An increase of 2.2 μg/m3 of PM2.5 mass at the Pinnacle

[39]

background site in NY was assigned to biomass burning emissions [35].
These changes in the relative abundance of primary PM2.5 sources emphasize the need to
better understand the local and regional drivers of air pollution including the role of climate
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change. The El Niño-Southern Oscillation (ENSO) is shown to modifying the frequency and
intensity of wildfires in the US [43,44]. It suggests that the chemical content of PM2.5 may be
transitioning from mostly inorganic species (secondary sulfate and nitrate) to a mixture of
carbonaceous (elemental and organic carbon) aerosol. The chemical content of biomass burning
smoke may change over time and space. Fresh biomass burning and woodburning smoke
contains mostly aromatic species (up to 80%) [45] . During transport, smoke may undergo
photochemical aging, leading to significant changes in the chemical composition including the
formation of carbonyl and carboxyl-compounds and polyaromatics, decreasing aromatic and
heavy metals content [45,46] . As a result, toxicological responses and mechanisms including
changes in cell metabolic activity and cell death by apoptotic and necrosis pathways may be
differentiated

[46]

. Overall, the abundance of primary and secondary organic aerosol from

wildfires and domestic biomass burning on ambient PM2.5 mass may be increasing. Because of
the coupling with regional atmospheric processes and global climate dynamics, emissions from
these sources may be difficult to manage and control.
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INTRODUCTION
Atmospheric particulate matter changes the earth’s energy budget directly through
scattering or absorption of the solar and infrared radiation and indirectly through modification of
the thermal diffusion parameters of cloud condensation nuclei (Kumar et al., 2018; Seinfeld and
Pandis, 2016). Inhalation of atmospheric aerosol is linked to onset of

cardiovascular and

cerebrovascular diseases (Brook et al., 2004; Brook et al., 2010; Rajagopalan et al., 2018)
including myocardial infarctions (Evans et al., 2017; Pope III et al., 2015), ischemic stroke (Shah
et al., 2015), and cardia arrythmia (Link et al., 2013), and heart failure (Shah et al., 2013). Due to
the implementation of a wide range of industrial emissions controls and fuel consumption policies,
primary fine particle (PM2.5, particles with aerodynamic diameter < 2.5 μm) releases and
precursors of secondary inorganic aerosol species (sulfur dioxide and nitrogen oxides) were
reduced up to 75% in the US (USEPA, 2017). As a result, ambient PM2.5 levels also declined,
albeit at slower rate due to non-linear responses in atmospheric chemistry and biomass burning
emissions (Chalbot et al., 2013; Squizzato et al., 2018a; Zhang et al., 2018; Blanchard et al., 2019;
2021).
Biomass burning includes wildland fires, agricultural fires, prescribed fires and
anthropogenic bioenergy usage (wood burning, use of heating oil, and coal-fired power plant for
producing electricity) and it is predominantly comprised of carbonaceous aerosol (i.e., organic
carbon (OC) and elemental carbon (EC)) (Lee andChan, 2015; Masiol et al., 2017a; Squizzato et
al., 2018a). The seasonal pattern is frequently an indicator of biomass burning sources with
domestic heating including wood burning in the cold months and fires in the warm period (Zhang
et al., 2014). There has been a rapid increase in the frequency and intensity of large wildfires that
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has been linked to the longer and drier summer seasons (McClure andJaffe, 2018). This increase
was associated with higher temperatures during the warmer months, earlier snowmelt, and
moisture deficits (Miller andSafford, 2012; Westerling et al., 2006). The number of wildfires have
been observed to steadily rise from 1984 to 2011 at a rate of 0.6 – 1 per a year in the Northern
Rockies and Pacific Northwest regions of the US (Dennison et al., 2014). Climate change
accounted for 50 - 60% of the larger wildfires from 1970 to 2016 in Northern Rockies (Westerling,
2016) and has doubled the cumulative wildfire areas burned from 1984 to 2015 in the western US
(Abatzoglou andWilliams, 2016; Harvey, 2016). Emissions from wildfires have been consistently
shown to contribute to ambient PM2.5 levels in downwind urban metropolitan areas far away from
the fires (Jaffe et al., 2008; Lall andThurston, 2006); Blanchard et al., 2019; Masiol et al., 2019).
For the New York/New Jersey metropolitan statistical area (MSA), the most populous in
the US. The 2020 PM2.5 weighted annual average and 24-hr concentrations were 8.5 μg m-3 and 21
μg m-3, both being below the federal national ambient air quality standard. The 2020 8-hr max
ozone (O3) concentration was 73 ppbv (above the federal NAAQS). Secondary sulfate and nitrate,
motor vehicle emissions, road dust, sea salt, and oil combustion were previously identified as the
predominant PM2.5 sources (Ito et al., 2004; Li et al., 2004). More recently, biomass burning has
also been recognized in the region (Blanchard et al., 2019; Masiol et al., 2017a, 2017b; Masiol et
al., 2019). The latter was associated with increasing OC levels from upwind areas (Blanchard et
al., 2021, 2019; Chen et al., 2022).
The objectives for this study were: (i) to identify and quanitify the contributions of PM2.5
sources across the NY/NJ MSA; (ii) to estimate the annual trends of PM2.5 sources and (iii) to
assess the role of anthropogenic and biomass burning emissions.
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METHODS

Sampling sites

The concentrations of PM2.5 mass and chemical species were retrieved from the US
Environmental Protection Agency’s Air Data system (USEPA, 2022) for the NCore site in Queens,
New York (Site #1, EPA AIRS ID: 36-081-0124) and three PM2.5 chemical speciation network
(CSN) sites, Lower Manhattan (Site 2, Division Street, EPA AIR ID: 36-061-0134), Elizabeth
New Jersey (Site 3, Elizabeth Lab, EPA AIR ID 34-039-0004) and Chester NJ (Site 4, EPA AIR
ID: 34-027-3001) for the 2007-2017 period. Fig.1 shows the locations of the four sites within the
NY/NJ MSA.

Fig. 1. The PM2.5 chemical speciation sites, population, and major road network in NY/NJ MSA.
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Site #1 is at Queens College, near LaGuardia Airport in New York City. Site #2 is on the
roof of Public School 124 in Lower Manhattan. Site #3 is at the intersection of interstate highways
I-95 and I-278, near many industrial facilities including oil refineries. Site #4 is on the Department
of Public Works building at Chester town in Morris County, NJ. The sites in Queens, Division
Street and Elizabeth Lab are in heavily populated areas (more than 3,000,000 residents within 8
km). Chester, a smaller town, is in western NJ, upwind of the New York City metropolitan area.
Daily measurements of PM2.5 mass, organic carbon (OC) and elemental carbon (EC) by
thermal optical reflectance, elements by X-ray fluorescence, ions (sulfate (SO42-), nitrate (NO3-),
ammonium (NH4+), potassium (K+) and sodium (Na+) by ion chromatography were measured
every 3 days for Sites #1, 2, 3 and every 6 days in Site #4.

Aerosol types and source apportionment

The major aerosol species (inorganic secondary SO42-, NO3- and NH4+), organic mass
(OM), elemental carbon (EC) and soil dust concentrations were analyzed using the Interagency
Monitoring of Protected Visual Environments (IMPROVE) PM2.5 mass reconstruction scheme
(Malm et al., 2004) according to Equations 1-5.
𝑃𝑀2.5 = [𝐸𝐶] + [𝑂𝑀] + [𝑖𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦] + [𝑆𝑜𝑖𝑙 𝑑𝑢𝑠𝑡]

(1)

[𝑂𝑀] = 1.6 ∙ [𝑂𝐶]

(2)

[𝐼𝑛𝑜𝑟𝑔𝑎𝑛𝑖𝑐 𝑆𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦] = 1.29 ∙ [𝑁𝑂3− ] + 0.944 ∙ [𝑁𝐻4+ ] + 1.02 ∙ [𝑆𝑂42− ]

(3)

[𝑆𝑜𝑖𝑙 𝑑𝑢𝑠𝑡] = 2.2 ∙ [𝐴𝑙] + 2.49 ∙ [𝑆𝑖] + 1.63 ∙ [𝐶𝑎] + 2.42 ∙ [𝐹𝑒] + 1.94 ∙ [𝑇𝑖]

(4)
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where [EC], [OC], [NO3-], [NH4+], [SO42-], [Al], [Si], [Ca], [Fe] and [Ti] were the elemental
carbon, organic carbon, nitrate, ammonium, sulfate, aluminum, silica, calcium, iron and titanium
concentrations (in μg m-3), respectively. The OC/OM factor of 1.6 was used for urban PM2.5
aerosol (Turpin andLim, 2001). Soil dust was estimated as the sum of the crystal elements as
oxides.
The United States Environmental Protection Agency’s Positive Matrix Factorization
(PMF) model (Version 5.0) was employed (Hopke, 2015, 2016; Norris et al., 2014). Chemical
species with more than 50% of measurements above the limit of detection were included. Missing
concentrations and uncertainties were substituted by the geometric mean of the measured
concentrations and, four times the geometric mean of measured uncertainties, respectively. The
concentrations of chemical species were analyzed by a least-squares method imposing a nonnegative restriction on factor (i.e., source) contributions (G(nxp)) and profiles (F(pxm)), during
minimization of the objective function (Paatero, 1997; Paatero andTapper, 1994). The retained
sources were rotated using the Fpeak variable to reduce ambiguity of the unrotated solution. The
best possible number of sources and the rotation was evaluated by a set of statistical tools (Paatero
et al., 2005; Paatero et al., 2002), and by comparison of previously published source profiles. The
model was then ran employing the robust method for factors varying from 3 to 20 with a random
seed and 20 runs per configuration. An eight-factor model with a rotation with Fpeak=1.0 was
selected. Base and Fpeak bootstrapping included 200 runs using a minimum R of 0.75 and block
size of 6 with random seeding. More than 80% of base and 100% of Fpeak bootstrapped factors
were mapped into the original factors, with no clear pattern for the unmapped factors.

Statistical analysis
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The non-parametric Mann-Whitney U-test (for two groups) and Kruskal-Wallis (for more than
2 groups) at α=0.05 was used to test the significant of the difference. The annual trend was
computed using the monthly PM2.5 source contributions by applying the non-parametric sequential
Mann-Kendall test confidence level at 95% (Kganyago andShikwambana, 2020; Shikwambana et
al., 2020). Analyses were done using IBM SPSS (Version 27) (IBM Analytics, Armonk, NY).

RESULTS AND DISCUSSION

PM2.5 types and characteristics

Table 1 shows the PM2.5 diagnostic ratios and reconstructed aerosol type concentrations at
the four sites. The K/Fe enrichment factor (EF) was computed as the ratio of measured K/Fe to the
crystal Soil K/Fe (0.56). The S/SO42- mass ratio (from 3.03 to 3.67) and NH4+/SO42- molar ratio
(from 2.50 to 2.77) demonstrated the presence of ammonium sulfate ((NH4)2SO4) and ammonium
bisulfate ((NH4)HSO4) particles (Malm et al., 2002).The OC/EC mass ratio suggested a mixture
of combustion sources with a strong fossil fuel signature in urban sites (#1, 2 and 3) (from 2.34 –
3.32) and biomass in Chester (Site #4, 5.83 ± 0.16). The significant contribution of biomass
burning was further corroborated by the increased abundance of soluble potassium (K+, a tracer of
biomass burning) (from 58 to 64% of total K) and the EF(K/Fe) values (from 0.78 to 2.56).
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Table 1. PM2.5 diagnostic ratios in the NY/NJ MSA during 2007-2017.
Variable
Diagnostic ratio
SO42-/total-S
NH4+ /SO42OC/EC
K+ /K
EF(K/Fe)
Aerosol type
Inorganic species
OM
EC
Soil dust

Sampling site
Queens College (1)

Division Str. (2)

Elizabeth Lab (3)

Chester (4)

3.11 ± 0.06
2.77 ± 0.10
3.32 ± 0.04
0.62 ± 0.01
1.15 ± 0.02

3.08 ± 0.09
2.72 ± 0.15
3.30 ± 0.05
0.64 ± 0.01
0.78 ± 0.02

3.03 ± 0.06
2.56 ± 0.08
2.34 ± 0.04
0.58 ± 0.01
0.80 ± 0.02

3.67 ± 0.18
2.50 ± 0.13
5.83 ± 0.16
0.64 ± 0.01
2.56 ± 0.05

4.81 ± 0.11
3.51 ± 0.06
0.74 ± 0.01
0.59 ± 0.02

4.99 ± 0.14
4.98 ± 0.07
1.06 ± 0.02
0.61 ± 0.01

4.92 ± 0.14
4.09 ± 0.08
1.28 ± 0.03
0.79 ± 0.03

3.76 ± 0.10
2.71 ± 0.06
0.34 ± 0.01
0.25 ± 0.01

Inorganic species were the predominant PM2.5 aerosol components (from 2.76 to 4.99 μg
m-3), followed by OM (from 2.71 to 4.98 μg m-3). Inorganic species and OM concentrations
accounted for more than 80% of PM2.5 mass with a west-to-east spatial gradient from Chester (#4)
to Division Street (#2) and slightly decline for Queens College (#1). For EC and soil dust, the
highest concentrations were measured at the Elizabeth Lab site (#3), at the intersection of two busy
interstate highways. The ratio of the aerosol type concentration measured in urban sites (Queens,
Division Str and Elizabeth Lab) as compared to that measured in Chester varied from 1.28 - 1.38
for inorganic species and 1.30 - 1.84 for OM, indicating that regional upwind sources may account
for most of inorganic species and OM measured at the urban sites. On the other hand, the EC
concentration ratio (2.18 - 3.76) and soil dust (2.36 - 3.16) indicated the significant contribution
of local sources.

Source apportionment
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The reconstructed PM2.5 mass concentrations accounted from 90% at Chester to 106% at
Division Street, of measured PM2.5 mass (Table 2). Figs 2 and 3 illustrate the profiles and seasonal
contributions of the eight PM2.5 sources. The mean contribution of each source of PM2.5 mass by
site is presented in Table 2.

Table 2. The mean (± standard error) contributions of sources to PM2.5 mass in the NY/NJ MSA
during 2007-2017.
Source
Measured PM2.5
Estimated PM2.5
Biomass burning
Secondary nitrate
Diesel exhausts
Road dust
Marine emissions
Secondary sulfate
Traffic exhausts
Industrial sources

Sampling site
Queens College (1)
8.9 ± 0.2
9.3 ± 0.2
2.85 ± 0.08
0.66 ± 0.03
0.60 ± 0.04
0.27 ± 0.01
0.07 ± 0.01
1.87 ± 0.12
1.36 ± 0.04
< 0.1

Division Str. (2)
9.8 ± 0.2
10.4 ± 0.2
3.27 ± 0.09
0.55 ± 0.03
0.48 ± 0.03
0.22 ± 0.01
0.05 ± 0.01
2.15 ± 0.15
2.06 ± 0.05
< 0.1

Elizabeth Lab (3)
11.1 ± 0.2
11.0 ± 0.3
3.46 ± 0.11
0.62 ± 0.05
0.22 ± 0.02
0.40 ± 0.04
0.05 ± 0.01
2.43 ± 0.23
2.19 ± 0.07
< 0.1

Chester (4)
7.6 ± 0.2
6.9 ± 0.1
2.92 ± 0.08
0.37 ± 0.03
0.07 ± 0.01
0.12 ± 0.01
0.01 ± 0.01
1.50 ± 0.08
0.24 ± 0.02
< 0.1

The first factor was assigned to biomass burning with high concentrations of OC, EC, S
and SO42- (Fig. 2). The OC/EC ratio (4.92 ± 0.10) was indicative of contemporary biomass burning
(Turpin andLim, 2001). The SO42-/S ratio (2.57 ± 0.13) was characteristic of a mixture of fresh
and aged aerosol (Malm et al., 2002). Biomass burning contributed from 2.9 ± 0.1 μg m-3 at Queens
College to 3.5 ± 0.1 μg m-3 at Elizabeth Lab (Table 2) with slightly higher contributions in summer
and winter as compared to fall and spring (Fig. 3). Biomass burning accounted for about 37% of
PM2.5 in urban sites and 55% of PM2.5 mass in Chester. The seasonal trend suggested the influence
of local residential wood burning and regional wildland fires (Chalbot et al., 2013).
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Fig. 2. Profiles of PM2.5 sources in the NY/NJ MSA during 2007-2017.
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Fig. 3. Seasonal contributions of PM2.5 sources in the NY/NJ MSA during 2007-2017.
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The second factor was assigned to secondary NO3- (in the form of NH4NO3) with high
concentrations of NO3-, NH4+, OC, EC, K+, K and SO42- (Fig. 2). The contribution of secondary
NO3- particles varied from 0.4 ± 0.1 μg m-3 in Chester to 0.7 ± 0.1 μg m-3 in Queens (from 6% to
8 % of PM2.5 mass) with the highest contributions during winter and the lowest during summer
(Fig. 3). This was consistent with the favorable conditions for gas-to-particles conversion of HNO3
in low ambient temperatures. The third factor was attributed to diesel combustions because of the
high Ni, V, EC, NO3-, NH4+, SO42- and to a lesser extent to Fe and Mn concentrations (Chalbot et
al., 2013). The presence of NO3- and SO42- indicated the contribution from both industrial activities
and transportation diesel engines. It accounted for less than 0.1 μg m-3 of PM2.5 mass in Chester,
up to 0.7 ± 0.1 μg m-3 in Queens (Table 2) (from 5% to 8% of PM2.5 mass in Queens and Division
Str. and less than 2% in Elizabeth Lab and Chester) with higher concentrations in the winter (Fig.
3).
The high concentrations of crystal Al, Si, Ca, Fe, and Ti on the fourth factor indicated the
presence of soil particles. The components OC, EC, SO42-, S and Mg hinted at the mechanical
resuspension of contaminated road dust (Fig. 2). Mineral and road dust accounted from 0.1 ± 0.1
μg m-3 in Chester to 0.4 ± 0.1 μg/m-3 (from 2% to 4% of PM2.5 mass). The highest contributions
were computed in spring and summer due to accumulation during the winter of dust and debris
deposited in curbs and road shoulders available for resuspension by traffic and patterns of regional
dust transport (Fig. 3) (Chalbot et al., 2013; Prospero, 1999; Prospero et al., 2001). Sea salt
particles are correlated with Na, Na+ and Cl in the sixth factor. It also exhibited high contributions
from S, SO42- and, to a lesser extent, NO3- and OC, indicating the possible contribution of harbor
and shipping emissions. This was further supported by the SO42-/S ratio (3.00 ± 0.36) and lack of
NH4+, indicating free H2SO4. The New York port is the destination of container ships (37%),
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oil/chemical tankers (9%), passenger cruise ships (7%), vehicles carriers (6%) and crude oil tanker
(5%). It contributed, on average, less than 0.1 μg m-3 on PM2.5 mass concentration (less and 1%)
across all four sites. Slightly higher contributions were computed in spring than those measured in
winter and summer (Fig. 3).
The sixth factor was attributed to secondary SO42- because of the high levels of S, SO42-,
NH4+ and to a lesser extent of EC and OC. This was further supported by the SO42-/S ratio (3.02 ±
0.09). This source accounted for 1.5 ± 0.1 μg m-3 of PM2.5 in Chester to 2.4 ± 0.1 μg m-3 of PM2.5
in Elizabeth Lab (from 24% to 28%), with the highest contributions being measured in the summer
(Fig. 3). Traffic exhausts were identified due to OC, EC, S, SO42-, NO3-, Zn, and Fe high
concentrations in the seventh factor (Lough et al., 2005). The low OC/EC ratio (1.84 ± 0.07) was
comparable to those computed for urban aerosol and traffic exhausts (Turpin et al, 2001). Traffic
added 1.5 ± 0.1 μg/m-3 of PM2.5 in Chester up to 2.2 ± 0.1 μg/m-3 of PM2.5 in Elizabeth Lab (Table
2) (17-23%) with slightly higher contribution in the fall at Elizabeth Lab and Division Street and
no seasonal variation at Queens and Chester (Fig. 3). Lastly, ferrous, and chrome-related industrial
emissions were identified because of the concentrations of heavy metals (Cr, Fe, Ni, Cu). This
source contributed minimally (less than 0.1 μg m-3 of PM2.5; less than 1%) throughout the year
(Table 2).

Annual trends

The annual trends of PM2.5 mass and source contributions are presented in Table 3. The pvalue of the trend analysis is shown in parentheses if p > 0.001). PM2.5 mass declined by 0.23 ±
0.02 μg m-3 yr-1 in Chester to 0.54 ± 0.05 μg m-3 yr-1 in Division Str (p < 0.001) This was mostly
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due to the significant decrease of secondary SO42- (from -0.19 ± 0.02 μg m-3 yr-1 in Chester to 0.36 ± 0.03 μg m-3 yr-1 in Division Str (p < 0.001). The declining trends among all four sites were
indicative of the regional SO42- origins from power plants (Emami et al., 2018). The annual SO42concentration in the NY/NJ MSA dropped by 77.5%, from 3.8 μg m-3 in 2007 to 0.9 μg m-3 in
2017. This was comparable to national SO2 reductions (78.2%, from 11.7 x 106 tons in 2007 to 1.9
x 106 tons in 2017) (USEPA, 2017).

Table 3. The mean (± standard error) annual trend of PM2.5 sources in the NY/NJ MSA during
2007-2017.

PM2.5 Mass
Biomass burning
Secondary nitrate
Diesel exhausts
Road dust
Marine emissions
Secondary sulfate
Traffic exhausts
Industrial sources

Queens College (1)
-0.42 ± 0.04
0.07 ± 0.01
-0.03 ± 0.01
-0.06 ± 0.01
< 0.01 (0.34)
< 0.01 (0.21)
-0.32 ± 0.03
-0.04 ± 0.01
< 0.01 (0.51)

Division Str (2)
-0.54 ± 0.05
-0.04 ± 0.01 (0.22)
0.01 ± 0.01 (0.25)
-0.06 ± 0.01
0.01 ± 0.01
< 0.01 (0.29)
-0.36 ± 0.03
0.04 ± 0 (0.02)
< 0.01 (0.90)

Elizabeth Lab (3)
-0.36 ± 0.03
-0.12 ± 0.01
0.02 ± 0.01 (0.1)
-0.02 ± 0.01
0.04 ± 0.01
< 0.01 (0.2)
-0.34 ± 0.03
0.05 ± 0.01 (0.01)
< 0.01 (0.36)

Chester (4)
-0.23 ± 0.02
0.06 ± 0.01 (0.05)
0.01 ± 0.01 (0.1)
< 0.01 (0.17)
0.01 ± 00.01
< 0.01 (0.51)
-0.19 ± 0.02
-0.01 ± 0.01 (0.01)
< 0.01 (0.19)

For locally important sources such as secondary nitrate, traffic exhausts and diesel
emissions, site-specific annual trends were observed. More specifically, secondary NO3- and
primary traffic-related gasoline exhausts declined in Queens (-0.19 ± 0.02 μg m-3 yr-1 for secondary
NO3- and -0.04 ± 0.01 μg m-3 yr-1 for traffic exhausts, p < 0.001) but slightly increased in the
remaining sites, albeit without statistical significance (Table 4). The NO3- annual concentrations
declined, from 1.7 μg m-3 in 2007 to 1.0 μg m-3 in 2017 was consistent with the national NOx
emission reduction (45.6%) (USEPA Air Emission Inventories, 2017). The good agreement
between reductions of secondary SO42- and NO3- and their precursors emissions (SO2 and NOx),
despite that NH3 emissions remained relatively unchanged nationally, further confirmed strong
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regional contributions and the negligible influence of local NH3 emissions (Pitchford et al. 2012).
For diesel exhausts, contributions decreased in the three urban sites, from -0.02 ± 0.01 μg m-3 yr-1
in Elizabeth Lab to -0.06 ± 0.01 μg m-3 yr-1 in Queens and Division Str. The annual trend of mineral
and road dust was comparable to that of traffic exhausts, with an increasing trend in Division Str
(0.01 ± 0.01 μg m-3 yr-1) and Elizabeth Lab (0.04 ± 0.01 μg m-3 yr-1) and minimal changes in Queens
and Chester. No significant trends were computed for contaminated sea salt and industrial
emissions.
Biomass burning contributions declined substantially in Elizabeth Lab (-0.12 ± 0.01 μg m3

yr-1, p < 0.001) and Division Str (-0.04 ± 0.01 μg m-3 yr-1, p = 0.22) but increased in Chester

(slightly, 0.01 ± 0.01 μg m-3 yr-1, p = 0.1) and Queens (0.07 ± 0.01 μg m-3 yr-1, p < 0.001). The
inconsistent annual trends may be influenced by climatology and local domestic emissions
(Pitiranggon et al., 2021; Requia et al., 2019). Wood burning for heating and recreational reasons
is allowed in both New York and New Jersey; however due to the type of residential units, its
prevalence may be higher in communities with single house units (e.g., Chester and Queens) as
compared to building apartments (e.g., Division Str). The site in Elizabeth Lab is in an industrial
area.

Biomass burning sources

Fig. 4 illustrates the annual trends of biomass burning in summer (May to September) and
winter (November to March), the number and area burnt (in acres) by lightning ignited wildland
fires in the US (data obtained from the National Interagency Fire Center) and the monthly
minimum temperature and number of days with temperature less than 0oC in New York City (New
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York City Central Park; NOAA NCDC site: USW00094728) during the 2007-2017 period. Since
2010, there appears to be a temporal correlation of the number of wildfires naturally induced by
lightning and, to a lesser extent, the area burnt and summertime biomass burning contributions.

Fig. 4. Annual trend of biomass burning contributions in summer (May-September) and winter
(November-March), number and area burnt by wildfires and, minimum winter temperatures and
number of days with temperature less than 0oC.

Wildfires burned more than 15,000 km2 per year in the US in 2007-2009, as compared to
17,000 km2 during the 2011-2013 period and over 20,000 km2 during the 2015-2017 period. We
have previously shown that changes in the El-Nino southern oscillation were correlated with
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wildfires in Eastern United States and episodes of smoke-related high ozone pollution (Singh and
Kavouras, 2022). Higher wintertime biomass burning contributions prior to 2010 and in 2014 were
associated with colder winters with an average minimum temperature of less than 9oC and
prolonged periods of extreme cold more than 60 days. On the other hand, local biomass burning
contributions declined when the average minimum temperature was above 0oC and the number of
cold days declined.
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CONCLUSIONS, PUBLIC HEALTH RELEVANCE AND FUTURE RESEARCH

Study Findings

The analysis showed increasing O3 concentrations in sites within urban agglomerations
while O3 concentrations peri-urban have been declining. This was tentatively assigned to changes
in the photochemical regime from VOC-limited to NOx-limited conditions. The weekend-weekday
O3 pattern indicated that reduced O3 titration by NO has been declining increasing the nighttime
O3 carryover and promoting longer O3 accumulation periods. Moreover, a strong correlation of O3
levels with regional wildfires was computed. This was attributed to increased VOCs emissions and
the formation of PANs in the smoke plume during transport and its mixing with ground-level air
that can further augment NOx-limited conditions. The frequency and magnitude of wildfires in the
eastern US was related to the sequence of El-Nino and La Nina events, with more lightning-ignited
fires during dry periods. To mitigate increasing O3 levels in densely populated areas, future
emission control strategies should also consider the compounding global and regional effects of
climate change.
The spatiotemporal patterns and trends of PM2.5 in the NYNJ MSA over the 2007-2017
period were examined. Daily PM2.5 mass concentrations were retrieved from fourteen sites within
the US EPA air quality network located in urban and peri-urban locations. PM2.5 mass
concentrations decreased across all sites, with slightly faster declines for sites located in heavily
populated areas. A strong urban-periurban gradient in 2007 gradually declined by 2013. This
decline was consistent with national and regional trends and was attributed to reductions of
gaseous precursors of particulate sulfate and nitrate from industrial and anthropogenic sources.
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This is consistent with the trend of sulfate and nitrate measurements in speciated PM2.5 and
modeled estimates of transported inorganic aerosol in New York City. PM2.5 reductions slowed
down during the 2013-2017 period, accompanied by a feeble spatial gradient. Increasing primary
PM2.5 emissions from fires during the same period indicated that the contribution of biomass
burning on ambient PM2.5 may be increasing. This trend may imply changes in the content of fine
particles, from ammonium sulfate and ammonium nitrate salts to hazardous carbonaceous aerosol,
the composition of which varies by time and location due to continuous photochemical aging
during transport from the fire to the receptor site.
The sources of fine particles in the NY/NJ MSA for the 2007–2017 period was biomass
burning (37-55%), secondary sulfate (24-28 %), primary traffic emissions (17-23 %), secondary
nitrate (6-8 %), diesel emissions (1-8 %), road dust (2-4 %), sea salt (<1 %), and industrial
emissions (<1 %). The seasonality of secondary NO3-, secondary SO42- and dust was consistent
with those previously observed in urban environments and the effect of local meteorology and
emissions. PM2.5 mass concentrations declined by 0.23 − 0.54 µg m-3 yr-1. Secondary NO3- and
secondary SO42- declines were consistent with the reductions on NOx and SO2 emission from
mobile and point sources, respectively. The seasonal variability of biomass burning to PM2.5
mass was indicative of local wood burning for domestic heating and recreational activities and
regional smoke from wildfires contributed to PM2.5 in winter and summer, respectively.
Wintertime biomass burning appeared to be related to the number of cold days and average
minimum temperature in the region. The number and area burnt by wildfires was also associated
with the interannual variability of biomass burning contribution in the summer. The findings of
this study show that changes in PM2.5 mass concentrations in the NY/NJ MSA are responding to
reductions of secondary sulfate and nitrate precursors from anthropogenic sources. As a result,
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biomass burning is the predominant PM2.5 source. Its contributions appear to be related to local
and regional climatology affecting the frequency and intensity of cold weather in the winter and
wildfires in the summer.

Public Health Relevance

Despite past improvements in air quality over last 20-years, air pollution remains a
leading cardiovascular and pulmonary mortality and morbidity risk factor. It underlines the
importance to better understand how changes in air pollution characteristics did not translate to
tangible health benefits. This discrepancy may be associated with the non-linearity and
sensitivity of the atmospheric physical and chemical dynamics to initial emissions leading to
increase O3 and PM2.5 mass concentrations. In addition, it highlights the lack of reliable exposure
characterization when PM2.5 mass concentration is used as a metric.
In this study, it is apparent reductions of NOx and VOCs, without considering chemical
speciation and their differential potential in O3 formation led to a transient regime in which O3 is
hovering above the NAAQS threshold in areas upwind of urban agglomerations that traditionally
recorded elevated O3 concentrations. More important, O3 levels are increasing within urban
agglomerations in areas that traditionally experienced low O3 concentrations due to NO titration.
Exposures and resultant health outcomes of those residing in urban agglomerations are projected
to increase, including respiratory morbidity across life stages. It is noteworthy that O3 is a causal
agent of permanent lung injury and restructuring, and reduced lung function for early-life
exposures. Similarly, SO2 and NOx reductions appear to modify the atmospheric oxidation
potential leading to enhanced formation of organic aerosol through the reactions of VOCs with
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hydroxyl radicals, the same reactions leading to ozone formation. Organic carbon is now the
predominant component of fine particulate matter, and it is composed of a mixture of
polyfunctional organic compounds with variable toxicological profiles as compared to inert
ammonium nitrate and ammonium sulfate salts.
Climate change is also a contributing factor by altering atmospheric dynamics, synoptic
weather patterns and the spatiotemporal variability of sources, including wildfires. Both O3 and
PM2.5 are correlated with the increasing frequency and intensity of wildfires. Wildfires emit
smoke particles and VOCs that continuously react during transport from the fires to the receptor
site to produce more particles and ozone. As a result, the quality of downwind locations is
influenced leading to worsen health outcomes. Smoke particles contain many potentially
hazardous aromatic and aliphatic species formed during the uncontrolled combustion of
contemporary organic fuel that has compositional similarities to smoke particles from the
combustion of fossil fuels.

Strengths and Limitations

The study relied on a robust, reliable, and consistent dataset of ambient O3, PM2.5, and
NOx measurements over 11 years in the largest city in North America. The monitoring network
covered the entire NY/NJ area including heavily populated communities, industrial areas as well
as upwind urban background sites. Measurements have been processed through a standardized
quality control process to address instrument failures, missing data and other QA/QC criteria.
Supplementary data on emission inventories, local meteorology and regional climatology and
fire incidents were regularly collected through standardized methods. Changes over time were
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flagged and were accessible. In this analysis, we used previously developed methodologies to
examine the spatiotemporal patterns, and PMF, the federally approved method to apportion
speciated air pollution measurements.
Several constraints are also applicable. They are associated with potential biases caused
by site selection and method frequency. Ambient measurements at fixed sites do not correlate
well with personal exposures due to inherent site placement and exposures to other
microenvironments. We also did not consider the effect of topography on spatial distribution, but
its error should be minimal because there are no major topographic boundaries in the study
region. PM2.5 mass and speciated measurements were collected in 1-in-3 or 1-in-6 days
frequency, that is deemed appropriate to compute the mean annual levels and concentrations.
However, high pollution events may be missed. They may include events associated with local
air pollution under stagnant conditions and regional transport of wildfires smoke. The direct
comparison between emissions and ambient levels relies on the assumption that the profile did
not change over time due to atmospheric aging. This assumption underestimates the effect of
wildfires and OC because secondary organic aerosol is not accounted for. The quality of
emission inventories improved over time as more precise factors were computed is also a
limitation. This was more evident for fires emissions and introduced a larger uncertainty.

Future Research

The need to carefully consider the next steps in tackling air pollution necessitates a better
understanding of the driving atmospheric processes in both local and regional/global scale through
a multitude of study designs. These include: (1) characterization of ambient and source-specific
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(point and area sources) VOCs chemical content following the implementation of control policies
and the ozone formation potential through community-scale modeling or computational
frameworks to apportion the contribution of each source on ambient VOCs and ozone; (2) detailed
chemical and toxicological characterization of the organic aerosol content, at the source and
community level, to apportion the sources of particulate OC; (3) regular monitoring of communitylevel OC (and coupled with (2)), estimate the effect of OC mass, speciation and source on
cardiovascular and pulmonary morbidity and mortality. Studies to delineate the coupling of climate
change are also needed. Considering the regional scale of wildfires, air mass transport inverse
modeling can be integrated to community-scale studies to resolve the fingerprint and contribution
of wildfires.
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