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Abstract
The real asymptotic spectrum is an invariant introduced by Palamodov for an oscillating integral associated
to a real analytic germ. It is intented for interpreting the existence of e!ective singular terms in the asymptotic
expansion of that integral. The aim of this paper is to prove a conjecture that stipulates that this spectrum is
not empty for any non-constant germ with a critical point.
ReH sumeH
Le spectre asymptotique re&el est un invariant introduit par Palamodov pour l'inteH grale oscillante associeH e
a` un germe de fonction analytique reH elle. Il est destineH a` traduire l'existence de termes singuliers e!ectifs dans
le deH veloppement asymptotique de cette inteH grale. Le but de l'article est de prouver une conjecture qui stipule
que ce spectre est non vide de`s que le germe posse`de un point critique.  2001 Elsevier Science Ltd. All
rights reserved.
MSC: 30E15; 41A60; 14B15; 26E05; 14B05; 58C27; 32S40
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0. Introduction
Soit f : (, 0)P(, 0) un germe non constant de fonction analytique reH elle ayant 0 comme point
critique. Il est bien connu que si  est une fonction-test dans C

(), a` support assez petit autour
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de 0, on a le deH veloppement asymptotique formel de l'inteH grale oscillante
exp(if (x))(x) dx &



¹

()
(log$)
($) , (0.1)
B

"p/r, p3H, r"r( f ) eH tant un entier non nul "xeH qui deH pend du syste`me local de mono-
dromies du germe complexi"eH au voisinage (complexe) de 0, et (¹

)
 eH tant une famille de
distributions a` supports contenus dans (df )(0), le lieu critique de f. Par contre, si le germe est sans
point critique au voisinage de 0, un raisonnement eH leHmentaire montre que pour toute fonction-test
 l'inteH grale oscillante est dans l'espace de Schwartz S(); ce qui revient a` dire que le terme de
droite de (0.1) est nul. Alors, naturellement, on peut se poser la question suivante: dans quelle
mesure celui-ci traduit-il e!ectivement la preH sence des points critiques de f ? Pour reH pondre a` cette
question, Palamodov a introduit (voir [27]) le concept de spectre asymptotique re&el associeH a` (0.1).
D'apre`s la deH "nition me(me, ce spectre est vide pour tout germe sans point critique. La conjecture
est alors: le spectre asymptotique re&el est non vide pour tout germe ayant un point critique.
Le but de cet article est de donner une preuve a` cette conjecture pour un germe de fonction
analytique reH elle a` singulariteH quelconque. La deHmonstration que nous proposons ici n'utilise pas le
polye`dre de Newton du germe. Elle est faite en deux temps:
1. D'abord, au paragraphe 2 on suppose que la singulariteH est isoleH e (ce qui veut dire par notre
deH "nition que le lieu critique (df )(0) est reH duit a` 0), et en s'inspirant d'une ideH e de Malgrange
[25] on construit une cham(ne sous-analytique  , de dimension reH elle n#1, qui lie (0.1) aux
inteH grales de la meH thode de point-selle. On est rameneH alors a` montrer que le bord 
	
[],[]
eH tant la classe de cette cham(ne dans le groupe d'holomologie relative de degreH n#1 associeH e au
germe complexi"eH , est un cycle non trivial dans le groupe d'homologie de degreH n de la "bre
geH neH rique complexe X(s), s3H. Nous montrerons en particulier que 	
	
[],[ ]
 est non nul
pour toute (n#1)-forme holomorphe  positive sur .
2. Ensuite, au paragraphe 4 on suppose que la singulariteH est non isoleH e (ie (df )(0)O0), et en
utilisant des reH sultats de Kashiwara [20] (eH galement de BjoK rk [7]) surVH

, la varieH teH caracteH ristique
du D

-module D

[] f  associeH au germe complexi"eH , on montre qu'en geH neH ral les fronts d'onde
C des distributions ¹

sont contenus dans la trace de VH

f"0(0) sur le reH el. Ce
reH sultat est su$sant pour pouvoir e!ectuer des restrictions de ces distributions. On peut alors, sous
hypothe`se non caracteH ristique, les restreindre a` des hyperplans reH els geH neH riques en utilisant un
reH sultat de Hamm et Le( [13] sur l'existence d'une bonne strati"cation de la "bre singulie`re du germe
complexi"eH . Ceci permet, par un nombre "ni de restrictions successives, de faire une reH duction au cas
de singulariteH isoleH e. Ici, nous nous sommes inspireH d'un travail de Barlet et Maire [4].
Le paragraphe 1 est consacreH a` des rappels sur les di!eH rents types de deH veloppements asym-
ptotiques ainsi que certains reH sultats eH nonceH s sous forme adeH quate a` notre utilisation. Au para-
graphe 2, nous deH veloppons l'outil principal de la construction de la cham(ne  . Naturellement, la
deHmonstration du cas ou` la singulariteH est non isoleH e utilise le reH sultat du cas de singulariteH isoleH e.
Avertissement
Le long de tout cet article la notation $ signi"e: ! respectivement #, et G signi"e:
# respectivement !. Ainsi, par exemple, on notera h

($a)"Gb, a3A($) au lieu de
h

(!a)"#b, a3A(!) respectivement h

(#a)"!b, a3A(#).
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1. Rappels
1.1. Distributions f 

Soit un germe non constant de fonction analytique reH elle ayant 0 comme point critique
f : (, 0)P(, 0), df (0)"0, n*0, (1.1)
df eH tant la di!eH rentielle de f. Le theH ore`me de Bertini-Sard a$rme que les valeurs critiques de f sont
isoleH es. On peut donc choisir un voisinage de 0 (a` la source), noteH geH neH riquement par X , tel que
0 soit la seule valeur critique de f dans ce voisinage. Dans cette situation, le theH ore`me de
deH singularisation de Hironaka [15] ou bien l'existence de la b-fonction en 0 (Bernstein [5] pour un
polyno( me, BjoK rk [7] pour une fonction analytique) du germe (1.1) et la formule de Stokes
semi-analytique [14] permettent d'eH tablir que, pour toute fonction-test  dans C

(X ), la fonction
holomorphe
	 f 

,
: 33,R'0C

f 

(x)(x) dx (1.2)
se prolonge en une fonction meH romorphe sur , avec un contro( le de croissance sur des demi-plans
verticaux. Les po( les (eH ventuels) sont sous la forme!, 3B

, B

"p/r, p3H, r"r( f ) est un
entier non nul "xeH qui deH pend du syste`me local de monodromies du germe complexi"eH au voisinage
de 0 (et/ou de la b-fonction). L'ordre de chaque po( le est au plus eH gal a` n#1. Pour chaque candidat
po( le!, on note par; , q31, n#1, les distributions donneH es par la partie polaire de 	 f  ,

en!:


	
; ()
(#) . (1.3)
En appliquant le theH ore`me de Fubini, on a
	 f 

,
"


t$t
	

dx
df dt, R'0, (1.4)
les "bres eH tant orienteH es par le gradient de f et dx/df deH signe la forme de Guelfand}Leray de dx
le long de  f"0. On voit donc que 	 f 

,
 est la transformeH e de Mellin (classique) de la fonction
a` variable reH elle$tg ($t), avec l'inteH grale-"bre g ($t) deH "nie par

	

 dx
df
, $t'0
"0, $t)0.
On en deH duit l'existence d'un deH veloppement asymptotique de la fonction $tg($t)(voir les
articles de Jeanquartier [17] et de Maire [24]) et, en divisant par$t, on obtient celui de g($t)
g($t)&





< ()($t)(log$t) (mod[[$t]]), (1.5)
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avec les relations des distributions:
; "(!1)(q!1)!<

 , (, q)3B1,n#1. (1.6)
Les supports des distributions; , pour q*2 ou   (resp. 3 et q"1) sont contenus dans le
lieu critique (resp. la "bre singulie`re) de la fonction f.
1.2. InteH grales oscillantes
Soit une fonction-test 3C

(X ), en appliquant la formule de Fubini, l'inteH grale oscillante (0.1)
s'eH crit


exp(if (x))(x) dx"


exp(it)
	

 dx
df , 3,
soit la somme des deux transformeH e de Fourier sur  des fonctions g ($t) (inteH grables, a` supports
compacts dans 

)
F(g(#t))()#F(g (!t))(!). (1.7)
L'inteH grabiliteH de celles-ci en 0 reH sulte du fait que dans le deH veloppement asymptotique (1.5) la
puissance !1 de$t est strictement supeH rieure a`!1. On en deH duit que, pour  tendant vers
$R, l'inteH grale oscillante admet le deH veloppement asymptotique (0.1). Pour le voir, on utilise le
fait que si  est une fonction dans C

(), valant indentiquement 1 au voisinage de 0 et
(, q)3B

0, n, en posant "!1, on a les deH veloppements asymptotiques
(i) 


exp(it)t(log t)(t) dt &

d
d
(#1)
(!i) , (1.8)
(ii) 


exp(it)(!t)(log!t)(t) dt &

d
d
(#1)
(i)
,
arg($i)"$/2;  deH signe la fonction d'Euler ()"

exp(!t)tdt, R'0.
Etablissons par exemple la formule (i). Prenons 0((RI tels que le support de  soit contenu
dans [!RI , RI ]. On suppose que  deH pend uniquement de t
, soit (t)"(t
). Alors, en appliquant
la formule de Stokes pour la forme di!eH rentielle I (s)"exp(is)s(log s)(s
) ds dans le quart de
couronne s3, 
)s
)RI 
,0)Rs, 0)Is et en faisant tendre  vers 0, on obtient l'eH galiteH des
deux termes



exp(it)t(log t)(t
) dt!i


exp(!t)(it)(log it)(t
) dt,
R	I	exp(is)s(log s)s

s
(s
) dsds.
Le dernier terme est plat en#R puisqu'il s'eH crit sous la forme 	


g(,) d, *1, g eH tant C,
plate en#R par rapport a`  (uniformeHment par rapport a` , car le support de (/s ) ne contient
pas l'origine). En"n, puisque ,1 au voisinage de 0, le comportement de
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!i

exp(!t)(it)(log it)(t
) dt est le me(me que celui de !i

exp(!t)(it)(log it) dt qui
vaut!d/d(#1)/(!i).
Remarque 1.2.1. (i) Les distributions du deH veloppement asymptotique (0.1) satisfont a` la relation
¹

"¹

, ceci nous permettra plus tard (paragraphe 3) de nous contenter d'examiner se qui se
passe pour  tendant vers#R. (ii) Il ressort des relations (1.6) et (1.8) que toute distribution
¹

du deH veloppement asymptotique (0.1) est dans le sous-espace vectoriel sur  engendreH par la
famille des distributions ; ,; , (, q)3B1, n#1.
Nous allons maintenant rappeler la deH "nition du spectre telle qu'elle est formuleH e par
Palamodov [27]. Pour la convenance du lecteur nous adoptons dans le reste de ce sous paragraphe
les me(mes notations que l'article preH citeH . Pour toute n-forme test  a` coe$cients dans C

(X ), en
eH crivant (1.5) pour "df/dx, on obtient le deH veloppement asymptotique ((0.2), [27])

	

&





b()($t)(log$t)#


	
b

t. (1.9)
Pour lever l'ambiguiteH dans cette eH criture, on impose la condition suppleHmentaire b"0 pour
 entier naturel. Dans ces conditions, les b deH "nissent des 1-courants sur l'ouvert X dont les
supports sont contenus dans le lieu critique de f.
DeH 5nition 1.2.1. Pour 3B

on deH "nit un entier q comme suit:
(1) Si  n'est pas un entier, q est le plus grand entier q tel que le 1-courant b soit non nul.
(2) Si  est un entier, q est le plus grand entier q tel que bO(!1)b , ou bO0.
(3) Si tous les 1-courants b sont nuls, q"0.
De la relation b( f)"$b() on deH duit que la fonction q est croissante au sens large sur
toute progression arithmeH tique d'eH leHments dans B

de raison 1.
DeH 5nition 1.2.2. On appelle spectre asymptotique reH el du germe (1.1), du point critique 0,
l'ensemble S( f, 0) :"3B , q(q.
La quantiteH q est appeleH e ordre de l'eH leHment spectral .
Dans la situation du germe (1.1), avec cette deH "nition et en appliquant (1.8), pour toute
fonction-test  dans C

(X), le deH veloppement asymptotique (0.1) s'eH crit comme ci-dessous
(proposition 5.1, [27], en corrigeant ($) en ($)):


exp(i f(x))(x) dx &


 

A ()[[1/$]]
(log$)
($) , (1.10)
ou` A sont des distributions a` valeurs dans [[1/$]], l'anneau des seH ries formelles en 1/$
a` coe$cients dans , telles que pour tout  donneH dans S( f, 0) il existe au moins une distribution
scalaire non nulle A (0).
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Actuellement, contrairement a` l'eH tude des invariants des germes de fonctions holomorphes
(prolongements meH romorphes des distributions  f 
 [2], spectre complexe pour les inteH grales sur
les cycles eH vanescents, etc.) qui beH ni"cie de la richesse de la strucure complexe, on ne sait pas deH crire
de fac7 on preH cise tous les termes singuliers e!ectifs du deH veloppement asymptotique de l'inteH grale
oscillante (0.1). Signalons toutefois qu'il y a des reH sultats partiels; la liste des travaux autour de cette
question que nous donnons ci-dessous est non exhaustive:
(1) Le spectre est non vide sous certaines hypothe`ses sur le polye`dre de Newton du germe [1,11].
Avec ces hypothe`ses on a une formule explicite de l'indice (ainsi que l'ordre) d'oscillation 

de (0.1),
dont l'opposeH est eH videmment un eH leHment du spectre.
(2) Dans le cadre des distributions f 

, il y a des reH sultats partiels pour le cas ou` f est eH gale
a` l'invariant relatif (c'est un polyno( me homoge`ne) d'un espace preH homoge`ne reH el ([8,10,30], et
d'autres de l'eH cole japonaise). Il y a eH galement des reH sultats de Cassou-Nogue`s, via le calcul de
racines de la b-fonction (par exemple [9]) qui utilisent le polye`dre de Newton pour des polyno( mes
a` deux indetermineH es.
(3) Dans [3], Barlet donne deux crite`res topologiques sur la "bre de Milnor complexe qui
assurent l'existence de po( les (e!ectifs) pour la distribution f 

.
(4) Si le germe est a` singulariteH isoleH e (dans le reH el), alors le spectre est contenu dans le spectre
complexe, de degreH n, S

( f, ) ([27], voir eH galement [18] (theH ore`me 1.1)) pour le me(me reH sultat dans
le cadre des deH veloppements asymptotiques (1.9).
Le reH sultat geH neH ral, avanceH par Palamodov est la conjecture suivante, que nous prouvons par la
suite.
Conjecture 1.2.1. Soit f : (, 0)P(, 0) un germe non constant de fonction analytique ayant
0 comme point critique, alors le spectre asymptotique reH el S ( f, 0) est non vide.
1.3. InteH grales de la meH thode point-selle ou du col
Nous reprenons dans ce sous paragraphe, avec essentiellement le me(mes notations, les reH sultats
sur les inteH grales de la meH thode de point-selle donneH s par Malgrange [25] pour une singulariteH
isoleH e dans le complexe et par Hamm [12] pour une singulariteH quelconque. ConsideH rons un germe
de fonction holomorphe a` singulariteH reH elle quelconque
f : (, 0)P(, 0), df (0)"0, If

,0. (1.11)
On deH signe par f :XPD un repreH sentant de Milnor [26] geH neH rique de ce germe; ceci veut dire que
X est la trace sur une petite boule dans de l'image reH ciproque d'un disqueD de rayon tre`s petit
par rapport a` celui de la boule. Soit  une cham(ne singulie`re, de dimension reH elle n#1, traceH e dans
X. Nous allons rappeler ci-dessous des reH sultats concernant l'inteH grale de la meH thode de point-selle
sur les cham(nes dites permises. Une cham(ne  dans X est dite permise si son bord  ( deH signe
l'opeH rateur bord du complexe des cham(nes) est contenu dans X :"z3X, I f (z)'0. Deux
cham(nes  et  sont dites eH quivalentes s'il existe une cham(ne <LX, de dimension n#2, telle que la
cham(ne  :"!#< soit contenue dans X. C'est bien une relation d'eH quivalence sur les
cham(nes permises dont les classes forment un espace vectoriel sur qui comKncide avec avec le groupe
d'homologie relative H

(X,X,); on note la classe de  par [] . Soit  une (n#1)-forme
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holomorphe sur X. La meH thode de point-selle (ou du col), consiste a` eH tudier le comporte-
ment asymptotique de l'inteH grale exp(if ), quand le parame`tre  tend vers#R. Comme 
est un compact de X, l'inteH grale exp(if ) est plate en#R et par conseH quent le comporte-
ment asymptotique de la premie`re inteH grale ne deH pend que de []. D'ou` l'on pose par
deH "nition



exp(if ) " &
 exp(if ). (1.12)
En fait, on a une description plus preH cise de (1.12) a` l'aide des inteH grales sur les cycles eH vaneH scents.
Pour eH noncer ce reH sultat, preH cisons tout d'abord quelques notations. Pour s3DH,H(X(s),) (resp.
H

(X(s),) deH signe le groupe de cohomologie (resp. homologie) reH duite de degreH n de la "bre de
MilnorX(s)"X f(s). Nous allons, bien su( r, faire l'abus usuel de notations: (s)3H

(X(s),), s,
log s sont en fait des fonctions deH "nies sur le reve( tement universel de DH. Fixons un reH el t

3DH

,
la forme (meH romorphe) de Guelfand}Leray /df deH "nit une classe [/df] dans l'espace vectoriel
H(X(it

),). On note par ¹ l'opeH rateur de monodromie locale de Picard}Lefschetz agissant sur
cet espace. Avec la leH ge`re modi"cation des notations due a` la preH sence du nombre complexe i, on
a le theH ore`me suivant [12, 25].
TheH ore`me 1.3.1. Pour  tendant vers#R, le de& veloppement asymptotique (1.12) vaut



exp(if )" 


b ([], [/df ])
(log)

, (1.13)
ou%
(i) "m#r,m3, r3[0,1[, (¹!e
id)"0,
(ii) b sont des formes biline&aires sur le produit d 'espaces vectoriels
H

(X,X,)H(X(it

),).
Nous indiquons simplement ici les ingreH dients essentiels de la deHmonstration de ce theH ore`me; et
par la me(me occasion, nous donnerons di!eH rentes formules qui interviendront au paragraphe 3:
(1) DeH veloppement asymptotique d'inteH grales sur les cycles eH vanescents. Soit ((s))
	
une
famille localement constante de cycles eH vanescents dans le groupe d'homologie H

(X(s),). Alors,
pour toute (n#1)-forme holomorphe sur X, on a le deH veloppement asymptotique convergent

	

df
&
	
	
 	




as(log s). (1.14)
(2) Famille de cycles eH vanescents associeH e a` la classe d'une cham(ne permise : (
	
[]), s3DH

,
DH

"s3DH, Is'0. Soit la longue suite exacte d'homlogie relative associeH e a` la paire (X,X)
2PH

(X,)PH

(X,X,) /PH

(X,)PH

(X,)P2 (1.15)
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Comme l'ouvert X est de Stein et contractible, on a H

(X,)"H

(X,)"0 (1.16); et par
conseH quent on a l'isomorphisme bord (dans X)
 :H

(X,X,)PH

(X,). (1.17)
D'autre part, la "bration f :XPDH

est triviale car le demi-disque DH

est contractible; ceci donne
naissance a` l'isomorphisme bord dans la "bre X(s)

	
:H

(X,X,) PH

(X(s),), s3DH

. (1.18)
L'image de la classe [] ( eH tant permise) par cet isomorphisme est obtenue en deH formant le bord
de  dans X vers X(s), voir la remarque 2.2.2 pour une eH criture `explicitea de cette image. La
famille 
	
[], s3DH

, est une famille de cycles localement constante. Notons que si 
	
, s

3DH

, est
un cycle dansH

(X(s

),), il est le bord d'une cham(ne permise, de dimension n#1, LX carX est
contractible et on a donc 
	
([])"
	
.
(3) Pour toute cham(ne permise  de bord  contenu dans la xbre X(it

), t

'0, et pour toute
n-forme  holomorphe sur X, on a la formule de Fubini
d"i




/
 
d
df  dt. (1.19)
En e!et, le membre gauche est eH gal d'apre`s la formule de Stokes a` 
/
, ou` l'on a par deH "nition



[]"; on obtient donc (1.19) car la fonction t3]0, t

]C i


(
/	 
d/df ) ds a pour deH riveH e
t3]0, t

]C i
/
 
d/df et sa limite en 0 est nulle.
Soit  une (n#1)-forme holomorphe sur X; comme X est contractible, pour tout 3 "xeH il
existe une n-forme holomorphe  telle que d"exp(if ). En eH crivant la formule preH ceH dente
pour d , obtient la formule de Fubini
exp(if )"i



exp(!t)
/
 

df dt. (1.20)
En"n, l'existence du deH veloppement asymptotique (1.13) pour  de bord  contenu dans X(it

)
s'obtient en appliquant la formule (1.20), la formule du deH veloppement asymptotique (1.14) pour la
famille des cycles 
	
[] et en calculant la transformation de Fourier}Laplace des termes singuliers
(it)(log it), j30,n; on observera que les inteH grales de type 


exp(!t)t(log t)dt, '!1,
sont plates en #R. Comme le comportement asymptotique  exp(if ) (1.12) ne deH pend
que de la classe de , le deH veloppement asymptotique (1.13) est valable pour  permise sans
aucune hypothe`se sur le bord. L'eH galiteH des classes [/df ]"[/df ] dans H(X(it

),)
donne, d'apre`s la theH orie de Gauss}Manin l'existence de deux (n!1)-formes w

et
w


meH romorphes le long de X(0) telles que /df!/df"dfw

#dw


, ce qui implique l'eH galiteH
des inteH grales sur les cycles eH vaneH scents 
/	 
/df"
/	 
/df. Ainsi, le deH veloppement asym-
ptotique (1.13) ne deH pend que de la classe de/df dansH(X(it

),). La bilineH ariteH des formes b est
eH vidente.
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1.4. Formules de Stokes
Nous rapppelons dans ce sous-paragraphe deux formules de Stokes pour une varieH teH de classe
C respectivement pour une feuille sous-analytique eH tablies par Paw"ucki [28], ainsi que celle
eH tablie par Poly [29] pour une cham(ne sous-analytique. Nous donnerons des versions qu'on
appliquera directement au paragraphe 3 pour obtenir les proprieH teH s de la cham(ne  qui nous
inteH ressent.
1.4.1. Formule de Stokes pour le cas C
SoitM une sous-varieH teH , k*2, de classe C, localement fermeH e, relativement compacte et de
dimension m*2. Notons bM"MM M son bord.
DeH 5nition 1.4.1. (1) Un point a3bM est dit point bord reH gulier de M si, localement en a, M est
di!eH omorphe a` un germe en 0 de l'ensemble x3, x

'0, x

"0, j"m#1,2, k.
(2) Un point a3bM est dit point bord quasi-reH gulier de M s'il existe un voisinage < de a dans
 satisfaisant aux deux conditions:
(i) <M est une sous-varieH teH de classe C, de dimension m, est reH union "nie (disjointe) de
composantes connexes 

dont les bords comKncident dans un voisinage de a,
(ii) a3 :"

b(

) et a est un point reH gulier de chacune des sous-varieH teH 

.
Supposons maintenant que M soit orienteH e par une o-forme (de degreH maximum), o pour
orientation, et soitN une sous-varieH teH C de , de dimension m!1,NLbM, telle que tout point
a de N soit un bord quasi-reH gulier deM. On deH "nit , la o-forme induite sur N parM, comme suit.
Soit a3N,= un voisinage de a dans  tel que=bM"N=, M= admet un nombre "ni de
composantes connexes 

(du 2) (ii) de la deH "nition preH ceH dente et tel que chaque point x3N=
soit un point bord reH gulier pour tout 

. Si on note par 

la o-forme induite sur N= par 

, on
peut alors poser "

sur N=. Si a parcourt N alors, par partition de l'uniteH , ces o-formes se
recollent en une orientation deN. On eH tablit alors la version C de la formule de Stokes (theH ore`me
3.1, [28]):
TheH ore`me 1.4.1. Soit M une sous-varie& te& de , de classe C, de dimension m*2 et oriente& e; et soit
 une sous-varie& te& de classe C de , de dimension m!1, dont chaque point est un point bord
quasi-re&gulier deM. Soit  la o-forme induite sur  par l'orientation deM, et soit  une (m!1)-forme
diwe& rentielle C dans un voisinage de MM telle que MM support () soit un compact et bMsup-
port ()L.
Alors on a la formule de Stokes


d".
1.4.2. Semi-analytiques et sous-analytiques
Pour eH noncer la version sous-analytique de la formule de Stokes, nous allons rappeler d'abord
quelques deH "nitions basiques concernant les ensembles semi-analytiques et les ensembles sous-
analytiques. Le lecteur inteH resseH par ces deux geH omeH tries trouvera un survey sur la question dans
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l'article de |ojasiewicz [23] et une autre approche de ces deux geH omeH tries dans l'article de
Bierstone et Milman [6].
DeH 5nition 1.4.2. Soit ML une varieH teH analytique reH elle, localement fermeH e. Un sous-ensemble
E deM est dit semi-analytique si chaque point a deM posse`de un voisinage ouvert; tel que;E
soit deH "ni par une famille "nie de syste`mes "nis d'ineH galiteH s de la forme g'0 ou g*0 avec
g analytique sur ;.
DeH 5nition 1.4.3. Soit ML une varieH teH analytique reH elle, localement fermeH e. Un sous-ensemble
E deM est dit sous-analytique, si chaque point point a deM posse`de un voisinage; tel que ;E
est l'image par la projection MPM d'un semi-analytique relativement compact de M
(ou` p deH pend de a).
DeH 5nition 1.4.4. Une sous-varieH teH analytique reH elle ML, localement fermeH e, est appeleH e feuille
sous-analytique si elle est eH galement un ensemble sous-analytique de .
Pour toute application g :UPV entre varieH teH s analytiques reH elles, l'image de tout sous-
ensemble sous-analytique E relativement compact deU est un sous-analytique deV. Evidemment,
un sous-ensemble semi-analytique est sous-analytique.
1.4.3. Formule de Stokes pour une feuille sous-analytique
DeH 5nition 1.4.5. Soit M une feuille sous-analytique de , k*2, de dimension m*2. On appelle
bord quasi-reH gulier de M l'ensemble M formeH des points a3bM tels que
(1) le germe (bM, a) est une sous-varieH teH , localement fermeH e, de dimension m!1,
(2) a est quasi-reH gulier de M.
D'apre`s Paw"ucki (theH ore`me 2.1, [28]), pour toute feuille sous-analytique M, si le bord quasi-
reH gulier M est non vide alors c'est eH galement une feuille sous-analytique, de dimension constante
m!1 et bMM est un sous-analytique de  de dimension au plus eH gale a` m!2. Supposons
maintenant que la feuille sous-analytique M soit orienteH e et de bord quasi-reH gulier M non vide.
Alors, comme dans le casC, pour chaque point a dans M, avec les notations de la deH "nition 1.4.1,
la restriction de cette orientation a` chaque ouvert 

induit sur  une orientation que l'on
interpre`te comme une o-forme 

. Posons "

; c'est une o-forme sur . Si le point a parcourt
M, ces o-formes se recollent en une o-forme  sur M. On prendra alors comme orientation sur M
l'orientation ainsi construite. Ces deH "nitions eH tant preH ciseH es, le theH ore`me pour la formule de Stokes
sous-analytique (theH ore`me 3.7, [28]), dans le cadre qui nous inteH resse ici, s'eH nonce comme suit.
TheH ore`me 1.4.2. SoitM une feuille sous-analytique relativement compacte de , k*2, de dimension
m*1 et oriente&e. Supposons que M, le bord quasi-re&gulier de M, est non vide; et soit  l'orientation
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induite sur M par celle de M. Soit enxn  une (m!1)-forme diwe& rentielle C dans un voisinage de
MM dans .
Alors d est inte&grable sur M,  est inte&grable sur M et on a la formule de Stokes


d"
/
.
Notation 1.4.1. Dans les deux versions de la formule de Stokes pour M et "M avec les
hypothe`ses requises, on adoptera comme seule notation


d"
/
. (1.21)
1.4.4. Formule de Stokes pour une cham(ne sous-analytique
Dans sa the`se [29], Poly donne une construction de l'inteH grale de formes di!eH rentielles sur une
p-cham(ne sous-analytique de , p3H. Une p-cham(ne sous-analytique est par deH "nition une classe
d'eH quivalenceZ (pour une relation d'eH quivalence que nous n'allons pas preH ciser ici) de p-preH cham(ne
sous-analytiques. Une p-preH cham(ne sous-analytiques de  a` coe$cients dans , est une combina-
ison lineH aire "nie d'objets Y"(>,>,  ) ou` (>,>) est un couple de fermeH s sous-analytiques de
, tels que dim>)p, dim>)p!1, et ou`  3H (>, ) avec >">>. Il existe un
opeH rateur bordB qui agit sur les cham(nes sous-analytiques. Si on note I le courant d'inteH gration sur
les cham(nes etBI l'opeH rateur bord sur les courants, on a la formule de Stokes (Formule de Stokes 4.7,
[29]), pour les cham(nes sous-analytiques, donneH e ci-dessous.
TheH ore`me 1.4.3. Pour toute chanLne sous-analytique Y, on a BI I(Y)"I(BY).
SoitM un sous-ensemble sous-analytique de dimension p d'un ouvert;L, localement fermeH
et relativement compact. La donneH e de  3H

(M, ) (non nulle) deH "nit une p-cham(ne M comme
eH tant la classe de la preH cham(ne "de`le (MM , bM, ), soit BM la (p!1)-cham(ne bord deM. La formule
de Stokes ci-desssus peut s'eH crire, pour toute (p!1)-forme C dans un voisinage de M,
M d"BM. (1.22)
Cette formule reste vraie en particulier siM est une feuille sous-analytique de dimension p, orienteH e
par une p-forme=, C dans un voisinage de MM . Dans ce cas, d'apre`s la construction de Poly, la
p-preH cham(ne (MM , bM,*) est un repreH sentant "de`le et reH gulie`re de M et on a les eH galiteH s
Md"d, BM"/; et on retrouve ainsi la formule (1.21).
Champ gradient et 5bres
Le but de ce paragraphe est de mettre au point des outils techniques pour la construction, via la
proposition 2.2.1, de la cham(ne sous-analytique  qui nous inteH resse pour eH tablir le reH sultat pour
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une singulariteH isoleH e. Ces outils utilisent les courbes inteH grales des champs `gradienta du germe
reH el, de la partie reH elle et de la partie imaginaire du germe complexi"eH .
2.1. Germe de fonction analytique reH elle
On reprend le germe de fonction analytique reH elle (1.1) avec les me(mes donneH es locales en
supposant qu'il est de signe non constant. En outre, on suppose qu'il existe deux constantes
0(C"C( f ) et 0(c"c( f )(1, que nous appelons constantes de |ojasciewicz de f en 0 telles que
sur l'ouvert X"X, f :XPD eH tant un repreH sentant de Milnor du germe complexi"eH , la
fonction f satisfait a` l'ineH galiteH , dite de |ojasciewicz (voir [6] ou [23]),
grad f *C f . (2.1)
Remarque 2.1.1. Si n#1"2m, m*1, et f"Rh (resp. Ih) la partie reH elle (resp. imaginaire) d'un
germe de fonction holomorphe h : (, 0)P(, 0), alors f change de signe; ceci est une conseH quence
du fait que h est ouverte.
Notation 2.1.1. (1) La variable dans  sera noteH e x"(x

,2, x ).
(2) Pour tout point x3X(df )(0), l'application s3ILC	 (x),  (x)"x, deH signe la
courbe inteH grale maximale du champ de vecteurs `gradienta
W :" grad f
grad f 

. (2.2)
(3) Pour ALB (0, )"x3, x(, AM deH signe la fermeture de A dans la boule fermeH e
BM  (0, ).
Comme 	WM , df
"1, ou` 	x, x
"
	
x

x

est le produit scalaire de x"(x

,2,x) et
x"(x

,2, x), on deH duit la relation
f (
	
(x))"s#f (x), ∀s3I

. (2.3)
DeH 5nition 2.1.1. Soit  et  deux reH els tels que 0(;;1. On appelle tube de Milnor ouvert
(resp. fermeH ) l'ensemble X(, )"x3B (0, ),  f (x)( (resp. XM  (, )"x3BM  (0, ),
 f (x))) (Fig. 1).
Dans la suite, on va supposer que l'ineH galiteH (2.1) est valable dans un tube de Milnor ouvert
X(, 4) contenant un deuxie`me tube fermeH XM  (, 2). Les reH els , , ,  et  sont choisis assez
petits et veH ri"ant les ineH galiteH s
(i) 0(;2;1, (2)
C(1!c)(

2
, 0(2(( (2.4)
(ii) 0(;4;1, (
2
.
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Fig. 1. Tube de Milnor pour f (x

,x

)"x


!x

.
Lemme 2.1.1. (1) Pour tout x3XM ($) H " XM  (, )f($) et pour tout s3]!, [, le point



(x) est dans X (2, #(2)/C(1!c))f(0).
(2) L'ensemble E(, )"M(#, )M(!, ), M($, )"
	
(x), x3XM ($), s3]!, [ est
d 'inte& rieur non vide et contenu dans le tube de Milnor ouvert X(, 2).
DeHmonstration. (1) En partant de l'eH galiteH 
	
(x)"x#	

W(

(x) du, et en utilisant les ineH galiteH s:
triangulaire dans  et celle de |ojasciewicz (2.1), on obtient

	
(x))x#$#s
C(1!c) (#
(2)
C(1!c) ;
et avec l'ineH galiteH 0(f (
	
(x)"$#s(2 on a le (1).
(2) L'inteH rieur est non vide car aux points non critiques les courbes 
	
(x) sont transverses aux
"bres. L'inclusion deH coule des ineH galiteH s (2.4). 
DeH 5nition 2.1.2. Soit E(, ) l'ensemble du lemme 2.1.1; soit 3]0, 2]:
(1) On appelle tube de Milnor ouvert (resp. fermeH ) coupeH au bord, l'ensemble
X (, ) :"

EM (, )x3X(, 2),  f ( (resp.XM  (, ) :"EM (, )x3X(, 2),  f ) (Fig. 2).
(2) On note X (s) (resp. XM  (s), la trace de la "bre f(s), s3[!, ]0 (resp. s3[!, ]), sur
X (, ) (resp. XM  (, )).
DeH 5nition 2.1.3. Deux points x et x respectivement deXM  ($) et XM  (G) sont dits opposeH s si la
longueur des intervalles I

, I

est au moins eH gale a` 2 et 

(x)"x.
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Fig. 2. Tube de Milnor coupeH au bord pour f (x

,x

)"x


!x

.
Remarque 2.1.2. Il existe des points sur XM ($) qui n'admettent pas de points opposeH s.
En e!et, si tout point admettait un opposeH l'application f :XM  (, )P[!, ] serait une
"bration triviale ce qui n'est pas le cas. Cependant, on a ceci:
1. L'application f :X (2, )f'0P]0, 2] est une "bration triviale. Il en est de me(me pour
f :X (, )f(0P[!2, 0[, ainsi que si on remplace X (, ) par XM  (, ).
2. Si x3X($) admet un point opposeH x3X (G), alors les courbes s3]!, [
C
	
(x), 
	
(x) se recollent analytiquement au point 
(x) qui est par ailleurs un point inteH rieur du
tube de Milnor coupeH au bord.
3. Si x3XM  ($) n'admet pas de point opposeH , alors ou bien lim	 	 (x) (l'existence de cette
limite deH coule de l'ineH galiteH de |ojasiewicz (2.1)) est un point critique de f ou bien 
(x) un point
bord du tube de Milnor coupeH au bord.
2.2. Partie reH elle et partie imaginaire d'un germe de fonction holomorphe
Nous allons maintenant deH velopper des outils techniques, analogues a` ceux de la partie 2.1, pour
Rf et If en tant que fonctions analytiques reH elles ou` f : (, 0)P(, 0), n*1, est un germe de
fonction holomorphe ayant 0 comme point critique et veH ri"ant l'hypothe`se suivante:
(i) f"Rf : (, 0)P(, 0), (df )(0)"0 (singulariteH isoleH e),
(ii) la "bre reH elle geH neH rale est non compacte,
(iii) If

,0 (f est une complexi"cation de Rf

). (2.5)
Commenions d'abord par quelques observations geH neH rales sur la complexi"cation:
1. L'hypothe`se (ii) nous permet de simpli"er les notations dans les formules qui vont suivre.
Notons par ailleurs que si la "bre geH neH rale reH elle est compacte, avec l'hypothe`se (i), la preuve de la
conjecture est assez simple et n'a pas besoin de tout ce qui est eH tabli dans ce paragraphe.
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Question: Y-a-t-il un lien entre les constantes de |ojasiewicz en 0 de Rf, If et f (pour le germe complexe ou germe
reH el)?
2. Un germe de fonction analytique reH elle veH ri"ant les hypothe`ses (i) et (ii) peut tre`s bien avoir un
germe complexi"eH dont le lieu critique est de dimension complexe supeH rieure ou eH gale a` 1, c'est le
cas de la fonction a` trois variables f (x

, x

, x


)"(x


#x


)
!x


par exemple.
3. On peut voir assez facilement que pour un germe de fonction analytique reH elle a` singulariteH
isoleH e, il y a eH quivalence entre "bre geH neH rale non compacte et dim f(0)"n.
4. Dans 3., la condition de singulariteH isoleH e est neH cessaire; en e!et, la fonction a` trois variables
f (x

, x

, x


)"x


#x


est a` "bre non compacte et cependant veH ri"e dim f(0)"1.
Nous preH cisons maintenant quelques donneH es locales concernant les singulariteH es des fonctions
Rf et If. Nous comple`terons eH galement le choix constantes locales e!ectueH dans la partie 2.1.
Comme d'habitude, on fait l'identi"cation K et on eH crit z"Rz#iIz, avec
Rz"(x

,2, x ) et Iz"(y ,2, y ) dans . Alors, les eH quations de Cauchy-Riemann pour f
(i)
Rf
x

"If
y

, (ii)
Rf
y

"!If
x

, j"0,2, n, (2.6)
donnent les eH galiteH s
(i) 	gradRf, gradIf
"0, (ii) gradRf "gradIf "grad f , (2.7)
ou` 	.,.
 (resp. . ) deH signe le produit scalaire (resp. la norme euclidienne) dans . Et on
deH duit du (ii) que les fonctions f, Rf et If ont le me(me ensemble de points critiques. Comme dans le
cas reH el, on a les inclusions entre germes d'ensembles analytiques complexes (df )(0)Lf(0) et on
pourra supposer que dans un voisinage X

de 0 dans , les deux fonctions analytiques reH elles
Rf et If veH ri"ent les ineH galiteH s de |ojasiewicz correspondantes 
(i) gradRf *ARf , 0(A"A( f ), 0(a"a( f )(1,
(ii) grad If *BIf , 0(B"B( f ), 0(b"b( f )(1. (2.8)
On reprend les constantes (2.4) et on se donne en plus un reH el t

'0 assez petit tel que
(i) 0(2#2t

(, (ii) (2)
A(1!a)#
(2t

)
B(1!b)(

2
. (2.9)
Avec ces donneH es, on prendra les ouverts de repreH sentants de Milnor embom( teH s
X

"B(0, 4)f(D) (D"D(0,)) et X"B(0, 2)f(D) (D"D(0, )). Comme If

,0,
les deH riveH es partielles aux points reH els de If par rapport aux x

sont nulles; et par restriction de (2.8)
(i) a` , on voit que le germe analytique reH el f : (, 0)P(, 0) satisfait a` (2.1) sur
X(, 4)"X avec C"A et c"a.
Notation 2.2.1. (1) On note les courbes inteH grales maximales, sur l'ouvertX

(df )(0), des champs
de vecteurs `gradientsa
(i) s3I

LC;
	
(z),
d;
	
(z)
ds
"S(;
	
(z)), ;

(z)"z, S H " gradRf
gradRf 

,
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(ii) t3J

LC<


(z),
d<


(z)
dt
"T(<


(z)), <

(z)"z, T H " gradIf
gradIf 

(2.10)
I

et J

eH tant des intervalles.
(2) On note Z :"(s, t, z)3]!, []!2t ,2t[X(df )(0), s(Rf (z) et on deH "nit
l'application analytique reH elle
G :ZPX ,
(s, t, z)CG (s, t, z) H " ;	 <
(z). (2.11)
L'analyciteH de G deH coule de celles de S et T sur l'ouvert X(df )(0). Notons que les relations
	S, gradRf
"	T, gradIf
"1 et 	S,T
"0 impliquent que, pour z "xeH , G est a$ne, soit
f (G(s, t, z))"f (z)#s#it, ∀(s, t)3I	 J . (2.12)
Le reH sultat crucial de ce paragraphe est la proposition suivante:
Proposition 2.2.1. Soit A() 
H " Z (!)ZZ() la re&union disjointe des deux xbres de Milnor re&elles
Z ($) H " X (,
)f($). Alors
(1) l'ensemble ]!, []!2t

, 2t

[A () est contenu dans Z sur lequel la restriction de
l'application G (2.11) induit un plongement dans X(df )(0),
(2) pourC() 
H "X(!)ZX(), X($) H "X(, )f($), l'ensemble (t), image de ]!,
[]0, t

[C () par l'application G , est une sous-varie& te& analytique re&elle de X oriente&e, relative-
ment compacte et de dimension n#2.
DeHmonstration. (0) L'image de ]!, []!2t

, 2t

[Z($) est bien dans X; en e!et la
formule (2.12) donne  f (G(s, t, x)))#s#t(. Et, comme dans la deHmonstration du (1) du
lemme 2.1.1, en eH crivant <


(x)"


T(G (0, v, x)) dv#x puis G (s, t, x)"	S(G(u, t, x)) du#<


(x) pour x3Z($), les ineH galiteH s: triangulaire dans , (2.8) et (2.9), on obtient
G(s, t,x))x#(2)/A(1!a)#(2t )/B(1!b)(2.
(1) La restriction de dG , la di!eH rentielle de G , a` ]!, []!2t , 2t[ZM () est de rang
n#2 car la "bre XM ($) (dont la dimension reH elle vaut n) est contenue dans la "bre complexe
Xf($) et f :X

PD reH alise une "bration C triviale au dessus de chaque secteur du type
f(re, 0(r(, 0(

(2!

). L'eH galiteH G(s, t, x)"G(s, t, x) donne, par applica-
tion de f, s$"s$ et t"t ou bien sG"s$ et t"t. Dans le premier cas, l'uniciteH des
trajectoires des champs de vecteurs S et T, passant par un point donneH , fournit immeH diatement
l'eH galiteH (s, t, x)"(s, t, x). Le deuxie`me cas ne peut se produire car s!s(2; ainsi G est
injective.
(2) Le fait que (t

) soit une sous-varieH teH analytique de dimension n#2 (localement fermeH e)
analytique deX deH coule de (1) et il est clair qu'elle est relativement compacte. On peut prendre sur
(t

) l'orientation donneH e par la (n#1)-forme 
	
y

dy

dx

2dx

, qui ne s'annule pas
sur X. 
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Notons que l'adheH rence  M (t

) (dans X) est connexe car 0 est adheH rent a` l'image de chaque
composante connexe de X ($) et sa trace sur  est eH gale au tube de Milnor fermeH coupeH au
bord XM  (, ). Et, comme dans le cas reH el, on a la remarque ci-dessous.
Remarque 2.2.1. Soient x3XM  (), x3XM (!) et t3]0, t[; supposons que (, t,x) et (!, t,x)
sont dans Z . Alors si G(!, t,x)"G (, t,x), les deux courbes sCG(s, t, x) et sCG (s, t,x) se
recollent analytiquement en ce point. Et si G(!, t,x)OG(, t,x) pour tout x3XM (!), le
pointG (, t,x) est un point bord reH gulier de  M (t ). On a le me(me reH sultat en eH changeant les ro( les de
x et x.
Remarque 2.2.2. A l'aide de l'application G (2.12) on peut aussi `explicitera l'isomorphisme (1.18).
En e!et, si LXLX

est une cham(ne parmise alors le cycle 
	
([])3X

(s), Is'0, est obtenu
comme bord de la cham(ne eH quivalente #, avec "G(uR(s!f(z)), uI(s!f(z)), z),
(u, z)3[0,1], qui est sous-analytique si  l'est. D'ou` 
	
([])"G (R(s!f(z)),I(s!f(z)), z),
z3.
Pour "nir ce paragraphe, faisons l'observation suivante que nous utiliserons pour reH soudre deux
questions, a` propos des valeurs de l'homotopie (dans X(df )(0)) de l'eH tape 2 du paragraphe
suivant, a` savoir (i) contro( le de ces valeurs par rapport au lieu critique (df )(0), (ii) recollement des
valeurs proposeH es.
Soit un point z non critique contenu dans l'intersection de la "bre singulie`re f"0 et de la
sphe`re complexe S(0, ); au voisinage de tel point, les formes di!eH rentielles dRf et dIf sont
indeH pendantes. D'une part, pour assurer (i) au voisinage de z, il su$t de choisir les reH els  et t

des
ineH galiteH s (2.9) tels que
w :" (2)
A(1!a)#
(2t

)
B(1!b)#w(
1
2
d(z, (df )(0)); (2.13)
, t

et w"w(z) assez petits de sorte que la boule complexe B(z,w ) soit relativement compacte
dans X(df )(0). En e!et, le calcul fait dans le (0) de la deHmonstration de la proposition 2.2.1
montre que pour tout (s, t, z) dans [!2, 2][!2t

, 2t

]B(z,w), G (s, t, z) est dans
B (z,w ). D'autre part, quitte a` prendre des constantes plus petites, on peut prendre les fonctions
s"Rf et t"If comme les deux premie`res coordonneH es d'un syste`me de coordonneH es reH elles
(globales) sur B(z,w ) centreH au point z. Dans ces conditions, il existe un di!eH omorphisme
analytique reH el D :VLPB(z,w ), D(0)"z tel que f (D(s, t,2))"s#it . On voit alors
que le crochet de Poisson [S,T]"[DH (1;0;2;0),DH (0;1;2;0)] est nul sur B(z,w ). Le syste`me
S,T est ainsi inteH grable sur B(z,w) ; et donc (s, t)CG(s, t, z), z3B (z,w), n'est autre que le
feuilletage passant par z, solution du proble`me de Frobenius pour le syste`me S,T. Cela donne la
relation de commutation suivante, qui permet d'assurer (ii),
;
	
<


(z)"<


;
	
(z), ∀z3B (z,w), ∀(s, t), s)2, t)2t . (2.14)
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Fig. 3.
3. SingulariteH isoleH e
3.1. Lien entre les inteH grales oscillantes et celles de la meH thode point selle
Compte tenu du fait que les distributions du deH veloppement asymptotique (0.1) satisfont a` la
condition ¹

"¹M 

, on ne conside`rera dans celui-ci que le cas ou`  tend vers #R. Nous
prenons ici le germe de fonction analytique reH elle (1.1) et on suppose queX est la trace d'un ouvert
de repreH sentant de Milnor du germe complexi"eH . Si la singulariteH est isoleH e dans le complexe, il
y a le reH sultat de Malgrange (proposition 7.6, [25]) qui eH tablit un lien entre les deux deH veloppe-
ments asymptotiques (0.1) et (1.13). L'extension de ce reH sultat au cas de singulariteH isoleH e dans le reH el
ne preH sente aucune di$culteH , nous le donnons dans la propsition ci-dessous.
Proposition 3.1.1. Soit f (, 0)P(, 0) un germe de fonction analytique re& elle a% singularite& isole&e
(c'est a% dire ayant 0 comme seul point critique). Alors il existe une chanLne permise  (appele&e chanLne
re& elle (Fig. 3), de dimension re&elle e&gale a% n#1 telle que l'on ait, pour toute fonction xxe&e
!3C

(X ), !,1 dans un voisinage de 0:
(1) L+e&quivalence des de& veloppements asymptotiques
exp(if (x))!(x)(x) & 

 
exp(if ), (3.1)
a lieu pour toute (n#1)-forme  holomorphe sur X.
(2) Pour toute fonction-test 3C

(), a% support assez petit autour de l'origine, et pour tout entier
naturel N*1, il existe un polynoL me P

tel que
exp(if (x))(x) dx & 

 
exp(if )P

(z) dz#o(). (3.2)
Autremement dit, l'inte&grale oscillante est un cas particulier de l 'inte&grale de la me& thode point-selle. La
classe [] dans H(X,X,) est appele& e classe re& elle.
DeHmonstration. On reprend ici les choix des constantes (2.4) et (2.9), les ineH galiteH s de |ojasiewicz
(2.8) avec X

"X(,4), X"X(, 2) et on pose X"X.
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(1) Construction de  : Soit un voisinage fermeH semi-analytique F du lieu critique dans X , le
choix de tel fermeH deH pendra de la nature de la "bre; et soit O un ouvert deX

contenant F. On "xe
une fonction " dans C

(X

) a` valeurs dans [0,1] telles que ",0 sur F et ",1 surX

O. On note
par=


(z) la courbe inteH grale du champ de vecteurs "T (C sur X

) , =

(z)"z.
1ier cas: Fibre ge&ne& rale de f compacte. La fonction f garde un signe constant et f(0)"0, on
supposera qu'elle est positive. On prend F"z3X , f (x) , O"z3X ,  f ( et on pose
 :" (u )"= (z), z3X , f(z))2 pour 0(u;1 ("xeH ).
2e%me cas: Fibre ge&ne& rale non compacte. La fonction f change donc de signe. Soit 0(I;1 tel
que z3X

,grad f (z))I LX(, ). En prenant F"F(, , J )"XM  (, )z3X ,
grad f (z))I , O"X(2, #(2)/A(1!a))z3X

, grad f (z)(2I , on pose  :"
 (u)"= (z), z3XM (2, #(2)/A(1!a)) pour 0(u;1 ("xeH ).
Dans les deux cas on a les inclusions LX, bLX. L'ensemble Z"b est une
sous-varieH teH C de dimension n#1. Elle est orientable par la (n#1)-forme dz

2dz

. Pour
toute forme 3C

(Z ), de degreH n#1, on peut alors consideH rer le comportement en#R de
l'inteH grale oscillante
3

C

exp(if ). (3.3)
Un tel comportement est du me(me type que (0.1). En plus, le support du deH veloppement asym-
ptotique correspondant est contenu dans 0. Pour le voir, prenons une forme  a` support assez
petit autour d'un point z3Z0 et montrons que (3.3) est plate en#R.
1ier cas: z dans l'inte& rieur de Z. On peut prendre t"f comme premie`re coordonneH e
du syste`me (t

, t

,2, t) puisque df (z)O0, et utilisant la densiteH des produits tensoriels dans
C

(Z), on deH duit que (3.3) est plate puisque le produit d'inteH grales de type exp(it )


(t

)dt

.(t ,2, t )dt2dt l'est pour tout ( ,), 3C (), 3C ().
2ie%me cas: z dans l'adhe& rence (dans Z ) de ZX. La forme dRfdIf ne s'annulant
pas sur X on peut donc prendre un syste`me de coordonneH es (t

, t

,2, t ) autour de z avec
t

"Rf et t

"If. Il su$t alors d'examiner ce qui se passe pour (t

,2, t)"


(t

)

(t

)


(t


,2, t)dt2t ou`  ,  (resp. 
 ) est dans C () (resp. C ()). Pour une
telle forme, on a 

exp(if )"

exp(it

)

(t

) dt

.

exp(!t

)

(t

) dt

.
(t
 ,2, t )
dt

2dt , qui est plate puisque c'est le produit d'une fonction dansS() et d'une fonction borneH e.
Compte tenu de ce qui preH ce`de, le comportement asymptotique du terme de droite de (3.1)
ne deH pend pas du choix de la fonction ! et on peut alors supposer que !3C

(Z ),
support(!)XO, telle que !,1 sur un voisinage de . Dans ces conditions, la
di!eH rence des inteH grales 

exp(if (x))!(x)(x)!
 
exp(if) vaut 

exp(if)(!!1), K"sup-
port(1!!)LX, qui est une fonction plate.
(2) L'eH quivalence (3.2) deH coule du fait que les distributions ¹

ont leurs supports contenus
dans 0. 
3.2. Preuve
D'apre`s la proposition 3.1.1, la preuve se reH duit a` montrer qu'il existe un point s

3DH avec
Is

'0 tel que le cycle 
	
[]3H(X(s),) soit non trivial.
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Fig. 4 . La cham(ne sous-analytique  .
1ier cas: Fibre ge&ne& rale compacte. Supposons par exemple que f est positive, et soit  une
(n#1)-forme holomorphe sur X

. Il est clair que    tend vers   
 quand
u

tend vers 0. Cette dernie`re inteH grale est non nulle si  est positive sur le reH el, on peut alors
choisir un u

petit tel que   O0. Le bord topologique (reH gulier) (u) est dans la "bre
complexe X(2#iu

) et c'est par deH "nition eH gal a` 

 [(u)]. Comme X est de Stein
contractible, il existe une forme w holomorphe sur X

telle que dw". La formule de Stokes C
(theH ore`me 1.4.1) donne alors 	

 [ (u )],[w]
 
O0, voir a` la "n de ce paragraphe
comment expliciter une distribution non triviale de l'inteH grale oscillante (0.1). Remarquons que le
reH sultat peut e( tre obtenu par une formule de Fubini analogue a` (1.19) ou` l'on a remplaceH t

par
u

et it par 2#it pour une cham(ne de bord contenu dans la "bre complexe X(2#iu

).
2ie%me cas: Fibre ge&ne& rale non compacte. Il n'est pas du tout eH vident de prouver comme au premier
cas que le cycle 
	
[] est non trivial si on maintient  comme choix de repreH sentant de la classe
[]. Observons que nous pouvons plus appliquer une formule analogue a` (1.19) pour la cham(ne
 , puisque son bord n'est pas dans une "bre. En fait, en s'inspirant du premier cas, on va
construire une (n#1)-cham(ne sous-analytique  satisfaisant aux conditions souhaiteH es en trois
eH tapes suivantes.
Etape 1: Construction de la cham(ne  .
Etape 2:  est permise de bord b> , >"support( ) (on peut lui appliquer (1.19)) et  et
 sont eH quivalentes.
Etape 3: Le cycle 


[] est non trivial.
3.2.1. Construction de la chan(ne  (c'est un exercice de poterie!) (Fig. 4)
La premie`re ideH e qu'on pourrait avoir pour parvenir a` la construction de  consiste a` essayer
d'utiliser la sphe`re reH elle en la deH plac7 ant versX a` l'aide des champs de vecteurs S et T, pour obtenir
un n-cycle non trivial dansH

(X(it

),). Le contro( le des valeurs de f sur la sphe`re deH placeH e requiert
la relation de commutation (2.14), la variable s eH tant dans un intervalle de longueur "xeH e; cela
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Question: Pour quelle classe de fonctions? Les polyno( mes homoge`nes ne satisfont pas a` la condition du (i), sont-ils
tous dans cette classe?
En identi"ant 
 a` , l'eH quation di!eH rentielle associeH e au champ S s'eH crit 

(s)(d/ds)

(s)"i, z3. D'ou`


(s)"2is#z
, qui est une fonction paire si z"x

#ix

, x

x

"0.
Question: L'ensemble O est-il un sous-analytique de frontie`re eH gale a` l'ensemble analytique x3X (, 2),
rang(grad f,x) 1?
neH cessite que l'ouvert de X(df )(0) sur lequel le syste`me S,T est inteH grable (crochet de Lie
[S,T]"0) soit relativement compact. Malheureusement, ce n'est pas le cas; on ne peut donc appliquer
le theH ore`me de Frobenius (lisse) sur cet ouvert. Alors, pour contourner cette di$culteH sans perdre le
contro( le des parties reH elle et imaginaire de f, on va remplacer la sphe`re par la frontie`re du tube de
Milnor fermeH coupeH au bord (deH "nition 2.1.2) X (, ) (qui est du me(me type d'homotopie); la
construction de ce tube est conc7 ue principalement a` cela. Le plongement G de la proposition 2.2.1
permet alors de construire  et  par `tranchesa sous-analytiques, a` partir d'un deH coupage de ce
bord en sous-ensembles sous-analytiques de dimension n!1. En e!et, on pose
bX (, )"=M =M 
= (3.4)
avec
= :"X (!)X() (semi-analytique),
=
 :"	 (x),x3bX($), s3]0,[ (sous-analytique), bX ($)"XM  ($)S (0, ),
et
= :"bX (,)(=M =M 
 ) (sous-analytique, voir le lemme ci-dessous).
Le dernier ensemble correspond au points bord du tube de Milnor coupeH au bord se situant dans
l'hypersurface f"0; nous supposerons qu'il est non vide, ce qui n'est pas une hypothe`se
restrictive en vertu du (ii) de la remarque suivante.
Remarque 3.2.1. (Importante) (i) On peut voir que si la "bre singulie`re contient un point x tel que
	x, grad f
O0, alors= est non vide, c'est le cas du polyno( me quasi-homoge`ne a` deux variables
f (x

, x

)"x

!x

avec p'q*2 (voir Fig. 2).
(ii) L'ensemble = peut e( tre vide
, c'est le cas pour le polyno( me homoge`ne a` deux variables
f (x

, x

)"x

x

(voir note en bas de page). Dans cette situation, on supprimera simplement
toutes les assertions le concernant; tous les reH sultats de ce sous-paragraphe resteront alors vrais.
Lemme 3.2.1. (1) L'ensemble O"x3X (, 2), xO0, lim	  	(x)O0 est un ouvert con-
tenant l'ouvert x3X(, 2), x'/2.
(2) Le sous-ensemble = con(ncide avec le sous-analytique, relativement compact de
O , H(h,G), h3X ($), h3O , H(h,G2)', ou% H est l'application analytique
]!, [O U (s, x)C	 (x)3X (,4).
DeHmonstration. On utilise le fait que l'ensemble O comKncide avec g(x3X (, 2), g(x)O0
ou` g est l'application continue x3X (, 2)CX (, 4), g(x)"x#  (d/ds)	 (x) ds,
xO0, g(0)"0 et les ineH galiteH s (2.1) et (2.4).
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Fig. 5.
ConsideH rons maintenant les quatre sous-ensembles de X ci-dessous:
1. > :"X (, ),
2. >
 :"G(Gu, ut , h), (u, h)3]0,1[X ($),
3. > :"G($s(1!u)G, ut , h), (s, u, h)3]0,[]0,1[bX ($) et
4. > :"G(G, ut , h), (u, h)3]0,1[X ($), G(, 0, h)'.
Par construction, on a> L (t ), l32; 3; 4 (resp.> L M (t), l31; 2; 3; 4),  (t ) eH tant la varieH teH
construite dans la proposition 2.2.1. Les proprieH teH s essentielles de ces ensembles sont donneH es par le
lemme ci-dessous.
Lemme 3.2.2. Pour l31;2;3;4, l'ensemble >  est une feuille sous-analytique dans X, de dimension
n#1 et orientable.
La deHmonstration est assez technique : en partant de la deH "nition de >  , on deH "nit certaines
fonctions analytiques, a` l'aide des trajectoires S et T ou leur composeH e, pour construire le
semi-analytique qui se projette (localement) sur >  .
Remarque 3.2.2. Les quatre feuilles sous-analytiques sont deux a` deux disjointes et >  , l32;3;4,
n'est pas connexe.
AE preH sent, nous disposons d'ensembles sous-analytiques constituant le support de la cham(ne
(marmite)  :>M  (base) et>M   , l"2; 3; 4 (morceaux de la paroi). Par une veH ri"cation simple, utilisant
les proprieH teH s de G , on voit deH ja` que chaque point du bord de >M  peut e( tre deH placeH de fac7 on
unique dans la paroi 
 

>M   . Plus exactement, de chaque point x3>M  part un unique chemin
analytique 

: [0,1]P
 
>M   , If ( (t))'0 pour t'0. Il restera cependant a` veH ri"er qu'il n'y a pas
de de&chirure dans la paroi, ce qui est l'objet du lemme 3.2.3.
Notation 3.2.1. On oriente la feuille > par la (n#1)-forme  "$dx2dx et pour
l32;3;4, on oriente la feuille >  par la (n#1)-forme   "dy2dy . On note par Y  la
classe de la (n#1)-preH cham(ne sous-analytique reH gulie`re (>M   , b>  , * ).
Nous sommes maintenant en mesure de donner de fac7 on concre`te la deH "nition de  .
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DeH 5nition 3.2.1. Avec la notation ci-dessus, on pose
 
& " 
 	
Y  . (3.5)
c'est la forme lineH aire sur l'espace vectoriel w,w3C(X), deg(w)"n#1 deH "nie par 	 ,w
"

 	
Yw, avec Y w"!    w.
Il est clair que le support de  est eH gal a` >" >M   .
3.2.2.  est permise de bord 
 []"b> ,>"support( )
Les proprieH teH s eH nonceH es deH coulent du lemme suivant.
Lemme 3.2.3. Soit l'ensemble >I " 	
>M   . Alors on a
(1) >I  est un sous-ensemble sous-analytique de X, compact et connexe,
(2) le bord topologique de >I  est forme& des deux sous-ensembles sous-analaytiques et homotopes
(dans >I  ) a% savoir, X(it)>I  et > .
(3) la classe de la pre& chanLne re&duite et non re&gulie% re (>I  , b>I  , (dy2dy )*) con(ncide avec

 	

Y  .
DeHmonstration. (1) est eH vident; et (2) et (3) deH coulent de l'existence de l'homotopie
F : [0,1]b> C >I  , F!"id et F(1(X(it )>I  ))"id. Pour construire F, nous don-
nons sa restriction sur des sous-ensembles sous-analytiques de [0,1]b> et on veH ri"era que ces
applications se recollent bien en homotopie. Pour ce faire nous avons besoin de la description
preH cise du bord du tube de Milnor coupeH au bord b> . D'apre`s l'eH criture (3.4), ce bord comKncide
avec=M =M 
=M  . ConsideH rons l'ouvert O du lemme 3.2.1, alors toute composante connexe de
O contient une et une seule composante irreH ductibles C  , 1)l)m, de la "bre singulie`re reH elle
f"0. En e!et, chaque point x dans O est joint au point non critique  3f"0 par
la courbe sC
	
(x). Choisissons des points a
 
3C S (0,). Pour chacun de ces points on a la
situation eH voqueH e a` la "n du sous-paragraphe 2.2, en particulier la commutation (2.14). Notons que
l'on a toujours d(a
 
, (df )(0)) ; et donc les constantes  et t

et w(a
 
), 1)k)m, peuvent e( tre
choisies telles que
w (a
 
) :" (2)
A(1!a)#
(2t

)
B(1!b)#w(a )(
1
2
infd(a
 
,(df )(0)), l"1,2,m. (3.6)
Notons par ; l'ouvert (s, t,x)3O, x#(s)/A(1!a)#t/B(1!b)(
2, (f (x)#s)
#t
(
. Il est clair que l'application (s, t,x)3;C;	<
 (x)!<
;	 (x)3
est analytique reH elle; en vertu de ce qui preH ce`de et d'apre`s le principe du prolongement analytique
reH el elle est identiquement nulle. Ainsi, on a la relation de commutation
;
	
<


(x)"<


;
	
(x), ∀(s, t, x)3; . (3.7)
Cette proprieH teH est d'une importance capitale pour la construction de l'homotopie aux points de
=M 
=M  . Avant de donner l'expression de cette homotopie, on met en eH vidence dans la Table 1
la structure des trajectoires 
	
(x), s3[0, 2] ("H(s, x)"G (s, 0,x)), pour x3XM (!) (le cas
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Table 1

	
(x),x3b>
cas x3XM (!) x"
 (x) s,	(x)3=M 
 s,	(x)3=M  s,	(x)3>M 
1 x3O , x( x3X() aucun aucun s3[0, 2]
2 x3O , x( x' aucun  s3[0, 2]
3 x O 0"lim	 	 (x) aucun aucun s3[0, [
4 x3bX(!) x3X() s3[0, ]  s3[0, 2]
5 x3bX(!) x3bX() s3[0, 2]  s3[0, 2]
6 x3bX(!) x' s3[0, ]  s3[0, ]
Table 2
Valeurs de l'homotopie F
x =M  =M 
 =M 

 =M 
 =M 
 G s(1!u)!u s(1!u)#u (1!u)s#u $
 ut

ut

ut

ut

ut

h x, f (x)"$ 
	
(x), s3[0, 2] 
	
(x), s3[0, ] 
	
(x), s3[0, ] 
(x)
x3XM () eH tant symeH trique et les di!eH rentes assertions s'obtiennent en remplac7 ant  par!). Une
repreH sentation scheHmatique de la geH omeH trie de ces trajectoires est donneH e dans la Fig. 5.
Les ensembles=M 
 , j"1; 2; 3 de la Table 2 sont deH "nis a` partir de la Table 1 par
=M 
"=M 
 =M 

 =M 
 ,
=M 
 :"	 (h), s3[0,2],
(h)", h3bX (!),
=M 

 :"	(h), s3[0,],
(h)O, h3bX()
(3.8)
et
=M 
 :"	 (h), s3[0,],
(h)O, h3bX (!).
Posons eH galement ZM  :"h3XM  (G), 
(h) *, on voit que =M " (h), h3ZM . Nous
donnons maintenant l'application F qui va reH aliser l'homotopie rechercheH e. Pour (u, x)3
[0,1]b> , on pose F(u,x)"G (,, h) , les valeurs de  ,  et h donneH es dans la Table 2 sont des
fonctions de u , t

et x . Il nous reste a` veH ri"er que
(i) les valeurs donneH es ci-dessus se recollent bien en une application sur [0, 1]b> : ceci est une
conseH quence de la relation de commutation (3.7),
(ii) F est bien a` valeurs dans >I  : s'obtient en utilisant les ineH galiteH s de |ojasiewicz, et en"n
(iii) F
!
"id et F(1(X(it

)>I ))"id, ce qui est eH vident.
On constate que la construction de F est faite de sorte que
F([0, 1]=M 
)">M  , F([0, 1]=M 
 )">M  et F([0, 1]=M  )">M  .
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Fig. 6.
Pour voir que  et  ont la me(me classe dans H(X,X), consideH rons la (n#1)-cham(ne
"! . Les formules de Stokes C (1.21) et sous-analytique (1.22) montrent qu'elle est
a` support contenu dans Xb> (Fig. 6), et elle satisfait a` la condition d(0,)'0. Soit <
 la
courbe solution de T ((1.9) (ii)), la formule de Stokes C appliqueH e a` la (n#2)-cham(ne



 ,"<(z), z3 donne, pour toute (n#1)-forme  holomorphe sur X, l'eH galiteH
exp(if )" exp(if ),∀'0 puisque d"0. Comme  est un compact deX, la fonction
C  exp(if ) est plate quand  tend vers#R. On en deH duit que
 exp(if) &  exp(if ), ∀3(X).
Ceci signi"e preH ciseHment que []"[]. 
3.2.3. Le cycle 


( ) est non trivial
La varieH teH (t

) de la propostion 2.2.1 a pour bord quasi-reH gulier (t

) composeH de quatre
cham(nes sous-analytiques (adheH rences de feuilles sous-analytiques de dimension eH gale a` n#1) que
voici
(1) M (t

) :"XM  (, )(">M  ), qui ne deH pend pas de t ,
(2) 
M (t

), fermeture de l'ensemble G(, t, h), h3X ($), t3]0, t[,
(3) M (t

), fermeture de l'ensemble G(!, t, h), h3X ($), t3]0, t[ et
(4) M (t

), fermeture de l'ensemble G(s, t , h), h3bX ($), s3]!, [.
Par construction, M (t

) est contenue dans la "breX(it

). Elle est donc trivialement "breH e par la
partie reH elle de f au dessus de [!2, 2]. Posons donc 
 :"M (t )(Rf )(#), pour # dans
[!2, 2]. C'est un sous-ensemble sous-analytique, compact et de dimension n. Plus exactement,
on a
Lemme 3.2.4. (1) Pour tout #3[!2, 2], 
 est un cycle dans H(X(##it ),),
(2) 


" ,
(3) 


est un cycle non trivial dans H

(X(##it

),).
DeHmonstration. L'ensemble M (t

) est l'adheH rence d'une reH union "nie de feuilles sous-analytiques
de dimension n#1; chacune eH tant orientable par la (n#1)-forme dz

2dz

. D'apre`s la
formule de Stokes sous-analytique (1.21), pour tout #3[!2, 2] et toute (n#1)-forme
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La sous-analyciteH de  (t

) ne semble pas e( tre eH vidente; l'auteur remercie particulie`rement le referee d'avoir souleveH
cette question de fond.
 holomorphe sur X, on a

/M 
 R
"

!


, (3.9)
avec  est une n-forme holomorphe telle que d"$ surX, une telle forme existe puisqueX est de
Stein contractible. En combinant la formule de Fubini

/M 
 R
"




	


df ds, (3.10)
et la formule (3.9), on obtient la formule de deH rivation
d
ds
	
"
	

d
df
. (3.11)
Par ailleurs, on sait aussi que les sections nulles du "breH de Gauss-Manin s3DHCH(X(s),) sont
exactement les sections induites par des n-formes meH romorphes du type df

[f]#d


[f],


et


eH tant des (n!1)-formes holomorphes surX. Donc, pour montrer que 
 est un cycle, il
su$t de veH ri"er que (i) 
"0 et (ii) 	
 , df
"	
 , d
"0.
(i) Comme 
"$
 , il su$t d'eH tablir l'eH galiteH 
" en tant que sous-ensembles
sous-analytiques. Or, d'apre`s leur deH "nition respective, 


est la fermeture de l'ensemble
G(G, t , h),h3X($) et  est la fermeture de l'ensemble G(G, t , h), h3X ($)
X ($)G(G, t , h), h3X($), G (G2,0, h)
. On constate ainsi qu'il y a eH galiteH .
(ii) L'assertion pour d


deH coule de (i) et pour df

elle deH coule du fait que cette forme induit
une forme nulle sur la "bre complexe. Nous avons ainsi eH tabli le (1) et le (2).
(3) En fait, on a pour tout s3[!2, 2], 
	

[]O0. Pour le voir, consideH rons une (n#1)-
forme holomorphe surX telle que 
/M 
 
O0, par exemple une forme dont la restriction aux reH els
s'eH crit (x)"g(x) dx

2dx

ou` g est une fonction analytique reH elle positive. Alors, par
application de la formule de Stokes C (1.21) (nous appliquons cette version car nous n'avons pas
eH tabli la sous-analyciteH de (t

)), on a


	

/M 
 
"0, (3.12)
puisque  est d-fermeH e. D'autre part, les inteH grales 
/
M 
 
 et 
/M 
 
 tendent toutes les deux vers
0 quand t

tend vers 0. D'ou` l'on peut choisir t

'0 aussi petit que l'on veut tel que 
/M 
 
O0. La
formule (3.9) pour #"2 donne 	
	

,[/df]

 

O0 pour presque partout s3[!2, 2].
Plus preH ciseHment, la deH composition spectrale de la monodromie ¹ agissant sur H(X(t

),), lue
dans le Gauss-Manin permet d'eH tablir qu'il existe une valeur exp(!2ir), r3[0,1[ et un couple
d'entiers naturels (p, j)3H0, n, tel que
	


, [/df]

 

"P

(log(s#it

))(s#it

)#h(s#it

), (3.13)
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P

est un polyno( me de degreH j et h eH tant une fonction dont le deH veloppement asymptotique pour
s#it

 tendant vers 0 ne contient aucune puissance de type (s#it

), m3. Pour le voir,
supposons que le vecteur e"[/df]

 
a une composante e

qui est un vecteur propre pour une
valeur propre exp(!2ir), tel que 	
	

, e


O0. D'apre`s le lemme A de [3], e

peut e( tre
repreH senteH par une n-forme holomorphe w telle que dw"(p#r)df/fw, p3. L'inteH gration de
l'eH quation di!eH rentielle du premier ordre (3.11) donne 
	
w"K(t)(s#it ),K(t )O0, d'apre`s
Cauchy. De me(me, si e

n'est pas un vecteur propre mais appartenant a` une base de Jordan,
l'eH quation di!eH rentielle preH ceH dente est remplaceH e par un syste`me di!eH rentiel d'ordre 1 et au lieu de
la constante K(t

), on obtiendra un polyno( me en log(s#it

). L'expression (3.13) s'obtient en
faisant la somme des di!eH rentes formules pour tous les blocs de Jordan associeH s a` la valeur propre
exp(!2ir). Nous renvoyons le lecteur au calculs analogues faits dans les pages 446}451 de [19].
Les formules (1.13), (1.20) et (3.1), et le reH sultat de l'eH tape 2 montrent que la distribution ¹

est
non nulle. Cela termine la preuve pour le cas de singulariteH isoleH e. 
4. SingulariteH non isoleH e
Discussion de la de&monstration: L'utilisation de la restriction meH rite quelques explications. On
suppose que le lieu critique admet une composante de codimension supeH rieure ou eH gale a` 1. Dans
cette situation, l'ideH e de la deHmonstration consiste a` montrer que les distributions¹

peuvent e( tre
restreintes a` des hyperplans reH els non caracteH ristiques, que leurs restrictions correspondent exacte-
ment aux distributions analogues de l'inteH grale oscillante associeH e a` la restriction du germe. Donc,
au bout d'un nombre "ni de telles restrictions le long de cette composante, on reH duit la preuve au
cas d'une singulariteH isoleH e, qui a eH teH traiteH dans le paragraphe preH ceH dent, et on en deH duit alors
l'existence d'une distribution non nulle ¹ 

. La construction de la restriction d'une distribution
; a` une sous-varieH teH > utilise le fait que le conormalN
!
de cette varieH teH et=F

(;), le front d'onde
C de;, soient disjoints. D'ou` le besoin de connam( tre=F

(;). Or dans le cas qui nous preH occupe,
le calcul des fronts d'onde=F

(f 

),=F

(¹

) est un proble`me assez di$cile en geH neH ral. De toute
manie`re ce calcul est lieH a` la preuve de la conjecture elle-me(me. En e!et, si le calcul de=F

(¹

)
est reH aliseH , il y aurait deux cas a` examiner
(i) =F

(¹

)O, ce qui prouverait que le spectre asymptotique re& el S ( f, 0) est non vide, ou bien
(ii) =F

(¹

)", ce qui montre que¹

est une fonctionC dont le support est contenu dans la
"bre singulie`re reH elle  f"0. Elle est donc nulle.
Alors, d'une certaine fac7 on, dans les deux cas l'utilisation ici de la restriction de la distribution
¹

deviendrait sans objet. Pour cette raison et pour que notre deHmonstration soit coheH rente, au
lieu d'essayer de calculer les fronts d'ondes, notre ambition se limitera a` donner une majoration
su$sante de ces fronts d'onde (corollaire 4.1.1), dans le sens ou` elle permet d'e!ectuer la restriction
qui nous inteH resse.
Dans les sous-paragraphes 4.1 et 4.2 qui suivent, nous consideH rons un germe de fonction
analytique reH elle
f : (, 0)P(, 0), 1)dim (df )(0), m*2, (4.1)
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et on note par CL(df )(0), 1)dim C)m!1, une composante du lieu critique. On deH signe
par X la trace sur  d'un ouvert XL de repreH sentant de Milnor du germe complexi"eH .
4.1. Fronts d'onde C des distributions ¹

,(, q)3B

0,m
On note par x"(x

,2,x ) la variable dans  et #"(# ,2,# ) l'eH leHment du cotangent¹H

() qui sera identi"eH a` . Soit ; une distribution dans C

(U), U eH tant un ouvert de
. Pour  une fonction dans C

(U) telle que (x)"0, la distibution ; est a` support
compact. On note par (;) le co( ne fermeH des directions suivant lesquelles la transformeH e de
Fourier de ; n'est pas a` deH croissance rapide quand # tend vers #R. On pose aussi


"C U 	(;). Alors, par deH "nition (voir [16]), le front d'onde C de la distribu-
tion ; est le co( ne =F

(;)"(x, #)3U(0), #3

. La projection par rapport a` la
premie`re variable comKncide avec le support singulier de ;.
Pour un opeH rateur C sur U d'ordre "ni, P"

a
 (x)
, 
"

2
/x

2x
 ,
"(

,2,), "#2# et p3, on note la varieH teH caracteH ristique de P par
ChP :"(x, #)3¹H(U)0, 
"
(x, #)"0 ou` 
"
(x, #)"
	a
(x)#
, #
"#
2#
 est le symbole
principal de P. Pour toute distribution ;, on a les inclusions =F

(;)L=F

(P;)ChP
(theH ore`me 8.3.1, [16]) et de la deH "nition on tire =F

(g;)L=F

(;), ∀g3C; on en deH duit la
remarque suivante, triviale mais d'une grande utiliteH .
Remarque 4.1.1. Soient deux parties I et J de P,P;"0 non vides telles que JLI, alors
=F

(;)L %
" "#	
ChPL%
"$
ChPL%
"%
ChP. (4.2)
Notre but dans ce sous-paragraphe est de donner une majoration des fronts d'onde des
distributions¹

. Pour ce faire, nous disposons d'un reH sultat fondamental de Kashiwara (proposi-
tion 6.1 [20], voir aussi [7]) sur leD

-moduleD

f "Pf , P3D

, 3, R'0 et f :XPD un
repreH sentant de Milnor du germe complexi"eH , a` savoir: la varieH teH caracteH ristique de D

f  est
contenue dans l'intersectionVH

f"0(0),VH

"
	
¹H
		
X (varieH teH caracteH ristique
du D

-module D

[] f , ¹H
	
X deH signe le conormal dans X de la "bre complexe X(s). La
majoration est donneH e par le theH ore`me (et son corollaire) ci-apre`s.
TheH oreHme 4.1.1. Avec les notations du paragraphe 1, on a
(1) pour tout 3B

,
=F

(f 

)LVH

X(0)(0), (4.3)
(2) pour tout couple (, q)3B

1,m#1,
=F

(; )LV
H

X (0)(0). (4.4)
Corollaire 4.1.1. Pour tout couple (, q)3B

0,m, on a
=F

(¹ 

)LVH

(df )(0)(0). (4.5)
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Le corollaire deH coule du (2) du theH ore`me, du fait que le support singulier de¹

est contenu dans
(df )(0) (le deH veloppement asymptotique (0.1) eH tant plat si le support de la fonction-test ne
rencontre pas le lieu critique) et du (ii) de la remarque 1.2.1.
DeHmonstration du theH ore`me. Les outils de la deHmonstration du theH ore`me 4.1. se trouve essentielle-
ment dans l'article de Kashiwara et Kawai [22]. D'apre`s Kashiwara [21, p. 28], le D

-module
holono( me (monoge`ne) D

f , R'0, a pour varieH teH caracteH ristique "D  "	 ChP; ici
comme dans le cas C, ChP :"(z, #)3¹H(X)0, 
"
(z, #)"0 est la varieH teH caracteH ristique,

"
deH signe le symbole principal 

	b
 (z)#
 de l'opeH rateur di!eH rentiel, d'ordre "ni sur X,
P"

b
 (z)
, b
3O(X), 
"

2
/z

2z
 , #
"#
2#
 pour #"(# ,2,# )3.
Notons que l'ensemble des opeH rateurs holomorphes d'ordres "nis D

s'injecte de fac7 on naturelle
dansD

l'ensemble des opeH rateurs C d'ordres "nis surX . On va eH tablir (1) et (2) pour f , le cas
de f

eH tant analogue.
(1) Posons I"P3D

0, Pf 

"0, ∀3B

 et J"P3D

0, Pf "0, 3,R'0
et montrons que JLI. Soit donc un eH leHment P de J et choisissons un entier naturel
l*N"ordre(P)#1. Alors pour R'0, la distribution f  Pf 

est de classe C sur XX(0)
puisquePf ,0 surX f"0 en tant que fonction holomorphemultiforme. Ainsi, pour tout 3
tel que R'0, on a f  Pf 

"0 et donc le support de la distribution Pf 

est contenu dans la "bre
singulie`re (reH elle)X (0). Cette distribution n'eH tant pas a` priori C, pour montrer qu'elle est nulle, il
va falloir donner un argument suppleHmentaire. Soit une fonction 3C

() telle que ,1 pour
t)1/2 et ,0 pour t*1. Alors, pour toute-fonction test 3C

(X) et tout 0(;1, on a
	Pf 

, 
"Pf  , 
f

, (4.6)
sup

PH(
f

)
C()

, (4.7)
PH eH tant l'opeH rateur adjoint de P et C() eH tant une constante positive ou nulle. Ce qui donne
l'ineH galiteH 	Pf 

, 
)C()/
 f
R

dx pour R'0. Comme le germe de la fonction
holomorphe f  est dans l'ideH al engendreH par les deH riveH es de f, on peut eH crire f dz"df", ou`
" est une n-forme holomorphe sur X, avec 
	

"*0; et on a donc 
f
R

dx"


tR(
	

") dt. Et "nalement, pourR'n#N, on a 	Pf 

, 
)¸()R, ¸() eH tant
une constante positive ou nulle. En faisant tendre  vers 0 et en utilisant le principe du pro-
longement analytique, il vient que
	Pf 

, 
"0, ∀3B

. (4.8)
Ce qui veut dire que P3I.
D'apre`s la remarque 4.1.1, on a les inclusions dans X(0)
=F

( f 

)L %
" " 	
ChPL%
"$
ChPL%
"%
ChP.
Posons maintenantK"P3D

, PO0, Pf "0, ∀3B

, l'identiteH Pf "0 a lieu surX; il est
alors clair que l'on a les inclusions KLJLI. D'apre`s [21], pour tout (z, #) VH

, il existe un
opeH rateur P3D

tel que ∀3B

, Pf "0 et P non caracteH ristique en (z, #). Ce qui veut dire que
A. Jeddi / Topology 41 (2002) 271}306 299
(z, #) 
"
ChP. Autrement dit, 
"
ChPLVH

. D'apre`s ce qui preH ce`de, on obtient
=F

( f 

)LVH

. En"n, la distribution f 

est une fonction C en dehors de la "bre singulie`re
X(0), d'ou` =F( f )LX(0)(0).
(2) On l'eH tablit de fac7 on analogue, puisque par deH "nition l'eH galiteH (4.8) pour f

(resp. f

) implique
P; "0 (resp. P; "0 pour tout (, q). 
4.2. Restrictions de la distribution f 

, 3B

a` un hyperplan non caracteH ristique H
4.2.1. Restriction d'une distribution a` une sous-varieH teH non caracteH ristique
Le proble`me de restriction qui nous inteH resse est local, pour cette raison, nous appliquerons ici la
construction explicite de la restriction d'une distribution ;3C

(U), U ouvert de , a` une
sous-varieH teH (fermeH e) de U non caracteH ristique pour ;, telle que c'est donneH e dans le livre de
HoK rmander [16].
DeH 5nition 4.2.1. Une sous-varieH teH C fermeH e>LU est dite non caracteH ristique pour une distribu-
tion ;3C

(U), si =F

(;)N
!
", N
!
eH tant le "breH conormal de >.
Soit  un co( ne fermeH de U, on pose D (U)";3C(U),=F(;)L.
DeH 5nition 4.2.2. Une suite de distributions (;

)

dans D (U) est dite convergente vers une
distribution ;3D(U) si
(i) (;

)

converge vers ; dans C

(U),
(ii) sup

#F(;)(#)!F(;

)(#) tend vers 0 quand jPR, pour tout 3C

(U), tout entier
naturel N et tout co( ne fermeH < dans  tels que (support<)".
Notation 4.2.1. Soit ; une distribution dans C

(U), on pose ;

"("

;)* ou`
(a) ("

)
H
est une suite de troncature "

3C

(U), "

,0 sur tout compact pour j assez grand,
(b) (

)

, 

(x)"c

jexp(!1/(1! jx
)), c

'0 est une suite reH gularisante (0)

, paire,


3C

(), support(

)LBM  (0,1/j),  (x) dx"1) et telle que support()#support(" )LU.
TheH ore`me 4.2.1. Pour toute distribution ;3D(U), la suite des fonctions ;3C (U) converge (en
tant que suite de distributions) dans D (U) vers ;.
On en deH duit la proposition suivante.
Proposition 4.2.1. Soit > une sous-varie& te& ferme& e C de U non caracte& ristique pour la distribution
;3C

(U).
Alors la restriction de; a% >, note& e;
!
, peut eL tre de&xnie de manie% re unique. Plus pre& cise&ment, pour
tout coL ne ferme&  de U(0) tel que N
!
" et=F

(;)L, la suite des fonctions, C sur
>, (;
 !
)

converge vers ;
!
dansD

H(>) ou% iH de& signe le coL ne ferme& image re& ciproque de  par
l'injection canonique i :>PU.
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Remarque 4.2.1. L'application ;3D (U)C;!3DH (>) est -lineH aire.
4.2.2. Restrictions des distributions f 

, 3B

,; , (, q)3B1,m#1 a` un hyperplan non
caracteH ristique
Nous reprenons ici toutes les notations relatives a` la situation locale pour le germe analytique
reH el (4.1) et nous introduisons eH galement la deH "nition suivante.
DeH 5nition 4.2.3. (1) Une sous-varieH teH H de dimension m!1 est appeleH e hyperplan reH el de X si
c'est un hyperplan a$ne d'un ouvert <LX , soit H"H"x3<,	x,u
"	a, u
 avec a3<,
u, ou` 	.,
 est le produit scalaire eucludien sur .
(2) La restriction de f a` H deH "nit une fonction analytique reH elle; et on note par ;
& la
distribution donneH e par le coe$cient de 1/(#) dans le deH veloppement de Laurent de (f
&
) 

en ,
3B
&
, q31,m#1.
Le reH sultat principal est le theH ore`me suivant.
TheH oreHme 4.2.2. Soit HLX0 un hyperplan non caracte& ristique pour toutes les distributions f  ,
3B

tel que f
&
, la restriction de f a` H, ne soit pas identiquement nulle et H(df )(0)O.
Alors la restriction a% H de la suite des fonctions ("

f 
*


)
H
3C

(H) converge uniforme&ment sur
tout compact de B

vers ( f
&
) 

dans l'espace des distributions C

(H).
Corollaire 4.2.1. (i) ( f 

)
&
"( f
&
) 

,
(ii) B
&
LB

(la restriction ne donne aucune information sur les poL les supporte& s par l'origine).
Corollary 4.2.2. Pour tout couple (, q)3B

1,m#1, on a (; )&";

& .
DeHmonstration du theH ore`me. Posons F

(,x)""

f 
*


(x); c'est une fonction dans C

(X) et, en
tant que distribution sur H, sa restriction a` H est deH "nie par la formule
	F

(,.),
&

"
&
F

(, h)
&
(h) dh, ∀
&
3C

(H) (4.9)
Elle est meH romorphe sur  dont les po( les (eH ventuels) sont contenus dans B

, ceci est une
conseH quence du reH sultat analogue pour la distribution f 

, lequel reH sulte de la relation de la
b-fonction de f en 0
Pf "b()f , P3D

, b3[] (polynoL me de Bernstein-Sato). (4.10)
On "xe la fonction-test 
&
et on suppose que son support est contenu dans un compact ¸LX tel
que "

,1 sur ¸#BM  (0, 1/j') pour j*j' .
1ie% re e& tape: convergence sur 3,R'1. Soit un nombre reH el '1 "xeH ; puisque "

,1 sur
¸#BM  (0, 1/j) et  a pour support centenu dans BM (0, 1/j), le changement de variable x"x#h,
pour R', donne
F

(, h)"
M  
f 

(x#h)

(x) dx, ∀h3H, ∀j*j
'
. (4.11)
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(a) Pour tout h3H et tout , R*, F

(, h) converge vers f 

(h); en e!et, en eH crivant
f 

(h)"
M  
f 

(h)

(x) dx et en appliquant l'ineH galiteH des accroissements "nis, on voit que le
nombre F

(, h)!f 

(h) est majoreH par (1/j)sup

 f (x)gradf (x).
(b) Pour h3H,R*, x3X , f (x)), on a la majoration de F (, h)& (h) par 	& (h), avec
	
&
inteH grable.
Le theH ore`me de convergence domineH e implique la convergence normale de 
&
F

(, h)
&
(h) dh sur
3,R* vers 
&
f 

(h)
&
(h) dh. Notons que le reH sultat demeure vrai si on remplace f 

par gf 

ou` g3C

(X ).
2ie%me e& tape: convergence sur 3,R'!p, p3. Soit b

()"b(#p#1)b(#p)2b(),
d'apre`s la premie`re eH tape, la suite de fonctions 	b

()F

(,.),	
&

, holomorphes sur l'ouvert
3,R'0, converge vers 	b

()f 
&
,	
&

 sur cet ouvert. L'holomorphie de b

()f 

sur l'ouvert
3,R'!p implique celle de chacune des fonctions 	b

()F

(,.),
&

 sur ce me(me ouvert. Le
reH sultat chercheH sera eH tabli si on montre que la suite est uniformeHment de Cauchy sur tout compact
du fermeH de type 3,R*!p#. Soit l*l*j
'
, alors C
  
()"	b

()"
 
f 
*

 
!
b

()"
 
f 
*

 
,
&

 vaut aussi 	b

() f 

,
 
!
 

. En posant PH(x, /x, )"
a
(x, )
/x
,
a
(z, )3O[], et en utilisant la relation fonctionnelle (4.10), on voit queC  () est une somme "nie
de termes de type
	b(#p#1)b(#p)2b(#1)
&


c

(x) f 

(x)


x

(
 
!

)(h!x)
&
(h) dx dh,
avec c

3O

, k3. De l'eH galiteH 
/x
 (
 
!
 
)(h!x)"(!1)
(
/h
)(
 
!
 
)(h!x), la for-
mule de Stokes et le theH ore`me de Fubini, on deH duit que ce terme vaut
(!1)
(b(#p#1)b(#p)2b(#1)
&


c

(x) f 

(x)(
 
!

)(h!x) 

h


&
(h) dx dh.
Par iteH ration de ces calculs, on obtient un nombre "ni de termes de la forme

&


g

(x) f 

(x)(
 
!
 
)(h!x) 

h


&
(h) dx dh,
avec k3, g

3O

, et 3. La convergence uniforme eH tablie dans la premie`re partie permet de
voir que pour tout compact de KL3, R'!p# et '0, il existe j

*j
'
tel que
C
 
()), l*l*j

. Cela "nit la deHmonstration du theH ore`me. 
Remarquons que l'on a le me(me reH sultat si on remplace f 

par G() f 

ou` G est une fonction
holomorphe sur .
DeHmonstration du Corollaire 4.2.1. (i) les deux fonctions e& tant me& romorphes sur , le re& sultat de& coule
du principe de prolongement analytique par rapport a% , (ii) de& coule du (i). 
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Dans 
, l'hyperplan complexe (z, iz), z3 est un suppleHmentaire de 
 et non totalement reH el.
DeHmonstration du Corollaire 4.2.2. Par de&xnition, pour (, q), et 
&
3C

(H), on a
	;
& ,&
"
1
2i
(

	(f
&
) 

, 
&


(#) d. (4.12)
avecCLB

un petit cercle de centre! et oriente& .Dans cette formule on peut remplacer ( f
&
) 

par G

()(f
&
) 

avec G

()"&  ((#)/(#)) ou` p,m sont des entiers naturels
"xeH s tels que (p, m<0. Or la fonction 	"

G

() f 

/(#)* ,&
 converge uniforme&ment
sur C vers 	G

()(f
&
) 

/(#),
&

, on de&duit alors
	;
& ,&
" lim


1
2i
(
"
G

()f 

(#)* ,&d,
l'inte&grale d'indice j valant aussi

(

&


"

(x)
G

() f 

(x)
(#)(h!x)& (h) dx dh d.
La fonction inte&gre& e e& tant inte&grable (au sens de Lebesgue) sur CHX , on peut appliquer le
the&ore%me de Fubini, et on a
	;
& ,&
" lim


&


"

(x)
1
2i
(

G

()f 

(x)
(#) d(h!x) dx& (h) dh
" lim


&
"

; * (h)& (h) dh"	(; )& ,&
,
d'ou% le corollaire 4.2.2. 
4.2.3. Existence d'un hyperplan HLX non caracteH ristique aux distributions f  , 3B , ;

 ,
(, q)3B

1,m#1,m*2
On conside`re toujours le germe (4.1). Le fait que la varieH teH caracteH ristique duD-moduleDf  soit
a` "bres Lagrangiennes pour l'application f, ou`  est la projection du "breH conormal complexe sur
la base X, implique l'existence d'un hyperplan complexe geH neH rique non caracteH ristique H tel que
0 H (f
&
O0). Cet hyperplan peut ne pas e( tre totalement reH el; et dans ce cas l'hyperplan reH el
rechercheH ne peut e( tre obtenu par la trace sur le reH el. Comme les hyperplans vectoriels de
 totalement reH els forment une sous-varieH teH analytique reH elle (fermeH e) de la grassmannienne
complexe de codimension reH elle m!1, il est n'est pas clair qu'en le `bougeanta un peu, on en
obtient un qui est totalement reH el. En fait, le reH sultat de Hamm et Le( [13] concernant l'existence de
bonnes strati"cations de la "bre singulie`re complexe f"0 permet d'acceH der aux hyperplans reH els
rechercheH s. C'est l'objet de la proposition qui suit.
Proposition 4.2.2. Soit le germe de fonction analytique re&elle (4.1).
Alors il existe une courbe analytique re& elle
c : u3[0,u

[C c(u)"(c

(u),2, c(u))3(df )(0), c(0)"0,
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telle que, pour tout u3]0, u

[, H

LX0 et l'ensemble des points u3]0, u[, f&,0 soit discret.
Plus pre& cise&ment, H

est non caracte& ristique.
DeHmonstration. D'apre`s le reH sultat de [13], la "bre singulie`re complexe f"0 admet une bonne
strati"cation (<

)
$
. Cette strati"cation veH ri"e la proprieH teH tre`s utile que voici : pour toute suite
(w

)

de Xf"0 convergente vers un point w de f"0 pour laquelle les hyperplans tangents
(complexes) H(w

,X(f (w

))) a` X(f (w

)) en w

sont deH "nis et la suite de ces hyperplans converge
vers un hyperplanH, l'hyperplanH contient le plan tangent enw a` la strate de (<

)
$
qui contient
w. Nous allons utiliser ce reH sultat pour eH tablir la proposition. Soit donc C une composante de
(df )(0) (le lieu critique reH el) dont la dimension est infeH rieure ou eH gale a` m!1. Alors il existe une
strate <

telle que la dimension reH elle de C<

LX soit au moins eH gale a` 1. Le lemme de
selection analytique (ou lemme des petits chemins) [26] donne l'existence d'une courbe analytique
reH elle lisse c : s3[0,u

[Cc(u)"(c

(u),2, c (u))3C<L(df )(0). Posons e(u)"c(u)/c(u) qui
est un vecteur tangent a` la strate <

au point c(u) (c'est-a`-dire que dans la base /x

,/y

,
j"0,2,m, on a e(u)"	(c (u)/c(u))/x . Pour tout u3]0, u[, le point (c(u), eH(u)), eH(u) le
dual de e(u), n'est pas dansVH

"
	
¹H
	
Xf"0(0). En e!et, si (c(u), eH(u)) est limite
d'une suite de points (w

,(w

) df (w

)) dans 
	
¹H
	
X, (w

)3H, le vecteur e(u) comKncide avec
lim

(w

)gradf (w

) lequel est orthogonal a` l'hyperplan complexe limite H"
lim

H(w

,X( f (w

)). Or, d'apre`s la proprieH teH de bonne strati"cation e(u)3H, d'ou` la contra-
diction. Il existe donc un ouvert <

contenant c(u) et un co( ne C

contenant eH(u) tels que
<

C

VH

soit vide. Posons alors H

"x3<

,	x, e(u)
"	c(u), e(u)
. Les hyperplans
H

eH tant transverses a` la courbe uC c(u), on deH duit a` partir du theH ore`me de prolongement analytique
reH el que l'ensemble des points u pour lesquels f
&
,0 est discret dans ]0, u

[; plus preH ciseHment, on
peut choisir H

non caracteH ristique. Cela termine la deHmonstration de la proposition. 
4.3. Preuve
On reprend a` preH sent le germe (1.1) et on suppose que dim (df )(0)*1 ou` (df )(0)"x3X ,
df (x)"0 est le lieu critique (reH el) du germe.
1ier cas: n"0, f (x)"x, x3, k*2. Pour un choix convenable de fonctions-test 3C

()
a` valeurs reH elles (paire, valant identiquement 1 au voisinage de 0), des changements de variables
eH leHmentaires montrent que l'inteH grale oscillante F ()"exp(ix)(x) dx s'eH crit comme la
transformeH e de Fourier d'une fonction  dans ¸(,),  S() l'espace de Schwartz, donc elle
me(me ne peut e( tre dans S().
2ie%me cas: dim (df )(0)"n, n*1. On choisit un point w dans une composante du lieu critique
de dimension n, et en localisant autour de ce point on se rame`ne au cas preH ceH dent, puisque dans de
nouvelles coordonneH es locales (v

,2, v ) centreH es en w, on pourra eH crire f (x ,2,x )"v , k eH tant
la multipliciteH de la composante choisie.
Remarque 4.3.1. Si (df )(0) admet une composante de codimension strictement supeH rieure a` 1, on
peut eH galement e!ectuer des restrictions le long de cette composante comme au troisie`me cas.
3ie%me cas: 1)dim(df )(0) n!1, n*1. Soit une composante quelconqueC de codimension
p)n!1 du lieu critique. Alors en utilisant les reH sultats des sous paragraphes 4.1 et 4.2, pour les
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restrictions successives, on peut trouver une suite "nie d'hyperplans reH els (locaux) embom( teH s
(H

)

, j"1,2, n!p (en fait a` chaque eH tape, on tronque la distribution a` restreindre pour que le
support soit concentreH autour du point consideH reH ) et une suite de points reH els geH neH riques (a

)

,
j"1,2, n!p, avec a3H et HLHa . On pose : a"0 et H"X . Pour chaque
j30,n!p, dimH"n#1!j, au germe f"f& : (H , a)P(, 0) est associeH le deH veloppement
asymptotique de l'inteH grale oscillante

&
exp(if (x))

(x) dx &


&

¹

(

)
(log$)
($) , 3C (H ), (4.13)
avec ¹

"¹

et on a les proprieH teH s suivantes
(1) H

est un hyperplan reH el de H

, non caracteH ristique pour les distributions f 

, 3B
&
,
¹

, (, q)3B
&
0, n!j,
(2) ( f 

)
&
"(f
& 
) , ¹
 &
"¹

,
(3) B
&
LB
&
, pour tout j"0,2, n!p,
(4) dim (df )(0)H"p#j!n, pour j"0,2, n!p.
La restriction de f a` l'hyperplanH

admet a

comme singulariteH isoleH e; on peut alors appliquer
le reH sultat du paragraphe 3. Ainsi, en prenant une fonction "3C

(X ), valant indentiquement
1 dans un petit voisinage de a

(contenant tous les points a

, j"1,2, n!p), il existe une
distribution non nulle ¹

telle que "¹
 &
""¹

, ce qui prouve que ¹

est a` son tour
non nulle. Cela termine la preuve pour le cas de singulariteH non isoleH e. 
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