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ABSTRACT
Realistic prediction of the number density of galaxies is of critical importance in
assessing and evaluating the performance of future galaxy redshift surveys (GRS) like
Euclid and WFIRST. In this work, we perform a simulation with Galacticus, a semi-
analytical galaxy formation model, to predict the number counts of Hα and [OIII]
emitting galaxies. With a state-of-the-art N-body simulation, UNIT, we first calibrate
Galacticus with the current observation of Hα luminosity function. The resulting model
coupled with a redshift-dependent dust attenuation model, can reproduce the current
observations, including the Hα luminosity function from HiZELS and number density
from WISP. We extrapolate the model prediction to higher redshift and the result
is found to be consistent with previous investigations. We then use the same galaxy
formation model to predict the number counts for [OIII] emitting galaxies. The con-
sistency of these predictions with current observation of [OIII] number density and
luminosity function provides further validatation of our galaxy formation model and
dust model. We present number counts of Hα and [OIII] emission line galaxies for
three different line flux limits: 5× 10−17erg/s/cm2, 1× 10−16erg/s/cm2 (6.5σ norminal
depth for WFIRST GRS), and 2 × 10−16erg/s/cm2 (3.5σ depth of Euclid GRS). At
redshift 2 < z < 3, our model predicts that WFIRST can observe 1685±92 [OIII] emis-
sion line galaxies per square degree with a line flux limit of 1 × 10−16erg/s/cm2. This
will provide accurate measurement of large scale structure to probe dark energy over
a huge cosmic volume to an unprecedented high redshift. Finally, we compare the flux
ratio of Hα/[OIII] within the redshift range of 0 < z < 3. Our results show the known
trend of increasing Hα/[O III] flux ratio with Hα flux at low redshift, which becomes
a weaker trend at higher redshifts.
Key words: galaxies: formation; cosmology: large-scale structure of universe —
methods: numerical — methods: statistical
1 INTRODUCTION
Understanding the nature of the cosmic acceleration is one
of the prominent questions in modern cosmology. This phe-
nomenon was first discovered through the observation of
type Ia supernovae (SNe Ia, Riess et al. 1998; Perlmutter
et al. 1999). Its unknown cause is known as dark energy,
which could be a negative-pressure component in the uni-
verse, or the modification of general relativity. The simplest
model of dark energy is the cosmological constant. However,
? E-mail: zhai@ipac.caltech.edu
its value inferred from cosmological observations differs from
the prediction of quantum field theory by ∼ 120 orders of
magnitude (Weinberg 1989). This discrepancy has motivated
theorists to develop many different models of dark energy, as
well as alternative theories of gravity. However, current cos-
mological measurements are insufficiently accurate to rule
out many of these models. For instance, galaxy redshift sur-
veys like BOSS (Dawson et al. 2013), eBOSS (Dawson et al.
2016), and WiggleZ (Drinkwater et al. 2010), are designed
to measure the expansion history of the universe and the
growth rate of the large scale structure through the baryon
acoustic oscillation (BAO) and redshift space distortions
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(RSD). These measurements can provide important informa-
tion to constrain dark energy and modified gravity models
(Wang 2008c,a,b; Wang et al. 2010). However, the possible
parameter space is still large and therefore more powerful
surveys with larger area and deeper fields are needed.
Examples of such future surveys include LSST (LSST
Science Collaboration et al. 2009), DESI (DESI Collabora-
tion et al. 2016), 4MOST (de Jong et al. 2016), and PFS
(Takada et al. 2014) from the ground, and two space mis-
sions: ESA’s Euclid (Laureijs et al. 2011, 2012) and NASA’s
WFIRST (Green et al. 2012; Dressler et al. 2012; Spergel
et al. 2015). Euclid and WFIRST will use near-IR grism
spectroscopy to measure tens of millions of emission line
galaxies (ELGs) at intermediate redshifts. The resulting
data can provide measurement of the BAO signal and RSD
effect, as well as galaxy evolution and star formation histo-
ries. The main target of these surveys will be Hα and [OIII]
emission line galaxies (ELGs). The Euclid survey will ob-
serve the Hα ELGs in the redshift range 0.9 < z < 1.8,
while WFIRST has a slightly different redshift coverage
1.0<∼ z <∼ 2.0. The [OIII] ELGs for both surveys will be tar-
geted at z > 2.0. The Euclid and WFIRST surveys are de-
signed to have similar but complementary strategies in the
sense that Euclid has a much wider survey area and rel-
atively shallow Hα flux limit, while WFIRST has smaller
area and greater depth. This will enable a cross check of the
systematic effects and lead to more robust constraints on
dark energy.
One of the important tasks for these future surveys is to
optimize the survey designs and evaluate their performance
in constraining dark energy. Among the quantities that can
shape the capability of the future surveys, the number den-
sity of the target galaxies (as a function of redshift) is of crit-
ical importance. Therefore, realistic predictions are neces-
sary to prepare for future surveys like Euclid and WFIRST.
This can be done through numerical simulations to produce
highly realistic synthetic galaxy mock catalogs. In order to
do so, it is necessary to populate high-resolution N-body
simulations with galaxies of particular types.
This can be achieved in several ways, including using
a halo occupation distribution (HOD, Berlind & Weinberg
2002; Peacock & Smith 2000; Seljak 2000; Benson et al. 2000;
White et al. 2001; Cooray & Sheth 2002) approach, direct
hydro-dynamical simulation (Springel et al. 2001; Pearce
et al. 2001; Somerville & Dave´ 2015), or by using semi-
analytical galaxy formation models (SAM, White & Frenk
1991; Kauffmann et al. 1993; Somerville & Primack 1999;
Cole et al. 2000; Bower et al. 2006; Orsi et al. 2010; Ben-
son 2012). In this paper, we present our work using the
SAM approach, which uses parameterized prescriptions to
describe the various astrophysical processes governing the
formation of galaxies within the cosmic large-scale struc-
ture. Our choice of using a SAM for this work is driven by
the fact that the empirical HOD approach depends on ob-
servations which are not available for the WFIRST mission,
and the hydro-dynamical simulation is far too slow to gen-
erate sufficient numbers of galaxies to populate such a large
volume with the required resolution.
However, we note that there are several investigations
attempting to estimate the number densities of target galax-
ies based on current observations, which can provide useful
input for Euclid and WFIRST. For instance, Colbert et al.
(2013) and Mehta et al. (2015) measure the number density
of Hα emitters based on the data collected from Wide Field
Camera 3 (WFC3) Infrared Spectroscopic Parallels survey
(WISP; Atek et al. 2010, 2011). Although the survey area
of WISP is small and the redshift coverage does not match
that of Euclid or WFIRST completely, the similarity in the
observational mode (slitless grism) and the larger overlap in
wavelength coverage make the WISP results highly relevant
for such future surveys. Pozzetti et al. (2016) uses empiri-
cally motivated models to describe the Hα luminosity func-
tion based on the current observational data. In addition,
Colbert et al. (2013) and Valentino et al. (2017) estimate of
the number densities of [OIII] ELGs. The redshift ranges of
these estimates are lower than the redshift ranges spanned
by Euclid and WFIRST, but they can nevertheless provide
a low-redshift anchor for the predictions presented in this
work. The analysis in this paper is similar in approach to
that of Merson et al. (2018) which provides a detailed predic-
tion for the Hα ELGs, and the redshift dependence at differ-
ent flux limits for Euclid and WFIRST. We will focus on the
[OIII] ELGs in this paper, presenting the first model predic-
tions for their number counts with redshift ranges and flux
limits relevant to Euclid and WFIRST. Since we base our
calculation on a state-of-the-art N-body simulation, which
provides more accurate and better statistics for the relevant
observables, we present updated number counts of Hα ELGs
as well.
Our paper is organized as follows: in Section 2, we in-
troduce the galaxy formation model and its calibration with
current observations. Section 3 presents our calculation and
prediction for the Hα emission line galaxies. The results for
[OIII] are shown in Section 4. Finally we discuss and con-
clude in Section 5.
2 GALAXY FORMATION MODEL AND
CALIBRATION
In this work, we apply Galacticus (Benson 2012) — a semi-
analytical galaxy formation model to perform the prediction
and analysis. This section describes the details of the model,
including the input merger tree catalog and the model cali-
bration.
2.1 Galaxy formation model: Galacticus
Galacticus forms and evolves model galaxies using an ap-
proach similar to other SAMs. The input to the model is a set
of hierarchical merger trees of dark matter halos, which can
be constructed by the Press-Schechter formalism or through
cosmological N-body simulations. The baryonic processes re-
lated to galaxy formation and evolution within these dark
matter halos are parameterized by a set of coupled ordinary
differential equations (ODEs). These include the rate of gas
cooling, the star formation rate, the chemical enrichment of
the stellar and gaseous component, feedback processes from
supernovae and active galactic nuclei, the evolution of super-
massive black holes and so on. The output from Galacticus
is a set of properties of the galaxies, including the redshift,
stellar mass, size, metallicity, morphology, star formation
history and so on. In addition, Galacticus can also calculate
the spectral energy distribution (SED) for each galaxy, given
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models for the stellar initial mass function (IMF) and a set
of simple stellar population spectra. An analysis of the SEDs
of these galaxies, as well as their evolution with redshift will
be presented in a future paper.
The emission line luminosity of the galaxies from
Galacticus is computed using the CLOUDY photoionisation
code (Ferland et al. 2013). The details of the method are
fully described in Merson et al. (2018). The key step is to
generate and interpolate tabulated libraries of emission line
luminosities using CLOUDY as a function of the number of
ionizing photons for various species (H I, He I and O II),
the metallicity of the interstellar medium (ISM), the hydro-
gen gas density and the volume filling factor of H II regions,
which can be computed for the galaxies from Galacticus.
Galacticus is designed to be highly modular and flexible
such that new physical ingredients can be easily added in the
model. In our analysis, we adopt the stable branch v0.9.6.
The parameters of the models are described in more detail
in Section 2.3.
2.2 Merger tree catalogs
The dark matter halo merger trees used as input for Galac-
itus are extracted from one of the latest N-body simulations,
UNIT1 (Chuang et al. 2019), which is designed to focus on
characterizing statistics relevant to emission line and lumi-
nous red galaxies in large galaxy surveys. UNIT adopts sup-
pressed variance methods and consists of a suite of fully
N-body simulations (Gadget, Springel 2005) and particle
mesh simulations (FastPM, Feng et al. 2016). In particu-
lar, we use the full N-body calculation (i.e. Gadget) in our
analysis. The simulation is started from redshift z = 99 and
is run to z = 0.
It assumes a spatially flat ΛCDM model with the pa-
rameters: Ωm = 0.3089, h = H0/100 = 0.6774, ns = 0.9667,
and σ8 = 0.8147, consistent with the Planck 2016 measure-
ment (Planck Collaboration et al. 2016). The simulation con-
tains 40963 particles with a box-size of 1h−1Gpc. The result-
ing particle mass is ∼ 109h−1M. For more details of the
simulation, we refer the reader to Chuang et al. (2019).
Dark matter halos are identified using the publicly avail-
able ROCKSTAR halo finder (Behroozi et al. 2013a), and
merger trees are constructed using the Consistent Trees soft-
ware (Behroozi et al. 2013b). Due to the high resolution of
this simulation, the total number of the merger trees is ap-
proximately 160 million.
In order to forecast the number counts of Hα and [OIII]
emitting galaxies, we must first build a light cone catalog.
The Galacticus model implements light cone construction
with the method from Kitzbichler & White (2007). The re-
sulting catalog in our analysis has a survey area of 4 deg2
in the redshift range 0 < z < 3. This redshift range is chosen
to match the observations of the WFIRST and Euclid mis-
sions, as well as followup investigations for the distribution
and properties of the SEDs of the galaxies.
2.3 Calibration with Hα luminosity function
As with all semi-analytical models, Galacticus must be cali-
brated to reproduce some statistics of the galaxy population
in the local universe, or at higher redshifts where relevant
observational data is available. Since the UNIT simulation
has a new set of cosmological parameters and mass resolu-
tion, the parameters of Galacticus in the previous studies
(such as Merson et al. 2018) are not appropriate. Therefore
we must find a new calibration of model parameters for the
UNIT simulation and verify that Galacticus can then repro-
duce the statistics of interest.
In this analysis, we do not limit ourselves to the local
universe to calibrate the model. Instead, we focus on obser-
vational data in the relevant redshift range for Euclid and
WFIRST. In particular, we choose the three high redshift Hα
luminosity function measurements from the ground-based
narrow-band High-z Emission Line Survey (HiZELS, Geach
et al. 2008; Sobral et al. 2009, 2013), as shown in Figure 1.
The luminosity function, as well as many other prop-
erties of galaxies, can depend on the many astrophysical
processes and parameters modeled in Galacticus. In our cal-
ibration, we allow the tunning of these processes: cooling of
gas, star formation process, SNe feedback, black hole feed-
back, galaxy merging and merphology, metal yield and dust
attenuation. The parameter input file of this work is made
available online as a supplementary dataset.
Given the high-dimensional parameter space and the
size of the simulation, it is not practical to explore the pa-
rameter space with a Monte Carlo Markov Chain (MCMC)-
like approach. A possible solution is the emulator technique
as presented in Bower et al. (2010) to quickly evaluate the
model prediction at any point in the parameter space. Due
to large uncertainties in the measurement of the luminosity
function, and our goal of searching for a reasonable param-
eter set instead of accurate statistical inference, we adopt a
simpler method in the calibration. We first choose a sub-
sample of the merger trees that can represent the whole
simulation, and then use a Latin hypercube method to de-
fine hundreds of models that uniformly sample the param-
eter space. We note that this method has been widely used
in the design of cosmological simulations (Heitmann et al.
2009; Garrison et al. 2018; DeRose et al. 2019) and building
emulators for statistics of dark matter (halos) and galax-
ies (Heitmann et al. 2010; Lawrence et al. 2010; McClintock
et al. 2019; Zhai et al. 2019). We then use Galacticus to gen-
erate galaxy populations for each such parameter set. From
the resulting galaxy output we calculate the Hα luminosity
functions of the galaxies at the same redshifts as HiZELS
observations and evaluate a χ2 measure of the goodness of
fit of the Galacticus model to the data:
χ2 = (φobs,i,z − φpre,i,z )C−1(φobs,i,z − φpre,i,z ), (1)
where φ is the luminosity function, the subscript “pre” and
“obs” refer to model prediction and HiZELS observation re-
spectively, “i” and “z” denote the luminosity and redshift bin
respectively, and C is the covariance matrix of the measure-
ment. We then search for the model that has the minimum
χ2 and choose its parameter set as our calibrated model.
An important component in the calibration process is
1 http://www.unitsims.org
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Figure 1. Calibration of the galaxy formation model: comparison of luminosity functions from HiZELS (Sobral et al. 2013) and our
calibrated model. The redshifts at which the luminosity function are calculated are chosen to match the WFIRST and Euclid observation
strategy, as shown in the upper-right corner of each panel. The dashed line indicates the dust-free result from the Galacticus model,
while the solid line denotes the dust-attenuated result which is obtained by applying the redshift-dependent dust model as explained in
the text.
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Figure 2. Calibration of the dust model: optical depth of Hα
emission line luminosity measured to match the observed lumi-
nosity function. The dashed line is a linear function fit in redshift
based on a simple χ2 minimization.
the dust attenuation model. Merson et al. (2018) applied
three different dust models in their analysis: Ferrara et al.
(1999), Charlot & Fall (2000), and Calzetti et al. (2000). The
prediction of the Hα number counts based on these three
dust models are roughly consistent, with the Calzetti et al.
(2000) model giving predictions that are in best agreement
with observations. Thus we adopt the Calzetti et al. (2000)
dust model in our analysis, since it is also the most economic
computationally.
The Calzetti et al. (2000) model is an empirical ap-
proach and has been widely used in observational analyses.
We express the attenuation of luminosity by dust in this
model as
Latt = L010−0.4C(λ)Av , (2)
where Latt is the dust attenuated luminosity and L0 is the
dust-free, intrinsic luminosity, C(λ) is related to the extinc-
tion curve and depends only on wavelength, Av is a free
parameter to be determined by data. Once the value of Av
is determined, this dust model is complete and applicable
to all emission lines. We note that the luminosity function
measurements from HiZELS cover a wide redshift range, so
it is possible that a single value of Av may not be sufficient
enough to represent the dust attenuation. Therefore we im-
prove this model by incorporating the redshift dependence.
As in Merson et al. (2018), we define the optical depth at
the Hα wavelength as
τHα = − ln
(
Latt
Hα
L0Hα
)
, (3)
where the LHα is the Hα luminosity, and the superscript
“att” and “0” denote the dust-attenuation and dust-free re-
spectively. With the Galacticus galaxies, we apply this model
to find the dust-attenuated Hα luminosity by searching for a
value of τHα that results in a prediction for the Hα luminos-
ity function closest to the HiZELS measurement. This can
be done by a simple χ2 computation as in Eq. (1) and the
result is shown in Figure 2. The dust-attenuated luminosity
function from our calibrated Galacticus model is shown in
Figure 1 and is consistent with the HiZELS measurements.
Figure 2 shows that a constant optical depth across the
redshift range is not sufficient to describe the evolution of
the dust-attenuated Hα luminosity function. Therefore we
apply a linear fit based on the measurements of τHα at z =
0.84, 1.47, and 2.23, as shown as the dashed line in the figure.
With this result, we can obtain the optical depth at the Hα
wavelength at arbitrary redshift and derive the value of Av
MNRAS 000, 1–10 (2015)
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for the Calzetti et al. (2000) model through the relation
Av = − log10(− exp(τHα))/(0.4C(λ = Hα)). (4)
We then apply this value of Av in the dust model to obtain
the luminosities of the other emission lines. In other words,
at a particular redshift, the dust extinction still obeys the
Calzetti et al. (2000) law to model the wavelength depen-
dence. We also apply this dust model in the following cal-
culation for the prediction of the number counts of Hα and
[O III] emission line galaxies .
3 PREDICTION OF Hα EMISSION LINE
GALAXY
With the above calibrated Galaticus and dust odels, we first
estimate the number density of the Hα emission line galaxies
and compare with previous studies.
Figure 3 shows the number counts of the Hα emit-
ters as a function of flux limit within the redshift range
0.7 < z < 1.5, for both the dust free and dust attenuated lu-
minosity respectively. The significant difference between the
dust free and dust attenuated results shows that the dust
model is necessary in the modeling of galaxy distribution.
The uncertainty of the measurements in our analysis are ob-
tained by subsampling. In particular, we split the galaxies
according to their right ascension and declination into 25
subregions, each has an area of 0.16 deg2 and contains a
similar number of galaxies. We then compute the number
counts by excluding one of the subregions and estimate the
uncertainties using the jackknife approach. Given the 4 deg2
lightcone, we also estimate the cosmic variance using the fit-
ting formula as presented in Driver & Robotham (2010). For
a WFIRST like survey with redshift 1 < z < 3, the cosmic
variance is at 4.9% percent level for the estimated number
counts. We then add these two error budgets in quadrature
as our total uncertainty. The final uncertainties estimated in
this way are shown as the shaded area in the figure. For com-
parison, we also show the estimate from the WISP survey
by Mehta et al. (2015) in the same redshift range. Although
the WISP-based analysis has a total area of only approxi-
mately 0.051 deg2, it still carries important information as
a reference.
It is clear from the figure that the dust attenuated pre-
diction from our analysis is consistent with the WISP mea-
surements. With the flux limit of a WFIRST-like survey
of 1 × 10−16erg s−1cm−2, the mean number counts that we
have predicted are higher than the WISP measurements by
20−30%, which is a similar amount of variation given the sur-
vey area. In addition, the consistency between our prediction
and the WISP measurement also implies consistency with
the previous investigation in Merson et al. (2018), thereby
validating our calibration of the galaxy formation model.
Both the luminosity function and the number counts of Hα
emission line galaxies are consistent with the current obser-
vations.
In Figure 4 and Table 1, we present the prediction for
the redshift distribution of Hα number counts for different
flux limits. Note that in Figure 4, we have added a brighter
flux limit case for comparison with Euclid and WFIRST, to
demonstrate the importance of a sufficiently faint flux limit
to probe the higher redshifts. In Table 1, we have added a
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Figure 3. The distribution of the cumulative Hα flux counts as
predicted by Galacticus. The dashed line is the dust-free result
for comparison, while the solid line adopts our calibrated dust
model. The uncertainty of the measurement is obtained by the
jackknife resampling method combined with the cosmic variance.
Note that the cosmic variance is estimated to match the redshift
range 0.7 < z < 1.5, which is approximately a 7.9% variation.
The squares with errorbars are measurements from WISP (Mehta
et al. 2015) in the same redshift range.
fainter flux limit case to illustrate the gain in deeper surveys.
The uncertainties are obtained by the same jackknife resam-
pling method and cosmic variance as described above. We
restrict the prediction to the redshift range of 0.5 < z < 2.0
since this spans the entire redshift range for Hα ELGs rel-
evant to both WFIRST and Euclid. The results show an
overall decline of Hα number density with redshift, regard-
less of the flux limit, but the rate of decline increases at
brighter fluxes. This is a reflection of the LF of Hα ELGs,
which declines sharply at the bright end (see Fig.1). The
apparent peaks and troughs in the redshift distribution are
likely caused by sample variance.
As expected based on the Hα LF, the redshift distri-
bution of Hα number counts is very sensitive to the line
flux limit. WFIRST has a flux limit of 1× 10−16erg s−1cm−2
(6.5σ), while Euclid has a flux limit of 2× 10−16erg s−1cm−2
(3.5σ). From Fig.4, we can see that WFIRST can observe
more than twice as many galaxies than Euclid due to its
fainter flux limit. This will have a direct consequence for
data analysis. The shot noise in the galaxy clustering mea-
surement is set by the inverse of nP (with nP ∼ 1 being the
”rule of thumb”survey design goal), where n is the space den-
sity of the target galaxy and P is the amplitude of the power
spectrum in the region of interest (DESI Collaboration et al.
2016). Therefore WFIST will have large enough number den-
sity to enable better modeling of systematic uncertainties,
while Euclid will achieve high statistical precision due to its
larger survey volume.
MNRAS 000, 1–10 (2015)
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Figure 4. Predictions for the galaxy redshift distribution of the
Hα emitting galaxies. The results are shown for different flux lim-
its as indicated in the legend, which correspond to WFIRST and
Euclid survey strategies. The shaded area shows 1σ uncertainty
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Table 1. Predicted redshift distribution of the number counts of
Hα-emitting galaxies, dN/dz, per square degree for three survey
strategies with line flux limits of 5×10−17erg s−1cm−2, 1×10−16erg
s−1cm−2 and 2 × 10−16erg s−1cm−2 respectively. In each case we
show the mean counts and 1σ uncertainty from the jackknife
resampling method, as well as the cosmic variance for the dust
model. The last two rows give the cumulative counts for surveys
with 1 < z < 2 and 0.5 < z < 2. Note that the observational
efficiency is not included here.
Redshift Flux limit [erg s−1cm−2]
From To
(
5 × 10−17
) (
1 × 10−16
) (
2 × 10−16
)
0.5 0.6 34030 ± 2719 19485 ± 1526 9492 ± 755
0.6 0.7 42445 ± 2914 23002 ± 1590 10365 ± 770
0.7 0.8 35377 ± 2060 18922 ± 1110 8020 ± 484
0.8 0.9 36845 ± 2282 18822 ± 1190 7335 ± 482
0.9 1.0 34400 ± 1925 16775 ± 964 6165 ± 385
1.0 1.1 39532 ± 2412 18135 ± 1127 6187 ± 391
1.1 1.2 38395 ± 2191 16555 ± 995 5160 ± 313
1.2 1.3 30530 ± 2357 12575 ± 1001 3892 ± 327
1.3 1.4 36805 ± 2357 14705 ± 922 4207 ± 268
1.4 1.5 32667 ± 2096 12430 ± 836 3302 ± 239
1.5 1.6 28135 ± 1810 10200 ± 713 2355 ± 177
1.6 1.7 26227 ± 1509 9155 ± 546 1902 ± 122
1.7 1.8 24872 ± 1628 7822 ± 549 1520 ± 122
1.8 1.9 17347 ± 1359 5015 ± 411 857 ± 81
1.9 2.0 15700 ± 860 4285 ± 248 787 ± 58
1.0 2.0 29021 ± 1469 11087 ± 566 3017 ± 155
0.5 2.0 31554 ± 1589 13859 ± 703 4770 ± 245
4 PREDICTION OF [OIII] EMISSION LINE
GALAXY
4.1 Comparison with observations
At redshift z > 2, both WFIRST and Euclid are able to
detect the [OIII] emission lines. Therefore it is necessary
to forecast the number counts and redshift distributions of
[OIII]-selected galaxies given the survey strategies.
Figure 5 compares our calculation with current observa-
tions. Based on the WISP program with 29 fields observed
using the G102 and G141 grism, Colbert et al. (2013) pre-
sented the number counts and luminosity function for both
Hα and [OIII] emitters. We plot their results for the [OIII]
emitters on top of our analysis in the same redshift ranges.
The left hand panel of Figure 5 shows the number counts as
a function of flux limit. Similar to the result for Hα emitters
(Figure 3), the dust model has a significant effect. Our result
is roughly consistent with Colbert et al. (2013). However, we
notice discrepancies at some flux limits. With the WFIRST
flux limit of ∼ 1× 10−16erg s−1cm−2, our calculation shows a
lower number count than Colbert et al. (2013) especially for
the low-redshift galaxies. This can be partially attributed to
the redshift-dependent dust model we employed in the anal-
ysis. As shown in Figure 2, the low redshift galaxies have
higher optical depth. At the Euclid flux limit or higher (e.g.
3 × 10−16erg s−1cm−2), our model predicts similar numbers
of galaxies as the WISP measurement, especially for redshift
z > 1.5. This indicates that our analysis can be extrapolated
to provide reasonable prediction for WFIRST and Euclid at
high redshifts.
The right panel of Figure 5 presents the luminosity func-
tion of [OIII] ELGs as well as the comparison with WISP
measurements (Colbert et al. 2013). This result provides fur-
ther evidence of the consistency between the two. The lumi-
nosity function of our [OIII] prediction also has a Schechter-
like shape and similar amplitude as the observations. The
discrepancy is primarily seen in the lowest luminosity bin
for both redshift ranges. This indicates a possible incom-
pleteness in the WISP analysis which can be caused by the
number of misidentified single-line [OIII] ELGs at the faint
end (Colbert et al. 2013), thus this point was not used in
their Schechter fit or further analysis. Excluding this point,
we find our luminosity function is consistent with the WISP
measurement.
The results shown in Figure 5 shows that the number
distribution of the [OIII] ELGs is consistent with observa-
tions to date. This further validates our galaxy formation
and dust models. Together, they form a physically moti-
vated and observationally consistent model useful for future
work on galaxy formation and evolution.
4.2 Predictions for future surveys
We present the forecast for [OIII] ELGs in Figure 6 and Ta-
ble 2, in the same format and flux limits as Figure 4 and
Table 1. The left panel shows the number counts as a func-
tion of flux limit within different redshift ranges, and the
right hand panel shows the redshift distribution of the num-
ber density with different flux limits. From this result, we
can see that the flux limit is an important factor in shaping
the survey strategy. A lower flux limit can enable detection
of more faint galaxies, which reflects the fact that the num-
ber density distribution of the galaxies or dark matter halos
obeys a Schechter-like function. Thus WFIRST will have a
denser sampling of the [OIII] galaxies than Euclid, similar to
the result for Hα. With the WFIRST flux limit of 1×10−16erg
s−1cm−2, we find that the number density of [OIII] galaxies
does not decline significantly with increasing redshift. From
MNRAS 000, 1–10 (2015)
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Figure 5. Comparison of [OIII] emitting galaxies as predicted by Galacticus and as currently observed. Lef t : cumulative number counts
with different flux limits in the redshift ranges of Colbert et al. (2013). The dotted line is the dust-free result, while the solid line applies
our dust attenuation model. The observational data is based on WISP observations. Right : The luminosity function of [OIII] compared
with WISP measurements (squares). Both the dust-free (dashed) and dust-attenuated (solid) results are shown. The uncertainty in our
calculation is ignored for plotting purpose.
redshift 1 to 3, the number density with unit redshift is sev-
eral thousand per square degree. Thus the [OIII] emitters
will increasingly dominate the observed galaxy distribution
at high redshifts. Combined with the large survey area, it is
expected that the observation of [OIII] galaxies will provide
accurate measurements of large scale structure at redshifts
up to 3. In particular, it is possible that the clustering sig-
nal can have comparable significance and accuracy as the
Hα galaxies at lower redshifts, which can provide important
information for the assembly history of galaxies when the
universe is only ∼ 2 Gyrs old .
In addition, the redshift distribution of [OIII] galaxies
shown in the right panel of Figure 5 shows a noticeable de-
cline at high redshift for bright galaxies. This is also revealed
by the result for the 2.5 < z < 3.0 galaxies in the left hand
panel. This can potentially have an impact on the statistical
properties of massive galaxies or even galaxy clusters at this
redshift.
4.3 Hα/[OIII] Ratio
WFIRST and Euclid can observe both the Hα and [OIII]
ELGs over a wide redshift range. In order to avoid double
counting in the statistical analysis of the galaxy properties,
we split the galaxy population at z = 2. However we note
that many of the galaxies can have both emission lines de-
tected and it is worthwhile to examine the relationship be-
tween the strength of the emission lines. Therefore we com-
pute the flux ratio of Hα/[OIII] for the model galaxies from
our Galacticus simulation. We split the galaxy population
into several redshift bins and present results for both dust-
free and dust-attenuated in Figure 7.
The top row in the figure shows the dust-free result,
which reveals the intrinsic relation between the two emission
line fluxes. The bottom row adopts the dust model described
in Section 2.3. In order to capture the overall trend of the
statistics, we split the data in the panel into small bins of
Hα flux, and plot the median (solid lines) with the 25% and
75% (dashed lines) percentile on top of the scatter plot. We
find that the two results show similar patterns of redshift
and Hα flux dependence of the flux ratio except that the
dust extinction brings the overall galaxy population to the
faint end. Thus we can expect that the dust model will not
significantly impact the observed relation in future surveys.
At redshift z < 1.5, the figure clearly shows the trend of
increasing Hα/[OIII] ratio with Hα flux. This is consistent
with the analysis based on WISP (Colbert et al. 2013), and
earlier analysis reported by Domı´nguez et al. (2013). With
increasing redshift, this trend becomes weaker and the ra-
tio approaches a constant across the Hα flux distribution.
In addition, we find that with increasing redshfit, the [OIII]
flux starts to be stronger than Hα and dominates the ob-
servation. Due to the correlation of the metallicity, stellar
mass and luminosity (Tremonti et al. 2004; Kobulnicky &
Kewley 2004), the dependence of the Hα/[OIII] flux ratio
on the galaxy properties can be non-trivial. A thorough in-
vestigation of the galaxy formation model using all available
observational data is necessary in future analyses.
The result presented in Figure 7 is a model prediction
based on ideal conditions. The only observational effect con-
sidered here is the dust extinction model calibrated on the
Hα luminosity function. Thus we should note the caveat
that future observations can be complicated by multiple fac-
tors which can affect the Hα/[OIII] flux ratio distribution.
This includes the completeness of the survey, the number of
galaxies that have both emission lines detected, the dust ex-
tinction model adopted, contamination from other emission
lines (e.g. [NII] for Hα Masters et al. 2014, 2016; Faisst et al.
2016, 2018) and so on.
5 DISCUSSION AND CONCLUSION
WFIRST and Euclid missions, as cosmological surveys of
the next generation, will play important roles in the inves-
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Figure 6. Prediction of [OIII] emission line galaxies in the redshift range 1 < z < 3. Lef t : the cumulative flux counts as a function of
flux limit for different redshift ranges as shown in the legend. Right : Redshift distribution of the number density of the [OIII] emitting
galaxies. The results are shown for different flux limits. The errors are estimated from jackknife resampling method and cosmic variance.
Figure 7. Distribution of the flux ratio of Hα/[OIII] as a function of Hα flux, for both dust-free (top row) and dust-attenuated (bottom
row) results. For each panel, we split the galaxy population into small Hα bins, and estimate the median (solid line), and 25% and 75%
(dashed line) percentile of the flux ratio to represent the overall distribution.
tigation of dark energy in the universe by observing a huge
cosmic volume over a wide redshift range. Optimizing and
evaluating their survey strategy and performance is neces-
sary to forecast the science return. This requires realistic
simulation to model the galaxies that they will be able to
observe. In this work, we use a semi-analytical galaxy forma-
tion model, Galacticus, with a large N-body simulation to
predict the number counts and redshift distributions of the
Hα and [OIII] ELGs for a Euclid-like survey, a WFIRST-like
survey, as well as a deeper survey for comparison.
We first calibrate the galaxy formation model and the
dust attenuation model to match the observed Hα luminos-
ity function. The emission line luminosity of the mock galax-
ies is computed by the CLOUDY code. We calibrate the
model parameters of Galacticus by exploring the parameter
space through a latin-hypercube method. We note that this
method is only a simplified and approximate method but can
serve as an sufficient modeling for the forecast of galaxy sur-
veys at relevant redshifts. More robust calibration can use
method like emulator based on Gaussian Process or other
machine learning method (Bower et al. 2010). This can not
only find reasonable parameter set for the galaxy formation
model based on certain observational datasets, but also en-
able the examination of possible tensions between the astro-
MNRAS 000, 1–10 (2015)
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Table 2. Predicted redshift distribution of the number counts
of [OIII]-emitting galaxies, dN/dz, per square degree for three
survey strategies with line flux limits of 5 × 10−17erg s−1cm−2,
1×10−16erg s−1cm−2 and 2×10−16erg s−1cm−2 respectively. In each
case we show the mean counts and 1σ uncertainty from the jack-
knife resampling method, as well as the cosmic variance for the
dust model. The last two rows show the cumulative counts for
surveys with 1 < z < 2 and 2 < z < 3 respectively. Note that the
observational efficiency is not included here.
Redshift Flux limit [erg s−1cm−2]
From To
(
5 × 10−17
) (
1 × 10−16
) (
2 × 10−16
)
1.0 1.1 12225 ± 721 4032 ± 264 1170 ± 84
1.1 1.2 12540 ± 724 4025 ± 245 1190 ± 90
1.2 1.3 10660 ± 788 3400 ± 257 945 ± 86
1.3 1.4 13370 ± 811 4350 ± 263 1310 ± 91
1.4 1.5 12800 ± 812 4097 ± 294 1137 ± 101
1.5 1.6 11630 ± 679 3800 ± 242 950 ± 72
1.6 1.7 12902 ± 735 4140 ± 255 932 ± 73
1.7 1.8 11607 ± 732 3502 ± 227 850 ± 63
1.8 1.9 9567 ± 707 2762 ± 235 557 ± 50
1.9 2.0 8260 ± 458 2330 ± 144 530 ± 37
2.0 2.1 5740 ± 431 1877 ± 146 522 ± 58
2.1 2.2 4642 ± 471 1427 ± 159 342 ± 45
2.2 2.3 7212 ± 628 1980 ± 186 422 ± 50
2.3 2.4 7327 ± 523 2075 ± 155 567 ± 44
2.4 2.5 7130 ± 549 1847 ± 143 322 ± 39
2.5 2.6 6485 ± 468 1685 ± 135 352 ± 41
2.6 2.7 6372 ± 509 1555 ± 128 240 ± 30
2.7 2.8 6442 ± 432 1525 ± 118 237 ± 29
2.8 2.9 6675 ± 519 1660 ± 165 300 ± 43
2.9 3.0 5160 ± 374 1222 ± 110 202 ± 24
1.0 2.0 11556 ± 579 3644 ± 182 957 ± 48
2.0 3.0 6318 ± 334 1685 ± 92 351 ± 21
physical processes implemented and thus improve the model
building.
In the calibration of the dust model, we generalize the
Calzetti et al. (2000) dust model by adding redshift depen-
dence through the optical depth of the Hα emission line. This
results a physically motivated and observationally consistent
model for galaxy population. We then apply this model to
process the dark matter halo merger trees from the UNIT
simulation and construct a 4 square degree lightcone galaxy
catalog. We compare the model prediction of the Hα emis-
sion line luminosity and number counts with observations
from HiZELS and WISP, and find consistent results. Next,
we perform an analysis for the [OIII]-emitting galaxies which
are also target galaxies of WFIRST and Euclid at redshift
z > 2. The number counts and luminosity function of [OIII]
emitting galaxies are found to be consistent with current
observations from WISP. We then use Galacticus to extrap-
olate our prediction to higher redshifts that WFIRST and
Euclid can probe and estimate the number density of the
galaxies. The results show that at redshift up to 3, the ob-
servation of [OIII] galaxies from WFIRST can have a sur-
face density of thousands per square degree, which will sig-
nificantly extend the redshift reach of WFIRST in probing
dark energy.
We examine the relationship between the Hα flux and
[OIII] flux of the galaxies by computing the flux ratio as a
function of Hα flux. At low redshift, we find the trend of
increasing ratio with Hα flux, as reported in earlier studies.
The result also approves that galaxies at high redshift are
more likely to have [OIII] emission rather than Hα emission.
In addition, we also notice that applying the dust model
doesn’t change the overall behavior significantly. This can
avoid introducing extra bias in the analysis with observa-
tional data. However, we should note that the dust extinc-
tion in the real universe can be more complicated than mod-
eled here.
Although the results presented in this paper are consis-
tent with current observations and earlier work in Merson
et al. (2018), it should be noted that they are expectations
under somewhat ideal conditions where the only observa-
tional effect is the dust attenuation. In real observation, the
number counts and redshift distribution of the emission line
galaxies can be affected by multiple factors, such as the
redshift failures, survey completeness, contamination from
other emission lines and so on.
The number counts prediction for galaxies is one of the
first steps in the assessment of future surveys like WFIRST
or Euclid. The analysis of galaxy clustering (correlation
function or power spectrum) is the next step. For instance,
Merson et al. (2019) employ a HOD approach to simulate
a WFIRST-like and Euclid-like galaxy survey, measure the
clustering and estimate the linear bias. The semi-analytical
galaxy formation model, Galacticus we used in this analy-
sis is also able to produce galaxy catalogs with large survey
area and accuracy. We will present the clustering analysis
based on this approach, including both galaxy correlation
function, power spectrum and higher order statistics in a
future work.
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