Abstract---
I. INTRODUCTION
HE aim of sampling is to obtain fairly precise results about population parameters of the study variable on the basis of random samples. The simplest estimator of population parameter is based on simple random sampling when there is no additional information is available. In sampling theory it is usual to make use of information on auxiliary variables to obtain more efficient estimators. Some of the estimation procedures in sampling theory exploit the use of correlation between the variables and for the purpose of enhancing the precision of the estimators where the information on the auxiliary variable is known.. It is well known that when the auxiliary information is available, the ratio, product and regression estimators are widely utilized in many situations. Theoretically, it has been established that, in general, the regression estimator is more efficient than the ratio and product estimators except when the regression line of the character under study on the auxiliary character passes through the neighbourhood of the origin. In this case the efficiency of the estimators is almost equal.
However, due to the stronger intuitive appeal, statisticians are more inclined towards the use of ratio and product estimators. Perhaps that is why an extensive work has been done in the direction of improving the performance of these estimators. For ratio estimators in sampling theory, population information of the auxiliary variable, such as the coefficient of variation or the kurtosis, is often used to increase the efficiency of the estimation for a population mean. In the past, a number of estimators including modified ratio estimators are suggested with known Co-efficient of Variation, Co-efficient of Kurtosis, Co-efficient of Skewness, Population Correlation Coefficient etc. However there is no attempt is made to use the known value of the population quartiles and their functions of the auxiliary variable to improve the ratio estimators. Further we know that the value of quartiles and their functions are unaffected and robustness by the extreme values or the presence of outliers in the population values unlike the other parameters like the mean, coefficient of variation, coefficient of skewness and coefficient of kurtosis etc. These points discussed above have motivated us to introduce a modified ratio estimator using the known value of the population quartiles and their functions of the auxiliary variable. There are three quartiles called, first quartile, second quartile and third quartile. The second quartile is equal to the median. The first quartile is also called lower quartile and is denoted by . The third quartile is also called upper quartile and is denoted by . The lower quartile is a point which has 25% observations less than it and 75% observations are above it. The upper quartile is a point with 75% observations less than it and 25% observations are above it.
The inter-quartile range is another range used as a measure of the spread. The difference between upper and lower quartiles , which is called the inter-quartile range, also indicates the dispersion of a data set. The inter-quartile range spans 50% of a data set, and eliminates the influence of outliers because, in effect, the highest and lowest quarters are removed. The formula for inter-quartile range is:
The semi-quartile range is another measure of spread. It is calculated as one half of the difference between the and . The formula for semi-quartile range is: (2) Since half the values in a distribution lie between and , the semi-quartile range is one-half the distance needed to cover half the values. In a symmetric distribution, an interval stretching from one semi-quartile range below the median to one semi-quartile above the median will contain one-half of the values. The semi-quartile range is hardly affected by higher values, so it is a good measure of spread to use for skewed distributions. Another measure has been suggested in this paper and named as Quartile average and takes the notation which is defined as Many modified ratio type estimators available in the literature are biased but have minimum mean squared errors compared to that of usual ratio estimator. Some of the modified ratio estimators, which are to be compared with that of the proposed estimators, are listed below.
Sisodia and Dwivedi [2] has suggested a modified ratio estimator using the population coefficient of variation of auxiliary variable for estimating together with its bias and mean squared error and are as given below:
where (5) (1.5)
When the coefficient of kurtosis of auxiliary variable is known, Singh et.al [3] has developed a modified ratio type estimator for estimating and derived its bias and mean squared error as given below: where (6) (1.6) Motivated by Singh et.al [3] , Yan and Tian [5] has suggested another modified ratio estimator using the coefficient of skewness of the auxiliary variable together with its bias and mean squared error and are as given below: where
When the population correlation coefficient between and is known, Singh and Tailor [4] proposed another estimator for estimating together with its bias and mean squared error and are as given below: where (8)
II. PROPOSED MODIFIED RATIO ESTIMATORS
The proposed modified ratio estimators for population mean are
To the first degree of approximation, the biases and mean squared errors of are given below: ;
III. COMPARISON OF PROPOSED ESTIMATORS WITH THE EXISTING ESTIMATORS
To the first order degree of approximation, the mean squared error of the modified ratio estimators listed from (1. The biases of the existing and proposed modified ratio type estimators are given in the following table: The biases and mean squared errors of existing and proposed modified ratio estimators are summarized and given in the following table: In this paper we have proposed modified ratio estimators using known values of population quartiles of auxiliary variable and their function. The biases and mean squared errors of the proposed estimators are obtained and compared with that of existing modified ratio estimators. Further we have derived the conditions for which the proposed estimators are more efficient than the existing modified ratio estimators. We have also assessed the performances of the proposed estimators for some known populations. It is observed that the biases and mean squared errors of the proposed estimators are less than the biases and mean squared errors of the existing modified ratio estimators for certain known populations. 
