Objective: The aim of the present study was to apply a computational method commonly used in data mining discipline, classification trees (CTs), to evaluate the growth features in untreated Class III subjects. Materials and methods: CT was applied to data from 91 untreated Class III subjects (48 females and 43 males) and compared with the results of discriminant analysis (DA). For all subjects, lateral cephalograms were available at T1 (mean age 10.4 ± 2.0 years) and at T2 (mean age 15.4 ± 1.9 years). A cephalometric analysis comprising 11 variables was performed. The subjects were divided into two subgroups, unfavourable ('Bad') and favourable ('Good') growers, according to the quality of the skeletal growth rate in comparison with the normal craniofacial growth. Results: CTs showed that the most informative attribute for the prediction of favourable/ unfavourable skeletal growth was the SNA angle. Subjects with SNA values lower than 79.1 degrees showed a risk of 94 per cent of growing unfavourably. DA was able to select palatal plane to mandibular plane angle as predictors. DA, however, showed a statistically significant higher rate of misclassification when compared with CTs (40.7 per cent versus 12.1 per cent, binomial exact test: odds ratio = 6.20; P < 0.0001). Conclusions: CTs provided a valid measure of elucidating the effective contribution of craniofacial characteristics in predicting favourable/unfavourable growth in untreated Class III subjects.
Introduction
Craniofacial bone remodelling and positional displacement during growth in Class III untreated subjects are strictly controlled biological processes governed by fairly simple balancing laws, whose interconnections produce complex scenarios (1) (2) . Stability and change derive from mutually causal processes that occur between multiple variables. The fundamental tenets of dentofacial equilibrium claim that each unit of the dentition must be in balance with its surrounding structures at any instant: a dysmorphic growth pattern begins when this biological balance is disturbed (2) .
Fifteen years after the seminal article by Schwartz (3) concerning equilibrium theory and facial balance, Proffit (4) and Weinstein et al. (5) further examined the governing principles that lead to craniofacial equilibrium during growth. In the real scenery of Class III European Journal of Orthodontics, 2017, 395-401 doi:10.1093/ejo/cjw084 Advance Access publication 7 January 2017 malocclusion, a simple, uniformly distributed equilibrium never is reached; rather, the teeth tend to be in a 'dynamic' balanced arrangement within a surrounding complex biological environment that is changing constantly (6) . In some Class III patients, growth phenomena seem to be governed by inherent creativity, by the spontaneous appearance of changing novel structures, or by autonomous adaptation to a changing environment that differs from other types of dentoskeletal imbalances (7, 8) . Actually, we have the impression that for these counterintuitive patients, personalized clinical concepts, treatment methods, and biological principles need to be applied. However, our clinical experience tells us that the range of morphologic variability of Class III dysmorphogenesis during growth is not infinite. Any skeletal change is in some way constrained by the nature of previous growth; if any change has limited plasticity, then it has a probabilistic nature. If only certain definite changes can take place during the growth process, then we could try to explore the most probable craniofacial subsequent structure of our patients (9) (10) (11) .
In orthodontics, as well as in medical informatics, complex clinical problems involve the learning of the importance/effect of a few variables for predicting an outcome of interest in a sample of independent observations. However, data sets in clinical orthodontics are often prone to different sources of noise such as missing feature values, errors in landmarks location, underlying non-linear growth processes, incorrect measurement and recording, attribute interactions, and so on (6) (7) (8) . Moreover, when predictors are correlated, traditional statistical prediction models (analysis of variance, logistic regression, principal component analysis, etc.) not always appropriately partition variance. These indices, therefore, are often inadequate for addressing questions regarding disciplines that rely on observational studies (12) (13) (14) .
Within the past few years, the widespread availability of new computational methods for analysis of large amount of data ('data mining') has made these tools a useful instrument to discover unknown patterns or relationships in disparate fields, from economics to meteorology to ecology to medical diagnosis (9, 14) . Ideally, the generated knowledge in medicine can provide to the physician a novel point of view on the clinical problem. The task of data mining in clinical orthodontics could be to find the best fitting predictive model that relates clinical and radiological attributes to the outcome, i.e. to construct a reliable predictive model that helps practitioners improve their prognosis or treatment planning procedures. Classification trees (CTs) have been shown to achieve high prediction accuracy in several areas of research (12) (13) (14) (15) . CT (also known as decision tree) has been receiving increased attention as a means of selection and decision support in bioinformatics and related scientific fields, as e.g. selecting a subset of markers relevant to predict a certain disease.
The aim of the present study was to apply CTs to a sample of 91 untreated Class III subjects followed longitudinally, in comparison with the traditional discriminant analysis (DA) (13) to evaluate the pattern of craniofacial growth in a cohort of Class III patients.
Subjects and methods

Subjects
A longitudinal sample of 91 untreated Class III subjects (48 females and 43 males) was followed over time with two lateral cephalograms. Cephalometric records were obtained from the Department of Orthodontics of the University of Florence and from the Graduate Orthodontic Program of the University of Michigan. A large part of these subjects were enrolled previously in large descriptive estimates of craniofacial growth in Class III malocclusion (16) (17) (18) .
Inclusion criteria applied to the total collection of longitudinal series to create the final Class III sample were described previously (18) . All lateral cephalograms were taken in centric occlusion. All lateral cephalograms were taken in centric occlusion. PseudoClass III anterior crossbites were excluded based on two factors: a functional shift noted by the orthodontist (for the contemporary untreated Class III subjects who declined treatment) and an increase in the linear distance between the second vertebral body and the posterior border of the ascending ramus during intercuspation of the teeth (for the historical longitudinal samples taken from the growth centre studies in the USA). For all subjects, lateral cephalograms were available at T1 (mean age 10.4 ± 2.0 years) and at T2 (mean age 15.4 ± 1.9 years).
This study was exempted from review by the Medical School Institutional Review Board of the University of Michigan (HUM00118093).
Cephalometric analysis
A cephalometric analysis comprising 11 variables (5 linear and 6 angular, Table 1 ) was performed. The data were entered into a cephalometric software (Dentofacial Planner Plus, Version 2.5, Toronto, Ontario, Canada). The enlargement factor for all the lateral cephalograms of the Class III subjects at T1 and T2 was 0 per cent. The error of the method for the cephalometric measurements was evaluated by repeating the measures in 30 randomly selected cephalograms (Dahlberg's formula). Error was on average 0.8 degrees for angular measures and 0.9 mm for linear measures.
With the aim of minimizing the complexity of craniofacial relationships of the Class III malocclusion during the growth process, we described the sagittal skeletal imbalance as the difference between Co-Gn and Co-A sagittal skeletal imbalance (SSI), Table 2 ]. The SSI was calculated for all Class III subjects at both T1 and T2. To evaluate the amount of Class III SSI, the individual SSI of the 91 longitudinal subjects was compared with the SSI of the longitudinal cephalometric growth data (standard values) in a normal population (matched for age and gender) derived from the cephalometric atlas by Bhatia and Leighton (19) . 'Good growers' were defined as those Class III subjects who showed a reduction of the difference (negative value) between the T2-T1 change in SSI in Class III subjects and the T2-T1 change in SSI in the standard values. In other words, these subjects approached normal values during the growth process. 'Bad growers' were defined as those Class III patients who showed an increase of the difference (positive value) between the T2-T1 change in SSI in Class III subjects and the T2-T1 change in SSI in the standard values.
Discriminant analysis
Discriminant analysis (DA) is a statistical analysis to predict a categorical-dependent variable (called a grouping variable) by one or more continuous or binary-independent variables (called predictor variables). In this study, the dependent variable was the binary outcome 'good' or 'bad' growers, while the 11 cephalometric variables were the predictors. DA was performed with two methods. In the first method, all independent variables were entered together, while in the second method, a stepwise procedure with Wilk's lambda statistics was chosen using a forward selection procedure with F-to-enter and F-to-remove equal to 4. The predictive power (classification power) of either method was calculated (SPSS, Version 12.0, SPSS Inc., Chicago, Illinois, USA). As for sample size calculation for DA, a sample size of at least 20 observations in the smallest group is usually adequate to ensure robustness of any inferential tests that may be made. In general, there should be at least five observations for each independent variable (20) . In the current study, therefore, a sample of 91 Class III subjects should be adequate for a model with 11 independent variables.
Classification tree
Data mining algorithms are a set of techniques that automatically build models describing the structure at the heart of a set of data (14) . When these models accurately represent the structure underlying the data, they can be used to predict properties of future data points, and, accordingly, researchers and clinical operators can use them to analyse the domain from which the data originates (13, 14) . CTs, one of the most expressive tools of data mining, have the ability to divide populations into meaningful subgroups that allow the identification of groups of interest. A 'tree' can be described as the combination of mathematical and computational techniques to aid the description, categorization, and generalization of a given set of data, to help identifying a strategy that most likely will reach a goal (14) . Trees have a flowchartlike structure: each internal node represent an attribute, each branch represents conjunctions of the features that lead to class labels, and each leaf node represents a class label, i.e. a decision taken after computing all attributes. The paths from root to leaf represent classification rules (13) . These advantages need to be tempered by two key disadvantages of trees: their instability to small changes in data (13) and their tendency to 'overfit' the data without proper 'pruning' (see further) or limiting tree growth, making them somewhat poor predictors (14) .
In the present study, the goal was to create a model that predicts the value of a target variable based on several input variables. CTs were applied with the aim of identifying the most important predictors (among the 11 cephalometric variables at T1) for the good or bad growth (categorical dependent variable). Trees were produced by the R package 'tree' version 1.0-37 (21) .
Pruning techniques
The model of a CT should be as small as possible because the size of the model directly affects how easy it is to interpret. The problem is to construct the 'best' CT, given the data. The parts of a model that describe chance effects can be eliminated through a process of cutting off called 'pruning'. Pruning prevents recursive splitting of attributes that are not clearly relevant, namely of data with poor information gain. A tree that is too large risks overfitting the data and poorly generalizing to new samples (13, 14) . The term 'overfitting' refers to the facts that a classifier that adapts too closely to the learning sample will discover not only the systematic components of the structure but also spurious patterns due to noise, patterns that are not genuine features of the underlying domain, randomly sampled observations, spurious effects and so on. (22) . Pruning methods identify the least reliable branches and remove them. The tree which is perfect for the known patients may be oversensitive to statistical irregularities and idiosyncrasies of the given data set. In order to avoid unnecessary complexity, pruning a tree is a fundamental step in optimizing the computational efficiency as well as classification accuracy (22) . The efficiency of the pruning method applied to orthodontic data determines the size and accuracy of the final dentoskeletal model. The pruning was carried out using R package snip.tree (23) .
Cross-validation
The basic idea of cross-validation is to estimate how well the hypothesis will predict never met data. The predictive models should never be built and tested on the same data set. Estimating the accuracy of a classifier induced by learning algorithms is important to predict its future prediction accuracy (13, 14) . To do this, the typical strategy is to learn from two-thirds of the data (training set) and then to test on the remaining one-third of the sample (test set). Such a strategy may not be applicable with a small number of data since the algorithms for learning the prognostic model may have problems due to the reduced data set for learning (14) . Leave-one-out crossvalidation involves splitting the set of observations into two parts. A single observation is used for the validation set, and the remaining observations make up the training set (13) . The accuracy of the procedure is computed by averaging the n test errors estimates (13) . The leave-one-out cross-validation pruning was carried out using the 'caret package' in R. 
Results
The progression of SSI was detected in 91 Class III subjects followed longitudinally as compared to the progression of SSI in a matched normal population. As expected, the mean SSI differential between Class III and reference subjects increased with age (Table 2) . Despite this observation, 28 of the 91 subjects (31 per cent) were classified as 'good growers' as they exhibited a self-organizing progressive reduction (i.e. improvement) of the distance from the reference values during growth. On the contrary, 63 of the 91 subjects (69 per cent) exhibited a worsening of the maxillomandibular differential ('bad growers') ( Table 3) . CT analysis of the craniofacial progression of 91 Class III subjects was conducted (Figure 1 ) using 11 skeletal cephalometric variables as continuous predictors. This form of predictive approach helps to describe worst, best, and expected scenarios in a particular set of data. Each tree is built based on the principle of recursive partitioning, where the feature space is split into regions containing observations with similar response values. Of the 11 cephalometric variables, 7 were selected for the tree construction. The analysis of the unpruned tree ( Fig. 1) showed that 34 of 91 subjects (37 per cent) presented a SNA angle smaller than 79.1 degrees, while 57 subjects of the 91 (63 per cent) showed an SNA angle greater than or equal to 79.1 degrees. The SNA values provided the greatest contribution for the prediction of favourable/unfavourable skeletal growth: subjects with SNA values lower than 79.1 degrees showed a risk of 94 per cent of growing unfavourably (32 of 34). CTs provided additional probabilistic rules to the prediction. The inferred classification rule is: if a Class III subject has an SNA angle below 79.1 degrees, then a poor outcome for the facial growth is expected in 94 per cent of cases. If a Class III subject has an SNA angle below 79.1 degrees AND a PP-MP angle greater than or equal to 26.6 degrees, then a poor outcome is expected in 100 per cent of cases. When SNA is greater than or equal to 79.1 degrees, the analysis is more complex, as it depends on the values of Go-Gn, SNB, Co-Go, NSAr, and PP-SN (see Figure 1) . The misclassification rate was 12 per cent (11 cases of 91) when considering the unpruned tree.
Multivariate DA applied to cephalometric variables of Class III subjects showed a statistically significant higher rate of misclassification about the features of facial growth (59.3 per cent correctly classified, misclassification rate of 37 of 91, 40.7 per cent), when compared with CT (binomial exact test: odds ratio = 6.20; P < 0.0001). Figure 2 exhibits the results of a tree pruning technique over the same tree of Figure 1 . A commonly used heuristics is to build a large tree in a top-down manner and then to iteratively prune leaves off until a tree is found that seems to minimize the desired measure. The pruning shows that 4 of the 11 cephalometric variables (SNA, PP-MP, CoGn, and SNB) are relevant attributes for information gain about the quality of growth among Class III untreated subjects. There are five terminal nodes with misclassification rate of 24.2 per cent (22 of 91). When a new patient shows an SNA greater than or equal to 79.1 degrees combined with a Go-Gn value smaller than 81.95 mm and SNB greater than or equal to 84.95 degrees, this patient is classified as good grower (Figure 2) . If a new patient does not present with these features, then this patient is classified as bad grower.
It should be pointed out that despite that tree pruning produced a simplified interpretation of the prognostic framework, the misclassification error rate was the double (22 of 91, 24.2 per cent) than the CT without pruning (11 of 91, 12.1 per cent). However, with respect to the DA, the misclassification rate still was significantly higher (binomial exact test: odds ratio = 2.25; P = 0.0095)
To estimate how well the classifier would perform on unseen cases, we used the leave-one-out cross-validation procedure. The accuracy was 64 per cent. Therefore, the prognostic outcome did not seem to be affected substantially in new, unseen, cases.
Discussion
Previous studies have proposed different cephalometric models to determine specific facial parameters related to horizontal and vertical growth patterns in Class III patients, with the aim to distinguish between normal and abnormal facial growth in untreated subjects. Non-parametric (18), multilevel (11) , and predictive function algorithms (10) have provided growth predictions based on a variety of facial characteristics. These studies clearly demonstrated the existence of different skeletal combinations (16) .
Uncertainty is the non-negotiable feature of all odds, but in any situation of uncertainty are involved probabilities. Numeric data become information only when they are placed in a context; without it, we have no way to differentiate the orthodontic 'signal' (a piece of evidence that tells us something useful about the underlying truth behind a statistical problem) from the orthodontic 'noise' (random values of patterns that may easily be mistaken for signals) (24) . The goal of any prediction model that is useful for clinical purposes is to capture as much signal as possible and as little noise as possible. Unfortunately, in Class III malocclusion, we face a situation governed by both genetic and epigenetic factors (25) , biomechanical laws working together with universal laws of nature (optimization, search for the local minimum of free energy, etc.) (3), in turn affected by laws of complex biological systems (sensitivity to initial conditions, preferential attachment during morphogenesis, self-organizing properties, etc.) (25), in turn affected by 'laws of the improbability' (randomness, uncertainty, possibility, willingness, plausibility, etc.) (26, 27) . Taken together, these laws tell us that we should expect the unexpected. Regular events can justify the prediction of regular events, but extreme events (e.g. the abrupt change in the direction of chin growth) are almost never predictable on the basis of what has happened in the past. Sometimes it seems that the Nature's laws of optimization and balance disappear, hindering the harmonization of observations with the predictions: in some patients, the mandible growing primarily horizontally inexplicably start to grow vertically, or vice versa (1, 27) ; patients who respond poorly to treatment tend to improve spontaneously years later (28, 29) ; therapeutic results that led to an impeccable dentofacial balance may be followed by inexorable worsening (28, 29) , and so on. These paradoxical phenomena are the expression of an implicit form of disorder that originate inside the skeletal system itself or are the result of events due to a chance. It seems difficult to find immaculate statistical procedures that could not be contaminated by evolutionary exceptions as well as by our own clinical prejudices (the bias of our personal 'heuristics'). However, when prediction attempts are coupled with a circumscribed probability, corridors of predictability can emerge. In craniofacial growth investigations, the advantage of the probabilistic reasoning lies in the possibility of achieving rational descriptions even when there is not enough of deterministic information on the function of a system (14, (29) (30) (31) (32) (33) . Orthodontists, even those not particularly versed in statistics, are well aware that probabilistic approaches apply to population of patients may not be appropriate for individual patients. Moreover, it takes time for causes to have effects: unfortunately, growth models that do not take into account time interval properly between longitudinal surveys are often used in clinical-statistical models (30) . As a result, biased estimates of growth effects are obtained, as these models ignore the effects a skeletal variable can have on itself during growth (13, 30) . The subjects enrolled in this study (both good and bad growers) exhibited similar time lag between T1 and T2 detections.
A limitation of the current investigation is the relatively small sample size. However, it is very difficult to collect a sample of true longitudinal untreated Caucasian Class III subjects. This difficulty is related to the relatively low prevalence rate of this malocclusion in White children (5-6 per cent) (34, 35) and to the difficulty of collecting longitudinal records of untreated Class III subjects because of ethical issues. All the subjects described here were enrolled previously in large descriptive estimates of craniofacial growth in Class III malocclusion (16) (17) (18) . Another limitation of the present study was that males and females could not be analysed separately. The analysis of the sample based on gender was not possible due to relatively small sample size. However, the classification of the Class III subjects in either 'good growers' or 'bad growers' was based on both age and gender.
The results of our study suggest some general probabilistic rules that can be used by the practicing orthodontist for restricting the range of evolutionary possibilities in Class III malocclusion progression. These rules can improve the prognostic estimates of the 'possible adjacent' (30) of the Class III craniofacial pattern during the growth process, i.e. the way that morphological dysmorphic development occurs within their specific conditions of possibility. Praised for their transparency, CTs are able to generalize clinical information, i.e. to perform well with unseen cases, allowing the orthodontist to examine and understand the decision model and its workings during the growth process, following a path from the root node (upward) to the leaf (bottom) (13, 14) . Despite these possibilities, we must keep in mind that knowledge from data mining requires careful handling in integrating different sources. Each type of data often contains too much computational complexity, and too much noise for single biological signals to be identifiable, much less their interplay (13) . CTs are aimed to analyse databases in order to find previously unsuspected relationships, or patterns, which are of interest. However, many of these 'patterns' will simply be a product of random fluctuations, and they will not represent any underlying structure (36, 37) . Another situation where tree approaches are no longer applicable is the so-called 'small n large p' case, where the number of predictors p is greater than the number of subjects n. In these situations, CT performances may suffer from data segmentation: the leaves may include too few instances to obtain reliable predictions (24) . Finally, an additional flaw of simple tree models is their instability to small change in the learning data (36) . As attempted solutions to these problems, pruning and cross-validation techniques were proposed (14) .
In our data set of 91 Class III subjects, the sagittal maxillomandibular imbalance not rarely (28 cases of 91) underwent a spontaneous improvement ("good growers"), with a reduction in the difference from the average of normal sagittal proportions. This spontaneous improvement has not to be interpreted as a spontaneous correction of the Class III dentoskeletal imbalance. Only in 2 of the 9 'good growers' showing a negative overbite at T1, the spontaneous improvement led to clinically significant results, i.e. correction of the anterior crossbite at T2.
Dentoskeletal variables with highly allocated shares of feature variance (i.e. a salient contribution to output) are natural candidates when trying to influence the treatment response. In several disciplines, CTs have been used to discover features and extract patterns in databases that are important for discrimination and prediction modelling (14) . While in this study DA provided a statistically significant higher rate of misclassification about the facial growth, CTs allowed us to compare the importance of the cephalometric characteristics that determine the most advantageous sequence for either favourable or unfavourable dentoskeletal progression. The SNA and PP-MP variables exhibited the greatest importance in conditioning a balance/imbalance of sagittal equilibrium during growth. A Class III subject with an SNA angle smaller than 79.1 degrees has a high (94.1 per cent) probability of incurring in subsequent unfavourable growth, i.e. a growth progression that exacerbates the sagittal imbalance. Of the 91 subjects, 34 had SNA angle smaller than 79.1 degrees; 27 of these 34 subjects had also a PP-MP angle greater than 26.6 degrees. Therefore, Class III subjects showing the co-occurrence of these two characteristics exhibited a poor outcome for facial growth in 100 per cent of cases.
The importance of the SNA angle should be further emphasized as the dimensions of the anterior cranial base are supposed to establish an individual pattern for facial skeletal relationships (6, 7) . The floor of the cranium is a developmental template from which the growing nasomaxillary complex is suspended. The proportion between these structures establishes a corresponding pattern for the face morphology as well as positions of facial components (2). In 24 Class III patients observed by Williams and Andersen (6), the development of the maxilla, both in size and in position, was clearly demonstrated to be an aetiologic factor in the development of Class III malocclusion.
Conclusions
Some clinical orthodontic problems could be efficiently addressed using an appropriate choice and combination of new computational methods and tools for data analysis. CTs showed that certain cephalometric characteristics during childhood and adolescence may suggest unfavourable craniofacial growth in a Class III patient. The SNA and PP-MP angles provided the greatest contribution for the prediction of favourable/unfavourable Class III skeletal growth.
