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I. APPROXIMATION IM INTERVALL [O,l] 
1. Es sei C[u, b] der lineare Raum der auf dem endlichen reellen 
Interval1 a < x < b stetigen reellwertigen Funktionenf. Als Tschebyscheff- 
Norm bezeichnen wir den Ausdruck 
llfll = ,?,a& If(x .-. 
Die beste Approximation E,(f) vonf E C[u, b] durch algebraische Polynome 
vom Grade IZ ist definiert durch 
(1) 
Nach einem fundamentalen Ergebnis von K. Weierstrass i t limn+m E,(f) = 0 
fiir jedesSE C[a, b]. Bei zusatzlichen Informationen tiberfkbnnen wir sogar 
abschatzen, wie schnell E,(f) fiir n -+ cc gegen Null strebt: 
SATZ 1 (D. Jackson). Es sei f in [a, b] k-ma1 stetig dzferenzierbar, 
k > 0. Dann gilt fiir alle n > k 
En(f) d Akn-“Wk); l/n>, (2) 
wobei w( f tk); t) der Stetigkeitsmodul der k-ten Ableitung f (k) ist, und Ak nicht 
von f und n abhtingt. 
* Dieser Artikel ist eine Weiterfiihrung einer Arbeit [S] des Autors, die 1969 unter 
demselben Titel erschien. 
+ Die vorliegende Arbeit wurde zum Teil aus Mitteln der Deutschen Forschungsgemein- 
schaft unterstiitzt (Bu 166/11 und Ru 83/3). 
2 Der Autor ist Herm Prof. Dr. P. 0. Runck fur viele wertvolle Anregungen und 
Vorschlage sehr dankbar. 
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Im Bestreben, das fur die moderne Analysis so wichtige Ergebnis von 
Weierstrass zu verallgemeinern, gelang es Ch. Miintz das Folgende zu 
beweisen: 
SATZ 2 (Ch. Miintz). Es seien p,, , p1 ,... eine Forge reeller ZahIen mit 
0 < p0 < p1 < ..* und lim,+mpi = co. Das System ci=, aixPi ist genau 
dann dicht in C[O, I] beziiglich der TschebyscheENorm, falls p,, = 0 und 
CL, l/pi = a ist. 
Die Ergebnisse von Jackson und Miintz legen die Frage nahe, ob dem 
Satz 1 entsprechende Abschatzungen fiir die beste Approximation 
(3) 
gelten, wenn die Exponenten pi eine fest vorgegebene reelle Zahlenfolge 
durchlaufen. Das Thema dieser Arbeit ist es also, einen Zusammenhang 
zwischen E,(f; pi), der Exponentenfolge {pi} und der zu approximierenden 
Funktion f herzustellen. Erfiillen die Exponenten pi die Voraussetzungen 
des Satzes 2 von Miintz, so ist fur alle f E C[O, l] stets lims+cc E,(f;pi) = 0. 
Falls p0 = 0 ist, so gentigen die Funktionen {I, xpl,..., xps} in [0, l] der 
Haarschen Bedingung. Daher ist fur jede Funktionf E CIO, l] das “Polynom” 
bester Approximation der Gestalt x:=0 aixp’ eindeutig bestimmt. 
Legen wir nicht die Tschebyscheff-Norm, sondern die L,-Norm zugrunde, 
so ist bereits folgendes Ergebnis bekannt: (Vergleiche [l] Achieser, Kap. 1,14; 
[2] Cheney, Kap. 6,2) 
LEMMA 1. Seien q, p, ,..., ps verschiedene reelle Zahlen gr@er als -l/2. 
Es sei 
d,(x’;p,) = ,,i$,, ,j; (tq - i citni)’ dt11j2 
i=l 
die beste Approximation im Mittel auf [0, l] f%f(x) = xq. Dunn ist 
L-e lq-Ppil 
ds(xq; pi) = d2q + 1 i=l q + 1 + pi * (5) 
Mit Hilfe dieses Lemmas ist es leicht, eine gute Abschatzung fi.ir die gemal (3) 
gebildete beste Approximation E,(xq; pi) der Funktion f(x) = XQ zu finden: 
LEMMA 2. Es seien q > 0, 0 = p,, < p1 < .** < ps verschiedene reelle 
Zahlen. Dunn isr 
(6) 
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Beweis. Sei M > 0 eine feste reelle Zahl. Wir setzen 4 = Mq und 
ri = Mpi , i = O,..., s. Ftir beliebige reelle KoefEzienten bi und alle x E [0, 1 ] 
ist 
J(x) = 1 #+I’2 - i bixTZ+l” 1 = (4 + l/2) 1 1: (Pi2 - g ciP-li2) dt 1 
mit ci = bi(ri + 1/2)/(q + l/2). Nach der Schwarzschen Ungleichung wird 
J(x) < (ij + l/2) - d/x . 1 j; (f-l’” - i cifri--li2j2 dt;li2. 
i-l 
Durch die Auswahl geeigneter Koeffizienten ci und b, machen wir den 
letzten Ausdruck minimal und erhalten mittels Lemma 1: 
J(x) < (ij + l/2) . l/x . ds(Xr-1/2; ri - l/2) 
Hieraus folgt nun 
Fur beliebige Koeffizienten ai ist 
s s 






E,(x*; pi) = E,(x@; ri). (8) 
Wir wahlen nun M = 1/(2q) und erhalten aus (8) und (7) 
Urn gtinstige Abschatzungen ftir die Koefhzienten unserer Approximations- 
polynome (Vergleiche Satz 4) zu finden, ist folgender Satz vom Jackson-Typ 
tiber simultane Approximationen wichtig: 
SATZ 3. Es sei.f in [-1, l] k-mal stetig dtfirenzierbar, k >, 0. Fiir jedes 
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n > 2k existiert dann ein algebraisches Polynom P, vom Grade n, so da$I fiir 
alle x E [-1, l] gilt: 
If(‘)(x) - P:)(x)1 < Ckn-pw(f(t); l/n) fiir r = O,..., k; (9) 
) PF+l)(x)l < D,nw(f(“); l/n). (10) 
Dabei sind die Konstanten Ckr und D, ma von k, nicht aber von f und n 
abhiingig. 
Satz 3 183t sich aus analogen Aussagen im trigonometrischen Fall gewinnen 
(fund f(“) stetig mit Periode 27r, P, trigonometrisches Polynom der Periode 
2~r vom Grade n), wo (9) ein bekanntes Ergebnis von Freud-Czipszer [4] 
und Garkavi [5], (10) von M. Zamansky [19] ist. Leicht gewinnt man Satz 3 
such aus einem besseren Ergebnis von Runck [16]: (Vergleiche hierzu such 
die Arbeiten von Teljakovskii [17] und Gopengauz [lo]). 
SATZ 3a (P. 0. Runck). Es sei f in [- 1, 1] k-ma1 stetig dfirenzierbar, 
k > 0. Fiir jedes n > 2k existiert ein algebraisches Polynom Q,, vom Grade n, 
so daJfiir alle x E [-I, I] gilt: 
Ifyx) - Q;‘(x)] < e,,. f1 ; x2)k-r w (f’“‘; ” ; “); r = O,..., k; 
I Q;k+“‘(x>l < &@,(x))-~ Kf’“‘; I,, 
wobei 
d,(x) = max{ l/n”; dl - x2/n}. 
Die Konstanten Ck,. und 6, sind nur von k, nicht von f und n abhdngig. 
Die Aussage des Satzes 3 verwenden wir nun, urn zu einer Funktion f eine 
Polynomfolge zu konstruieren, die zwar von f starker abweicht, deren 
Koefhzienten dafiir wesentlich besseren Abschatzungen geniigen: 
SATZ 4. Es sei f in [0, l] k-ma1 stetig dtyerenzierbar, k > 0. Zu einem 
n > 2k sei ein h > 1 vorgegeben. Dann existiert ein Polynom T,,(x) = cy=Obinxi, 
so daJ ftir alle x E [0, 1 ] gilt: 
If(‘)(x) - T:)(x)/ < C,, (f,“-’ w (for; k), r = O,..., k; (11) 
I b,, 1 < DI, ix)“-’ w (f(l;); ,3)/q! fiir q = k + l,..., ni12) 
Die Konstanten C,, und Dk sind die des Satzes 3 und daher nur abhangig von k, 
aber unabhtingig von f, n, und A. 
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Beweis. Wir betrachten die Funktion 
f (42 O<x,<l 
g(x) = f(0) + f’(O)x + ..’ + f’“‘(0) Xk/k!, --x<x<o 
f(1) +f’(l)(x - 1) + ... +f’k’(l)(x - l)“/k! 1 <x<h. 
g ist in [--h, h] k-ma1 stetig differenzierbar mit 
I 
f ‘k’w, O<x<l 
g’“‘(x) = f’“‘(O), --A < x < 0; w(g’k’; t) = w(f’“‘; t) 
f ‘k’(1), l<x<X 
fur 0 < t < 2h, da w( f(li); t) = w( f@); 1) ftir t 3 1. Sei nun G(x) = g(hx) 
fiir - 1 < x < 1. Es ist G in [- 1, l] k-ma1 stetig differenzierbar mit 
G(“)(x) = hk * g(“)(hx) und 
w(G’“‘; t) = Xk~(f’k’; At), O<t<2. (13) 
Nach Satz 3 existiert zu G ein Polynom P, , so da13 fur - 1 < x < 1 
1 G”“(x) - P;‘(x)j < C,,n“-“w(G’“‘; l/n), r = O,..., k; (14) 
1 P;k+l)(x)j < D,w(G’~‘; l/n). (15) 
Setze T,(x) = P,(x/h). Dann folgt aus (14) wegenf(x) = G(x/X) fiir r = O,..., k 
und alle x E [0, 11: 
lfwyx) _ qyx)l < A--T . ckTn’-kw(G’k’; l/n>. 
Durch Einsetzen von (13) folgt daraus die Ungleichung (11). Nach [ 181 
Timan, 4.8.81., (49), angewendet auf PAk+l) ist 
j PZ)(O)I < Tz--k--l mnI$I I P;k+l’(x)/, qak+l. (16) . . 
Aus (16) folgt nun bei Verwendung von (15) und (13) fiir q > k + 1: 
1 b,, I = 1 TZ)(O)j/q! = A-* 1 P;‘(o)l/q! 
< h-%-k D,w(G”“‘; l/n)/q! = Dk (;)“-” w (fck’; ;)/q!. 
Damit ist such (12) bewiesen. 
2. Von nun an machen wir fiir die reelle Exponentenfolge (pi} die 
folgende Voraussetzung: 
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EsseiO = p. <pl < ~+~,undesmiigenKonstanteO<A<co,O<B<~ 
und 0 < 6 < 8 < CC existieren, so dajl fiir ale s = 1, 2,... gilt: 
(17) 
Dann sind such die Voraussetzungen lim,+,pi = co und CT=, l/pi = cc 
des Mtintzschen Satzen erftillt. 
Die Voraussetzung (17) ist etwas allgemeiner als die Voraussetzung (4), a-c, 
in [8] auf Seite 526. Denn ist letztere erftillt mit den dort definierten GrtiBen d 
und o”, so gibt es zu jedem E > 0 zwei Konstanten 0 < A(E) < co und 
0 < B(E) < cc mit 
A(E)(~$-~ < exp 
Jedoch ist die Voraussetzung (17) noch nicht sehr allgemein. Daher ist 
ein weiterer Artikel des Autors in Vorbereitung, in dem (17) durch umfassen- 
dere Voraussetzungen fur die Exponenten pi ersetzt wird. Zum Beispiel 
wird dann such der Spezialfall im,+@ pi = p < cc behandelt. 
Mit Hilfe der Ergebnisse des 1 ist es nun nicht schwierig, such fur die 
Approximation durch Polynome mit Exponenten pi Satze vom Jackson-Typ 
anzugeben. Bei der Approximation der Funktion f(x) = XQ erhalten wir 
SATZ 5. Die Exponentenfolge {pi} erfiille (17). Sei q > 0 eine reelle Zahl 
mit q < ps und q 6 {pi}. Dann eyfiillt die nach (3) gebildete beste Approximation 
die Ungleichung 
E,(xq;pJ < @‘” . 9296 -p;2@. 
Daher ist E,(Xn; pi> = O(p;2q")fiir s -+ a. 
Beweis. Fur 0 ,< x < 1 ist (1 - x)/(1 + X) < e-2a. Fur 0 < q < pi folgt 
hieraus 
Pi - 4 -= 
Pi + q 
1 - q/Pi ,< e-2q/lli 
1 + q/Pi 
Nach Lemma 2 ist dann (mit r so, da13 pr < q < pT+J: 
78 VON GOLITSCHEK 
Mit Hilfe von (17) schatzen wir weiter ab: 
Approximieren wir eine beliebige Funktion .fc C[O, 11, so erhalten wir 
folgende Erweiterung des Satzes 1 von Jackson: 
SATZ 6. Seif in [0, l] k-mu1 stetig d@erenzierbar, k >, 0. Die Exponenten- 
folge {pi) erftille (17). Dann gilt,fiir die nach (3) gebildete beste Approximation 
E,(f; pi) ftir jedes s mit ps > 2k + 1 folgende Abschiitzung: 
Fall I: 8 < I/2. 
Es(.fi Pi) < Kk(p;28)k w(P); p,2”) + L,(p;28)*‘. 
Fall II: 8 > l/2. 
(19) 
E&f; Pi) < K,(p;qk w(P); Py) + qp;2*>Q’. (20) 
Fur k = 0 entfiillt der zweite Summand der rechten Seite von (19) und (20), 
d.h. L, = 0. Die Gri33e q* ist definiert durch 
q* = min Q = min{q = l,..., k; q $ {pi}, f(*)(O) f 01. 
Falls Q leer ist, so ist L, = 0. 
Die Konstanten Kk sind nur abhiingig von k und der Exponentenfolge {pi}, 
aber unabhiingig von f und s. Die Konstanten LI, haben die Form 
wobei c,, ebenfalls nur von q und der Folge {pi} abhangt. 
Beweis. Sei s fest vorgegeben mit ps >, 2k + 1. Dazu bestimmen wir 
die natiirliche Zahl n = n, durch n < ps < n + I. Fur ein X > 1, das 
spater erst festgelegt wird, existiert nach (11) und (12) des Satzes 4 zu f 
ein Polynom 
T,(x) = i binxi, 
i=O 
so da13 fiir 0 < x < 1 
(21) 
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/ b,, 1 < if’q)(O)i/q! + C,, Q”-” w if(‘); i)/q! (22) 
und fiir k + 1 < q < n 
(23) 
erftillt ist. 
Im obigen Polynom T, ersetzen wir nun jedes x’J mit 1 < q < n, q $ {pi}, 
durch das Polynom bester Approximation 
Q&x) = i ai,xp' 
i=O 
fur die Funktion x” im Interval1 [0, 11, d.h.: 
E,, = E,W;pd = o~x~, i x” - Q&)I. . . 
Dadurch erhalten wir das Polynom 
ps(x) = 5 banx’ + f banQsa(x)T 
a-O,as{a,} g=1,a${27i: 
(24) 
das genau die gewunschten Exponenten 0 = pa ,pl ,...,pS besitzt. Fur alle 
x E [0, 1] gilt dann 
I f(x) - F’s(x)l G If(x) - TXx)l + i I b,, I Es, . (25) 
rr=l,aC{P,} 
Es sei w = w(ffL); X/n) gesetzt. 
Fall I: 8 < l/2. 
Wir wahlen nun X = yn1-26 mit y = max(2e, 2e(B/A)2}. Nach (18) und (22) 
und wegen X/n < 2yp~~’ ist fiir 1 < q < k 
I b,, I Es, < ca If’“‘(O)1 p;2g6 + ~aC~,(2y)“-~wp;~““. (26) 
Aus (18) und (23) folgt unter Verwendung von n/h < py/y und 
q2a8/q! < qa/q! < eQ fur all k + 1 < q < n: 
I ban IEsq G ~(YWP;~~~~-~. (27) 
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Wir schreiben 
;= f ~=l,&P*)’ 8=k+l,&{Pi} 
Wir erhalfen insgesamt aus (25) unter Verwendung von (21), (26) und (27) 
im Falle 6 ,< l/2: 
+ c cQC,Q(2y)“-Q wpszk8 + c D,(y)” wp,2ka2-Q 
1 2 
< ps2Qt6 C c, j f(Q)(O)1 + Kk’p;2ksw. 
1 
Hieraus folgt die Ungleichung (19) wegen 
w = w(p); A/n) < (2y + 1) wcf’“‘;p,2s). 
Fall II: 8 > l/2. 
Wir wahlen nun h = yn1-6/” mit y = max{2e, 2e(B/&}. Es ist 
h/n < 2yp,“5 n/X G (P”,‘“)/Y. 
Nach (18) und (22) unter Verwendung von (28) ist fur 1 < q < k: 
(28) 
I bqn I Es, < cq If’“‘(O)l P;‘@ + c&,(2~)~-~ w (P,“‘“)“. (29) 
Unter Verwendung von q! > qQe-Q folgt fur k + 1 < q < pt’” aus (18), (23) 
und (28): 
I ban I EsQ < D,(y)” w (P,~‘~)’ 2-Q. 
Wegen EsQ < 1 folgt aus (23) und (28) fur pii < q < II: 
(30) 
I b,, I E,, < I bgn I < D,(y) w (P~-“‘)~ 2-Q. (31) 
Wir erhalten insgesamt aus (25) unter Verwendung von (21), (29), (30) 
und (31) im Falle 6 > l/2: 
&y& I f(x) - ~swl < c,,(2Ym,B’s)kw + c c, I f’“‘ml PF2Q8 . . 1 
+ c ~QC,,(2y)~-~w(p;9~ + c D,(Y)~ w (P,*@)~ 2-g 
1 2 
,( p;zQ*g c cg / f”‘(O)1 + K,‘(p,*q”w. 
1 
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Wegen w = wcf (k); A/n) < (2~ + 1) w(fcK); p;“@) folgt die Ungleichung (20). 
Somit ist der Beweis von Satz 6 beendet. 
Im nun folgenden Beispiel 1 zu Satz 6 zeigen wir, da13 der Satz 1 von 
Jackson in Satz 6 enthalten ist. Auch im Beispiel 2 und 3 liefern die 
Ungleichungen (19) und (20) des Satzes 6 bis auf die Konstanten Kh und Lk 
optimale Ergebnisse. Im Beispie13 erweist sich zusatzlich die Unterscheidung 
der Falle 8 < l/2 und 8 > l/2 als notwendig. 
Die Funktion f sei wie bisher in [0, I] k-ma1 stetig differenzierbar, k > 0. 
BEISPIEL 1. Wir betrachten den klassischen Fall pi = i, i = 0, I,..., der 
Approximation durch gewiihnliche algebraische Polynome. Es ist 
(17’) 
und deshalb 6 = 8 = 1. Satz 6, (20), liefert dann wegen Lk = 0 die 
Abschatzung 
En(f; i) = E,(f) < Kgz-“w(f’“); l/n), 
also dasselbe Ergebnis wie Satz 1. 
BEISPIEL 2. (Das Problem endlich vieler L&ken). Es sei M = (ql ,..., qm} 
eine endliche Teilmenge der positiven ganzen Zahlen. Die Exponenten pi 
miigen alle nichtnegativen ganzen Zahlen mit Ausnahme der Elemente 
aus M durchlaufen. E,(J’; a) sei die nach (3) gebildete beste Approximation. 
Dann ist 6 = 8 = 1. Satz 6 liefert fiir jedes s mit s > 2k, s > max M, 
P *- = s: 
Es&f; a) < K,s-“w(f’“‘; l/s) + Lkr2g*. (32) 
Dabei ist L, = 0, falls k < min M oder falls f@)(O) = 0 fiir alle qi E M, 
qi < k. In allen anderen Fallen ist 
q* = min{qd EM, qi < k, fcgi’(0) # 0). 
Der Summand 1 der rechten Seite von (32) ist identisch mit dem der 
Ungleichung (2) und wegen E,(f) < Es-(f; M) nicht zu verbessern. 
Der Summand 2 L,se2Q* ist notwendig, da fur die beliebig oft differenzierbare 
Funktion XQ* folgendes gilt: Zu jedem E > 0 existiert eine Konstante 
0 < C(E) < cc mit 
C(E) r2g*--E < E&&q; iizj < AS-2g: 
Dabei ist nattirlich q* E M und 0 < A < co. Der Beweis hierzu wird in [7] 
gefiihrt. 
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BEISPIEL 3. Ftir ein reelles r > 0 betrachten wir die Exponentenfolge 
pi = i * r, i = 0, I,... . Wegen 
r-l/r(rs)l/T < exp i i l/(ri)) < (e/r)l+s)l” 
i=l 
ist 6 = 8 = l/r. Nach Satz 6 erhalten wir: 
Fi.ir k = 0: 
r > 2: Es(fi ir) < K,w(f; (rs)-“l’); 
0 < r < 2: E,(f; ir) < K,w(f; (rs)-I). 
Fur k > 1, f’(O) # 0 und l/r # N ist q* = 1: 
r >, 2: E,(f; ir) < Kk(rs)-2k/” w(f@); (rs)-2/‘) + L&s)-“/‘; 
0 < r < 2: E,(fi ir) < &@)-I2 w(f(“); (rs)-l) + Lk(rs)-2/T. 
All diese Abschatzungen konnen wir aber such direkt beweisen. Fur jedes 
r > 0 ist namlich 
E,(f; ir) = E,(f(z@‘); i) = E,*(f(l cos t/2 12”)), 
wobei E,* die beste Approximation durch trigonometrische Polynome vom 
Grade s ist. Die S&e von Jackson und Bernstein im trigonometrischen Fall 
zeigen dann, daD die vier obigen Abschatzungen ftir E,(f, ir) im allgemeinen 
optimal sind. Ebenfalls erweist sich die Unterscheidung der Falle r > 2 
(8 < l/2) und 0 < r < 2 (8 > l/2) als notwendig. Ein Beispiel mit 
0 < 6 < 8 < cc wird in [7] gezeigt. 
II. APPROXIMATION IM INTERVALL [a,b] 
Alle bisherigen Ergebnisse, insbesondere such Satz 6, gelten nur fiir die 
Approximation im Interval1 [0, 11. Wir stellen daher die naheliegende Frage, 
wie sich unsere Aussagen auf beliebige endliche Intervalle [a, b] tibertragen 
lassen. Es wird sich zeigen, dag die Approximationsgtite im wesentlichen 
von der Lage des Punktes x = 0 in bezug auf [a, b] abhangt. Wir beschrtinken 
uns hier auf den Fall 0 < a < b. Fiir die anderen FSille vergleiche man in [7] 
oder [9]. 
Es(f; pi ; a, b) sei die gemaD (3) definierte beste Approximation in [a, b]. 
Das Polynom bester Approximation mit Exponenten 0, p1 ,..., p8 ist ftir jede 
Funktion f~ C[u, b], 0 < a < b, eindeutig bestimmt, da die Funktionen 1, 
e,..., ~9s in [a, b] ein Haarsches System bilden. Dem Satz 6 entsprechend 
formulieren wir: 
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SATZ 7. Die Exponentenfolge {pi} erfulle (17). In [a, b], 0 < a < b, 
sei f k-ma1 stetig differenzierbar, k 3 0. AuJerdem sei die k-te Ableitung f’“) 
keine konstante Funktion. Dann gilt ftir geniigend grobes s 
E&S; pi ; a, b) < Kk(p;s@)k w(f fk); p;@). 
Dabei ist i?, nur abhangig volt a, b, (pi>. Fiir k > 1 sei 
(33) 
Mi = ,Tf$, IfYX)I, i = l,..., k. \. 
Dunn ist R, nur abhiingig von a, b, {pi}yk, M1 ,..., Mk . 
Beweis. Sei r = 2&k + 1) und p = (a/b)ll’. Wir zeigen das folgende 
LEMMA. Die Funktion g(x) = f(bx3 ist in Lp, l] k-ma1 stetig d&en- 
zierbar. AuJerdem existiert eine Konstante 0 < C < co, abhangig von 
a, b, r, k, Ml ,..., Mk , mit folgender Eigenschaft 
w(g’“‘; h) < Cw(ftk); h), h > 0. (34) 
Beweis. Fiir k = 0 ist (34) trivial. Fiir k 2 1 erhalten wir durch Induktion 
fiir p = I,..., k 
g’“‘(x) = i T&)f’j’(bx’), (35) 
i-l 
wobei TPj = asix7+p ist, und somit nicht von f abhgngt. Wir wHhlen nun M’ 
so, da13 fi.ir alle j = l,..., k gilt: 
Fiirx,yE~,l],Ix--lIhiistIbxr-bbyrI <Kh, 
I f’i’(bx’) - f’j’(by)l < Mj,lKh j = l,..., k - 1, 
If@‘(bxr) - f’k”(by’)l < (K + 1; w(fck); h). 
Daher ist 
+ 1 ; T&‘)(f’j’(bx’) - f’“‘(by)> 1 < 2 M,M’h 
j=l j=l 
k-l 
+ C M’Mj+lKh + M’(K + 1) ~Cf’k’; h). 
j=l 
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(36) 
Daher ist 
w(g(“‘; h) < A% + N’w(f’“‘; h). 
Aber fur 0 < h < 1 ist 
w(f’“‘; 1) < (1 + h-l) w(f(K); h) < 2h-lw(f’k’; h), 
und damit 
h < 2wcf’“‘; h)/w(f’“‘; 1). (37) 
Aus (36) und (37) folgt unmittelbar (34); womit das Lemma bewiesen ist. 
Die Funktion 
G(x) = rgv+ gf[p);$: .a* +g’“‘(p)(x - p)“/k!, O<X<P 
ist in [0, l] k-ma1 stetig differenzierbar mit 
w(G’“‘; h) = w(gtk’; h). (38) 
Fur beliebige ci ist 
und damit 
&U-i pi ; a, @ < &(G; rpi>. 
Erftilt {p,} die Voraussetzung (17), so gilt fiir {rp,} 




und damit 6, = 6/r und 8,. = 8/r = (k + 1)/2 2 l/2. Wir wenden nun 
Satz 6 auf G und (rpJ an: 
E,(G; rp,) < &[(rps)-“‘6]k w(G’“‘; (rpJ-“@) i- Lk(rps)-2q*8’+. (20)’ 
1st L, = 0, so folgt (33) aus (39), (20)‘, (38) und (34). Sei LI, # 0, q* >, 1: 
Aus (20)‘, (38), (34) und 2q*6/r >, 26/r = (k + 1) S/s folgt 
E,(G; rp,) < Kk’(p;“lG)k[~(f(k); P;~‘~) + p;“‘“]. (40) 
Mit Hilfe von (39), (40) und (37) gewinnen wir endlich (33), womit Satz 7 
vollstandig bewiesen ist. 
Im ersten Augenblick ist es iiberraschend, dal3 die GrijDenordnung von 
EJf; pi ; a, b) in (33) nur vom Verhaltnis S/s, nicht von 8 und 8 selbst 
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abhangt. Der Grund hierftir ist, daD die Struktureigenschaften vonfin [a, b] 
auf g in [p, 11, g(x) = f(b~), fiir jedes r > 0 tibertragen werden und dab 
E,(f; Pi ; 6 b) = E.&J; vi ; P, 1) 
gilt, wahrend fiir die Folge {rpJ dann S, = 6/r und 8, = 8/r ist. 
BEISPIEL 4. In [a, b], 0 -C a < b, sei die k-te Ableitung f’“) E Lip 01, 
0 < cx < 1. Dann ist fur jedes reelle r > 0 
E,(f; ir; a, b) = O(S-~--~), s+ co. (41) 
Diese Abschatzung ist im allgemeinen fur kein r > 0 zu verbessern. 
Wir folgern (41) entweder aus Satz 7 oder direkt aus Satz 1 von Jackson 
unter Verwendung von 
Es(f; ir; a, b) = Es(f(xlI”); i; d, b’). 
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