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W-OPERATOR AND HURWITZ NUMBER
HAO SUN
Abstract. W -operators are differential operators on the polynomial ring.
Mironov, Morosov and Natanzon construct the generalized Hurwitz numbers.
They use the W -operator to prove a formula for the generating function of
the generalized Hurwitz numbers. A special example of W -operators is the
cut-and-join operator. Goulden and Jackson use the cut-and-join operator to
calculate the simple Hurwitz number. In this paper, we study the relation be-
tween W -operator W ([d]) and the central elements K
1n−dd in CSn. We also
give another proof for the formula proved by Mironov et al..
1. Introduction
The Hurwitz enumeration problem [7] aims at classifying all n-fold coverings
of S2 (or CP 1) with k branched points {z1, ..., zk}. Given such a covering, each
branched point zi corresponds to a unique permutation σi in Sn. Denote λi the par-
tition corresponding to σi. The number of all connected n-coverings with k ordered
branched points zi, 1 ≤ i ≤ k, each of which corresponds to a permutation of type
λi, 1 ≤ i ≤ k, is finite. This number is denoted by Covn(λ1, ..., λk). Alternatively,
Covn(λ1, ..., λk) is the number of k-tuples (σ1, ..., σk) ∈ S
k
n satisfying the following
conditions [1] [7],
(1) σi is of type λi,
(2) σ1...σk = 1,
(3) The subgroup generated by the elements {σ1, ..., σk} is transitive.
Given α a partition of n, the simple Hurwitz number is
hk(α) = Covn(1
n−22, ..., 1n−22, α).
It is the number of (k + 1)-tuples (τ1, ..., τk, σ
−1) ∈ Sk+1n satisfying the following
conditions
(1) τi are transpositions (or of type 1
n−22), where 1 ≤ i ≤ k, and σ−1 is of
type α, α = (α1, α2, ...),
(2) τ1...τk = σ,
(3) the group generated by {τ1, ..., τk} is transitive on the set {1, ..., n}.
The generating function H for simple Hurwitz numbers is
H(z, p) = H(z, p1, p2, ...) =
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
hk(α)
zk
k!
pα1pα2 ... .
The cut-and-join operator ∆ is introduced by Goulden [4]. The ∆ operator is
an infinite sum of differential operators in variables pi, i ≥ 1. The formula for ∆ is
∆ =
1
2
∑
i≥1
∑
j≥1
(ijpi+j
∂2
∂pi∂pj
+ (i+ j)pipj
∂
∂pi+j
).
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Goulden proves the following formula,
(1) Φ(K1n−22g) = ∆Φ(g),
where g is any element in the permutation group Sn, K1n−22 is the central element
of CSn corresponding to the partition (1
n−22) and Φ is a linear map from the group
ring CSn to the polynomial ring C[p1, p2, ...]. This formula plays an important role
in calculating the simple Hurwitz numbers [5]. Also, Carrel use this formula to
prove the following formula for the generating function H(z, p) of simple Hurwitz
numbers [1],
∂eH(z,p)
∂z
= ∆eH(z,p).
Mironov et al .[9] constructedW -operatorsW ([λ]), where λ is a partition of some
positive integer. They are differential operators acting on the space C[[Xij ]]i,j≥1 of
formal series in variables Xij (i, j ≥ 0), where Xij are coordinate functions on the
infinite matrix. A subring of C[[Xij ]]i,j≥1 is C[p1, p2, ...], where pk = Tr(X
k) and
X = (Xij)i,j≥1. A direct calculation shows thatW ([2]) is the cut-and-join operator
∆ on the ring C[p1, p2, ...].
In section 2, we review the definition and some properties of W -operators.
In section 3, we prove an important property of the W -operator.
Theorem. 2.12 For any g ∈ CSn,
Φ(K1n−ddg) =W ([d])Φ(g),
where K1n−dd is the central element in CSn corresponding to the partition (1
n−dd).
This property is very similar to the Equation (1) of the cut-and-join operator.
In section 4, we use permutation groups to give another construction of W -
operators W ([d]).
In section 5, we generalize the simple Hurwitz numbers and define a new type
of Hurwitz numbers hdk(α) = Covd(1
n−dd, ..., 1n−dd, α), which is the number of all
n-coverings with k + 1 branched points, where k of them correspond to d-cycles
in Sn and the last one corresponds to a permutation of type α. We define the
generating functions H [d] for the Hurwitz numbers h
[d]
k as
H [d](z, p) = H [d](z, p1, p2, ...) =
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
h
[d]
k (α)
zk
k!
Φ(α) .
Finally, we give another proof of following theorem, which is first proved by Mironov
et al. [9].
Theorem. 5.8
∂eH
[d]
∂z
=W ([d])eH
[d]
.
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2. W-Operator
Definition 2.1. A variable matrix X is an infinite matrix with variable Xab in the
(a, b)-entry. Generally, X := (Xab)a,b≥1 and all Xab are assumed to commute with
each other.
Definition 2.2. Define pk to be the trace of X
k, i.e., pk = tr(X
k).
Clearly, pk is a power series in C[[Xab]]a,b≥1.
Remark 2.3. If X is a special variable matrix with Xab = 0, when a 6= b, then pk
is exactly the power symmetric function
∑∞
i=1X
k
ii.
Definition 2.4. The operator matrix D is an infinite matrix with Dab in the (a, b)-
entry, where Dab =
∞∑
c=1
Xac
∂
∂Xbc
.
Definition 2.5. The normal ordered product of Dab and Dcd is
: DabDcd :=
∑
e1,e2≥1
Xae1Xce2
∂
∂Xbe1
∂
∂Xde2
.
Similarly, the normal ordered product :
d∏
i=1
Daibi : is
:
d∏
i=1
Daibi :=
∑
e1,...,ed≥1
(
d∏
i=1
Xaiei
d∏
i=1
∂
∂Xbiei
).
Definition 2.6. For any positive integer d, we define the W-operator W ([d]) as
W ([d]) :=
1
d
: tr(Dd) : .
For any partition λ = (λ1, λ2, ..., λk) of a positive integer d,
W ([λ]) =:W ([λ1])...W ([λm]) : .
Definition 2.7. Let (a1, ..., ad) be an d-tuple with integers ai ≥ 1. We define the
differential operator D(a1,...,ad) as
D(a1,...,ad) =:
d∏
i=1
Daiai+1 :,
where ad+1 = a1. Similarly, we define the monomial X(a1,...,ad) as
X(a1,...,ad) =
d∏
i=1
Xaiai+1 ,
where ad+1 = a1.
With this new notation D(a1,...,ad), we can write W ([d]) in the following form
W ([d]) =
1
d
∑
a1,...,ad≥1
D(a1,...,ad).
Theorem 2.8. W ([d]) is a well-defined operator on C[p1, p2, ...]. In another words,
: tr(Dd) : F (p) ∈ C[p1, p2, ...], for any F (p) ∈ C[p1, p2, ...].
Proof. This theorem is proved in [11], Theorem 3.15. 
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Definition 2.9. Define a map
Φ : CSn → C[p1, p2, ...]
such that for each σ ∈ Sn, we have
Φ(σ) = pα = pα1 ...pαm ,
where α = (α1, ..., αm) is the partition (or type) corresponding to σ.
Definition 2.10. Let α be a partition of a positive integer n. We define the element
Kα in the group ring CSn as
Kα =
∑
σ∈Sn,
σ is of type α
σ.
Kα is in the center of in CSn. For example, Φ(Kα) = |Kα|pα, where |Kα| is the
number of all σ ∈ Sn of type α.
Notation 2.11. Given a partition α = (α1, ..., αm) of a positive integer n, we can
write it as
α = 1k12k2 ...sks
where ki is the number of times the integer i appears in the partition λ. For example,
if λ = 1n−dd, then K1n−dd is a central element in CSn, which is the sum of all d-
cycles in Sn.
Theorem 2.12. For any g ∈ CSn, we have
Φ(K1n−ddg) =W ([d])Φ(g).
We will prove this theorem in the next section.
3. Proof of Theorem 2.12
Definition 3.1. A quiver Q = (V,A, s, t) is a quadruple, where V is the set of
vertices, A is the set of arrows, s and t are two maps A→ Q. If a ∈ A, s(a) is the
source of this arrow and t(a) is the target of the arrow. We assume that V and A
are finite sets.
If B is a subset of A, VB = {s(a), t(a), a ∈ B}, then we call (VB , B, s
′, t′)
subquiver of Q, where s′ = s|B, t
′ = t|B .
A quiver Q = (V,A, s, t) is connected if the underlying undirected graph of Q is
connected.
A connected quiver Q = (V,A, s, t) is a loop, if for any vertex v ∈ V , there is
a unique arrow a ∈ A such that s(a) = v and a unique arrow b ∈ A such that
t(b) = v.
Definition 3.2. Denote by FQ the set of all quivers (V,A, s, t) with finite vertex
set {1, ..., n} for some positive integer n and finite arrow set A. Denote by M the
set of all monomials with variables Xij, 1 ≤ i, j <∞.
Remark 3.3. Let Q = (V,A, s, t) ∈ FQ. We define the map β : FQ → M as
β(Q) = MQ, where MQ =
∏
a∈AXs(a)t(a). Also, given any monomial
M =
l∏
k=1
= Xikjk ,
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we can define the corresponding quiver QM as QM = (VM , AM , s, t), where VM =
{1, ..., n}, n = max{ik, jk, 1 ≤ k ≤ n} and AM = {ak : ik → jk, 1 ≤ k ≤ n}.
Definition 3.4. Let Φn : Sn → FQ be the map such that Φn(α) = Qα, where
Qα = {Vα = {1, ..., n}, Aα = {i→ α(i)}, s, t}, where s, t are the obvious source and
target maps. The image of Φn consist of unions of disjoint loops which represent
elements of Sn. Denote by Mα = β(Qα) the monomial corresponding to α.
Example 3.5. Let α = (123)(45)(6) ∈ S6, then Qα = Φn(α) is
1→ 2→ 3→ 1
4→ 5→ 4
6→ 6.
Construction 3.6. Given α ∈ Sn, we have Qα = Φn(α) the quiver corresponding
to α. Given two vertices a1, a2 ∈ Qα, first we pick the unique arrow a2 → b with
source a2 in Qα, then we use another arrow a1 → b substituting a2 → b. So we get a
new quiver denoted by (D¯a1a2)Qα. More generally, if a1, ..., ad are distinct vertices
(or integers) of Qα, we replace the arrows ai → bi with ai−1 → bi simultaneously,
2 ≤ i ≤ k + 1, ak+1 = a1. Denote by (
∏d
i=1 D¯aiai+1)Qα the new quiver. We
introduce another notation similar to Definition 2.7,
D¯(a1,...ad) =
d∏
i=1
D¯aiai+1 ,
where (a1, ..., ad) is an n-tuple of positive integers and ad+1 = a1.
Remark 3.7. Given d-tuple of positive integers (a1, ..., ad), then D¯(a1,...,ad)Qα
means we do all the operations simultaneously instead of ”composition of opera-
tions”. For example, let α = (123) and D¯(1,2,3) = D¯12D¯23D¯31. If we do the
operations simultaneously, the new quiver is
1→ 3→ 2→ 1.
But, if we do it as compositions, D¯31Qα is
3→ 2, 2→ 3, 3→ 1.
This quiver has two arrows with source 3. In this case, D¯23 cannot act on this
quiver by Construction 3.6. This is the reason why we want to do all the operations
simultaneously, otherwise, we don’t know which arrow to replace.
The new quiver D¯a2a1Qα may not be of the form Φn(β), i.e not correspond to
a well defined element β in the permutation group Sn under the map Φn. But, we
have the following lemma.
Lemma 3.8. Let α ∈ Sn and Qα = Φn(α) is the corresponding quiver. Given d
distinct vertexes (or positive integers) a1, ..., ad, then D¯(a1,...,ad)Qα corresponds to
an element in Sn.
Proof. In the construction, this procedure only changes the source of each arrow and
fixes the target. Therefore, we pick d arrows such that their sources are a1, ..., ad
respectively. By the construction, substitute the source ai by ai+1, where i ≤
d− 1 and a1 by ad, and get a new quiver (D¯(a1,...,ad))Qα. Clearly, this quiver still
represents for an element in Sn, because each integer k (k ≤ n) appears once as a
target and once as a source. 
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Remark 3.9. From the proof of the lemma, we have Qα′ = (D¯(a1,...,ad))Qα, where
α′ = (a1 a2 ... ad)α.
Now, consider the monomial β(Φn((12...n))) = X12X23...Xn1 which is a term in
tr(Xn). We use the permutation (12...n) to represent this monomial or the quiver
1→ 2→ ...→ n→ 1 .
We use D21 (refer to Definition 2.4) acting on this term, then we get
D21X12X23...Xn1 = X22X23...Xn1.
The new term X22X23...Xn1 can be represented by a quiver
2→ 2
2→ 3→ ...→ n→ 1 .
In this way, if we use quivers to represent the monomials, then Da1a2 acting on
monomials is the same as D¯a1a2 acting on the corresponding quivers. Hence, if
Da1a2 ...Dada1X is a nonzero monomial, then it can be represented by a permutation
by Remark 3.7. With the discussion above, we have the following lemma.
Lemma 3.10. Let α ∈ Sn. Qα is the corresponding quiver and Mα is the cor-
responding monomial. We have β(D¯Qα) = DMα, where D = D(a1,...,ad) and
D¯ = D¯(a1,...,ad), where (a1, ..., ad) is an d-tuple of positive integers.
Definition 3.11. Let X be a monomial in C[Xij ]i,j≥1 and let D be a (formal)
differential operator. If DX 6= 0, then we say D is a non-trivial operator (with
respect to X). In this section, we prefer to consider the differential operator D =
D(a1,...,an).
Definition 3.12. Let S = {ti, i ≥ 1} be a set of variables, define Mt is the set of
all monomials with variables Xtitj , i, j ≥ 1. Given an infinite sequence of positive
integers a = (a1, a2, ...), define the evaluation map eva : Mt →M,
eva(Xtitj ) = Xaiaj .
If Mt is a monomial in Mt, we define Mt(a1, an...) = eva(Mt).
Similar to Definition 2.7, we introduce the following notation,
X(t1,...,tn) =
(
n−1∏
i=1
Xtiti+1
)
Xtnt1 ,
D(t1,...,tn) =:
(
n−1∏
i=1
Dtiti+1
)
Dtnt1 : .
Finally, we define W¯ ([d]) = 1
d
: Tr((Dtitj )i,j≥1)
d :
Theorem. 2.12 For any g ∈ CSn,
Φ(K1n−ddg) =W ([d])Φ(g).
Proof. Let g ∈ Sn and we can write it in disjoint cycles
g = (c1 ... cλ1)(cλ1+1 ... cλ1+λ2) ... (cn−λm+1 ... cn),
where λ = (λ1, ..., λm) is the partition corresponding to g.
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W ([d]) is an infinite sum of operators D(b1,...,bd), bi are positive integers, (see
Definition 2.7) and Φ(g) =
∏m
i=1 pλi is an infinite sum of monomials in the form
M(a1, ..., an) = X(a1,...,aλ1)...X(an−λm+1,...,an).
Given any monomialM(a1, ..., an), there are only finitely many operatorsD(b1,...,bd)
in W ([d]) such that D(b1,...,bd)M(a1, ..., an) 6= 0. Hence, W ([d])M(a1, ..., an) is a
finite sum of monomials. To analyze these monomials, we first consider the generic
caseMt. Then, we go back to M(a1, ..., an) as the evaluation ofMt at some n-tuple
of integers,
M(a1, ..., an) = eva(Mt),
where a = (a1, ..., an) is an n-tuple of positive integers.
We replace W ([d]) by W¯ ([d]) (see Definition 3.12) and g by g¯, where
g¯ = (t1 ... tλ1)(tλ1+1 ... tλ1+λ2) ... (tn−λm+1 ... tn).
We consider a special caseMt = X(t1,...,tλ1)...X(tn−λm+1,...,tn). In this case, we prefer
to use the notation Mg¯ for Mt. Now we will calculate W¯ ([d])Mg¯ . By Remark 3.9
and Lemma 3.10, let i1, ..., id be distinct integers in {1, ..., n}, we have
D(ti1 ,ti2 ,...,tid)Mg¯ = Mσ¯g¯,
where σ¯ is the d-cycle (ti1 ... tid) ∈ S¯n = Aut{t1, ..., tn}. Since D(ti1 ,...,tid)Mg¯ is
nonzero if and only if ij ∈ {1, ..., n}, 1 ≤ j ≤ d, so we have∑
(i1,...,id),
ij∈{1,...,n} and distinct
D(ti1 ,...,tid)Mg¯ = d
∑
σ¯ d-cycle in S¯n
Mσ¯g¯.
Here we understand there are d d-tuples (i1, ..., id) giving rise to the same d-cycle.
Hence, we have a coefficient d at the right side of the above equation. Then, we
have the following formula
W¯ ([d])Mg¯ =
1
d
∑
(i1,...,id),
ij∈{1,...,n} and distinct
D(ti1 ,...,tid)Mg¯
=
1
d
∑
(i1,...,id),
ij∈{1,...,n} and distinct
M(ti1 ...tid )g¯
=
∑
σ¯ d-cycle in S¯n
Mσ¯g¯.
Now we want to show for any d-tuple (a1, ..., ad) (with maybe some ai not dis-
tinct), we have
(2) W ([d])Mg¯(a1, ..., an) =
∑
σ¯ d-cycle in S¯n
Mσ¯g¯(a1, ..., an).
We note that for any n-tuple (a1, ..., an), the right hand side of (2) is always a
sum of 1
d
(
n
d
)
d! monomials, each of which corresponds an unique element in S¯n. We
hope for any n-tuple (a1, ..., an), the left hand side is a sum of
1
d
(
n
d
)
d! monomials
or we can find
(
n
d
)
d! nontrivial operators in W ([d]) with respect to Mg¯(a1, ...an).
(Recall in the definition of W ([d]), we have a coefficient 1
d
.) But the left hand side
is complicated if the ai are not distinct. Indeed, if ai are not distinct, there are
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fewer nontrivial operators D(ai1 ,...,aid) in W ([d]) with respect to Mg¯(a1, ...an) than
that in W¯ ([d]) with respect to Mg¯. For example, let’s consider about the following
case
M = X(t1,t2,t3) = Xt1t2Xt2t3Xt3t1 .
There are 6 nontrivial differential operators D(ti1 ,ti2 ,ti3 ) in W¯ ([3]) with respect
to M , where (i1, i2, i3) is any 3-tuples such that i1, i2, i3 ∈ {1, 2, 3} and distinct.
However, if we take a1 = a2 = 1, a3 = 2, we get only 3 nontrivial operators in
W ([3]) with respect to X(1,1,2). They are D(1,1,2), D(1,2,1), D(2,1,1). In this case,
we have to check whether we can get enough monomials on the left hand side of
the equation.
Before we discuss different cases, we first give some results which are based on
basic calculations. The number of d-cycles in Sn is
1
d
(
n
d
)
d!. Given a monomialMg¯ of
degree n, the number of non-trivial operators D(ti1 ,...,tid) in W¯ ([d]) corresponding
to Mg¯ is
(
n
d
)
d!. Each differential operator D(ti1 ,...,tid) corresponds to a unique d-
tuple (ti1 , ..., tid), which corresponds to a unique d-cycle (ti1 ... tid). But, a d-cycle
corresponds to d d-tuples or d differential operators in W¯ ([d]).
Now we begin to prove Equation (2).
Case 1, ai are distinct, 1 ≤ i ≤ d.
In this case, each ”non-trivial operator” D(ai1 ,...,aid) corresponds to a unique d-
cycle in S¯n. But this correspondence is not injective, it is an d to 1 correspondence.
For example, when d is 3, we have
: D(a1,a2,a3) :=: D(a2,a3,a1) :=: D(a3,a1,a2) : .
Hence, we get
W ([d])Mg¯(a1, ...an) =
∑
σ¯ d-cycle in Sn
Mσ¯g¯(a,..., an).
The number of non-trivial operators with respect to Xg¯(a1, ...an) in W ([d]) is
(
n
d
)
d!
and each corresponds to a unique d-tuple in variables ti, 1 ≤ i ≤ n.
Case 2, ai are not all distinct and all Xaiai+1 are distinct.
First, we consider a special case that only two numbers of {ai}1≤i≤n are the
same and we assume that ap = aq. Now we consider the operator D(ai1 ,...,aid).
(1) If all aij 6= ap, then the non-trivial differential operator D(ai1 ,...,aid) with
respect to X(a1,...,an) corresponds to a unique d-tuple in ti. Under this
condition, there are
(
n−2
d
)
d! d-tuples (ai1 , ..., aid) satisfying this condition
and each corresponds to a unique d-tuple (ti1 , ..., tid).
(2) If only one number in the tuple (ai1 , ..., aid) is ap and we assume aik = ap,
then the non-trivial differential operator D(ai1 ,...,aid) corresponds to two
d-tuples in variables ti, 1 ≤ i ≤ n. Indeed, we have
Daik−1aikXa1a2 ...Xana1 = Daik−1apXa1a2 ...Xana1 =
=
∑
c≥1
Xaik−1c
∂
∂Xapc
Xa1a2 ...Xana1 =
=
(
Xaik−1ap+1
∂
∂Xapap+1
+Xaik−1aq+1
∂
∂Xapaq+1
)
Xa1a2 ...Xana1 .
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The last equality holds because only these two terms in Daik−1ap act non-
trivially on X(a1,...,an) with our assumptions ap = aq. Compared with
(ti1 , ..., tid), the differential operator D(ai1 ,...,aid) now actually corresponds
to two d-tuples in variables ti, 1 ≤ i ≤ n. They are
(ti1 , ..., tik−1 , tp, tik+1 , ..., tid),
(ti1 , ..., tik−1 , tq, tik+1 , ..., tid).
Under this condition, there are 12
(
n−2
d−1
)(
2
1
)
d-tuples (ai1 , ..., aid) satisfying
the condition that only one number in the tuple (ai1 , ..., aid) is ap, and each
of them corresponds to two d-tuples in variables ti, 1 ≤ i ≤ n.
(3) If there are two numbers in the tuple (ai1 , ..., aid) are ap and we assume they
are ail = aik = ap, then each non-trivial differential operator D(ai1 ,...,aid)
corresponds to two elements in the permutation group S¯n. Indeed, we have
: Dail−1ailDaik−1aik : Xa1a2 ...Xana1 =: Dail−1apDaik−1ap : Xa1a2 ...Xana1 .
Since we only care about the non-trivial terms, so we have to calculate the
differential operators : Dail−1apDaik−1ap :, of which the differential part is
∂2
∂Xapap+1∂Xaqaq+1
.
By definition, we know
Dail−1ap =
∑
c≥1
Xail−1c
∂
∂Xapc
,
Daik−1ap =
∑
d≥1
Xaik−1d
∂
∂Xapd
.
So, we have
: Dail−1apDaik−1ap : Xa1a2 ...Xana1 =
=(
∑
c,d≥1
Xail−1cXaik−1d
∂
∂Xapc
∂
∂Xapd
)Xa1a2 ...Xana1 =
=(Xail−1ap+1Xaik−1aq+1
∂
∂Xapap+1
∂
∂Xapaq+1
+
+Xail−1aq+1Xaik−1ap+1
∂
∂Xapaq+1
∂
∂Xapap+1
)Xa1a2 ...Xana1 .
The last equality holds because all Xaiaj are distinct by the assumption of
Case 2. Hence, aq+1 6= ap+1. Compared with (ti1 , ..., tid), the differential
operator D(ai1 ,...,aid) corresponds to two d-tuples. They are
(ti1 , ..., tik , ..., til , ..., tid),
(ti1 , ..., til , ..., tik , ..., tid).
In this case, D(ai1 ,...,aid) corresponds to two different d-tuples in variables
ti, 1 ≤ i ≤ n. There are
1
2
(
n−2
d−2
)
d! d-tuples (ai1 , ..., aid) satisfying the condi-
tion that there are two numbers in the tuple (ai1 , ..., aid) are ap, and each
of them corresponds to two d-tuples in variables ti, 1 ≤ i ≤ n.
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Hence, in this special case, the number of d-tuples in variables ti, 1 ≤ i ≤ n,
corresponding to the nontrivial differential operators with respect to the monomial
X(a1,...,an) is(
n− 2
d
)
d! + 2×
1
2
(
n− 2
d− 1
)(
2
1
)
d! + 2×
1
2
(
n− 2
d− 2
)
d! =
(
n
d
)
d!.
By the discussion above, the
(
n
d
)
d! tuples are different. Recall
(
n
d
)
d! is also the num-
ber of non-trivial operators D(ti1 ,...,tid) in W¯ ([d]) with respect to a fix monomial.
So, we have
d×W ([d])Mg¯(a1, ..., an) =
∑
(i1,...,id),
ij∈{1,...,n} and distinct
(
D(ti1 ,...,tid)Mg¯
)
(a1, ..., an)
=
∑
(i1,...,id),
ij∈{1,...,n} and distinct
M(i1...id)g¯(a1, ..., an)
= d×
∑
σ¯ d-cycle in S¯n
Mσ¯g¯(a1, ..., an)
.
For the general case of s integers aj1 = aj2 = ... = aj2 but Xaiai+1 all distinct, the
same argument proves what we want. We leave it to the reader to check this.
Case 3, ai are not all distinct, and some Xaiai+1 are the same.
We still consider a special case that only two terms in X(a1,...,an) are the same.
We assume Xapap+1 = Xaqaq+1 , where p 6= q and p + 1, q + 1 means the addition
mod n. Under this condition, we consider some examples. First, we have ap = aq
and ap+1 = aq+1 and the other ai are distinct. Some examples are
X11X11, p = 1, q = 2,
X12X21X12X23X31, p = 1, q = 3.
These are cases we want to study.
At the same time, there are some other examples.
X11X11X12X21.
In this example, we have X211 and another term X12, which means there are some
other ai such that ai = ap. To solve this type of monomials, it is a combination of
Case 2 and Case 3.
Now, let’s consider the problem that only two terms in X(a1,...,an) are the same
Xapap+1 = Xaqaq+1 , ap = aq, ap+1 = aq+1, p 6= q,
and the other ai are distinct. In this case, we still discuss the nontrivial operators
D(ai1 ,...,aid).
(1) If all aij 6= ap, then D(ai1 ,...,aid) corresponds to a unique d-tuple in variables
ti, 1 ≤ i ≤ n. Under this condition, although aij 6= ap, aij could be
ap+1. By our assumptions, we know that only two terms in X(a1,...,an)
are the same. Hence, there are
(
n−2
d
)
d! d-tuples (ai1 , ..., aid) satisfying this
condition and each of them corresponds to a unique d-tuple in variables
ti, 1 ≤ i ≤ n, by the conclusion of Case 2.
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(2) Only one integer in {aij}1≤j≤d is ap, say aik = ap.
First, assume all aij are not ap+1. Then, we have
Daik−1aikX(a1,...,an) = Daik−1apXa1a2 ...Xana1 =
=(
∑
c≥1
Xaik−1c
∂
∂Xapc
)Xa1a2 ...Xana1 =
=(Xaik−1ap+1
∂
∂Xapap+1
)Xa1a2 ...Xana1 =
=(Xaik−1ap+1
∂
∂Xapap+1
)X2apap+1 ... .
The last equality holds because we have Xapap+1 = Xaqaq+1 . We note there
is a square X2apap+1 in the monomial X(a1,...,an). Hence, we will get two
(same) monomials. Compared with (ti1 , ..., tid), this differential operator
D(ai1 ,...,aid) corresponds to two d-tuples in variables ti, 1 ≤ i ≤ n. They are
(ti1 , ..., tik−1 , tp, tik+1 , ..., tid),
(ti1 , ..., tik−1 , tq, tik+1 , ..., tid).
Similarly, if some aij are ap+1, then the conclusion follows by the combi-
nation of the above argument and the argument in Case 2. (If it contains
both ap and aq, then it corresponds to 4 permutations.) We conclude
all non-trivial differential operators D(ai1 ,...,aid) in the case correspond to(
2
1
)(
n−2
d−1
)
d! d-tuples in variables ti, 1 ≤ i ≤ n.
(3) Two of the integers aij , 1 ≤ j ≤ d are ap and we assume they are ail =
aik = ap.
Similarly, assume all aij are not ap+1. We have
: Dail−1ailDaik−1aik : Xa1a2 ...Xana1
= : Dail−1apDaik−1ap : Xa1a2 ...Xana1
= : Dail−1apDaik−1ap : X
2
apap+1
...
=(
∑
c,d≥1
Xail−1cXaik−1d
∂
∂Xapc
∂
∂Xapd
)X2apap+1...
=(Xail−1ap+1Xaik−1ap+1
∂2
∂2Xapap+1
)X2apap+1 ....
Note we have a square X2apap+1 . Hence, we will get two (same) mono-
mials. Compared with (ti1 , ..., tid), this differential operator D(ai1 ,...,aid)
corresponds to two d-tuples in variables ti, 1 ≤ i ≤ n. They are
(ti1 , ..., tik , ..., til , ..., tid),
(ti1 , ..., til , ..., tik , ..., tid).
Similarly, if some aij are ap+1, then the conclusion follows by the combi-
nation of the above argument and Case 2. (If it contains both ap and aq,
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then it corresponds to 4 permutations.) We conclude all non-trivial differ-
ential operators D(ai1 ,...,aid) in the case correspond to
(
n−2
d−2
)
d! d-tuples in
variables ti, 1 ≤ i ≤ n.
By the discussion above, the number of d-tuples in variables ti, 1 ≤ i ≤ n, cor-
responding to the nontrivial differential operators with respect to the monomial
X(a1,...,an) is(
n− 2
d
)
d! + 2×
1
2
(
n− 2
d− 1
)(
2
1
)
d! + 2×
1
2
(
n− 2
d− 2
)
d! =
(
n
d
)
d!.
These
(
n
d
)
d! tuples are different. Hence, we have
d×W ([d])Mg¯(a1, ...an) = d×
∑
σ d-cycle in S¯n
Mσg¯(a,..., an).
For the general case that there are k same factors in Xa1a2 ...Xana1 , the same argu-
ment proves what we want. We leave it to the reader to check.
Combining the above three cases, we get the following formula by summing over
all monomials Mg¯(a1, ..., an) = X(a1,...,an) in Φ(g),
Φ(K1n−ddg) =W ([d])Φ(g).

4. Another Definition of W ([n])
In this section, we will consider W ([n]) as a differential operator on the ring
C[p1, p2, ...] or C[[p1, p2, ...]] by Theorem 2.8.
4.1. Definition of ∆n. Consider the cut-and-join operator ∆ [4],
(3) ∆ =
1
2
∑
i≥1
∑
j≥1
(ijpi+j
∂2
∂pi∂pj
+ (i+ j)pipj
∂
∂pi+j
).
Recall Definition 2.9 and 2.10. We have the following proposition.
Proposition 4.1. For any g ∈ CSn,
Φ(K1n−22g) = ∆Φ(g).
Proof. Goulden proves this in [4] Prop 3.1. 
Definition 4.2. For any permutation δ ∈ Sd, let δ = δ1...δm, which is the de-
composition of δ into disjoint cycles. For a positive integer N ≤ d, N ∈ δi means
δi(N) 6= N . Fix d positive integers aj, where 1 ≤ j ≤ d. Define pˆδ(a1, ..., ad) to be
the monomial
pˆδ(a1, ..., ad) =
m∏
i=1
p∑
j∈δi
aj .
Similarly, define ∂
∂pˆδ
(a1, ..., ad) to be the operator on C[[p1, p2, ...]],
∂
∂pˆδ
(a1, ..., ad) =
m∏
i=1
((
∑
j∈δi
aj)
∂
∂p∑
j∈δi
aj
).
If we fix positive integers d and a1,...,ad, we abbreviate pˆδ(a1, ..., ad) by pˆδ and
∂
∂pˆδ
(a1, ..., ad) by
∂
∂pˆδ
.
W-OPERATOR AND HURWITZ NUMBER 13
Remark 4.3. For any element δ ∈ Sd, it can be written as the product of disjoint
cycles. In this paper, we also write ”1-cycle” explicitly to make the above notations
clearer. For example, let’s consider the permutation (123) ∈ S4. In this paper we
prefer to write it as (123)(4). In particular, we define an integer n contained in a
1-cycle (n′) if and only if n = n′.
Example 4.4. Let δ = (123)(4) ∈ S4, then we have
pˆδ(a1, ..., a4) = pa1+a2+a3pa4 ,
∂
∂pˆδ
(a1, ..., a4) = (a1 + a2 + a3)a4
∂2
∂pa1+a2+a3∂pa4
.
Remark 4.5. Given δ ∈ Sd, we consider pˆδ as a map from Z
d
>0 to C[p1, p2, ...] and
∂
∂pˆδ
as a map from Zd>0 to C[
∂
∂p1
, ∂
∂p2
, ...]. Generally, we can introduce variables ti
and we write pˆδ and
∂
∂pˆδ
in the following form similar to Definition 3.12,
pˆδ(t1, ..., td) =
m∏
i=1
p∑
j∈δi
tj ,
∂
∂pˆδ
(t1, ..., td) =
m∏
i=1
((
∑
j∈δi
tj)
∂
∂p∑
j∈δi
tj
).
Definition 4.6. Consider the d-cycle (d ... 2 1) in Sd. We define the bijective map
φd of Sd as
φd(δ) = (d ... 1)δ, δ ∈ Sd.
If we fix d, we will use φ to represent this map.
Definition 4.7. We define the differential operator ∆d on the polynomial ring
C[p1, p2, ...] as
∆d =
1
d
∑
δ∈Sd
∑
a1,...,ad≥1
pˆφ(δ)(a1, ..., ad)
∂
∂pˆδ
(a1, ..., ad).
Remark 4.8. The definition of the operator ∆d depends on the map φd(δ) =
(d ... 1)δ, where (d ... 1) is a d-cycle. Indeed, we can replace (d...1) by any d-cycle
in Sd and define a new bijective map of Sd, which will give the same operator ∆d.
We will prove this property in Corollary 4.28 and 4.42.
Now we give two examples about the operator ∆d.
Example 4.9.
∆2 =
1
2
∑
i≥1
∑
j≥1
(ijpi+j
∂2
∂pi∂pj
+ (i+ j)pipj
∂
∂pi+j
),
14 HAO SUN
where the first part corresponds to (1)(2) ∈ S2 and the second part corresponds to
(12) ∈ S2. We see that ∆2 is the cut-and-join operator ∆ (3).
∆3 =
1
3
∑
i1,i2,i3≥1
(i1i2i3pi1+i2+i3
∂3
∂pi1∂pi2∂pi3
+ (1)(2)(3)
+i1(i2 + i3)pi1+i3pi2
∂2
∂pi1∂pi2+i3
+ (1)(23)
+i2(i1 + i3)pi1+i2pi3
∂2
∂pi2∂pi1+i3
+ (2)(13)
+i3(i1 + i2)pi3+i2pi1
∂2
∂pi3∂pi1+i2
+ (3)(12)
+(i1 + i2 + i3)pi1pi2pi3
∂
∂pi1+i2+i3
+ (123)
+(i1 + i2 + i3)pi1+i2+i3
∂
∂pi1+i2+i3
) (132).
where each summation corresponds to the permutation (1)(2)(3),(1)(23),(2)(13),
(3)(12),(123),(321) in turn.
Definition 4.10. Let n and d be positive integers, d ≤ n. Cn,d is the set of all
d-cycles in Sn and C¯n,d is the set of all d-tuples [a1, ..., ad] with positive integers ai
such that 1 ≤ ai ≤ n and ai 6= aj if i 6= j. We define a map pin,d : C¯n,d → Cn,d
such that
pin,d([a1, ..., ad]) = (a1 ... ad).
Clearly, this map is d-to-1. Given an d-tuple σ¯ ∈ C¯n,d and a permutation g ∈ Sn,
we define the action of C¯n,d on Sn as following,
σ¯g := pin,d(σ¯)g.
We define CC¯n,d = ⊕[a1,...,ad]∈C¯n,dC[a1, ..., ad] as the vector space with basis the
elements of C¯n,d. Finally, we define the element K¯1n−dd ∈ CC¯n,d as the sum of all
d-tuples in C¯n,d.
In this paper, given positive integers n and d, we abbreviate pin,d by pi and
consider pi as a linear map from CC¯n.d to CCn,d. We are going to use K¯1n−dd to
show that
dΦ(K1n−ddg) = Φ(K¯1n−ddg) = d∆dΦ(g).
4.2. Proof when d = 3. Given σ¯ ∈ C¯n,3 and g ∈ Sn, we will calculate σ¯g and
translate it into differential operators and polynomials.
Construction 4.11. Let σ¯ = [j3, j2, j1] be a 3-tuple. We are going to classify ele-
ments g ∈ Sn according to the occurrence of j1, j2, j3 in the disjoint cycles appearing
in g. There are 6 cases with respect to σ¯, one for each permutation of S3,
(1) g = (j1...)(j2...)(j3...)... ,
(2) g = (j1...)(j2...j3...)... ,
(3) g = (j1...j3...)(j2...)... ,
(4) g = (j1...j2...)(j3...)... ,
(5) g = (j1...j2...j3...)... ,
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(6) g = (j1...j3...j2...)... .
Clearly, for any element g ∈ Sn, it falls into one and only one case with respect to
σ¯. Now, consider case (4) g = (j1 ... j2 ... )(j3 ... )..., where the red dots represent
the digits after j1 before j2, the blue dots represent the other digits after j2 before
j1 (since it is a cycle, so the last element will go back to j1) and the green dots
represent the other digits in the cycle of j3. We use the following steps to calculate
σ¯g:
(1) Restrict g = (j1 ... j2 ... )(j3 ... )... to the element (j1j2)(j3) by forgetting
all digits except j1,j2,j3 but preserving the cycle structure. (j1j2)(j3) can
be considered as an element in Aut{j1, j2, j3}. Let gσ¯ = (j1j2)(j3).
(2) Calculate [j3, j2, j1]gσ¯ = (j1)(j2j3).
(3) Insert all numbers forgotten by the restriction into σ¯gσ¯, then we have the
consequence,
σ¯g = (j1 ... )(j2 ... j3 ... )... .
This procedure works for all cases.
Remark 4.12. • Let σ¯ = [3, 2, 1] and σ¯′ = [1, 3, 2]. Although pi(σ¯) = pi(σ¯′) =
(132), gσ¯ and gσ¯′ are not in the same type in general. For instance, assume
g = (12)(3). Consider σ¯ = [3, 2, 1], so that hence gσ¯ = (j1j2)(j3), which is
in Case (4). Now, consider σ¯′ = [132], so that gσ¯′ = (j3j1)(j2), which is in
Case (3).
• Given different σ¯1, σ¯2, we can get gσ¯1 = gσ¯2 . For example, if g = (321),σ¯1 =
[3, 2, 1] and σ¯2 = [1, 3, 2], then we have gσ¯1 = (321) = (213) = gσ¯2 .
Remark 4.13. Let g be a permutation in Sn, n ≥ 3. We consider two 3-tuples
σ¯ = [1, 2, 3] and σ¯′ = [j3, j2, j1], j1, j2, j3 ≤ n. Clearly, gσ¯′ ∈ Aut{j3, j2, j1} and
gσ¯ ∈ Aut{1, 2, 3}. But, we want to compare the two permutations in the same
permutation group S3 = Aut{1, 2, 3}. Hence, we have to fix a bijective map between
{1, 2, 3} and {j3, j2, j1}. We construct the map by sending the largest integer in
{j3, j2, j1} to 3, smallest one to 1 and the last one to 2. This map will induce an
isomorphism ø : Aut{j3, j2, j1} → Aut{1, 2, 3}. Hence, by an abuse of notations,
gσ¯′ ∈ S3 means ø(gσ¯′) ∈ S3.
Definition 4.14. Let α be a permutation in Sn and let σ¯ ∈ C¯n,3. We say (α, σ¯)
is of type i, if α and σ¯ corresponds to Case (i) in Construction 4.11, 1 ≤ i ≤ 6.
Let ω = (jd ... j2 j1) be a d-cycle in Sn (or a d-tuple [jd, ..., j2, j1]) and α =
α1...αl be any permutation in Sn, where α1...αl is the unique product of disjoint
cycles. The following set Li for fixed integer i, 1 ≤ i ≤ d,
Li = {l | α
l(ji) is any jk, 1 ≤ k ≤ d, l ≥ 1},
is nonempty, because αn! is the identity map on the set {1, ..., n}, so αn!(ji) = ji
implies that n! is contained in this set.
Definition 4.15. We define the ”distance” between ji and the set {j1, ..., jd} with
respect to the permutation α as
dist(ji, α, j1, j2, ..., jd) = min(Li).
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Example 4.16. We give some examples about the definition above. Consider Case
(5) in Construction 4.11,
ω = (j3 j2 j1), α = (j1...j2...j3...)α2...αl,
where α1 = (j1...j2...j3...). dist(j3, α, j1, j2, j3) is the ”distance” between j3 and j1
in the cycle α1, because j1 is the first element in {j1.j2, j3} after j3 under the action
of α. Similarly, dist(j2, α, j1, j2, j3) is the ”distance” between j2 and j3. Clearly,∑
1≤i≤3 dist(ji, α, j1, j2, j3) is the length of the cycle α1.
Now, let’s consider Case (1) in Construction 4.11,
α = (j1...)(j2...)(j3...)α4...αl.
In this case, dist(ji, α, j1, j2, j3) is the length of the disjoint cycle containing ji.
Remark 4.17. α, ω are permutations in Sn, where ω is a d-cycle (jd ... j1). Let
α′ = ωα. Then, we have
dist(ji, α, j1, ..., jd) = dist(ji, α
′, j1, ..., jd), 1 ≤ i ≤ d.
This property comes from the calculation in Construction 4.11.
Definition 4.18. Given any permutation α ∈ Sn, we define the map
Iα,n,3 : C¯n,3 → Z
3
>0,
Iα,n,3([j3, j2, j1]) = (i3, i2, i1),
where ik = dist(jk, α, j1, j2, j3), 1 ≤ k ≤ 3.
Definition 4.19. Let α be a permutation in Sn and let ik be positive integers,
1 ≤ k ≤ 3. m is a positive integer such that 1 ≤ m ≤ 6. Define the subset
C¯mn,3(α, i3, i2, i1) of C¯n,3 as
C¯mn,3(α, i3, i2, i1) = {[j3, j2, j1] | ik = dist(jk, α, j1, j2, j3), 1 ≤ k ≤ 3,
(α, [j3, j2, j1]) is of type m}.
Remark 4.20. Let α be a permutation in Sn. We have
C¯n,3 =
6⋃
m=1
⋃
i1,i2,i3≥1
C¯mn,3(α, i3, i2, i1).
Given any 3-tuple [j3, j2, j1], the ”distance” dist(ji, α, j1, ..., j3) and the type of
(α, [j3, j2, j1]) are uniquely determined. Hence,
⋃6
m=1
⋃
i1,i2,i3≥1
C¯mn,3(α, i3, i2, i1) is
a disjoint union. Also, there are only finitely many nonempty sets C¯n,3(α, i3, i2, i1)
in the above union.
Lemma 4.21. Let α be a permutation in Sn and let i1, i2, i3 be three positive
integers. We have the following formula
Φ(
∑
[j3,j2,j1]∈C¯1n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i1i2i3pi1+i2+i3
∂3Φ(α)
∂pi1∂pi2∂pi3
= pˆφ((1)(2)(3))(i1, i2, i3)
∂
∂pˆ(1)(2)(3)
(i1, i2, i3)Φ(α),
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Φ(
∑
[j3,j2,j1]∈C¯2n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i1(i2 + i3)pi1+i3pi2
∂2Φ(α)
∂pi1∂pi2+i3
= pˆφ((1)(2 3))(i1, i2, i3)
∂
∂pˆ(1)(2 3)
(i1, i2, i3)Φ(α),
Φ(
∑
[j3,j2,j1]∈C¯3n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i2(i1 + i3)pi1+i2pi3
∂2Φ(α)
∂pi2∂pi1+i3
= pˆφ((2)(1 3))(i1, i2, i3)
∂
∂pˆ(2)(1 3)
(i1, i2, i3)Φ(α),
Φ(
∑
[j3,j2,j1]∈C¯4n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i3(i1 + i2)pi3+i2pi1
∂2Φ(α)
∂pi3∂pi1+i2
= pˆφ((3)(1 2))(i1, i2, i3)
∂
∂pˆ(3)(1 2)
(i1, i2, i3)Φ(α),
Φ(
∑
[j3,j2,j1]∈C¯5n,3(α,i3,i2,i1)
[j3, j2, j1]α) = (i1 + i2 + i3)pi1pi2pi3
∂Φ(α)
∂pi1+i2+i3
= pˆφ((1 2 3))(i1, i2, i3)
∂
∂pˆ(1 2 3)
(i1, i2, i3)Φ(α),
Φ(
∑
[j3,j2,j1]∈C¯6n,3(α,i3,i2,i1)
[j3, j2, j1]α) = (i1 + i2 + i3)pi1+i2+i3
∂Φ(α)
∂pi1+i2+i3
)
= pˆφ((3 2 1))(i1, i2, i3)
∂
∂pˆ(3 2 1)
(i1, i2, i3)Φ(α).
We only give the proof of the first formula
Φ(
∑
[j3,j2,j1]∈C¯1n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i1i2i3pi1+i2+i3
∂3Φ(α)
∂pi1∂pi2∂pi3
.
The other formulas can be proved similarly. Before we give the proof, we first prove
some lemmas.
Lemma 4.22. Let α be a permutation in Sn and let i1, i2, i3 be three positive
integers. cv is the number of disjoint cycles with length iv in α. The number of
elements in C¯1n,3(α, i3, i2, i1) is
∏3
v=1 cviv.
Proof. If there is no disjoint cycles with length iv of α for some 1 ≤ v ≤ 3, then
C¯1n,3(α, i3, i2, i1) is empty. Also, since cv = 0, we have
∏3
v=1 cviv = 0. The state-
ment is true in this special case.
Now we assume that there is at least one disjoint cycle with length cv in α. We
first pick disjoint cycle α′v with length iv in α, 1 ≤ v ≤ 3. The number of the
choices of α′1, α
′
2, α
′
3 is
∏3
v=1 cv. After we pick three disjoint cycles α
′
1, α
′
2, α
′
3, we
can pick any integer jv from α
′
v, 1 ≤ v ≤ 3, and these three integers form a unique
3-tuple [j3, j2, j1] in C¯
1
n,3(α, i3, i2, i1). We can construct i1i2i3 many 3-tuples in
C¯1n,3(α, i3, i2, i1) from these three disjoint cycles α
′
1, α
′
2, α
′
3. In this way, we can
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construct
∏3
v=1 cviv many 3-tuples in C¯
1
n,3(α, i3, i2, i1). It is easy to prove that
they are all elements in C¯1n,3(α, i3, i2, i1). 
Remark 4.23. Let α be a permutation in Sn and let σ¯ be an element in the set
C¯1n,3(α, i3, i2, i1). We use the same notations for α and σ¯ as in Lemma 4.11, i.e.
α = (j1...)(j2...)(j3...)α4...αl, σ¯ = [j3, j2, j1].
Also, by definition we have
ik = dist(jk, α, j1, j2, j3), 1 ≤ k ≤ 3.
We assume the lengths of disjoint cycles αv, 4 ≤ v ≤ l, are not i1, i2, i3. By simple
calculations, we have
α = (j1...)(j2...)(j3...)ρ4...ρl → σ¯α = (j3...j2...j1...)ρ4...ρl
Φ(α) = pi1pi2pi3Φ(ρ4...ρl) → Φ(σ¯α) = pi1+i2+i3Φ(ρ4...ρl) ,
and
pi1+i2+i3
∂3
∂pi1∂pi2∂pi3
Φ(α) = Φ(σ¯α).
Clearly, for any element σ¯′ in C¯1n,3(α, i3, i2, i1), we have
Φ(σ¯′α) = Φ(σ¯α),
which means
pi1+i2+i3
∂3
∂pi1∂pi2∂pi3
Φ(α) = Φ(σ¯α) = Φ(σ¯′α).
Now we give the proof of Lemma 4.21.
Proof. If C¯1n,3(α, i3, i2, i1) is empty, we assume that there is no disjoint cycle with
length i1 in α. We have
Φ(
∑
[j3,j2,j1]∈C¯1n,3(α,i3,i2,i1)
[j3, j2, j1]α) = 0.
Since there is no disjoint cycle with length i1 in α, we have
∂Φ(α)
∂pi1
= 0.
Hence, the equation holds
0 = Φ(
∑
[j3,j2,j1]∈C¯1n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i1i2i3pi1+i2+i3
∂3Φ(α)
∂pi1∂pi2∂pi3
= 0.
Now we assume there is at least one disjoint cycle with length iv in α. The
number of disjoint cycles with length iv in α is cv. By Lemma 4.22, we know the
number of elements in C¯1n,3(α, i3, i2, i1) is
∏3
v=1 cviv. By Lemma 4.22 and Remark
4.23, we have
(
∑
[j3,j2,j1]∈C¯1n,3(α,i3,i2,i1)
[j3, j2, j1]α) = (
3∏
v=1
cviv)Φ(α
′),
where α′ = [j3, j2, j1]α for some [j3, j2, j1] ∈ C¯
1
n,3(α, i3, i2, i1). By Remark 4.23, we
know Φ([j3, j2, j1]α) does not depend on the choice of [j3, j2, j1] in C¯
1
n,3(α, i3, i2, i1).
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By assumption, there are cv disjoint cycles with length iv in α, it means that the
order of piv in the monomial Φ(α) is cv. So, when we calculate
∂Φ(σv)
∂piv
, we will have
a coefficient cv, i.e.
pi1+i2+i3
∂3Φ(α)
∂pi1∂pi2∂pi3
= (
3∏
v=1
cv)Φ(α
′).
So, we have
Φ(
∑
[j3,j2,j1]∈C¯1n,3(α,i3,i2,i1)
[j3, j2, j1]α) = i1i2i3pi1+i2+i3
∂3Φ(α)
∂pi1∂pi2∂pi3
.

Now we are ready to prove the theorem.
Theorem 4.24. Let g be an element in CSn. We have
3Φ(K31n−3g) = Φ(K¯31n−3g) = 3∆3Φ(g).
Proof. We assume that g is a permutation in Sn, i.e. g = α ∈ Sn. By Remark 4.20,
we have
C¯n,3 =
6⋃
m=1
⋃
i1,i2,i3≥1
C¯mn,3(α, i3, i2, i1).
Then, we get
Φ(K¯31n−3g) = Φ(
6∑
m=1
∑
i1,i2,i3≥1
∑
[j3,j2,j1]∈C¯in,3(α,i3,i2,i1)
[j3, j2, j1]α)
=
∑
i1,i2,i3≥1
(i1i2i3pi1+i2+i3
∂3
∂pi1∂pi2∂pi3
+i1(i2 + i3)pi1+i3pi2
∂2
∂pi1∂pi2+i3
+i2(i1 + i3)pi1+i2pi3
∂2
∂pi2∂pi1+i3
+i3(i1 + i2)pi3+i2pi1
∂2
∂pi3∂pi1+i2
+(i1 + i2 + i3)pi1pi2pi3
∂
∂pi1+i2+i3
+(i1 + i2 + i3)pi1+i2+i3
∂
∂pi1+i2+i3
)Φ(g)
= 3∆3Φ(g),
where the second equality comes from Lemma 4.21 and the last equality comes from
Definition 4.7 or Example 4.9.

We now give the extended definition of φ (Definition 4.6) and the construction
of new differential operator if we choose arbitrary d-cycle (Definition 4.7).
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Definition 4.25. Given an d-cycle β in Sd, we define the map φβ : Sd → Sd as
φβ(δ) = βδ, δ ∈ Sd.
Then, we construct ∆β, which is similar to ∆d in Definition 4.7,
∆β =
1
d
∑
δ∈Sd
∑
a1,...,ad≥1
pˆφβ(δ)(a1, ..., ad)
∂
∂pˆδ
(a1, ..., ad),
where we replace φ by φβ .
Remark 4.26. From this definition, it is clear ∆(321) = ∆3.
Remark 4.27. Recall the first formula in Lemma 4.21,
i1i2i3Φ([j3, j2, j1]α) = pˆφ((1)(2)(3))(i1, i2, i3)
∂
∂pˆ(1)(2)(3)
(i1, i2, i3)Φ(α).
Similarly, we can prove
i1i2i3Φ([j1, j2, j3]α) = pˆφβ((1)(2)(3))(i1, i2, i3)
∂
∂pˆ(1)(2)(3)
(i1, i2, i3)Φ(α),
where β = (1 2 3). Indeed, the map φβ corresponds to tuple [j1, j2, j3]. We can
prove the other formulas in Lemma 4.21 similarly.
Corollary 4.28. For any 3-cycle β, ∆3 = ∆β as operators on the ring C[p1, p2, ...].
Proof. Let β = (1 2 3). We have
∆3Φ(g) =
1
3
Φ(
∑
[j3,j2,j1]∈C¯n,3
[j3, j2, j1]g)
= Φ(K¯31n−3g)
= Φ(
∑
[j1,j2,j3]∈C¯n,3
[j1, j2, j3]g)
= ∆βΦ(g),
where the last equality comes from Remark 4.27.
Hence, ∆β = ∆3 as operators on C[p1, p2, ...]. 
Remark 4.29. The above argument can be extended to ∆d, d ≥ 4, i.e., for any
d-cycle β, ∆β = ∆d. This will be shown in Corollary 4.42.
4.3. General Case. The proof of the general case is very similar to the case d = 3.
First, we generalize Construction 4.11, Definition 4.18 and 4.19.
Construction 4.30. Let σ¯ = [jd, ..., j1] ∈ C¯n,d. We want to classify all permuta-
tions g ∈ Sn according to the occurrence of j1, ..., jd in the disjoint cycles appearing
in g. Restrict g to a permutation gσ¯ in Sd by forgetting all digits except for j1, ..., jd
but preserving the cycle structure (similar to the construction of gσ¯ in Construction
4.11). There are d! possible choices for gσ¯, each of which corresponds to a permu-
tation in Sd. By an abuse of the notation, Sd is the permutation group of {1, ..., d}
(Recall Remark 4.13 and see Notation 4.31). We say (g, σ¯) is of type τ ∈ Sd, if
τ = gσ¯ ∈ Sd. Clearly, for any element g ∈ Sn, it falls into one and only one case
with respect to σ¯.
We want to explain the notation τ = gσ¯ ∈ Sd in the above construction.
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Notation 4.31. Let g be a permutation in Sn, n ≥ d. We consider two d-tuples
σ¯ = [d, d− 1, ..., 2, 1] and σ¯′ = [jd, ..., j1] in C¯n,d. Clearly, gσ¯′ ∈ Aut{jd, ..., j1} and
gσ¯ ∈ Sd = Aut{1, 2, ..., d}. But, we want to compare the two permutations in the
same permutation group Sd = Aut{1, 2..., d}. Recall the construction in Remark
4.13. Similarly, we construct the bijective map between {1, ..., d} and {j1, ..., jd}
with respect to the order of the integers, which means small integer maps to the
small one and larger integer goes to larger one. This map induces an isomorphism
ø : Aut{jd, ..., j1} → Aut{1, ..., d}. Hence, by an abuse of notations, gσ¯′ ∈ Sd means
ø(gσ¯′) ∈ Sd.
Definition 4.32. Given any permutation α ∈ Sn and a positive integer d such that
d ≤ n, we define the map
Iα,n,d : C¯n,d → Z
3
>0,
Iα,n,d([jd, ..., j1]) = (id, ..., i1),
where ik = dist(jk, α, j1, ..., jd), 1 ≤ k ≤ d.
Definition 4.33. Let α be a permutation in Sn. Let d be a positive integer such
that d ≤ n. ik are positive integers, 1 ≤ k ≤ d. Let τ be a permutation in Sd. We
define the subset C¯τn,d(α, i1, ..., id) of C¯n,d as
C¯τn,d(α, i1, ..., id) = {[jd, ..., j1] | ik = dist(jk, α, j1, ..., jd), 1 ≤ k ≤ d,
(α, [jd, ..., j1]) is of type τ}.
Remark 4.34. Let α be a permutation in Sn. We have
C¯n,d =
⋃
τ∈Sd
⋃
i1,...,id≥1
C¯τn,d(α, i1, ..., id).
Given any d-tuple [jd, ..., j1], the ”distance” dist(ji, α, j1, ..., jd) and the type of
(α, [jd, ..., j1]) are uniquely determined. Hence, the union above is a disjoint union.
Also, there are only finitely many nonempty sets C¯τn,d(α, i1, ..., id) in the above
union.
Lemma 4.35. Given any two elements σ¯ and σ¯′ in C¯τn,d(α, i1, ..., id), σ¯α and σ¯
′α
are of the same type.
Proof. Assume σ¯ = [jd, ..., j1] and σ¯
′ = [j′d, ..., j
′
1]. By Definition 4.33, ασ¯ and ασ¯′
are of the same type τ ∈ Sd. Hence, σ¯ασ¯ and σ¯
′ασ¯′ are of the same type (The
second step in Construction 4.11). Also, by definition, we know
iv = dist(jv, α, j1, ..., jd) = dist(j
′
v, α, j
′
1, ..., j
′
d).
Hence, σ¯α and σ¯′α are of the same type. 
Lemma 4.36. Let α be an n-cycle in Sn. Let C¯
τ
n,d(α, i1, ..., id) be a nonempty set
for some τ ∈ Sd, and σ¯ = [jd, ..., j1] is a d-tuple in the set C¯
τ
n,d(α, i1, ..., id). Then,
the number of all elements in this set C¯τn,d(α, i1, ..., id) is n.
Proof. If we want to use σ¯ to construct some d-tuple [j′d, ..., j
′
1] in C¯
τ
n,d(α, i1, ..., id),
we have to pick d integers j′i, 1 ≤ i ≤ d such that
ik = dist(jk, α, j1, ..., jd) = dist(j
′
k, α, j
′
1, ..., j
′
d).
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At the same time, we know j1, ..., jd are in the same disjoint cycle and
d∑
k=1
dist(jk, α, j1, ..., jd) =
d∑
k=1
dist(j′k, α, j
′
1, ..., j
′
d) = n.
Hence, the choice of j′1 will completely determine the d-tuple [j
′
d, ..., j
′
1]. There are
n choices for j′1 and each choice determines a unique d-tuple in C¯
τ
n,d(α, i1, ..., id).
It is easy to prove they are all of the elements in C¯τn,d(α, i1, ..., id). We leave it as
an exercise for the reader. 
The following lemma is a generalization of Lemma 4.22.
Lemma 4.37. Let α be a permutation in Sn and let i1, ..., id be d positive integers
smaller than n. Let τ be a permutation in Sd and τ = τ1...τm, which is the product
of disjoint cycles of m. We define new integers i˜v as
i˜v =
∑
k∈τv
ik,
where 1 ≤ v ≤ m. We assume the number of disjoint cycles with length i˜v in α is
cv, 1 ≤ v ≤ m. Then, the number of elements in C¯
τ
n,d(α, i1, ..., id) is
∏m
v=1 cv i˜v.
Proof. If σ¯ = [jd, ..., j1] ∈ C¯
τ
n,d(α, i1, ..., id), it means ασ¯ is of type τ and the integers
jd, ..., j1 are chosen from disjoints cycles α
′
v with length i
′
v, 1 ≤ v ≤ m, such that
ik = dist(jk, α, j1, ..., jd), i˜v =
∑
k∈τv
ik.
By assumption, we know the number of disjoint cycles with length i˜v in α is cv,
1 ≤ v ≤ m. Hence, the choice of the disjoint cycles α′v with length i˜v, 1 ≤ v ≤ m,
is
∏m
v=1 cv. Now we fix a possible choice for disjoint cycles α
′
v, 1 ≤ v ≤ m. We
want to pick integers j′k, k ∈ τv, from α
′
v such that
i˜v =
∑
k∈τv
i′k, i
′
k = dist(j
′
k, α, j
′
1, ..., j
′
d) = ik.
By Lemma 4.36, the number of choices of picking such integers j′k, k ∈ τv, is i˜k,
which is the length of α′v. The choices of integers j
′
k from different disjoint cycles
are independent. Hence, given a possible choice for disjoint cycles α′v, 1 ≤ v ≤ m,
we can construct
∏
v=1 i˜v many d-tuples in C¯
τ
n,d(α, i1, ..., id). In conclusion, we can
construct
∏m
v=1 cv i˜v many d-tuples C¯
τ
n,d(α, i1, ..., id). It is easy to check they are
all elements in C¯τn,d(α, i1, ..., id). 
Remark 4.38. We use the same notations as in Lemma 4.37. By Definition 4.2,
we know
∂
∂pˆτ
(i1, ..., id) =
m∏
v=1
((
∑
k∈τv
ik)
∂
∂p∑
k∈τv
ik
) =
m∏
v=1
(˜iv
∂
∂p˜iv
).
The next lemma is a generalization of Lemma 4.21.
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Lemma 4.39. Let α be a permutation in Sn and let i1, ..., id be d positive integers
smaller than n. τ is a permutation in Sd. We have
Φ(
∑
[jd,...,j1]∈C¯τn,d(α,i1,...,id)
[jd, ..., j1]α) = pˆφd(τ)(i1, ..., id)
∂
∂pˆτ
(i1, ..., id)Φ(α).
Proof. We use the same notations as in Lemma 4.37. If C¯τn,d(α, id, ..., i1) is empty,
with a similar argument as in Lemma 4.21, we can get
0 = Φ(
∑
[jd,...,j1]∈C¯τn,d(α,i1,...,id)
[jd, ..., j1]α) = pˆφd(τ)(i1, ..., id)
∂
∂pˆτ
(i1, ..., id)Φ(α) = 0.
Hence, we assume there is at least one disjoint cycle with length i˜v in α, 1 ≤ v ≤ m.
The number of disjoint cycles with length i˜v in α is cv. By Lemma 4.37, we know
the number of elements in C¯τn,d(α, i1, ..., id) is
∏m
v=1 cv i˜v. By Lemma 4.35 and 4.37,
we have
(
∑
[jd,...,j1]∈C¯τn,d(α,i1,...,id)
[jd, ..., j1]α) = (
m∏
v=1
cv i˜v)Φ(α
′),
where α′ = [jd, ..., j1]α for some [jd, ..., j1] ∈ C¯
τ
n,d(α, i1, ..., id) (By Lemma 4.35,
Φ([jd, ..., j1]α) does not depend on the choice of [jd, ..., j1] in C¯
τ
n,d(α, i1, ..., id)). By
assumption, we know there are cv disjoint cycles with length i˜v in α, it means the
order of p˜iv in the monomial Φ(α) is cv. So, when we calculate
∂Φ(σv)
∂p
i˜v
, we will have
a coefficient cv. By Remark 4.38, we have
pˆφd(τ)(i1, ..., id)
∂
∂pˆτ
(i1, ..., id)Φ(α) = (
m∏
v=1
cv i˜v)Φ(α
′).
Hence, we get the following equation
Φ(
∑
[jd,...,j1]∈C¯τn,d(α,i1,...,id)
[jd, ..., j1]α) = pˆφd(τ)(i1, ..., id)
∂
∂pˆτ
(i1, ..., id)Φ(α).

Theorem 4.40. For any g ∈ CSn,
Φ(K1n−ddg) = ∆dΦ(g).
Proof. We assume g is a permutation in Sn. Say g = α. By Remark 4.34, we have
C¯n,d =
⋃
τ∈Sd
⋃
i1,...,id≥1
C¯τn,d(α, i1, ..., id).
Then, we get
Φ(K¯1n−ddα) = Φ(
∑
τ∈Sd
∑
i1,...,id≥1
∑
[jd,...,j1]∈C¯τn,d(α,i1,...,id)
[jd, ..., j1]α)
=
∑
i1,...,id≥1
∑
τ∈Sd
pˆφd(τ)(i1, ..., id)
∂
∂pˆτ
(i1, ..., id)Φ(α)
= d∆dΦ(α),
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where the second equality comes from Lemma 4.39 and the last equality comes from
Definition 4.7. By Definition 4.10, we know the map pin,d : C¯n,d → Cn,d is a d-to-1
map. So, we have
dΦ(K1n−ddα) = Φ(K¯1n−ddα) = d∆dΦ(α).

Theorem 4.41. For any positive integer d, ∆d = W ([d]) as an operator on
C[p1, p2, ...].
Proof. By Theorem 2.10 and Theorem 4.40, it is easy to get this consequence. 
Corollary 4.42. For any β ∈ Sd, ∆d = ∆β as operators on C[p1, p2, ...].
Proof. Given any monomial
∏k
i=1 pji in C[p1, p2, ...], where j1 ≤ j2 ≤ ... ≤ jk, it
corresponds to the partition (j1, ..., jk). We pick a permutation g of type (j1, ..., jk).
Then, we have
∆dΦ(g) =
1
d
Φ(
∑
[jd,...,j1]∈C¯n,d
[jd, ..., j1]g)
=
1
d
Φ(K¯1n−ddg)
= Φ(
∑
[jβ(d),...,jβ(1)]∈C¯n,d
[jβ(d), ..., jβ(1)]g)
= ∆βΦ(g).

Corollary 4.43. Let d1, d2 be positive integers. W ([d1]), W ([d2]) commutes as
operators on C[p1, p2, ...], i.e W ([d1])W ([d2]) = W ([d2])W ([d1]).
Proof. We take any monomial
∏k
i=1 pji in the ring C[p1, p2, ...]. We pick a permu-
tation g corresponding to this monomial. We have
W ([d1])W ([d2])Φ(g)
=Φ(K1n−d1d1K1n−d2d2g)
=Φ(K1n−d2d2K1n−d1d1g)
=W ([d2])W ([d1])Φ(g).
K1n−d1d1 ,K1n−d2d2 commutes, because they are central element in CSn. So, we
have
W ([d1])W ([d2]) = W ([d2])W ([d1]).

5. Hurwitz Enumeration Problem
Suppose f : X → S2 is a continuous map and X is a degree n covering of S2
with branched points z1, ..., zk. Let D be an open disc such that the branch points
are on the boundary of D, There are exactly d connected components in F−1(D)
which we label from 1 to d. If we focus on a small neighborhood of zi, beginning
on the sheet s and going around zi counter clockwise, we will arrive at a point on
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another sheet pi(i)(s). Hence, we construct a permutation pi(i) for each branch point
zi.
Now we choose a point x ∈ S2 which is not the branch points. We begin at
this point x and walk around each branch point as described above. clearly if we
begin on the sheet s, we must end on this sheet, because the corresponding loop on
S2/{z1, ..., zk} is contractible to a point. So we have the monodromy condition
pi(1)...pi(k) = 1.
Since X is connected, we must be able to move from one sheet to any other, hence,
the subgroup generated by {pi(1), ..., pi(k)} must act transitively on the set {1, ..., n}.
This is called the transitivity condition. Given k partitions λi of n, denote by
Covd(λ1, ..., λk) the number of k-tuples (σ1, ..., σk) ∈ S
k
n satisfying the following
conditions [1]:
• σi is of type λi for all i,
• σ1...σk = 1(the monodromy condition),
• the subgroup generated by {σ1, ..., σk} acts transitive on the set {1, ..., n}.
Now, we consider a special case of this problem.
Definition 5.1. Given positive integers d, n and k, where d ≤ n, define the number
hdk(α) as following
h
[d]
k (α) = Covd(1
n−dd, ..., 1n−dd, α),
where α is a partition of n and there are k copies of partition (1n−dd). Define the
generating function
H [d](z, p) = H [d](z, p1, p2, ...) =
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
h
[d]
k (α)
zk
k!
Φ(α) .
Finally, we define the generating function
Hˆ [d] = eH
[d]
.
Remark 5.2. We expand the generating function Hˆ [d] with coefficients hˆ
[d]
k (α),
Hˆ [d](z, p) = Hˆ [d](z, p1, p2, ...) =
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
hˆdk(α)
zk
k!
Φ(α) .
It is easy to check hˆ
[d]
k (α) is the number of (k + 1)-tuples (σ1, ..., σk, σ) ∈ S
k+1
n
satisfying the following conditions:
• σi is of type (1
n−dd) for all i and σ is of type α,
• σ1...σkσ = 1 (the monodromy condition).
Compared with h
[d]
k (α), we do not have the transitivity condition.
Definition 5.3. Given a positive integer n, let α be a partition of n. We define the
set A[d](α, k) as (k + 1)-tuples (σ1, ..., σk, σ) ∈ S
k+1
n satisfying the two conditions
in Remark 5.2, i.e.
• σi is of type (1
n−dd) for all i and σ is of type α,
• σ1...σkσ = 1 (the monodromy condition).
Also, we define another set
A˜[d](α, k) = {(σ2, ..., σk, σ) | ((σk...σ2σ)
−1, σ2, ..., σk, σ) ∈ A
[d](α, k)}.
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If S is a finite set, |S| is the cardinality of the set S.
Remark 5.4. By the definition of h
[d]
k (α), we have
hˆ
[d]
k (α) = |A
[d](α, k)| = |A˜[d](α, k)|.
Hence, we can write the generating function Hˆ [d](z, p) as
Hˆ [d](z, p) = Hˆ [d](z, p1, p2, ...) =
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
|A[d](α, k)|
zk
k!
Φ(α) .
Remark 5.5. Consider the generating series Hˆ [d](z, p). Given a specific set A[d](α, k),
α ⊢ n, the elements in this set are (k+1)-tuples (σ1, ..., σk, σ). The parameter cor-
responding to this set is z
k
k! Φ(α), where the order of z corresponds to the number of
d-cycles k and Φ(α) corresponds to the permutation σ. We take the sum over all
partitions. We will get the ”set-valued” generating function∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
A[d](α, k)
zk
k!
Φ(α) .
Since every set is finite, we can take the cardinality of each set, and we get the
generating function Hˆ [d](z, p) in Definition 5.1 or Remark 5.4.
Similarly, ∂Hˆ
[d]
∂z
is the generating function for the sets A˜[d](α, k), i.e.
∂Hˆ [d]
∂z
=
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
|A˜[d](α, k)|
zk−1
(k − 1)!
Φ(α)
=
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
hˆ
[d]
k (α)
zk−1
(k − 1)!
Φ(α) .
Definition 5.6. Let k, n, d be three positive integers, where n ≥ d. We define the
set A[d](k, n) as following
A[d](k, n) =
⋃
α⊢n
A[d](k, α).
The union is disjoint.
Lemma 5.7. Let k, n, d be three positive integers, where n ≥ d. We have∑
α⊢n
h
[d]
k (α)Φ(α) =
∑
α′⊢n
h
[d]
k−1(α
′)Φ(K1n−ddα
′).
Proof. First, we consider about the sets A[d](k, n) and A[d](k−1, n). Given any ele-
ment (σ1, ..., σk, σ) ∈ A
[d](k, n), it corresponds to a unique element (σ2, ..., σk, σ
′) ∈
A[d](k−1, n), where σ2...σkσ
′ = 1. Now given any element (σ2, ..., σk, σ
′) ∈ A[d](k−
1, n) and any d-cycle σ1, we can construct an element (σ1, ..., σk, σ) ∈ A
[d](k, n),
where σ1...σkσ = 1. Indeed, we can construct different elements in A
[d](k, n) by
adding different d-cycles σ1 to (σ2, ..., σk, σ
′). The number of elements we construct
from the element (σ2, ..., σk, σ
′) is 1
d
(
n
d
)
d!, where 1
d
(
n
d
)
d! is the number of d-cycles in
Sn. From the discussion, we can get all elements in A
[d](k, n) by adding different
d-cycles to elements in A[d](k − 1, n). Also, we have
|A[d](k, n)| =
1
d
(
n
d
)
d!|A[d](k − 1, n)|.
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Recall the definition of A[d](k, n),
A[d](k, n) =
⋃
α⊢n
A[d](k, α).
Hence, we have the following formula∑
α⊢n
h
[d]
k (α)Φ(α) =
∑
α′⊢n
h
[d]
k−1(α
′)Φ(K1n−ddα
′).

Theorem 5.8. Hˆ [d] is the solution to the differential equation
∂Hˆ [d]
∂z
= W ([d])Hˆ [d]
with initial condition
Hˆ [d](0, p) = ep1
Proof.
∂Hˆ [d]
∂z
=
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
zk−1
(k − 1)!
h
[d]
k (α)Φ(α)
=
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
zk−1
(k − 1)!
h
[d]
k−1(α)Φ(K1n−ddα)
=
∑
n≥1
1
n!
∞∑
k=1
∑
α⊢n
zk−1
(k − 1)!
h
[d]
k−1(α)W ([d])Φ(α)
=W ([d])Hˆ [d],
where the first equality comes from 5.5, the second equality is the consequence of
Lemma 5.7 and the last equality comes from Theorem 2.12. It is easy to check the
initial condition. 
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