Abstract-Lack of proper restorative sleep can induce sleepiness at odd hours making a person drowsy. This onset of drowsiness can be detrimental for the individual in a number of ways if it happens at an unwanted time. For example, drowsiness while driving a vehicle or operating heavy machinery poses a threat to the safety and wellbeing of individuals as well as those around them. Timely detection of drowsiness can prevent the occurrence of unfortunate accidents thereby improving road and work environment safety. In this paper, by analyzing the electroencephalographic (EEG) signals of human subjects in the frequency domain, several features across different EEG channels are explored. Of these, three features are identified to have a strong correlation with drowsiness. A weighted sum of these defining features, extracted from a single EEG channel, is then used with a simple classifier to automatically separate the state of wakefulness from drowsiness. The proposed algorithm resulted in drowsiness detection sensitivity of 85% and specificity of 93%.
I. INTRODUCTION
Although the effects of sleep on human body are not yet fully understood, the need for adequate sleep is well established for the development of body, recovery from fatigue as well as memory consolidation. As a result, lack of sleep at night can be detrimental for the health of sleepdeprived individuals resulting in poor concentration levels, tiredness, daytime sleepiness, decrease in immune system function and an increase in heart rate variability [1] . The underlying cause of sleep deprivation can be attributed to the lifestyle of an individual (which may involve shift work, preventing regular sleeping patterns), sleep disorders such as narcolepsy and night terrors or other neurological conditions such as depression, stress and anxiety. Regardless of the root cause, lack of sleep will eventually manifest in the form of a feeling of sleepiness at random times during the day for sleep deprived individuals. This state of being sleepy is the boundary between wakefulness and established sleep and is known as drowsiness.
The different stages of established sleep, together with wakefulness, are clearly defined by the American Academy of Sleep Medicine (AASM) [2] . A complete sleep cycle begins with the Wake stage followed by two distinct states that occur in alternate cycles: Nonrapid Eye Movement (NREM) and Rapid Eye Movement (REM). The NREM stages are further divided into N1, N2 and N3 stages with N1 K. C. A. Patrick, S. A. Imtiaz, S. Bowyer and E. Rodriguez-Villegas are with the Circuits and Systems Group, Electrical and Electronic Engineering Department, Imperial College London, United Kingdom. Email: ({chin.kwai10,anas.imtiaz,s.bowyer10,e.rodriguez}@imperial.ac.uk).
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However, unlike established sleep, the evaluation of drowsiness is subjective and can vary between scorers. This is due to the lack of a well defined boundary between wake and sleep. The AASM manual of sleep scoring describes the Wake stage to include full alertness through early stages of drowsiness [2] . The next stage after Wake is N1, which is also the onset of sleep, and is widely considered as the state of being drowsy. Timely detection of this state of drowsiness in real-time can be very useful in a number of areas.
One of the most obvious applications that can benefit from drowsiness detection is monitoring the status of alertness (or drowsiness) of a vehicle driver. This can have a huge impact on road safety as falling asleep on the wheel is one of the main causes of road accidents [3] . Similarly, in the context of industrial work, detection of drowsiness can prevent accidents involving the use of heavy machinery and improve safety at work.
Due to its potential usefulness, a number of research groups are actively looking at different ways of drowsiness detection by monitoring various physical and physiological parameters. Physical changes such as the inclination of head and body posture can indicate the onset of sleep while physiological changes in the eye activity (EOG), muscle activity (EMG) and brain waves (EEG) have been reported to aid in the detection of drowsiness. Lal and Craig [3] showed strong correlations between drowsiness and certain frequency bands in the EEG power spectrum. Picot et al. [4] presented an online drowsiness detector based on changes within the 8-12 Hz frequency band at the onset of sleep. Correa and Leber [5] used power spectral density and wavelet features extracted from a single EEG channel and classified them using a neural network to identify drowsiness. Yeo et al. [6] used support vector machines (SVM) to classify several power spectral features in different frequency bands of EEG in order to detect drowsiness. Shi et al. [7] extracted 54 power spectral density features from six EEG channels and used extreme learning machine (ELM) to detect drowsiness from them. Other methods include the use of phase space approach [8] , independent component analysis [9] , and artificial neural networks [10] .
Algorithms that incorporate EEG signals together with EOG or visual images of the eye allow for a more robust detection. Picot et al. [11] presented one such algorithm that combined two separate drowsiness detectors based on EEG and EOG channels individually. Arnin et al. [12] also demonstrated a real-time drowsiness detector that used both EEG and EOG signals which were acquired using electrodes on the forehead. However, having a higher number of data channels also increases the computational complexity of the algorithm as well as that of the hardware system used to acquire these signals.
The main aim of this paper is to develop a robust and computationally inexpensive algorithm for drowsiness detection using a single EEG channel for use in wearable systems. Such an algorithm would be suitable for use in real-time conditions without requiring much computing and power resources. Section II describes the database used for the development and evaluation of the work presented in this paper as well as the different features extracted from them in order to distinguish between Wake and Sleep stages. Section III explains the complete algorithm showing how these features are combined with a simple classifier. The performance of this algorithm is evaluated in Section IV and further discussed in Section V.
II. MATERIAL AND METHODS

A. Database
Polysomnography data from the DREAMS Subjects Database of University of MONS -TCTS Laboratory and Universite Libre de Bruxelles -CHU de Charleroi Sleep Laboratory [13] was used for testing the algorithm. The database consists of overnight sleep EEG recordings of 20 subjects sampled at a frequency of 200 Hz. Of these, the first 10 subjects were used for training the algorithm while others were used for testing. From each subject, segments of data including the first Wake and N1 periods were extracted since this represents the time of complete wakefulness and the onset of sleep leading to light sleep (drowsiness).
Each recording was preprocessed using a 2 nd order Butterworth bandpass filter in 0.5-50 Hz range to limit it in the band of interest. This frequency range is selected to filter out the DC offset and any powerline interference. The filtered signal is then segmented in to 1 second epochs to ensure that it is statistically stationary for the estimation of spectral features. Finally, the epochs are transformed into frequency domain using 512-point FFT to extract the various discriminating features.
B. Features
Initially, a large number of temporal and spectral features were extracted from the EEG signals across all available channels. These include maximum and minimum signal values, standard deviation, central frequency, maximum frequency, first quartile frequency, third quartile frequency, interquartile range, spectral standard deviation, asymmetric coefficient, Kurtosis coefficient, zero crossing and relative powers in different EEG bands (delta, theta, alpha, sigma, beta and gamma). At this point, the features with low discriminatory power were removed and the best performing features were analyzed. The best performing features all came from channel CZ-A1, from which the top three features were selected. These features are center frequency, relative power in delta (0.5-4 Hz) and relative power in alpha (8) (9) (10) (11) (12) (13) and are discussed in the next section.
1) Center Frequency:
This is the frequency in the 0.5-50 Hz range below which half of the signal power is concentrated. Since wake stages have a greater content of high frequency waves (beta and gamma) the center frequency is higher during wake and starts getting lower with the increased sleepiness. This effect can be observed on Fig. 1 which shows the Center Frequency for the first 34 epochs of a training subject. In this case, the subject has a sleep onset (first marked N1) around 500-second mark and has all epochs marked as N1 550 seconds until the end. 3) Relative Power -Alpha: This is the power in the alpha band (8-13 Hz) relative to the total power in the 0.5-50 Hz range. Alpha waves are characteristic of the wake stage of sleep so it is expected that their content is reduced with the onset of sleep. AASM manual states that the alpha waves are replaced by low amplitude 4-7 Hz during N1 stage of sleep. Similar to the changes in last two features, the relative power in alpha band reduces expectedly with the onset of sleep as shown in Fig. 3 .
III. ALGORITHM
The three features explained above are combined with a simple thresholding classifier to form a complete drowsiness detection algorithm which is shown in Fig. 4 .
Initially, data from a single EEG channel is preprocessed using a bandpass filter. The resultant signal is segmented into blocks of 1 second epochs. At the next stage, the three features (center frequency, relative delta power and relative alpha power) are extracted from these epochs. The average value for each feature is calculated after every five seconds and passed on to the classifier. The three features are compared against a fixed threshold value and the output of each threshold classifier is given equal weight. The final classification is based on majority voting requiring at least two classifiers to detect an epoch as either Wake or N1. The classification thresholds of all three features were determined by varying these parameters stepwise and running the algorithm multiple times using the training data. The set of values that resulted in the highest accuracy of the algorithm were selected to be used with the test data set in order to evaluate the algorithm performance.
IV. RESULTS
A. Performance Metrics
In the context of the proposed drowsiness detection algorithm, a true positive (TP) refers to an epoch being correctly identified as N1 by the algorithm (i.e. correct detection of drowsiness). A false positive (FP) refers to an incorrect classification as N1 by the algorithm when, in reality, the epoch belongs to the Wake stage. The epochs that are succesfully rejected as non-N1 by the algorithm are classed as true negatives (TN) while those that are incorrectly rejected are the false negatives (FN).
With the above definitions, the three metrics used to evaluate the performance of the algorithm are as follows.
1) Sensitivity:
The fraction of N1 epochs that are correctly identified by the algorithm.
2) Specificity: The fraction of Wake epochs that are correctly rejected as being non-N1.
Specif icity
3) Selectivity: The fraction of correct detections of N1 epochs amongst the total number of epochs classified as N1 by the algorithm.
Since the aim of the algorithm is to detect N1 epochs as accurately as possible it should have a high sensitivity. At the same time, it must also be very good at rejecting non-N1 epochs correctly in order to avoid false alarms, hence the specificity of rejecting Wake should also be high.
B. Training Results
The algorithm was trained using EEG data from subjects 1-10 in order to determine the thresholds and classifier weights. The results obtained using this dataset are shown in Table I . The average sensitivity of the algorithm is 96.5% which demonstrates its ability to detect a very high number of N1 epochs. Its specificity is 88.8% which means that there is only a small chance (11%) of false detection of Wake as N1. The selectivity value of 94% shows that an N1 detection by the algorithm has a very high likelihood of being a correct detection. These results, with high sensitivity and specificity values, indicate that the algorithm is capable of correctly detecting most Wake and N1 stage epochs. 
C. Test Results
The algorithm is tested using data from subjets 11-20 after the thresholds are fixed at the training stage. This gives an indication of how well the algorithm performs for new data points. The test results are shown in Table II It can be seen from the results that the sensitivity has dropped by about 10% when compared against the training results. This is to be expected since the all thresholds were determined using the training data. However, the selectivity is close to the same value as before which indicates that even when the sensitivity is slightly lower, the probability of a correct detection is still high. At the same time, the specificty is higher than that achieved during the training phase. This means that the rate of false detections is further reduced resulting in highly accurate detection of drowsiness or sleep onset.
V. DISCUSSION & CONCLUSION
An algorithm for automatic drowsiness detection is presented in this paper using three spectral features with a simple thresholding classifier. It uses data from one EEG channel which is advantageous for use in resource-constrained wearable systems. Its performance has been evaluated using 20 subjects, half of which were used training and the other half for testing. Although the algorithm appears capable of detecting drowsiness with a high accuracy, its performance (and that of other such algorithms) also needs to be looked at in the context in which it is to be used. The algorithm proposed here is designed for use in a wearable systems that can be worn by, for example, drivers. Such a system will need to work with three important considerations: have a high accuracy, very small false drowsiness detection rate, and provide results quickly in real-time.
The first two of these considerations are met since the results in Section IV show that the algorithm is capable of detecting 85% of N1 epochs with selectivity of 95%. It also rejects most of the wake stage epochs correctly which corresponds to a low false positive rate. However, even with a specificity of 93%, the false alarm rate still needs to improve to maximise the potential of this sytem.
The final consideration is to have an algorithm that can provide results in real-time when used with a wearable system where the processing and computing resources are severely restricted due to their size and power budget. This requires the algorithm to have very low computational complexity which limits the amount and nature of processing that can be performed on the signals. It is for this reason that the proposed algorithm uses only three features from one EEG channel with a very simple classifier. Adding more data channels increases the computing requirements for software and, at the same time, makes the data acquisition system bulky and unsuitable for wearable use.
To further determine the usefulness of this algorithm in real-world conditions, more tests need to be performed using data from other sources. The testing in this work has been performed on data that is obtained as part of a sleep study. In other scenarios such driving and machine operation, the person using the system is expected to be mobile and hence the signal will be corrupted with movement artefacts and other interferences. Hence, an artefact rejection stage should be used which can also serve as a further indicator of wakfulness. Future work for improvement include implementing the algorithm on an embedded platform, exploring more computationally efficient features that can help detect drowsiness and an improved classifier that can adapt to the variations within the EEG signals of different subjects.
