We investigate the physical modifications caused by a linear filter in a chaotic trajectory. We show that while the filter strongly modifies the topological characteristics of the chaotic signal, it might not alter its information content. We propose a chaos-based communication system that takes advantage of this fundamental characteristic of the dynamics. We devise procedures both to recover all the symbols at the receiver end and to decode the received higher-dimensional filtered chaotic signal by using techniques from the theory of pattern recognition. Our results show that a message bearing chaotic signal can be transmitted over a low bandwidth physical channel and be decoded with a low decoding bit error rate.
Introduction
Since the seminal works on control [Ott et al., 1990] and synchronization [Pecora & Carroll, 1990 ] of chaotic systems, efforts to use chaos in communication have been continuously pursued. Chaotic signals have many inherent properties that naturally fit the communication applications [Abel & Schwarz, 2002; Yang, 2004] . Recently, chaos has been successfully used in fiber optical communication channel to achieve significantly higher bit rate [Argyris et al., 2005] . This suggests to extend chaos communication to other transmission media. As a result, the focus of the research in communication methods using chaos has shifted from the ideal transmission media to the currently more practical physical channels, which might be subjected to filter effects (damping or band-limited), multipath, Doppler effects and noise [Stojanovic & Preisig, 2009; Eisencraft et al., 2009] . In such situations, many researchers turned to the use of symbol sequence information bearing methods [Hayes et al., 1993; Bollt et al., 1997] for communication [Marinhoa et al., 2005; Corron et al., 2010] .
As illustrated in Fig. 1 , in the symbolic sequence information encoding scheme, we assume that the trajectory of a chaotic attractor can be controlled to encode the message to be transmitted [Bollt et al., 1997] . The transmitted signal, Fig. 1(b) . At the receiver end, the received/filtered signal w(t) is used to reconstruct an attractor, shown in Fig. 1(c) . Under some conditions, the reconstructed attractor has the same topological structure as the original one. By using a proper Poincaré section, one gets a sequence of points. One of the coordinates of the points are recorded and denoted as the mapped points. As illustrated in Fig. 1(d) , the x r local minima Poincaré section is used to obtain the mapped points x L (i) at time i, from which a return map is constructed in Fig. 1 (e) by using x L (i) and x L (i+1) as horizontal and vertical axes, respectively. We consider a symbol "0", marked by blue "*", to be received at "time" i, if x L (i) ≤ x * L , and symbol "1", marked by red " ", if x L (i) > x * L , where x * L ≈ 0.76 is the value of x L (i) for which x L (i + 1) presents a global minimum point in the return map. A vertical line through this global minimum point is considered to be a natural partition of the return map. In this way, the symbols in the received signal is retrieved one by one as time evolves, as shown in Fig. 1(f) . In such a case, one mapped point means one symbol.
Badii and Politi's pioneering work pointed out that the Lyapunov dimension of a chaotic signal might increase due to filtering [Badii et al., 1988] . Further works also addressed the issue of filtering effects [Prokhorov & Mchedlova, 2008; Eisencraft et al., 2009; Zhu et al., 2003] . In particular, [Zhu et al., 2003] have pointed out that the band-limited filter makes the return map of the filtered signal become multibranched and, hence, difficult to find an appropriate phase space partition in order to decode the filtered trajectory and to extract the information transmitted.
In this paper, we show that, in fact, the problem is even worse if the bandwidth of the filter is rather low. The band-limited filter alters the chaotic trajectory in such a way that the number of mapped points in the received/filtered trajectory is less than the mapped points in the transmitted/unfiltered signal. The lack of received mapped points has two consequences: (i) it causes the information not to be recovered and it directly leads to higher bit error rate; (ii) it makes hard to find the correspondence between the received mapped points and the transmitted ones. As a consequence, it is unclear whether the recovered symbols do correspond to the transmitted ones and, even if a good partition of the return map is assumed to be available, the received symbols might be easily misinterpreted. In such a case, the communication is broken because the transmission protocol has not been obeyed. This problem, referred to as the "missing symbol" problem, is quite different from the signal dropout case addressed in [Marino et al., 1999 [Marino et al., , 2001 , because a piece of the chaotic signal has not been received in that case. In our case, there is no interruption of the transmission, but some symbols are missing because the filter alters the topological structure of the transmitted signal and the trajectory of the higher-dimensional received/filtered signal is detached from the original Poincaré section, consequently, not producing the expected mapped points and, hence, the expected symbols.
A missing symbol is a serious problem in a communication system. Say, one expects to receive a word composed of four letters but one only receives three-letter-word "dal". One could guess that the transmitted word is "dual" or "deal". On the other hand, even if you know that the missing letter is "e", it might be "deal" or "dale". Therefore, discovering which symbols and where they are missing in a symbolic sequence is very important for information recovery, but it is not a trivial task.
The paper is organized as follows: Section 2 illustrates the missing symbol problem that shows up in the filtered chaotic signals. In Sec. 3, we show how to discover when a symbol is missing by detecting the time interval between successive mapped points. If an interval is significantly longer than the average time interval between the arrival time of two successive symbols, it indicates that one symbol is missing in that time interval. After establishing when symbols are missing, we propose a technique based on one-step forward iteration and one-step backward iteration to identify which kind (either "0" or "1") of symbol is missed. In such a way, we find all the missing symbols and get the correct correspondence between received and transmitted symbols. To deal with the difficulty of not being able to find a good partition in the filter induced multibranched return map, we propose the use of a support vector machine (SVM) in Sec. 4. This technique, usually adopted in the field of pattern recognition, provides a more accurate partition to decode the information. Comparison studies show that a partition with a properly trained SVM is more accurate than the two-dimensional optimal partitions given in [Zhu et al., 2003] . Conclusions are given in Sec. 5.
The Missing Symbols
A chaotic system can be controlled, using an arbitrary small perturbation, to generate a desirable orbit whose symbolic sequence represents the message to be transmitted [Hayes et al., 1993; Bollt et al., 1997; Bollt & Lai, 1998 ]. We show that under some conditions, symbols are absent in the received symbolic sequence when the chaotic signal is transmitted through a very low bandwidth channel.
A chaotic system considered here is described byẋ
where x ∈ R N is the state vector. Suppose x is one of the components of x. Then a simple first order filter can be written aṡ
where w is the filtered variable, η > 0 is the filter parameter. The Lyapunov dimension of the filtered signal w will increase, if the following inequality is satisfied [Badii et al., 1988 ]
where λ k+1 is the (k + 1)th largest Lyapunov exponent of system (1) such that
The increase of the Lyapunov dimension means that the topology of the chaotic attractor becomes more complex. The return map of the attractor also changes. Zhu et al. [2003] have pointed out that the return map of the filtered signal is multibranched, making it difficult to find a proper low-dimensional partition. In fact, besides this problem, the number of symbols captured from the filtered signal might be less than that of the transmitted ones.
To illustrate our results, we will consider Chua's circuit [Matsumoto, 1987; Chua et al., 1993a Chua et al., , 1993b . It is described aṡ
Let x be the transmitted signal through filter (2), the received signal w is used to reconstruct the attractor using a three-dimensional embedding space and a time delay τ = 0.5. The reconstructed state variables of the filtered signal are {x r , y r , z r } = {w(t), w(t − τ ), w(t − 2τ )}. A Poincaré section is constructed using the local minimum of x r , recorded as x L (i), where i represents the ith local minimum. Here, show the reconstructed attractor from the filtered signal and the corresponding return map, respectively, built from the successive mapped points of the reconstructed variable x r with −η = −3 < λ 3 ≈ −2.5. It can be seen that the return map is well defined because the Lyapunov dimension is not changed in this case. The return map becomes multibranched in Figs. 2(c) and 2(d), for η = 0.9 and η = 0.6, respectively, because Lyapunov dimension has been increased in these cases. This is consistent with the results in [Zhu et al., 2003] . We can also see from Figs. 2(c) and 2(d) that the return map becomes more multibranched as the filter parameter η decreases (the filter bandwidth become lower). The increase in the Lyapunov dimension is a consequence of the structural change in the return map of the filtered signal. Besides that, the mapped points (symbols) captured by the local minimum Poincaré section might be less than the transmitted ones. Notice that a missing mapped point in the mapped point sequence results in a missing symbol in the symbol sequence. Figure 3 shows the missing symbol rate and Lyapunov dimension change versus the changing of the filter parameter.
From Fig. 3(a) , that missing symbol problem happens when η < 0.84, and the missing symbol rate is higher as the bandwidth of the filter decreases. Figure 3(b) shows the corresponding Lyapunov dimension when the filter parameter changes. The Lyapunov dimension of the filtered signal increases as the filter parameter is decreased, keeping it smaller than the absolute value of the lowest Lyapunov exponent of the unfiltered signal (approximately −2.5 in this case); as it is still smaller, the bandwidth of the filter is lowered even further, and the Lyapunov dimension of the filtered signal is increased steadily. As a consequence, when η < 2.5, the return map of the filtered signal becomes multibranched. However, as shown in Fig. 3(a) , symbols are missing for η < 0.84. It should be noticed that the parameter value, below which one has missing symbols, might vary for different Poincaré sections, but the fact that missing symbols do occur remains unchanged.
Relevant questions to be addressed are why the number of received symbols is less than the transmitted ones, and what mechanism causes that? To address them, we study the filter effect on the recurrent orbits, which might be very close to unstable periodic orbits. Figures 4(a) and 4(b) show the transmitted recurrent orbit and the corresponding filtered one, respectively. The recurrent orbit in Fig. 4(a) is shown in the reconstructed state space, as is done in Fig. 4 (b) as well as for the filtered signal. To discriminate the reconstructed attractor of the transmitted signal with that of the original signal, we denote the time-delay variables of the transmitted signal as {x s , y s , z s } = {x(t), x(t − τ ), x(x − 2τ )}. Time-delay variables of the received/filtered signal are denoted as {x r , y r , z r }. The transmitted signal in Fig. 4 (a) has four local minima for x s (marked by the empty boxes), while the received signal in Fig. 4 (b) has only three local minima for x r , one local minimum is missing in the recurrent orbit. It is caused by the contracting action due to the negative Lyapunov exponent introduced by the filter dynamics. Different Poincaré sections, such as the ones for y r local minimum, z r local minimum and x r = y r plane, are used to confirm that the symbol missing is not caused by the particular choice of the section.
In fact, the symbol missing happens because the filter increases the dimension of the attractor. A higher-dimensional embedding space might be able to recover the missing symbols using some particular higher-dimensional Poincaré section. Notice that the dimension of the attractor is larger than 2, therefore, by Takens' theorem [Takens, 1981] , an appropriated embedding space would require an embedding space of at least six dimensions. Working with such a higher-dimensional embedding space might be impractical and thus will ruin the original communication scheme. These missing symbols cause two problems. Firstly, it causes the bit error rate to increase; secondly, it becomes difficult to find a match between the received symbols and the transmitted ones. We will deal with these problems next section.
Finding the Missing Symbols

Primary definitions
To find the missing symbols, we define the recurrence time interval and the average time interval. Definition 1. Recurrence time interval is defined as the time interval between two successive mapped points. In the following, the time interval is recorded as TI for brief.
Definition 2. Average time interval is defined as
where TI i is the ith recurrence time interval, N is the number of total recurrence time intervals in the time span under consideration.
Identifying missing symbol from the extra long TI
It is expected that a linear filter does not modify the information content of a signal, therefore the transmitted symbols should be received at an approximately constant rate, so that information can be transmitted continuously. If there exist a symbol missing, the TI observed in the filtered signal happens to be significantly larger than the other TIs. Figure 5 shows the successive TIs for the filtered signal. In this figure, symbols are missing when TI i /0.01 > 300. For the simulations performed with different parameters of Chua's circuit, we perceive that a missing symbol happens at the ith mapped point in the filtered signal when TI i > 1.2 * ATI .
Correspondence between the received and the transmitted ones
After the locations of the missing symbols are determined, we can represent the received mapped points with a new index. Let x L (i) represent the received mapped points, the reindexed mapped points can be represented by
The initial value of offset is 0, it represents the number of missing points identified until the ith received symbol. represents the real number denoting the value of a local minimum. As an illustration of how Eq. (6) works, if the received mapped point sequence is
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. .}, but a missing point is determined between x L (2) and x L (3), then at i = 3 the offset is set to 1 such that The return map of the transmitted mapped points x T (j) (i.e. local minima of the x s ) is plotted in Fig. 6(a) . A natural partition in this return map is also shown. As done for decoding at the receiver end in Fig. 1(d) , the points that fall into the right side of the partition are encoded by symbol "1", marked by red " " , otherwise are encoded by symbol "0", marked by blue " * ". The return map of the successive received mapped points x s L (k) is shown in Fig. 6(b) . According to the correspondence of x s L (k) to x T (j) derived previously, we can decode the return map of the received/filtered signal in Fig. 6(b) , in which the points are marked using " * " for symbol "0" and " " for symbol "1". It can be seen from Fig. 6(b) that the filter has caused the well-defined transmitted return map in Fig. 6(a) to split into several branches with its top-left side merged together. The type of symbol ("0" or "1"), encoded by the points on each splitting branch could still be well defined (remains unchanged). However, a single line partition like in Fig. 6(a) cannot discriminate correctly the polarity in the return map of the filtered signal in Fig. 6(b) .
Finding the missing symbols by one-step forward iteration and backward iteration
Assume that there exists a missing point x
Here, we notice that x + L (n) and x + L (n + 2) are successive points in the received mapped point sequence x L , but not successive points in the set x + L since we have identified a missing point between them. The missing symbol can be determined by using x + L (n), x + L (n + 2), and the correct return map in Fig. 6(b) . The method is shown in Fig. 7 , where the pairs of points (x + L (n), x + L (n + 2)) are plotted using the mark "+". We know that there is a point missing between x the points marked with "+" on the left top corner of Fig. 7 would actually not be there. To this end, we notice that the "return map" in Fig. 7 is the same as that in Fig. 2(d) , but we have separated the points in Fig. 2(d) into three groups, which are marked by " ", " * " and "+", respectively, as previously described. We can search in the range of the correct return map [constructed using only the successive mapped points as shown in Fig. 6(b) ] to determine the points whose horizontal coordinate is near x + L (n), and record their corresponding vertical Fig. 7 . Illustration of the method for finding the missed mapped points based on the correct return map.
coordinates as the set x F (n + 1), which is referred to as the one-step forward iteration. We can also search the points in the range of the correct return map to find the points whose vertical coordinate is near x + L (n + 2), and record their horizontal coordinates as the set x R (n + 1), which is referred to as the one-step backward iteration. We define a set S = E(x F (n+1), x R (n+1)) representing the points that satisfy |x F − x R | < , x F ∈ x F (n + 1), and x R ∈ x R (n + 1), where > 0 is a predefined small real number, then S is the potential solution set for x + L . The set S might not be a single element set. But all elements, at least in this example, will determine the same symbol for x + L (n + 1). All points in S happen to be encoded by symbol "1", i.e. they fall in the right side of the branches. So all missing symbols are encoded by "1", as they are confirmed by the symbols that are transmitted. Finally, notice that we completely recover the missing mapped points and their corresponding symbols only by using the information obtained from the received/filtered signal. Remark 1. It might occur that two or more missing symbols appear sequentially in the received signal. This problem can also be treated using the backward/forward iteration method presented here. In this case, the true trajectory needs to be reconstructed using a tree of possible trajectories provided by the backward/forward iteration. Every backward iteration provides two possible trajectories and every forward iteration provides one trajectory. We can determine the true trajectory by combining all possible trajectories as shown in Fig. 7 . The decoding becomes more complicated in this case, but the signal can still be completely recovered.
Optimal Partition Using Support Vector Machines
For the multibranched return map partition problem, Zhu et al. [2003] have proposed a single line partition, which maximizes the topological entropy, as the optimal partition to recover the information transmitted. We have seen in Fig. 6 (b) that any single line partition does not appropriately enable one to decide the encoding symbols for the points in all branches of the return map. We remind that the recovering of the missing symbols is not the only requirement for the decoding of the information, since we still need to know the partition. In fact, the partition problem is similar to the pattern recognition problem, and we will show now how one can decode the received high-dimensional signal accurately. A general idea from the pattern recognition field is helpful in this partition or classification problem, namely, when the dimension of the feature is higher, the classification generally is easier. The term "feature" in the field of pattern recognition is a vector that describes the essence of one class to discriminate the other classes. Here one class is formed by the points of the return map that represent symbol "0", the other class is formed by the points of the return map that represent symbol "1". The coordinates of the points can be considered as the feature, for example, in Fig. 6 , the feature to discriminate two classes "0" or "1" are the twodimensional coordinates of the points in the return map.
We will employ a three-dimensional return map with no missing points in Fig. 8 to obtain the three coordinates as a feature vector. Our pattern recognition algorithm employs a Support Vector Machine (SVM). This machine needs to be trained as a classifier in order to identify the three-dimensional partition. Three-dimensional coordinates of the points can be used as a feature vector, and a Support Vector Machine (SVM) [Vapnik, 1995] is trained as a classifier. SVM can be trained to build a hyperplane in a high or infinite dimensional space, which can be used for classification. A good separation can be expected by the hyperplane that has the largest distance to the nearest training data points x (i+2) three-dimensional return map η=0.6
x(i)
x(i+1) Fig. 8 . Three-dimensional return map: " " represents "1", and " * " represents "0".
of any class [Cortes & Vapnik, 1995] . In a word, an SVM is supposed to have statistically minimum risk classification performance, if it is properly trained [Meyer et al., 2003] . If the filter parameter is fixed and unknown, an SVM used for decoding the message during communication can be trained in advance. The trained three-dimensional SVM partition is compared to two-dimensional optimal partition for different filter parameters. Here, the optimal two-dimensional partition is simply decided by searching the single line in the range of the twodimensional return map that gives the lowest Bit Error Rate (BER or mis-partition rate). The comparison results are given in Fig. 9 , which shows that the SVM partition is better than the twodimensional optimal partition from the viewpoint of bit error rate. It should be noticed that the SVM partition works much better than the twodimensional optimal partition for the filter parameter η < 0.84. The reason is that, when η < 0.84, the return map of the received trajectory becomes more multibranched, which causes the two-dimensional return map to present more crossings [as shown in Fig. 6(b) ]. Single line is unable to unfold the crossings, which causes BER to increase. The SVM partition using the three-dimensional features could unfold the crossing to some extent as shown in Fig. 8 . Moreover, the minimum risk training of the SVM is also helpful in decreasing the bit error rate. For a physical media, the environment property might be slightly changed within some period. What happens to the pretrained partition is an important robust issue for application. We test this Fig. 9 . Bit error rate comparison of communication scheme that uses the two-dimensional optimal partition (curve marked with "•") and the three-dimensional SVM partition (curve marked with " "). Here, the optimal single line partition is the partition that generates the lowest bit error rate by searching all possible partitions using 70 000 filtered data points. The SVM partition is also trained using 70 000 filtered data points. The bit error rate is evaluated using the data set different from that used for training in both cases.
by the comparison in the following. If the filter parameter changes during the transmission procedure, after the partition has been trained, the pretrained partition will degrade. Figure 10 shows the BER for both the pretrained two-dimensional Fig. 10 . The BER changes by using the 2D optimal partition (curve with "•") and the SVM partition (curve with " "), when the filter parameter varies. Both partitions are trained/designed for the filter parameter η = 0.6. optimal partition and the SVM partition versus the filter parameter. Both the two-dimensional optimal partition and the three-dimensional SVM partition are designed/trained for η = 0.6. Figure 10 shows that the SVM partition is more robust to small variations of the filter parameter.
Conclusions
A limited bandwidth channel is a first approximation to model a physical media for communication. According to [Badii et al., 1988] , if the bandwidth of the filter is large enough, it does not affect the topological dimension of the filtered chaotic signal. Therefore, it is reasonable to assume that the filtered chaotic signal preserves the information contained in the nonfiltered trajectory. However, if the bandwidth is very low, it might increase the Lyapunov dimension of the transmitted signal. As a consequence, the return map of the filtered chaotic signal becomes multibranched, as addressed in [Zhu et al., 2003] , and a higher bit error rate is encountered. In an even worse case, as the bandwidth decreases to a very low level, not only the return map is multibranched but also the number of symbols received from the filtered chaotic signal is less than that of the transmitted ones, which is referred to as the missing symbol phenomenon in this work. In such a case, the communication is broken because the correspondence between the received and transmitted symbols cannot be determined.
In this work, we show how to determine the missing symbols in the filtered chaotic signal necessary for communication; and how to use a pattern recognition technique to better identify the partition of the multibranched return map that is used to decode the received filtered signal. Using the proposed methods, one can communicate at low bit error rate using the filtered chaotic signal even when the bandwidth of the filter is very low. Only first order filter is considered in this paper, but the results could be extended to higher order linear filters.
Remark 2. What does happen if there exists some noise in the channel? In this paper, we address the very low bandwidth filter case. In this case, the filter changes the dimension of the signal, and its bandwidth is very low. As a consequence, the noise in the signal is also strongly filtered and causes only small modification to the signal. Although the remaining noise might naturally increase the bit error rate, the
