Abstract: This technical paper introduces an optical camera communication system for vehicles. The purpose of the communication system incorporated into car (using existing light-emitting diode (LED) lights and ordinary cameras) is to add region-of-interest signaling functionality for cars via either their headlights or taillights. A low-data-rate but reliable link via the optical channel is the objective. In particular, the communication system, contributes a spatial modulation approach called spatial-2-phase-shift keying (S2-PSK) that uses a pair of optical light sources on a car (either a pair of rear-LEDs or a pair of front-LEDs) as a transmitter. A typical camera (i.e., less than 30 frames/s), either a global shutter or a rolling shutter, can be used to receive light-modulated data. As a remarkable physical layer (PHY) operating mode among image sensor communication PHY modes recently contributed to IEEE 802.15.7r1 (TG7r1), the communication system, along with technical details on the S2-PSK communication protocol, is described in this paper. In addition, in order to deal with the noisy optical channel and the low-performance challenge of a camera receiver, we have suggested a rate-1/2 line coding and an intelligent decoding approach in our intended vehicular communication scenario. Finally, numerical analyses on the performance of our system and experiment results are addressed.
Introduction
LED states on two adjacent images. This temporal undersampling demodulation will certainly face noisy decoding in the problem of wide noise deviation. In addition to electronic noise related to hardware design, which is beyond the scope of the present discussion, the deviation in the environmental noise level between different images is a critical issue in vehicular communication. In the use of a low frame rate camera such as 30 fps camera, the rapid movement of a car and between cars causes the respective movement of Tx and Rx during a long sampling interval (i.e., 1/30 second). Consequently, there is a high probability of background change in which the positions of LED light sources shift between two adjacent images. This phenomenon is a problem of noise deviation that is addressed in our communication system.
Unlike the temporal approach of undersampling modulation, the main idea of our proposed spatial scheme is an error reduction mechanism by avoiding the deviation in noise between different times of light integration in decoding a bit. In principle, the problem of noise deviation in undersampling can be avoided when a data bit is completely demodulated from a single image. To do that, we use a pair of LEDs instead of a single LED as Tx. In Rx, the XOR demodulator will demodulate a data bit from two states of an LED pair that are captured on the same image, not from different images. The idea of spatial scheme is simple; however, it is the best suitable for car because every car has two couples of light sources (a pair of taillights and a pair of headlights). The idea is familiar with 2 × 2 Multiple-Input Multiple-Output (MIMO) RF system; therefore, the diversity advantages of MIMO system is achieved in our OCC system as well.
In the conclusion of technical considerations for the intended system, the modulation must provide acceptable performance link in such a noisy condition as in the vehicular environment and exhibit no flicker. A spatial modulation incorporated with a cars light sources is our target. In addition, the unmitigated challenge in supporting a low frame rate camera Rx (i.e., no greater than 30 fps from an undersampling modulation technique) is of our concern. Moreover, the time-variant frame rate of cameras [22] , [23] must also be overcome. A spatial, non-flicker, and undersampled modulation scheme that is compatible with various types of image sensors (with different frame rate ranges and types of the shutter) while maintaining the performance of communication is necessary.
To jointly achieve these multiple objectives, we contribute a novel all-in-one modulation technique called spatial phase-shift keying (PSK), in which we have 1) a flicker-free technique by modulating LED lights at a constant clock rate, usually 125 or 200 Hz; 2) an undersampling scheme that supports low frame rate cameras (any camera that has a frame rate greater than 10 fps). The problem of time-variant sampling of the camera (i.e., a camera Rx may obtain a sample at any time during the bit interval) must be resolved; 3) the spatial approach in modulating a pair of headlights (or taillights) on a car that can support preprocessing to mitigate noise effectively compared with a temporal approach under the same conditions. The high performance of noise mitigation is achieved by using a two-phase neural network (NN) decoder; 4) the spatial under-sampling modulation that also supports both global shutter camera and rolling shutter camera. Remarkably, the error problem induced by the rotation of a rolling shutter camera is resolved by using our proposed coding at a 1/2 code rate; 5) the modulation scheme that will be greatly compatible with numerous cameras with frame rates varying at different ranges. Asynchronous communication is achieved. Whether the sampling time is randomly in ON or OFF cycle during a bit interval, the XOR demodulator will de-map the correct information bit from a pair of LED state inputs. Our spatial undersampled system can be applied to a low frame rate camera, but it has a disadvantage in bit rate. Given that an LED light source on a car consists of multiple LEDs, multiple data streams are simultaneously modulated to achieve a high data rate via a MIMO technique at each light source. Within the limited content of this paper, our modulation technique is proposed for supporting a receiver in detecting/tracking light sources or simply receiving a short data packet. The identification data through the S2-PSK waveform is to support a car in detecting the RoI area. The RoI signaling is critical for further process such as the increase of data rate up to thousands of fps to achieve kbps high data rate link [24] or the determination of the locations and distances to targeted cars for safe driving. Due to the limit of paper space, only details on the low-rate RoI signaling via S2-PSK signal are presented in this paper.
The remainder of this paper is organized as follows. In Section 2, a comprehensive survey of related ISC works, followed by the brief comparison between the highlighted works to point out our contribution. In Section 3, we first provide communication system architecture incorporated into a car. Subsequently, the details of encoding and decoding of our spatial 2-PSK are given. In the same section, the RLL coding to resolve the matter that solely occurs because of the rotation of the rolling shutter camera Rx is introduced, followed by an intelligent process using NN to improve the performance of Rx demodulation. In Section 4, we analyze the error probability of the bad sampling matter that is caused by either the long integration time of flight of any camera or by the rotation of a rolling shutter camera or both. The improvement in error probability in using the temporal repetition code and RLL code is simulated. In the same section, the error probability versus the signal-to-noise ratio is clarified, including a performance comparison between the schemes. Finally, Section 5 summarizes the paper.
Survey on ISC Works and Our Contribution
A survey on the current status of ISC technologies is an initial but indispensable stage to evaluate our influence among an ocean of research directions. Remarkable works on OCC modulations have been studied and discussed in Section 2.1. In Section 2.2, a comparison of the related works and the fundamental operation of our modulation scheme are presented to determine our contributions.
Survey on ISC Modulation Techniques
A notable number of studies related to the modulation for ISC have been accomplished. The familiar technology, PD-based communication can also be applied for ISC in principle. A modification of image sensor that aims to tackle dual functions (i.e., image capturing, and high-speed PD communication) [25] , [26] , is an example of applying PD based communication into ISC. However, PD-based methods are not discussed in the present paper. ISC technologies, in which a receiver demodulates data from an image sequence, are subject to survey. Accordingly, the image frame rate (denoted: fps) is the limitation on the data rate of any image demodulation-based Rx. Those ISC technologies of interest can be classified into (i) flicker-free ISC and (ii) flicker ISC.
For any illumination device, the primary purpose of the light source is illumination, with data Tx being secondary. Therefore, the mitigation of flickering is required in any cars light modulation technique. To mitigate flicker, the optical clock rate must not be less than 100 Hz [27] . High-speed cameras (i.e., with frame rate at kfps) can simply deal with the demodulation of hundred(s) of Hz frequency-modulated light by taking an advantage of the oversampling ratio between the frame rate of Rx and the clock rate of Tx. For example, a high-speed camera-based transmission protocol presented in [28] and [29] implements an A-On-A-Off protocol with all beacon data repeated ntimes (where A is the inverse form of a block of data A). Similarly, a space-time code (space-shift keying) generating two blocks of 2 × 2 LED matrix to transmit two data bits is proposed by Katsunori et al. [30] , in which the authors used 1000 fps vehicular camera. An updated protocol for 2 n × 2 n LED matrix called layered space-time code was then proposed by the authors to deal with multiple LEDs and data rate adaption via distance [31] . A high-speed camera-based ISC with a low oversampling ratio of 3/2 comes from our previous work [32] , in which the camera frame rate is assumed to be a constant. Even though the high-speed camera is available (but not popular) for the vehicular environment, a typical camera at a low frame rate (such as 30 fps) is undoubtedly inapplicable to any of those protocols.
On the contrary, rolling shutter camera-based ISC systems [25] , [30] , [33] - [38] , are advantageous from the rolling shutter mechanism, which sequentially exposes pixel lines to the incoming light employing a temporal approach. In such systems, the sampling rate of Rx (which refers to the pixel sampling rate in a rolling shutter image sensor) is much higher than the optical clock rate of Tx. In principle, the frame rate in a high-speed camera Rx is higher than the Tx optical clock rate satisfing the Nyquist sampling theorem. Remarkable modulation schemes of this category include: OOK-based RLL coding by PureLiFi [33] , compatible OOK by Kookmin University [34] , PWM/PPM code by Panasonic [35] , rolling shutter-FSK by National Taiwan University [36] , M-FSK by Carnegie Mellon University [37] , and compatible M-FSK by Kookmin University [38] . An unmitigated fundamental challenge exists in all those rolling shutter ISC systems; Tx and Rx must be close enough to provide a large light source on the captured image because the amount of data is proportional to the size of the light source on the image [34] . Thus, , we have observed that those schemes are inapplicable for vehicular communication at a far distance (such as 100 m far).
An innovative modulation scheme for flicker-free modulation has been introduced by Rick (Intel) to deal with a low frame rate camera of 30 fps; the protocol is called undersampled frequency shift on-off keying (UFSOOK). UFSOOK is undersampled, flicker-free, and applicable for cameras with 30 fps [19] . Notably, the compatibility for both global shutter and rolling shutter cameras is an impressive feature of the modulation. UPSOOK has been recently introduced by Luo et al. [21] , and it also displays remarkable performance. In this paper, we present an undersampling and flicker-free modulation technique called spatial 2-PSK (S2-PSK).
Unlike any flicker-free modulation scheme, a modulation for a screen Tx does not restrict any flickering because the light emitted from a screen does not annoy human eyes like LED light does. Consequently, the optical clock rate is permitted at less than the frame rate of a camera (i.e., 30 fps). Given this principle, color-shift keying (CSK) and code division multiple access (CDMA)-based work has been proposed for ISC using RGB-LED and mobile phone cameras [39] . Another research on hybrid modulation for ISC system using CSK and pulse position modulation (PPM) has been presented by Pergoloni et al. [40] . The work illustrates that the CSK uses the PPM to maintain illumination at a specified level. Similarly, in the principle of modulating multiple colors, two novel 2D sequential color codes invented to maximize the performance of color transmission are Microsoft color code [22] and Kookmin 2-D sequential code [23] . Both of the proposed codes resolve the matter of unsynchronization between the fixed optical clock rate transmitter and the varying frame rate camera in different ways; this issue had never been addressed before. Finally, inspired by a traditional approach in modulating LCD screen, Zhang et al., from Microsoft Research Asia, proposed a polarized light modulation for ISC [41] . This principle, which was inspired by the LCD, functions well, but an additional polarizer is needed in front of a camera receiver. All of these schemes are well recognized as screen-based modulations.
Our Contribution: A Joint Resolution
The modulation is a key enabler to achieve a reliable link in a noisy condition, such as the vehicular environment. As approved in the TCD of IEEE TG7r1 [20] , essential technical requirements and considerations for OCC modulation are as follows: (i) flicker-free requirement; (ii) compatibility with various types of cameras, including rolling shutter cameras (which are popular in the market) and global shutter cameras; those all may have the frame rate variation, and (iii) undersampling support for low frame rate cameras. An all-in-one scheme of flicker-free, time-variant undersampling and compatibility support with various types of image sensors (those with different frame rate ranges and different types of the shutter) is desirable. Our scheme is designed to achieve such multiple objectives. Table 1 shows a summary of remarkable modulation schemes that are flicker-free. Among multiple objectives considered, the undersampling objective is the most challenging to meet. Only a few uncommon ones such as UFSOOK, UPSOOK, and our S2-PSK can overcome the undersampling challenges. Among those three, both UFSOOK and UPSOOK belong to the temporal undersampling approach that demodulates a bit from two adjacent samplings captured at different sampling times. Unlike the temporal undersampling technique, we introduce an idea employing spatial undersampling that de-maps a bit completely within an image. This idea was recently presented as a sub-proposal to TG7r1 [42] . A comparison of principles is shown in Fig. 1 . Fig. 1 compares the operation between a temporal approach and a spatial approach of the undersampling technique in OCC. A mathematical explanation and comparison of the two approaches are also presented to determine the strengths of our proposed scheme. Let S(t) be the clean signal (i.e., ideal signal without any noise affected), and N (t) be the noise level experienced with S(t). The decoder acquires (and samples) the received data by integrating the light signal and additive noise during the time the camera shutter opens. The received data, denoted by S r (t), is the summation of the clean signal and its additive noise
During decoding after sampling, a temporal undersampling scheme such [21] demodulates a single bit (bit #i ) by comparing a pair of two LED states from the same LED and captured by two adjacent images. Demodulation is expressed as a XOR operation ⊕ as follows:
where k and i are the index of the sampled image on the image sequence and of the bit on the decoding bit sequence, respectively; S(i ) and S * (i ) are two clean states of LED Tx from two adjacent samplings; and both belong to a bit interval #i .
In comparison, our spatial undersampling scheme also demodulates a bit (bit #i) from a pair of two states. However, those two states belong to two different LEDs (LED-1 and LED-2) and are captured by the same image. Demodulation is expressed as a XOR operation ⊕ as follows:
where S L E D −1 (k) and S L E D −2 (k) are two noisy states that belong to two LEDs on the image #k. S 1 (i ) and S 2 (i ) are two clean states of two LEDs captured on the image #k.
From (2) and (3), the demodulations are expressed as XOR operators, and the demodulated bit is influenced by noisy LED states as a pair of two inputs for a XOR operator. We pay particular attention to vehicular communications in which both Tx and Rx are moving at a substantial speed (e.g., more than 10 m/s). Nevertheless, a camera Rx being used has a typical frame rate of no more than 30 fps. A movement greater than 1/3 during the time interval between two samplings can produce a high possibility of noise level deviation acquired by those two samplings N (k) = N (k + 1). Noisy inputs for XOR operator are critical because our OCC Rx has no matched filter as PD communication Rx usually has. Alternatively, demodulation in the spatial undersampling scheme can avoid the problem of noise deviation between samplings. The scheme is XOR operation on a pair of inputs with high similarity in noise level because the pair of LEDs is captured on the same image. The noise levels acquired by two different pixels on the same image are not the same as assumed in (3). However, the similarity of noise levels at two interested pixels on the image is true, or at least correct in comparison with the difference in noise levels acquired by two different images under the mobility condition. The feasibility in determining the similarity in noise acquired by two noisy inputs of the XOR operator will decide how much the performance of our decoder is improved. An intelligent system such as NN shall enhance demodulation performance and lower the error rate so that a spatial approach can be used. Fig. 2 illustrates our vehicular ISC system employing S2-PSK modulation. In the figure, a pair of rear LEDs (also a pair of front LEDs) act as a transmitter Tx and a camera on the car operates as a receiver Rx. In the Tx side, a bit is mapped into two waveforms driving a pair of LEDs. Details on how a bit is mapped into symbols (LED waveforms) are in Section 3.2: Spatial 2-PSK Encoding. On the Rx side, a bit is demodulated from checking the phase relationship of the waveforms. The decoder does not see the entire waveform but a single state of LED on the captured image. Therefore, the XOR operator de-maps a bit from two inputs that are a pair of two captured states of LEDs. Details on how a bit is de-mapped are explained in Section 3.3: Spatial 2-PSK Decoding. Either a global shutter camera or a rolling shutter camera with a wide variable frame rate can be used as Rx in our vehicular ISC system. The RLL coding technique is proposed to overcome the high probability of error that occurs because of the rotation of a rolling shutter camera Rx, which is explained in Section 3.4: RLL Encoder. Furthermore, to enhance demodulation performance, we apply the principle of an intelligent system by using a two-phase NN. Details are presented in Section 3.5: Intelligent System. 
Proposed Vehicular Communication System

System Architecture
Spatial 2-PSK Encoding
The principle of S2-PSK is well known. In an ISC system, the rectangular signal is generated to drive LEDs. The spatial undersampling approach is proposed for controlling the relationship between a pair of S2-PSK waveforms. Some benefits of our spatial undersampling approach (spatial approach for short) are presented in this section. The proposed modulation is called S2-PSK. In the S2-PSK scheme, the transmitter that consists of a pair of LEDs can blink a data bit during an interval of transmission. The encoding (Table 2 ) maps a data bit into the relationship of phases between a pair of LED waveforms. In this study, bit 0 is transmitted through waveforms with the same phase, whereas bit 1 is transmitted through two inverse-phase waveforms. The waveform of LED-1 during a cycle T , s 1 (t), is expressed by
where k is an unsigned integer; i = 0, 1, ..., N ; and T is the cyclic interval of signal (i.e., a cycle).
Note that an interval of a bit (T bi t ) is multiple times of the waveform cycle (T ) to exhibit no flicker (i.e., T bi t = N T ). The full waveform of LED-1 during the bit interval s 1 (t) is expressed by the sum of multiple cycles s 1 (t k ). where s 1 (t k ) is the cycle #k among N cycles of the bit-interval signal to LED-1.
The waveform of LED-2 during a bit interval is expressed by
where
where s 2 (t k ) is the cycle #k among N cycles of the bit interval of LED-2; s 1 (t k ) is the inverse form of s 1 (t k ). In our practical system, a clock rate of 125 Hz is used to modulate the optical light source for mitigating any potential flickering outdoors (200 Hz clock rate exhibits no flicker indoors). Consequently, the value of signal cycle, T = 1/125 second; and the interval of a bit is multiple times of T to support a low frame rate camera (i.e., 30 fps or less). The modulation clock rate is fixed, but the bit interval (T bi t ) is customized to adapt to the frame rate range of a camera receiver. For example, N = 25 is applied to provide a 5 bit-per-second link, supporting a super low frame rate camera at 10 fps or less. Likewise, 200 Hz clock rate and N = 20 can be used to modulate the light source, providing a 10 bit-per-second link.
Spatial 2-PSK Decoding
This section describes decoding with an assumption that two LEDs on Tx are captured/sampled simultaneously. The assumption is correct if Rx is a global shutter camera. However, if Rx is a rolling shutter camera, the assumption means that two LEDs should appear in the same horizontal row of the captured image, whereas the image sensor scans the shutter vertically. The remaining problem out-of-assumption related to the rotation of a rolling shutter camera Rx is considered and resolved in Section 3.4. As shown in the encoding table (see Table 2 ), the phase relationship between two waveforms is maintained throughout the bit interval. Consequently, at any sampling time (t s ) that is sampled on the bit interval #i , the value of bit #i is completely decodable by assessing the relationship between two captured states of two LEDs. The pair of informative states of LEDs for demodulation is determined from the same image. Fig. 3 shows an example of S2-PSK decoding. The demodulated bit is 0 if the captured states of two LEDs are the same. Otherwise, the bit value is 1. The output is unaffected by the random sampling time and independent from the captured state of a single LED. Thus, any presence of mismatched frame rates between a LED transmitter and a camera receiver because of a variation in camera frame rate is resolved. The bit value decision is expressed by the XOR operation, which inputs a pair of states (belonging to a pair of LEDs) captured on the same image as follows:
where t s is the sampling time; and s 1 (t s ) and s 2 (t s ) are states of two LEDs at sampling time t s .
RLL Decoder
The decoding presented in Section 3.3 has assumed that the sampling times of two LEDs on an image are the same. This assumption may not be correct if the camera is rolling shutter type and under rotation. Fig. 4 illustrates the deviation in sampling times of two LEDs caused by the rotation of a rolling shutter camera Rx. To overcome the problem in sampling time deviation, RLL coding is additionally proposed. The sampling time deviation caused by rotation is calculated by
where N p i xel is the number of pixel row difference between two LEDs captured on the same image, and F s is the sampling rate of the image sensor. In our system, a Nexus 5X camera has F s = 34.53 kHz. The XOR operation is incorrect because of the difference in sampling times on the same image. To correct this problem, line coding is proposed (see Table 3 ) and the code rate at 1/2 is used. Once the RLL code is applied, additional RLL decoder is necessary immediately after the XOR demodulator. The RLL decoding result from Table 4 shows that all the wrong binary values affected by the rotation are corrected if two RLL digits belonging to a bit are affected, as shown in row #1 and row #3 of the table (no error exists if both are unaffected). Error solely occurs if only one of the two RLL digits is affected (see row #2 of Table 4 ). Additionally, the loss of synchronization in grouping a couple of RLL digits representing a bit must be considered. Fortunately, this task is not a problem. Table 5 shows that the bit sequence is still correct even though grouping a pair of RLL digits is inappropriate. In the Tx side, every data binary is coded by inserting 0 in front. Therefore, in the sequence of coded binary for transmission, a data binary has two 0 along with it: 0 forward and 0 backward. In Rx, the RLL decoder compares a data binary with a 0 forward or 0 backward and correctly generates a data bit.
Intelligent System
The presence of high additive noise in the vehicular environment, including from Rx electronics itself, is problematic to our OCC Rx, especially when no matched filtering is available to mitigate noise [43] . In addition our Rx decoder has difficulty in intelligently distinguishing between data light sources and noisy light sources among numerous light sources that are within the field of view [44] .
To overcome such problems, artificial neural network is applied. We use NN on the receiver side to support Rx in detecting/tracking LEDs and demodulating data reliably. The method is proposed (see Fig. 5 ) consists of two phases (i) NN-phase 1: LED classifier and pairing; (ii) NN-phase 2: Noisy xor decoder. Fortunately, the cyclic interval of a bit can be learned from the past (from previous images), so NN can refer to what it has learned to decide the interested features of the light source (e.g., the RoI, sizes of light sources, and brightness of on/off state). Fig. 5 illustrates the steps in NN-Phase 1, which contains two main layers. The first layer acts as the convolution filter to determine the RoI in which light sources are possibly available. The second layer aims to determine the accurate positions of LED light sources from the interested RoI, as well as group those light sources into pairs of light sources that belong to different cars of interest. Each layer consists of two steps, namely, convolution and RoI pooling. The details on NN are out of discussion in this paper. And for later evaluation of the demodulation, we assume that the separation of light sources according to the resolution of the image performed by NN is acceptable.
NN-Phase 2: S2-PSK Decoding:
After the positions of a pair of light sources on a car are located, the brightness of light sources is identified and input to the next phase. NN-phase 2 is designed to deal with the noisy input matter of the XOR operator. The process of NN-based noisy XOR demodulator is shown in Fig. 5 .
The principle of XOR operator is well known. However, to adapt to our situation, we design the NN with two hidden layers. The first hidden layer consists of five neurons and the second layer consists of three neurons. All neurons are fully connected. The activation function for the hidden layers is a tan-sigmoid nonlinear function to help the NN classify the nonlinear characteristic of the dataset input. The back propagation algorithm is used to train the phase and then repeated until the final bit value is linearly decided to satisfy the requirement of mean square error (MSE). The performance of NN is addressed in the next section.
Results, Performance Evaluation, and Discussion
Bad Sampling and Camera Rotation Error Estimation and Correction
Estimation of Camera Rotation Error Probability:
The effect of environmental noise is mitigated by using two-phase NN on the next subsection and not considered here. This estimation provides a probability view of error caused by camera sampling (i.e., long exposure time, rolling effect, and rotation). From the decoding procedure given, the S2-PSK scheme works well under a non-rotated camera. However, under a rotating angle that causes a sampling time difference between two LEDs t, an error occurs when two LEDs on an image are captured at different sampling times because of the rolling effect. In this case, the probability of bad sampling that generates error, R bad samp li ng , is estimated as follows:
where t sw i is the switching time (ON/OFF) of signal spread, t e is the exposure time of camera capturing, and t is the sampling time difference between two LEDs. Assume that sampling is a random process. The integration of error caused by the bad sampling problem of a random sampling process is calculated by
where x determines the upper limit of camera rotation, and x = max( t/T ). The mean error rate in (10) is calculated from practical parameters of our system given in Tables 6  and 7 . According to the parameter tables, t e is 1/8000 seconds corresponding to 8 kHz shutter speed of image sensor, and T is 1/125 seconds corresponding to 125 Hz clock rate.
For a simple estimation of error probability, let us assume that the time deviation that is between the sampling times of two LEDs is less than a quarter of duty cycle, T/4. Together with the sampling rate of the image sensor in our system at 34.53 kHz, (8) suggests that the number of pixel rows between two LEDs must be no more than 69 pixels along the rolling axis of the image sensor. In the vehicular condition, the FOV of our camera is about 60 degrees, and the distance between cars is no less than 2 second in time (let us assume a distance of at least 6 m). Therefore, the camera is allowed to rotate within 14 degrees. This assumption is acceptable because the shift in camera angle is usually much smaller than the assumed value of 14 degrees. The further distance allows a wide range of Rx rotation. The initial estimation of error probability is helpful in suggesting an error correction with a proper code rate. The simplest error correction is based on the temporal repetition code. In our system, the low data rate is not a major concern for our system, because the actual data transfer will be delivered via RoI and MIMO technique. Therefore, the temporal repetition code is useful, assuming that the Rx frame rate varies but at no less than 20 fps (30 fps typically) . The Tx symbol rate is specified at 10 Hz to guarantee that a symbol is captured three times. Voting can 
Rolling shutter Camera rotation support
Moderate (rotation is from −14 degree to +14 degree) Fig. 6 . Bit error probability versus the rotation of rolling shutter camera Rx.
then be applied to output the desired symbol and correct any possible error. The error probability with temporal repetition code is expressed as p e , r ep eti ti on code = p (2 er r or ) + p (3 er r or )
where p e = p e ( t T < x). Assume the camera frame rate is triple the bit rate. For rolling shutter Rx, BER versus the degree of rotation curve is shown in Fig. 6 . Conversely, a global shutter Rx is unaffected by the rotation of the camera. The BER performance is stable under the rotation of camera Rx.
Estimation of Error Probability With RLL Code:
The proposed RLL code at code rate 1/2 can be applied using a spatial or temporal scheme (Fig. 7) . Fig. 7 illustrates two different approaches for using RLL code at code rate 1/2. The temporal scheme needs to group two proper frame buffers (frame buffer 1 and frame buffer 2) that belong to an original, informative frame for RLL decoding. Therefore, the improper grouping of two frames is an important issue. This issue is resolved if the camera Rx has a constant frame rate and the LEDs on the image plane are immobile. However, such solutions are beyond our scope. The spatial scheme does not require the frame rate to be constant. It demodulates two proper frames from a single image, and those two frames are used to decode an informative frame. As a result, RLL decoding is still correct when the positions of LEDs are moving on the image plane. Error on the spatial scheme of RLL coding solely occurs if both of the following happen: (i) The error is unable to be corrected with repetition code; and (ii) only one among a pair of informative frames is improperly decided because of the rotation of rolling shutter Rx. Therefore, error probability is estimated as
where l/L is the ratio between the distance LED-to-LED within a light source and light source-to-light source.
In the system, the distance from the center of left LEDs to the center of right LEDs is assumed at 1.5 meters, and the distance between LEDs on the same side is assumed at not more than 5 cm. The l/L ratio is about 1/30. The improvement in BER versus the camera rotation curve with the RLL code used is shown in Fig. 6. Fig. 8 compares the performance of LED detection between computer vision and our NN approach. A computer vision (CV)-based approach processes the entire image to track LED positions, whereas an NN approach estimates possible positions of LEDs from previous learning and validates the correct positions from post-processing. The advantage of NN is that the grouping of LEDs that belong to a car is simple. In addition, if LEDs are captured as OFF states, CV is unable to detect the exact positions of LEDs but NN can perform through estimation.
Error Probability Versus Noise Level
LED Detection and Tracking NN Performance:
The accuracy of detection belongs to the distance linearly because the resolution of the image is constant. Fig. 8 compares the performance of accuracy of NN versus CV via distance. More interesting simulations for moving vehicles (Tx and Rx) were introduced in our previous work on vehicular localization [45] , and outstanding results of our NN were found.
Noisy xor Decoding NN Performance:
A multi-layer NN is implemented and trained by using the two-layer network. Hidden layers help our NN learn the nonlinear categorization criterion effectively. Without using an NN, inputs of XOR operator must be 1 or 0. A linear classification of noisy LED states to decide ON/OFF is considerably affected by the exposure time of the camera and an additive noise; therefore, the error rate is higher than our NN. Our NN can learn nonlinear XOR classification to satisfy MSE of 10 −3 and 10 −10 within 30 and 60 iterations; respectively, as shown in Fig. 9(a) . The nonlinear decoding result is shown in Fig. 9(b) .
Pixel ε b /N 0 Computation and Noise Model:
According to [43] , pixel noise in CCD/CMOS cameras can be approximately modeled as follows:
where s is the pixel value σ(s) 2 = aαs + β and, with α, β is obtained experimentally. The pixel ε b /N 0 , assuming one bit per symbol, is computed as follows [43] :
where ε b represents the Energy-per-bit; N o represents the Spectral-Noise-Density; s is the pixel value; a is the amplitude of PSK signal; and t is the camera exposure duration as a ratio of signal cycle = t e /T . The calculation of the pixel ε b /N 0 ratio in our OCC system differs fundamentally from the typical calculation of ε b /N 0 in an RF system. The origin of the difference between Rx of an RF system and Rx of our OCC system comes from the image sensor Rx and its mechanism of exposure to light intensity . A camera Rx is solely based on what the image sensor detector sees within the integration time from the time the shutter is open to the time the shutter is closed. In particular, for our intended S2-PSK system, the shutter speed is 8 kHz, whereas the clock rate of Tx is 125 Hz; the bit interval is chosen at 1/10 s. The integration time is simply a fraction of the bit interval (i.e., multiple times less than one percent), and the following relationship between the error probability and pixel ε b /N 0 shall be unfamiliar to the RF system. The fit parameters α = 0.01529 and β = 0.1973 introduced in [43] are used. More parameters related to Tx and Rx are given in detail in Tables 6 and 7 . From these values, we obtain the relationship between pixel amplitude and ε b /N 0 , as shown in Fig. 10 . In the figure, the curve is not linear. Even when a signal is absent, residual noise power may still exist. Moreover, a very high pixel ε b /N 0 can be achieved when the pixel amplitude acquired is near the maximum value, such as 255 for 8-bit ADC pixel. The relationship is useful in practically measuring and estimating the pixel ε b /N 0 ratio from the measurement of pixel amplitude later.
BER Versus Pixel
Assume that the probability of a wrong decision for bit 1 (transmitted 0 bit but decided 1) and bit 0 (transmitted 1 but decided 0) is the same at pe. From the relationship between pixel amplitude and ε b /N 0 shown in Fig. 10 , the error probability can also be estimated as a function of pixel amplitude experimentally.
For the UPSOOK scheme [21] as a temporal scheme of 2-PSK undersampling, a bit is demodulated from a pair of states of a single LED on two different images. Wrong demodulation occurs only if one state among a pair of chosen states (i.e., two states of the LED) is decided improperly while another state is determined correctly. Assuming that the sampling processes of those two images are independent and identically distributed, the bit error rate, (BER) for UPSOOK is estimated as p e , UPSO O K = 2p e (1 − p e ) (15) where p e is the error probability of LED state decision. Unlike the temporal scheme, our spatial scheme S2-PSK demodulates a bit from a pair of states (two states of two different LEDs) from the same image. Similar to UPSOOK, incorrect demodulation solely occurs when one state among those two is decided improperly, while another is correctly decided. However, given that those two states are on the same image, high similarity in noise is experienced. Demodulation can consider the similarity in noise levels in those two states as an offset value, so the noise element can be removed or at least moderated, resulting in a lower bit error rate compared with UPSOOK. The matter of determining the similarity in noise within an image to remove the offset between pixels on the images can substantially affect the BER performance of the S2-PSK scheme. Unfortunately, the nonlinear classification of NN presented in Section 4.2.2 is advantageous to point out the similarity in noise at two inputs of demodulation by intelligently collecting the training information and providing a substantial enhancement to our system. The improvement in bit error probability of our S2-PSK and NN-based S2-PSK compared with UPSOOK is shown in Fig. 11 . Note that the definition of pixel ε b /N 0 is different from the calculation of ε b /N 0 in an RF system; thus, those BER versus pixel ε b /N 0 curves are not comparable with that of RF. For example, our OCC system requires up to 30 dB of pixel ε b /N 0 to gain 10 −4 BER. This requirement is true, because the actual light camera can perceive only a small fraction of the total energy of transmitting signal. The NN approach achieves the best performance, but the trade-off between the processing time and degree of enhancement the NN can achieve should be a technical consideration in designing a real vehicular OCC system.
Conclusion
OCC technology brings emerging applications with augmented reality user experience via optical wavelengths. In this paper, we have introduced the RoI signaling system for cars employing OCC. The S2-PSK modulation that has been submitted recently to the IEEE TG7r1 OWC standard is the key enabler of the system. Notably, a brief but comprehensive survey of OCC related works from both inside and outside of IEEE TG7r1 is given in comparison with our proposal to clarify our contribution. In comparison, our S2-PSK is a joint resolution for (i) flicker-free; (ii) undersampling to support numerous low frame rate cameras; and (iii) compatible with different shutter types (both global shutter and rolling shutter). Moreover, the rate-1/2 line code is added to deal with the rotation of rolling shutter Rx. And from the characteristics of the modulation, NN is used to (i) detect/track/group a pair of light sources on the car and (ii) decode data with noisy states of light sources. Finally, the numerical analysis and simulated results have shown the reliable performance of the RoI communication system over error probability.
