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Abstract 
Efficient  processor  allocation  and  job  scheduling  algorithms  are  critical  if  the  full 
computational power of large-scale multicomputers is to be harnessed effectively. Processor 
allocation  is  responsible  for  selecting  the  set  of  processors  on  which  parallel  jobs  are 
executed, whereas job scheduling is responsible for determining the order in which the jobs 
are executed. Many processor allocation strategies have been devised for mesh-connected 
multicomputers and these can be divided into two main categories: contiguous and non-
contiguous. In contiguous allocation, jobs are allocated distinct contiguous processor sub-
meshes for the duration of their execution. Such a strategy could lead to high processor 
fragmentation which degrades system performance in terms of, for example, the turnaround 
time and system utilisation. In non-contiguous allocation, a job can execute on multiple 
disjoint smaller sub-meshes rather than waiting until a single sub-mesh of the requested size 
and shape is available. Although non-contiguous allocation increases message contention 
inside the network, lifting the contiguity condition can reduce processor fragmentation and 
increase system utilisation. 
Processor fragmentation can be of two types: internal and external. The former occurs when 
more processors are allocated to a job than it requires while the latter occurs when there are 
free processors enough in number to satisfy another job request, but they are not allocated to 
it  because  they  are  not  contiguous.  A  lot  of  efforts  have  been  devoted  to  reducing 
fragmentation,  and  a  number  of  contiguous  allocation  strategies  have  been  devised  to 
recognize  complete  sub-meshes  during  allocation.  Most  of  these  strategies  have  been 
suggested  for  2D  mesh-connected  multicomputers.  However,  although  the  3D  mesh  has 
been the underlying network topology for a number of important multicomputers, there has 
been relatively little activity with regard to designing similar strategies for such a network. 
The very few contiguous allocation strategies suggested for the 3D mesh achieve complete 
sub-mesh  recognition  ability  only  at  the  expense  of  a  high  allocation  overhead  (i.e., 
allocation  and  de-allocation  time).  Furthermore,  the  allocation  overhead  in  the  existing 
contiguous  strategies  often  grows  with  system  size.  The  main  challenge  is  therefore  to 
devise an efficient contiguous allocation strategy that can exhibit good performance (e.g., a 
low job turnaround time and high system utilisation) with a low allocation overhead. 
The first part of the research presents a new contiguous allocation strategy, referred to as 
Turning  Busy  List  (TBL),  for  3D  mesh-connected  multicomputers.  The  TBL  strategy 
considers only those available free sub-meshes which border from the left of those already 
allocated sub-meshes or which have their left boundaries aligned with that of the whole 
mesh network. Moreover TBL uses an efficient scheme to facilitate the detection of such 
available sub-meshes while maintaining a low allocation overhead. This is achieved through 
maintaining a list of allocated sub-meshes in order to efficiently determine the processors 
that can form an allocation sub-mesh for a new allocation request. The new strategy is able 
to identify a free sub-mesh of the requested size as long as it exists in the mesh. Results from 
extensive simulations under various operating loads reveal that TBL manages to deliver 
competitive  performance  (i.e.,  low  turnaround  times  and  high  system  utilisation)  with a 
much lower allocation overhead compared to other well-known existing strategies.  
Most existing non-contiguous allocation strategies that have been suggested for the mesh 
suffer from several problems that include internal fragmentation, external fragmentation, ii 
 
and message contention inside the network. Furthermore, the allocation of processors to job 
requests is not based on free contiguous sub-meshes in these existing strategies. The second 
part  of  this  research  proposes  a  new  non-contiguous  allocation  strategy,  referred  to  as 
Greedy  Available  Busy  List  (GABL)  strategy  that  eliminates  both  internal  and  external 
fragmentation and alleviates the contention in the network. GABL combines the desirable 
features  of  both  contiguous  and  non-contiguous  allocation  strategies  as  it  adopts  the 
contiguous allocation used in our TBL strategy. Moreover, GABL is flexible enough in that 
it could be applied to either the 2D or 3D mesh. However, for the sake of the present study, 
the new non-contiguous allocation strategy is discussed for the 2D mesh and compares its 
performance against that of well-known non-contiguous allocation strategies suggested for 
this network. One of the desirable features of GABL is that it can maintain a high degree of 
contiguity between processors compared to the previous allocation strategies. This, in turn, 
decreases  the  number  of  sub-meshes  allocated  to  a  job,  and  thus  decreases  message 
distances,  resulting  in  a  low  inter-processor  communication  overhead.  The  performance 
analysis here indicates that the new proposed strategy has lower turnaround time than the 
previous non-contiguous allocation strategies for most considered cases. Moreover, in the 
presence of high message contention due to heavy network traffic, GABL exhibits superior 
performance  in  terms  of  the  turnaround  time  over  the  previous  contiguous  and  non-
contiguous allocation strategies. Furthermore, GABL exhibits a high system utilisation as it 
manages to eliminate both internal and external fragmentation. 
The performance of many allocation strategies including the ones suggested above, has been 
evaluated under the assumption that job execution times follow an exponential distribution. 
However, many measurement studies have convincingly demonstrated that the execution 
times  of  certain  computational  applications  are  best  characterized  by  heavy-tailed  job 
execution times; that is, many jobs have short execution times and comparatively few have 
very long execution times. Motivated by this observation, the final part of this thesis reviews 
the performance of several contiguous allocation strategies, including TBL, in the context of 
heavy-tailed distributions. This research is the first to analyze the performance impact of 
heavy-tailed job execution times on the allocation strategies suggested for mesh-connected 
multicomputers.  The  results  show  that  the  performance  of  the  contiguous  allocation 
strategies degrades sharply when the distribution of job execution times is heavy-tailed. 
Further,  adopting  an  appropriate  scheduling  strategy,  such  as  Shortest-Service-Demand 
(SSD)  as  opposed  to  First-Come-First-Served  (FCFS),  can  significantly  reduce  the 
detrimental  effects  of  heavy-tailed  distributions.  Finally,  while  the  new  contiguous 
allocation  strategy  (TBL)  is  as  good  as  the  best  competitor  of  the  previous  contiguous 
allocation strategies in terms of job turnaround time and system utilisation, it is substantially 
more efficient in terms of allocation overhead.  
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Figure 5.12:  Average allocation overhead for the contiguous allocation strategies (TBL 
and TFF) under the scheduling strategies (FCFS and SSD) and exponential 
side lengths distribution in an 8 × 8 × 8 mesh 
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Figure 5.13:  Average allocation overhead for the contiguous allocation strategies (BL and 
FF)  under  the  scheduling  strategies  (FCFS  and  SSD)  and  uniform  side 
lengths distribution in an 8 × 8 × 8 mesh 
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Figure 5.14:  Average allocation overhead for the contiguous allocation strategies (BL and 
FF) under the scheduling strategies (FCFS and SSD) and exponential side 
lengths distribution in an 8 × 8 × 8 mesh 
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Figure 5.15:  Average allocation overhead for the contiguous allocation strategies (TBL 
and TFF) under the scheduling strategies (FCFS and SSD) and uniform side 
lengths distribution in an 10 × 10 × 10 mesh 
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Figure 5.16:  Average allocation overhead for the contiguous allocation strategies (TBL 
and TFF) under the scheduling strategies (FCFS and SSD) and exponential 
side lengths distribution in an 10 × 10 × 10 mesh 
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Figure 5.17:  Average allocation overhead for the contiguous allocation strategies (BL and 
FF)  under  the  scheduling  strategies  (FCFS  and  SSD)  and  uniform  side 
lengths distribution in an 10 × 10 × 10 mesh 
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Figure 5.18:  Average allocation overhead for the contiguous allocation strategies (BL and 
FF) under the scheduling strategies (FCFS and SSD) and exponential side 
lengths distribution in an 10 × 10 × 10 mesh 
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Figure 5.19:  Average allocation overhead for the contiguous allocation strategies (TBL 
and TFF) under the scheduling strategies (FCFS and SSD) and uniform side 
lengths distribution in a 12 × 12 × 12 mesh 
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Figure 5.20:  Average allocation overhead for the contiguous allocation strategies (TBL 
and TFF) under the scheduling strategies (FCFS and SSD) and exponential 
side lengths distribution in a 12 × 12 × 12 mesh 
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Figure 5.21:  Average allocation overhead for the contiguous allocation strategies (BL and 
FF)  under  the  scheduling  strategies  (FCFS  and  SSD)  and  uniform  side 
lengths distribution in a 12 × 12 × 12 mesh 
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Figure 5.22:  Average allocation overhead for the contiguous allocation strategies (BL and 
FF) under the scheduling strategies (FCFS and SSD) and exponential side 
lengths distribution in a 12 × 12 × 12 mesh 
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Figure 5.23:  Average  turnaround  time vs.  size  of  the  mesh system  for  the contiguous 
allocation  strategies  (BL,  FF,  TBL,  TFF)  and  the  uniform  side  lengths 
distribution under FCFS and SSD scheduling strategies 
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Figure 5.24:  Average  turnaround  time vs.  size  of  the  mesh system  for  the contiguous 
allocation strategies (BL, FF, TBL, TFF) and the exponential side lengths 
distribution under FCFS and SSD scheduling strategies 
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 Chapter 1 
Introduction 
Parallel computers are generally considered to be one of the most feasible ways of achieving 
the  ever-growing  computational  power  required  by  many  real-life  parallel  applications, 
especially in the fields of science and engineering [43, 70, 90]. A Parallel Computer consists 
of a set of processors that cooperate with each other to find a solution to a given problem 
[36].  The  inter-processor  communication  may  be  based on either the shared-memory or 
distributed-memory model. In shared-memory architectures, also known as multiprocessors, 
processors  communicate  via  shared  memory.  However,  in  distributed-memory  parallel 
computers,  also  known  as  multicomputers,  processors  communicate  by  means  of 
interchanging messages through an interconnection network [4, 29, 64, 83].  
Generally, interconnection networks can be divided into two categories: indirect and direct 
networks [4, 5, 14, 29, 32, 64, 83]. In indirect networks, multiple intermediate stages of 
switches are used to interconnect the nodes (i.e., processors) of a multiprocessor; examples 
of  indirect  networks  include  the  crossbar  [32,  83],  bus  [5,  83],  and  multistage 
interconnection  networks  [14,  83].  In  direct  networks,  each  node  has  a  point-to-point Chapter 1: Introduction  2 
 
connection  to  one  or  more  nodes  (known  as  its  neighbours),  allowing  for  direct 
communication between these nodes; examples of direct networks include the mesh [4, 82], 
k-ary n-cube [29], and hypercube [43]. Direct networks have been extensively employed in 
large-scale multicomputers because of their scalability; they can be scaled up by adding 
nodes and channels based on the predefined network structure [4, 29, 64, 90]. Moreover, 
direct  networks  are  able  to  exploit  communication  locality  (nearest  neighbour 
communication) that is exhibited by many real-world applications. 
Among  the  various  multicomputer  architectures, those based on the mesh network have 
received much attention due to the simplicity, structural regularity, partition-ability, and ease 
of implementation of this network [9, 18, 20, 21, 27, 31, 33, 35, 51, 52, 77, 78, 85, 99]. 
Meshes  are  suited  to  a  variety  of  applications,  including  matrix  computations,  image 
processing and problems whose task graphs can be embedded naturally into the mesh [27, 
89,  95].  Moreover,  the  mesh  has  been  used  as  the  underlying  network  in  a  number  of 
practical and experimental parallel machines, such as the Intel Paragon [39], the Cray XT3 
[19, 60], the MIT J-machine [61], the Cray T3D [67], the Cray T3E [25], the iWARP [15], 
the IBM BlueGene/L [10, 55, 97, 98], and the Delta Touchstone [40].  
Definition 1.1: An n-dimensional mesh has  1 2 1 0 .... .......... - - ´ ´ ´ ´ n n k k k k  nodes, where 
i k  is the number of nodes along the  th i  dimension and  2 ³ i k . Each node a  is identified by 
n  coordinates,  ) ( ), ( ....., ),........ ( ), ( 1 2 1 0 a a a a n n - - r r r r ,  where  i i k a < £ ) ( 0 r     for 
n i < £ 0 .  Two  nodes  a   and  b  are  neighbours  if  and  only  if  ) ( ) ( b a i i r r =   for  all 
dimensions, except for one dimension  j, where  1 ) ( ) ( ± = a b j j r r .  Each node in a mesh 
refers  to  a  processor,  and  any  two  neighbours  are  interconnected  by  a  direct 
communication link.  Chapter 1: Introduction  3 
 
Definition 1.2: A 2D mesh, referred to as  ) , ( L W M , consists of   L W ´  processors, where 
W  is the width of the mesh and  L is its length. Every processor is denoted by a pair of 
coordinates  ) , ( y x ,  where  W x < £ 0   and  L y < £ 0 .  A  processor  is  connected  by  a 
bidirectional communication link to each of its neighbours.  
Definition 1.3: In a 2D mesh,  ) , ( L W M , a sub-mesh  ) , ( l w S  is a two-dimensional sub-mesh 
of  nodes  belonging  to  ) , ( L W M   with  width  w  and  length  l ,  where  W w £ < 0   and 
L l £ < 0 .  ) , ( l w S  is represented by the coordinates  ) , , , ( y x y x ¢ ¢ , where  ) , ( y x  is the lower 
left corner of the sub-mesh, and  ) , ( y x ¢ ¢ is its upper right corner. The lower left corner node 
is called the base node of the sub-mesh, whereas the upper right corner node is the end 
node.  Here,  1 + - ¢ = x x w  and  1 + - ¢ = y y l . The size of  ) , ( l w S  is  l w´ processors. 
Definition 1.4: In a 2D mesh,  ) , ( L W M , a suitable sub-mesh  ) , ( l w S  is a free sub-mesh that 
satisfies  the  conditions:  a ³ w   and  b ³ l   assuming  that  the  allocation  of  ) , ( b a S   is 
requested, where the allocation refers to selecting a set of processors to an incoming job. 
Figure 1.1 shows an example of a 4 ´ 4 2D mesh, where allocated processors are denoted by 
shaded circles and free processors are denoted by clear circles. The mesh network has the 
desirable property of being partitionable into smaller sub-meshes [18, 49, 73, 77, 79, 85]. 
For example, (0, 0, 2, 1) represents the 3 ´ 2 sub-mesh  S  in Figure 1.1, where (0, 0) are the 
coordinates  of  the  base  of  the  sub-mesh  and  (2,  1)  are  the  coordinates  of  its  end.  A 
partitionable system has the advantage of enabling the allocation of multiple simultaneous 
jobs, which can result in good processor utilisation [18, 77, 85]. The execution time of a job 
can often be reduced by allocating as many processors to the job as possible. In the presence 
of  multiple  jobs,  the  mesh  can  be  partitioned  into  sub-meshes  so  that  each  job  can  be Chapter 1: Introduction  4 
 
allocated  its  own  sub-mesh  [85].  When  a  job  departs  the  mesh  system,  its  allocated 
processors need to be combined with other idle processors in the mesh system. Otherwise, 
severe  processor  fragmentation  may  arise,  causing  degradation  in  the  overall  system 
performance [18, 49, 73, 77, 79, 85]. 
 
 
 
 
In  this  research,  we  assume  that  jobs  executing  on  mesh-connected  multicomputers  are 
parallel programs consisting of tasks that communicate with each other via message passing. 
Upon arrival, a job requests the allocation of a sub-mesh of a given size. As previously 
reported in definition 1.4, the selection of the processors to be allocated to the job is referred 
to as processor allocation.  
The remainder of this chapter is organized as follows. Section 1.1 describes the different 
types  of  processor  allocation  algorithms  and  provides  an  overview  of  the  processor 
allocation strategies proposed previously for 2D and 3D mesh-connected multicomputers. 
We limit our attention to these low-dimensional meshes because they have received much 
consideration by researchers recently [9, 11, 16, 24, 26, 28, 31, 33, 34, 35, 45, 51, 52, 71, 72, 
73, 74, 75, 76, 77, 78, 79, 81, 97]. Furthermore, many parallel machines in the real world, 
such as the iWARP [15], the MIT J-machine [61], the Intel Paragon [39], the Cray T3D [67], 
            (0,1)           (1,1)             (2,1)            (3,1)    
: Free Node 
: Allocated Node 
Figure 1.1: An Example of a 4´ ´ ´ ´4 2D mesh 
S 
             (0,3)            (1,3)             (2,3)            (3,3)    
           (0,2)            (1,2)             (2,2)           (3,2) 
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the  IBM  BlueGene/L  [10,  55,  97,  98],  and  the  Cray  T3E  [25]  have  used  these  low-
dimensional meshes as their underlying topology. Section 1.2 presents the motivations for 
the present research. Section 1.3 presents the thesis statement. Section 1.4 presents the main 
contributions of this research. Finally, Section 1.5 provides an outline of the rest of the 
thesis. 
1.1 Processor Allocation 
Efficient processor allocation and job scheduling are critical if the full computational power 
of large-scale multicomputers is to be harnessed effectively [9, 27, 31, 78, 94]. Processor 
allocation  is  responsible  for  selecting  the  set  of  processors  on  which  a  parallel  job  is 
executed, whereas job scheduling is responsible for determining the order in which jobs are 
selected for execution [9, 11, 20]. The job scheduler selects the next job to execute using the 
scheduling policy, and then the processor allocator finds free processors for the selected job 
[50, 66]. If an arriving job cannot be run immediately, due to a lack of free processors or the 
existence  of  other  waiting  jobs,  for  example,  it  is  diverted  to  the  waiting  queue.  Once 
processors are allocated to a job, the job holds these processors exclusively until it finishes 
running. At this time, it departs from the system and the processors are freed for use by 
other jobs.  
A processor allocation strategy may have a partial or full sub-mesh recognition capability 
[85, 99]. Full sub-mesh recognition capability means that the allocation strategy can identify 
a free sub-mesh of the requested size as long as it exists in the mesh system, while partial 
recognition capability means that the allocation strategy may fail to identify a free sub-mesh 
of  the  requested  size  although  one  exists.  Having  full  sub-mesh  recognition  capability 
improves system performance, but increases the time needed to allocate a sub-mesh to a new 
job, as has been shown in [26, 31, 34, 94, 97]. With increased system size, the time to search Chapter 1: Introduction  6 
 
for  free  processors  that  satisfy  an  incoming  request  might  be  comparable  to  the  job’s 
execution time [46]. Hence it is important to develop techniques for minimizing the search 
time (also referred to as the allocation time). Minimization of the allocation time in mesh-
connected multicomputers is fundamental. This is because a major goal of parallel execution 
is to minimize the turnaround time of jobs (i.e., the time that a job is expected to spend in 
the mesh system from arrival to departure). However, the allocation time of many existing 
allocation strategies [26, 31, 34, 94, 97] increases when the number of processors in the 
mesh increases. 
Processor allocation strategies can be divided into two main categories: contiguous and non-
contiguous [18, 49, 71, 72, 73, 77, 79, 85]. In the contiguous allocation strategy, jobs are 
allocated distinct contiguous processor sub-meshes for the duration of their execution [9, 11, 
21, 27, 31, 33, 35, 38, 48, 65, 74, 78, 80, 94, 99]. Such a strategy can lead to high processor 
fragmentation, as has been shown in [99]. High processor fragmentation degrades system 
performance parameters, such as the average turnaround time of jobs and the mean system 
utilisation (i.e., the percentage of processors that are utilized over a given period of time).  
Processor  fragmentation  is  of  two  types:  internal  and  external  [11,  85].  Internal 
fragmentation occurs when more processors are allocated to a job than it requires, whereas 
external fragmentation occurs when there are free processors sufficient in number to satisfy 
a pending allocation request, but they are not allocated because they are not contiguous.  
Examples  of  contiguous  allocation  strategies
1  that  have  been  developed  for  2D  mesh-
connected multicomputers include the Two Dimensional Buddy System (2DBS) [48], Frame 
Sliding (FS) [65], Adaptive Scan (AS) [41], and First Fit (FF) and Best Fit (BF) [99]. The Chapter 1: Introduction  7 
 
2DBS [48] is simple, but it applies to square mesh systems only and suffers from internal 
and external processor fragmentation. The FS strategy [65] is applicable to a mesh of any 
size  and  any  sub-mesh  shape,  but  it  suffers  from  external  fragmentation  as  it  cannot 
recognize all free sub-meshes. The frame sliding operation is such that it may skip over a 
large-enough free sub-mesh because the frame sliding operation is by the job’s width and 
length. The AS strategy [41] has been shown to improve system performance by switching 
the orientation (i.e., rotation) of any allocation request that cannot be accommodated in the 
requested orientation. A job that requests an  b a ´  sub-mesh may be allocated a  a b ´  sub-
mesh. However, the allocation time of AS is high compared to FS because the AS strategy 
scans  processors  in  the  mesh  system  with  a  vertical  stride distance of 1 processor (i.e., 
Jumps to successive processors are by 1 processor). The FF and BF strategies [99] can 
detect all large-enough free sub-meshes, but they lack complete sub-mesh recognition ability 
in that they do not consider switching the orientation of requests. 
Examples  of  contiguous  allocation  strategies  that  have  been  suggested  for  3D  mesh-
connected multicomputers include First Fit (FF) and Best Fit (BF) [34], Turning First Fit 
(TFF)  and  Turning  Best  Fit  (TBF)  [34],  and  the  Allocation  Algorithm  for  the  IBM 
BlueGene/L [97]. The FF and BF strategies [34] are simple, but they do not permit changing 
the orientation of requests, hence they suffer from high external processor fragmentation. 
The TFF and TBF [34] improve performance by considering all orientations of the request 
when needed, however their allocation overhead (i.e., allocation and de-allocation time) is 
high. The Allocation Algorithm for the IBM BlueGene/L [97] assumes that a job can utilize 
an integer number of midplanes (a midplane is a page of 8 ´ 8 ´ 8 processors). Otherwise, 
there is internal processor fragmentation, which can be severe because this allocation unit is 
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rather large.  
Although contiguous allocation suffers from low overall system utilisation [31, 33, 85], it 
has  been  proposed  for  use  in  the  IBM  BlueGene/L for security reasons; because of the 
sensitive nature of some of its applications, a BlueGene/L job is allocated a sub-mesh of 
processors that is isolated from sub-meshes allocated to other jobs [97].  
So as to reduce the processor fragmentation that contiguous allocation suffers from, non-
contiguous allocation has been proposed [18, 44, 49, 71, 72, 77, 85]. In non-contiguous 
allocation, a job can execute on multiple disjoint smaller sub-meshes rather than always 
waiting until a single sub-mesh of the requested size and shape is available [18, 44, 49, 71, 
72, 77, 85]. In Figure 1.1 above, if a job requests the allocation of a sub-mesh of size 2 ´ 2, 
contiguous  allocation  fails  because  no  2  ´  2  sub-mesh  of  free  processors  is  available. 
However, the four free processors (depicted in the figure by white circles) can be allocated 
to  the  job  when  the  non-contiguous  allocation  is  adopted.  Although  non-contiguous 
allocation can increase message contention in the network, lifting the contiguity condition is 
expected to reduce processor fragmentation and increase processor utilisation, as has been 
shown in [85].  
The wide adoption of wormhole routing
2 [11, 18, 83] in practical systems has encouraged 
researchers  to  consider  non-contiguous  allocation  for  multicomputers  that  use  networks 
characterised by long communication distances (e.g., the mesh) [18, 49, 71, 72, 77, 85]. A 
major advantage of wormhole routing over earlier switching techniques, especially store-
and-forward, is that message latency is less sensitive to message distance, especially under 
                                                                  
2 Wormhole routing is a switching technique which has been used in multicomputers. The detailed operation of 
wormhole routing will be provided in Chapter 2. Chapter 1: Introduction  9 
 
light to moderate traffic conditions [2, 43]. Recognising that wormhole routing can mitigate 
the additional communication overhead, non-contiguous allocation has received increased 
interest from the research community due to its ability to allocate small sub-meshes of free 
processors scattered throughout the mesh-connected multicomputer instead of waiting until 
a single large free sub-mesh is available, which significantly decreases external processor 
fragmentation  [11,  18,  71,  72,  77,  85].  Experiments  on  a  208-processor  Paragon,  a 
multicomputer  based  on  a  2D  mesh  with  wormhole  routing,  have  indicated  that  the 
communication overhead in non-contiguous allocation may not be so severe as to offset the 
benefits of reduced fragmentation [85].  
The  method  used  for  partitioning  allocation  requests  has  considerable  impact  on  the 
performance of non-contiguous allocation [71, 72]. In particular, the partitioning process 
should aim to maintain a high degree of contiguity between the processors allocated to a 
parallel  job.  This  is  so  that  the  communication  overhead  is  reduced  without  adversely 
affecting the overall system performance [71, 72, 73, 79]. 
Existing non-contiguous allocation strategies
3 include Random [85], Paging [85], Multiple 
Buddy Strategy (MBS) [85], Adaptive Non-Contiguous Allocation (ANCA) [18], Adaptive 
Scan  and  Multiple  Buddy  (AS&MB)  [49],  and  several  recent  Paging  variants  [24].  In 
Random  [85],  both  internal  and  external  fragmentations  are  eliminated,  but  high 
communication interference amongst jobs is to be expected. In Paging [85], there is some 
degree of contiguity among processors allocated to a parallel job, and contiguity can be 
increased by using larger pages. However, there can be internal processor fragmentation for 
page sizes larger than one. MBS [85] has been shown to improve performance compared to 
the earlier strategies, but it may fail to allocate a contiguous sub-mesh of free processors Chapter 1: Introduction  10 
 
although  one  exists.  Hence,  it  can  increase  the  communication  overhead.  ANCA  [18] 
subdivides the request into  i 2  equal parts during the  th i  iteration. Also, it requires that 
allocation  to  all  parts  occur in the same partitioning and allocation iteration, which can 
result in skipping over the possibility of allocating larger sub-meshes for a large part of the 
request in a previous iteration. This can increase the communication overhead. Moreover, 
allocation  fails  if  a  side  length  of  the  sub-parts  reaches  one,  which  can  cause  external 
fragmentation. The performance of AS&MB [49] in terms of response times and service 
times can be almost identical to that of MBS [85] as has been shown in [44]. However, 
AS&MB suffers from high allocation overhead for large meshes. In the Paging variants [24], 
the unit of allocation is a single processor, whereas it can be larger in MBS [85] and ANCA 
[18]. As a consequence, the Paging variants can require a long time to reach an allocation 
decision in large machines [97].  
1.2 Motivations 
The  results  of  previous research suggest that new contiguous as well as non-contiguous 
allocation strategies for mesh-connected multicomputers are needed. The motivation for the 
development of a new contiguous allocation strategy for the 3D mesh network has been 
driven by the observation that the existing contiguous allocation strategies suggested for the 
3D mesh achieve complete sub-mesh recognition capability only at the expense of a high 
allocation overhead [31, 34, 94, 97] that accounts for the time required to allocate and de-
allocate processors to an incoming job. The allocation overhead of the previously proposed 
algorithms for contiguous allocation in 3D meshes and tori grow with the system size [26, 
31, 34, 94].  
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The motivation for the development of a new non-contiguous allocation strategy for the 2D 
mesh  has  been  driven  by  the  observation  that  the  existing  non-contiguous  allocation 
strategies suggested for the 2D mesh network suffer from several problems that include 
internal fragmentation, external fragmentation, and message contention inside the network 
[18, 24, 84, 85]. Furthermore, the allocation of processors to job requests is not based on 
free contiguous sub-meshes in all of the existing strategies [18, 85] but rather on artificial 
predefined  geometric  or  arithmetic  patterns  [18,  85].  For  example,  in  [18],  ANCA 
subdivides the job request into two equal parts, and the subparts are successively subdivided 
in a similar fashion if allocation fails for any of them. In [85], MBS bases partitioning on a 
base-4 representation of the number of processors requested, and partitioning in Paging [85] 
is based on the characteristics of the page, which is globally predefined independently from 
the request. Hence these strategies may fail to allocate an available large sub-mesh, which in 
turn can cause degradation in system performance, such as the turnaround times of jobs.  
Many previous studies [6, 11, 18, 27, 31, 33, 34, 35, 38, 48, 49, 51, 52, 74, 78, 85, 94, 99] 
have  used  the  exponential  distribution  for  job  execution  times  when  evaluating  the 
performance of a new allocation strategy. Therefore, an exponential distribution has been 
assumed  for  our  suggested  allocation  strategies  in  order  to  evaluate  their  performance 
properties against those of the existing strategies. However, many measurement studies [22, 
47,  56,  57,  58,  59,  88,  96]  have  convincingly  demonstrated  that  the  execution  times  of 
certain computational jobs can be characterised by heavy-tailed distributions; that is, many 
jobs are short and fewer are long. Heavy-tailed distributions can capture this variability and 
have been shown to behave quite differently from the exponential distribution [22, 57, 58, 
75]. In particular, when sampling random variables that follow a heavy-tailed distribution, 
the probability of large generated values is non-negligible [22, 47, 56, 57, 58, 59, 88, 96].  Chapter 1: Introduction  12 
 
1.3 Thesis Statement 
Current allocation strategies used in mesh-connected multicomputers can be classified into 
two  categories:  contiguous  and  non-contiguous.  The  existing  contiguous  allocation 
strategies manage to achieve complete sub-mesh recognition capability but at the expense of 
high allocation overhead. On the other hand, existing non-contiguous allocation strategies 
suffer from several problems that include internal fragmentation, external fragmentation, 
and  message contention inside the network. Also, they do not exploit knowledge of the 
current state of the system (e.g., currently available sub-meshes).  
A number of measurement studies have convincingly demonstrated that the execution times 
of  many  computational  jobs  can  be  characterised  by  heavy-tailed  distributions  (e.g., 
Bounded Pareto). However, the effectiveness of most suggested allocation strategies have 
been evaluated under the assumption of exponentially distributed execution times, which 
may not reflect all possible practical scenarios.  
This thesis will justify the following key claims: 
T1:  A contiguous allocation strategy can be developed that exhibits competitive system 
performance (e.g., a low job turnaround time and high system utilisation) with a 
lower allocation overhead compared to existing strategies for 3D mesh-connected 
multicomputers. This is achieved by maintaining a list of allocated sub-meshes in 
order to efficiently determine the processors that can form an allocation sub-mesh 
for a new allocation request. 
T2:  A non-contiguous allocation strategy for 2D mesh-connected multicomputers can be 
developed  where  requests  are  partitioned  by  tracking  free  sub-meshes  so  as  to Chapter 1: Introduction  13 
 
maintain a high degree of contiguity. This strategy is free from both internal and 
external fragmentation, and reduces message contention. It also improves system 
performance in terms of job turnaround times compared to the existing strategies 
and exhibits a high system utilisation as it manages to eliminate both internal and 
external fragmentation. 
T3:  The performance of contiguous allocation strategies can be significantly affected by 
both the type of the distribution adopted for job execution times and the scheduling 
strategy adopted for determining the order in which jobs are selected for execution. 
To date, no study has been reported that analyses the impact of heavy-tailed job 
execution on the performance of the allocation strategies. When the performance of 
the new contiguous allocation strategy described in T1, as well as the traditional 
allocation  strategies,  is  re-visited  in  the  context  of  jobs  with  execution  times 
following both heavy-tailed and exponential distributions, using First-Come-First-
Served  (FCFS)  scheduling  strategy,  the  performance  of  the  allocation  strategies 
degrades when the distribution of job execution times is heavy-tailed, an appropriate 
scheduling strategy should be adopted to deal with heavy-tailed distributions and, in 
this regard, our analysis will demonstrate that the Shortest-Service-Demand (SSD) 
scheduling  strategy  exhibits  superior  performance  over  the  FCFS  scheduling 
strategy. 
 1.4 Main Contributions 
To address the above research concerns listed in the motivations section, this thesis presents 
efficient contiguous and non-contiguous allocation strategies that overcome the limitations 
of the existing strategies suggested previously for the 2D and 3D mesh networks.  Chapter 1: Introduction  14 
 
In the first part of this research, an efficient contiguous allocation algorithm, referred to as 
Turning Busy List (or TBL for short), for 3D mesh-connected multicomputers is proposed. 
The TBL strategy considers only those available free sub-meshes which border from the left 
of those already allocated sub-meshes or which have their left boundaries aligned with that 
of the whole mesh network.The TBL strategy can identify a free sub-mesh of the requested 
size as long as it exists in the mesh system. It can do so because it relies on a new approach 
that maintains a list of allocated sub-meshes to determine the processors that can form an 
allocation sub-mesh for a new allocation request. The TBL strategy is shown to exhibit a 
lower allocation overhead than that in the previous strategies [34]. Moreover, simulation 
results show that system performance, in terms of parameters such as turnaround times and 
system utilisation, is as good as that of the previously promising proposed strategies [34].  
In the second part of this research, a new non-contiguous allocation algorithm, referred to as 
Greedy Available Busy List (or GABL for short), for the 2D mesh-connected multicomputer 
is suggested. The GABL strategy combines the desirable features of both contiguous and 
non-contiguous  allocation.  For  example,  the  desirable  features  of  contiguous  allocation 
include the elimination of the communication overhead between processors allocated to a 
parallel job, and achieving complete sub-mesh recognition capability with low allocation 
overhead.  The  desirable  features  of  non-contiguous  allocation  are  reducing  processor 
fragmentation and alleviating the communication overhead between processors allocated to 
a job by maintaining a high degree of contiguity between them. Moreover, GABL is general 
enough in that it could be applied to either the 2D or 3D mesh. However, for the sake of the 
present discussion, the new non-contiguous allocation strategy is adapted for the 2D mesh in 
order  to  compare  its  performance  against  that  of  the  existing  non-contiguous  allocation 
strategies suggested for the 2D mesh; it is worth pointing out that there has been hardly any 
non-contiguous allocation strategy which has been suggested for the 3D mesh network. Chapter 1: Introduction  15 
 
The proposed GABL strategy relies on a new approach that maintains a higher degree of 
contiguity among processors than that of the previous non-contiguous allocation strategies. 
This decreases the number of sub-meshes allocated to a job, hence the distance traversed by 
messages is decreased, which in turn decreases the communication overhead. Our simulation 
results indicate that GABL has better performance in terms of the turnaround time than the 
previous non-contiguous allocation strategies proposed in [85]. Moreover, when message 
contention is increased inside the network due to using all-to-all communication patterns, 
for  example,  GABL  exhibits  superior  performance  over  previous  contiguous  and  non-
contiguous allocation strategies. Furthermore, GABL is able to eliminate internal as well as 
external fragmentation from which several previous allocation strategies suffer.  
In  the  Final  part  of  this  research,  the  performance  of  the  existing  contiguous  allocation 
strategies  for  3D  mesh-connected  multicomputers,  including  the  ones  proposed  in  this 
research, is revisited in the context of heavy-tailed job execution times. To the best of our 
knowledge, this research is the first to consider heavy-tailed distributions in the context of 
processor  allocation  in  mesh-connected  multicomputers.  In  this  part,  the performance of 
allocation strategies is measured in terms of the usual performance parameters [6, 9, 18, 21, 
27, 31, 33, 34, 35, 38, 71, 72, 73, 74, 75, 76, 77, 78, 79, 85, 94, 99], including the average 
turnaround time and mean system utilisation, as well as the measured allocation overhead, 
that is, the time that the allocation and de-allocation operations take per job. Our results 
show that the system performance of the allocation strategies degrades considerably when 
the distribution of job execution times is heavy-tailed. Our analysis also shows that when 
job  execution  times  follow  a  heavy-tailed  distribution,  the  SSD  scheduling  strategy 
improves  the  performance  of the allocation strategies compared to the FCFS scheduling 
strategy. In addition, the results show that our suggested contiguous allocation strategy has a 
low allocation overhead and its system performance in terms of average turnaround time and Chapter 1: Introduction  16 
 
mean  system  utilisation  is  as  good  as  the  best  competitor  of  the  previous  contiguous 
allocation strategies. 
1.5 Outline of the Thesis 
The rest of the thesis is organised as follows. Chapter 2 describes well-known contiguous 
and  non-contiguous  allocation  strategies  that  have  been  proposed  for  mesh-connected 
multicomputers  and  presents  the  system  model  assumed  in  this  research.  A  list  of 
assumptions used in this research is also provided. Finally, the chapter describes the method 
of study used in this research and justifies the selection of simulation as a study tool. 
Chapter 3 introduces the Turning Busy List (TBL) as a new contiguous allocation algorithm 
for 3D mesh-connected multicomputers, and discusses the main features of this algorithm. 
Also, extensive simulation experiments are carried out in order to compare the performance 
of the proposed allocation strategy against well-known contiguous allocation strategies.  
Chapter  4  introduces  the  Greedy  Available  Busy  List  (GABL)  strategy  as  a  new  non-
contiguous allocation algorithm for 2D mesh-connected multicomputers. The main features 
of the GABL strategy are also discussed, and extensive simulation experiments are carried 
out in order to evaluate the performance of the this strategy and compare it against existing 
well-known contiguous and non-contiguous allocation strategies.  
Chapter 5 conducts an extensive performance study of the existing contiguous allocation 
strategies, including the one proposed in Chapter 3 for 3D mesh-connected multicomputers 
when the job execution times follow a heavy-tailed distribution. The strategies are evaluated 
using simulation experiments for both FCFS and SSD scheduling strategies under a variety 
of system loads and system sizes.  Chapter 1: Introduction  17 
 
Chapter  6  summarises  the  main  results  presented  in  this  research  and  outlines  possible 
directions to continue this work in the future. Chapter 2 
Background and Preliminaries 
2.1 Introduction 
Space sharing can be used in addition to time sharing in parallel computers due to the 
presence of multiple processors in such computers [11, 17, 37]. In space sharing, a job is 
allocated a distinct subset of processors; that is, no processor is concurrently assigned to 
more than one job [6, 11, 17, 37]. In time sharing, a processor spends an interval of time 
executing  a  job,  then  it  switches  to  the  execution  of  another  one  [6,  11,  17,  37].  The 
overhead  that  results  from  the  context  switches
1  in  time  sharing  degrades  system 
performance, and as a result it has become less popular in practical systems [11, 17].   
Most existing allocation strategies employ space sharing [9, 11, 18, 20, 21, 24, 26, 27, 31, 
33, 34, 35, 38, 48, 49, 51, 52, 65, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 85, 94, 99] and can 
be categorised as contiguous and/or non-contiguous. In contiguous allocation [9, 20, 21, 26, 
                                                                  
1 A context switch is the process of storing and restoring the state (context) of processors such that multiple jobs 
can share these processors.  Chapter 2: Background and Preliminaries  19 
 
27, 31, 33, 34, 35, 38, 48, 52, 65, 74, 75, 78, 94, 99], the allocated processors are physically 
contiguous  and  have  the  same  topology  as  the  underlying  multicomputer  network  (i.e., 
mesh) in order to keep minimal the communication overhead between allocated processors. 
A  direct  consequence  of  contiguous  allocation  is  that  good  system  utilization  is  not 
achievable due to the fragmentation problem that contiguous allocation suffers from [18, 
85]. As previously reported in Chapter 1, the fragmentation problem is of two types: internal 
and  external  processor  fragmentation.  Internal  fragmentation  occurs  when  some  of  the 
processors allocated to a job are not used, whereas external fragmentation occurs when a 
sufficient number of free processors are available to satisfy a job request but they are not 
allocated to it because they are not contiguous. 
Figure 2.1 shows a job that requested 2 processors and was allocated 4 processors; hence 
there is an internal fragmentation of 50%. Figure 2.2 shows the existence of an external 
fragmentation of 4 processors due to processor non-contiguity, assuming that the allocation 
strategy is contiguous. The 4 free processors are not allocated to the request because they 
are not contiguous. To solve this problem, some researchers [18, 24, 49, 71, 72, 84, 85] have 
opted for non-contiguous allocation where a job can be executed on multiple disjoint sub-
meshes  rather  than  waiting  until  a  single  sub-mesh  of  the  requested  size  is  available. 
Initially, non-contiguous allocation did not receive much attention from researchers. This is 
because  the  communication  latency  was  very  sensitive  to  the  distance  between 
communicating  nodes  when  store-and-forward  switching  was  dominant  in  the  first 
generation  of  multicomputer  networks  [11].  However,  advances  in  switching  technique, 
such as wormhole switching (also widely known as wormhole routing) [2, 4, 11, 13, 29, 71, 
72, 83], have made non-contiguous allocation plausible in mesh-connected multicomputers. 
This  is  because  one  of  the  advantages  of  wormhole  switching  over  earlier  switching 
schemes, mainly store-and-forward, is that message latency depends less on the message 
distance [2, 43].  Chapter 2: Background and Preliminaries  20 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The main objective of this chapter is to describe some of the existing contiguous and non-
contiguous allocation strategies that have been proposed in the literature [18, 24, 34, 41, 48, 
49, 65, 84, 85, 97, 99] for mesh-connected multicomputers. This chapter also describes the 
system model assumed in this study. Such background is necessary for understanding the 
subsequent chapters. The remainder of this chapter is organized as follows. Section 2.2 
describes the existing allocation strategies. Section 2.3 provides the system model assumed 
in this research. Section 2.4 outlines the list of assumptions used in this research. Section 2.5 
describes the simulation tool (ProcSimity Simulator) while Section 2.6 justifies the selection 
of simulation as a tool of study. Finally, Section 2.7 summarises this chapter. 
 : Allocated Node 
 : Free Node 
 : Allocated to request 
Figure 2.2: An external fragmentation of 4 processors assuming that 
the allocation strategy is contiguous. 
A job requests a 
2 × 2 sub-mesh 
processors as a  
 : Allocated Node 
 : Free Node 
 : Allocated to request 
A job requests 2 
processors  
Figure 2.1: An internal fragmentation of 2 processors Chapter 2: Background and Preliminaries  21 
 
2.2 Related Allocation Strategies 
This  section  provides  a  brief overview of some existing contiguous and non-contiguous 
allocation strategies that have been suggested for both the 2D and the 3D mesh-connected 
multicomputers. 
2.2.1 Contiguous Allocation Strategies for 2D and 3D Mesh 
Contiguous allocation has been extensively investigated for mesh-connected multicomputers 
[9, 20, 21, 27, 31, 33, 34, 38, 48, 51, 52, 65, 78, 80, 94, 99]. Most of the previous studies 
have focused on reducing the degrading effects of high processor fragmentation caused by 
contiguous allocation. Below we describe some of the well-known strategies. 
Two Dimensional Buddy System (2DBS): The 2DBS allocation [48] applies to square mesh 
systems with power of two side lengths. Processors allocated to jobs also form square sub-
meshes with power of two side lengths. If a job requests a sub-mesh of size  b a ´  such that 
b a £ ,  the  2DBS  allocates  a  sub-mesh  of  size  s s´ ,  where  ( ) ( )   b a, max log2 2 = s .  For 
example, if a job requests 2 processors it is allocated a square sub-mesh of processors with a 
side length of 2, resulting in 2 idle processors and an internal fragmentation of 50% as 
shown  in  Figure  2.1  above.  This  strategy  suffers  from  internal  and  external  processor 
fragmentation [18, 20, 77, 85, 99]. Furthermore, it cannot be used for non-square meshes 
[18, 77, 85]. 
Frame Sliding (FS): The frame sliding strategy [65] is applicable to a mesh of any size and 
shape. FS searches for an appropriate allocation using a set of sequenced non-overlapping 
processor frames (i.e., processor sub-meshes). It is assumed that an arriving job requests a Chapter 2: Background and Preliminaries  22 
 
processor sub-mesh of rectangular shape. Processor frames of the same side lengths as the 
requested  sub-mesh  are  searched  from  left  to  right  and  from  bottom  to  top.  Jumps  to 
successive frames are by the job's width and length. The goal of searching is to find a 
suitable  frame  for  allocation;  i.e.,  all  its  processors  are  free  and  it  is  large  enough  to 
accommodate  the  allocation  request.  This  process  ends  with  either  finding  a  suitable 
allocation or when all frames are scanned and no appropriate frame is found. Figure 2.3 
gives the states of a 6 ´ 5 mesh and the allocation algorithm is invoked for a 3 ´ 2 request. 
An allocation process starts with the first free processor found starting from the lowest-
leftmost  corner  of  the  sub-mesh.  It  can  be  seen  from  this  figure  that  the  first  frame 
considered is not allocated because there is an allocated processor inside that frame. The 
request then slides horizontally by the width of the job request, which goes outside of the 
mesh. After that, the requested frame slides vertically to the top of the mesh by the length of 
the job request, but again the new frame of processors is not allocated because it contains 
allocated processors. This process continues, and we notice that it ends without finding a 
suitable frame for allocation. The allocation strategy fails to allocate a sub-mesh to the job 
request although one exists. A problem with this strategy is that it may not recognise free 
sub-meshes because the jumps are by the job's width and length [85]. 
 
 
 
 
 
 
A job requests 
6 processors 
Figure 2.3: An allocation using the frame sliding strategy 
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Adaptive Scan (AS): This strategy [41] is an improvement of the FS strategy [65] and uses 
scanning instead of a sliding operation. That is, it moves a frame vertically with a stride 
distance of 1 processor and horizontally based on the allocated sub-meshes. Moreover, this 
strategy supports the re-orientation (i.e., rotation) of the allocation request when allocation 
fails for the requested orientation. A job that requests an  b a ´  sub-mesh may be allocated a 
a b ´   sub-mesh.  However,  the  shorter  stride  distance  increases  the  allocation  time  and 
hence AS is not suitable for large meshes. For the remainder of this dissertation, the terms 
rotation and re-orientation will be used interchangeably. 
First Fit (FF) and Best Fit (BF) for 2D Meshes: The problem of missing an existing 
possible allocation encountered in previous strategies is solved in the FF and BF strategies 
[99].  The  processors  that  can  serve  as  base  nodes  for  the  free  sub-meshes  that  can 
accommodate the current job request are represented by an array of size  N , where  N  is the 
number  of  processors  in  the  mesh  system.  In  FF,  the  first  such  base  is  chosen  as  the 
allocation base. In BF, a base that has the largest number of busy neighbours and smallest 
surrounding free area is selected as the allocation base. Given a request for a 2 ´ 2 sub-mesh 
and  the  mesh  shown  in  Figure  2.4,  FF  and  BF  allocate  the  sub-meshes  1 S   and 2 S , 
respectively. The FF and BF strategies [99] can detect all large-enough free sub-meshes, but 
they lack complete sub-mesh recognition ability in that they do not consider switching the 
orientation of requests. An in-depth discussion of FF and BF allocation and de-allocation 
algorithms can be found in [99]. 
First Fit (FF) and Best Fit (BF) for 3D Meshes: In these two strategies [34], the free sub-
meshes are scanned and FF allocates the first sub-mesh that is large enough to hold the job, 
whereas BF allocates the smallest suitable sub-mesh. Simulation results have shown that 
these two strategies have comparable performance in terms of average turnaround time and Chapter 2: Background and Preliminaries  24 
 
mean scheduling effectiveness
2; the performance of FF is close to that of BF, therefore we 
only consider the FF strategy for the purpose of this study. The strategies FF and BF are not 
recognition-complete; an allocation request is accommodated only if there exists a large 
enough sub-mesh with the same orientation as the allocation request, hence they suffer from 
high  external  processor fragmentation. Bit arrays are used for the scanning of available 
processors. The allocation and de-allocation algorithms for the FF strategy are presented in 
Figures 2.5 and 2.6, respectively. 
 
 
 
 
 
 
 
 
 
 
Procedure FF_Allocate (α, β, γ): 
{ 
W = Mesh Width; D = Mesh Depth; H = Mesh Height 
Mesh Size = W × D ×H 
Job Size = α × β × γ 
int wi, dj, hk, wx, dy, hz 
int Avail;// To determine the number of processors for an incoming job. 
if (Job Size > free processors) return failure 
for each wi from 0 to W - 1 
                                                                  
2 The scheduling effectiveness measures the ability of an allocation algorithm to avoid processor fragmentation 
[38]. 
2 S   1 S  
                    
              
                                         
                    
              
                                         
Figure 2.4: An allocation using First Fit and Best Fit strategies 
A job requests 4 
processors  
 : Allocated Node   : Free Node   : Allocated to request 
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for each dj from 0 to D - 1 
for each hk from 0 to H - 1 
if the node (wi, dj, hk) is free then { 
Avail = 0 
for each wx from wi to wi + α – 1 provided that wx < W 
for each dy from dj to dj + β – 1 provided that dy < D 
for each hz from hk to hk + γ – 1 provided that hz < H 
if the node (wx, dy, hz) is free then Avail++; 
 
if (Avail==Job Size){ 
for each wx from wi to wi + α – 1 
for each dy from dj to dj + β – 1 
for each hz from hk to hk + γ – 1  
allocate the node(wx, dy, hz) to the current job by 
setting node’s ID to job ID. 
return success. 
} 
} 
return failure 
}
 
Figure 2.5: Outline of the FF Contiguous Allocation Strategy. 
 
Procedure FF_De-allocation (): 
{ 
 jid = id of the departing job; 
For all nodes in the mesh system 
if (nodes’ id == jid) 
de-allocate it. 
} 
 
Figure 2.6: Outline of FF de-allocation algorithm 
Turning First Fit (TFF) and Turning Best Fit (TBF) for 3D Meshes: The problem of 
missing an existing possible allocation mentioned in FF and BF above is solved using TFF 
and TBF [34]. The TFF and TBF strategies [34] support the rotation of the job request. They 
consider all orientations of the request when needed. Let  ) , , ( g b a  be the width, depth and Chapter 2: Background and Preliminaries  26 
 
height of a sub-mesh allocation request. The six permutations ) , , ( g b a ,  ) , , ( b g a ,  ) , , ( g a b , 
) , , ( a g b ,  ) , , ( b a g   and  ) , , ( a b g   are,  in  turn,  considered  for  allocation.  If  allocation 
succeeds for any of these permutations the process stops. For example, assume a free mesh 
(3, 3, 2) and the job requests (2, 3, 2) and (3, 2, 1) arrive in this order. The second job 
request cannot be accommodated until it is rotated to (1, 3, 2), as shown in Figure 2.7. 
Simulation results have shown that the TFF strategy can greatly improve performance in 
terms  of  average  turnaround  time  and  mean  scheduling  effectiveness.  Changing  the 
orientation  of  allocation  requests  can  alleviate  external  fragmentation.  Moreover,  the 
performance of TFF is almost identical to that of TBF; therefore only the TFF strategy is 
considered in this research. In [34], different scheduling strategies, such as First-Come-First-
Served (FCFS) and Out-of-Order
3 (OO) have been studied. The goal of OO scheduling is to 
avoid performance loss due to blocking associated with the head of the FCFS queue. 
Allocation Algorithm for the IBM BlueGene/L: In this algorithm [97], the allocation unit is 
the midplane, which consists of 8 ´ 8 ´ 8 processors. The goal of using this large allocation 
unit  is  to  decrease  the  allocation  overhead.  The  algorithm  supports  the  rotation  of  the 
allocation request. The system is scanned for all 3D rectangular and spatially contiguous 
sets of free midplanes that match the shape and size of the request. This algorithm assumes 
that a job can utilize an integer number of midplanes. Otherwise, there is internal processor 
fragmentation,  which  can  be  severe  as  this  allocation  unit  is  rather  large,  hence  the 
degradation  of  system  utilization  can  be  severe.  Furthermore,  the  allocation  overhead 
depends on the number of midplanes in the mesh system, and it increases when the number 
of midplanes increases.  
                                                                  
3 In the OO scheduling strategy, the requests in the FIFO waiting queue are considered for allocation in the order 
of their arrival, this process is stopped when the end of the queue is reached, or when there are no more free 
processors. Chapter 2: Background and Preliminaries  27 
 
 
 
 
 
 
 
The above allocation strategies consider only contiguous regions for the execution of a job. 
As a consequence, the length of the communication paths is expected to be minimized in 
contiguous allocation. Only messages generated by the same job are expected within a sub-
mesh and therefore there is no inter-job contention in the network. On the other hand, the 
restriction that jobs have to be allocated to contiguous processors reduces the chance of 
successful  allocation.  It  is  possible  that  allocation  fails  in  the  contiguous  allocation 
strategies while there is a sufficient number of free processors [18, 85], i.e., fragmentation 
occurs in these strategies.  
2.2.2 Non-Contiguous Allocation Strategies for 2D Meshes 
Advances  in  routing  techniques  such  as  wormhole  routing  [4,  29,  83],  have  made 
communication latency less sensitive to the distance between communicating nodes [2, 18, 
43, 71, 72, 77]. This has made allocating a job to non-contiguous processors plausible in 
networks characterised by long-diameter, such as the 2D mesh. Non-contiguous allocation 
Allocation to request (2, 3, 2)  Allocation to request (3, 2, 1) 
after rotation to (1, 3, 2) 
Figure 2.7: Allocation with rotation to request (2, 3, 2) followed by request (3, 2, 1)  Chapter 2: Background and Preliminaries  28 
 
allows jobs to be executed when the number of available processors is sufficient [18, 44, 49, 
71, 72, 77, 85]. Some of the non-contiguous allocation strategies that have been suggested in 
the literature are described below. 
Random: Random allocation is a straightforward strategy in which a request for a given 
number of processors is satisfied with a number of processors selected randomly [85]. Both 
internal and external fragmentations are eliminated since all jobs are assigned exactly the 
requested number of processors, if available. Because no type of contiguity is enforced in 
this strategy, high communication interference amongst jobs would be expected. 
Paging: In the Paging strategy [85], the entire 2D mesh is divided into pages that are sub-
meshes with equal side lengths of index size_ 2 , where  index size_  is a positive integer. A 
page is the allocation unit. The pages are indexed according to several indexing schemes 
(row-major, shuffled row-major, snake-like and shuffled snake-like indexing), as shown in 
Figure 2.8. An ordered list is used to keep track of all unallocated pages. The pages are 
sorted in the increasing order of their order indices, assigned by the indexing scheme. Each 
entry in the list contains the corresponding page’s row and column indices, and the page’s 
order index. The number of pages a job requests is computed as: 
  ( )   Psize Prequest / b a ´ =   …………………………………………..….……………  (2.1) 
where  Psize is the size of the page, and a  and  b  are the side lengths of the requested sub-
mesh. If the number of free pages is greater than or equal to  request P , the first  request P  
unallocated pages are removed from free list and allocated to the requesting job. When a job 
is  de-allocated,  pages  occupied  by  it are merged back into the free page list. A paging 
strategy is denoted as Paging( index size_ ). For example, Paging(2) means that the pages are 
4 ´ 4 sub-meshes.  Chapter 2: Background and Preliminaries  29 
 
Paging suffers from internal fragmentation when 0 _ > index size . The internal fragmentation 
of running jobs is given by:  
Internal_Fragmentation = 
∑
∑
jobs
jobs
ocessors Allocated
ocessors Lost
Pr _
Pr _
 ……………………………..…. (2.2) 
where  ocessors Lost Pr _  is for a parallel job that requests  Size Job_  processors, but is 
allocated  Pages Allocated of Number _ _ _ . It is calculated using: 
Size Job Psize Pages Allocated of Number ocessors Lost _ _ _ _ Pr _ - ´ = …….. (2.3) 
To illustrate this, consider a paging strategy with 1 _ = index size , and suppose a parallel job 
requests the allocation of a 3 ´ 3 sub-mesh. When allocation is carried out for the job it is 
allocated 3 pages (12 processors). Since only 9 processors are needed there is an internal 
fragmentation of 25%. 
 
 
 
 
 
 
 
(d) 
(b)  (a) 
(c) 
Figure  2.8:  Paging(0)  using  different  indexing  schemes:  (a)  Row-major  indexing,  (b) 
Shuffled row-major indexing, (c) Snake-like indexing, and (d) Shuffled snake-like indexing 
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In this research, only the row-major indexing scheme is considered because the remaining 
indexing schemes exhibit only a slight impact on the performance of paging, as revealed in 
[85]. The Paging allocation and de-allocation algorithms are presented in Figures 2.9 and 
2.10, respectively.  
 
//  index size Side Page _ 2 _ = ;  Side Page Side Page Psize _ _ ´ =  
// The parameter jid is the id of the job that is being considered for allocation 
// α and β are the side lengths of the job’s allocation request 
Procedure Paging_Allocation (jid, α, β)  
Begin { 
b a ´ = Size Job_  
request P =   Psize Size Job / _  
// Allocation: 
Step1. if (number of free pages <  request P ) return failure else go to step 2 
Step2. allocate the first  request P  pages from the list of unallocated pages to the job, 
setting the IDs of these pages to jid, and return success. 
} End
 
Figure 2.9: Outline of the Paging allocation algorithm 
 
// jid: id of departing job; 
Procedure Paging_De-allocation (jid): 
Begin { 
for all allocated pages 
if (page’s id == jid) 
de-allocate the page and add it to the list of unallocated pages  
} End 
 
Figure 2.10: Outline of the Paging de-allocation algorithm 
Multiple Buddy Strategy (MBS): In MBS [85], the mesh is divided into non-overlapping 
square  sub-meshes  with  side  lengths  equal  to  powers  of  2  upon  initialization.  MBS 
maintains free block records (FBR) for all free processor squares of the same size. The entry Chapter 2: Background and Preliminaries  31 
 
FBR[i] contains the number of available squares of size  i i 2 2 ´ , and an ordered list of the 
locations of these squares. The number of processors, p , requested by an incoming job is 
represented as a base 4 number of the following form: 
  0 0
0
1 1
1 2 2 .. .......... 2 2 2 2 ´ ´ + + ´ ´ + ´ ´ = - -
- d d d p i i
i
i i
i …………………..…….. (2.4) 
where the factors  }. 3 , 2 , 1 , 0 { ..... 0 Î i d d  This strategy attempts to satisfy every term  i  in the 
request with  i d  free processor blocks of sizes equal to  i i 2 2 ´  processors using FBR. If a 
required block is unavailable, MBS searches for a larger block in FBR and repeatedly breaks 
it down into 4 adjacent buddies until it produces blocks of the desired size. The 4 buddies of 
a  j j 2 2 ´  block are  1 1 2 2 - - ´ j j  blocks. If that fails, MBS breaks the request for a  i i 2 2 ´  
block into 4 smaller requests for  1 1 2 2 - - ´ i i  blocks and repeats the allocation process. In 
this algorithm, allocation always succeeds when the number of free processors in the mesh 
system  is  sufficient.  This  is  because  the  request,  or  parts  of  it,  can  be  partitioned  into 
requests for 1 ´ 1 blocks. The MBS strategy is composed of five parts: system initialization, 
request  factoring  algorithm,  buddy  generating  algorithm,  allocation  algorithm,  and  de-
allocation algorithm. The detailed operations of these parts are included in Appendix A.  
Adaptive Non-contiguous Allocation (ANCA): In [18], ANCA first attempts to allocate a 
job contiguously. When contiguous allocation fails, it breaks a job request into two equal-
sized sub-frames (i.e., sub-requests). For example, an 8 ´ 3 request is partitioned into two 4 
´  3  sub-frames.  These  sub-frames  are  then  allocated  available  sub-meshes,  if  possible. 
Otherwise, each of these sub-frames is broken into two equal-sized sub-frames, and then 
ANCA tries to assign all sub-frames to available locations and thus take advantage of non-
contiguous allocation, and so on. This process terminates if allocation succeeds for all sub-
frames, or it has repeated a specified number of times. Moreover, allocation fails if a side 
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Adaptive Scan and Multiple Buddy (AS&MB): AS&MB is a hybrid strategy [49]. Firstly, it 
attempts to allocate a job contiguously using the adaptive scan strategy [41]. When the 
adaptive  scan  strategy  fails  to  allocate  a  job  request,  it  employs  the  non-contiguous 
allocation  strategy  MBS  [85]  for  allocation.  Simulation  results  in  [44]  show  that  the 
performance  of  AS&MB  is  almost  identical  to  that  of  MBS  [85]  in  terms  of  average 
response time and average service time (i.e., the average time it takes for jobs to execute 
once allocated to processors in the mesh system). However, the shorter stride distance in AS 
increases the allocation time and hence AS&MB is not suitable for large meshes; therefore 
we do not consider it in this research. 
Paging variants: In addition to the four indexing schemes considered in [85], the Hilbert 
and H-indexing space-filling curves have been proposed for ordering processors [24, 84]. In 
these  studies,  different  page  selection  heuristics  have  been  used.  Given  a  request  for 
allocating  p  processors, an attempt is first made to find a set of at least  p  consecutive free 
processors. If this fails, the set of  p  processors with the smallest range of processor ranks is 
allocated to the request. The algorithm that looks for the consecutive free processors is First 
Fit if it looks for the first large enough set, and it is Best Fit if it looks for the smallest one 
that is large enough for the request. The snake-like, Hilbert and H-indexing orderings, when 
used  with  First  Fit  and  Best  Fit  consecutive  set  selection,  have  been  evaluated  using 
simulation [24]. They have also been compared to a strategy that minimises the average pair-
wise distance between the processors allocated to a request (see Gen-Algorithm in [24]). 
The results have shown that the Gen-Algorithm performs relatively poorly, and the relative 
performance of the strategies depends on the communication pattern used. 
In the above non-contiguous allocation strategies, the random strategy ignores the contiguity 
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there is some degree of contiguity because of the indexing schemes used. Contiguity can 
also  be  increased  by  increasing  the  parameter index size_ .  However,  there  is  internal 
processor fragmentation for 1 _ ³ index size , and it increases with  index size_  [85]. An issue 
with MBS is that it may fail to allocate a contiguous sub-mesh, although one exists. For 
example, if a job requests the allocation of 16 processors in the mesh system shown in 
Figure 2.11. Initially, the request is factorised as 4 ´ 4 number, but because there are no 4 ´ 
4 or larger free blocks the request is partitioned into 4 requests for 2 ´ 2 blocks. The 4 
lightly-shaded non-contiguous 2 ´ 2 blocks shown in this figure may be assigned to the 
request although a large enough single contiguous free sub-mesh 2 ´ 8, denoted in the figure 
by  a  dashed  rectangle,  is  available.  We  can  notice  from  the  figure  that  communication 
between  processors  belonging  to  blocks  assigned  to  this  job  can  interfere  with  the 
communication of other jobs. In fact, contiguous allocation is explicitly sought in MBS only 
for requests with sizes of the form n 2 2 , where  n is a positive integer. As for ANCA, it can 
disperse the allocated sub-meshes more than is necessary. It requires that allocation to all 
sub-frames  occur  in  the  same  partitioning  and  allocation  iteration,  skipping  over  the 
possibility  of  allocating  larger  sub-meshes  for  a  large  part  of  the  request  in  a  previous 
iteration. Moreover, ANCA halts the partitioning and search processes when a side length 
reaches  1,  which  can  cause  external  fragmentation.  In  the  Paging  variant  that  uses 
0 _ = index size , the unit of allocation is a single processor, whereas it can be larger in MBS 
[85] and ANCA [18]. Any processor allocation strategies like Paging variants that operate at 
this level of granularity (i.e., a single processor) require a long time to reach the allocation 
decision [97]. For large machines such as IBM BuleGene/L, allocation strategies that take a 
reasonable time for allocation and de-allocation operations were proposed [97]. It is to avoid 
low allocation granularity that the allocation unit in the IBM BlueGene/L, for example, is 
the midplane, which is an 8 ´ 8 ´ 8 three-dimensional page [97]. Therefore, the time that the 
allocation  and  de-allocation  operations  take  can  be  reasonable.  The  drawback  with  this Chapter 2: Background and Preliminaries  34 
 
approach to solving the granularity problem is that internal processor fragmentation can be 
high.  
 
 
 
 
 
2.3 System Model 
The topology of the interconnection network describes the way in which the nodes in the 
network are connected and can be described using an interconnection graph. The vertices of 
this graph are the nodes while the edges are the physical channels that connect the nodes 
[23,  83].  The  network  diameter,  node  degree,  and  network  degree  are  often  used  to 
characterize a given topology [4, 23, 29]. The diameter is the maximum value of the shortest 
path  lengths  between  any  two  nodes.  The  number  of  links  connecting  a  node  to  its 
neighbours is known as the node degree while the network degree is the maximum node 
degree in the network.  
Many topologies have been proposed for parallel computers, including the hypercube [8, 43] 
and the mesh [4, 8, 82]. In a hypercube with  d  dimensions we have  d N 2 =  nodes each of 
Figure 2.11: An 8 × 8 2D mesh receiving an allocation request for 16 
processors in MBS strategy 
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degree d . The advantage of the hypercube topology is its small diameter. However, a major 
drawback of the hypercube network is its lack of scalability, which limits its use in building 
large-size multicomputers [8]. Among important parameters of an interconnection network 
of a multicomputer system are its scalability and modularity. Scalable networks have the 
property  that  the  size  of  the  system  (i.e.,  the  number  of  communicating  nodes)  can  be 
increased with minor or no change in the existing configuration [8]. Also, the increase in the 
system size is expected to result in an increase in performance to the extent of the increase 
in size [8]. The lack of scalability of the hypercube stems from the fact that the node degree 
is  not  bounded  and varies by the number of processors in the system ( N ) (i.e., as the 
dimension of the hypercube is increased by one, one more links needs to be added to every 
node in the network). This property makes the hypercube cost prohibitive for large  N  [8, 
83]. In addition to the changes in the node configuration, a doubling of the size is required 
for the regular hypercube network to expand and to remain as a hypercube [8]. 
Moreover, because a computer must be placed in the world we live in (a 3D space), some 
links in the hypercube, when the number of dimensions > 3, must be longer than others, and 
longer than link lengths in 2D and 3D meshes. Consequently the longer links in hypercube 
networks have an adverse effect on the network latency as shown in [62]. Unlike hypercube, 
links in 2D and 3D meshes can be of the same length, and the length is independent of the 
size of the mesh system. Furthermore, as the number of nodes increases in the network the 
average  number  of  hops  in  the  mesh  networks,  for  example,  increases  more  rapidly 
compared to the hypercube [62]. This allows the mesh networks to exploit the available 
buffer size to reduce the number of channels that a message occupies, thus reducing the 
blocking delays. Whereas, in the hypercube, due to the smaller average number of hops, 
messages  occupy  almost  all  the  channels  between  the  source  and  destination  nodes 
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mesh network is able to exploit the increase in the buffer size more efficiently compared to 
the hypercube [62]. 
Motivated by the above observations, the network topology assumed in this research is the 
mesh interconnection network. Mesh networks are easily implemented because of the simple 
regular connection and small number of links per node. Due to the constant node degree, the 
mesh network is highly scalable. Moreover, the mesh has been widely used in practical 
multicomputers due to its advantages such as simplicity, scalability, structural regularity, 
ease of implementation, and partition-ability [8, 9, 18, 21, 27, 31, 33, 35, 51, 52, 77, 78, 85, 
99].  
The nodes in the mesh are connected to their immediate neighbours by bidirectional links. 
Each node in the mesh network consists of a processing element (PE) and a router. The PE 
contains a processor and some local memory. A router in an n-dimensional mesh has  n 2  
input and  n 2 output channels that connect the router to its neighbouring routers. There are 2 
input and 2 output channels per dimension. A router is connected to its local processor via 
internal channels, or ports. When each node has one pair of internal channels, it is referred 
to as one-port architecture. In this model, one internal channel is used by the processor to 
output messages to the network, while the other is used to input messages from the network. 
A crossbar switch is used to establish a connection between any of the input channels and 
any of the output channels. In this model, when messages destined for the local node arrive 
at a router on input channels, they are transmitted to the local node sequentially. The all-
port architectural model differs from the one-port model in that a node can process (i.e., 
send/receive)  n  messages  (which  equals  the  number  of  ports)  simultaneously.  The 
discussion can be easily extended to the nodes situated at the corners and edges of the 
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2.3.1 Switching Method 
The  switching  method  determines  the  way  messages are handled as they travel through 
intermediate  nodes.  Switching  takes  place in the router and consists of the receipt of a 
message, determining the appropriate output channel, and then sending the message through 
this  channel.  Various  switching  methods  have  been  described  in  the  literature  for 
multicomputer  networks,  of  which  the  three  most  important  ones  are  store-and-forward 
[83], virtual cut-through [13, 29] and wormhole switching [13, 16, 18, 54, 83, 85]. 
Store-and-forward switching: In store-and-forward switching, the message is divided into 
fixed-length  packets  that  are  routed  from  source  to  destination.  Each  packet  contains  a 
header that contains the data needed for routing the packet. A packet is completely stored in 
each  intermediate  node  before  it  is  forwarded  to  the  next  node  along  its  path  to  the 
destination. This switching method has two major disadvantages: large buffer spaces are 
required to store entire packets and the time to transmit a message is directly proportional to 
the distance between the source and destination nodes [64]. 
Virtual  cut-through  switching:  Virtual  cut-through  [13,  29]  has  been  introduced  as  an 
enhancement to store-and-forward switching in order to reduce the transmission time. In this 
switching  method,  a  message header (i.e., the part of the message that contains routing 
information) is examined upon arrival at an intermediate node, if the next channel requested 
is busy; the message is entirely stored at the node at location of lead message. Otherwise, it 
is transmitted to the next node without buffering. The network latency, especially under low 
and moderate traffic loads, is noticeably reduced as blocked messages are removed from the 
network  and  the  channels  are  simultaneously  utilised  to  transmit  unblocked  messages. 
However, the nodes must provide sufficient buffer spaces for all blocked messages passing 
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buffer  space  is  required  at  each node. Therefore, virtual cut-through might be costly to 
implement due to the high buffer requirement which also has a strong adverse effect on the 
router speed and on the cost and size of multicomputer systems [29, 43, 64]. 
Wormhole switching: The disadvantage of virtual cut-through has motivated the use of its 
variant wormhole switching. Wormhole switching (also called wormhole routing [29, 43, 
54]) has been widely used in practical multicomputers [13, 43] due to its low buffering 
requirement and good performance. Experimental results in [64] have revealed that network 
latency in wormhole-switched networks is almost independent from message distance in the 
absence of message contention for network resources (buffers and channels). In wormhole 
switching,  a  message  is  divided  into  a  sequence  of  fixed-size  units,  called  flits.  A  flit 
typically consists of a few bytes. A message starts with a header flit that is used for message 
transmission and flow control, and each channel buffer needs only to hold one flit. A flit is 
the  smallest  unit  of  data  transmission  in  a  wormhole  routing  network.  The  header  flit 
(containing  routing  information)  establishes  the  path  through  the  network  while  the 
remaining data flits follow it in a pipelined fashion. If a channel transmits the header of a 
message, it must transmit all the remaining flits of the same message before transmitting flits 
of another message. If the header cannot be routed (i.e., blocked) in the network due to 
contention for resources, the data flits stop moving and remain spread across the channels 
where  they  are,  keeping  all  allocated  channels  and  buffers  occupied.  As  a  result,  they 
prevent other messages from using these channels, and this in turn leads to chained blocking 
in the network with the possibility of serious performance degradation under moderate and 
heavy loads [4]. One common solution to this problem, especially in meshes, is to force the 
messages to pass through pre-ordered channels so that a blocking chain can be avoided [4].  
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diameter networks, such the mesh [29]. Many experimental machines, such as the iWARP 
[15] and the MIT J-machine [61]; and commercial ones including the Intel Paragon [39], the 
Cray T3D [67], the IBM BlueGene/L [10, 55, 97, 98], and the Cray T3E [25] have used 
wormhole  switching.  Wormhole  switching  is  used  in  this  research  when  examining  the 
performance  of  the  non-contiguous  allocation  algorithms.  We  have  limited  ourselves  to 
wormhole  switching  because  it  has  been  used  in  the  existing  non-contiguous  allocation 
strategies [44, 49, 71, 72, 77, 85]. 
2.3.2 Routing Algorithm 
Many existing networks, including meshes, provide multiple physical paths for routing a 
message between any two nodes. The routing algorithm determines the path used by each 
message in the network. Routing algorithms are divided into two classes, deterministic and 
adaptive,  according  to  their  ability  to  modify  routing  paths  based  on  dynamic  network 
conditions  [23,  54,  83].  In  deterministic  routing,  a  message  always  uses  the  same  path 
between the source and destination; intermediate nodes are unable to redirect messages to 
any alternative paths. In adaptive routing, intermediate nodes can take the actual network 
conditions,  such  as  the  presence  of  congestion  or  failures,  into  account  and  determine 
accordingly to which node a message should be sent [29]. An important issue for any routing 
algorithm  is  to  ensure  freedom  from  deadlocks;  deadlock  occurs  when  no  message  can 
advance towards its destination because of busy channels and buffers [29, 43]. Many studies 
[42,  69,  91,  92]  have  been  devoted  to  addressing  this  issue  in  wormhole  switched 
interconnection networks, including meshes [42, 69, 92]. 
Figure 2.12 illustrates a deadlock situation where each of the 4 messages (M1, M2, M3, and 
M4) waits for a communication link that is held by another message, and waiting is circular. 
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the nodes C, D, A, and B. The messages are in a waiting cycle, and none of them can 
progress. Deadlock is a disastrous state because the communication can never be completed.  
Deterministic  routing  has  been  widely  employed  in  wormhole  switched  interconnection 
networks as it offers a simple way to avoid message deadlock. This is achieved by forcing 
messages to visit the channels in a strict order. Dimension-ordered routing [13, 43, 91] is a 
well-known example of deterministic routing where messages cross network dimensions in a 
pre-defined order, reducing to zero the offset in one dimension before visiting the next. 
Consequently, messages always take the same path between a given pair of nodes. For mesh 
networks, dimension-ordered routing ensures deadlock-freedom. This type of routing is also 
widely known as  XY  routing when the interconnection topology is the 2D mesh [13, 16, 43, 
85]. Dimension-ordered routing is used in this research when examining the performance of 
the non-contiguous allocation algorithms. We have limited ourselves to dimension-ordered 
routing because it has been used in the existing non-contiguous allocation strategies [44, 49, 
71, 72, 77, 85]. 
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In  contrast  to  deterministic  routing,  adaptive  routing  algorithms  enable  messages  to  use 
alternative paths to advance through the network when a communication link is congested or 
it  has  failed,  for  example  [42,  92].  The  main  disadvantage  of  adaptive  routing  is  the 
requirement for extra hardware resources, e.g., virtual channels, to deal with the problem of 
deadlock.  A  physical  channel  is  divided  into  two  or  more  virtual  channels,  where each 
virtual channel has its own queue, but shares the bandwidth of the physical channel with the 
other  virtual  channels.  Virtual  channels  often  increase  hardware  complexity,  which  can 
significantly reduce router speed, decreasing overall network performance [12, 30, 43]. This 
increase in hardware cost has motivated researchers to develop algorithms that can achieve 
adaptive  routing  without  using  virtual  channels,  leading  to  more  efficient  router 
implementation [1, 12, 30, 54]. 
2.3.3 Communication Patterns 
Processors allocated to a parallel job often exchange messages with each other according to 
a given communication pattern [85]. When non-contiguous allocation is employed, we are 
interested in measuring message contention that results from exchanging messages and its 
effects on overall system performance. Three communication patterns have been considered 
in this research work in order to evaluate the performance of the proposed non-contiguous 
allocation  algorithms.  In  the  one-to-all  communication  pattern,  a  randomly  selected 
processor sends a message to all other processors allocated to the same job. In all-to-all 
communication, each processor allocated to a job sends a message to all other processors 
allocated to the same job. This communication pattern causes much message contention and 
is considered as the weak point for non-contiguous allocation algorithms [49]. In the random 
communication pattern, randomly selected processors send messages to randomly selected 
destinations  within  the  set  of  processors  allocated  to  the  same  job.  These  three 
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2.4 Assumptions 
In the subsequent chapters, extensive simulation results will be presented to evaluate the 
performance of our allocation strategies. In this study, we make the following assumptions 
which have been commonly used in the literature [6, 9, 11, 18, 20, 24, 27, 31, 33, 34, 35, 38, 
44, 49, 51, 52, 66, 71, 72, 73, 74, 75, 76, 77, 78, 79, 85, 94, 99]; it is worth mentioning that 
the last two assumptions are made when examining the performance of the non-contiguous 
allocation algorithms. 
·  The  inter-arrival  times  of  jobs  are  independent  and  follow  an  exponential 
distribution.  
·  Jobs  are  scheduled  on  a  First-Come-First-Served  (FCFS)  basis,  unless  stated 
otherwise. 
·  The execution times of jobs are independent and follow an exponential distribution, 
unless stated otherwise.  
·  The side lengths of the sub-meshes requested by jobs are generated independently 
and follow a given probability distribution. Two distributions have been considered 
in this research. The first is the uniform distribution over the range from one to the 
mesh side length. The second is the exponential distribution, where the side lengths 
of the requested sub-meshes are exponentially distributed with a mean of half the 
side length of the entire mesh.  
·  Messages are transmitted inside the network using wormhole switching along with 
XY routing [2, 4, 11, 13, 29, 71, 72, 83].  
·  Messages are of a fixed length (i.e., a fixed number of flits). Moreover, the number 
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2.5 The Simulation Tool (ProcSimity Simulator) 
This  section  introduces  briefly  the  well-known  ProcSimity  simulation  tool  [50,  66]. 
ProcSimity is a discrete-event simulation tool [7, 68] that has been developed as a research 
tool  in  the  area  of  processor  allocation  and  job  scheduling  in  multicomputers  [50,  66]. 
ProcSimity was developed at the University of Oregon [66], and the development efforts of 
the simulator have been supported by OACIS and NSF [50]. The tool was written in the C 
programming  language  and  has  been  extensively  used  for  processor  allocation  and  job 
scheduling in mesh-connected multicomputers [24, 33, 35, 44, 45, 50, 51, 71, 72, 73, 74, 75, 
76, 77, 78, 79, 85, 86]. This is due to the fact that it is open-source and includes detailed 
simulation of important operations of multicomputer networks [50, 66]. It is worth noting 
that the simulator has been extensively validated in [66].  
The  overall  purpose  of  the  ProcSimity  is  to  provide  a  convenient  environment  for 
performance  analysis  of  processor  allocation  and  scheduling  algorithms.  In  particular, 
ProcSimity has been designed to investigate some of the processor allocation problems, such 
as fragmentation and communication overhead problems [24, 33, 35, 44, 45, 50, 51, 71, 72, 
73, 74, 75, 76, 77, 78, 79, 85, 86]. The architecture modelled by ProcSimity consists of a 
network of processors interconnected through message routers at each node. Adjacent nodes 
are connected by bidirectional communication links, and messages may be routed by either 
store-and-forward or wormhole switching. The ProcSimity supports both the mesh and k-ary 
n-cube interconnection topologies with dimension-ordered routing [50, 66]. 
The ProcSimity simulator specifies the target machine environment, including the network 
topology, routing, and flow control mechanism, and it involves the selection of a scheduling 
and an allocation algorithm from a set of provided algorithms [50, 66]. In addition, third-
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involves  the  specification  of  the  simulation  experiments;  it  supports  both  stochastic job 
streams as well as communication patterns from actual parallel applications [50, 66]. In 
ProcSimity, the user can specify the detailed simulation of message-passing overhead at the 
flit level [50, 66]. 
When ProcSimity simulates a mesh-connected multicomputer, independent user jobs that 
arrive at the system, request sub-meshes of free processors. If the number of free processors 
in the mesh system is not enough to satisfy the job request, or there are other waiting jobs in 
the queue, the job is diverted to the waiting queue. The job is selected to be executed from 
the  waiting  queue  based  on  the  underlying  scheduling  strategy,  and  then  the  processor 
allocation algorithm determines and allocates the set of processors on which the job will 
execute.  The  allocated  processors  may  be  contiguous  or  non-contiguous  based  on  the 
allocation  strategy  used.  When  a  job  is  allocated  a  set  of  processors,  it  runs  there  to 
completion. It may not be moved to other locations during execution [18, 24, 33, 35, 44, 50, 
51, 71, 72, 73, 74, 75, 76, 77, 78, 79, 85]. Once a job departs from the system the sub-
meshes it is allocated are freed for use by another incoming job.  
In ProcSimity, the overhead of allocation and de-allocation (i.e., the time that the allocation 
and de-allocation operations take per job) is ignored. To compare the allocation strategies in 
terms of the allocation overhead associated with the allocation and de-allocation operations, 
we  measured  the  average  actual  time  taken  by  these  operations  on  a  Pentium  machine 
running under Windows XP. The clock cycle of the machine is 3 GHz and the RAM size is 
504  MB.  The  per-job  average  allocation  overhead  was  computed  in  milliseconds  over 
enough independent runs so that the confidence level is 95% that relative errors are below 
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2.6 Justification of the Method of Study 
In  this  research,  extensive  simulation  experiments  have  been  conducted  to  explore 
performance-related issues of processor allocation in mesh-connected multicomputers. This 
section discusses briefly the choice of simulation as a tool of study for the purpose of this 
research, justifies the adoption of ProcSimity as the preferred simulation tool, and further 
provides information on the techniques used to reduce the opportunity of simulation errors.  
After  some  consideration,  simulation  has  been  selected  as  the  method  of  study  in  this 
research. In general, in addition to conducting measurements on a real practical system or 
testbed, there exist two techniques for system performance evaluation: analytical modelling 
and  simulation  [68].  One  of  the  key  considerations  when  adopting  a  given  evaluation 
technique is the level of the desired accuracy. In general, analytical models have often low 
requirements in terms of computation costs, but they often rely on many assumptions and 
simplifications that restrict their applicability to a limited number of scenarios. In contrast, 
simulation models can easily incorporate details to the desired level of accuracy in order to 
mimic  more  closely  the  behaviour  of  the  real  system.  The  consequence  of  this  is  that 
simulations often require a longer time to develop and run the code, compared to analytical 
modelling.  However,  as  we  have  used  the  ProcSimity  simulator  that  has  already  been 
developed and extensively validated [50, 66], we have easily incorporated our suggested 
algorithms into the simulator. This has helped to considerably cut down the development 
time and debugging of the code. Most often cost, along with the ease of being able to change 
configurations, is the prime motivation for developing simulations for expensive systems, 
such as multicomputers. The processor allocation algorithms designed and analysed in this 
study are for mesh-connected multicomputers, which could consist of a large number of 
processors.  Such  a  study  could  not  be  easily  carried  out  on  a  practical  system,  as  the Chapter 2: Background and Preliminaries  46 
 
experimental setup would require substantial and expensive resources.  
ProcSimity  has  been  widely  used  to  evaluate  the  performance  of  processor  allocation 
algorithms suggested for 2D mesh-connected multicomputers. However, the current version 
of ProcSimity does not support the 3D mesh network. So, we have modified the existing 
simulator by adding our proposed processor allocation algorithms for both the 2D and the 
3D  mesh-connected  multicomputers.  While  incorporating  the  modifications  into  the 
simulator, special care has been taken to ensure that the algorithms implemented would 
function as designed and that the simulator would not exhibit unwanted side-effects; this has 
been accomplished through implementing one of our algorithms using another simulator 
[34] and comparing the outputs against those obtained by ProcSimity. Moreover, we have 
carried  out  the  validation  of  the  simulator  for  a  number  of  cases  and  compared  the 
performance  results  obtained  for  some-well  known  strategies  (e.g.,  the  FF  allocation 
strategy) against those obtained by other researchers using another simulator [34].  
It is worth mentioning that we have evaluated the performance of our processor allocation 
algorithms based on a real workload trace and compared the results against those obtained 
from our simulation study based on stochastic workloads. The results of the comparison 
have  revealed  that  the  conclusions  reached  on  the  performance  merits  of  the  allocation 
strategies when a real workload trace is used are in general compatible with those obtained 
when a stochastic workload is used; please see [76] for more details. 
2.7 Summary 
A number of allocation strategies that use space-sharing strategies have been discussed in 
this chapter. These strategies can be divided into two types: contiguous and non-contiguous. 
In contiguous allocation, processors allocated to jobs are physically contiguous and have the Chapter 2: Background and Preliminaries  47 
 
same topology as the underlying system network. Doing so has the potential of eliminating 
inter-job communication contention as each job’s messages can be routed within the set of 
processors allocated to that job. However, the restriction that the jobs have to be allocated 
contiguously  reduces  the  chance  of  successful  allocation,  resulting  in  high  processor 
fragmentation which degrades system performance.  
Some researchers have suggested non-contiguous allocation as a way to reduce processor 
fragmentation that results from contiguous allocation. Wormhole switching techniques have 
also  encouraged  the  adoption  of  non-contiguous  allocation  because  it  has  made 
communication latency less sensitive to the distance between communication processors. In 
non-contiguous allocation, a job can execute on multiple disjoint sub-meshes rather than 
waiting until a single sub-mesh of free processors is available. This increases the number of 
possible allocations that may be considered, which can reduce processor fragmentation and 
improve system utilization. However, messages generated from some jobs may pass through 
the  processors  allocated  to  other  jobs,  which  increases  message  contention  inside  the 
network.  Nonetheless,  lifting  the  contiguity  condition  is  expected  to  reduce  processor 
fragmentation and increase processor utilization substantially.  
This chapter has provided the system model used in this research. It also includes an outline 
of assumptions that apply throughout the thesis. Finally, it contains a brief description of the 
simulation  tool  (the  ProcSimity  Simulator)  that  is  used  to  conduct  the  performance 
evaluation of processor allocation strategies. Moreover, a brief discussion of the choice of 
simulation as a tool of study in this research is included. 
In the subsequent chapter, we will describe a new contiguous allocation algorithm for the 
3D  mesh-connected  multicomputers  that  can  overcome  the  limitations  of  the  existing Chapter 2: Background and Preliminaries  48 
 
contiguous allocation strategies for this class of multicomputers. Our simulation results will 
reveal  that  the  new  algorithm  manages  to  deliver  competitive  performance  (i.e.,  low 
turnaround times and high system utilization) with a low allocation overhead compared to 
previous strategies. 
 Chapter 3 
Turning  Busy  List  (TBL):  A  New 
Contiguous Allocation Algorithm for Mesh-
Connected Multicomputers 
3.1 Introduction 
In  distributed-memory  multicomputers,  jobs  are  often  allocated  distinct  contiguous 
processor  sub-meshes  for  the  duration  of  their  execution  to  reduce  inter-processor 
communication overhead [9, 20, 26, 27, 31, 33, 34, 48, 51, 52, 65, 75, 78, 94, 97, 99]. Most 
existing studies [9, 20, 27, 33, 48, 51, 52, 65, 99] on contiguous allocation have been carried 
out mostly in the context of the 2D mesh network. There has been relatively very little work 
on the 3D version of the mesh. Although the 2D mesh has been used in a number of parallel 
machines,  such  as  the  iWARP  [15]  and  Delta  Touchstone  [40],  most  practical 
multicomputers, like the Cray XT3 [19, 60], MIT J-Machine [61], Cray T3D [67], IBM 
BlueGene/L [10, 55], and Cray T3E [25], have used the 3D mesh network as the underlying 
topology due to its lower diameter and average communication distance [90]. 
The main shortcoming of existing contiguous allocation strategies for 3D mesh-connected Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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multicomputers  [31,  34,  94,  97]  is  that  they  achieve  complete  sub-mesh  recognition 
capability but with high allocation overhead, that accounts for the time required for the 
allocation  and  de-allocation  of  processors  to  jobs.  Furthermore,  the  time  for  both  the 
allocation and de-allocation operations in the previous contiguous allocations strategies [31, 
34, 94, 97] tends to grow with the system size.  
Motivated  by  the  above  observations,  this  chapter  makes  the following contributions. It 
presents  a  new  efficient  contiguous  allocation  strategy  that  supports  the  rotation  of  job 
requests, referred to as Turning Busy List (TBL for short), which can identify a free sub-
mesh of the requested size as long as it exists in the mesh system; The term “turning” refers 
to the fact that the orientation of an allocation request could be changed when no sub-mesh 
is available in the requested orientation (please see Section 2.2.1 in Chapter 2). The new 
proposed  allocation  algorithm  without  rotation  is  used  in  this  chapter  for  comparison 
purposes and is referred to as Busy List (BL for short). The proposed allocation strategy 
relies on a new approach that maintains a list of allocated sub-meshes to determine all the 
regions consisting of the network nodes (i.e., processors) that cannot be used as base nodes 
for the requested sub-mesh. These nodes are then subtracted from the right border plane 
(please see Section 3.2 for the definition of right border plane) of the allocated sub-meshes 
to find the nodes that can be used as base nodes for the required sub-mesh size.  
This chapter also conducts a performance evaluation of the contiguous allocation strategies, 
including our suggested strategy, in terms of the average turnaround time and mean system 
utilisation, as well as the allocation overhead that the allocation and de-allocation operations 
take per job. The results reveal that our proposed allocation strategy has a lower allocation 
and de-allocation time (i.e., allocation overhead) than well-known existing strategies. The 
simulation  results  show  this  reduction  is  achieved  without  scanting  other  important Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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performance metrics in that system performance is still as good in terms of turnaround time 
and system utilisation as that of existing competing strategies. 
The  remainder  of  the  chapter  is  organised  as  follows.  Section  3.2  provides  preliminary 
background information that is relevant to the present study. Section 3.3 outlines the new 
proposed contiguous allocation algorithm for the 3D mesh network. Section 3.4 conducts a 
comparative performance evaluation of the new strategy against well-known existing ones. 
Finally, Section 3.5 concludes this chapter. 
3.2 Preliminaries 
The target system is a 3D mesh-connected multicomputer, where the network is referred to 
as  ) , , ( H D W M , where W  is the width of the cubic mesh,  D its depth and  H  its height. 
Each processor is denoted by a coordinate triple  ) , , ( z y x , where  W x < £ 0 ,  D y < £ 0  and 
H z < £ 0   [78].  A  processor  is  connected  by  bidirectional  communication  links  to  its 
neighbour processors, as depicted in Figure 3.1. The figure shows an example of a 4 ´ 2 ´ 2 
3D  mesh,  where  the  allocated  processors  are  denoted  by  shaded  circles,  while  the  free 
processors  are  denoted  by  white  circles.  We  assume  that  a  parallel  job  requests  the 
allocation of a 3D sub-mesh  ) , , ( h d w S  of width  W w £ , depth  D d £  and height  H h £ . 
The following definitions have been adopted from [27, 77, 78]. 
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Definition 1: A sub-mesh  ) , , ( h d w S  of width w, depth d , and height h, where  W w £ < 0 , 
D d £ < 0  and  H h £ < 0  is specified by the coordinates  ) , , , , , ( z y x z y x ¢ ¢ ¢ , where  ) , , ( z y x  
are the coordinates of the base of the sub-mesh allocated to a parallel job and  ) , , ( z y x ¢ ¢ ¢  
are the coordinates of its end, as shown in Figure 3.2. 
 
 
 
 
 
 
Definition 2: The size of  ) , , ( h d w S  is  h d w ´ ´  processors. 
Definition 3: An allocated sub-mesh is one whose processors are all allocated to a parallel 
job.    
Definition 4: A free sub-mesh is one whose processors are all unallocated. 
Definition 5: A suitable sub-mesh  ) , , ( h d w S  is a free sub-mesh that satisfies the conditions: 
a ³ w ,  b ³ d  and  g ³ h  assuming that the allocation of  ) , , ( g b a S  is requested. 
Definition  6:  A  list  of  all  sub-meshes  that  are  currently  allocated  to  jobs  and  are  not 
available for allocation to other jobs is called busy list. 
Definition 7: A prohibited region is a region consisting of nodes that cannot be used as 
base  nodes  for  the  requested  sub-mesh.  The  prohibited  region  of  job  ) ( g b a ´ ´ J  with 
respect  to  an  allocated  sub-mesh  ) , , , , , ( 2 2 2 1 1 1 z y x z y x S   is  defined  as  the  sub-mesh 
represented  by  the  address  ) , , , , , ( 2 2 2 z y x z y x ¢ ¢ ¢ ,  where  ) 0 , 1 max( 1 + - = ¢ a x x , 
) 0 , 1 max( 1 + - = ¢ b y y  and  ) 0 , 1 max( 1 + - = ¢ g z z . For example, if a job  J  requests the 
base 
end 
Z 
X 
Figure 3.2: A sub-mesh inside the 3D mesh. 
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allocation of a sub-mesh of size 2 × 2 × 2, the prohibited region of  ) 2 2 2 ( ´ ´ J  with respect 
to the allocated sub-mesh (1, 1, 0, 2, 2, 1), is the sub-mesh (0, 0, 0, 2, 2, 1). 
Definition  8:  The  three  sub-meshes  ) 1 , 1 , 1 , 0 , 0 , 1 ( - - - + - H D W W a , 
) 1 , 1 , 1 , 0 , 1 , 0 ( - - - + - H D W D b , and  ) 1 , 1 , 1 , 1 , 0 , 0 ( - - - + - H D W H g  are automatically 
not  available  for  accommodating  the  base  node  of  a  free  g b a ´ ´   sub-mesh  for 
) ( g b a ´ ´ J , whether the nodes in these sub-meshes are free or not; otherwise the sub-
mesh would grow out of the corresponding mesh boundary plane (rightmost, deepest and 
highest planes) of  ) , , ( H D W M . These three sub-meshes are called automatic prohibited 
regions  of  ) ( g b a ´ ´ J   and  must  always  be  excluded  during  the  sub-mesh  allocation 
process.  
Definition 9: The Right Border Plane (RBP) of a sub-mesh  ) , , , , , ( 2 2 2 1 1 1 z y x z y x S  with 
respect  to  a  job  ) ( g b a ´ ´ J   is  defined  as  the  collection  of  nodes  with  address 
) , , 1 ( 2 z y x ¢ ¢ +  where  2 1 ) 0 , 1 max( y y y £ ¢ £ + - b  and  2 1 ) 0 , 1 max( z z z £ ¢ £ + -g . A RBP of 
sub-mesh S  is a plane located just off the right boundary of S .         
3.3 The Proposed Turning Busy List Allocation Strategy (TBL) 
The  proposed  TBL  allocation  strategy  is  based  on  maintaining  a  list  of  allocated  sub-
meshes; referred hereafter as the busy list. The list is scanned to determine all prohibited 
regions. All prohibited regions that result from the allocated sub-meshes are subtracted from 
each RBP of the allocated sub-meshes to determine the nodes that can be used as base nodes 
for the required sub-mesh size. A job  ) ( g b a ´ ´ J  is allocatable if there exists at least one 
node that does not belong to any of the prohibited regions and the three automatic prohibited 
regions  of  ) ( g b a ´ ´ J .  Figure  3.3  shows  all  possible  cases  for  subtracting  prohibited 
regions from a RBP; please see Appendix B where the figures are provided for each case. Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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The allocated sub-meshes in the busy list are sorted in the decreasing order of the third 
coordinates  of  their  upper  right  corner  node  (i.e.,  end  node);  so  that  the  number  of 
subtraction operations required can be reduced. The algorithm that is used to detect the base 
nodes for any allocation request is formally presented in Figure 3.4, and the new proposed 
allocation algorithm is outlined in Figure 3.5. For the illustration, we assume that there is a 
hypothetical allocated sub-mesh  0 b  with address  ) 1 , 1 , 1 , 0 , 0 , 1 ( - - - - H D  at the head of the 
busy list. The RBP of the hypothetical allocated sub-mesh is the left boundary plane of the 
mesh. A list,  Nodes RBP_  contains a plane if the nodes of the plane are available for 
allocation to the job  ) ( g b a ´ ´ J  selected for execution. 
 
 
 
 
 
 
 
 
3.3.1 ((x< u1)||(x> u2)||( z2< w1)||( z1> w2)||( y2< v1)||( y1> v2))  
In this case the result is RBP itself. 
3.3.2 (u1≤x≤u2)&&(v1≤y1≤v2)&&(v1≤y2≤v2)&&(w1≤z2≤w2)&&(z1<w1) 
RBP (x, y1, z1, x, y2, w1-1) 
3.3.3 (u1≤x≤u2)&&(v1≤y1≤v2) && (y2>v2)&&(w1≤z2≤w2)&&(z1<w1) 
RBP1 (x, y1, z1, x, y2, w1-1); RBP2 (x, v2+1, w1, x, y2, z2) 
3.3.4 (u1≤x≤u2)&&(v1≤y2≤v2)&&(y1<v1)&&(w1≤z2≤w2)&&(z1<w1) 
RBP1 (x, y1, z1, x, y2, w1-1); RBP2 (x, y1, w1, x, v1-1, z2) 
3.3.5 (u1≤x≤u2)&&(v1≤y1≤v2)&&(v1≤y2≤v2)&&(w1≤z1≤w2)&&(z2>w2) 
RBP (x, y1, w2+1, x, y2, z2) 
3.3.6 (u1≤x≤u2)&&(v1≤y1≤v2)&&(y2>v2)&&(w1≤z1≤w2)&&(z2>w2) 
RBP1 (x, v2+1, z1, x, y2, w2); RBP2 (x, y1, w2+1, x, y2, z2) 
3.3.7 (u1≤x≤u2)&&(v1≤y2≤v2)&&(y1<v1)&&(w1≤z1≤w2)&&(z2>w2) 
RBP1 (x, y1, z1, x, v1-1, w2); RBP2 (x, y1, w2+1, x, y2, z2) 
3.3.8 (u1≤x≤u2)&&(v1≤y1≤v2)&&(v1≤y2≤v2)&&(z1<w1)&&(z2>w2) 
RBP1 (x, y1, z1, x, y2, w1-1); RBP2 (x, y1, w2+1, x, y2, z2) 
RBP  Prohibited 
Region 
(u1,v1,w1) 
(u2,v2,w2) 
(x,y1,z1) 
(x,y2,z2) Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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3.3.9 (u1≤x≤u2)&&(v1≤y1≤v2)&&(y2>v2)&&(z1<w1)&&(z2>w2) 
RBP1 (x, y1, z1, x, v2, w1-1); RBP2 (x, v2+1, z1, x, y2, z2); RBP3 (x, y1, w2+1, x, v2, z2) 
3.3.10 (u1≤x≤u2)&&(v1≤y2≤v2)&&(y1<v1)&&(z1<w1)&&(z2>w2) 
RBP1 (x, y1, z1, x, v1-1, z2); RBP2 (x, v1, z1, x, y2, w1-1); RBP3 (x, v1, w2+1, x, y2, z2) 
3.3.11 (u1≤x≤u2)&&(y2>v2)&&(y1<v1)&&(z1<w1)&&(z2>w2) 
RBP1 (x, y1, z1, x, v1-1, z2); RBP2 (x, v2+1, z1, x, y2, z2); RBP3 (x, v1, z1, x, v2, w1-1) 
RBP4 (x, v1, w2+1, x, v2, z2) 
3.3.12 (u1≤x≤u2)&&(y2>v2)&&(y1<v1)&&(z1≥w1)&&(z2≤w2) 
RBP1 (x, y1, z1, x, v1-1, z2); RBP2 (x, v2+1, z1, x, y2, z2) 
3.3.13 (u1≤x≤u2)&&(y2>v2)&&(y1<v1)&&(z1<w1)&&(w1≤ z2≤w2) 
RBP1 (x, y1, z1, x, v1-1, z2); RBP2 (x, v2+1, z1, x, y2, z2); RBP3 (x, v1, z1, x, v2, w1-1) 
3.3.14 (u1≤x≤u2)&&(y2>v2)&&(y1<v1)&&(z2>w2)&&(w1≤ z1≤w2) 
RBP1 (x, y1, z1, x, v1-1, z2); RBP2 (x, v2+1, z1, x, y2, z2); RBP3 (x, v1, w2+1, x, v2, z2) 
3.3.15 (u1≤x≤u2)&&(v1≤y1≤v2) &&(v1≤y2≤v2)&&(w1≤z1≤w2)&&(w1≤z2≤w2) 
No RBP in this case. 
3.3.16 (u1≤x≤u2)&&(v1≤y1≤v2)&&(y2>v2)&&(w1≤z1≤w2)&&(w1≤z2≤w2) 
RBP (x, v2+1, z1, x, y2, z2) 
3.3.17 (u1≤x≤u2)&&(v1≤y2≤v2)&&(y1<v1)&&(w1≤z1≤w2)&&(w1≤z2≤w2) 
RBP (x, y1, z1, x, v1-1, z2) 
 
Figure 3.3: All possible cases for subtracting a prohibited region from a right border 
plane. 
 
Procedure Detect (α, β, γ): 
Begin { 
{Mesh M(W, D, H); incoming job J requests for an α×β×γ free sub-mesh; 
Busy List B = {b0, b1, b2, ….., bm} where b0 is a hypothetical allocated sub-mesh and 
bi,1≤i≤m, are the m already allocated sub-meshes; Both sub-meshes (W–α+1, 0, 0, W–
1,  D–1,  H-1),  (0,  D-β+1,  0,  W–1,  D–1,  H–1),  and  (0,0,H-γ+1,W-1,D-1,H-1)  are 
automatic prohibited regions and automatically not available for accommodating the 
base node of a free α×β×γ sub-mesh for J.} 
Step 1. RBP_Nodes←NULL. 
Step 2. for each allocated sub-mesh bi (x1, y1, z1, x2, y2, z2) from i = 0 to m 
Step 2.1. Construct RBP of bi, denoted as RBPi= (xr, yr1, zr1, xr, yr2, zr2), with respect to 
J(α×β×γ), where xr=x2+1, yr1=max(y1-β+1, 0), zr1=max(z1-γ+1,0), yr2=y2 and zr2=z2. 
Step 2.2. if RBPi is within any automatic prohibited region then goto Step2. 
Step 2.3. for each allocated sub-mesh bj (x1, y1, z1, x2, y2, z2) from j = 1 to m 
 
Construct prohibited region of J with respect to bj, denoted as Pj = (xp1, yp1, 
zp1, xp2, yp2, zp2) where xp1=max(x1-α+1, 0), yp1=max(y1-β+1, 0), zp1=max(z1-
γ+1, 0), xp2=x2, yp2=y2 and zp2=z2. Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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Subtract Pj from RBPi as follows: 
Determine  the  case  to  which  the  subtraction  belongs  by  comparing  the 
coordinates of RBPi and Pj as shown in Figure 3.3. 
Switch (subtraction case) 
{ 
case (1): if (zr1> zp2) then 
begin 
add the RBP in Figure 3.3.1 to RBP_Nodes. 
goto Step 2. 
end 
break. 
case (2): adjust RBPi as shown in Figure 3.3.2; break. 
case (3): adjust RBPi as shown in Figure 3.3.3; break.  
case (4): adjust RBPi as shown in Figure 3.3.4; break. 
case (5): add the whole RBP in Figure 3.3.5 to RBP_Nodes; goto Step 2. 
case (6): add RBP(x, y1, w2+1, x, y2, z2) in Figure 3.3.6 to RBP_Nodes 
adjust RBPi as shown in Figure 3.3.6; break. 
case (7): add RBP(x, y1, w2+1, x, y2, z2) in Figure 3.3.7 to RBP_Nodes  
adjust RBPi as shown in Figure 3.3.7; break. 
case (8): add RBP(x, y1, w2+1, x, y2, z2) in Figure 3.3.8 to RBP_Nodes 
 adjust RBPi as shown in Figure 3.3.8; break.  
case (9): add RBP(x, y1, w2+1, x, v2, z2) in Figure 3.3.9 to RBP_Nodes 
adjust RBPi as shown in Figure 3.3.9; break. 
case (10): add RBP(x, v1, w2+1, x, y2, z2) in Figure 3.3.10 to RBP_Nodes 
adjust RBPi as shown in Figure 3.3.10; break.  
case (11): add RBP(x, v1, w2+1, x, v2, z2) in Figure 3.3.11 to RBP_Nodes 
adjust RBPi as shown in Figure 3.3.11; break. 
case (12): adjust RBPi as shown in Figure 3.3.12; break.  
case (13): adjust RBPi as shown in Figure 3.3.13; break. 
case (14): add RBP(x, v1, w2+1, x, v2, z2) in Figure 3.3.14 to RBP_Nodes 
adjust RBPi as shown in Figure 3.3.14; break.  
case (15): go to Step 2. 
case (16): adjust RBPi as shown in Figure 3.3.16; break.  
case (17): adjust RBPi as shown in Figure 3.3.17; break. 
} 
goto Step 2.3. 
TBL_Allocate(RBP_Nodes, α, β, γ) 
} End. 
 
Figure  3.4:  Outline  of  the  Detect Procedure in the proposed Contiguous Allocation 
Strategy. Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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Procedure TBL_Allocate (RBP_Nodes, α, β, γ): 
Begin { 
int botx, boty, botz; 
botx=RBP_Nodes.botx;  
boty=RBP_Nodes.boty; 
botz=RBP_Nodes.botz; 
 
Add the sub-mesh represented by the address (botx, boty, botz, botx + α -1, boty + β – 1, 
botz + γ – 1) to the busy list by setting sub-mesh’s ID to the job ID. 
}End.
 
Figure 3.5: Outline of the proposed Contiguous Allocation Strategy 
Example:  
To show the operation of the our allocation algorithm let us consider an example where we 
assume the mesh is free, and three allocation requests for the sub-meshes 2 × 4 × 4, 2 × 1 × 
2 and 1 × 2 × 1 arrive in this order. Figure 3.6 illustrates the states of the processors of a 4 × 
4 × 4 mesh. The request 2 × 4 × 4 is allocated the sub-mesh (0, 0, 0, 1, 3, 3), then the 
allocation algorithm is invoked for the 2 × 1 × 2 request. The busy list contains the allocated 
sub-meshes  0 b :(-1, 0, 0, -1, 3, 3) and  1 b :(0, 0, 0, 1, 3, 3), and the first RBP (RBP for the 
hypothetical allocated sub-mesh  0 b ) is calculated for this request, resulting in (0, 0, 0, 0, 3, 
3). The automatic prohibited regions (3, 0, 0, 3, 3, 3), (0, 4, 0, 3, 3, 3), and (0, 0, 3, 3, 3, 3), 
with respect to the second allocation request, are subtracted from the first RBP, resulting in 
the plane (0, 0, 0, 0, 3, 2). Then the prohibited region of the allocated sub-mesh  1 b :(0, 0, 0, 
1, 3, 3) with respect to the second allocation request is calculated, resulting in the (0, 0, 0, 1, 
3, 3) prohibited region, which when subtracted from the plane (0, 0, 0, 0, 3, 2) results in the 
NILL value, implying that no node is available for the job request up to this point. Then, the 
RBP of the allocated sub-mesh  1 b :(0, 0, 0, 1, 3, 3) is calculated, resulting in (2, 0, 0, 2, 3, 3). 
Again the automatic prohibited regions with respect to the second allocation request are Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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Figure 3.6: Allocation Example 
subtracted from this new RBP, resulting in (2, 0, 0, 2, 3, 2), and the subtraction of the 
prohibited region of the allocated sub-mesh  1 b  from (2, 0, 0, 2, 3, 2) results in (2, 0, 0, 2, 3, 
2). Now, any node on the plane (2, 0, 0, 2, 3, 2) can be used as base node for the second 
allocation request. In this example, (2, 0, 0, 2, 0, 0) is used as base node for the second 
request  and  the  sub-mesh  (2,  0,  0,  3,  0,  1)  is  allocated  to  this request, resulting in the 
following busy list: { 0 b :(-1, 0, 0, -1, 3, 3),  1 b :(0, 0, 0, 1, 3, 3),  2 b :(2, 0, 0, 3, 0, 1)}. The 
same procedure is repeated for the third request, and the sub-meshes allocated to the three 
requests are denoted by the black circles, shaded circles and dotted circles, respectively. 
In  the  de-allocation  operation,  an  allocated  sub-mesh  is  de-allocated  by  removing  its 
corresponding  entry  from  the  busy  list.  The  operation  of  the  de-allocation  algorithm  is 
presented in Figure 3.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                                                                              
 
 Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
Connected Multicomputers  59 
 
 
Procedure TBL_De-allocate (): 
Begin  
{ 
jid = id of the departing job; 
for all elements in the busy list 
if (element’s id = jid) 
remove the element from the busy list 
} End. 
 
Figure 3.7: Outline of the proposed de-allocation algorithm 
3.4 Performance Evaluation 
In  this  section,  the  results  from  simulations  that  have  been  carried  out  to  evaluate  the 
performance of the proposed allocation algorithm are presented and compared against those 
of the existing strategies First Fit (FF) and Turning First Fit (TFF) [34]. According to [31, 
34, 94, 99], the FF strategy allocates an incoming job to the first available sub-mesh that is 
found but it does not permit the orientation of the allocation request. It has been revealed in 
[34] that the TFF strategy improves the performance by considering all orientations of the 
request when needed. It is worth noting that switching request orientation has been used in 
[31, 34, 94]. FF and TFF strategies have been selected because they have been shown in [34] 
to perform well compared to other existing strategies. The FF and TFF strategies have been 
discussed in detail in Chapter 2 (please see Section 2.2.1). 
3.4.1 Simulation Results 
Extensive simulation experiments have been carried out for various system loads and system 
sizes to compare the performance of the proposed allocation strategy against well-known FF 
contiguous allocation strategy [34], with and without change of request orientation. We have 
implemented the proposed allocation and de-allocation algorithms, including the busy list Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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routines, in the C language, and integrated the software into ProcSimity; simulation tool that 
is widely used for processor allocation and job scheduling in parallel systems [50, 66]. 
The target mesh is a cube with width W , depth  D and height  H . Jobs are assumed to have 
exponential inter-arrival times. They are served on First-Come-First-Served (FCFS) basis to 
preserve fairness [33, 51, 52, 93]. We limit ourselves to FCFS scheduling because our main 
purpose here is to compare the allocation strategies. The execution times are assumed to be 
exponentially distributed with a mean of one time unit [6, 11, 33, 34, 74, 78, 85]. The time 
units are simulation time units, measured by floating point numbers, NOT hours, minutes, or 
seconds  [66],  where  the  numbers  generated  by  the  simulator,  for  some  of  the  system 
parameters such as jobs’ execution times, are real numbers. Two distributions are used to 
generate the width, depth and height of job requests. The first is the uniform distribution 
over the range from 1 to the mesh side length, where the width, depth and height of the job 
requests are generated independently. The second is the exponential distribution, where the 
width, depth and height of the job requests are exponentially distributed with a mean of half 
the side length of the entire mesh; the width, depth, and height of the job requests are 
rounded to the integer values using floor function and bounded by the dimensions of the 
mesh. The exponential distribution represents the case where most jobs are small relative to 
the size of the mesh system. These distributions have often been used in the literature [9, 11, 
20, 27, 33, 34, 38, 51, 52, 77, 85, 94, 99]. Simulation parameters are illustrated in Table 3.1. 
It is worth noting that most of the values of these parameters have been adopted in the 
literature [9, 11, 20, 27, 33, 34, 38, 51, 52, 77, 85, 94, 99].  
Table 3.1: The System Parameters Used in the Simulation Experiments  
Simulator Parameter  Values 
Dimensions of the Mesh Architecture  8 × 8 × 8, 10 × 10 × 10, and 12 × 12 × 12 Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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Allocation Strategy  TBL, BL, TFF, and FF 
Scheduling Strategy  FCFS 
Job Size Distribution 
Uniform:  Job  widths,  depths,  and  heights 
are  uniformly  distributed  over  the  range 
from 1 to the mesh side lengths. 
Exponential: Job widths, depths, and heights 
are exponentially distributed with a mean of 
half the side length of the entire mesh. 
Execution Time Distribution  Exponential with a mean of one time unit. 
Inter-arrival Time 
Exponential  with  different  values  for  the 
mean. The values are determined through 
experimentation with the simulator, ranged 
from lower values to higher values.  
Number of Runs 
The  number  of  runs  should  be  enough  so 
that  the  confidence  level  is  95%  that 
relative errors are below 5% of the means. 
The number of runs ranged from dozens to 
thousands. 
Number of Jobs per Run  1000 
Each simulation run consists of 1000 completed jobs. Simulation results are averaged over 
enough independent runs so that the confidence level is 95% that relative errors are below 
5% of the means [7]. The method used to calculate confidence intervals is called batch 
means analysis [4, 66]. In batch means method, a long run is divided into a set of fixed size 
batches, computing a separate sample mean for each batch, and using these batches means to 
compute the grand mean and the confidence interval. In our simulation experiments, the 
grand  means  are  obtained  along  with  several  values,  including  confidence  interval  and 
relative errors as shown in Table 3.2, which outlines the results depicted in Figure 3.8 for 
the load 5.8 jobs/time unit. However, as in existing studies [9, 11, 20, 27, 33, 34, 38, 51, 52, 
77, 85, 94, 99], only the grand mean is shown in our figures. In most cases the error bars 
have been found to be quite small; the error bars have not been included in all the figures for Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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the sake of clarity and tidiness. 
The main performance parameters observed are the average turnaround time of jobs, mean 
system utilisation and average allocation overhead. The turnaround time is the time that a 
parallel job spends in the mesh from arrival to departure. The utilisation is the percentage of 
processors that are utilized over time. The allocation overhead is the time that the allocation 
algorithm takes for allocation and de-allocation operations per job (i.e., It is the time a job at 
the  head  of  the  waiting  queue  takes  to  be  allocated  and  de-allocated).  The  allocation 
overhead that is incurred for detecting the availability of a free sub-mesh for an incoming 
job request and de-allocating it is the realistic time. We recognize that these results are 
implementation dependent, but the trends shown by the results help to indicate the main 
features of the strategies. The important independent variable in the simulation is the system 
load. It is defined as the inverse of the mean inter-arrival time of jobs. Its range of values 
from low to heavy loads has been determined through experimentation with the simulator 
allowing each allocation strategy to reach its upper limits of utilisation. In the figures that 
are presented below, the x-axis represents the system load while the y-axis represents results 
of the performance metric of interest. 
Table 3.2: The mean (i.e., mean turnaround time of job), 95% confidence interval, and 
relative error for the results shown in Figure 3.8 for the load 5.8 jobs/time unit 
Algorithm  TBL  TFF  BL  FF 
95% Confidence 
Interval  [95.87-97.28]  [95.58-97.59]  [158.85-160.06]  [156.03-158.43] 
Mean (time unit)  96.580111  96.586394  159.457505  157.225758 
Relative Error  0.007  0.01  0.004  0.008 
Turnaround Time: 
In Figures 3.8 and 3.9, the average turnaround time of jobs is plotted against the system load 
for both job size distributions considered in this research. It can be seen in the figures that Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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the strategies with rotation (TBL and TFF) have almost identical performance, and that they 
are superior to all other strategies. They are followed, in order, by the strategies BL and FF 
respectively. When compared to TBL and TFF in Figure 3.8, for example, BL increases the 
average turnaround times by about 160% and 65% for the loads 3.4 and 5.8 jobs/time unit, 
respectively. In Figure 3.9, the increases are by about 1017% and 143% for the loads 5.8 and 
12.2  jobs/time  unit,  respectively.  It  can  also  be  seen  in  the  figures  that  the  average 
turnaround times of the strategies that depend on a list of allocated sub-meshes for both 
allocation and de-allocation (as in TBL and BL) is very close to that of the strategies that 
depend on the number of processors in the mesh system ( as in TFF and FF). For example, 
the average turnaround time of TBL is close to that of TFF and the average turnaround time 
of BL is close to that of FF. As has been reported above, the average turnaround time of the 
strategies  with  rotation  (as  in  TBL  and  TFF)  is  substantially  superior  to  the  strategies 
without rotation (as in BL and FF) because it is highly likely that a suitable contiguous sub-
mesh is available for allocation to a job when request rotation is allowed. Experiments that 
use large mesh system sizes (10 × 10 × 10 and 12 × 12 × 12) have been also conducted. 
Their results lead to the same conclusion about the relative performance of the allocation 
strategies (please see Section 3.4.1.1). 
Utilisation: 
In Figures 3.10 and 3.11, the mean system utilisation of the contiguous allocation strategies 
is plotted against the system loads for the uniform and exponential job size distributions. 
The results reveal that switching request orientation improves performance substantially. 
This is indicated by the largely superior mean system utilisation of the allocation strategies 
that can switch the orientation of allocation requests (as in TBL and TFF) when they are 
compared to the allocation strategies without rotation (as in BL and FF). The allocation 
strategies TBL and TFF have comparable performance, and they are superior to the BL and Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
Connected Multicomputers  64 
 
FF allocation strategies. This is because the rotation of the allocation request increases the 
probability of its allocation, which in turn improves system utilization. For both job size 
distributions, the allocation strategies with rotation TBL and TFF achieve system utilisation 
of  47%  under  the  exponential  distribution  and  49%  under  uniform  distribution,  but  the 
allocation  strategies  without  rotation  BL  and  FF  cannot  exceed  37%  utilisation.  Higher 
system utilisation is achievable under heavy loads because the waiting queue is filled very 
early, allowing each allocation strategy to reach its upper limits of utilisation. 
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TBL, TFF) and the exponential side lengths distribution in an 8 × 8 × 8 mesh. 
 
Number of Allocated Sub-meshes (m): 
In Figures 3.12~3.15, the average number of allocated sub-meshes (m) in the strategies that 
depend on a list of allocated sub-meshes for both allocation and de-allocation (TBL and BL) 
is plotted against the system load. Different mesh sizes (8 × 8 × 8, 10 × 10 × 10, and 12 × 12 
×  12)  are  considered  under  both  the  uniform  and exponential job size distributions. As 
expected,  the  average  number  of  allocated  sub-meshes  is  largest  when  the  side  lengths 
follow the exponential distribution. This is because the average sizes of jobs are smallest in 
this case. Moreover, the average number of allocated sub-meshes is lower than the number Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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of processors in the mesh system (n) for both job size distributions. It can be seen in the 
figures that  m is often less sensitive with  n. It can also be noticed that the average number 
of allocated sub-meshes for the strategy that use the rotation of the allocation request TBL is 
a  little  bit  higher  than  that  of  the  BL  strategy  which  does  not  use  the  rotation  of  the 
allocation request. This is because it is highly likely that a suitable contiguous sub-mesh is 
available  for  allocation  to  a  job  when  the  request  orientation  is  allowed, which in turn 
increases the number of allocated sub-meshes in the busy list. In Figures 3.12 and 3.13, for 
example, the average number of allocated sub-meshes of BL for all mesh sizes is 74% of 
that of TBL when the job arrival rate is 5.8 jobs/time unit.  
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Figure 3.15: Average number of allocated sub-meshes (m) in BL and the exponential 
side lengths distribution in 8 × 8 × 8, 10 × 10 × 10, and 12 × 12 × 12 meshes. 
 
Allocation Overhead (Allocation and De-allocation Time): 
Before presenting the simulation results, let us first carry out a simple analysis of the time 
required for the allocation and de-allocation operations in the new TBL strategy. To do so, 
we  need  to  examine  the  algorithm  outlined  in  Figure  3.4  above.  The  RBP  construction 
operation in Steps 2 and 2.1 of this algorithm requires  ) (m O  time, where  m  is the number 
of allocated sub-meshes. Subtracting a prohibited region from a RBP takes  ) 1 ( O  time. As 
there are at most four RBP’s and  m  prohibited regions, subtracting  m  prohibited regions 
from a RBP in step 2.3 of the algorithm takes  ) (m O  time. In total, the allocation operation 
takes  ) ( 2 m O  time since there are  m ´ 4  RBP’s and m  prohibited regions to be considered. Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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Typically, the average values of  m  are less sensitive with  n, where  n is the number of 
processors  in  the  mesh,  as  has  been  seen  in  the  simulation  results  above  in  Figures 
3.12~3.15. The de-allocation operation requires  m  iterations to remove the allocated sub-
mesh  from  the  busy  list.  Therefore,  the  de-allocation  operation  takes  ) (m O   time.  TBL 
maintains a busy list of  m  allocated sub-meshes. Thus, the space requirement of the TBL 
allocation strategy is  ) (m O . The space incurred by this strategy is small compared to the 
improvement  in  performance  in  terms  of  allocation  overhead,  as  we  will  see  in  the 
simulation results. 
As previously reported in Chapter 2, Section 2.5, the current version of ProcSimity ignores 
the  overhead  of  allocation  and  de-allocation  (i.e.,  the  time  that  the  allocation  and  de-
allocation operations take per job). To compare the allocation strategies in terms of the 
allocation  overhead  associated  with  the  allocation  and  de-allocation  operations,  we 
measured the average actual time taken by these operations on a Pentium machine running 
under Windows XP. The clock cycle of the machine is 3 GHz and the RAM size is 504 MB. 
The  per-job  average  allocation  overhead  was  computed  in  milliseconds  over  enough 
independent runs so that the confidence level is 95% that relative errors are below 5% of the 
mean.  
In the remainder of this section, Figures 3.16~3.21 depict the average allocation overhead 
for the allocation strategies against the job arrival rate for different mesh sizes (8 × 8 × 8, 10 
× 10 × 10, and 12 × 12 × 12), when request side lengths follow the uniform and exponential 
distributions. We observe that the strategies that depend on the busy list for both allocation 
and de-allocation (TBL, BL) have much smaller allocation overhead than the strategies that 
depend on the number of processors in the mesh system (TFF, FF). In Figure 3.16, for 
example, the allocation overhead of TBL strategy is 4% of that in TFF strategy under the job 
arrival rate 4.6 jobs/time unit. It can also be seen in the figures that the allocation overhead Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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for the strategies with rotation is higher than that of the strategies without rotation because 
in the worst case, the allocation process, in the strategies with rotation, is repeated for all 
possible permutations (6 permutations) of the job request while this process is repeated only 
one time for the other strategies.  
The allocation overhead for the allocation strategies that depend on the list of allocated sub-
meshes  (TBL,  BL)  is  little  affected  by  changes  in  the  system  loads  in  our  considered 
scenarios. This is because the average number of allocated sub-meshes in the busy list for 
these allocation strategies is much lower than the number of processors in the mesh system. 
In Figure 3.12 above, for example, the average number of allocated sub-meshes in the busy 
list varied from 1.09 to 2.76 from low to heavy loads. The allocation strategies, TBL and 
BL, depend on this small number of allocated sub-meshes in the busy list for both allocation 
and  de-allocation.  Consequently,  the  time  needed  for  both  allocation  and  de-allocation 
operations, for the allocation strategies that depend on a list of allocated sub-meshes, is little 
affected by changes in the system loads. 
The  average  size  of  a  requested  sub-mesh  is  relatively  small  when  the  exponential 
distribution is used for generating job side lengths. Therefore, the number of allocated sub-
meshes  is  larger  in  this  case,  meaning  that  the  allocation  choices  are  more  numerous. 
Consequently, the allocation overhead of the strategies that depend on the busy list is largest 
when the side lengths follow the exponential distribution. Also and as shown in Figures 
3.18~3.21, when the number of processors increases the allocation overhead increases for 
the allocation strategies that depend on the number of processors in the mesh system while it 
does not increase for the strategies that depend on a list of allocated sub-meshes. In Figures 
3.16 and 3.20, for example, the allocation overhead of the TFF strategy for an 8 × 8 × 8 
mesh system size is 11% of that in TFF for a 12 × 12 × 12 mesh system size under the job 
arrival rate 5.8 jobs/time unit. Moreover, the results reveal that the difference in allocation Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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overhead  gets  more  noticeable  as  the  system  load  increases.  Thus,  the  strategies  which 
depend on a list of allocated sub-meshes are more effective than the strategies that depend 
on the size of the mesh system.  
-0.1
0.1
0.3
0.5
0.7
0.9
1.1
0.2 0.6 1 1.4 1.8 2.2 2.6 3 3.4 3.8 4.2 4.6 5 5.4 5.8
A
v
e
r
a
g
e
 
A
l
l
o
c
a
t
i
o
n
 
O
v
e
r
h
e
a
d
 
(
m
s
e
c
)
Load (jobs/time unit)
TBL
TFF
BL
FF
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Figure 3.17: Average allocation overhead for the allocation strategies (TBL, TFF, BL, 
and FF) and exponential side lengths distribution in an 8 × 8 × 8 mesh. 
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Figure 3.19: Average allocation overhead for the allocation strategies (TBL, TFF, BL, 
and FF) and exponential side lengths distribution in a 10 × 10 × 10 mesh. 
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Figure 3.20: Average allocation overhead for the allocation strategies (TBL, TFF, BL, 
and FF) and uniform side lengths distribution in a 12 × 12 × 12 mesh. 
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Figure 3.21: Average allocation overhead for the allocation strategies (TBL, TFF, BL, 
and FF) and exponential side lengths distribution in a 12 × 12 × 12 mesh. 
 
3.4.1.1 Performance Impact of Mesh System Size 
In this section, we investigate the effect of the size of the mesh system on the performance 
of the allocation strategies considered in this chapter in terms of average turnaround time of Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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jobs. Figures 3.22 and 3.23 plot the average turnaround time of jobs against the size of the 
mesh system, assuming a heavy system load of 5.8 and 12.2 jobs/time unit for the uniform 
and  exponential  side  lengths  distribution,  respectively.  The  results  show  that  the 
performance of the allocation strategies is little affected by changes in the system size in our 
considered scenarios. In Figure 3.22, for example, the average turnaround time of the TBL 
strategy for a 12 × 12 × 12 mesh system size is 93% of that of the TBL strategy for an 8 × 8 
× 8 mesh system size. Moreover, the allocation strategies that use the orientation of the 
allocation request perform much better than the allocation strategies that do not use the 
orientation of the allocation request regardless of the mesh system size. For instance, Figure 
3.23 shows that the average turnaround time of the TBL strategy is 44% of that of the BL 
strategy for a 12 × 12 × 12 mesh system size.  
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Figure 3.22: Average turnaround time vs. size of the mesh system for the contiguous 
allocation strategies (BL, FF, TBL, TFF) and the uniform side lengths distribution. 
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Figure 3.23: Average turnaround time vs. size of the mesh system for the contiguous 
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3.5 Conclusions 
While  the  existing  contiguous  allocation  strategies  for  the  3D  mesh-connected 
multicomputers achieve complete sub-mesh recognition capability but with a high allocation 
overhead, this chapter has suggested an efficient contiguous allocation strategy, referred to 
as the Turning Busy List strategy (TBL for short), which can overcome the limitations of the 
existing strategies. The performance of the new strategy has been compared against that of 
the existing contiguous allocation strategies which have been suggested for the 3D mesh-
connected multicomputers. Simulation results have shown that the performance of the TBL 
proposed allocation strategy is at least as good as that of the previously promising proposed 
strategies in terms of average turnaround time and mean system utilisation. Moreover, the 
allocation overhead of the TBL strategy is much lower than that of the existing strategies. 
The scenarios that have been examined in our simulation experiments have also revealed 
that system performance is affected only a little by a change in the network size. 
The performance impact of the switching of request orientations has been also evaluated. 
The  results  have  revealed  that  in  general  the  rotation  of  the  job  request  improves  the 
performance of the contiguous allocation strategies. Moreover, TBL can be efficient because 
it is implemented using a busy list approach. This approach can be expected to be efficient 
in practice because when the mesh system size increases the requirement of applications in 
terms of the number of requested processors often increases and in such a case our algorithm 
is expected to exhibit competitive performance levels. 
The subsequent chapter will describe a new non-contiguous allocation algorithm for the 2D 
mesh-connected  multicomputers  which  can  exhibit  better  performance  in  terms  of  the 
turnaround time than the previous non-contiguous allocation strategies in most of the cases Chapter 3: Turning Busy List (TBL): A New Contiguous Allocation Algorithm for Mesh-
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considered. Moreover, in the presence of high message contention due to heavy network 
traffic, the proposed strategy exhibits superior performance over the previous contiguous 
and non-contiguous allocation strategies; in particular, it exhibits high system utilisation as 
it manages to eliminate both internal and external processor fragmentation. Chapter 4 
Greedy Available Busy List (GABL): A New 
Non-contiguous  Allocation  Algorithm  for 
Mesh-Connected Multicomputers 
4.1 Introduction 
Most allocation strategies [9, 27, 28, 33, 34, 38, 41, 48, 52, 65, 74, 75, 99] suggested for 
mesh-connected multicomputers are based on contiguous allocation, where the processors 
allocated to a parallel job are physically contiguous and have the same topology as that of 
the interconnection network of the multicomputer. Contiguous allocation strategies often 
result in high processor fragmentation, leading to a degradation in system performance in 
terms of average turnaround time of jobs and mean system utilisation, as has been shown in 
[99] (please refer to Section 2.1 in Chapter 2 for the definition of processor fragmentation).  
The main goal of a processor allocation strategy is to reduce the job turnaround time and at 
the same time maximize the system utilisation by alleviating the processor fragmentation 
problem. Several studies have attempted to reduce processor fragmentation [18, 24, 28, 35, 
51, 77, 81, 85]. One of the suggested solutions is to adopt non-contiguous allocation [18, 24, Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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49, 72, 85]. In non-contiguous allocation, a job can execute on multiple disjoint smaller sub-
networks rather than always waiting until a single sub-network of the requested size and 
shape is available. Although non-contiguous allocation increases message contention in the 
network, lifting the contiguity condition is expected to reduce processor fragmentation and 
increase processor utilisation [18, 72, 85]. It is the introduction of wormhole routing [2, 11, 
83]  that  has  lead  researchers  to  consider  non-contiguous  allocation  on  multicomputer 
networks with a long communication distances, such as the 2D mesh [2, 18, 49, 77, 85]. This 
is  due  to  the  fact  that  one  of  main  advantages  of  wormhole  routing  over  earlier 
communication schemes, e.g., store-and-forward, is that message latency is less dependent 
on the message distance.  
Most existing research studies have been conducted in the context of contiguous allocation 
[9, 27, 28, 33, 38, 48, 65, 81, 99]. There has been comparatively very little work on non-
contiguous  allocation.  Whereas  contiguous  allocation  eliminates  contention  among  the 
messages of concurrently executing jobs, non-contiguous allocation can eliminate processor 
fragmentation that contiguous allocation suffers from. Furthermore, most existing research 
on contiguous and non-contiguous allocation has been carried out in the context of the 2D 
mesh [9, 18, 27, 28, 33, 35, 38, 48, 49, 51, 65, 77, 81, 85, 99]. The mesh network has been 
used as the underlying network in a number of practical and experimental parallel machines, 
such as the iWARP [15], IBM BlueGene/L [10, 55, 98], Cplant [84], and Delta Touchstone 
[40].  Examples  of  current  generation  mesh-connected  systems  that  use  non-contiguous 
allocation are the Cplant [84] and Cray XT3 [19, 60]. 
The existing non-contiguous allocation strategies suggested for the 2D mesh suffer from 
several problems that include internal fragmentation, external fragmentation, and message 
contention inside the network [18, 24, 49, 84, 85]. Also, the allocation for job requests is not Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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based  on  free  contiguous  sub-meshes  [18,  85].  Instead,  it  is  often  based  on  artificial 
predefined geometric or arithmetic patterns [18, 85]. For example, in the study of [18], 
ANCA  subdivides  job  requests  into  two  equal  parts.  The  subparts  are  successively 
subdivided in a similar fashion if allocation fails for any of them. In the study of [85], MBS 
strategy bases partitioning on a base-4 representation of the number of processors requested, 
and partitioning in Paging [85] is based on the characteristics of the page, which is globally 
predefined independently from the request. Hence these strategies may fail to allocate an 
available large sub-mesh and which in turn can cause degradation in system performance in 
terms of turnaround times [18, 72, 85]. 
Motivated by the above observations, this chapter makes the following contributions. We 
describe a new non-contiguous allocation strategy, referred to here as Greedy Available 
Busy List (GABL for short), for the 2D mesh, and compare its performance properties using 
detailed  simulations  against  those  of  the  previous  non-contiguous  allocation  strategies 
Paging(0) and Multiple Buddy Strategy (MBS) [85]. These two strategies have been selected 
because they have been shown to perform well in [85]. The MBS and Paging(0) have been 
discussed in detail in Chapter 2 (please see Section 2.2.2). To show the superiority of non-
contiguous  allocation  against  contiguous  allocation  with  respect  to  fragmentation,  the 
GABL strategy is compared against the contiguous First Fit strategy (FF) [99] as this has 
been used in previous related studies [18, 85].  
This  chapter  also  conducts  a  performance  evaluation  of  the  non-contiguous  allocation 
strategies in terms of overall performance parameters such as the average turnaround time, 
average  waiting  time,  and  mean  system  utilisation.  Furthermore,  the  contention  in  the 
network that results from the communication among allocated processors has been measured 
using  two  metrics.  These  are  the  contiguous  ratio  and  average  blocks  per  job.  The Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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contiguous ratio measures the ratio of jobs that allocated contiguously. The average blocks 
per  job  is  defined  as  the  average  number  of  non-contiguous  blocks  allocated  to  a  job. 
Message contention decreases when the number of blocks allocated to a job deceases. This 
study  is  the  first  to  examine  the  non-contiguous  allocation  based  on  the  sub-meshes 
available for allocation. The results show that the proposed strategy has lower turnaround 
times  than  the  previous  non-contiguous  allocation  strategies  of  [85].  When  message 
contention increases inside the network, the proposed strategy exhibits superior performance 
in terms of job turnaround times over the previous contiguous and non-contiguous allocation 
strategies. Furthermore, the proposed strategy exhibits high system utilisation as it manages 
to eliminate both internal and external fragmentation. 
The remainder of the chapter is organized as follows. Section 4.2 describes our proposed 
non-contiguous allocation strategy. Section 4.3 compares the performance of the contiguous 
and non-contiguous allocation strategies. Finally, Section 4.4 concludes this chapter. 
4.2 The Proposed Greedy Available Busy List Allocation Strategy (GABL) 
The target system is a 2D mesh-connected multicomputer, referred to as  ) , ( L W M , where 
W  is the width of the mesh, and  L is its length (for the sake of conciseness please refer to 
the description of 3D mesh in Section 3.2 in Chapter 3, as the adaptation of the description 
to the 2D mesh is straightforward).  
The GABL strategy partitions requests based on the sub-meshes available for allocation. A 
major goal of the partitioning process is to maintain a high degree of contiguity among the 
processors allocated to a given parallel job. Furthermore, the GABL strategy combines the 
desirable features of both contiguous and non-contiguous allocation strategies. For example, 
the  desirable  features  of  any  ideal  contiguous  allocation  strategy  are  to  eliminate  the Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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communication  overhead  among  processors  allocated  to  a  parallel  job  and  to  achieve 
complete  sub-mesh  recognition  capability  with  low  allocation  overhead.  The  desirable 
feature  of  an  ideal  non-contiguous  allocation  strategy  is  to  alleviate  communication 
overhead among processors allocated to a job by maintaining a degree of contiguity between 
them. Moreover, GABL is general enough in that it could be applied to either the 2D or 3D 
mesh. However, for the sake of the present discussion, the new non-contiguous allocation 
strategy is adapted for the 2D mesh in order to compare its performance against that of the 
existing non-contiguous allocation strategies suggested for the 2D mesh; it is worth pointing 
out that there has been hardly any non-contiguous strategy which has been suggested for the 
3D mesh network.  
In implementing GABL, we exploit an efficient approach, the Turning Busy List (TBL) 
approach  described  in  Chapter  3,  for  the  detection  of  such  available  sub-meshes.  As 
previously discussed in Chapter 3, the basic idea of TBL is to maintain a list of the allocated 
sub-meshes.  The  list  is  used  to  determine  all  prohibited  regions,  which  are  sub-meshes 
consisting of the nodes that cannot serve as base nodes for the requested sub-mesh. The 
prohibited  regions  are  then  subtracted  from  the  right  border  lines  of  the  allocated  sub-
meshes so as to locate nodes that could be used as base nodes for the required sub-mesh. 
The TBL algorithm in Chapter 3 builds the busy list in order to detect the free sub-meshes in 
the target mesh. The detection of available sub-meshes and the allocation process for 2D 
mesh are implemented by the algorithms illustrated in Figures 4.1 and 4.2 respectively.  
 
Procedure Detect (α, β): 
Begin { 
 {Mesh M(W, L); incoming job J requests for an α×β free sub-mesh; 
Busy list B = {b0, b1, b2, ….., bm} where b0 is a hypothetical allocated sub-mesh 
and bi, 1≤i≤m, are the m already allocated sub-meshes; Both sub-meshes (W-α+1, 
0,  W-1,  L-1)  and  (0,  L-β+1,  W-1,  L-1)  are  automatic  prohibited  regions  and Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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automatically not available for accommodating the base node of a free α×β sub-
mesh for J.} 
 Step 1. RBL_Nodes←NULL. 
 Step 2. for each allocated sub-mesh bi(x1, y1, x2, y2) from i = 0 to m 
Step 2.1. Construct RBL of bi, denoted as RBLi= (xr, yr1, xr, yr2), with respect to 
J where xr=x2+1, yr1=max(y1-β+1, 0), and yr2=y2. 
Step 2.2. if RBLi is within an automatic prohibited region then goto Step 2. 
Step 2.3. for each allocated sub-mesh bj (x1,y1,x2,y2) from j = 1 to m 
Construct prohibited region of J with respect to bj, denoted as Pj = (xp1, 
yp1,xp2,yp2) where  xp1=max(x1-α+1,  0),  yp1=max(y1-β+1,  0),  xp2=x2, 
and yp2=y2. 
subtract Pj from RBLi as follows: 
Determine  the  case  to  which  the  subtraction  belongs  by  comparing  the 
coordinates of RBLi and Pj as the following: 
1. ((xr < xp1) ׀׀ (xr > xp2) ׀׀ (yr2< yp1) ׀׀ (yr1> yp2)). 
2. ((xr >= xp1) && (xr <= xp2) && (yr2>= yp1) && (yr2<= yp2) && (yr1< yp1)) 
3. ((xr >= xp1) && (xr <= xp2) && (yr1>= yp1) && (yr1<= yp2) && (yr2> yp2)) 
4. ((xr >= xp1) && (xr <= xp2) && (yr1< yp1) && (yr2> yp2)) 
5. ((xr >= xp1) && (xr <= xp2) && (yr1>= yp1) && (yr2<= yp2)) 
 Switch (subtraction case) 
{ 
case (1): if (yr1> yp2) then 
begin 
add the whole RBLi to RBL_Nodes. 
goto Step 2. 
end 
break. 
case (2): adjust RBLi such that yr2← yp1-1. 
break. 
case (3): add line segment (xr, yp2+1,xr,yr2) to RBL_Nodes. 
goto Step 2. 
case (4): add line segment (xr, yp2+1,xr,yr2) to RBL_Nodes. 
adjust RBLi such that yr2← yp1-1. 
break. 
case (5): goto Step 2. 
 } 
 goto Step 2.3. 
 
 TBL_Allocate(RBL_Nodes, α, β) 
} End. 
 
Figure 4.1: Outline of the Detect Procedure in TBL Contiguous Allocation Strategy for 
2D Mesh 
 
Procedure TBL_Allocate (RBL_Nodes, α, β): 
Begin { 
 int botx, boty; 
 botx=RBL_Nodes.botx; 
 boty=RBL_Nodes.boty; Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Add the sub-mesh represented by the address (botx, boty, botx + α -1, boty + β – 1) 
to the busy list by setting sub-mesh’s ID to the job ID. 
} End. 
 
Figure 4.2: Outline of the TBL Contiguous Allocation Strategy for 2D Mesh 
To explain how the detection of the available sub-meshes and the allocation process on the 
2D mesh works; consider the example of Figure 4.3 in which a 6 × 6 mesh is illustrated. 
There are 4 allocated sub-meshes in this example. These allocated sub-meshes are denoted 
by  } , , , { 4 3 2 1 b b b b and represented by the addresses  1 b (1, 4, 5, 5),  2 b (0, 2, 1, 3),  3 b (4, 3, 5, 
3), and  4 b (5, 2, 5, 2), respectively. Assume that an incoming job  J requests a 2 × 4 sub-
mesh. Now, consider the sub-mesh  2 b (0, 2, 1, 3). The RBL of  2 b (0, 2, 1, 3) with respect to 
the job request  ) 4 2 ( ´ J  is (2, 0, 2, 3). The automatic prohibited regions with respect to the 
job request  ) 4 2 ( ´ J  are calculated resulting in the regions (5, 0, 5, 5) and (0, 3, 5, 5). The 
automatic prohibited regions are subtracted from the RBL (2, 0, 2, 3) resulting in (2, 0, 2, 2). 
Now, the prohibited region of the first allocated sub-mesh in the busy list  1 b (1, 4, 5, 5) with 
respect  to  the  job  request  ) 4 2 ( ´ J   is  calculated  resulting  in  (0,  1,  5,  5),  which  when 
subtracted from the RBL (2, 0, 2, 2) results in (2, 0, 2, 0). Then, the prohibited region of the 
second  allocated  sub-mesh  2 b (0,  2,  1,  3)  with  respect  to  the  job  request  ) 4 2 ( ´ J   is 
calculated resulting in (0, 0, 1, 3), which when subtracted from the RBL (2, 0, 2, 0) results in 
RBL (2, 0, 2, 0). The prohibited region of the third allocated sub-mesh  3 b (4, 3, 5, 3) with 
respect  to  the  job  request  ) 4 2 ( ´ J   is  calculated  resulting  in  (3,  0,  5,  3),  which  when 
subtracted from RBL (2, 0, 2, 0) results in (2, 0, 2, 0). Finally, the prohibited region of the 
last allocated sub-mesh  4 b (5, 2, 5, 2) with respect to the job request  ) 4 2 ( ´ J  is calculated 
resulting in (4, 0, 5, 2), which when subtracted from the RBL (2, 0, 2, 0) results in (2, 0, 2, 
0). Now, the node (2, 0, 2, 0) will be used as a base node for the sub-mesh requested by the 
job request  ) 4 2 ( ´ J  and the sub-mesh (2, 0, 3, 3) is allocated to the job request  ) 4 2 ( ´ J  Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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and then it is added to the busy list.  
In GABL, when a parallel job is selected for allocation, a sub-mesh suitable for the entire 
job is searched. If such a sub-mesh is found it is allocated to the job using the above TBL 
contiguous  allocation  strategy.  Otherwise,  the  largest  free  sub-mesh  that  can  fit  inside 
) , ( b a S  is allocated, where  a  and  b  are the dimensions of the job request. Then, the 
largest free sub-mesh whose side lengths do not exceed the corresponding side lengths of the 
previous allocated sub-mesh is searched under the constraint that the number of processors 
allocated  does  not  exceed  b a ´ .  This  last  step  is  repeated  until  b a ´   processors  are 
allocated. For example, given the system state shown in Figure 4.3 and a job that requests 
the  allocation  of  an  8  ×  2  sub-mesh,  contiguous  allocation  is  not  possible  and  non-
contiguous allocation is adopted. The job is allocated the sub-meshes (0, 0, 5, 1) and (2, 2, 3, 
3) as follows. Firstly, the algorithm subtracts one from the maximum length of the side 
lengths of the job request resulting in 7 × 2 sub-mesh which is not available for allocation in 
the mesh system. So the subtraction process is repeated again resulting in a 6 × 2 sub-mesh 
which is available for allocation in the mesh system, so that the sub-mesh (0, 0, 5, 1) is 
allocated to the job request using TBL contiguous allocation strategy. Then, the algorithm 
tries to allocate a sub-mesh whose side lengths do not exceed the corresponding side lengths 
of  the  previous  allocated  sub-mesh  (6  ×  2)  if  this  does  not  result  in  allocating  more 
processors than the original allocation request (8 × 2); in this example, [(6 × 2) + (6 × 2)] > 
(8 × 2). The algorithm subtracts one from the maximum lengths of 6 × 2 resulting in 5 × 2, 
but again [(6 × 2) + (5 × 2)] > (8 × 2). So the subtraction process is repeated again until it 
gets a sub-mesh whose processors, along with the processors of the previous allocated sub-
mesh, are less than or equal the number of processors requested by the original request (8 × 
2). In this case, a 2 × 2 sub-mesh results from the subtraction process which is available in 
the mesh system so that the sub-mesh (2, 2, 3, 3) is allocated to the job request.  Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Allocated sub-meshes are kept in a busy list. Each element in this list includes the id  of the 
job to which the sub-mesh is allocated. When a job departs the system its allocated sub-
meshes are removed from the busy list and the number of free processors is updated. 
Allocation in GABL is implemented by the algorithm outlined in Figure 4.4, while the de-
allocation algorithm is outlined in Figure 4.5. Note that allocation always succeeds if the 
number of free processors is  b a ´ ³ . Moreover, it can be noticed that the methodology 
used for maintaining contiguity is greedy. GABL attempts to allocate large sub-meshes first.  
 
Procedure GABL_Allocate (α, β): 
Begin { 
 Total_Allocated = 0 
 Job_Size =  b a ´  
 
 Step1. If (number of free processors < Job_Size)  
return failure. 
 Step2. If (there is a free S(w, l) suitable for S(α, β))  
{ 
allocate it using the TBL contiguous allocation algorithm. 
return success. 
 } 
 Step3. αnew = α and βnew = β 
 Step4. Subtract 1 from max (αnew, βnew) if max > 1 
 Step5. If (Total _allocated + αnew × βnew > Job_Size) go to step 4 
 Step6. If there is a free S (w, l) suitable for S(αnew, βnew) 
4 b  
3 b  
2 b  
1 b  
Figure 4.3: A 6 × 6 sub-mesh with 19 free processors forming several free sub-meshes 
 : Allocated Node 
 : Free Node 
                     (0,4)    (1,4)     (2,4)   (3,4)    (4,4)    (5,4) 
                       (0,3)    (1,3)     (2,3)   (3,3)    (4,3)    (5,3) 
                 (0,2)    (1,2)    (2,2)    (3,2)    (4,2)    (5,2) 
        (0,1)     (1,1)   (2,1)    (3,1)    (4,1)    (5,1)       
                         (0,0)   (1,0)    (2,0)     (3,0)    (4,0)    (5,0) 
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{ 
Allocate it using TBL contiguous allocation algorithm. 
Total_allocated = Total_allocated + αnew × βnew 
} 
 Step7. If (Total_allocated == Job_Size) 
 return success.  
 else  
go to Step 5. 
} End. 
 
Figure 4.4: Outline of the Greedy Available Busy List allocation algorithm 
 
 
Procedure GABL_De-allocate (): 
Begin { 
jid = id of the departing job; 
For all elements in the busy list 
if (element’s id = jid) 
remove the element from the busy list 
} End. 
 
Figure 4.5: Outline of the Greedy Available Busy List de-allocation algorithm 
 
4.3 Performance Evaluation 
In this section, the allocation and de-allocation time, in addition to the space requirement in 
the proposed allocation strategy, are presented first. Then, the results from simulations that 
have been carried out to evaluate the performance of the proposed algorithm are presented 
and compared against those of Paging(0), MBS and FF. 
4.3.1 Allocation and De-allocation Time in GABL 
When a sub-mesh is allocated, TBL takes  ) ( 2 m O  time, where m  is the number of allocated 
sub-meshes. Therefore, the time of Step 6 in GABL’s allocation algorithm is in the order of 
) ( 2 bm O , where  b is the number of allocation attempts carried out in this step. The worst 
case for TBL occurs when the free and busy processors alternate in the same way as the Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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light  and  dark  positions  on  a  chessboard,  and  a  job  requires  the  allocation  of  2 / n  
processors, where  n is the number of processors in the mesh system. As  b is in  ) (n O  in 
such  a  case,  the  worst-case  time  for  Step  6  of  the  allocation  algorithm  is  in  ) ( 3 n O . 
However, as we shall show in the simulation results below, the average values of b and  m  
are less sensitive to  n. The number of times Steps 4 and 5 are executed is in  ) (n O  in the 
worst case. These steps exhibit their worst case behaviour when all free sub-meshes are of 
size equal to one. The simulation results show that Step 6 dominates Steps 4 and 5 for the 
typical cases considered in this study. When a job departs, the busy list is scanned so as to 
determine the sub-meshes to be released. Therefore, the de-allocation algorithm takes  ) (m O  
time. The proposed algorithm maintains a busy list. Therefore, its space requirement is in 
) (m O .  
4.3.2 Simulation Results 
In addition to simulation results for GABL, we will show below the results for Paging(0), 
MBS and FF. We have implemented the proposed allocation and de-allocation algorithms, 
including the busy list routines, in the C language, and integrated the software into the 
ProcSimity; simulation tool that is widely used for processor allocation and job scheduling 
in parallel systems [50, 66]. 
The target mesh modelled in the simulation experiments is square with side lengths  L. Jobs 
are assumed to have exponential inter-arrival times. They are served on a First-Come-First-
Served  (FCFS)  basis. We have limited ourselves to FCFS scheduling because our main 
purpose here is to compare the allocation strategies. The execution time of a job is the time 
at which a job completes (i.e., a job completes when the messages it should send have been 
sent  [85])  minus  the  time  at  which  allocation  succeeds  for  the  job  and  the  job  starts Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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execution. The execution times of jobs depend on the time needed for flits to be routed 
through  the  node,  packet  sizes,  the  number  of  messages  sent,  message  contention  and 
distances messages traverse. As previously reported in Chapter 3, two distributions are used 
to generate the lengths and widths of job requests. The first is the uniform distribution over 
[1,  L], where the width and length of a request are generated independently. The second is 
the exponential distribution, where the width and length of job requests are exponentially 
distributed with a mean of half the side length of the entire mesh; where the width and 
length of the job requests are rounded to the integer values using floor function and bounded 
by the dimensions of the mesh. The exponential distribution represents the case where most 
jobs are small relative to the size of the system. These distributions have often been used in 
the literature [20, 27, 77, 85, 99].  
The interconnection network uses wormhole routing. Flits are assumed to take one time unit 
to move between two adjacent nodes, and  s t  time units to be routed through a node. Packet 
sizes are represented by len P . As previously reported in Chapter 2, Section 2.3.3, processors 
allocated to a job communicate with each other using one of three common communication 
patterns  [49,  83,  85].  The  first  communication  pattern  is  one-to-all,  where  a  randomly 
selected processor sends a packet to all other processors allocated to the same job. The 
second communication pattern is all-to-all, where each processor allocated to a job sends a 
packet to all other processors allocated to the same job. This communication pattern causes 
much  message  collision  and  is  known  as  the  weak  point  for  non-contiguous  allocation 
algorithms  [49].  In  the  third  communication  pattern,  randomly  selected  processors  send 
packets to randomly selected destinations within the set of processors allocated the same 
job. In all cases, processors allocated to a job are mapped to a linear array of processors 
using  row-major  indexing.  The  simulator  selects  the  sources  and  destinations  from  this 
array, and the mapping is used for determining the  x and  y  coordinates of the sources and Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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destinations  of  communication  operations.  As  in  [85],  the  number  of  messages  that  are 
actually  generated  by  a  given  job  is  exponentially  distributed  with  a  mean  mes num_ . 
Unless specified otherwise, the performance figures shown below are for a 16 × 16 mesh, 
s t =  3  time  units,  len P =  8  flits  and  5 _ = mes num   packets.  Simulation  parameters  are 
illustrated in Table 4.1. It is worth noting that most of the values of these parameters have 
been adopted in the literature [20, 27, 49, 77, 85, 99] and have been recommended in [66].  
Table 4.1: The System Parameters used in the Simulation Experiments  
Simulator Parameter  Values 
Dimensions of the Mesh Architecture  16 × 16 
Packet Length  8 flits 
Flow Control Mechanism  Wormhole Routing 
Buffer Size  1 flit 
Routing Delay  3 time units 
Router Type  Mesh XY Routing 
Allocation Strategy  GABL, MBS, Paging(0), and FF 
Scheduling Strategy  FCFS 
Job Size Distribution 
Uniform:  Job  widths  and  lengths  are 
uniformly distributed over the range from 1 
to the mesh side lengths. 
Exponential:  Job  widths  and  lengths  are 
exponentially  distributed  with  a  mean  of 
half the side length of the entire mesh. 
Inter-arrival Time 
Exponential  with  different  values  for  the 
mean. The values are determined through 
experimentation with the simulator, ranged 
from lower values to higher values. 
Mean Time between Sends  0.0 
Communication Patterns  One-to-All, All-to-All, and Random 
Messages per Job 
Messages  per  Job  are  exponential 
distributed with a mean = 5.0. 
Number of Runs 
The number of runs should be enough so 
that  the  confidence  level  is  95%  that 
relative errors are below 5% of the means. 
The number of runs ranged from dozens to 
thousands. 
Number of Jobs per Run  1000 Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Each simulation run consists of 1000 completed jobs. Simulation results are averaged over 
enough independent runs so that the confidence level is 95% and the relative errors do not 
exceed 5% [7]. The method used to calculate confidence intervals is called the batch means 
analysis [4, 66]. This method has been discussed in detail in Chapter 3 (please see Section 
3.4.1).  Table  4.2  shows  the  grand  means,  confidence  intervals,  and  relative  errors  that 
outline the results depicted in Figure 4.6 for the load 0.0185 jobs/time unit. In most of the 
cases the error bars are quite small. These error bars are not shown on all the figures for the 
sake of clarity. 
Table 4.2: The mean (i.e., mean turnaround time of job), 95% confidence interval, and 
relative error for the results shown in Figure 4.6 for the load 0.0185 jobs/time unit 
Algorithm  GABL  MBS  Paging(0)  FF 
95% Confidence 
Interval 
[5019.37-
5329.85] 
[8177.79-
8342.99] 
[9079.11-
9449.688] 
[18661.92-
19038.93] 
Mean (time unit)  5174.610807  8260.392389  9264.400494  18850.428350 
Relative Error  0.03  0.01  0.02  0.01 
The main performance parameters used are the average turnaround time of jobs, average 
waiting time, mean system utilisation, and contiguous ratio. The turnaround time of a job is 
the time that the job spends in the mesh from arrival to departure. The waiting time is the 
time that the job spends in the queue before it is allocated the requested sub-mesh. The 
system utilisation is the percentage of processors that are utilized over time. The contiguous 
ratio  is  the  ratio  of  jobs  which  are  allocated  contiguously.  The  important  independent 
variable in the simulation is the system load. It is defined as the inverse of the mean inter-
arrival  time  of  jobs.  Its  range  of  values  from  low  to  heavy  loads  has  been  determined 
through experimentation with the simulator allowing each allocation strategy to reach its 
upper limits of utilisation. In the figures that are presented below, the x-axis represents the 
system load while the y-axis represents results of the performance metric of interest. Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Turnaround Time: 
In Figures 4.6 and 4.7, the average turnaround times of jobs are plotted against the system 
load for the one-to-all communication pattern. The results reveal that GABL performs better 
than  all  other  contiguous  and  non-contiguous  allocation  strategies  for  both  job  size 
distributions considered in this research. Furthermore, GABL is substantially superior to the 
contiguous allocation FF strategy for both job size distributions. In Figure 4.6, for example, 
the difference in performance in favour for GABL could be as large as 65% compared to FF, 
and 36% to Paging(0), and 30% to MBS under the job arrival rate 0.0205 jobs/time unit. 
Experiments that use larger packet sizes (16, 32, and 64 flits) have been also conducted. 
Their  results  lead  to  the  same  conclusion  on  the  relative  performance  of  the  allocation 
strategies  (please  see  Section  4.3.2.2).  Moreover,  the  results  indicate  that  the  relative 
performance merits of the non-contiguous GABL strategy over the remaining contiguous 
and  non-contiguous  allocation  strategies  become  more  noticeable  as  the  packet  length 
increases.  
In Figures 4.8 and 4.9, the average turnaround times of jobs are plotted against the system 
load for the all-to-all communication pattern. Again, GABL performs much better than all 
other allocation strategies for both job size distributions. Moreover, GABL is substantially 
superior to FF for both job size distributions. Figure 4.8, for example, shows that when the 
job arrival rate is 0.0305 jobs/time unit, the average turnaround times of GABL are 20%, 
24%, and 38% of that of FF, Paging(0), and MBS, respectively. Experiments that use larger 
packet  sizes  (16,  32,  and  64  flits)  have  lead  to  the  same  conclusion  as  to  the  relative 
performance of the allocation strategies (please see Section 4.3.2.2).  
In Figures 4.10 and 4.11, the average turnaround times are plotted against the system load 
for  the  random  communication  pattern.  The  results  in  Figure  4.10  reveal  that  the  non-Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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contiguous GABL strategy outperforms the other non-contiguous allocation strategies for 
the uniform side lengths distribution. It can also be noticed from Figure 4.11 that GABL 
performs better than the non-contiguous Paging(0) strategy for the exponential side lengths 
distribution. However the performance of GABL is very close to that of the non-contiguous 
MBS strategy. For instance, Figure 4.11 reveals that the average turnaround times of GABL 
are 44%, 89%, and 99% of that of FF, Paging(0), and MBS, respectively, under the job 
arrival rate 0.1 jobs/time unit. 
GABL is overall better than the previous non-contiguous allocation strategies at alleviating 
message contention, but contention in the random communication pattern is lower than that 
in  the  one-to-all  and  all-to-all  communication  patterns.  This  is  because  destinations  are 
chosen  randomly  and  paths  are  less  likely  to  overlap.  Contention  that  results  from  the 
random  communication  pattern  is  not  sufficient  for  differentiating  among  the  non-
contiguous allocation strategies. For Paging(0), the performance is relatively poor because 
the distances between nodes are relatively high. Distances between communicating nodes 
have significant impact on message latency, independently of contention, when messages 
are short. This is the case in the simulation scenarios, where the length of packets is 8 flits. 
Also, when messages traverse longer distances they are more likely to collide with other 
messages.  As  expected,  the  results  show  that  GABL  is  substantially  superior  to  the 
contiguous  FF  strategy.  The  increase  in  contention  associated  with  non-contiguous 
allocation strategies is outweighed by the superior ability of the non-contiguous strategies at 
allocating free processors.  
Experiments that use large system sizes (32 × 32 and 64 × 64) have been also conducted for 
the three communication patterns. The results lead to the same conclusion about the relative 
performance of the allocation strategies (please see Section 4.3.2.1). Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Figure  4.6:  Average  turnaround  time  vs.  system  load  for  the  one-to-all 
communication pattern and uniform side lengths distribution in a 16 × 16 mesh. 
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Figure  4.7:  Average  turnaround  time  vs.  system  load  for  the  one-to-all 
communication pattern and exponential side lengths distribution in a 16 × 16 mesh. 
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Figure 4.8: Average turnaround time vs. system load for the all-to-all communication 
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Figure 4.9: Average turnaround time vs. system load for the all-to-all communication 
pattern and exponential side lengths distribution in a 16 × 16 mesh. 
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Figure 4.10: Average turnaround time vs. system load for the random communication 
pattern and uniform side lengths distribution in a 16 × 16 mesh. 
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Figure 4.11: Average turnaround time vs. system load for the random communication 
pattern and exponential side lengths distribution in a 16 × 16 mesh. Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
Algorithm for Mesh-Connected Multicomputers  93 
 
Waiting Time: 
In Figures 4.12 and 4.13, the average waiting times of jobs are plotted against the system 
load for the one-to-all communication pattern. The results reveal that GABL performs better 
than  all  other  contiguous  and  non-contiguous  allocation  strategies  for  both  job  size 
distributions.  This  is  because  the  degree  of  contiguity  between  allocated  processors  in 
GABL is higher than that of the previous non-contiguous allocation strategies, and thus 
decreases the distance traversed by messages. This in turn decreases the communication 
overhead, which means that the allocation in the GABL strategy is more likely to succeed. 
As a consequence, the waiting time is lower. Furthermore, GABL is substantially superior to 
FF for both job size distributions. In Figure 4.12, for example, the average waiting times of 
GABL are 35%, 64%, and 70% of that of FF, Paging(0), and MBS, respectively, under the 
job arrival rate 0.0205 jobs/time unit.  
In Figures 4.14 and 4.15, the average waiting times of jobs are plotted against the system 
load for the all-to-all communication pattern. Again, GABL outperforms all other strategies 
for both job size distributions. Moreover, GABL is substantially superior to FF for both job 
size distributions. Figure 4.15, for example, depicts that when the job arrival rate is 0.05 
jobs/time unit, the average waiting times of GABL are 19%, 27%, and 50% of that of FF, 
Paging(0), and MBS, respectively.  
In Figures 4.16 and 4.17, the average waiting times are plotted against the system load for 
the random communication pattern. Figure 4.16 depicts that GABL has a better performance 
than the other non-contiguous allocation strategies for the uniform side lengths distribution. 
It can also be noticed from Figure 4.17 that GABL performs better than the non-contiguous 
Paging(0) strategy for the exponential side lengths distribution. But GABL’s performance is Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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comparable  to  that  of  MBS  strategy.  For  instance,  Figure  4.17  shows  that  the  average 
waiting  times  of  GABL  are  43%,  89%,  and  99%  of  that  of  FF,  Paging(0),  and  MBS, 
respectively, under the job arrival rate 0.1 jobs/time unit.  
Overall, GABL is better than the previous non-contiguous allocation strategies at decreasing 
waiting times in the waiting queue. This conclusion is compatible with the values of the 
average turnaround times shown above. 
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Figure 4.12: Average waiting time vs. System load for the one-to-all communication pattern 
and uniform side lengths distribution in a 16 × 16 mesh. 
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Figure 4.13: Average waiting time vs. System load for the one-to-all communication pattern 
and exponential side lengths distribution in a 16 × 16 mesh. 
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Figure 4.14: Average waiting time vs. System load for the all-to-all communication pattern and 
uniform side lengths distribution in a 16 × 16 mesh. 
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Figure 4.15: Average waiting time vs. System load for the all-to-all communication pattern and 
exponential side lengths distribution in a 16 × 16 mesh. 
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Figure 4.16: Average waiting time vs. System load for the random communication pattern and 
uniform side lengths distribution in a 16 × 16 mesh. Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Figure 4.17: Average waiting time vs. System load for the random communication pattern and 
exponential side lengths distribution in a 16 × 16 mesh. 
 
 
Utilisation: 
Figures 4.18 and 4.19 depict the mean system utilisation of the allocation strategies (GABL, 
MBS,  Paging(0),  and  FF)  for  the  three  communication  patterns  tested  and  job  size 
distributions  considered  in  this  study.  The  simulation  results  in  these  two  figures  are 
presented for a heavy system load. The load is such that the waiting queue is filled very 
early, allowing each allocation strategy to reach its upper limits of utilisation. For both job 
size distributions, the non-contiguous allocation strategies achieve a mean system utilisation 
of  71%  to  75%,  but  the  contiguous  FF  strategy  cannot  exceed  50%  utilisation.  This  is 
because contiguous allocation produces high external fragmentation, which makes allocation 
less likely to succeed. As a consequent, the mean system utilisation is lower. The utilisation 
of the three non-contiguous allocation strategies is approximately the same for both job size 
distributions. This is because the non-contiguous allocation strategies have the same ability 
to eliminate internal and external processor fragmentation. They always succeed to allocate 
processors  to  a  job  when  the  number of free processors is greater than or equal to the 
allocation request. Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Figure 4.18: System utilisation of the non-contiguous allocation strategies (GABL, 
MBS, Paging(0)) and contiguous allocation strategy FF, for the three communication 
patterns tested, and uniform side lengths distribution in a 16 × 16 mesh. 
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Figure 4.19: System utilisation of the non-contiguous allocation strategies (GABL, 
MBS, Paging(0)) and contiguous allocation strategy FF, for the three communication 
patterns tested, and exponential side lengths distribution in a 16 × 16 mesh. 
Contiguous Ratio: 
Figures 4.20 and 4.21 display the ratio of contiguous jobs of the non-contiguous allocation 
strategies (GABL, MBS, and Paging(0)) for the three communication patterns tested and 
heavy system loads that allow each allocation strategy to reach its upper limits of utilisation 
under both the uniform and exponential job size distributions.  When the number of jobs that 
are  allocated  contiguously  increases,  the  contention  in  the  network  decreases.  This  is 
because  only  messages  generated  by  the  same  job  are  expected  within  a  sub-mesh  and 
therefore  cause  no  inter-job  contention  in  the  network.  The  results  reveal  that  GABL 
performs better than both MBS and Paging(0) strategies. For example, Figure 4.21 shows Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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that the ratio of jobs which allocated contiguously in GABL is 60% approximately while it 
is less than 5% for Paging(0) and less than 19% for MBS, so that GABL has a greater ability 
than the remaining strategies, MBS and Paging(0), to alleviate message contention in the 
network and hence achieves better performance than the previous non-contiguous allocation 
strategies in terms of average turnaround time. This conclusion is compatible with the values 
of the performance parameters shown above.  
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Figure 4.20: Percent of jobs allocated contiguously in the non-contiguous allocation 
strategies (GABL, MBS, Paging(0)), for the three communication patterns tested, and 
uniform side lengths distribution in a 16 × 16 mesh. 
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Figure 4.21: Percent of jobs allocated contiguously in the non-contiguous allocation 
strategies (GABL, MBS, Paging(0)), for the three communication patterns tested, and 
exponential side lengths distribution in a 16 × 16 mesh. 
 
Average Blocks per Job: 
In  addition  to  the  performance  parameters  shown  above,  we  have  measured  another 
performance  parameter  for  the  non-contiguous  allocation  strategies  that  gave  the  best Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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performance (GABL and MBS), and that is the average blocks per job. It is defined as the 
average number of non-contiguous blocks allocated to a job in each strategy. The higher the 
average number of blocks the more likely it is that the job’s messages visit nodes allocated 
to other jobs, potentially causing higher contention inside the network [85].  
In Figures 4.22~4.27, the average blocks per job is plotted against the system load for the 
three communication patterns tested and for both job size distributions. The results reveal 
that GABL has a lower average blocks per job than MBS over all loads. In Figure 4.25, for 
example, the average blocks per job of GABL is 39%, 53%, and 75% of that of MBS when 
the job arrival rates are 0.015, 0.03, and 0.05 jobs/time unit, respectively. This conclusion is 
compatible with the values of the average turnaround times shown above. 
0
1
2
3
4
5
6
0.0005 0.0025 0.0045 0.0065 0.0085 0.0105 0.0125 0.0145 0.0165 0.0185 0.0205
A
v
e
r
a
g
e
 
B
l
o
c
k
s
 
P
e
r
 
J
o
b
Load (jobs/time unit)
GABL
MBS
Figure 4.22: Average blocks per job vs. system load for the one-to-all communication 
pattern and uniform side lengths distribution. 
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Figure 4.24: Average blocks per job vs. system load for the all-to-all communication 
pattern and uniform side lengths distribution. 
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Figure 4.25: Average blocks per job vs. system load for the all-to-all communication 
pattern and exponential side lengths distribution. 
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Figure 4.27: Average blocks per job vs. system load for the random communication 
pattern and exponential side lengths distribution. 
Number  of  Allocated  Sub-meshes  (m)  in  the  Busy  List  and  the  Number  of 
Allocation Attempts (b) that Carried out in Step 6 in GABL Algorithm: 
We have calculated the average number of allocated sub-meshes in the busy list (m ) and the 
average number of allocation attempts (b) that were carried out in Step 6 in the GABL 
allocation algorithm. These experiments have been conducted to show that  m  and  b are 
less sensitive to the size of the mesh system. In such experiments, different mesh sizes have 
been considered under both the uniform and exponential job size distributions.  
In Figures 4.28~4.33, the average number of allocated sub-meshes (m ) is plotted against the 
system load for the three communication patterns tested and for both job size distributions 
considered in this research. As expected, the average number of allocated sub-meshes is 
largest when the side lengths follow the exponential distribution. This is because the average 
sizes of jobs are smallest in this case. Moreover, and as discussed in Section 4.3.1 on the 
allocation and de-allocation time, the average number of allocated sub-meshes (m ) is lower 
than  n for both job size distributions and the three communication patterns tested under 
different mesh system sizes.  Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Figure 4.28: Average number of allocated sub-meshes (m ) in GABL for the one-to-all 
communication pattern and uniform side lengths distribution in a 16 × 16 mesh, a 20 
× 20 mesh, and a 24 × 24 mesh. 
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Figure 4.29: Average number of allocated sub-meshes (m ) in GABL for the one-to-all 
communication pattern and exponential side lengths distribution in a 16 × 16 mesh, a 
20 × 20 mesh, and a 24 × 24 mesh. 
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Figure 4.31: Average number of allocated sub-meshes (m ) in GABL for the all-to-all 
communication pattern and exponential side lengths distribution in a 16 × 16 mesh, a 
20 × 20 mesh, and a 24 × 24 mesh. 
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Figure 4.32: Average number of allocated sub-meshes (m ) in GABL for the random 
communication pattern and uniform side lengths distribution in a 16 × 16 mesh, a 20 
× 20 mesh, and a 24 × 24 mesh. 
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communication pattern and exponential side lengths distribution in a 16 × 16 mesh, a 
20 × 20 mesh, and a 24 × 24 mesh. Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
Algorithm for Mesh-Connected Multicomputers  104 
 
In Figures 4.34~4.39, the average number of allocation attempts (b) is plotted against the 
system load for both job size distributions and communication patterns tested. The results 
reveal that the average number of allocation attempts is lower than  n for both job size 
distributions  and  the  communication  patterns  considered  in  this  study.  Moreover, 
experiments conducted for larger mesh system sizes have revealed that b is less sensitive to 
the size of the mesh system (n) for the common job size distributions used in this study. 
Experiments that compute the average number of times Steps 4 and 5 are repeated have also 
been conducted. Their results lead to the conclusion that Step 6 dominates Steps 4 and 5 
when the average case behaviour of the allocation algorithm is considered. 
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Figure 4.34: Average number of allocation attempts (b) in GABL for the one-to-all 
communication pattern and uniform side lengths distribution in a 16 × 16 mesh, a 20 
× 20 mesh, and a 24 × 24 mesh. 
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Figure  4.36:  Average  number  of  allocation  attempts  (b)  in  GABL  for  the  all-to-all 
communication pattern and uniform side lengths distribution in a 16 × 16 mesh, a 20 
× 20 mesh, and a 24 × 24 mesh. 
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Figure  4.37:  Average  number  of  allocation  attempts  (b)  in  GABL  for  the  all-to-all 
communication pattern and exponential side lengths distribution in a 16 × 16 mesh, a 
20 × 20 mesh, and a 24 × 24 mesh. 
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Figure  4.39:  Average  number  of  allocation  attempts  (b )  in  GABL  for  random 
communication pattern and exponential side lengths distribution in a 16 × 16 mesh, a 
20 × 20 mesh, and a 24 × 24 mesh. 
 
 
4.3.2.1 Performance Impact of Mesh System Size 
In this section, we analyse the effects of the mesh system size on the performance of the 
allocation  strategies  in  terms  of  average  turnaround  time  of  jobs.  For  the  sake  of 
conciseness, we have only concentrated on turnaround time in this Section because it is 
usually a good estimate of the performance of processor allocation strategies and it has been 
used in the existing allocation strategies [9, 18, 20, 27, 33, 34, 51, 52, 65, 78, 85, 99]. The 
parameters used in Section 4.3.2 are recalled here except the change regarding the mesh 
system size that is set to 16 × 16, 32 × 32, and 64 × 64 processor. 
Figures 4.40~4.45 plot the average turnaround time of jobs against the size of the mesh 
system  for  both  job  size  distributions  considered  in  this chapter and all communication 
patterns tested assuming heavy system loads that allow each allocation strategy to reach its 
upper  limits  of  utilisation.  Figures  4.40  and  4.41  assume  the  one-to-all  communication 
pattern. Figures 4.42 and 4.43 assume the all-to-all communication pattern, while Figures 
4.44 and 4.45 assume a random communication pattern. The side lengths of the requested 
sub-meshes in these figures follow uniform and exponential distributions, respectively.  Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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The results show that GABL performs better than all of the existing contiguous and non-
contiguous allocation strategies for all mesh system sizes, except that in Figures 4.44 and 
4.45 where the random communication pattern is examined. This is because the contention 
for the random communication pattern is smaller than that for the one-to-all and all-to-all 
communication patterns, as the destinations are chosen randomly and paths are less likely to 
overlap.  Message  contention  that  results  from  a  random  communication  pattern  is  not 
sufficient for differentiating among the non-contiguous allocation strategies. For instance, 
Figure 4.42 shows that the average turnaround times of GABL are 20%, 24%, and 37% of 
that of FF, Paging(0), and MBS, respectively, for high loads and a 16 × 16 mesh system size, 
while for a 64 × 64 mesh system size and high loads, the average turnaround times of GABL 
are 23%, 34%, and 45% of that of FF, Paging(0), and MBS, respectively. Moreover, the 
results have shown that significant drops in performance with increasingly larger systems. In 
Figure 4.40, for instance, the average turnaround time of GABL for a 16 × 16 mesh system 
size is 34% of that for a 64 × 64 mesh system size. This is because when the system size 
increases, the allocated processors might be far from each other. This increases the distance 
traversed by messages, and as a result increases the communication overhead, leading to an 
increases in the turnaround time of jobs.  
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Figure  4.41:  Average  turnaround  time  vs.  mesh  system  size  for  the  one-to-all 
communication pattern and the exponential side lengths distribution. 
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Figure  4.42:  Average  turnaround  time  vs.  mesh  system  size  for  the  all-to-all 
communication pattern and the uniform side lengths distribution. 
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Figure  4.44:  Average  turnaround  time  vs.  mesh  system  size  for  the  random 
communication pattern and the uniform side lengths distribution. 
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Figure  4.45:  Average  turnaround  time  vs.  mesh  system  size  for  the  random 
communication pattern and the exponential side lengths distribution. 
 
 
4.3.2.2 Performance Impact of Packet Length 
In this section, we investigate the effect of varying the packet length on the performance of 
the allocation strategies in terms of average turnaround time of jobs. As previously reported 
in Section 4.3.2.1, turnaround time has been chosen in this Section because it is usually a 
good estimate of the performance of processor allocation strategies and it has been used in 
the  existing  allocation  strategies  [9,  18,  20,  27,  33,  34,  51,  52,  65,  78,  85,  99].  The 
parameters  used  in  Section  4.3.2  are  recalled  here,  except  for  the  change  regarding the 
packet length that is set to 64 flits. Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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Figures  4.46  and  4.47  depict  the  performance  of  the  allocation  strategies  in  terms  of 
turnaround times of jobs for the one-to-all communication pattern. The results have revealed 
that  GABL  has  a  lower  turnaround  time  than  all  other  contiguous  and  non-contiguous 
allocation  strategies  for  both  the  exponential  and  uniform  job  size  distributions.  As 
previously reported in Section 4.3.2, the relative performance merits of the non-contiguous 
GABL  strategy  over  the  remaining  contiguous  and  non-contiguous  allocation  strategies 
become  more  noticeable  as  the  packet  length  increases.  For  example,  in  Figure  4.6  in 
Section  4.3.2  and  for  8-flits  packet  length,  the  difference  in  performance  in  favour  for 
GABL could be as large as 36% over Paging(0) and 30% over MBS for high loads while in 
Figure 4.46 and for 64-flits packet length, the difference in performance in favour for GABL 
could be as large as 45% over Paging(0) and 40% over MBS for high loads. 
In Figures 4.48 and 4.49, the average turnaround times of jobs are plotted against the system 
load for the all-to-all communication pattern. Again, GABL performs much better than all 
other allocation strategies when the packet length increases for both job size distributions. 
Moreover, the difference in performance between GABL and the remaining non-contiguous 
strategies increases when the packet length increases. For example, in Figure 4.9 in Section 
4.3.2 and for 8-flits packet length, the difference in performance in favour for GABL could 
be as large as 72% over Paging(0) and 49% over MBS for high loads while in Figure 4.49 
and for 64-flits packet length, the difference in performance in favour for GABL could be as 
large as 85% over Paging(0) and 55% over MBS for high loads.  
In Figures 4.50 and 4.51, the average turnaround times are plotted against the system load 
for  the  random  communication  pattern.  As  previously  reported  in  Section  4.3.2,  the 
contention for the random communication pattern is smaller than that for the one-to-all and 
all-to-all communication patterns. This is because destinations are chosen randomly and 
paths are less likely to overlap. Again, for larger packet sizes, the contention that results Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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from the random communication pattern is not sufficient for differentiating among the non-
contiguous allocation strategies. As a consequence, the difference in performance between 
the  non-contiguous  strategies  considered  in  this  study  is  not  changed  by  increasing  the 
packet length. 
To sum  up,  the  above performance  results  demonstrate  that GABL  is  the  most  flexible 
allocation strategy. Overall, it is superior to all other allocation strategies considered in this 
research; including when contention is heavy (the communication pattern is all-to-all). 
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Figure  4.46:  Average  turnaround  time  vs.  system  load  for  the  one-to-all 
communication pattern and uniform side lengths distribution with a 64-flits packet 
length in a 16 × 16 mesh. 
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Figure  4.47:  Average  turnaround  time  vs.  system  load  for  the  one-to-all 
communication  pattern  and  exponential  side  lengths  distribution  with  a  64-flits 
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Figure  4.48:  Average  turnaround  time  vs.  system  load  for  the  all-to-all 
communication pattern and uniform side lengths distribution with a 64-flits packet 
length in a 16 × 16 mesh. 
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Figure  4.49:  Average  turnaround  time  vs.  system  load  for  the  all-to-all 
communication  pattern  and  exponential  side  lengths  distribution  with  a  64-flits 
packet length in a 16 × 16 mesh. 
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Figure 4.50: Average turnaround time vs. system load for the random communication 
pattern and uniform side lengths distribution with a 64-flits packet length in a 16 × 16 
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Figure 4.51: Average turnaround time vs. system load for the random communication 
pattern and exponential side lengths distribution with a 64-flits packet length in a 16 
× 16 mesh. 
4.4 Conclusions 
This chapter has investigated the performance merits of the non-contiguous allocation in the 
2D mesh network. To this end, we have suggested a new non-contiguous allocation strategy, 
referred to as Greedy Available Busy List (GABL for short), which differs from the earlier 
non-contiguous allocation strategies in the method used for partitioning allocation requests. 
The GABL strategy partitions the allocation requests based on the sub-meshes available for 
allocation.  The  major  goal  of  the  partitioning  process  is  to  maintain  a  high  degree  of 
contiguity among processors allocated to a job. This decreases the number of sub-meshes 
allocated to a job, and hence decreases the distance traversed by a message. This in turn 
decreases the communication overhead. GABL achieves this by using a busy list whose 
length is often small even when the size of the mesh scales up. 
The performance of GABL has been compared against that of the existing non-contiguous 
and contiguous strategies. Simulation results have shown that GABL can greatly improve 
performance despite the additional message contention inside the network that results from 
the interference among the messages of different jobs. GABL also produces superior system Chapter  4:  Greedy  Available  Busy  List  (GABL):  A  New  Non-contiguous  Allocation 
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utilisation  than  its  contiguous  counterpart  as  it  manages  to  eliminate  both  internal  and 
external processor fragmentation. The results have also revealed that GABL is substantially 
superior over the previous well known non-contiguous allocation strategies, such as MBS 
and Paging(0), in terms of turnaround times. Furthermore, experiments for larger packet 
sizes  and  larger  mesh  system  sizes  have  shown  that  GABL  outperforms  the  previous 
contiguous  and  non-contiguous  allocation  strategies.  Moreover,  GABL  can  be  efficient 
because it is implemented using a busy list approach. This approach can be expected to be 
efficient  in  practice  because  when  the  mesh  system  size  increases  the  requirement  of 
applications, in terms of the number of requested processors, often increases and in such a 
case our algorithm is often expected to exhibit competitive performance levels. 
 
 Chapter 5 
Comparative  Evaluation  of  Contiguous 
Allocation  Strategies  on  Mesh-Connected 
Multicomputers
5.1 Introduction 
The performance of contiguous allocation strategies can be significantly affected by the type 
of  distribution  adopted  for  job  execution  times  [59].  The  efficiency  of  the  existing 
contiguous  allocation  strategies  has  typically  been  assessed  under  the  assumption  of 
exponentially distributed job execution times [27, 31, 33, 34, 35, 38, 48, 51, 52, 74, 78, 94, 
99],  which  may  not  reflect  all  possible  practical  scenarios.  For  instance,  a  number  of 
measurement studies [22, 47, 57, 58, 59, 88, 96] have convincingly shown that the execution 
times of certain computational jobs are better characterised by heavy-tailed execution times; 
that is, many jobs are short and fewer are long. The fewer jobs that have long execution time 
account for more than half of the total jobs’ execution time [59]. Heavy-tailed distributions 
can  capture  this  variability  and  have  been  shown  to  behave  quite  differently  from  the 
distributions more commonly used to evaluate the performance of allocation strategies (e.g., 
the exponential distribution) [22, 57, 58]. In particular, when sampling random variables that Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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follow a heavy-tailed distribution, the probability of large observations occurring is non-
negligible. In order to gain a deeper understanding of the performance of the allocation 
strategies under various job execution time distributions, this chapter conducts an extensive 
comparison of the contiguous allocation strategies for 3D mesh-connected multicomputers, 
considering different mesh system sizes and various system loads. 
Existing allocation strategies have typically been evaluated with the assumption of First-
Come-First-Served (FCFS) job scheduling strategy [9, 11, 18, 20, 27, 31, 33, 34, 51, 52]. In 
this chapter, in addition to FCFS, a Shortest-Service-Demand (SSD) scheduling strategy is 
also adopted because it is expected to reduce performance loss due to FCFS blocking. SSD 
considers the shortest job to be the one having the shortest total processors service demand 
[63]. This strategy was found to improve system performance in a some previous studies 
[50, 73, 79]. 
Motivated by the above observations, this chapter makes the following contributions. We 
first compare the performance of the contiguous allocation strategy proposed in Chapter 3 as 
well as the existing contiguous allocation strategies for 3D mesh-connected multicomputers 
when subjected to heavy-tailed and exponential job execution times, respectively, under the 
FCFS strategy. We assess the effects of the heavy-tailed distribution on the performance of 
the  contiguous  allocation  strategies  for  various  system  loads  and  different  scheduling 
strategies and system sizes are investigated. To the best of our knowledge, this study is the 
first to consider heavy-tailed distributions in the context of processor allocation in mesh-
connected multicomputers.  
The performance of the allocation strategies is measured in terms of the usual performance 
parameters [27, 31, 33, 35, 73, 74, 77, 78, 79, 94, 99] including the average turnaround time Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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and  mean  system  utilisation,  as  well  as  the  mean  measured  allocation  overhead,  that 
accounts for the time required for the allocation and de-allocation of processors to jobs. The 
results presented below will reveal that the performance of the allocation strategies degrades 
when  the  distribution  of  job  execution  times  are  heavy-tailed.  As  a  consequence,  an 
appropriate  scheduling  strategy  is  required  to  deal  with  heavy-tailed  distributions.  Our 
analysis reveals that SSD exhibits superior performance than FCFS in terms of average 
turnaround time and mean system utilization. 
The remainder of the chapter is organised as follows. Section 5.2 provides a brief overview 
of the allocation strategies whereas Section 5.3 provides a brief overview of the scheduling 
strategies considered in this chapter. Section 5.4 presents the results of the comparative 
performance study. Finally, Section 5.5 concludes this chapter. 
5.2 Processor Allocation Strategies  
The allocation strategies compared in this chapter cover a wide range of choices, including 
traditional First Fit (FF), Turning First Fit (TFF), a Busy List allocation strategy (BL) and 
the Turning Busy List allocation strategy (TBL).  
The FF strategy [34] allocates the first available sub-mesh that is found, but it does not 
permit  changing  the  orientation  of  the  allocation  requests,  hence  it  suffers  from  high 
external  processor  fragmentation.  The  TFF  strategy  [34]  improves  performance  by 
considering  all  possible  orientations of the allocation request when needed, however its 
allocation overhead (i.e., allocation and de-allocation time) is high; FF and TFF strategies 
have  been  discussed  in  detail  in  Chapter  2  (please  see  Section  2.2.1).  The  BL  strategy 
maintains a list of allocated sub-meshes to determine the nodes that cannot be used as base 
nodes for the requested sub-meshes and it reduces the allocation overhead that FF and TFF Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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suffer from, but it does not permit the orientation of the allocation request, hence it suffers 
from  high  processor  fragmentation.  The  TBL  strategy  attempts  to  maintain  good 
performance  in  terms  of  mean  system  utilisation  and  average  turnaround  time,  by 
considering all the orientations of the allocation request when needed, with little allocation 
overhead. BL and TBL strategies have been discussed in detail in Chapter 3 (please see 
Section 3.3). 
5.3 Job Scheduling Strategies 
The order in which jobs are scheduled can have considerable effect on system performance 
[34, 73, 79]. The scheduling strategies used in this chapter include FCFS and SSD. In FCFS 
scheduling,  the  allocation  request  that  arrives  first  is  considered  for  allocation  first. 
Allocation attempts stop when they fail for the current FIFO queue head. In SSD scheduling, 
the job with the shortest service demand is scheduled first [50, 73, 79].  
Job scheduling is an important factor of processor allocation in multicomputers. For meshes, 
the results in [50, 73, 79] have shown that the SSD strategy results in significantly better 
performance than FCFS. In this chapter we show that SSD could be used with other mesh 
processor allocation strategies to yield improvement in performance in terms of average 
turnaround time and mean system utilisation. 
The performance of the contiguous allocation can be significantly affected by both the type 
of the distribution adopted for job execution times and the scheduling strategy adopted for 
determining  the  order  in  which  jobs  are  selected  for  execution.  To  illustrate  this,  the 
performance of the allocation strategies considered in this chapter has been evaluated in the 
context of a heavy-tailed distribution and both the FCFS and SSD strategies. Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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5.4 Simulation Results 
Extensive  simulation  experiments  have  been  carried  out  in  order  to  compare  the 
performance of the allocation strategies considered in this chapter, with and without change 
of  request  orientation.  The  performance  analysis  has  been  conducted  using  the  same 
simulation model as outlined in Chapter 3 (please see Section 3.2).  
The  allocation  and  de-allocation  algorithms,  including  the  busy  list  routines,  have  been 
implemented in the C language, and integrated into the software ProcSimity; a simulation 
tool that is widely used for processor allocation and job scheduling in parallel systems [50, 
66]. The target mesh is a cube with width W , depth  D and height  H . Jobs are assumed to 
have exponential inter-arrival times. They are scheduled using the FCFS and SSD strategies. 
FCFS is chosen because it is fair and it is widely used in other similar studies [6, 33, 51, 52, 
73, 74, 77, 78, 79, 93], while SSD is used to avoid potential performance loss due to FCFS 
blocking [73, 79]. We assume that job execution times show some maximum values. As a 
consequence,  job  execution  times  are  modelled  by  a  Bounded Pareto [53] (exhibiting a 
heavy-tailed property but has an upper bound), which is defined as follows:  
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where  k  and  q  are the lower and upper limits of the job execution time, and a  is a factor 
that reflects the variability of job execution times. In the experiments, these parameters are 
set  to  0 . 15 = k ,  0 . 4241 = q   and  0 . 1 = a ,  as  suggested  in  [53].  A  Bounded  Pareto 
distribution shows very high variability when   q k <<  and  0 . 1 » a . So, the values of q k, , 
and a  have been chosen as above to show this variability. However, when a  increases the Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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probability of large values decreases. For instance, when  0 . 3 = a  and  0 . 1 = k  the Bounded 
Pareto distribution approaches the exponential distribution with a mean of 1 time unit. 
As has been mentioned in the previous Chapters, two distributions are used to generate the 
width, depth and height of job requests. The first is the uniform distribution over the range 
from 1 to the mesh side length, where the width, depth and height of the job requests are 
generated independently. The second is the exponential distribution, where the width, depth 
and height of the job requests are exponentially distributed with a mean of half the side 
length of the entire mesh; the width, depth, and height of the job requests are rounded to the 
integer  values  using  floor  function  and  bounded  by  the  dimensions  of  the  mesh.  These 
distributions have often been used in the literature [9, 20, 27, 33, 34, 35, 51, 52, 73, 74, 76, 
77, 78, 79, 85, 94, 99]. Simulation parameters are illustrated in Table 5.1. It is worth noting 
that most of the values of these parameters have been adopted in the literature [9, 11, 20, 27, 
33, 34, 38, 50, 51, 52, 53, 73, 77, 79, 85, 94, 99]. 
Table 5.1: The System Parameters Used in the Simulation Experiments  
Simulator Parameter  Values 
Dimensions of the Mesh Architecture  8 × 8 × 8, 10 × 10 × 10, and 12 × 12 × 12 
Allocation Strategy  TBL, BL, TFF, and FF 
Scheduling Strategy  FCFS and SSD 
Job Size Distribution 
Uniform:  Job  widths,  depths,  and  heights 
are  uniformly  distributed  over  the  range 
from 1 to the mesh side lengths. 
Exponential:  Job  widths,  depths,  and 
heights are exponentially distributed with a 
mean of half the side length of the entire 
mesh. Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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Execution Time Distribution 
Bounded  Pareto  with  the  following 
parameters:  0 . 15 = k ,  0 . 4241 = q   and 
0 . 1 = a  [53]. 
Inter-arrival Time 
Exponential  with  different  values  for  the 
mean. The values are determined through 
experimentation with the simulator, ranged 
from lower values to higher values. 
Number of Runs 
The number of runs should be enough so 
that  the  confidence  level  is  95%  that 
relative errors are below 5% of the means. 
The number of runs ranged from dozens to 
thousands. 
Number of Jobs per Run  1000 
Each  simulation  run  consists  of  one  thousand  completed  jobs.  Simulation  results  are 
averaged over enough independent runs so that the confidence level is 95% that relative 
errors are below 5% of the means [7]. The batch means analysis has been used to calculate 
confidence intervals [4, 66]. This method has been discussed in detail in Chapter 3 (please 
see  Section  3.4.1).  Table  5.2  shows  the  grand  means,  confidence  intervals, and relative 
errors  that  outline  the  results  depicted,  for  example,  in  Figure  5.3  for  the  load  0.035 
jobs/time unit under SSD. In most of the cases, the error bars are quite small. For the sake of 
clarity of the figures, the error bars are not shown on all the subsequent figures.  
Table 5.2: The mean (i.e., mean turnaround time of job), 95% confidence interval, and 
relative error for the results shown in Figure 5.3 for the load 0.035 jobs/time unit and 
the SSD scheduling strategy 
Algorithm  TBL  TFF  BL  FF 
95% 
Confidence 
Interval 
[572.11- 585.45]  [569.01- 588.22]  [657.04- 669.14]  [640.43- 660.82] 
Mean   
(time unit)  578.781626  578.614877  663.090303  650.626269 
Relative 
Error  0.011  0.016  0.009  0.015 Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
Connected Multicomputers   122 
 
The main performance parameters observed are the average turnaround time of jobs, mean 
system utilisation and average allocation overhead. As previously reported in Chapter 3, the 
turnaround time is the time that a parallel job spends in the mesh from arrival to departure. 
The utilisation is the percentage of processors that are utilized over time. The allocation 
overhead is the time that the allocation algorithm takes for the allocation and de-allocation 
operations per job. The important independent variable in the simulation is the system load. 
It is defined as the inverse of the mean inter-arrival time of jobs. Its range of values from 
low  to  heavy  loads  has  been  determined  through  experimentation  with  the  simulator 
allowing each allocation strategy to reach its upper limits of utilisation.  
In  what  follows,  the  notation <allocation strategy>(<scheduling strategy>) is adopted to 
represent the strategies in the performance figures. For instance, TBL(SSD) refers to the 
Turning  Busy  List  allocation  strategy  under  the  Shortest-Service-Demand  scheduling 
strategy.  
5.4.1  Performance  Comparison  under  Heavy-Tailed  and  Exponential  Job 
Execution Times with the FCFS Scheduling Strategy. 
To evaluate the impact of heavy-tailed distribution on the performance of the allocation 
strategies, its performance is compared, in terms of the average turnaround time of jobs and 
mean  system  utilisation  when  the  job  execution  times  follow  heavy-tailed  distribution 
according to the values specified in Table 5.1, against that of the exponential job execution 
times with a mean of 83 time units. Figure 5.1 depicts the average turnaround time of the 
allocation  strategies  (TBL,  TFF,  BL,  and  FF)  for  the  heavy-tailed  and  exponential  job 
execution times and FCFS scheduling strategy under uniform side lengths distribution. The 
simulation results in this figure are presented for a heavy system load that allows each 
allocation  strategy  to  reach  its  upper  limits  of  utilisation.  The  results  reveal  that  the 
performance of the allocation strategies degrades when the distribution of job execution Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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times is heavy-tailed. This is because the long jobs’ execution times, resulting from the 
heavy-tailed distribution, increase the average turnaround time and consequently lead to a 
degradation  in  system  performance.  For  example,  the  average  turnaround  time  of 
TBL(FCFS) under exponential job execution time distribution is 49% of that of TBL(FCFS) 
under heavy-tailed job execution time distribution.  
T
B
L
(
F
C
F
S
)
T
B
L
(
F
C
F
S
)
T
F
F
(
F
C
F
S
)
T
F
F
(
F
C
F
S
)
B
L
(
F
C
F
S
)
B
L
(
F
C
F
S
)
F
F
(
F
C
F
S
)
F
F
(
F
C
F
S
)
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
Exponential Heavy Tailed
A
v
e
r
a
g
e
 
T
u
r
n
a
r
o
u
n
d
 
T
i
m
e
 
 
 
(
t
i
m
e
 
u
n
i
t
)
TBL(FCFS)
TFF(FCFS)
BL(FCFS)
FF(FCFS)
Figure  5.1:  Turnaround  time  in  BL,  FF,  TBL,  and  TFF  under  the  exponential  and 
heavy-tailed job execution times with FCFS scheduling strategy and the uniform side 
lengths distribution in an 8 × 8 × 8 mesh. 
 
Figure 5.2 depicts the mean system utilisation of the strategies (TBL, TFF, BL, and FF) for 
the heavy-tailed and exponential job execution times with FCFS and uniform side lengths 
distribution. The simulation results in this figure are presented for a heavy system load. The 
load is such that the waiting queue is filled very early, allowing each allocation strategy to 
reach its upper limits of utilisation. The results reveal that the utilisation of the allocation 
strategies degrades when job execution times follow heavy-tailed distribution, while it is 
better for the exponential job execution times. This is because the long jobs’ execution times 
due to the heavy-tailed distribution decrease the probability of successful allocation to other 
jobs, and this in turn degrades system performance. For example, the allocation strategies 
with rotation, as in TBL and TFF, achieve a mean system utilisation of 49% for exponential Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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job execution times, but cannot exceed 39% for heavy-tailed job execution times. 
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Figure 5.2: Mean system utilisation in BL, FF, TBL, and TFF under the exponential 
and heavy-tailed job execution times with FCFS scheduling strategy and the uniform 
side lengths distribution in an 8 × 8 × 8 mesh. 
 
 
5.4.2 Performance Comparison under Different System Loads and Scheduling 
Strategies 
In the figures that are presented below, the x-axis represents the system load while the y-axis 
represents  results  of  the performance metric of interest. The results obtained have been 
found to be similar to those observed when other mesh system sizes are considered (please 
see Section 5.4.3).  
Turnaround Time: 
In Figures 5.3 and 5.4, the average turnaround time of jobs is plotted against the system load 
for both job size distributions and the two scheduling strategies considered. The results 
reveal that the allocation strategies with rotation under SSD scheduling (TBL(SSD) and 
TFF(SSD)) have comparable performance, and that they are superior to all other strategies. 
They are followed, in order, by the strategies BL(SSD), FF(SSD), TBL(FCFS), TFF(FCFS), 
BL(FCFS), and FF(FCFS). When compared to TBL(SSD) and TFF(SSD) in Figure 5.3, Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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BL(SSD) increases the average turnaround times by about 13% and 48% for the loads 0.03 
and 0.045 jobs/time unit, respectively. In Figure 5.4, the increases are by about 21% and 
32% for the loads 0.075 and 0.105 jobs/time unit, respectively.  
It can also be seen in the figures that the average turnaround times of the strategies that 
depend on a list of allocated sub-meshes for both allocation and de-allocation, as in TBL and 
BL, is very close to that of the strategies that depend on the allocation states of processors, 
as in TFF and FF, assuming that the same scheduling strategy is used. For example, the 
average turnaround time of TBL(SSD) is very close to that of TFF(SSD). It can also be seen 
in the figures that the average turnaround time of the strategies with rotation, as in TBL and 
TFF, is substantially superior to that of the strategies without rotation, as in BL and FF, 
because it is more likely that a suitable contiguous sub-mesh is available for allocation to a 
job when request rotation is allowed. It can also be noticed in the figures that SSD is much 
better than FCFS. In Figure 5.3, for instance, the average turnaround time of TBL(SSD) is 
7% of that of TBL(FCFS) in the presence of high loads. This finding demonstrates that the 
scheduling and allocation strategies both have substantial effect on the performance of the 
contiguous allocation strategies in the 3D mesh. 
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strategies (BL, FF, TBL, TFF) under the scheduling strategies (FCFS and SSD) and 
the exponential side lengths distribution in an 8 × 8 × 8 mesh. 
 
 
Utilisation: 
In Figures 5.5 and 5.6, the mean system utilisation of the allocation strategies is plotted 
against  the  system  loads  under  the  uniform  and  exponential  job  size  distributions, 
respectively, and both scheduling strategies considered. In these two figures, TBL(SSD) and 
TFF(SSD) have almost identical performance, and they are superior to the other strategies. 
In Figure 5.5, for example, TBL(SSD) achieves system utilisation of 52%, but TBL(FCFS) 
cannot exceed 39% system utilisation. Also, the results show that the switching request 
orientation improves performance substantially. This is indicated by the largely superior 
mean  system  utilisation  of  the  allocation  strategies  that  can  switch  the  orientation  of 
allocation requests when they are compared to the strategies without rotation. The strategies 
with rotation, as in TBL(SSD) and TFF(SSD), achieve system utilisation of 44% under the 
exponential  distribution  and  52%  under  uniform  distribution.  But  the  strategies  without 
rotation,  as  in  BL(SSD)  and  FF(SSD),  cannot  exceed  42%  utilisation.  Higher  system 
utilisation is achievable under heavy loads because the waiting queue is filled very early, 
allowing each allocation strategy to reach its upper limits of utilisation. Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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Number of Allocated Sub-meshes (m): 
In  Figures  5.7~5.10,  the  average  number  of  allocated  sub-meshes  in  the  strategies  that 
depend on a list of allocated sub-meshes for both allocation and de-allocation (TBL and BL) 
is plotted against the system load. Different mesh sizes are considered under both job size 
distributions and scheduling strategies examined in this study. As expected, the average 
number of allocated sub-meshes is largest when the side lengths follow the exponential 
distribution. This is because the average sizes of jobs are smallest in this case. Moreover, the Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
Connected Multicomputers   128 
 
average number of allocated sub-meshes is much lower than the number of processors in the 
mesh system (n) for both job size distributions. Figure 5.7 depicts that the average number 
of allocated sub-meshes in the busy list varied from 1.19 to 2.22 for the uniform side lengths 
distribution  and  FCFS  scheduling,  and  from  1.19  to  3.03  for  the  uniform  side  lengths 
distribution and SSD scheduling. In Figure 5.8, the average number of allocated sub-meshes 
varied from 1.22 to 4.72 for the exponential side lengths distribution and FCFS, and from 
1.22 to 6.62 for the exponential side lengths distribution and SSD. It can be seen in the 
figures that  m is often less sensitive with  n. It can also be noticed that the average number 
of  allocated  sub-meshes  under  SSD  is  higher  than  that  under  FCFS.  In  Figure  5.7,  for 
example, the average number of allocated sub-meshes of TBL(FCFS) for all mesh sizes are 
84% and 75% of that of TBL(SSD) under the job arrival rates 0.04 and 0.105 jobs/time unit, 
respectively. This is because in SSD, the job with the shortest service demand is scheduled 
first, meaning that allocation and de-allocation operations are more numerous within a given 
time period, resulting in more allocated sub-meshes in the busy list.  
As previously reported in Chapter 3, the average number of allocated sub-meshes for the 
TBL strategy that use the rotation of the allocation request is a bit higher than that of the BL 
strategy that does not use the rotation of the allocation request. This is because it is highly 
likely  that  a  suitable  contiguous  sub-mesh  is  available  for  allocation to a job when the 
request orientation is allowed, which in turn increases the number of allocated sub-meshes 
in the busy list. In Figures 5.7 and 5.9, the average number of allocated sub-meshes of 
BL(FCFS) for all mesh system sizes is 74% of that of TBL(FCFS) under the job arrival rate 
0.105 jobs/time unit, and the average number of allocated sub-meshes of BL(SSD) for all 
mesh system sizes is 80% of that of TBL(SSD) when the job arrival rate is 0.105 jobs/time 
unit. Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
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Allocation Overhead (Allocation and De-allocation Time): 
Figures 5.11~5.18 show the average allocation and de-allocation time (allocation overhead) 
for the allocation strategies considered against the job arrival rate for an 8 × 8 × 8, a 10 × 10 
× 10, and a 12 × 12 × 12 system sizes, when the request side lengths follow the uniform and 
exponential distributions, respectively. We observe that the strategies that depend on a list 
of allocated sub-meshes for both allocation and de-allocation, as in TBL and BL, have much 
smaller allocation overhead than the strategies that depend on the number of processors in 
the mesh system, as in TFF and FF, under both scheduling strategies considered.  
In  Figure  5.11,  for  example,  the  allocation  overhead  of  TBL(FCFS)  is  4%  of  that  in 
TFF(FCFS) under the job arrival rate 0.075 jobs/time unit. It can also be seen in the figures 
that the time needed for both allocation and de-allocation for the strategies with rotation, as 
in TBL and TFF, is higher than that of the strategies without rotation, as in BL and FF. This 
is because in the worst case, the allocation process, in the allocation strategies with rotation, 
is  repeated  for  all  possible  permutations  (6  permutations)  of  the  job  request  while  this 
process is repeated only one time for the strategies without rotation. In Figures 5.11 and 
5.13, for example, the allocation overhead of BL(SSD) is 37% of that in TBL(SSD) under Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
Connected Multicomputers   131 
 
the job arrival rate 0.105 jobs/time unit. 
The  average  size  of  a  requested  sub-mesh  is  relatively  small  when  the  exponential 
distribution is used for generating job side lengths. Therefore, the number of allocated sub-
meshes  is  larger  in  this  case,  meaning  that  the  allocation  choices  are  more  numerous. 
Consequently, the time needed for both the allocation and de-allocation operations of the 
allocation strategies that depend on a list of allocated sub-meshes is largest when the side 
lengths follow the exponential distribution.  
Also  and  as  shown  in  Figures  5.15~5.22,  when  the  number  of  processors  increases  the 
allocation overhead increases for the strategies that depend on the number of processors in 
the mesh system, as in TFF and FF, while it does not increase for the strategies that depend 
on a list of allocated sub-meshes, as in TBL and BL. In Figures 5.12 and 5.20, for example, 
the allocation overhead of TFF(SSD) for an 8 × 8 × 8 mesh system size is 11% of that in 
TFF(SSD) for a 12 × 12 × 12 mesh system size under the job arrival rate 0.205 jobs/time 
unit. Moreover, it can be noticed in the figures that the difference in allocation and de-
allocation time becomes more significant as the system load increases. Thus, the allocation 
strategies that depend on a list of allocated sub-meshes are more effective than the strategies 
that depend on the size of the mesh system. 
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Figure  5.15:  Average  allocation  overhead  for  the  contiguous  allocation  strategies 
(TBL and TFF) under the scheduling strategies (FCFS and SSD) and uniform side 
lengths distribution in a 10 × 10 × 10 mesh. 
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Figure  5.16:  Average  allocation  overhead  for  the  contiguous  allocation  strategies 
(TBL and TFF) under the scheduling strategies (FCFS and SSD) and exponential side 
lengths distribution in a 10 × 10 × 10 mesh. 
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Figure 5.18: Average allocation overhead for the contiguous allocation strategies (BL 
and  FF)  under  the  scheduling  strategies  (FCFS  and  SSD)  and  exponential  side 
lengths distribution in a 10 × 10 × 10 mesh. 
 
-0.5
1.5
3.5
5.5
7.5
9.5
11.5
0.005 0.015 0.025 0.035 0.045 0.055 0.065 0.075 0.085 0.095 0.105
A
v
e
r
a
g
e
 
A
l
l
o
c
a
t
i
o
n
 
O
v
e
r
h
e
a
d
 
(
m
s
e
c
)
Load (jobs/time unit)
TBL(FCFS)
TFF(FCFS)
TBL(SSD)
TFF(SSD)
Figure  5.19:  Average  allocation  overhead  for  the  contiguous  allocation  strategies 
(TBL and TFF) under the scheduling strategies (FCFS and SSD) and uniform side 
lengths distribution in a 12 × 12 × 12 mesh. 
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Figure 5.21: Average allocation overhead for the contiguous allocation strategies (BL 
and FF) under the scheduling strategies (FCFS and SSD) and uniform side lengths 
distribution in a 12 × 12 × 12 mesh. 
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Figure 5.22: Average allocation overhead for the contiguous allocation strategies (BL 
and  FF)  under  the  scheduling  strategies  (FCFS  and  SSD)  and  exponential  side 
lengths distribution in a 12 × 12 × 12 mesh. 
 
5.4.3 Impact of System Size 
In this section, we investigate the effect of the size of the mesh system on the performance 
of the allocation strategies considered in terms of average turnaround time of jobs under 
both FCFS and SSD when job execution times follow heavy-tailed distributions. For the 
sake  of  conciseness,  we  have  only  concentrated  on  job  turnaround  time  in  this  section 
because it is usually a good estimate of the performance of processor allocation strategies 
and it has been used in the existing allocation strategies [9, 18, 20, 27, 33, 34, 51, 52, 65, 78, Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
Connected Multicomputers   136 
 
85, 99]. 
Figure 5.23 assumes that the side lengths of the requested sub-meshes follow a uniform 
distribution, while an exponential distribution is assumed in Figure 5.24. The results reveal 
that the performance of the allocation strategies is little affected by changes in the system 
size  in  our  considered  scenarios.  In  Figure  5.24,  the  average  turnaround  time  of  the 
TBL(SSD) strategy for an 8 × 8 × 8 mesh system size is 98% of that of TBL(SSD) for a 10 × 
10 × 10 mesh system size and 91% of that of TBL(SSD) for a 12 × 12 × 12 mesh system 
size. Moreover, the allocation strategies that use the rotation of the allocation request, as in 
TBL and TFF, perform much better than the allocation strategies that do not use the rotation 
of the allocation request, as in BL and FF, regardless of the mesh system size. Figure 5.23 
shows that the average turnaround time of TBL(SSD) is 34% of that of BL(SSD) for a 12 × 
12 × 12 mesh system size. The results also show that the SSD scheduling strategy improves 
the performance of the allocation strategies compared to FCFS scheduling. In Figure 5.23, 
the average turnaround time of TBL(SSD) is 8% of that of TBL(FCFS) for a 12 × 12 × 12 
mesh system size.  
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allocation strategies (BL, FF, TBL, TFF) and the exponential side lengths distribution 
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5.5 Conclusions 
We  have  compared  the  performance  of  processor  allocation  strategies  proposed  for  3D 
mesh-connected multicomputers for a wide range of system loads and system sizes when the 
distribution of job execution times is heavy-tailed (e.g., Bounded Pareto distribution). The 
strategies examined in this chapter include First Fit (FF), Turning First Fit (TFF), a Busy 
List strategy (BL) and the Turning Busy List strategy (TBL). BL maintains a list of allocated 
sub-meshes to determine the nodes that cannot be used as base nodes for the requested sub-
meshes, whereas TBL attempts to maintain a good performance in terms of mean system 
utilisation and average turnaround time with little allocation overhead. 
The heavy-tailed distribution has been adopted in this study because many measurement 
studies have convincingly demonstrated that the execution times of certain computational 
jobs can be characterised by heavy-tailed distributions; that is, many jobs are short and 
fewer are long. Heavy-tailed distributions can capture this variability and have been shown 
to  behave  quite  differently  from  the  exponential  distribution  which  may  not  reflect  all Chapter  5:  Comparative  Evaluation  of  Contiguous  Allocation  Strategies  on  Mesh-
Connected Multicomputers   138 
 
possible practical scenarios when compared to the heavy-tailed distribution.   
The performance of the allocation strategies is measured in terms of usual performance 
parameters that have been used in the existing strategies including the average turnaround 
time and mean system utilisation, as well as the measured allocation overhead, that the 
allocation and de-allocation operations take per job. Moreover, the SSD scheduling strategy 
has been used to deal with heavy-tailed job execution times to avoid performance loss due to 
FCFS blocking that results from large jobs. 
The simulation results have shown that the performance of the allocation strategies in terms 
of average turnaround time and mean system utilisation degrades considerably when the 
distribution of job execution times is heavy-tailed. This is because the long jobs’ execution 
times that have been resulted from heavy-tailed distribution increase the average turnaround 
time of those jobs and which consequently degrade the system performance. Our analysis 
has shown that when job executions times follow a heavy-tailed distribution, SSD improves 
the performance of the allocation strategies compared to FCFS in terms of the performance 
metrics measured in this study. 
The  simulation  results  have  also  shown  that  the  performance  of  TBL(SSD)  is  almost 
identical to that of TFF(SSD) and is superior over that of the other allocation strategies. 
Moreover, the performance of the TBL and BL strategies that depend on a list of allocated 
sub-meshes for both allocation and de-allocation is at least as good as that of the TFF and 
FF strategies that depend on the number of processors in the mesh system, assuming that the 
same scheduling strategy is used. The results have also shown that the average allocation 
overhead of the TBL and BL strategies is lower than that of the TFF and FF strategies that 
depend on the states of processors in the mesh system. Chapter 6 
Conclusions and Future Directions 
Parallel computers are often considered to be one of the most feasible ways of achieving the 
enormous computational power required by many real-life parallel applications found in 
science,  engineering,  and  a  number  of  other  fields  [43,  70,  90].  Distributed-memory 
multicomputers are an important class of parallel computers for building large-scale parallel 
systems [83]. Among the various distributed-memory multicomputers those based on the 
mesh  network  have  received  much  attention  from  the  research  community  due  to  the 
simplicity, structural regularity, partition-ability, and ease of implementation of this network 
topology [9, 18, 20, 21, 27, 31, 33, 35, 51, 52, 77, 78, 85, 99]. Meshes are suited to a variety 
of  practical  applications  including  matrix  computation,  image  processing  and  problems 
whose task graphs can be embedded naturally into the mesh [89, 95]. It has been used as the 
underlying network in a number of commercial and experimental multicomputers, including 
the Intel Paragon [39], Cray XT3 [19, 60], MIT J-machine [61], Cray T3D [67], Cray T3E 
[25], iWARP [15], IBM BlueGene/L [10, 55, 97, 98], and Delta Touchstone [40].  
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mesh network, has been the focus of a lot of research over the past years [9, 11, 16, 24, 26, 
28, 31, 33, 34, 35, 45, 51, 52, 71, 72, 73, 74, 75, 76, 77, 78, 79, 81, 93, 97]. Several 
commercial  and  experimental  parallel  machines  have  used  space  sharing  for  processor 
allocation [10, 15, 19, 25, 39, 40, 55, 61, 67, 97, 98]. In space sharing, the set of processors 
in a system, e.g., mesh-connected multicomputer, is partitioned into a set of sub-meshes 
each of which is exclusively allocated to a single job [6, 11, 17, 37]. Processor allocation 
strategies based on space sharing can be divided into two broad categories: contiguous and 
non-contiguous. In contiguous allocation [9, 20, 21, 26, 27, 31, 33, 34, 35, 38, 48, 52, 65, 
74, 75, 78, 94, 99], the allocated processors are physically contiguous and have the same 
topology as the underlying network, e.g. the mesh, in order to maintain low communication 
overhead among the allocated processors. The direct consequence of contiguous allocation 
is that good system utilisation is often difficult to achieve due to the fragmentation problem 
which results from contiguous allocation [18, 85]. The fragmentation problem could be of 
two types: internal and external. Internal fragmentation occurs when more processors are 
allocated to a job but not used, whereas external fragmentation occurs when there are a 
sufficient number of free processors are available to satisfy a job request but they are not 
allocated to it because they are not contiguous.  
To solve the fragmentation problem, a number of researchers have adopted non-contiguous 
allocation [18, 24, 49, 71, 72, 84, 85] where a job can be executed on multiple disjoint sub-
meshes rather than waiting until a single sub-mesh of requested size and shape is available. 
In  the  past,  non-contiguous  allocation  has  not  attracted  considerable  research  attention 
because the communication latency was sensitive to the distance in the network employed in 
the first generation of multicomputers [11]. However, the advances in routing technique 
such as wormhole routing [2, 4, 11, 29, 71, 72, 83] have made non-contiguous allocation 
plausible in networks characterised by long diameters such as the mesh. Wormhole routing Chapter 6: Conclusions and Future Directions  141 
 
has been widely adopted in the second generation of multicomputers [25, 39, 40, 54, 67, 91]. 
An advantage of wormhole routing over earlier communication schemes, mainly store-and-
forward, is that message latency has become less dependent on message distance [2, 43]. 
The  main  goal  of a processor allocation strategy is to reduce job turnaround times and 
maximize system utilisation [72]. A given allocation strategy may have a partial or full sub-
mesh recognition ability [85, 99]. Having a full sub-mesh recognition ability increases the 
time to allocate a sub-mesh to a new job, as has been shown in the studies of [26, 31, 34, 94, 
97]. With increased system size, the time to search for free processors to satisfy an incoming 
job might be comparable to the job’s execution time [46]. Hence it is important to develop 
allocation strategies that minimize the search time (also referred to as the allocation time), 
and as a result decrease the turnaround time of jobs. Furthermore, the method used for 
partitioning allocation requests in non-contiguous allocation has a considerable impact on 
the  performance  of  non-contiguous  allocation  strategies  [18,  71,  72,  85].  Hence,  the 
partitioning process in non-contiguous allocation should aim to maintain a high degree of 
contiguity  between  the  processors  allocated  to  a  given  parallel  job.  This  is  so  that  the 
communication  overhead  is  kept  to  a  minimum  without  adversely  affecting  the  overall 
system performance [71, 72].  
6.1 Summary of the Results 
The  major  focus  of  the  present  research  has  been  the  development  of  new  efficient 
contiguous and non-contiguous allocation strategies for mesh-connected multicomputers that 
overcome the limitations of the existing strategies suggested for the 2D and the 3D mesh 
networks. Summarised below are the major contributions made in this research study. 
·  There  have  been  relatively  few  contiguous  allocation  strategies  that  have  been Chapter 6: Conclusions and Future Directions  142 
 
suggested for the 3D mesh-connected multicomputers. These strategies achieve a 
complete  sub-mesh  recognition  capability  at  the  expense  of  a  high  allocation 
overhead [31, 34, 94], that accounts for the time required to allocate and de-allocate 
a set of processors to an incoming job. Furthermore, the allocation overhead in the 
previously proposed contiguous allocation strategies has been shown to grow with 
the system size [26, 31, 34, 94]. Motivated by these observations, the first part of 
this dissertation has proposed a new contiguous allocation strategy, referred to as 
Turning Busy List (TBL for short), for the 3D mesh-connected multicomputers. The 
TBL strategy exhibits a low allocation overhead and can identify a free sub-mesh of 
the requested size as long as it exists in the mesh system. It can do so because it 
relies on a new approach that maintains a list of allocated sub-meshes to determine 
all the regions consisting of the nodes that cannot be used as base nodes for the 
requested sub-mesh. These nodes are then subtracted from the right border plane of 
the already allocated sub-meshes in order to determine the nodes that can be used as 
base nodes for the required sub-mesh size.  
·  Extensive simulation experiments under a variety of system loads have been carried 
out in order to compare the performance of the proposed TBL allocation strategy 
against well-known contiguous allocation strategies [34], with and without change 
of  request  orientation.  Our  analysis  has  shown  that  in  most  circumstances  TBL 
strategy exhibits a lower allocation overhead than the previous strategies [34]. For 
instance, simulation results have revealed that the allocation overhead in the TBL 
strategy can be as low as 4% of that in the existing Turning First Fit (TFF) strategy 
[34]  in  the  presence  of  high  loads.  Moreover,  when  the  number  of  processors 
increases the allocation overhead increases for the allocation strategies that depend 
on the number of processors in the mesh system (as in TFF and FF) while it does not Chapter 6: Conclusions and Future Directions  143 
 
increase for the allocation strategies that depend on a list of allocated sub-meshes 
(as  in  TBL  and  BL).  For  example,  the  allocation  overhead  of  the  existing  TFF 
strategy for a 12 × 12 × 12 mesh system size can increase by up to 773% of that for 
an  8  ×  8  ×  8  mesh  system  size.  The  allocation  overhead  in  the  proposed  TBL 
strategy is kept low when the mesh system size increases, while its performance, in 
terms of the turnaround times and system utilisation, is still as good as that of the 
existing competing TFF strategy [34]. The new TBL strategy is efficient because it 
is implemented using a busy list approach. In practice it is often the case that when 
the system size scales up, the requirement of applications in terms of the number of 
requested processors often increases to exploit the available computational power, 
and  in  such  scenarios  our  suggested  strategy  is  expected  to  exhibit  competitive 
performance levels. 
·  Our  results  have  also  revealed  that  the  contiguous TBL and TFF strategies that 
employ request rotation have comparable performance, and are both superior to the 
other  strategies  that  do  not  employ  rotation  (e.g.,  BL  and  FF).  When  compared 
against TBL and TFF, BL increases the average turnaround times by up to 65% in 
the presence high loads. The allocation strategies with rotation, notably, TBL and 
TFF, achieve system utilisation of 47% under the exponential distribution and 49% 
under uniform distribution. On the other hand, the BL and FF strategies that do not 
employ rotation cannot exceed 37% utilisation for both job size distributions. 
·  There have been many non-contiguous allocation strategies that have been suggested 
for the 2D mesh network. However most of these suffer from several problems that 
include  internal  fragmentation,  external  fragmentation,  as  well  as  message 
contention  inside  the  network  [18,  24,  84,  85].  Moreover,  the  allocation  of Chapter 6: Conclusions and Future Directions  144 
 
processors to job requests is not based on free contiguous sub-meshes in the existing 
strategies [18, 85]. Instead, it is often based on artificial predefined geometric or 
arithmetic patterns [18, 85]. Hence these strategies may fail to allocate an available 
large sub-mesh, which in turn cause degradation in system performance in terms of 
turnaround times [18, 72, 85]. Motivated by these observations, the second part of 
this dissertation has suggested a new non-contiguous allocation algorithm, referred 
to  as  Greedy  Available  Busy  List  (GABL  for  short),  for  mesh-connected 
multicomputers. The GABL strategy combines the main desirable features of both 
the  contiguous  and  non-contiguous  allocation  strategies.  Moreover,  GABL  is 
general enough in that it could be applied to either the 2D or 3D mesh. However, in 
this research study the new proposed non-contiguous allocation strategy has been 
adapted to the 2D mesh in order to compare its performance against that of the 
existing non-contiguous allocation strategies suggested for the same network; it is 
worth pointing out that we have opted to discuss our new allocation strategy in the 
context of the 2D mesh network because there has been hardly any non-contiguous 
allocation strategy which has been suggested for the 3D mesh network.  
·  The  proposed  GABL  strategy  relies  on  a  new  approach  that  maintains  a  higher 
degree of contiguity among the processors than that of the previous non-contiguous 
allocation strategies. This decreases the number of sub-meshes allocated to a job, 
hence  decreases  the  distance  traversed  by  messages,  which  in  turn  decreases 
communication  overhead.  Extensive  simulation  experiments  under  a  variety  of 
system operating conditions have been carried out to compare the performance of 
the  proposed  GABL  strategy  against  that  of  the  existing  non-contiguous  and 
contiguous allocation strategies. The results have shown that in most cases the new 
strategy has better performance in terms of the turnaround time than the previous Chapter 6: Conclusions and Future Directions  145 
 
contiguous  and  non-contiguous  allocation  strategies  of  [85].  Moreover,  when 
message  contention  increases  inside  the  network  due  to  using  the  all-to-all 
communication pattern, for example, GABL exhibits superior performance over the 
previous contiguous and non-contiguous allocation strategies. For instance, under 
high loads, the average turnaround times in GABL are 20%, 24%, and 38% of that 
of the contiguous First Fit (FF) [85, 99], non-contiguous Paging(0) [85], and non-
contiguous  Multiple  Buddy  Strategy  (MBS)  [85],  respectively.  Furthermore,  the 
proposed strategy exhibits high system utilisation as it manages to eliminate both 
internal and external fragmentation. For instance, under high loads, GABL achieves 
a mean system utilisation of 71% to 75% under the exponential and uniform side 
lengths  distributions,  respectively,  but  system  utilisation  in  the  contiguous  FF 
allocation strategy cannot exceed 50%.  
·  Experiments  for  large  packet  sizes  have  been  also  conducted.  The  results  have 
shown that under most system loads GABL outperforms the previous contiguous 
and non-contiguous allocation strategies. For instance, when the packet length is 8-
flits, the difference in performance in terms of average turnaround times in favour 
for the GABL strategy could be as large as 72% over Paging(0) and 49% over MBS 
under  high  loads.  Similarly,  when  packet  length  is  increased  to  64  flits,  the 
difference in performance in terms of average turnaround times in favour for the 
GABL strategy could be as large as 85% over Paging(0) and 55% over MBS. 
·  Experiments for large system sizes in terms of average turnaround times have also 
been  carried  out.  GABL  has  been  found  to  perform  better  than  the  existing 
contiguous  and  non-contiguous  allocation  strategies  for  all  system  sizes.  For 
instance, for a 16 × 16 mesh system size, the average turnaround times of GABL can 
be 20%, 24%, and 37% lower of that of FF, Paging(0), and MBS, respectively. For a Chapter 6: Conclusions and Future Directions  146 
 
64 × 64 mesh system size, the average turnaround times of GABL can be 23%, 34%, 
and  45%  lower  of  that of FF, Paging(0), and MBS, respectively. Moreover, the 
results have shown a significant drop in performance as the system scales up. For 
instance, the average turnaround time of GABL for a 64 × 64 mesh system size 
could increase by as much as 194% of that for a 16 × 16 mesh system size. This is 
because when the system size increases, the allocated processors might be far from 
each  other.  This  increases  the  distance  traversed  by  messages,  and  as  a  result 
increases the communication overhead, leading to an increases in the turnaround 
time of jobs.  
·  The performance evaluation of most allocation strategies, including those described 
here [6, 11, 18, 27, 31, 33, 34, 35, 38, 48, 51, 52, 74, 78, 85, 94, 99] have assumed 
an exponential distribution for job execution times. However, many measurement 
studies [22, 47, 56, 57, 58, 59, 88, 96] have convincingly demonstrated that the 
execution  times  of  certain  computational  jobs  could  be  better  characterised  by 
heavy-tailed distributions; that is, many jobs are short and fewer are long. The few 
jobs that have long execution times can account for more than half of the total jobs’ 
execution time [59]. Heavy-tailed probability distributions (e.g., Bounded Pareto) 
can capture this variability in job execution times and have been shown to behave 
quite differently from the traditional exponential probability distribution, which has 
been widely used to evaluate the performance of allocation strategies [22, 57, 58, 
75]. Most importantly, when sampling random variables that follow a heavy-tailed 
distribution, the probability of large generated values is non-negligible [22, 47, 56, 
57, 58, 59, 88, 96].  
·  In  the  final  part  of  this  dissertation,  the  performance  of the existing contiguous 
allocation  strategies  for  3D  mesh-connected  multicomputers,  including  the  ones Chapter 6: Conclusions and Future Directions  147 
 
developed in this research, has been revisited in the context of heavy-tailed job 
execution times. To the best of our knowledge, this study is the first to consider 
heavy-tailed distributions in the context of processor allocation on mesh-connected 
multicomputers. As in [6, 9, 18, 21, 27, 31, 33, 34, 35, 38, 71, 72, 73, 74, 75, 77, 78, 
79, 85, 94, 99], in this part, the performance of allocation strategies is measured in 
terms of the average turnaround time and mean system utilisation, as well as the 
measured allocation overhead, that is, the time that the allocation and de-allocation 
operations take per job. It is worth noting that we have limited our investigation to 
contiguous allocation strategies in this research due to time and resource limitations. 
·  Our study has revealed that in general the performance of the allocation strategies 
degrades considerably when the distribution of job execution times is heavy-tailed 
(e.g., Bounded Pareto). This is because the long jobs’ execution times due to the 
heavy-tailed distribution increase the average turnaround time of those jobs, and 
consequently  degrade  system  performance.  For  instance,  the  average  turnaround 
time  of  TBL(FCFS)  (i.e.,  TBL  with  the  FCFS  scheduling  strategy)  under  the 
exponential job execution time distribution is 49% of that of TBL(FCFS) under the 
heavy-tailed job execution time distribution and high loads. Our analysis has also 
shown  that  when  job  executions  times  follow  a  heavy-tailed  distribution  the 
Shortest-Service-Demand (SSD) scheduling strategy improves the performance of 
the allocation strategies compared to the FCFS scheduling strategy. For instance, the 
average turnaround time of TBL(SSD) (i.e., TBL with the SSD scheduling strategy) 
is  7%  of  that  of  TBL(FCFS)  in  the  presence  of  high  loads.  Also,  TBL(SSD) 
achieves  system  utilisation  of  52%,  but  TBL(FCFS)  cannot  exceed  39%  system 
utilisation. 
·  Having  said  the  above,  the  allocation  overhead  of  the  TBL  and  BL  allocation Chapter 6: Conclusions and Future Directions  148 
 
strategies is still much lower than that of the TFF and FF allocation strategies when 
the  job  execution  times  follow  a  heavy  tailed  distribution.  For  instance,  the 
allocation overhead in the TBL(FCFS) strategy for an 8 × 8 × 8 mesh system size is 
4% of that in the TFF(FCFS) strategy. Moreover, when the number of processors 
increases the allocation overhead increases in the allocation strategies that depend 
on the number of processors in the mesh system, as in TFF and FF, while it does not 
increase in the allocation strategies that depend on a list of allocated sub-meshes, as 
in TBL and BL. For instance, the allocation overhead in the TFF(FCFS) strategy for 
an 8 × 8 × 8 mesh system size is 11% of that in the TFF(FCFS) strategy for a 12 × 
12 × 12 mesh system size.  
·  Experiments to measure the average turnaround times have also been conducted for 
large  system  sizes.  However,  the  main  conclusions  on  the  performance  of  the 
allocation strategies remain unchanged. For example, the average turnaround time of 
the TBL(SSD) strategy for an 8 × 8 × 8 mesh system size is 98% of that for a 10 × 
10 × 10 mesh system size and 91% for a 12 × 12 × 12 mesh system size. 
6.2 Directions for the Future Work 
There are several interesting issues and open problems that require further investigation. 
These are briefly outlined below. 
·  In this research, the performance of the allocation strategies proposed in Chapters 3 
and 4 has been evaluated assuming the First-Come-First-Served (FCFS) scheduling 
strategy. A natural extension of this work would be to evaluate the performance of 
our allocation strategies with other possible scheduling approaches, such as smallest 
job first (SJF) [66], Last Come First Served (LCFS) [66], Out of Order (OO) [34], Chapter 6: Conclusions and Future Directions  149 
 
and backfilling [93]. Backfilling allows a later job in the waiting queue to be chosen 
to schedule as long as its execution does not delay the earliest possible execution of 
the earliest arriving job in the queue [93]. This requirement imposes the need for an 
estimation of job execution times. 
·  The results in Chapter 4 and in [85] have shown that non-contiguous allocation 
strategies dramatically outperform contiguous allocation strategies in the 2D mesh 
network. Greedy Available Busy List strategy (GABL) proposed in Chapter 4 can be 
applied to either the 2D or 3D mesh network. It can be adapted to 3D mesh by 
exploiting an efficient approach, the Turning Busy List (TBL) approach described in 
Chapter 3 for 3D mesh, for the detection of such available sub-meshes. It would be 
interesting to investigate the performance of the non-contiguous allocation against 
that of the contiguous allocation in 3D mesh network by comparing the performance 
of the proposed GABL non-contiguous allocation algorithm described in Chapter 4 
against that of the TBL contiguous allocation algorithm described in Chapter3. 
·  The study conducted in Chapter 5 has examined the performance of the contiguous 
allocation  strategies  in  the  context  of  heavy-tailed  distributions.  It  would  be 
interesting to conduct a similar performance study on the non-contiguous allocation 
strategies. 
·  The  results  in  Chapter  5  have  revealed  that  the  performance  of  the  allocation 
strategies  degrades  considerably  when  the  distribution  of  job  execution  times  is 
heavy-tailed.  A  challenging  continuation  of  this  work  would  be  to  develop  new 
allocation strategies that can efficiently support heavy-tailed job execution times. 
·  There have been a number of interconnection networks such as torus and hypercube Chapter 6: Conclusions and Future Directions  150 
 
networks which have been suggested for multicomputers over the past years [93]. It 
would be interesting to adapt the proposed allocation strategies to other well-known 
network topologies and assess their performance on these networks. 
·  Throughout this research, it has been assumed that messages are routed according to 
deterministic routing. Even though this form of routing is simple to implement it 
cannot react to a change in network conditions. In adaptive routing, intermediate 
nodes  take  current  network  conditions,  such  as  the  presence  of  congestions  or 
failures, into account to determine a route that a message should select to cross the 
network. It would be interesting to extend the proposed allocation strategies to this 
type of routing. 
·  Irregular  networks  have  received  considerable  attention  from  the  research 
community  due  to  the  emergence  of  clusters  of  workstations  as  a  cost-effective 
method for achieving parallel processing. A new direction of research along the 
broad lines of this dissertation would be to investigate the development of efficient 
contiguous  and  non-contiguous  allocation  algorithms  for  this  class  of  network 
topologies. 
·  The  performance  of  the  proposed  allocation  strategies,  as  well  as  the  existing 
strategies,  has  been  traditionally  carried  out  by  means  of  simulation  based  on 
stochastic workload models to generate a stream of incoming jobs. To validate the 
findings  of  the  existing  research,  including  that  outlined  in  this  thesis,  on  the 
performance  properties  of  the  existing  allocation  algorithms,  there  is  a  need  to 
examine the performance of these strategies using real workload traces. Hence, it 
would be very interesting to analyse the performance of our strategies based on real 
workload traces collected from practical parallel systems and contrast the results Chapter 6: Conclusions and Future Directions  151 
 
obtained against those obtained by means of simulation.  
·  Research efforts on processor allocation have relied on the simulation method to 
analyse  the  performance  behaviour  of  most  suggested  strategies.  As  in  other 
research endeavours, simulation cannot (due to time and complexity considerations) 
predict results and provide insight for all possible scenarios. A natural extension to 
the research efforts described in this dissertation would be to develop analytical 
models  that  can  capture  the  performance  behaviour  of  the  proposed  allocation 
strategies for cases that cannot be investigated by simulations. 
·  There has been little research activity in the performance measurement of actual 
parallel  systems.  Provided  sufficient  resources  were  available  to  materialise  an 
actual  multicomputer,  it  would  be useful to conduct measurements to verify the 
conclusions that have been reported in the literature and which have largely been 
reached by means of simulations. Apart from instilling confidence in the existing 
work, such an investigation might reveal issues ignored in the assumptions of the 
simulation model or otherwise not captured by present simulation tools. Appendix A 
The  Components  of  the  MBS 
Allocation Algorithm 
A.1 Introduction 
In the MBS allocation strategy, a job request for  p  processors is represented as a base 4 number 
of  the  following  form:  0 0
0
1 1
1 2 2 .. .......... 2 2 2 2 ´ ´ + + ´ ´ + ´ ´ = - -
- d d d p i i
i
i i
i .  MBS  is 
composed of the following five parts [85]: system initialisation, request factoring algorithm, 
buddy generating algorithm, allocation algorithm, and de-allocation algorithm. 
A.2 System Initialisation 
In this part, the mesh system is divided into initial blocks (i.e., sub-meshes), which are non-
overlapped square sub-meshes with side lengths equal to powers of 2. The concept of free block 
records (FBR) extends the notion of the free block lists in the 2DBS strategy [48]. FBR[i] 
records the number (FBR[i].block_num) of available blocks of size  i i 2 2 ´ and an ordered list Appendix A: The Components of the MBS Allocation Algorithm  153 
 
(FBR[i].block_list) of the locations of such blocks. Another global variable, AVAIL, keeps track 
of the current number of available processors in the mesh system, and is initialised to the number 
of processors in the system ( N ). 
A.3 The Request Factoring Algorithm 
The number of processors requested by an incoming job request has a base 4 representation of 
the form 
 
∑ ´ ´
=
N
i
i i
i d
4 log
0
) 2 2 (  where  3 0 £ £ i d . Thus any job request can be accommodated by 
i d  blocks of size  i i 2 2 ´ . At most    N 4 log  distinct blocks are needed with a maximum of 3 
blocks of a given size. The Maximum distinct blocks (MaxDB) of a given mesh system is defined 
as    N 4 log . The factoring algorithm needs to take as an input the job size and produces as 
output  a  request  array  (Request_Array[0..MaxDB]).  Request_Array[i]  is  the  number  of  size 
i i 2 2 ´  blocks that the job needs. 
A.4 The Buddy Generating Algorithm 
The buddy breaks a large block into 4 smaller adjacent blocks to satisfy the  i i 2 2 ´  requests. For 
example, the 4 buddies of a large block  j j 2 2 ´  are  1 1 2 2 - - ´ j j  blocks. The algorithm operates 
in two phases. In the first phase, an available block is searched by examining the FBRs in 
increasing order of block size from  1 1 2 2 + + ´ i i  to  max max 2 2 ´ . During the second phase, the 
block is repeatedly broken down into smaller buddies until the desired size blocks are found. If 
no block is found during the search phase, the algorithm breaks the request for a  i i 2 2 ´  block 
into 4 smaller requests for  1 1 2 2 - - ´ i i  blocks. Appendix A: The Components of the MBS Allocation Algorithm  154 
 
A.5 The Allocation Algorithm 
First, the request is factored and stored in Request_Array. This strategy attempts to satisfy each 
request for a block of size  i i 2 2 ´  from FBR[i]. Otherwise, MBS searches for a larger block in 
FBR  and repeatedly  breaks  it  down  into  4 adjacent  buddies until it  produces blocks  of the 
desired size. The 4 buddies of a  j j 2 2 ´  block are  1 1 2 2 - - ´ j j  blocks. If that fails, MBS breaks 
the request for a  i i 2 2 ´  block into 4 smaller requests for  1 1 2 2 - - ´ i i  blocks, which are stored in 
Request_Array[i-1],  and  repeats  the  allocation  process.  In  MBS,  allocation  always  succeeds 
when the number of free processors in the mesh system is sufficient. This is because the request 
or parts of it can be partitioned into requests for 1 ´ 1 blocks. 
A.6 The De-allocation Algorithm 
The MBS strategy needs to return all the blocks owned by the job to the system, and merge the 
buddies up to restore the larger blocks. Appendix B 
The  Possible  Cases  for  Subtracting 
Prohibited  Regions  from  RBP’s  in 
the TBL Allocation Algorithm 
The figures for all possible cases of subtracting Prohibited Regions (PR) from a Right Border 
Plane (RBP) introduced in Chapter 3 are presented for each case. In all of the figures presented 
in this Appendix, the coordinates of the RBP are represented by the address  ) , , , , , ( 2 2 1 1 z y x z y x  
while the coordinates of PR are represented by the address  ) , , , , , ( 2 2 2 1 1 1 w v u w v u .  
For example, Figure B.1 shows 6 possible situations for subtracting PR from RBP (please see 
Case 3.3.1 in Figure 3.3, Chapter 3); in all of these situations the subtraction process results in 
the same RBP. As a consequence, all processors on the RBP can be used as base processors for 
an allocation sub-mesh. The 6 possible situations for the RBP in Figure B.1 are:  1 u x < ,  2 u x > , 
1 2 w z < ,  2 1 w z > ,  1 2 v y < ,  2 1 v y > . 
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Figure B.1: Subtracting PR from RBP (Case 3.3.1 from Figure 3.3 in Chapter 3) 
1.  1 u x <  
2.  2 u x >  
3.  1 2 w z <  
4.  2 1 w z >  
5.  1 2 v y <  
6.  2 1 v y >  
((x< u1) or (x> u2) or ( z2< w1) or ( z1> w2) or ( y2< v1) or ( y1> v2)) 
In this figure the result is RBP itself. 
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Figure B.2: Subtracting PR from RBP (Cases 3.3.2, 3.3.3, 3.3.4 in Figure 3.3 in Chapter 3). 
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Figure B.3: Subtracting PR from RBP (Cases 3.3.5, 3.3.6, 3.3.7 in Figure 3.3 in Chapter 3). 
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Figure B.4: Subtracting PR from RBP (Cases 3.3.8, 3.3.9, 3.3.10 in Figure 3.3 in Chapter 3). 
(x,y1,z1) 
2  3  1 
(x,y1,z1)  (x,y1,z1) 
(x,y2,z2) 
(u2,v2,w2) 
(u1,v1,w1) 
(x,y2,z2) 
(x,y2,z2) 
1. (u1≤x≤u2) and (v1≤y1≤v2) and (v1≤y2≤v2) and (z1<w1) and (z2>w2) 
RBP1 (x, y1, z1, x, y2, w1-1) 
RBP2 (x, y1, w2+1, x, y2, z2) 
2. (u1≤x≤u2) and (v1≤y1≤v2) and (y2>v2) and (z1<w1) and (z2>w2) 
RBP1 (x, y1, z1, x, v2, w1-1) 
RBP2 (x, v2+1, z1, x, y2, z2) 
RBP3 (x, y1, w2+1, x, v2, z2) 
3. (u1≤x≤u2) and (v1≤y2≤v2) and (y1<v1) and (z1<w1) and (z2>w2) 
RBP1 (x, y1, z1, x, v1-1, z2) 
RBP2 (x, v1, z1, x, y2, w1-1) 
RBP3 (x, v1, w2+1, x, y2, z2) Appendix B: The Possible Cases for Subtracting Prohibited Regions from RBP’s in the TBL 
Allocation Algorithm  160 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.5: Subtracting PR from RBP (Case 3.3.11 in Figure 3.3 in Chapter 3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.6: Subtracting PR from RBP (Case 3.3.12 in Figure 3.3 in Chapter 3). 
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Figure B.7: Subtracting PR from RBP (Case 3.3.13 in Figure 3.3 in Chapter 3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure B.8: Subtracting PR from RBP (Case 3.3.14 in Figure 3.3 in Chapter 3). 
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Figure B.9: Subtracting PR from RBP (Cases 3.3.15, 3.3.16, 3.3.17 in Figure 3.3 in Chapter 3). 
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