Over the past few years, the field of visual social cognition and face processing has been 1 dramatically impacted by a series of data-driven studies employing computer-graphics 2 tools to synthesize arbitrary meaningful facial expressions. In the auditory modality, by cutting recordings in small successive time segments (e.g. every successive 100 10 milliseconds in a spoken utterance), and applying a random parametric transformation 11 of each segment's pitch, duration or amplitude, using a new Python-language 12 implementation of the phase-vocoder digital audio technique. We present here two 13 applications of the tool to generate stimuli for studying intonation processing of 14 interrogative vs declarative speech, and rhythm processing of sung melodies. 
Introduction

16
The field of high-level visual and auditory research is concerned with the sensory and 17 cognitive processes involved in the recognition of objects or words, faces or speakers and, 18 increasingly, of social expressions of emotions or attitudes in faces, speech and music. In 19 traditional psychological methodology, the signal features that drive judgments (e.g. 20 facial metrics such as width-to-height ratio, acoustical features such as mean pitch) are 21 posited by the experimenter before being controlled or tested experimentally, which may 22 create a variety of confirmation biases or experimental demands. For instance, stimuli 23 constructed to display western facial expressions of happiness or sadness may well be 24 recognized as such by non-western observers [1] , but yet may not be the way these 25 emotions are spontaneously produced, or internally represented, in such cultures [2] . 26 Similarly in auditory cognition, musical stimuli recorded by experts pressed to express 27 emotions in music may do so by mimicking expressive cues used in speech, but these 28 cues may not exhaust the many other ways in which arbitrary music can express 29 emotions [3] . For all these reasons, in recent years, a series of powerful data-driven 30 [ Figure 1 ] Fig 1 . Low-and high-level subspace noise for the reverse-correlation of visual and audio stimuli. Reverse-correlation paradigms aim to isolate the subspace of feature dimensions that maximizes participant responses, and as such, need to search a stimulus generative space e.g. of all possible images or sounds relevant for a task. In a majority of studies, noise masks operate on low-level, frequency-based representations of the signal, e.g. at different scales and orientations for image stimuli (top-left) or different frequencies of an auditory spectrogram (top-right). More recent models in the vision modality are able to explore the subspace of facial expressions through the systematic manipulation of facial action units (bottom-left). The present work represents a conceptually-similar development for the auditory modality.
paradigms (built on techniques such as reverse-correlation, classification image or 31 bubbles; see [4] for a review) were introduced in the field of visual cognition to discover 32 relevant signal features empirically, by analyzing participant responses to large sets of 33 systematically-varied stimuli [5] . 34 The reverse correlation technique was first introduced in neurophysiology to 35 characterize neuronal receptive fields of biological systems with so-called "white noise 36 analysis" [6] [7] [8] [9] . In psychophysics, the technique was then adapted to characterize 37 human sensory processes, taking behavioral choices (e.g., yes/no responses) instead of 38 neuronal spikes as the systems' output variables to study, e.g. in the auditory domain, 39 detection of tones in noise [10] or loudness weighting in tones and noise ( [11] ; see [4] for 40 a review of similar applications in vision). In the visual domain, these techniques have 41 been extended in recent years to address not only low-level sensory processes, but 42 higher-level cognitive mechanisms in humans: facial recognition [12] , emotional 43 expressions [2, 13] , social traits [14] , as well as their associated individual and cultural 44 variations ( [15] ; for a review, see [5] ). In speech, even more recently, reverse correlation 45 and the associated "bubbles" technique were used to study spectro-temporal regions 46 underlying speech intelligibility [16, 17] or phoneme discrimination in noise [18, 19] and, 47 in music, timbre recognition of musical instruments [20, 21] . 48 All of these techniques aim to isolate the subspace of feature dimensions that 49 maximizes participant responses, and as such, need to search the stimulus generative 50 space e.g. of all possible images or sounds relevant for a given task. A typical way to 51 define and search such a space is to consider a single target stimulus (e.g. a neutral face, 52 or the recording of a spoken phoneme), apply a great number of noise masks that 53 modify the low-or high-level physical properties of that target, and then regress the noise masks [13] , and sometimes even no stimulus at all, akin to white noise "static" on 58 a TV screen in which participants were forced to confabulate the presence of a visual 59 target [22] or a vowel sound [19] . More consistently, noise masks generally operate on 60 low-level, frequency-based representations of the signal, e.g. at different scales and 61 orientations for image stimuli [12, 14] fixed number of segments along the total sound duration (i.e., their duration will 149 depend on the whole sound's duration, see Figure 2 -right). Alternatively, the user can 150 pass custom breakpoint positions, which can be defined manually e.g. to correspond to 151 each syllable or note in given a recording.
152
[ Figure 2 ] Fig 2. CLEESE operates by generating a set of random breakpoint functions (BPFs) which control the dynamically-changing parameters of the sound transformations. In ramp BPFs (top), transformation parameters are interpolated linearly between breakpoints. In square BPFs, they are constant in each segment. BPFs can be specified either in terms of fixed duration (left: 80ms segments) or fixed number of segments (right: 6 segments).
BPFs can be defined to transform sounds along three signal dimensions: corresponds to a time stretch factor t in ratio to original duration, with 0 < t < 1 160 corresponding to compression/faster speed, t > 1 stretched/slower speed, and 161 t = 1 no change with respect to segment's original duration.
162
Amplitude: The BPF is used to amplify or decrease the signal's instantaneous 163 amplitude in each segment, while maintaining its pitch and duration constant.
164
Each breakpoint corresponds to a gain value g in dBs (thus, in base-10 logarithm 165 ratio to original signal amplitude), with g = 0 corresponding to no change with 166 respect to original amplitude.
167
The default mode is for CLEESE to generate p,t or g values at each breakpoint by 168 sampling from a Gaussian distribution centered on p = 0, t = 1 or g = 0 (no change) 169 and whose standard deviation (in cents, duration or amplitude ratio) allows to 170 statistically control the intensity of the transformations. For instance, with a pitch SD 171 of 100cents, CLEESE will assign random shift values at every breakpoint, 68% of which 172 are within ± 1 semitone of the segment's original pitch ( Figure 3A 
Algorithm
182
The phase vocoder is a sound processing technique based on the short-term Fourier
183
Transform (STFT, [33] ). The STFT decomposes each successive parts (or frames) of an 184 incoming audio signal into a set of coefficients that allow to perfectly reconstruct the 185 original frame as a weighted sum of modulated sinusoidal components (eq. (1)). The signal from the manipulated frames with a variety of techniques meant to ensure the 191 continuity (or phase coherence) of the resulting sinusoidal components [34, 35] .
192
Depending on how individual frames are manipulated, the technique can be used e.g. to 193 change a sound's duration without affecting its pitch (a process known as time frame. The discrete STFT of x with window h is given by the discrete FFT of the time 202 frames of x multiplied by h,
where X(t 
e. the 212 k-th frequency component of the u-th input frame is copied at the k + p frequency 213 position in the u-th output frame). Alternatively, if we wish to temporally 214 stretch/compress the sound by a given factor t, then we take
215
(i.e. the k-th frequency component of the u-th input frame is copied at the k-th 216 frequency component of the t × u-th output frame, i.e. at a later time position if t > 1 217 or earlier position if t < 1). Finally, amplitude manipulations by a time-frequency mask 218 G composed of scalar gain factors g u,k can be generated by taking
, Ω k )| for the amplitudes, and leaving phases unchanged 4 .
220
The transformed coefficients in Y are then used to synthesize a new sound y, using 221 the inverse procedure to eq.(1). As done for analysis, let the scalar R s be the synthesis 222 hop size, and t u s = R s u the position of the u-th output frame. Then, using the same 223 window function h, the output signal is given by
When STFT frames are time-shifted as part of the phase-vocoder transformation,
226
the position of the u-th output frame is different from t u a and the phases of the STFT 227 coefficients have to be adapted to ensure the continuity of the reconstructed sinusoidal 228 components and the perceptual preservation of the original sound's timbre properties.
229
Phase vocoder implementations offer several methods to this end [36] . In one classic 34] . In an improved procedure (vertical phase synchronization, or phase-locking), 233 each frame is first analysed to identify prominent peaks of amplitude along the 234 frequency axis, and phases are only extrapolated in the peak frequency positions; phases 235 of the frequency positions around each peak are locked to the phase of the peak 236 frequency position [35] . It is this second procedure that is implemented in CLEESE. where inputFile is the path to the base sound (a mono sound in WAV format) and 245 configFile is the path to a user-generated configuration script containing generation 246 parameters for all transformations. For each run in batch mode, the toolbox generates 247 an arbitrary number of random BPFs for each transformation, applies them to the base 248 sound, and saves the resulting files and their parameters.
249
The main parameters of the configuration file include how many files should be One male speaker recorded a 426ms utterance of the French word "vraiment" ("really"), 292 which can be experienced either as a one-word statement or question. We used CLEESE 293 to artificially manipulate the pitch contour of the recording. First, the original pitch 294 contour (mean pitch = 105Hz) was artificially flattened to constant pitch, using the 295 procedure shown in Figure 3C -D. Then, we added/subtracted a constant pitch gain (± 296 20 cents, equating to ± 1 fifth of a semitone) to create the 'high-' or 'low-pitch' versions 297 presented in each trial 5 . Finally, we added Gaussian "pitch noise" (i.e. pitch-shifting) 298 to the contour by sampling pitch values at 6 successive time-points, using a normal 299 distribution (SD = 70 cents; clipped at ± 2.2 SD), linearly interpolated between 300 time-points, using the procedure shown in Figure 3A -B. 5 we created these "high" and "low" pitch categories to facilitate participants' task, but they are not necessary Participants listened to a pair of two randomly-modulated voices and were asked which 305 of the two versions was most interrogative. Inter-stimulus interval in each trial was 500 306 ms, and inter-trial interval was 1s.
307
Apparatus
308
The stimuli were mono sound files generated at sampling rate 44.1 kHz in 16-bit 309 resolution by Matlab. They were presented diotically through headphones 310 (Beyerdynamic DT 770 PRO; 80 ohms) at a comfortable sound level.
311
Analysis
312
A first-order temporal kernel [45] (i.e., a 7-points vector) was computed for each 313 participant, as the mean pitch contour of the voices classified as interrogative minus the 314 mean pitch contour of the voices classified as non-interrogative. Kernels were then 315 normalized by dividing them by the absolute sum of their values and then averaged over 316 all participants for visualization. A one-way repeated-measures ANOVA was conducted 317 on the temporal kernels to test for an effect of segment on pitch shift, and posthocs
318
were computed using Bonferroni-corrected Tukey tests.
319
[ Figure 4 ] 
Results
320
Observers' responses revealed mental representations of interrogative prosody showing a 321 consistent increase of pitch at the end of the second syllable of the stimulus word ( Fig. 322  4-left) , as reflected by a main effect of segment index : F(6,24)=35.84, p=7.8e-11. Pitch 323 shift at segment 5 (355ms) was significantly different from all other segment locations 324 (all ps <0.001). The pattern was remarkably consistent among participants, although all 325 participants were tested on separate set of random stimuli (Fig. 4-right) . To illustrate another use of CLEESE, this time with musical stimuli and the 328 time-stretching functionality, we describe here a second reverse-correlation experiment 329 about the perception of musical rhythm and expressive timing.
330
The study of how participants perceive or accurately reproduce the rhythm of 331 musical phrases has informed such domain-general questions as how humans represent 332 sequences of events [46] , internally measure speed and tempo [47] and entrain to low-333 and high-frequency event trains [48] . For instance, it is often observed that musicians 334 tend to lengthen notes at the ends of musical phrases [49] and that even non-musicians 335 anticipate such changes when they perceive music [50] . However, the cognitive 336 structures that govern a participant's representation of the rhythm of a given musical 337 passage are difficult to uncover with experimental methods. In [50] , it was accessed 338 indirectly by measuring the ability to detect timing errors inserted at different positions 339 in a phrase; in [51] , participants were asked to manually advance through a sequence of 340 musical chords with a key press, and the time dwelt on each successive chord was used 341 to quantify how fast they internally represented the corresponding musical time. Here, 342 we give a proof of concept of how to use CLEESE in a reverse-correlation experiment to 343
PLOS
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uncover what temporal contour drives participants' judgement of a rhythmically 344 competent/accurate rendition of the well-known song Happy birthday.
345
Methods
346
Stimuli
347
One female singer recorded a a capella rendering of the first phrase of the French folk 348 song "Joyeux anniversaire" (ˇ" ( ‰ˇ" )ˇ"ˇ"ˇ"˘" ; translation of English song "Happy birthday 349
to you" [52] ). We used CLEESE to artificially manipulate the timing of the recording added Gaussian "temporal noise" (i.e. time-stretching) to each note by sampling stretch 356 values at 6 successive time-points, using a normal distribution centered at 1 (SD = 0.4; 357 clipped at ± 1.6 SD), using a square BPF with a transition time of 0.1 s. The resulting 358 stimuli were therefore sung variants of the same melody, with the original pitch class,
359
but random rhythm (and overall duration).
360
Procedure
361
Pairs of these randomly-manipulated sung phrases were presented to N=12 observers
362
(male: 6, M=22yo), all native French speakers with self-reported normal hearing. Five 363 participants had previous musical training (more than 12 years of instrumental practice) 364 and were therefore considered as musicians, the other seven participants had no musical 365 training and were considered as non-musicians. Participants listened to a pair of two (PROMS, [53] ), in order to quantify their melodic and rhythmic perceptual abilities.
373
Apparatus
374
Same as previous section.
375
Analysis
376
A first-order temporal kernel [45] (i.e., a 6-points vector) was computed for each 377 participant, as the mean stretch contour of the phrases classified as 'good performances' 378 minus the mean stretch contour of the phrases classified as 'bad performances' 6 .
379
Kernels were then normalized by dividing them by the absolute sum of their values and 380 then averaged over all participants. A one-way repeated-measures ANOVA was 381 conducted on the temporal kernels to test for an effect of segment on time-stretch, and 382 posthocs were computed using Bonferroni-corrected Tukey tests. In addition, the 383 amount of internal noise for each subject was computed from the double-pass 384 percentage of agreement, using a signal detection theory model including response bias 385 and late additive noise [54, 55] .
386
6 Because stretch factors are ratio, the kernel was in fact computed in the log stretch domain, as mean log t + − mean log t − , where t + and t − are the contours of selected and non-selected trials, resp. well-executed song for the non-musician participants had longer durations on the third 397 note ("happy BIRTH-day to you") compared with musicians participants. Needless to 398 say, this difference between musicians and non-musicians is only provided for illustrative 399 purposes, because of the small-powered nature of this case-study, and its experimental 400 confirmation and interpretation remain the object of future work. Finally, both 401 musicians and non-musicians had similarly shortened representations for the duration of 402 the last note (ˇ"ˇ"ˇ"˘" →ˇ"ˇ"ˇ"ˇ" ( ), a pattern which may appear at odds with the 403 phrase-final lengthening usually seen in both musicians and non-musicians [49, 51] . It is 404 possible that smaller time-stretch values for this time point result from the participants' 405 overestimating the duration of the final note, an aspect that remains to be tested in 406 future studies. tasks, see [55] ). In an exploratory manner, we asked whether these internal noise values 426 would correlate with the participant's degree of musical skills (average score obtained 427 for the 3 sub-tests of PROMS). We found a significant negative correlation (r=-0.65, 428 p=0.02), suggesting that low musical skills are associated with a more variable 429 mental/memory representation of the temporal contour of this melody 5-right). Because 430 this correlation may also be driven by the amount of attention that participants had 431 both in the PROMS and in the reverse-correlation tasks (which may be similar), further 432 work is required to determine the exact nature of this observed relationship. underlie judgements of speaker dominance and trustworthiness in short utterances like 447 the word 'hello' [31] . The technique allowed to establish that both constructs 448 corresponded to robust and distinguishing pitch trajectories, which remained 449 remarkably stable whether males or female listeners judged male or female speakers.
450
Other potential questions include, in speech, studies of expressive intonation along all 451 characteristics of pitch, speed and amplitude, judgements of emotions (e.g. being happy, 452 angry or sad) or attitudes (e.g. being critical, impressed or ironic); in music, studies of 453 melodic and rythmic representations in naive and expert listeners, and how these may 454 differ with training or exposure. Beyond speech and music, CLEESE can also be used 455 to transform an study non-verbal vocalizations, such a infant cries or animal calls.
456
By measuring how any given individual's or population's mental representations may 457 differ from the generic code, data-driven paradigms have been especially important in 458 studying individual or cultural differences in face [2, 56] or lexical processing [23] . By 459 providing a similar paradigm to map mental representations in the vast domain of 460 speech prosody, the present technique opens avenues to explore e.g. dysprosody and 461 social-cognitive deficits in autism-spectrum disorder [57] , schizophrenia [58] or 462 congenital amusia [59] , as well as cultural differences in social and affective prosody [60] . 463 Because CLEESE allows to create random variations among the different dimensions 464 of both speech and musical stimuli (pitch, time, level), it also opens possibilities to 465 measure the amount of internal noise (e.g. using a double-pass technique as in the 466 case-study 2 here) associated to the processing of these dimensions in many various 467 high-level cognitive tasks. This is particularly interesting because it provides a 468 quantitative way to (1) demonstrate that participants are not doing the task at random 469 (which is always an issue in this type of high-level task where there is no good/bad First, in the current form, the temporal dynamics of the noise/perturbations is purely 475 random, and changes of pitch/time or amplitude are independent across segments (a 476 classical assumption of the reverse-correlation technique [4] 
