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Abstract
In this paper, we present a class of new variants of Ostrowski’s method with order of convergence seven. Per iteration the new
methods require three evaluations of the function and one evaluation of its ﬁrst derivative and therefore this class of methods has
the efﬁciency index equal to 1.627. Numerical tests verifying the theory are given, and multistep iterations, based on the present
methods, are developed.
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1. Introduction
Solving non-linear equations is one of the most important problems in numerical analysis. In this paper, we consider
iterative methods to ﬁnd a simple root of a non-linear equation f (x) = 0, where f : D ⊂ R → R for an open interval
D is a scalar function.
The Ostrowski’s method with fourth-order convergence [5] is written as
yn = xn − f ′(xn)−1f (xn),
xn+1 = yn − [f (xn) − 2f (yn)]−1f (yn)(xn − yn). (1)
Recently, a variant of the Ostrowski’s method with sixth-order convergence proposed in [3], is given by
yn = xn − f ′(xn)−1f (xn),
= [f (xn) − 2f (yn)]−1(xn − yn),
zn = yn − f (yn),
xn+1 = zn − f (zn). (2)
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This method improves the local order of convergence of Ostrowski’s method with an additional evaluation of the
function and is showed to be very efﬁcient in high-precision computations.
In this paper, based on the method deﬁned by (2), we present a class of new variants of Ostrowski’s method for
solving non-linear equations and the local order of convergence is improved from six for the method deﬁned by (2)
to seven for the new methods. The important characteristic of the new methods is that per iteration they require three
evaluations of the function and one of its ﬁrst derivative. Thus the efﬁciency, in term of function evaluations, of this
class of new methods is better than the well-known Ostrowski’s method.
2. Notation and basic results
Let f (x) be a real function with a simple root x∗ and let {xn}n∈N be a sequence of real numbers that converges
towards x∗. We say that the order of convergence is q, if there exists a q ∈ R+ such that
lim
n→+∞
xn+1 − x∗
(xn − x∗)q = C = 0.
Let en = xn − x∗ is the nth iterate error, we call
en+1 = Ceqn + O(eq+1n )
as the error equation. If we can obtain the error equation for the method, then the value of q is its order of convergence.
In what follows, we will present a construction of the Ostrowski’s method. A class of third-order methods, called
Chebyshev–Halley methods [4,1], is given by
xn+1 = xn −
(
1 + Lf (xn)
1 − Lf (xn)
)
f (xn)
f ′(xn)
, (3)
where Lf (xn) = 12f ′′(xn)f (xn)/f ′(xn)2 and  ∈ R.
Now, let yn = xn − f ′(xn)−1f (xn) be the Newton’s iterate. We consider Taylor expansion of f (yn) about xn
f (yn) 	 f (xn) + f ′(xn)(yn − xn) + 12f ′′(xn)(yn − xn)2,
which yields
f (yn) 	 12
f ′′(xn)f (xn)2
f ′(xn)2
.
We can now approximate
Lf (xn) = 12
f ′′(xn)f (xn)
f ′(xn)2
	 f (yn)
f (xn)
. (4)
Using (4) in (3), we have
xn+1 = xn − (1 + H(xn, yn))f ′(xn)−1f (xn), (5)
where
H(xn, yn) = f (yn)
f (xn) − f (yn) ,  ∈ R. (6)
The methods deﬁned by (5) satisfy the following error equation:
en+1 = (2 − )c22e3n + O(e4n), (7)
where ck = (1/k!)f (k)(x∗)/f ′(x∗), k = 2, 3, . . . .
In the case for  = 0, a well-known third-order method, called the two-step method [6], is obtained. For  = 1, we
have the Newton-secant method with cubic convergence. For = 2, we obtain Ostrowski’s method with local order of
convergence equal to 4. From (7), we can see that Ostrowski’s method is the only one of the class deﬁned by (5) which
attains maximum order, namely q = 4.
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3. Main results
Here, let yn=xn−f ′(xn)−1f (xn), H2(xn, yn)=[f (xn)−2f (yn)]−1f (yn) and zn=xn−(1+H2(xn, yn))f ′(xn)−1
f (xn). Eq. (2) can be rewritten as
xn+1 = zn − (1 + 2H2(xn, yn))f ′(xn)−1f (zn).
Furthermore,we deﬁneH(yn, zn)=[f (yn)−f (zn)]−1f (zn). Ifwe use the combination ofH2(xn, yn) andH(yn, zn),
is it possible to ﬁnd a method with an improved order of convergence? The answer is yes if we consider the following
iterations:
xn+1 = zn − [(1 + H2(xn, yn))2 + H(yn, zn)]f ′(xn)−1f (zn), (8)
and indeed, the results are presented in the following theorem.
Theorem 1. Assume that the function f : D ⊂ R → R for an open interval D has a simple root x∗ ∈ D. Let f (x)
be sufﬁciently smooth in the neighborhood of the root x∗, then the methods deﬁned by (8) are of order seven for any
 ∈ R and satisfy the following error equation:
en+1 = −2(c23 − 2c22c3 + c2c4)(c22 − c3)e7n + O(e8n), (9)
where en = xn − x∗ and ck = (1/k!)f (k)(x∗)/f ′(x∗), k = 2, 3, . . . .
Proof. Using Taylor expansion and taking into account f (x∗) = 0, we have
f (xn) = f ′(x∗)[en + c2e2n + c3e3n + c4e4n + O(e5n)]. (10)
Furthermore, we have
f ′(xn) = f ′(x∗)[1 + 2c2en + 3c3e2n + 4c4e3n + O(e4n)]. (11)
Dividing (10) by (11) gives us
f (xn)
f ′(xn)
= en − c2e2n + 2(c22 − c3)e3n + (7c2c3 − 4c32 − 3c4)e4n + O(e5n), (12)
and hence, we have
yn − x∗ = en − f (xn)
f ′(xn)
= c2e2n − 2(c22 − c3)e3n − (7c2c3 − 4c32 − 3c4)e4n + O(e5n). (13)
Again expanding f (yn) about x∗ and from (13), we have
f (yn) = f ′(x∗)[c2e2n − 2(c22 − c3)e3n − (7c2c3 − 5c32 − 3c4)e4n + O(e5n)]. (14)
From (10) and (14), we have
f (xn) − 2f (yn) = f ′(x∗)[en − c2e2n + (4c22 − 3c3)e3n + O(e4n)]. (15)
Division of (14) by (15) gives us
H2(xn, yn) = f (yn)
f (xn) − 2f (yn) = c2en − (c
2
2 − 2c3)e2n − (2c2c3 − 3c4)e3n + O(e4n). (16)
Furthermore, from (12) and (16) we have
f (yn)
f (xn) − 2f (yn)
f (xn)
f ′(xn)
= c2e2n − 2(c22 − c3)e3n + (3c32 − 6c2c3 + 3c4)e4n + O(e5n). (17)
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Thus, from (13) and (17) we have
zn − x∗ = yn − x∗ − f (yn)
f (xn) − 2f (yn)
f (xn)
f ′(xn)
= c2(c22 − c3)e4n + O(e5n). (18)
Taylor expansion of f (zn) about x∗ is
f (zn) = f ′(x∗)[(zn − x∗) + O(e8n)]. (19)
Furthermore, we have
H(yn, zn) = f (zn)
f (yn) − f (zn) = (c
2
2 − c3)e2n +
2
c2
(c22 − c3)2e3n + O(e4n). (20)
Using the following equation:
(1 + H2(xn, yn))2 = 1 + 2c2en − (c22 − 4c3)e2n − 2(c32 − 3c4)e3n + O(e4n),
and from (11) and (20), we have
(1 + H2(xn, yn))2 + H(yn, zn)
f ′(xn)
= f ′(x∗)−1
[
1 + 2
(
c23
c2
− 2c2c3 + c4
)
e3n + O(e4n)
]
. (21)
Since from (8) we have
en+1 = zn − x∗ − [(1 + H2(xn, yn))2 + H(yn, zn)]f ′(xn)−1f (zn),
then from (19) and (21), we have
en+1 = − 2
(
c23
c2
− 2c2c3 + c4
)
(zn − x∗)e3n + O(e8n)
= − 2(c23 − 2c22c3 + c2c4)(c22 − c3)e7n + O(e8n).
This means that the methods deﬁned by (8) are seventh-order convergent. 
If we take = 0, we can obtain a particular one of the class of methods deﬁned by (8) namely
yn = xn − f ′(xn)−1f (xn),
H2(xn, yn) = [f (xn) − 2f (yn)]−1f (yn),
zn = yn − H2(xn, yn)(xn − yn),
xn+1 = zn − [(1 + H2(xn, yn))2 + f (yn)−1f (zn)]f ′(xn)−1f (zn). (22)
Per iteration the number of function evaluations of the methods deﬁned by (8) is four. We consider the deﬁnition of
efﬁciency index [2] as q1/w, where q is the order of the method and w is the number of function evaluations per iteration
required by the method. We have that the class of methods deﬁned by (8) has the efﬁciency index equal to 4√71.627,
which is better than the ones of the Ostrowski’s method ( 3
√
41.587) and the method proposed in [3] ( 4
√
61.565).
Note also that since the arithmetic of the computation of formula (8) increases, the proposedmethodsmay be suitable,
especially in the case the evaluation of the function is more expensive than the additional arithmetic. In addition, the
new methods are efﬁcient for solving a non-linear equation, but hard to directly extend to the systems of equations.
4. Numerical tests
Now, we employ a new variant of Ostrowski’s method (G7), (22), to solve some non-linear equations and compare
it with the Ostrowski’s method [5] (G4), (1), and the method proposed in [3] (G6), (2). Displayed in Table 1 is the
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Table 1
Comparison of various iterative methods
TNFE |xn − x∗| f (xn)
f1, x0 = 2
G4 12 4.87e − 230 1.03e − 228
G6 12 2.12e − 180 4.46e − 179
G7 12 5.03e − 276 1.06e − 274
f2, x0 = −1
G4 12 4.34e − 224 8.82e − 223
G6 12 1.25e − 156 2.54e − 155
G7 12 5.92e − 266 1.20e − 264
f3, x0 = 2
G4 12 6.25e − 313 5.12e − 313
G6 12 1.03e − 251 8.44e − 252
G7 12 0 3.00e − 320
f4, x0 = 1.8
G4 12 4.20e − 237 1.16e − 236
G6 12 3.39e − 187 9.37e − 187
G7 12 4.84e − 282 1.34e − 281
f5, x0 = 1
G4 12 4.21e − 296 7.05e − 296
G6 12 2.46e − 237 4.12e − 237
G7 12 0 0
f6, x0 = 1.6
G4 12 1.31e − 226 3.26e − 226
G6 12 3.04e − 178 7.54e − 178
G7 12 2.52e − 271 6.26e − 271
f7, x0 = 2
G4 12 9.03e − 280 1.05e − 279
G6 12 1.37e − 223 1.58e − 223
G7 12 0 3.00e − 320
distance of the root x∗ and the approximation xn to x∗, where x∗ is the exactly root computed with 350 signiﬁcant
digits and xn is calculated by costing the same total number of function evaluations (TNFE) required by all methods.
Also displayed are the absolute values of the function (|f (xn)|).
Many numerical applications use high precision in their computations. In these types of applications, high order
numerical methods are important [3]. As far as the tests we consider, the G7 method shows higher precision than the
Ostrowski’s method G4 with the same TNFE. This superiority of the proposed method, illustrated by these results,
agrees with the theory of efﬁciency analysis developed in the previous section.
We use the following functions, many of which are the same as in [3,7], respectively:
f1(x) = x3 + 4x2 − 15, x∗ = 1.6319808055660636,
f2(x) = xex2 − sin2(x) + 3 cos(x) + 5, x∗ = −1.207647827130919,
f3(x) = sin(x) − 12x, x∗ = 1.8954942670339809,
f4(x) = 10xe−x2 − 1, x∗ = 1.67963061042845,
f5(x) = cos(x) − x, x∗ = 0.73908513321516067,
f6(x) = sin2(x) − x2 + 1, x∗ = 1.4044916482153411,
f7(x) = e−x + cos(x), x∗ = 1.74613953040801241765.
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5. Further developments
The well-known multistep Newton’s method may be expressed as
x(0)n = xn,
x(i)n = x(i−1)n − f ′(xn)−1f (x(i−1)n ), i = 1, . . . , m and m1,
xn+1 = x(m)n . (23)
Newton’s method may be viewed as the particular case for m = 1 in (23). And also we know that this scheme is of
order (m + 1).
Here, we consider a class of new multistep iterations
yn = xn − f ′(xn)−1f ′(xn),
zn = yn − H2(xn, yn)(xn − yn),
x(0)n = zn,
x(i)n = x(i−1)n − f (x(i−1)n ), i = 1, . . . , m and m1,
xn+1 = x(m)n , (24)
where =f ′(xn)−1[(1+H2(xn, yn))2 +H(yn, zn)]. When we take m= 1, the iterations (24) become (8). A question
arises: similar to multistep Newton’s method, is it possible that this class of iterations improves the order of convergence
of the methods deﬁned by (8)? The answer is yes and the results are presented in the following theorem.
Theorem 2. Under the hypotheses of Theorem 1, the multistep iterations deﬁned by (24) are of order (3m + 4).
Proof. From (21) and Taylor expansion f (x(i−1)n ) about x∗, we have
x(i)n − x∗ = −2
(
c23
c2
− 2c2c3 + c4
)
(x(i−1)n − x∗)e3n + O((x(i−1)n − x∗)e4n), 1 im,
which yields the desired result. 
When adding m evaluations of the function, the order of the iterations (24) adds 3m, while the order of multistep
Newton’s method only adds m. This means that the new iterations (24) are vast superior than multistep Newton’s
method. However, the efﬁciency index of this class of new multistep iterations is equal to (3m + 4)1/(m+3), which
becomes smaller than the one of the class deﬁned by (8) ( 4√7) if m> 1. Thus, in the efﬁciency, the multistep iterations
(24) (m> 1) have not advantages over the class deﬁned by (8), which has already proved to be very efﬁcient.
6. Conclusions
We have obtained a class of new variants of Ostrowski’s method. From Theorem 1, we prove that the order of
convergence of this class of methods is seven. Analysis of efﬁciency shows that these methods are preferable to
Ostrowski’s method in high-precision computations, which is also corroborated by numerical tests. Also based on this
class of methods, we develop a class of new multistep iterations, which is better than multistep Newton’s method.
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