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Lp-MAXIMAL HYPOELLIPTIC REGULARITY OF NONLOCAL
KINETIC FOKKER-PLANCK OPERATORS
ZHEN-QING CHEN AND XICHENG ZHANG
Abstract. For p ∈ (1,∞), let u(t, x, v) and f (t, x, v) be in Lp(R × Rd ×
Rd) and satisfy the following nonlocal kinetic Fokker-Plank equation on
R1+2d in the weak sense:
∂tu + v · ∇xu = ∆
α/2
v u + f ,
where α ∈ (0, 2) and ∆α/2v is the usual fractional Laplacian applied to
v-variable. We show that there is a constant C = C(p, α, d) > 0 such that
for any f (t, x, v) ∈ Lp(R × Rd × Rd) = Lp(R1+2d),
‖∆α/(2(1+α))x u‖p + ‖∆
α/2
v u‖p 6 C‖ f ‖p,
where ‖ · ‖p is the usual Lp-norm in Lp(R1+2d; dz). In fact, in this paper
the above inequality is established for a large class of time-dependent
non-local kinetic Fokker-Plank equations on R1+2d, with Utv and L νtσt in
place of v · ∇x and ∆α/2v . See Theorem 3.3 for details.
1. Introduction
Consider the following classical heat equation in R1+d = R × Rd:
∂tu = ∆u + f ,
where ∆ is the Laplacian in Rd. It is by now a classical result that for any
p ∈ (1,∞), there is a constant C = C(d, p) > 0 such that for all f (t, x) ∈
Lp(R × Rd),
‖∆u‖Lp(R1+d) 6 C‖ f ‖Lp(R1+d),
which is an easy consequence of the classical Mihlin’s multiplier theorem
(cf. [8]), and plays a basic role in the Lp-theory of second-order parabolic
equations (cf. [7]). This type of estimate has been extended to the nonlocal
Le´vy operators (a class of pseudo-differential operators with non-smooth
symbols) in [9] and [15].
In this paper, we are concerned with the following kinetic equation in
R1+2d:
∂tu + v · ∇xu = ∆
α/2
v u + f , α ∈ (0, 2], (1.1)
where u(t, x, v) and f (t, x, v) are Borel measurable functions inR1+2d, (t, x, v)
stands for the time, position and velocity variables, and ∆α/2v = −(−∆v)α/2 is
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the usual fractional Laplacian with respect to the velocity variable. When
α = 2, Kolmogorov in [6] first constructed the fundamental solution of de-
generate operator ∂t + v · ∇x − ∆v. Observe that, using Itoˆ’s formula, it is
easy to verify that the infinitesimal generator of the diffusion process
t 7→
(
x0 −
∫ t
0
Xv0s ds, X
v0
t
)
where Xv0s is a Browian motion on Rd starting from v0 with infinitesimal
generator ∆, is ∆v − v · ∇x. Thus for T > 0, the solution u(t, x, v) to (1.1) on
(−∞, T ] × Rd × Rd with α = 2 and u(T, x, v) = 0 is given by
u(t, x, v) = E
[∫ T−t
0
f
(
T − t − s, x −
∫ s
0
Xvr dr, Xvs
)
ds
]
.
In [5], Ho¨rmander established a famous hypoelliptic theorem for general
second order partial differential operators. A more precise global hypoel-
liptic regularity estimates are established by Bouchut in [2] in 2002:
‖∆vu‖2 + ‖∆
1/3
x u‖2 6 C‖ f ‖2. (1.2)
Note that for “nice” f (t, x, v) on R × Rd × Rd,
u(t, x, v) := −
∫ ∞
t
f (s, x + v(s − t), v)ds
is a solution to ∂tu + v · ∇xu = f . One can show directly (see [2]) that for
any α > 0,
‖∆α/(2(1+α))x u‖2 6 c ‖∆
α/2
v u‖
1/(1+α)
2 ‖ f ‖α/(1+α)2 .
In particular, taking α = 2 yields
‖∆1/3x u‖2 6 c ‖∆vu‖
1/3
2 ‖ f ‖2/32 .
This explains the mystery of 1/3 appeared in the exponent of ∆1/3x in (1.2).
When p , 2, through establishing some weak-type (1, 1) estimate, Bra-
manti, Cupini, Lanconelli and Priola [3] proved the following global regu-
larity estimate
‖∆vu‖p 6 C‖ f ‖p, p ∈ (1,∞),
which, together with a result of Bouchut in [2], also yields that
‖∆1/3x u‖p 6 C‖ f ‖p, p ∈ (1,∞).
It should be noted that the optimal local Lp-estimates for hypoelliptic dif-
ferential operators have been studied by Rothschild and Stein in [10], where
‖∆
1/3
x u‖2 term first appeared.
On the other hand, for α ∈ (0, 2), Alexander [1] proved the following
L2-regularity estimate for (1.1) by using Fourier’s transformation,
‖∆α/(2(1+α))x u‖2 + ‖∆
α/2
v u‖2 6 C‖ f ‖2.
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A natural question arises whether the above fractional hypoellipticity esti-
mate still holds for general p ∈ (1,∞). Clearly, such type estimates belong
to the theory of singular integral operators. In fact, as pointed out in [1], the
main motivation of studying the above nonlocal regularity also comes from
the investigation of spacially inhomogeneous Boltzmann equations. Let us
explain this point in detail (see also [13]). Denote by v and v∗ the veloc-
ities of two particles immediately before the collision, and v′ and v′∗ their
velocities immediately after the collision. Physics law says
v′ = v − 〈v − v∗, ω〉ω, v
′
∗ = v∗ + 〈v − v∗, ω〉ω, ω ∈ S
d−1,
where Sd−1 is the unit sphere in Rd. We have the following relations:
v + v∗ = v
′ + v′∗, |v − v∗| = |v
′ − v′∗|, |v|
2 + |v∗|
2 = |v′|2 + |v′∗|
2,
(i.e. conservation of velocities and conservation of energies) and
〈v′, ω〉 = 〈v∗, ω〉, 〈v
′
∗, ω〉 = 〈v, ω〉.
Let f be the density of gases. The classical Boltzmann equation says
∂t f (t, x, v) + v · ∇x f (t, x, v) = Q( f , f )(t, x, v),
where Q( f , g) is the collision operator defined by
Q( f , g)(v) :=
∫
Rd
∫
Sd−1
( f (v′∗)g(v′) − f (v∗)g(v))B(|v − v∗|, ω)dωdv∗,
where
B(|v − v∗|, ω) = |v − v∗|γb(|〈v − v∗, ω〉|/|v − v∗|),
and
b(s) ≍ s−1−α, α ∈ (0, 2) and γ + α ∈ (−1, 1),
where ≍ means that both sides are comparable up to a constant. Here and
below, we drop “(t, x)” for simplicity. By an elementary calculation, the col-
lision operator has the following Carleman’s representation (see Appendix
4.1):
Q( f , g)(v) = 2
∫
Rd
∫
{h·w=0}
[
f (v − h)g(v + w) − f (v − h + w)g(v)
]
× B(|h − w|,w/|w|)|w|1−ddhdw.
(1.3)
In particular, when b(s) = s−1−α, we can split Q into two parts
Q( f , g) = Q1( f , g) + Q2( f , g),
where Q1( f , g)(v) := g(v)H f (v) with
H f (v) := 2
∫
Rd
∫
{h·w=0}
( f (v − h) − f (v − h + w)) |h − w|
γ+1+α
|w|α+d
dhdw,
3
and
Q2( f , g)(v) :=
∫
Rd
(g(v + w) − g(v))K f (v,w)
|w|α+d
dw
with
K f (v,w) := 2
∫
{h·w=0}
f (v − h)|h − w|γ+1+αdh.
The linearized Boltzmann equation then takes the following form that in-
volves non-local operator of fractional Laplacian type:
∂tg + v · ∇xg = p.v.
∫
Rd
(g(· + w) − g(·))K f (·,w)
|w|α+d
dw + g H f .
Note that K f is a symmetric kernel in w, i.e., K f (·,w) = K f (·,−w), and gH f
is a zero order term in g.
The goal of this paper is to study the following nonlocal kinetic Fokker-
Planck equation:
∂su + Usv · ∇xu + λu =
∫
Rd
[
u(· + σsw) + u(· + σsw) − 2u(·)
]
νs(dw),
where λ > 0, νs : R+ → Lsym,(α)non and Us, σs : R+ → Mdnon are measurable
functions. Here, Lsym,(α)non is the space of non-degenerate symmetric α-stable
Le´vy measures and Mdnon is the space of all nonsingular d × d-matrices.
Under suitable assumptions on ν, σ and U, we will establish in Theorem
3.3 of this paper the following Lp-maximal hypoelliptic regularity:∥∥∥∆α/(2(1+α))x uλ∥∥∥p + ∥∥∥∆α/2v uλ∥∥∥p 6 C‖ f ‖p, p ∈ (1,∞).
The rest of the paper is organized as follows. In Section 2, we give some
preliminaries. In particular, we derive some estimates about the density
of the processes associated with the nonlocal operators. We also recall
Fefferman-Stein’s theorem. In Section 3, we prove our main result Theo-
rem 3.3 for p , 2 by showing the boundedness of suitably defined operators
from L∞ to BMO-spaces. Some useful facts needed in this paper are col-
lected in Subsections 4.1-4.2 of the Appendix of this paper. The proof of
Theorem 3.3 for p = 2 is given in Subsection 4.3. Its proof is new and more
elementary even for the time-independent case (that is, Us is independent
of s) studied in Alexander [1]. This elementary proof is based on a direct
Fourier transform.
Throughout this paper we use the following convention. The letter C
with or without subscripts will denote an unimportant constant, whose value
may change in different places. Moreover, f  g means that f 6 Cg for
some constant C > 0, and f ≍ g means that C−1g 6 f 6 Cg for some
C > 1. We use := as a way of definition. For two real numbers a and b,
a ∨ b := max{a, b}, a ∧ b := min{a, b} and a+ := max{a, 0}.
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2. Preliminaries
Let Lsym be the set of all symmetric Le´vy measures ν on Rd, that is, (pos-
itive) measures ν on Rd such that
ν(−dx) = ν(dx), ν({0}) = 0,
∫
Rd
(
1 ∧ |x|2
)
ν(dx) < +∞.
We equip Lsym with the weak convergence topology. For α ∈ (0, 2), let
Lsym,(α) ⊂ Lsym be the set of all symmetric α-stable measures ν(α) with form
ν(α)(A) =
∫ ∞
0
(∫
Sd−1
1A(rθ)Σ(dθ)
r1+α
)
dr, A ∈ B(Rd), (2.1)
where Σ is a finite symmetric measure over the sphere Sd−1 (called spherical
measure of ν(α)).
We introduce the following notions.
Definition 2.1. (i) A symmetric α-stable measure ν(α) ∈ Lsym,(α) is called
non-degenerate if∫
Sd−1
|θ0 · θ|
αΣ(dθ) > 0 for every θ0 ∈ Sd−1. (2.2)
The set of all non-degenerate symmetric α-stable measures is denoted
by Lsym,(α)non .
(ii) For ν1, ν2 ∈ Lsym, we say that ν1 is less than ν2 (simply written as
ν1 6 ν2) if
ν1(A) 6 ν2(A) for any A ∈ B(Rd).
Remark 2.2. In this paper, for simplicity we only consider symmetric sta-
ble Le´vy measures. This assumption is not crucial. All the results of this
paper can be extended to non-symmetric stable Le´vy measures.
For a function f ∈ C2b(Rd), we define the difference operators of first and
second orders as follows: for x, y ∈ Rd,
δ(1)x f (y) := f (y + x) − f (y), δ(2)x f (y) := δ(1)x f (y) + δ(1)−x f (y). (2.3)
Using the fact that
f (y + x) − f (y) = x ·
∫ 1
0
∇ f (y + sx)ds,
we have for any p ∈ [1,∞] and f ∈ C2b(Rd) ∩ Lp(Rd) that
‖δ(1)x f ‖p 6 (‖∇ f ‖p|x|) ∧ (2‖ f ‖p), (2.4)
‖δ(2)x f ‖p 6 (2‖∇2 f ‖p|x|2) ∧ (4‖ f ‖p). (2.5)
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LetMd be the space of all real d × d-matrices andMdnon the set of all non-
singular matrices. The identity matrix is denoted by I, and the transpose of
a matrix σ is denoted by σ∗. Let S(Rd) be the space of rapidly decreasing
functions. For given ν ∈ Lsym, σ ∈ Md and α ∈ (0, 2), we consider the
following Le´vy operator:
L νσ f (y) :=
∫
Rd
δ(2)σx f (y)ν(dx), f ∈ S(Rd). (2.6)
Let ψνσ be the symbol of operator L νσ , i.e.,
L̂ νσ f (ξ) = −ψνσ(ξ) ˆf (ξ),
where ˆf denotes the Fourier transform of f . The function ψνσ is also called
a Fourier multiplier. It is easy to see that
ψνσ(ξ) := 2
∫
Rd
(1 − cos 〈ξ, σx〉)ν(dx). (2.7)
In particular, for given ν1, ν2 ∈ Lsym, if ν1 6 ν2, then for any σ ∈ Md,
ψν1σ (ξ) 6 ψν2σ (ξ), ∀ξ ∈ Rd, (2.8)
and by (2.7), (2.1) and (2.2), for any ν(α) ∈ Lsym,(α)non ,
ψν
(α)
σ (ξ) ≍ |σ∗ξ|α, ξ ∈ Rd, σ ∈ Md. (2.9)
Moreover, if ν(dy) = |y|−d−αdy, then ψνσ(ξ) = cd,α|σ∗ξ|α, where cd,α is a
constant only depending on d, α. In this case,
L νI f (y) = cd,α∆
α
2 f (y), (2.10)
where ∆ α2 is the usual fractional Laplacian. In this paper, up to a constant
multiple, we always use the following definition of fractional Laplacian:
∆α/2 f (y) =
∫
Rd
δ(2)x f (y)
dx
|x|d+α
. (2.11)
We have the following commutator estimate.
Lemma 2.3. Let α ∈ (0, 2), σ ∈ Md and ν ∈ Lsym, ν(α) ∈ Lsym,(α) with
ν 6 ν(α). For any p, q ∈ [1,∞] with p 6 q and γ ∈ ((α − 1)+, 1), and for any
φ ∈ C∞c (Rd), there is a positive constant Cφ depending on ‖∇2xφ‖p+‖φ‖p and
‖σ‖, ν(α), d, α, p, q, γ such that for any measurable function f on Rd,∥∥∥L νσ( fφ) − (L νσ f )φ∥∥∥p 6 Cφ([ f ]q,γ + ‖ f ‖q), (2.12)
where [ f ]q,γ := supx
(
‖δ(1)x f ‖q/|x|γ).
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Proof. By definition (2.6), we have
L νσ( fφ) − (L νσ f )φ − f L νσφ = 2
∫
Rd
δ(1)σx f δ(1)σxφν(dx).
Hence, by Ho¨lder’s inequality with 1p =
1
q +
1
r
and ν 6 ν(α),
‖L νσ( fφ) − (L νσ f )φ‖p 6 ‖ f ‖q ‖L νσφ‖r + 2
∫
Rd
‖δ(1)σx f ‖q ‖δ(1)σxφ‖rν(α)(dx).
Notice that
‖δ(1)σx f ‖q 6
([ f ]q,γ|σx|γ) ∧ (2‖ f ‖q).
The desired estimate then follows by (2.1), (2.4) and (2.5). 
2.1. Fundamental solutions of nonlocal kinetic Fokker-Planck opera-
tor. In the following, for a function f (x, v) ∈ C2b(R2d), we shall write
δ(1)v f (x, v′) := δ(1)v f (x, ·)(v′), δ(2)v f (x, v′) := δ(2)v f (x, ·)(v′),
L νσ,v f (x, v) := L νσ f (x, ·)(v), ∆
α
2
v f (x, v) := ∆ α2 f (x, ·)(v),
and similarly for δ(1)x f (x′, v), δ(2)x f (x′, v), ∆
α
2
x f (x, v).
Let σ,U : R→ Mdnon be two matrix-valued measurable functions with
κ0 := ‖σ‖∞ + ‖σ
−1‖∞ + ‖U‖∞ + sup
s<t
(
(t − s)‖Π−1s,t ‖
)
< ∞,
where Πs,t :=
∫ t
s
Urdr, s, t ∈ R with s < t.
 (2.13)
The above assumptions correspond to the non-degeneracy on σ and U. Let
ν : R→ Lsym be a measurable map and satisfying that for some α ∈ (0, 2),
ν(α)1 6 νs 6 ν
(α)
2 , ν
(α)
1 , ν
(α)
2 ∈ L
sym,(α)
non . (2.14)
Notice that by (2.8) and (2.9), there is a constant κ1 ∈ (0, 1) depending on
κ0 and α such that
κ1|ξ|
α
6 ψνsσs (ξ) 6 κ−11 |ξ|α, ξ ∈ Rd. (2.15)
By the above notations, we consider the following time-dependent nonlocal
kinetic Fokker-Planck operator
Ks f (x, v) := L νsσs,v f (x, v) + (Usv · ∇x) f (x, v). (2.16)
In this subsection we study the existence of smooth fundamental solu-
tions for Ks by using a probabilistic approach, and establish some short
time asymptotic estimates for the heat kernel. Note that the existence of
smooth fundamental solution of nonlocal Ho¨rmander operators was studied
in [16, 17, 18] (see also the references therein).
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Let N(dt, dv) be the Poisson random measure on R1+d with intensity mea-
sure νt(dv)dt, and ˜N(dt, dv) := N(dt, dv)−νt(dv)dt the compensated Poisson
random measure. For s 6 t, define
Ls,t :=
∫ t
s
∫
|v|61
v ˜N(dr, dv) +
∫ t
s
∫
|v|>1
vN(dr, dv), (2.17)
and Πs,t :=
∫ t
s
Urdr as well as
Ks,t := (Xs,t,Vs,t) : =
(∫ t
s
Ur
[∫ r
s
σr′dLs,r′
]
dr,
∫ t
s
σrdLs,r
)
=
(∫ t
s
Πr,tσrdLs,r,
∫ t
s
σrdLs,r
)
,
(2.18)
where the second equality is due to Fubini’s theorem. Notice that (Xs,t,Vs,t)
solves the following liner SDE:
d(Xs,t,Vs,t) = (UtVs,t, 0)dt + (0, σtdLs,t), (Xs,s,Vs,s) = (0, 0), t > s. (2.19)
For any s 6 t and x, v ∈ Rd, let
Ks,t(x, v) := Ks,t + (x + Πs,tv, v) = (Xs,t + x + Πs,tv,Vs,t + v),
which solves (2.19) with starting point (x, v). In particular,
{Ks,t(x, v), t > s, (x, v) ∈ R2d}
forms a family of time-inhomogenous Markov processes. Let Ts,t be the
associated Markov operator:
Ts,t f (x, v) := E f (Ks,t(x, v)), f ∈ Bb(Rd), (2.20)
where Bb(Rd) is the set of bounded measurable functions on Rd. Clearly,
for each t > s and p ∈ [1,∞], Ts,t is a contraction operator in Lp(R2d) and
Ts,t f = Ts,rTr,t f , s 6 r 6 t. (2.21)
Moreover, for any f ∈ C2b(R2d), Ts,t f satisfies the following backward Kol-
mogorov’s equation (for example, see [14]): for Lebesgue-almost all s 6 t
and all x, v ∈ Rd,
∂sTs,t f (x, v) +KsTs,t f (x, v) = 0, (2.22)
where Ks is defined by (2.16). The Fourier transform of Ts,t f is given by
T̂s,t f (ξ, η) = Ee−i〈(ξ,η−Π∗s,tξ),Ks,t〉 ˆf (ξ, η − Π∗s,tξ). (2.23)
Below, we use the following convention: If a quantity depends on ν, σ
and U, and when we want to emphasize the dependence, we shall write them
in the place of superscript. For example, there is no further declarations, we
sometimes use Xσ,Us,t , Vσs,t, Kνs,t, T νs,t, and so on.
First of all, we have
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Lemma 2.4. Under (2.14), for any q ∈ [0, α), there is a constant C =
C(d, ν(α)2 , q, α) > 0 such that for any bounded measurable function f : R→
Md and s < t,
E
∣∣∣∣∣∣
∫ t
s
frdLνs,r
∣∣∣∣∣∣
q
6 C‖ f ‖qL∞(s,t)(t − s)
q
α . (2.24)
Proof. Since ν is symmetric, we can write
Ls,t =
∫ t
s
∫
|v|6(t−s)1/α
v ˜N(dr, dv) +
∫ t
s
∫
|v|>(t−s)1/α
vN(dr, dv).
By Ho¨lder’s inequality and the isometry of stochastic integral, we have
E
∣∣∣∣∣∣
∫ t
s
∫
|v|6(t−s)1/α
frv ˜N(dr, dv)
∣∣∣∣∣∣
q
6
E
∣∣∣∣∣∣
∫ t
s
∫
|v|6(t−s)1/α
frv ˜N(dr, dv)
∣∣∣∣∣∣
2
q/2
=
(∫ t
s
∫
|v|6(t−s)1/α
| frv|2νr(dv)dr
)q/2
(2.14)
6 ‖ f ‖qL∞(s,t)
(
(t − s)
∫
|v|6(t−s)1/α
|v|2ν(α)2 (dv)
)q/2
(2.1)
 ‖ f ‖qL∞(s,t)(t − s)
q
α .
If q ∈ (1, α), then by Burkholder’s inequality (see [11, (2.10)]),
E
∣∣∣∣∣∣
∫ t
s
∫
|v|>(t−s)1/α
frvN(dr, dv)
∣∣∣∣∣∣
q

(∫ t
s
∫
|v|>(t−s)1/α
| frv|νr(dv)dr
)q
+
∫ t
s
∫
|v|>(t−s)1/α
| fsv|qνr(dv)dr
6 ‖ f ‖qL∞(s,t)
(
(t − s)
∫
|v|>(t−s)1/α
|v|ν(α)2 (dv)
)q
+ ‖ f ‖qL∞(s,t)(t − s)
∫
|v|>(t−s)1/α
|v|qν(α)2 (dv)
(2.1)
 ‖ f ‖qL∞(s,t)(t − s)
q
α .
If q ∈ (0, 1], then
E
∣∣∣∣∣∣
∫ t
s
∫
|v|>(t−s)1/α
frvN(dr, dv)
∣∣∣∣∣∣
q
6 E
(∫ t
s
∫
|v|>(t−s)1/α
| fsv|qN(dr, dv)
)
=
∫ t
s
∫
|v|>(t−s)1/α
| frv|qνr(dv)dr
(2.1)
 ‖ f ‖qL∞(s,t)(t − s)
q
α .
Combining the above calculations, we obtain the desired estimate. 
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The following is a crucial lemma of this paper.
Lemma 2.5. Under (2.13) and (2.14), the random variable Kνs,t defined
by (2.18) has a smooth density pνs,t(x, v). Moreover, for any n,m ∈ N0
and q1, q2 ∈ [0, α) with q1 + q2 < α, there exists a positive constant C =
C(d, n,m, κ0, ν(α)i , qi, α) such that for all s < t,∫
R2d
|x|q1 |v|q2 |∇nx∇
m
v p
ν
s,t(x, v)|dxdv 6 C(t − s)((q1−n)(1+α)+q2−m)/α. (2.25)
Proof. We divide the proof into four steps. All the constants below will
depend only on d, n,m, κ0, ν(α)i , qi, α.
(i) First of all, we assume that
νs = ν
(α) ∈ Lsym,(α)non .
Let Lν(α) be an α-stable process with the Le´vy measure ν(α). Since for any
s < t, Lν(α) has the following scaling property:(
Lν
(α)
(t−s)r
)
r>0
(d)
=
(
(t − s) 1α Lν(α)r
)
r>0
,
by (2.18) and the change of variables, we have
Kν(α)s,t
(d)
=
(
(t − s) 1α+1
∫ 1
0
Π
˜U
r,1σ˜rdLν
(α)
r , (t − s)
1
α
∫ 1
0
σ˜rdLν
(α)
r
)
=
(
(t − s) 1α+1Xσ˜, ˜U0,1 , (t − s)
1
α V σ˜0,1
)
,
(2.26)
where ˜Ur := U(t−s)r+s and σ˜r := σ(t−s)r+s. This implies that
pν
(α),σ,U
s,t (x, v) = (t − s)−
2d
α −d pν
(α),σ˜, ˜U
0,1 ((t − s)−
1
α−1x, (t − s)− 1α v). (2.27)
Hence, if one can show that for any n,m ∈ N0,∫
R2d
|x|q1 |v|q2 |∇nx∇
m
v p
ν(α),σ˜, ˜U
0,1 (x, v)|dxdv 6 C, (2.28)
then (2.25) for νs = ν(α) immediately follows by (2.27).
(ii) We make the following further decomposition:
ν(α) = ν1 + ν2, ν1(dv) := ν(α)(dv)1|v|61, ν2(dv) := ν(α)(dv)1|v|>1. (2.29)
Let Lνi , i = 1, 2 be two independent Le´vy processes with the Le´vy measures
νi respectively. For i = 1, 2, let Kνis,t = (Xνis,t,Vνis,t) be defined as in (2.18) with
σ˜, ˜U and Lνit−s in place of σ,U and Lνs,t. In particular,
Kν
(α),σ˜, ˜U
s,t
(d)
= Kν1s,t + K
ν2
s,t, (2.30)
which implies that
pν
(α),σ˜, ˜U
0,1 (x, v) = Epν10,1
(
x − Xν20,1, v − V
ν2
0,1
)
,
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where pν10,1(x, v) is the distributional density of Kν10,1. In view of q1 + q2 < α,
by (2.18) and (2.24), we have
E
[
(1 + |Xν20,1|q1)(1 + |Vν20,1|q2)
]
< ∞.
Thus, in order to show (2.28), it suffices to prove that for any n,m ∈ N0,∫
R2d
(1 + |x|q1)(1 + |v|q2)|∇nx∇mv pν10,1(x, v)|dxdv 6 C. (2.31)
(iii) Below, for simplicity of notation, we drop the tilde over σ˜, ˜U. Recall
for s < t, Kν1s,t =
(∫ t
s
Πr,tσrdLν1r ,
∫ t
s
σrdLν1r
)
. By step function approximation,
we have
Eei〈(ξ,η),K
ν1
s,t 〉 = E exp
(
i
∫ t
s
〈
σ∗rΠ
∗
r,tξ + σ
∗
rη, dLν1r
〉)
= exp
(
−
∫ t
s
ψν1
(
σ∗rΠ
∗
r,tξ + σ
∗
rη
)
dr
)
, (2.32)
where ψν1 is the characteristic exponent of Lν1 , that is, EeiξL
ν1
t = e−tψ
ν1 (ξ)
,
which has the following expression
ψν1(ξ) =
∫
|v|61
(1 − cos 〈ξ, v〉)ν(α)(dv). (2.33)
Denote the Le´vy exponent of Lν(α) and Lν2 by ψν(α) and ψν2 , respectively.
Then ψν2 is bounded and ψν(α)(ξ) ≍ |ξ|α. Hence there are constants M > 1
and c0 > 0 so that
ψν1(ξ) = ψν(α)(ξ) − ψν2(ξ) > c0|ξ|α for |ξ| > M.
On the other hand, note that
ψν1(ξ) >
∫
|v|61/(2M)
(1 − cos 〈ξ, v〉)ν(α)(dv) =: ψν11 (ξ).
Since ψν11 is C∞-smooth with ∇ψ
ν1
1 (0) = 0, we have
ψν11 (ξ) =
∫ 1
0
∫ 1
0
∫
|v|61/(2M)
〈ξ, v〉2 cos 〈ss′ξ, v〉ν(α)(dv)dsds′
> cos(12)
∫
|v|61/(2M)
〈ξ, v〉2ν(α)(dv) > c0|ξ|2 for |ξ| 6 M.
Thus by decreasing the value of c0 if needed, we have
ψν1(ξ) > c0(|ξ|2 ∧ |ξ|α) for ξ ∈ Rd. (2.34)
Hence∫ t
s
ψν1
(
σ∗rΠ
∗
r,tξ + σ
∗
rη
)
ds > c0
∫ t
s
∣∣∣σ∗rΠ∗r,tξ + σ∗rη∣∣∣2 ∧ ∣∣∣σ∗rΠ∗r,tξ + σ∗rη∣∣∣α ds
11
>
c0(‖σ−1‖−α∞ ∧ ‖σ−1‖−2∞ )
(κ0 + 1)2−α
(
|((t − s)ξ, η)|2 ∧ |((t − s)ξ, η)|α
)
× inf
| ¯ξ|2+|η¯|2=1
∫ t
s
∣∣∣(t − s)−1Π∗r,t ¯ξ + η¯∣∣∣2 dr. (2.35)
Fix δ, ε ∈ (0, 1/2) being small, whose values will be determined below. For
¯ξ, η¯ ∈ R2d with | ¯ξ|2 + |η¯|2 = 1, we have either | ¯ξ|2 > 1 − δ or |η¯|2 > δ. Since
|a + b|2 > 12 |a|
2 − |b|2, in the former case, we have∫ t
s
∣∣∣(t − s)−1Π∗r,t ¯ξ + η¯∣∣∣2 dr >
∫ s+ε(t−s)
s
∣∣∣(t − s)−1Π∗r,t ¯ξ + η¯∣∣∣2 dr
>
∫ s+ε(t−s)
s
(
1
2
∣∣∣(t − s)−1Π∗r,t ¯ξ∣∣∣2 − |η¯|2) dr
>
∫ s+ε(t−s)
s
(
| ¯ξ|
2(t − s)‖Π−1r,t ‖
)2
dr − |η¯|2ε(t − s)
>
(
1 − δ
4κ20
− δ
)
ε(t − s),
and in the later case,∫ t
s
∣∣∣(t − s)−1Π∗r,t ¯ξ + η¯∣∣∣2 dr >
∫ t
t−ε(t−s)
(
1
2 |η¯|
2 −
∣∣∣(t − s)−1Π∗r,t ¯ξ∣∣∣2) dr
>
(
1
2δ − ‖U‖
2
∞ε
2
)
ε(t − s).
Combining the above two cases, by first choosing δ small enough and then
ε small enough, one finds that for some c2 = c2(α, κ0) > 0,
inf
| ¯ξ|2+|η¯|2=1
∫ t
s
∣∣∣(t − s)−1Π∗r,t ¯ξ + η¯∣∣∣2 > c2(t − s), (2.36)
which together with (2.35) gives∫ t
s
ψν1
(
σ∗r,tΠ
∗
r,tξ + σ
∗
r,tη
)
ds > c3(t − s)
(
|((t − s)ξ, η)|2 ∧ |((t − s)ξ, η)|α
)
.
(2.37)
Hence by (2.32),
Eei〈(ξ,η),K
ν1
s,t 〉 6 exp
(
−c3(t − s)
(
|((t − s)ξ, η)|2 ∧ |((t − s)ξ, η)|α
))
.
On the other hand, by (2.33), one sees that ψν1 is smooth and for any k ∈ N,
|∇kψν1(ξ)| 6 C(|ξ|m + 1), ξ ∈ Rd (2.38)
for some m ∈ N and C > 0. Thus (2.32), (2.37) and (2.38) in particular
implies that
(ξ, η) 7→ Eei〈(ξ,η),Kν10,1〉 ∈ S(R2d).
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Therefore, Kν10,1 has a smooth density p
ν1
1 (x, v) ∈ S(R2d), which is given by
the inverse Fourier transform
pν11 (x, v) =
∫
R2d
e−i(〈x,ξ〉+〈v,η〉)Eei〈(ξ,η),K
ν1
0,1〉dξdη.
In particular, (2.31) holds.
(iv) Finally, we assume (2.14), and make the following decomposition
νs = ν
(α)
1 + µs,
where µs := νs − ν(α)1 ∈ Lsym. Let Lν
(α) be an α-stable process with the
Le´vy measure ν(α)1 , and let N0(dt, dv) be an independent Poisson random
measure with intensity measure µt(dv)dt. Let Lµs,t be defined as in (2.17) and
Kµs,t = (Xµs,t,Vµs,t) be defined as in (2.18) with Lµs,t in place of Lνs,t. Clearly,
(Lνs,t)s6t
(d)
= (Lν
(α)
1
t−s + L
µ
s,t)s6t, Kνs,t
(d)
= Kν
(α)
1
s,t + K
µ
s,t. (2.39)
Thus, the distributional density of Kνs,t is given by
pνs,t(x, v) = Ep
ν(α)1
s,t
(
x − Xµs,t, v − V
µ
s,t
)
. (2.40)
As above, by (2.24) and |Πs,t| 6 ‖U‖∞(t − s), we have
E|Xµs,t|q1 6 C(t − s)q1+
q1
α , E|Vµs,t|q2 6 C(t − s)
q2
α ,
and
E
(
|Xµs,t|q1 |V
µ
s,t|
q2
)
6
(
E|Xµs,t|q1+q2
) q1
q1+q2
(
E|Vµs,t|q1+q2
) q2
q1+q2
6 C(t − s)q1+ q1+q2α ,
which, together with (2.40) and what we have proved, gives (2.25). 
Remark 2.6. Let ps,t(x′, v′; x, v) be the smooth density of Ks,t(x, v) = Ks,t +
(x + Πs,tv, v), which is given by
ps,t(x′, v′; x, v) = pνs,t
(
x′ − x − Πs,tv, v
′ − v
)
. (2.41)
For any n1,m1, n2,m2 ∈ N0, there is a constant C = C(d, ni,mi, κ0, ν(α)1 , α) >
0 such that for all s < t and x, v ∈ Rd,∫
R2d
|∇
n1
x′∇
m1
v′ ∇
n2
x ∇
m2
v ps,t(x′, v′; x, v)|dx′dv′ 6 C(t − s)−((n1+n2)(1+α)+m1+m2)/α,
(2.42)
which follows by the chain rule, |Πs,t| 6 ‖U‖∞(t − s) and (2.25).
Corollary 2.7. Under (2.13) and (2.14), for any f ∈ Bb(R2d), Ts,t f satisfies
the following backward Kolmogorov’s equation: for Lebesgue-almost all
s < t and all x, v ∈ Rd,
∂sTs,t f (x, v) +KsTs,t f (x, v) = 0, (2.43)
where Ks is defined by (2.16).
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Proof. First of all, as a consequence of (2.42), we have for any n,m ∈ N0,
‖∇nx∇
m
vTs,t f ‖∞ 6 C(t − s)−(n(1+α)+m)/α‖ f ‖∞, s < t. (2.44)
Thus, by Lebesgue’s differentiable theorem, it suffices to prove that for all
s 6 t0 < t and all x, v ∈ Rd,
Ts,t f (x, v) = Tt0,t f (x, v) +
∫ t0
s
KrTr,t f (x, v)dr.
Fix t1 ∈ (t0, t) and define g(x, v) := Tt1,t f (x, v). By (2.21), we only need to
show that for all s 6 t0 and all x, v ∈ Rd,
Ts,t1g(x, v) = Tt0,t1g(x, v) +
∫ t0
s
KrTr,t1g(x, v)dr.
Since g ∈ C∞b (R2d) by (2.44), it follows by (2.22). 
Lemma 2.8. Let β, γ ∈ (0, 2). Under (2.13) and (2.14), for any σ¯ ∈ Md
and ν¯ ∈ Lsym with ‖σ¯‖ 6 κ0 and ν¯ 6 ν(γ) ∈ Lsym,(γ), and for any n,m ∈ N0,
there is a positive constant C depending only on κ0, ν, n,m, d, ν(α)i , ν(γ), β, γ
such that for any f ∈ C2b(R2d) and t > s,∥∥∥∇nx∇mv L ν¯σ¯,vTs,t∆ β2v f ∥∥∥∞ 6 C(t − s)−(n(1+α)+m+β+γ)/α‖ f ‖∞, (2.45)∥∥∥∇nx∇mv L ν¯σ¯,v∆ β2xTs,t f ∥∥∥∞ 6 C(t − s)−(n(1+α)+m+β+γ)/α−β‖ f ‖∞. (2.46)
Here we use the convention: L 0σ¯,v ≡ I the identity operator.
Proof. Let ps,t(x′, v′, x, v) be given by (2.41). Notice that by definition,
∇nx∇
m
v L
ν¯
σ¯,vTs,t∆
β
2
v f (x, v) =
∫
R2d
∇nx∇
m
v L
ν¯
σ¯,v ps,t(x′, v′, x, v)∆
β
2
v′ f (x′, v′)dx′dv′
=
∫
R2d
∆
β
2
v′∇
n
x∇
m
v L
ν¯
σ¯,v ps,t(x′, v′, x, v) f (x′, v′)dx′dv′,
and
∆
β
2
v′∇
n
x∇
m
v L
ν¯
σ¯,v ps,t(x′, v′, x, v)=
∫
Rd
∫
Rd
∇nx∇
m
v δ
(2)
v¯′ δ
(2)
σ¯v¯ ps,t(x′, v′, x, v)ν¯(dv¯)
dv¯′
|v¯′|d+β
.
By using (2.4), (2.5) and (2.42), it is easy to see that for some C > 0 inde-
pendent of x, v, v¯, v¯′,∫
R2d
∣∣∣∇nx∇mv δ(2)v¯′ δ(2)σ¯v¯ ps,t(x′, v′, x, v)∣∣∣dx′dv′ 6 C(t − s)− n(1+α)+mα
×
(((t − s)− 4α |v¯′|2|v¯|2) ∧ ((t − s)− 2α (|v¯′|2 ∧ |v¯|2)) ∧ 1).
Hence,
‖∇nx∇
m
v L
ν¯
σ¯,vTs,t∆
β
2
v f ‖∞ 6 C(t − s)−
m+n(1+α)
α ‖ f ‖∞
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×∫
Rd
∫
Rd
(((t − s)− 4α |v¯′|2|v¯|2) ∧ ((t − s)− 2α (|v¯′|2 ∧ |v¯|2)) ∧ 1)ν(γ)(dv¯) dv¯′
|v¯′|d+β
.
If we calculate the double integral in the following four regions separately,{
v¯| 6 (t − s) 1α , |v¯′| 6 (t − s) 1α
}
∪
{
v¯| 6 (t − s) 1α , |v¯′| > (t − s) 1α
}
∪
{
v¯| > (t − s) 1α , |v¯′| 6 (t − s) 1α
}
∪
{
v¯| > (t − s) 1α , |v¯′| > (t − s) 1α
}
,
then we obtain (2.45). Similarly, one can show (2.46). 
2.2. Fefferman-Stein’s theorem. In this subsection we recall the classical
Fefferman-Stein’s theorem. First of all, we introduce a family of “balls”
looking like a “parallelepiped” in R1+2d, as seen below, which is natural for
treating the kinetic operator. More precisely, fixing α ∈ (0, 2), and for any
r > 0 and point (t0, x0, v0) ∈ R1+2d, we define
Qr(t0, x0, v0) :=
{
(t, x, v) : t ∈ Brα(t0), x ∈ Br1+α
(
x0 + Πt0,tv0
)
, v ∈ Br(v0)
}
,
(2.47)
where Πt0,t :=
∫ t
t0
Urdr and Br(v0) is the Euclidean ball with radius r and
center v0. The set of all such balls is denoted by Q(α). For f ∈ L1loc(R1+2d),
we define the Hardy-Littlewood maximal function by
M f (t, x, v) := sup
r>0
?
Qr(t,x,v)
| f (t′, x′, v′)|dv′dx′dt′,
and the sharp function by
M♯ f (t, x, v) := sup
r>0
?
Qr(t,x,v)
| f (t′, x′, v′) − fQr(t,x,v)|dv′dx′dt′,
where for a Q ∈ Q(α), |Q| denotes the Lebesgue measure of Q and
fQ :=
?
Q
f (t′, x′, v′)dv′dx′dt′ = 1
|Q|
∫
Q
f (t′, x′, v′)dv′dx′dt′.
One says that a function f ∈ BMO(R1+2d) if M♯ f ∈ L∞(R1+2d). Clearly,
f ∈ BMO(R1+2d) if and only if there exists a constant C > 0 such that for
any Q ∈ Q(α), and for some aQ ∈ R,?
Q
| f (t′, x′, v′) − aQ|dv′dx′dt′ 6 C.
We have the following simple property about Qr ∈ Q(α).
Proposition 2.9. Let c1 := 3
1
α ∨ 3 ∨ (3 + 4‖U‖∞) 11+α and c2 := c1+(2+α)d1 . We
have
(i) If Qr(t0, x0, v0) ∩ Qr(t′0, x′0, v′0) , ∅, then
Qr(t0, x0, v0) ⊂ Qc1r(t′0, x′0, v′0). (2.48)
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(ii) |Qc1r(t0, x0, v0)| 6 c2|Qr(t0, x0, v0)|.
Proof. (i) By the assumption, we have
|t0 − t
′
0| 6 2rα, |v0 − v′0| 6 2r,
and for some t′ ∈ Brα(t0) ∩ Brα(t′0),∣∣∣x0 − Πt0,t′v0 − (x′0 − Πt′0 ,t′v′0)∣∣∣ 6 2r1+α.
Thus, for any (t, x, v) ∈ Qr(t0, x0, v0), we have
|t − t′0| 6 3rα, |v − v′0| 6 3r
and∣∣∣x − (x′0 − Πt′0 ,tv′0)∣∣∣ 6 ∣∣∣x − (x0 − Πt0,tv0)∣∣∣ + ∣∣∣x0 − Πt0 ,tv0 − (x′0 − Πt′0 ,tv′0)∣∣∣
6 r1+α +
∣∣∣x0 − Πt0 ,t′v0 − (x′0 − Πt′0,t′v′0)∣∣∣ + ∣∣∣Πt,t′(v0 − v′0)∣∣∣
6 r1+α + 2r1+α + 4‖U‖∞r1+α = (3 + 4‖U‖∞)r1+α.
From these, we immediately obtain (2.48).
(ii) It follows by noticing that |Qr(t0, x0, v0)| = c3r1+(2+α)d for some c3 =
c3(d). 
Remark 2.10. By Proposition 2.9 and [12, Theorem 1, p.13], for any p ∈
(1,∞], there is a constant C > 0 such that for any f ∈ Lp(R1+2d),
‖M f ‖p 6 C‖ f ‖p. (2.49)
We need the following version of Fefferman-Stein’s theorem, whose proof
is given in Appendix 4.2.
Theorem 2.11. (Fefferman-Stein’s theorem) For any p ∈ (1,∞), there exists
a constant C = C(p, d, α) > 0 such that for all f ∈ Lp(R1+2d),
‖ f ‖p 6 C‖M♯ f ‖p. (2.50)
Using this theorem, we have
Theorem 2.12. For q ∈ (1,∞), let P be a bounded linear operator from
Lq(R1+2d) to Lq(R1+2d) and also from L∞(R1+2d) to BMO(R1+2d). Then for
any p ∈ [q,∞) and f ∈ Lp(R1+2d),
‖P f ‖p 6 C‖ f ‖p,
where the constant C depends only on p, q and the norms of ‖P‖Lq→Lq and
‖P‖L∞→BMO.
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Proof. Noticing that by the assumptions,
‖M♯(P f )‖q 6 2‖M(P f )‖q
(2.49)
6 C‖P f ‖q 6 C‖P‖Lq→Lq‖ f ‖q
and
‖M♯(P f )‖∞ 6 ‖P‖L∞→BMO‖ f ‖∞,
by the classical Marcinkiewicz’s interpolation theorem (cf. [12]), we have
for any p ∈ [q,∞),
‖M♯(P f )‖p 6 C‖ f ‖p,
which together with (2.50) gives the desired estimate. 
3. Lp-maximal regularity of nonlocal kinetic Fokker-Planck equations
For λ > 0, we consider the following linear equation:
∂su + (Ks − λ)u + f = 0, (3.1)
where Ks is defined by (2.16). We first introduce the following notion.
Definition 3.1. For given f ∈ L1loc(R1+2d), a function u ∈ C(R; L1loc(R2d))
is called a weak solution of equation (3.1) if for all s 6 T and any φ ∈
C∞c (R2d),
〈u(s), φ〉 = 〈u(T ), φ〉 +
∫ T
s
〈u(t), (K ∗t − λ)φ〉dt +
∫ T
s
〈 f (t), φ〉dt, (3.2)
where 〈u, φ〉 :=
∫
R2d
u(x, v)φ(x, v)dxdv and K ∗t := L νtσt ,v − Utv · ∇x is the
adjoint operator of Kt.
We need the following simple result.
Proposition 3.2. Given p ∈ [1,∞] and f ∈ Lp(R1+2d), the unique weak
solution of equation (3.1) with u ∈ C(R; Lp(R2d)) and limTn→∞ u(Tn) = 0
weakly for some deterministic sequence Tn →∞ is given by
u(s, x, v) =
∫ ∞
s
eλ(s−t)Ts,t f (t, x, v)dt, (3.3)
where Ts,t f is defined by (2.20).
Proof. Let ̺ : R2d → [0,∞) be a smooth function with compact support
and
∫
̺ = 1. For ε > 0, define
̺ε(x, v) := ε−3d̺(ε−1x, ε−2v), fε(t, x, v) := f (t) ∗ ̺(x, v),
where ∗ denotes the convolution, and
uε(s, x, v) :=
∫ ∞
s
eλ(s−t)Ts,t fε(t, x, v)dt.
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Since fε ∈ Lp(R; C∞b (R2d)), we have by (2.22),
∂suε + (Ks − λ)uε + fε = 0.
In particular, for all s 6 T and φ ∈ C∞c (R2d),
〈uε(s), φ〉 = 〈uε(T ), φ〉 +
∫ T
s
〈uε(t), (K ∗t − λ)φ〉dt +
∫ T
s
〈 fε(t), φ〉dt.
By taking limits ε → 0 and the dominated convergence theorem, one sees
that u is a weak solution of equation (3.1). Moreover, we also have u ∈
C(R; Lp(R2d)) and limT→∞ u(T ) = 0 weakly.
On the other hand, let u be a weak solution of (3.1). In (3.2), taking
φ = ̺ε(x − ·, v − ·) and setting uε := u ∗ ̺ε, fε := f ∗ ̺ε, one has
uε(s) = uε(T ) +
∫ T
s
(Kt − λ)uε(t)dt +
∫ T
s
( fε + gε)(t)dt, (3.4)
where
gε(t, x, v) :=
∫
R2d
u(t, x′, v′)Ut(v′ − v) · ∇x̺ε(x − x′, v − v′)dx′dv′
=
∫
R2d
u(t, x − x′, v − v′)Utv′ · ∇x̺ε(x′, v′)dx′dv′.
Since uε ∈ C(R; C∞b (R2d)) and limn→∞ uε(Tn) = 0, the unique solution of
(3.4) is given by
uε(s, x, v) =
∫ ∞
s
eλ(s−t)Ts,t( fε + gε)(t, x, v)dt. (3.5)
Notice that by the definition of ̺ε,
‖gε(t)‖p 6 ‖u(t)‖p
∫
R2d
|Utv′| · |∇x̺ε(x′, v′)|dx′dv′ 6 Cε‖u(t)‖p → 0.
By taking limits ε→ 0 for both sides of (3.5), we obtain (3.3). 
Now we can present our main result of this paper.
Theorem 3.3. Under (2.13) and (2.14), for any p ∈ (1,∞), there exists a
positive constant C = C(κ0, p, d, ν(α)i , α) such that for all λ > 0 and f ∈
Lp(R1+2d), ∥∥∥∆ α2(1+α)x uλ∥∥∥p + ∥∥∥∆ α2v uλ∥∥∥p 6 C‖ f ‖p, (3.6)
where uλ(s, x, v) :=
∫ ∞
s
eλ(s−t)Ts,t ft(x, v)dt is the unique weak solution of
equation (3.1).
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When p = 2 and Us is independent of s, estimate (3.6) was proved in [1].
The proof of Theorem 3.3 for p = 2 will be given in Appendix 4.3, which
is new and more elementary even for the time-independent case considered
in [1].
3.1. Proof of Theorem 3.3 for p ∈ (2,∞). We introduce the following two
operators:
P1 f := Pν,σ,U1 f (s, x, v) := ∆
α
2(1+α)
x
∫ ∞
s
eλ(s−t)T ν,σ,Us,t f (t, x, v)dt,
P2 f := Pν,σ,U2 f (s, x, v) := ∆
α
2
v
∫ ∞
s
eλ(s−t)T ν,σ,Us,t f (t, x, v)dt.
By Theorem 2.12 and (3.6) for p = 2, our main task is to show that P1 and
P2 are bounded linear operators from L∞(R1+2d) to BMO. More precisely,
we want to prove that for any f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1, and any
Q = Qr(t0, x0, v0) ∈ Q(α),?
Q
|Pν,σ,Ui f (s, x, v) − aQi |2 6 C, (3.7)
where aQi is a constant depending on Q and f , and C only depends on
κ0, p, d, ν(α)i , α.
Lemma 3.4. (Scaling Property) For any Q = Qr(t0, x0, v0) ∈ Q(α) and i =
1, 2, we have?
Qr(t0 ,x0,v0)
∣∣∣Pν,σ,Ui f (s, x, v) − a∣∣∣2 =
?
Q1(0)
∣∣∣P ν˜,σ˜, ˜Ui ˜f (s, x, v) − a∣∣∣2, (3.8)
where a ∈ R, ν˜s := νrαs+t0 , σ˜s := σrαs+t0 , ˜Us := Urαs+t0 and
˜f (t, x, v) := f (rαt + t0, r1+αx + x0 + Πt0 ,rαt+t0 v0, rv + v0).
Proof. Let us write
u(s, x, v) :=
∫ ∞
s
eλ(s−t)T ν,σ,Us,t f (t, x, v)dt
and
u˜(s, x, v) := r−αu(rαs + t0, r1+αx + x0 + Πt0,rαs+t0v0, rv + v0),
where Πt0,rαt+t0 =
∫ rαt+t0
t0
Ur′dr′. By the change of variables, we have?
Qr(t0 ,x0,v0)
∣∣∣∆ α2(1+α)x u(s, x, v) − a∣∣∣2 = ?
Q1(0)
∣∣∣∆ α2(1+α)x u˜(s, x, v) − a∣∣∣2.
On the other hand, by Proposition 3.2, one sees that
u˜(s, x, v) =
∫ ∞
s
eλ(s−t)T ν˜,σ˜,
˜U
s,t
˜f (t, x, v)dt.
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Thus, we obtain (3.8) for i = 1. Similarly, (3.8) holds for i = 2. 
Below we split Pi f = Pi1 f +Pi2 f , i = 1, 2, where
P11 f := ∆
α
2(1+α)
x
∫ 2
·
eλ(·−t)T·,t f (t)dt, P21 f := ∆
α
2
v
∫ 2
·
eλ(·−t)T·,t f (t)dt,
P12 f := ∆
α
2(1+α)
x
∫ ∞
2
eλ(·−t)T·,t f (t)dt, P22 f := ∆
α
2
v
∫ ∞
2
eλ(·−t)T·,t f (t)dt.
First of all, we treat P11 f ,P21 f .
Lemma 3.5. Under (2.13) and (2.14), there is a constant C > 0 depending
only on κ0, p, d, ν(α)i , α such that for all f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1,∫
Q1(0)
|Pi1 f (s, x, v)|2 6 C, i = 1, 2. (3.9)
Proof. For s ∈ [−1, 1], let
u(s, x, v) :=
∫ 2
s
eλ(s−t)Ts,t f (t, x, v)dt =
∫ ∞
s
eλ(s−t)Ts,t((1[−1,2] f )(t))(x, v)dt.
Since ‖ f ‖∞ 6 1, we have
‖u(s)‖∞ 6 3, s ∈ [−1, 1]. (3.10)
By (2.4), (2.5) and (2.44), we have for any t > s,
‖δ(1)x Ts,t f (t)‖∞  (‖∇xTs,t f (t)‖∞|x|) ∧ ‖Ts,t f (t)‖∞  ((t − s)−
1+α
α |x|) ∧ 1,
‖δ(1)v Ts,t f (t)‖∞  (‖∇vTs,t f (t)‖∞|v|) ∧ ‖Ts,t f (t)‖∞  ((t − s)−
1
α |v|) ∧ 1.
Since a ∧ 1 6 aγ for any a > 0 and γ ∈ [0, 1], we have for any γ1 ∈
(0, α/(1 + α)),
‖δ(1)x u(s)‖∞  |x|γ1
∫ 2
s
eλ(s−t)(t − s)−(1+α)γ1/αdt 6 C|x|γ1 , (3.11)
and for any γ2 ∈ (0, α ∧ 1),
‖δ(1)v u(s)‖∞  |v|γ2
∫ 2
s
eλ(s−t)(t − s)−γ2/αdt 6 C|v|γ2 , (3.12)
where C > 0 is independent of λ > 0.
Let ϕ be a nonnegative smooth cutoff function in R2d with ϕ(x, v) = 1 for
|(x, v)| 6 4 and ϕ(x) = 0 for |(x, v)| > 8. By Definition 3.1, it is easy to see
that uϕ is a weak solution of equation (3.1) with f replacing by
gϕ =
(
fϕ +Ksϕ u +
∫
Rd
δ(1)v u δ
(1)
v ϕ νs(dv)
)
1[−1,2](s).
Noticing that by (3.10) and (3.12),
‖gϕ‖2 6 Cϕ,
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and by Proposition 3.2, we have
(uϕ)(s, x, v) =
∫ ∞
s
eλ(s−t)Ts,tgϕ(t, x, v)dt,
which implies by (3.6) for p = 2 that∥∥∥∆ α2(1+α)x (uϕ)∥∥∥2 + ∥∥∥∆ α2v (uϕ)∥∥∥2 6 C‖gϕ‖2 6 C. (3.13)
By the definition of P11 and (2.12), (3.11), (3.13), we have∫
Q1(0)
|P11 f |2 =
∫
Q1(0)
|∆
α
2(1+α)
x u|
2
6
∫
R1+2d
|(∆
α
2(1+α)
x u)ϕ|2
6 2
∥∥∥∆ α2(1+α)x (uϕ)∥∥∥22 +Cϕ( sup
x
‖δ(1)x u‖∞/|x|
γ1 + ‖u‖∞
)
6 C,
and by (2.12), (3.12) and (3.13),∫
Q1(0)
|P21 f |2 =
∫
Q1(0)
|∆
α
2
v u|
2
6
∫
R1+2d
|(∆ α2v u)ϕ|2
6 2
∥∥∥∆ α2v (uϕ)∥∥∥22 + Cϕ( sup
x
‖δ(1)v u‖∞/|v|
γ2 + ‖u‖∞
)
6 C.
The proof is complete. 
To treat P12 f ,P22 f , we need the following estimate.
Lemma 3.6. Under (2.13) and (2.14), there is a constant C > 0 depending
only on κ0, p, d, ν(α)i , α such that for all f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1 and all
s ∈ [−1, 1],∫ ∞
2
∣∣∣∣∆ α2(1+α)x Ts,t f (t, 0, 0) − ∆ α2(1+α)x T0,t f (t, 0, 0)∣∣∣∣dt 6 C, (3.14)∫ ∞
2
∣∣∣∣∆ α2v Ts,t f (t, 0, 0) − ∆ α2v T0,t f (t, 0, 0)∣∣∣∣dt 6 C. (3.15)
Proof. First of all, by (2.46) with γ = α and β = α1+α , we have for all
s ∈ [−1, 1], ∫ ∞
2
∣∣∣∆ α2(1+α)x Ts,t f (t, 0, 0) − ∆ α2(1+α)x T0,t f (t, 0, 0)∣∣∣dt
6
∫ ∞
2
∫ s
0
∣∣∣∂r∆ α2(1+α)x Tr,t f (t, 0, 0)∣∣∣drdt
=
∫ ∞
2
∫ s
0
∣∣∣L νrσr,v∆ α2(1+α)x Tr,t f (t, 0, 0)∣∣∣drdt

∫ ∞
2
∫ s
0
(t − r)−2drdt  1,
which give (3.14).
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Next we deal with (3.15). Let χ be a smooth cutoff function with χ(s) = 1
for s ∈ [0, 1] and χ(s) = 0 for s > 3. Fix γ ∈ (1, 1 + α2−α) and define
ht(v) := χ(|v|/tγ/α), t > 0, v ∈ Rd.
By definition, we have
∆
α
2
v Ts,t f (t, 0, 0) =
∫
Rd
δ(2)v Ts,t f (t, 0, 0)
dv
|v|d+α
= I1(s, t) + I2(s, t),
where
I1(s, t) :=
∫
Rd
δ(2)v Ts,t f (t, 0, 0)(1 − ht−s(v))
dv
|v|d+α
,
I2(s, t) :=
∫
Rd
δ(2)v Ts,t f (t, 0, 0)ht−s(v)
dv
|v|d+α
.
Thus, we can write∫ ∞
2
∣∣∣∣∆ α2v Ts,t f (t, 0, 0)− ∆ α2v T0,t f (t, 0, 0)∣∣∣∣dt
6
∫ ∞
2
|I1(s, t) − I1(0, t)|dt +
∫ ∞
2
|I2(s, t) − I2(0, t)|dt. (3.16)
In view of γ > 1, we have for all s ∈ [−1, 1],∫ ∞
2
|I1(s, t)|dt 
∫ ∞
2
(∫
Rd
|(1 − ht−s(v))| dv
|v|d+α
)
dt

∫ ∞
2
(∫
|v|>(t−s)γ/α
dv
|v|d+α
)
dt 
∫ ∞
2
(t − s)−γdt  1.
(3.17)
On the other hand, let us write∫ ∞
2
|I2(s, t) − I2(0, t)|dt 6
∫ ∞
2
∫ s
0
|∂rI2(r, t)|drdt 6 J1 + J2,
where
J1 :=
∫ ∞
2
∫ s
0
∫
Rd
|δ(2)v ∂rTr,t f (t, 0, 0)ht−r(v)|
dv
|v|d+α
drdt,
J2 :=
∫ ∞
2
∫ s
0
∫
Rd
|δ(2)v Tr,t f (t, 0, 0)∂rht−r(v)|
dv
|v|d+α
drdt.
Recalling definition (2.3), by (2.43) and (2.45), we have
|δ(2)v ∂rTr,t f (t, 0, 0)|
6 |δ(2)v L
νr
σr ,v
Tr,t f (t, 0, 0)| + |(Urv · ∇x)(Tr,t f (t, 0, v) − Tr,t f (t, 0,−v))|
6 2‖∇2vL νrσr ,vTr,t f (t)‖∞|v|2 + 2‖U‖∞|v|2‖∇v∇xTr,t f (t)‖∞  |v|2(t − r)−1−
2
α .
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By Fubini’s theorem, we have for all s ∈ [−1, 1],
J1 
∫ ∞
2
∫ s
0
(∫
Rd
(t − r)−1− 2α ht−r(v) dv
|v|d+α−2
)
drdt
=
∫ s
0
∫ ∞
2−r
(∫
Rd
t−1−
2
α ht(v) dv
|v|d+α−2
)
dtdr

∫ ∞
1
t−1−
2
α t
2γ
α −γdt  1 since γ ∈ (1, 1 + α2−α). (3.18)
For J2, noticing that
|∂tht(v)| = γα |v|t−γ/α−1|χ′(|v|/tγ/α)| 6 γα t−1‖χ′‖∞1{tγ/α<|v|<3tγ/α},
we also have
J2 6
∫ ∞
1
(∫
Rd
|∂tht(v)| dv
|v|d+α
)
dt 
∫ ∞
1
t−1−γdt  1. (3.19)
Combining (3.16), (3.17), (3.18) and (3.19), we obtain (3.15). 
Now, we treat P12 f ,P22 f as follows.
Lemma 3.7. Under (2.13) and (2.14), there is a constant C > 0 depending
only on κ0, p, d, ν(α)i , α such that for all f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1,∫
Q1(0)
|Pi2 f (s, x, v) −Pi2 f (0, 0, 0)|2 6 C, i = 1, 2. (3.20)
Proof. For i = 2, by definition, we have
|P22 f (s, x, v) −P22 f (0, 0, 0)| 6
∫ ∞
2
|eλ(s−t) − e−λt| ‖∆
α
2
v Ts,t f ‖∞dt
+
∫ ∞
2
e−λt|∆
α
2
v Ts,t f (x, v) − ∆
α
2
v Ts,t f (0, 0)|dt
+
∫ ∞
2
e−λt|∆
α
2
v Ts,t f (0, 0) − ∆
α
2
v T0,t f (0, 0)|dt
=: I1(s) + I2(s, x, v) + I3(s).
Noticing that by Lemma 2.8,
‖∆
α
2
v Ts,t f (t)‖∞ 6 C(t − s)−1,
‖∇v∆
α
2
v Ts,t f (t)‖∞ 6 C(t − s)− 1α−1,
‖∇x∆
α
2
v Ts,t f (t)‖∞ 6 C(t − s)− 1α−2,
we have for all s ∈ [−1, 1],
I1 6 C
∫ ∞
2
|eλ(s−t) − e−λt |(t − s)−1dt
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6 C|eλs − 1|
∫ ∞
2
e−λtdt = C|eλs − 1|e−2λ/λ 6 C,
and for all (s, x, v) ∈ Q1(0),
I2(s, x, v) 6 C
∫ ∞
2
(
(t − s)− 1α−1 + (t − s)− 1α−2
)
dt 6 C.
Moreover, by (3.15), we have for all s ∈ [0, 1],
I3(s) 6 C.
Combining the above calculations, we obtain (3.20) for i = 2 with C inde-
pendent of λ. For i = 1, it is similar. 
Now we can give
Proof of Theorem 3.3 for p ∈ (2,∞). By Lemmas 3.4, 3.5 and 3.7, we know
that
Pi : L∞(R1+2d) → BMO, i = 1, 2 are bounded linear operators.
Estimate (3.6) for p ∈ (2,∞) follows by Theorem 2.12 and the well-known
estimate for p = 2. 
3.2. Proof of Theorem 3.3 for p ∈ (1, 2). We shall use the dual argument
to show that Pi, i = 1, 2 are still bounded linear operators in Lp(R1+2d) for
p ∈ (1, 2). Let T ∗s,t be the adjoint operator of Ts,t, that is,∫
gT ∗s,t f =
∫
fT ∗s,tg.
By definition (2.20), we have
T ∗s,t f (x, v) := E f
(
x +
∫ t
s
Ur
[
v +
∫ t
r
σr′dLr′,t
]
dr, v +
∫ t
s
σrdLr,t
)
.
Let p ∈ (1, 2) and q = pp−1 ∈ (2,∞). By the dual relation between Lp and
Lq, we have
‖P1 f ‖p = sup
h∈C∞c (R1+2d),‖h‖q61
∫
R1+2d
∫ ∞
s
Ts,t f dt · ∆
α
2(1+α)
x h
= sup
h∈C∞c (R1+2d),‖h‖q61
∫
R1+2d
f ·
(∫ t
−∞
T ∗s,t∆
α
2(1+α)
x hds
)
.
Since T ∗s,t∆
α
2(1+α)
x h = ∆
α
2(1+α)
x T
∗
s,th, as in the previous subsection, one has∥∥∥∥∥
∫ ·
−∞
T ∗s,·∆
α
2(1+α)
x hds
∥∥∥∥∥
q
=
∥∥∥∥∥∆ α2(1+α)x
∫ ·
−∞
T ∗s,·hds
∥∥∥∥∥
q
6 C‖h‖q.
Hence, by Ho¨lder’s inequality,
‖P1 f ‖p 6 C‖ f ‖p. (3.21)
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Similarly, we have
‖P2 f ‖p = sup
h∈C∞c (R1+2d),‖h‖q61
∫
R1+2d
f ·
(∫ t
−∞
T ∗s,t∆
α
2
v hds
)
. (3.22)
However, we can not treat it as P1 because
T ∗s,t∆
α
2
v h , ∆
α
2
v T
∗
s,th.
To overcome this difficulty, for ε ∈ (0, 1), we introduce a new operator
Qε f : = Qν,σ,Uε f (s, x, v) :=
∫ t
−∞
eλ(s−t)T ∗,ν,σ,Us,t ∆
α
2
v fε(s, x, v)ds,
where fε(t, x, v) = f (t, ·) ∗ ̺ε(x, v) so that Qε f is well defined for f ∈
L∞(R1+2d). Notice that Q0 can be considered as the formal adjoint operator
of P2. As in the previous subsection, we want to show that
Qε is a bounded linear operator from L∞(R1+2d) to BMO.
First of all, as in Lemma 3.4 we have?
Qr(t0 ,x0,v0)
∣∣∣Qν,σ,Uε f (s, x, v) − a∣∣∣2 =
?
Q1(0)
∣∣∣Qν˜,σ˜, ˜Uε ˜f (s, x, v) − a∣∣∣2.
where ν˜, σ˜, ˜U and ˜f are defined as in Lemma 3.4. We aim to prove that
there is a constant C = C(κ0, p, d, ν(α)i , α) > 0 independent of ε ∈ (0, 1) such
that for all f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1,?
Q1(0)
∣∣∣Qν˜,σ˜, ˜Uε ˜f (s, x, v) − a∣∣∣2 6 C.
Below we drop ν˜, σ˜, ˜U and the tilde. As above, we make the following
decomposition
Qε f =
(∫ ·
−2
+
∫ −2
−∞
)
eλ(s−·)T ∗s,·∆
α
2
v fε(s)ds =: Qε1 f +Qε2 f .
Lemma 3.8. Let ϕ ∈ C∞c (R2d). For any p ∈ [1, 2], there exist constants
Cϕ, γ > 0 such that for all h ∈ L2(R2d) and 0 < t − s 6 3,
‖∆
α
2
v (Ts,t(ϕ2h) − ϕs,tTs,t(ϕh))‖p 6 Cϕ(t − s)γ−1‖h‖2, (3.23)
where ϕs,t(x, v) := ϕ(x + Πs,tv, v) and Πs,t =
∫ t
s
Urdr.
Proof. Let pνs,t(x, v) be the distributional density of Kνs,t. Notice that
∇2vTs,t f (x, v) =
∫
R2d
f (x′, v′)∇2v pνs,t(x′ − x − Πs,t·, v′ − ·)(v)dx′dv′
=
∫
R2d
f (x′ + x + Πs,tv, v′ + v)Φs,t(x′, v′)dx′dv′,
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where
Φ
i j
s,t =
∑
i′, j′
Πii
′
s,tΠ
j j′
s,t ∂xi′∂x j′ p
ν
s,t + 2
∑
i′
Πii
′
s,t∂xi′∂v j p
ν
s,t + ∂vi∂v j p
ν
s,t.
For any β ∈ (0, α), by (2.25), it is easy to see that
‖∇2vTs,t(ϕ2h) − ϕs,t∇2vTs,t(ϕh)‖p
6 [ϕ]β‖ϕh‖p
∫
R2d
(|x′|β + |v′|β)|Φs,t(x′, v′)|dx′dv′
6 C[ϕ]β‖h‖2(t − s)
β(α∧1)−2
α ,
where [ϕ]β := supz,z′ |ϕ(z) − ϕ(z′)|/|z − z′|β. Furthermore, by the chain rule
we have
‖∇2v(Ts,t(ϕ2h) − ϕs,tTs,t(ϕh))‖p 6 Cϕ‖h‖2(t − s)
β(α∧1)−2
α .
Hence, by definition (2.11) and (2.5), we have
‖∆
α
2
v (Ts,t(ϕ2h) − ϕs,tTs,t(ϕh))‖p
6
∫
Rd
‖δ(2)v (Ts,t(ϕ2h) − ϕs,tTs,t(ϕh))‖p
dv
|v|d+α
6 4
∫
|v|>(t−s)(2−β(α∧1))/(2α)
(
‖Ts,t(ϕ2h)‖p + ‖ϕs,tTs,t(ϕh)‖p
) dv
|v|d+α
+ Cφ‖h‖2(t − s)
β(α∧1)−2
α
∫
|v|6(t−s)(2−β(α∧1))/(2α)
|v|2
dv
|v|d+α
6 Cφ‖h‖2(t − s)
β(α∧1)
2 −1.
Thus, we obtain (3.23). 
Lemma 3.9. Under (2.13) and (2.14), there is a positive constant C only
depending on κ0, p, d, ν(α)i , α such that for all f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1
and all ε ∈ (0, 1), ∫
Q1(0)
|Q∗ε f (s, x, v)|2 6 C. (3.24)
Proof. For t ∈ R, define
u(t, x, v) :=
∫ t
−∞
eλ(s−t)T ∗s,t∆
α
2
v ((1[−2,1] fε)(s))(x, v)ds.
Let ϕ be a nonnegative smooth cutoff function in R2d with ϕ(x, v) = 1 for
|(x, v)| 6 4 and ϕ(x) = 0 for |(x, v)| > 8. We have
‖u‖L2(Q1(0)) 6 ‖uϕ
2‖2 = sup
h∈C∞c (R1+2d),‖h‖261
∫
R1+2d
uϕ2h
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= sup
h∈C∞c (R1+2d),‖h‖261
∫
R1+2d
1[−2,1](s) fε∆
α
2
v
∫ ∞
s
eλ(s−t)Ts,t(ϕ2h(t))dt
6 ‖ f ‖∞ sup
h∈C∞c (R1+2d),‖h‖261
∥∥∥∥∥∥1[−2,1]∆ α2v
∫ 1
·
eλ(s−t)Ts,t(ϕ2h(t))dt
∥∥∥∥∥∥
1
.
Let h ∈ C∞c (R1+2d) with ‖h‖2 6 1. By (3.23), we have∥∥∥∥∥∥1[−2,1]∆ α2v
∫ 1
·
eλ(s−t)Ts,t(ϕ2h(t))dt
∥∥∥∥∥∥
1
6
∥∥∥∥∥∥1[−2,1]∆ α2v
∫ 1
·
eλ(s−t)ϕs,tTs,t(ϕh(t))dt
∥∥∥∥∥∥
1
+C.
Since ϕs,t = ϕ(x + Πs,tv, v) has support
{
(x, v) : |(x, v)| 6 8(‖U‖∞ + 1)
}
, and
for any γ ∈ (0, α ∧ 1),
‖δ(1)v Ts,t(ϕh)‖2 6 (‖∇vTs,t(ϕh)‖2|v|) ∧ (2‖Ts,t(ϕh)‖2)
6 C((t − s)− 1α |v|) ∧ 1 6 C(t − s)− γα |v|γ,
by (2.12) and (3.23), we have∥∥∥∥∥∥1[−2,1]∆ α2v
∫ 1
·
eλ(s−t)ϕs,tTs,t(ϕh(t))dt
∥∥∥∥∥∥
1
6
∥∥∥∥∥∥1[−2,1]
∫ 1
·
eλ(s−t)ϕs,t∆
α
2
v Ts,t(ϕh(t))dt
∥∥∥∥∥∥
1
+ C
6
∥∥∥∥∥∥1[−2,1]
∫ 1
·
eλ(s−t)ϕs,t∆
α
2
v Ts,t(ϕh(t))dt
∥∥∥∥∥∥
2
+ C
6
∥∥∥∥∥∥1[−2,1]∆ α2v
∫ 1
·
eλ(s−t)ϕs,tTs,t(ϕh(t))dt
∥∥∥∥∥∥
2
+ C
6
∥∥∥∥∥∥1[−2,1]∆ α2v
∫ 1
·
eλ(s−t)Ts,t(ϕ2h(t))dt
∥∥∥∥∥∥
2
+C
6 C‖ϕ2h‖2 + C 6 C.
Combining the above calculations, we obtain (3.24). 
The following lemma is the same as in Lemma 3.7.
Lemma 3.10. Under (2.13) and (2.14), there is a positive constant C only
depending on κ0, p, d, ν(α)i , α such that for all f ∈ L∞(R1+2d) with ‖ f ‖∞ 6 1
and ε ∈ (0, 1), ∫
Q1(0)
|Qε2 f (t, x, v) −Qε2 f (0, 0, 0)|2 6 C.
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Proof. By (2.45) with β = γ = α, we have for all t ∈ [−1, 1],∫ −2
−∞
∣∣∣T ∗s,t∆ α2v fε(s, 0, 0) − T ∗s,0∆ α2v fε(s, 0, 0)∣∣∣ds
6
∫ −2
−∞
∫ t
0
∣∣∣∂rT ∗s,r∆ α2v fε(s, 0, 0)∣∣∣drds
=
∫ −2
−∞
∫ t
0
∣∣∣L νrσr ,vT ∗s,r∆ α2v fε(s, 0, 0)∣∣∣drds
6 C
∫ −2
−∞
∫ t
0
(t − r)−2drdt 6 C.
Using this estimate, as in the proof of Lemma 3.7, we obtain the desired
estimate. 
Now we can give
Proof of Theorem 3.3 for p ∈ (1, 2). By Lemmas 3.4, 3.5 and 3.7, we know
that
Qε : L∞(R1+2d) → BMO is bounded with norm independent of ε.
Moreover, by duality, we also have
Qε : L2(R1+2d) → L2(R1+2d) is bounded with norm independent of ε.
Hence, for q = p/(p − 1) ∈ (2,∞), by Theorem 2.12, we have for some
C > 0 independent of ε,
‖Qε f ‖q =
∥∥∥∥∥∥
∫ t
−∞
eλ(s−t)T ∗s,t∆
α
2
v fεds
∥∥∥∥∥∥
q
6 C‖ f ‖q.
Now going back to (3.22), for p ∈ (1, 2), by Fatou’s lemma, we get
‖P2 f ‖p 6 ‖ f ‖p sup
h∈C∞c (R1+2d),‖h‖q61
∥∥∥∥∥∥
∫ t
−∞
eλ(s−t)T ∗s,t∆
α
2
v hds
∥∥∥∥∥∥
q
6 ‖ f ‖p sup
h∈C∞c (R1+2d),‖h‖q61
lim
ε→0
∥∥∥∥∥∥
∫ t
−∞
eλ(s−t)T ∗s,t∆
α
2
v hεds
∥∥∥∥∥∥
q
6 C‖ f ‖p,
which together with (3.21) gives (3.6) for p ∈ (1, 2). 
4. Appendix
4.1. Carleman’s representation for Boltzmann’s equation. Let us first
show the following elementary formula in calculus.
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Lemma 4.1. We have∫
Rd
∫
Sd−1
F(x, ω)dωdx =
∫
Rd
∫
{h·w=0}
F(h ± w, w¯)|w|1−ddhdw, (4.1)
where w¯ := w/|w| and we have used the convention that F(h ± w, w¯) =
F(h + w, w¯) + F(h − w, w¯). In particular, if F(x, ω) = F(x,−ω), then∫
Rd
∫
Sd−1
F(x, ω)dωdx = 2
∫
Rd
∫
{h·w=0}
F(h + w, w¯)|w|1−ddhdw.
Proof. By the co-area formula and the change of variables, we have∫
Sd−1
∫
Rd
F(x, ω)dxdω =
∫
Sd−1
∫ ∞
0
∫
{〈h,ω〉=±r}
F(h, ω)dhdrdω
=
∫
Sd−1
∫ ∞
0
∫
{〈h±rω,ω〉=0}
F(h, ω)dhdrdω
=
∫
Sd−1
∫ ∞
0
∫
{〈h,ω〉=0}
F(h ± rω,ω)dhdrdω
=
∫
Rd
∫
{〈h,w〉=0}
F(h ± w, w¯)|w|1−ddhdw.
The desired formula follows. 
By a change of variables and (4.1), noting that 〈h,w〉 = 0, one can rewrite
the collision operator Q( f , g) as:
Q( f , g)(v) =
∫
Rd
∫
Sd−1
[
f (v − v∗ + 〈v∗, ω〉ω)g(v − 〈v∗, ω〉ω)
− f (v − v∗)g(v)
]
B(|v∗|, ω)dωdv∗
= 2
∫
Rd
∫
{h·w=0}
[
f (v − h − w + 〈h + w, w¯〉w¯)g(v − 〈h + w, w¯〉w¯)
− f (v − h − w)g(v)
]
B(|h + w|, w¯)|w|1−ddhdw
= 2
∫
Rd
∫
{h·w=0}
[
f (v − h)g(v − w) − f (v − h − w)g(v)
]
× B(|h + w|, w¯)|w|1−ddhdw,
which gives representation (1.3) by changing w into −w.
4.2. Proof of Theorem 2.12. Let us introduce a quasi-metric in R1+2d as
follows:
ρ((t0, x0, v0), (t1, x1, v1))
:= |t0 − t1|
1
α + |v0 − v1| + |x0 − x1 + Πt0 ,t1v1|
1
1+α + |x1 − x0 + Πt1 ,t0v0|
1
1+α ,
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where Πt0,t1 :=
∫ t1
t0
Urdr. More precisely, ρ satisfies
(i) ρ((t0, x0, v0), (t1, x1, v1)) = 0 ⇒ t0 = t1, x0 = x1, v0 = v1.
(ii) ρ((t0, x0, v0), (t1, x1, v1)) = ρ((t1, x1, v1), (t0, x0, v0)).
(iii) For some constant c0 > 1 and any points (ti, xi, vi) ∈ R1+2d, i = 0, 1, 2,
it holds that
ρ((t0, x0, v0), (t2, x2, v2))
6 c0
(
ρ((t0, x0, v0), (t1, x1, v1)) + ρ((t1, x1, v1), (t2, x2, v2))
)
.
Given (t0, x0, v0) ∈ R1+2d and r > 0, a “ball” in R1+2d with radius r with
respect to the quasi-metric ρ is defined by
Q˜r(t0, x0, v0) :=
{
(t, x, v) ∈ R1+2d : ρ((t0, x0, v0), (t, x, v)) < r
}
.
Recalling the definition of the “ball” Qr in (2.47), we have the following
relation between Q˜r and Qr, whose proof is obvious by definitions.
Lemma 4.2. Let c1 := (4 + ‖U‖∞)α. For any r > 0 and (t0, x0, v0) ∈ R1+2d,
we have
Q˜r(t0, x0, v0) ⊂ Qr(t0, x0, v0) ⊂ Q˜c1r(t0, x0, v0). (4.2)
In particular, let c2 := (2c1)1+(2+α)d , the following doubling property holds:
|Q˜2r(t0, x0, v0)| 6 c2|Q˜r(t0, x0, v0)|. (4.3)
The doubling property (4.3) means that (R1+2d, ρ, dx) is a space of ho-
mogenous type in the sense of [4, Definition 1]. Thus by the T (b) theorem
(see [4, Theorem 11]) , we have
Lemma 4.3. With respect to the space (R1+2d , ρ, dx), there exists a collec-
tion of open subsets {On j ⊂ R1+2d, n ∈ Z, j ∈ In}, where In denotes some
index set depending on n, and constants δ ∈ (0, 1), a0 > 0 and c3 > 0 such
that
(i) For each n ∈ N, |R1+2d \ (∪ j∈In)On j)| = 0.
(ii) If n > k, then either On j ⊂ Oki or On j ∩ Oki = ∅.
(iii) For each (n, j) and k < n, there is a unique i ∈ Ik such that On j ⊂ Oki.
(iv) Diameter of Ok j is less than c3δn, and hence, for each (t, x, v) ∈ On j,
we have
On j ⊂ Q˜δn(t, x, v).
(v) For each (n, j), On j contains some ball Q˜a0δn , and so
|On j| > c3δn.
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Let On j be as in the above lemma, which will play the role of “cube” in
the classical Caldero´n-Zygmund’s decomposition. We write
Cn :=
{
On j, j ∈ In
}
.
If we define O := ∩n∈Z(∪ j∈In)On j), then by (i), the complement Oc has null
Lebesgue measure. By restricting on O, without loss of generality, we may
assume that Cn is a partition of R1+2d. Thus, for each (t, x, v) ∈ R1+2d, there
is a unique On ∈ Cn such that (t, x, v) ∈ On. We will also denote this On by
On(t, x, v), and for any local integrable function f , define
f|n(t, x, v) :=
?
On(t,x,v)
f (t′, x′, v′)dv′dx′dt′.
The function f|n can be considered as a “conditional function of f givenCn”.
By Lemma 4.3, one sees that {Cn, n ∈ N} forms a sequence of partitions in
the sense of [7, Definition 1, p.74]. More precisely,
(i) For each n and On ∈ Cn, there is a unique On−1 ∈ Cn−1 such that
On ⊂ On−1, and
|On−1| 6 Cd,α|On|.
(ii) For any continuous function f on R1+2d , we have
lim
n→∞
f|n(t, x, v) → f (t, x, v), ∀(t, x, v) ∈ R1+2d.
Now we can give
Proof of Theorem 2.11. We define another sharp function associated to {Cn, n ∈
Z} by
˜M♯ f (t, x, v) := max
n∈Z
?
On(t,x,v)
| f − f|n |.
By [7, Theorem 10, p.81], for any p ∈ (1,∞), we have
‖ f ‖p 6 C‖ ˜M♯ f ‖p. (4.4)
On the other hand, by (iv) and (v) of Lemma 4.3, we have
On(t, x, v) ⊂ Q˜cδn (t, x, v) ⊂ Qcδn (t, x, v)
and
|On(t, x, v)| > cδn > |Qcδn(t, x, v)|.
Therefore,?
On(t,x,v)
| f − f|n | 6
?
On(t,x,v)
?
On(t,x,v)
| f (t′, x′, v′) − f (t′′, x′′, v′′)|
6
?
Qcδn (t,x,v)
?
Qcδn (t,x,v)
| f (t′, x′, v′) − f (t′′, x′′, v′′)|
6 2
?
Qcδn (t,x,v)
| f − fQcδn (t,x,v)| 6M♯ f (t, x, v). (4.5)
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Estimate (2.50) now follows by (4.4) and (4.5). 
4.3. Proof of Theorem 3.3 for p = 2. In this subsection we give a proof
of Theorem 3.3 for p = 2. Let us first recall a key estimate due to Bouchut
[2]. Since there is a time inhomogeneous matrix Us in our formulation, we
need to modify the proof given in [1].
Theorem 4.4. Let U : R→ Md satisfy
κ0 := sup
s
‖Us‖ + sup
s<t
(
(t − s)‖Π−1s,t ‖
)
< ∞,
where Πs,t :=
∫ t
s
Urdr. Let u, f ∈ L2(R1+2d) with ∆
α
2
v u ∈ L2(R1+2d) for some
α > 0, and satisfy
∂su + Usv · ∇xu + f = 0 in the distributional sense. (4.6)
Then for some C = C(d, α, κ0) > 0, we have
‖∆
α
2(1+α)
x u‖2 6 C‖∆
α
2
v u‖
1
1+α
2 ‖ f ‖
α
1+α
2 . (4.7)
Proof. We follow the argument of [1] with modification to deal with the
time-dependent case. Taking Fourier transform in (x, v)-variables on both
sides of (4.6), we have
∂suˆ − U∗sξ · ∇ηuˆ + ˆf = 0. (4.8)
Here
uˆ(t, ξ, η) =
∫
R2d
ei(ξ·x+η·v)u(t, x, v)dxdv,
and ˆf (t, ξ, η) is defined in a similar way. Let ψ : [0,∞) → [0, 1] be a smooth
function with ψ(s) = 1 for s < 1 and ψ(s) = 0 for s > 2. For ε ∈ (0, 1),
define
φε(ξ, η) := ψ(ε|η|/|ξ|1/(1+α)).
By Planchel’s identity, we have
‖∆
α
2(1+α)
x u‖
2
2 =
∫ ∞
−∞
∫
R2d
|ξ|
2α
1+α |uˆ|2(s, ξ, η)dηdξds
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∫ ∞
−∞
∫
R2d
|ξ|
2α
1+α (1 − φε(ξ, η))2|uˆ|2(s, ξ, η)dηdξds
+ 2
∫ ∞
−∞
∫
R2d
|ξ|
2α
1+αφ2ε(ξ, η)|uˆ|2(s, ξ, η)dηdξds
=:Iε +Jε.
(4.9)
For Iε, by the definition of φε, we have
Iε 6 2ε2α
∫ ∞
−∞
∫
R2d
|η|2α|uˆ|2(s, ξ, η)dηdξds = 2ε2α‖∆ α2v u‖22. (4.10)
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To treat Jε, let us write
uˆε := φεuˆ, ˆfε := φε ˆf , gε := ˆfε + (U∗sξ · ∇ηφε)uˆ.
Then by (4.8), it is easy to see that
∂suˆε − U∗sξ · ∇ηuˆε + gˆε = 0.
Multiplying both sides by the complex conjugate of uˆε, we obtain
∂s|uˆε|
2 − U∗sξ · ∇η|uˆε|2 + 2ℜe(gˆε, ¯uˆε) = 0.
It follows that
|uˆε|
2(s, ξ, η) = −
∫ ∞
s
d
dt |uˆε|
2(t, ξ, η − Π∗s,tξ)dt
= 2
∫ ∞
s
ℜe(gˆε, ¯uˆε)(t, ξ, η − Π∗s,tξ)dt.
Since the support of φε is contained in
{
ε|η| < 2|ξ|1/(1+α)
}
, we get
Iε =
∫ ∞
−∞
∫
R2d
|ξ|
2α
1+α 1{ε|η|<2|ξ|1/(1+α)}|uˆε|2(s, ξ, η)dηdξds
6 2
∫ ∞
−∞
∫
R2d
|ξ|
2α
1+α
∫ ∞
s
1{ε|η|<2|ξ|1/(1+α)}|gˆε| |uˆε|(t, ξ, η − Π∗s,tξ)dtdηdξds
= 2
∫ ∞
−∞
∫
R2d
|ξ|
2α
1+α
∫ ∞
s
1{ε|η−Π∗s,tξ|<2|ξ|1/(1+α)}|gˆε| |uˆε|(t, ξ, η)dtdηdξds
= 2
∫ ∞
−∞
∫
R2d
|ξ|
2α
1+α
(∫ t
−∞
1{ε|η−Π∗s,tξ|<2|ξ|1/(1+α)}ds
)
|gˆε| |uˆε|(t, ξ, η)dηdξdt.
Let us estimate the integral in the bracket. By the assumption, we have∫ t
−∞
1{ε|η−Π∗s,tξ|<2|ξ|1/(1+α)}ds 6
∫ t
−∞
1{|Π∗s,tξ|6|η|+2|ξ|1/(1+α)/ε}ds
6
∫ t
−∞
1{κ−10 (t−s)|ξ|6|η|+2|ξ|1/(1+α)/ε}ds = κ0
(
|η| + 2|ξ|1/(1+α)/ε
)
/|ξ|.
Moreover, by the definition of gˆε, we also have
|gˆε||uˆε| 6
(
| ˆfε| + κ0ε‖ψ′‖∞|ξ|α/(1+α)1{16ε|η|/|ξ|1/(1+α)62}|uˆ|
)
|uˆε|.
Therefore,
Jε 6
2κ0
ε
∫ ∞
−∞
∫
R2d
|ξ|
α−1
1+α (ε|η| + 2|ξ|1/(1+α))| ˆfε||uˆε|(t, ξ, η)dηdξdt
+ 2κ20‖ψ′‖∞
∫ ∞
−∞
∫
R2d
|ξ|
2α−1
1+α (ε|η| + 2|ξ|1/(1+α))
× 1{16ε|η|/|ξ|1/(1+α)62}|uˆ| |uˆε|(t, ξ, η)dηdξdt
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6
8κ0
ε
∫ ∞
−∞
∫
R2d
|ξ|
α
1+α | ˆf | |uˆ|(t, ξ, η)dηdξdt
+ 8κ20‖ψ′‖∞
∫ ∞
−∞
∫
R2d
(ε|η|)2α|uˆ|2(t, ξ, η)dηdξdt
6 Cε−2‖ f ‖22 + 12‖∆
α
2(1+α)
x u‖
2
2 + 8κ20‖ψ′‖∞ε2α‖∆
α
2
v u‖
2
2.
Combining this with (4.9) and (4.10), we obtain
‖∆
α
2(1+α)
x u‖
2
2 6 (1 + 8κ20‖ψ′‖∞)ε2α‖∆
α
2
v u‖
2
2 +Cε−2‖ f ‖22 + 12‖∆
α
2(1+α)
x u‖
2
2,
which gives the desired estimate by letting ε = (C‖ f ‖22/‖∆
α
2
v u‖
2
2)
1
2(1+α)
. 
Now we can give
Proof of Theorem 3.3 for p = 2. Without loss of generality, we may assume
f ∈ C∞c (R1+2d). It follows from Fourier transformation, (2.23), (2.32), and
Ho¨lder’s inequality that
‖∆α/2v u
λ‖2 =
∫ ∞
−∞
∥∥∥∥∥∆α/2v
∫ ∞
s
eλ(s−t)Ts,t f (t, ·, ·)dt
∥∥∥∥∥2
2
ds
=
∫ ∞
−∞
∫
R2d
|η|2α
∣∣∣∣∣
∫ ∞
s
eλ(s−t)T̂s,t f (t, ξ, η)dt
∣∣∣∣∣2 dηdξds
=
∫ ∞
−∞
∫
R2d
|η|2α
∣∣∣∣∣
∫ ∞
s
eλ(s−t)e−
∫ t
s
ψνrσr (Π∗s,rξ−η)dr ˆf (t, ξ, η − Π∗s,rξ)dt
∣∣∣∣∣2 dηdξds
6
∫ ∞
−∞
∫
R2d
(∫ ∞
s
|η|αe−
∫ t
s
ψνrσr (Π∗s,rξ−η)dr | ˆf (t, ξ, η − Π∗s,tξ)|2dt
)
×
(∫ ∞
s
|η|αe−
∫ t
s
ψνrσr (Π∗s,rξ−η)drdt
)
dηdξds.
By (2.15) and a similar argument as that for (2.37), we have∫ t
s
ψνrσr (Π∗s,rξ − η)dr > κ1
∫ t
s
|Π∗s,rξ − η|
αdr > c1(t − s)|(η, (t − s)ξ)|α,
and∫ t
s
ψνrσr (Π∗r,tξ + η)dr > κ1
∫ t
s
|Π∗r,tξ + η|
αdr > c1(t − s)|(η, (t − s)ξ)|α.
Hence, ∫ ∞
s
|η|αe−
∫ t
s
ψνrσr (Π∗s,rξ−η)drdt 6
∫ ∞
s
|η|αe−c1(t−s)|η|
αdt = 1
c1
,
and ∫ t
−∞
|η + Π∗s,tξ|
αe−
∫ t
s
ψνrσr (Π∗r,tξ+η)drds 6 2
∫ t
−∞
|η|αe−c1(t−s)|η|
αds
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+ 2‖U‖α∞
∫ t
−∞
((t − s)|ξ|)αe−c1(t−s)1+α |ξ|αds = 2
c1
+
2‖U‖α∞
c1(1 + α) .
Thus, by the change of variables and Fubini’s theorem, we further have∫ ∞
−∞
∥∥∥∥∥∆ α2v
∫ ∞
s
eλ(s−t)Ts,t f (t, ·, ·)dt
∥∥∥∥∥2
2
ds
6
1
c1
∫ ∞
−∞
∫
R2d
(∫ ∞
s
|η|αe−
∫ t
s
ψνrσr (Π∗s,rξ−η)dr | ˆf (t, ξ, η − Π∗s,tξ)|2dt
)
dηdξds
=
1
c1
∫ ∞
−∞
∫
R2d
(∫ ∞
s
|η + Π∗s,tξ|
αe−
∫ t
s
ψνrσr (−Π∗r,tξ−η)dr | ˆf (t, ξ, η)|2dt
)
dηdξds
=
1
c1
∫ ∞
−∞
∫
R2d
(∫ t
−∞
|η + Π∗s,tξ|
αe−
∫ t
s
ψνrσr (Π∗r,tξ+η)drds
)
| ˆf (t, ξ, η)|2dηdξdt
6
(
2
c21
+
2‖U‖α∞
c21(1 + α)
) ∫ ∞
−∞
∫
R2d
| ˆf (t, ξ, η)|2dηdξdt =
(
2
c21
+
2‖U‖α∞
c21(1 + α)
)
‖ f ‖22.
The proof of (3.6) for p = 2 is thus complete by (4.7). 
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