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В статье доказаны новые характеризации броуновского движения. Они
обобщают и дополняют знаменитую теорему Леви о характеризации
процесса броуновского движения среди квадратично интегрируемых
непрерывных мартингалов. Первая характеризация (теорема 1) обоб-
щает теорему Леви. Две другие характеризации (теоремы 2 и 3) пред-
ставляют собой аналоги теоремы Леви, в которых условие непрерывно-
сти заменено другими условиями.
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Введение
Пусть даны вероятностное пространство (Ω,ℱ ,P) и фильтрация
F = {ℱ𝑡 : ℱ𝑡 ⊆ ℱ , 𝑡 ≥ 0}. Напомним, что фильтрацией называется возрастающее
семейство сигма-алгебр ℱ𝑡, 𝑡 ≥ 0, каждая из которых является подсемейством
основной сигма-алгебры ℱ .
Вещественный случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ≥ 0} называется мартингалом
относительно фильтрации F, если E|𝑋𝑡| < ∞, случайная величина 𝑋𝑡 измерима
относительно ℱ𝑡, для любого 𝑡 ≥ 0, и для любых 0 ≤ 𝑠 < 𝑡 выполняется равенство
𝑋𝑠 = E(𝑋𝑡|ℱ𝑠) п.н. (почти всюду относительно вероятности P.)
Вещественный случайный процесс 𝐵 = {𝐵𝑡, 𝑡 ≥ 0} называется броуновским
движением, если 𝐵0 = 0 п.н.; почти все траектории непрерывны; для любых
0 = 𝑡0 < 𝑡1 < · · · < 𝑡𝑛, 𝑛 ≥ 2, случайные величины 𝐵𝑡𝑘 − 𝐵𝑡𝑘−1 , 𝑘 = 1, . . . , 𝑛,
независимы; для любых 0 ≤ 𝑠 < 𝑡 случайная величина 𝐵𝑡 − 𝐵𝑠 имеет нормаль-
ное распределение c математическим ожиданием E(𝐵𝑡 − 𝐵𝑠) = 0 и дисперсией
E(𝐵𝑡 −𝐵𝑠)2 = 𝑡− 𝑠.
Случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ≥ 0} называется непрерывным справа (непре-
рывным), если почти все его траектории непрерывны справа (непрерывны).
Характеризация Леви. Пусть дан непрерывный мартингал 𝑋 = {𝑋𝑡, 𝑡 ≥ 0}
относительно фильтрации F. Если 𝑋0 = 0 п.н, E|𝑋𝑡|2 < ∞, и
E((𝑋𝑡 − 𝑋𝑠)2|ℱ𝑠) = 𝑡 − 𝑠 п.н. для любых 0 ≤ 𝑠 < 𝑡, то 𝑋 является броуновским
движением.
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1. Новые характеризации
Начнем с теоремы, которая обобщает теорему Леви. Разделим отрезок
[𝑠, 𝑡], 0 ≤ 𝑠 < 𝑡, точками 𝑡𝑛,𝑘 = 𝑠 + 𝑘(𝑡 − 𝑠)/𝑛, 𝑘 = 0, . . . , 𝑛. В теореме 1 рассмат-
риваются случайные процессы 𝑋 = {𝑋𝑡, 𝑡 ≥ 0}, удовлетворяющие следующему
условию
lim
𝑛→∞ max1≤𝑘≤𝑛
|𝑋𝑡𝑛,𝑘 −𝑋𝑡𝑏,𝑘−1 | = 0 по вероятности. (1)
Заметим, что все непрерывные случайные процессы, в частности, броуновское дви-
жение удовлетворяют этому условию.
Теорема 1. Пусть дан мартингал 𝑋 = {𝑋𝑡, 𝑡 ≥ 0} относительно фильтрации F.
Предположим, что условие (1) выполнено для любых 0 ≤ 𝑠 < 𝑡, 𝑋0 = 0 п.н.,
E|𝑋𝑡|2 < ∞, и E((𝑋𝑡 − 𝑋𝑠)2|ℱ𝑠) = 𝑡 − 𝑠 п.н при 0 ≤ 𝑠 < 𝑡. Тогда 𝑋 является
броуновским движением.
Доказательство. Разделим отрезок [𝑠, 𝑡], 0 ≤ 𝑠 < 𝑡, точками 𝑡𝑛,𝑘 как в (1). Обо-
значим ξ𝑛,𝑘 = 𝑋𝑡𝑛,𝑘 − 𝑋𝑡𝑛,𝑘−1 , 𝑘 = 1, . . . , 𝑛, и заметим, что 𝑋𝑡 − 𝑋𝑠 =
∑︀𝑛
𝑘=1 ξ𝑛,𝑘.
Докажем, что справедливо неравенство
E(|𝑋𝑡 −𝑋𝑠|4|ℱ𝑠) ≤ 3|𝑡− 𝑠|2 п.н. (2)
Для этого заметим, что
|𝑋𝑡 −𝑋𝑠|4 =
⃒⃒⃒ 𝑛∑︁
𝑘=1
ξ𝑛,𝑘
⃒⃒⃒4
=
𝑛∑︁
𝑘=1
ξ4𝑛,𝑘 + 4
∑︁
1≤?̸?=𝑗≤𝑛
ξ3𝑛,𝑖ξ𝑛,𝑗 + 4
∑︁
1≤𝑖 ̸=𝑗 ̸=𝑘≤𝑛
ξ2𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘+
+ 6
∑︁
1≤𝑖<𝑗≤𝑛
ξ2𝑛,𝑖ξ
2
𝑛,𝑗 + 24
∑︁
1≤𝑖 ̸=𝑗 ̸=𝑘 ̸=𝑚≤𝑛
ξ𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘ξ𝑛,𝑚.
(3)
Покажем, что первые две суммы в правой части равенства сходятся к нулю по
вероятности. Так как 𝑋 является мартингалом и Eξ2𝑛,𝑘 = 𝑡𝑛,𝑘 − 𝑡𝑛,𝑘−1 = (𝑡− 𝑠)/𝑛,
то справедливы следующие соотношения
E
𝑛∑︁
𝑘=1
ξ2𝑛,𝑘 =
𝑛∑︁
𝑘=1
Eξ2𝑛,𝑘 =
𝑛∑︁
𝑘=1
(𝑡𝑛,𝑘 − 𝑡𝑛,𝑘−1) = 𝑡− 𝑠,
sup
𝑛≥1
P{
𝑛∑︁
𝑘=1
ξ2𝑛,𝑘 > λ} ≤
𝑡− 𝑠
λ
→ 0 при λ→∞.
Второе соотношение является следствием неравенства Маркова. Из этих двух со-
отношений и (1) следует, что
𝑛∑︁
𝑘=1
|ξ𝑛,𝑘|4 ≤ max
1≤𝑘≤𝑛
|ξ𝑛,𝑘|2
𝑛∑︁
𝑘=1
|ξ𝑛,𝑘|2 → 0 по вероятности при 𝑛→∞. (4)
Запишем вторую сумму в правой части равенства (3) в следующем виде
4
∑︁
1≤𝑖 ̸=𝑗≤𝑛
ξ3𝑛,𝑖ξ𝑛,𝑗 = 4
𝑛∑︁
𝑘=1
ξ3𝑛,𝑘
𝑛∑︁
𝑘=1
ξ𝑛,𝑘 − 4
𝑛∑︁
𝑘=1
𝜉4𝑛,𝑘.
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Напомним, что ξ𝑛,1 + · · ·+ ξ𝑛,𝑘 = 𝑋𝑡 −𝑋𝑠. Отсюда и из условия (1) вытекает, что⃒⃒⃒ 𝑛∑︁
𝑘=1
ξ3𝑛,𝑘
𝑛∑︁
𝑘=1
ξ𝑛,𝑘
⃒⃒⃒
= |𝑋𝑡 −𝑋𝑠|
⃒⃒⃒ 𝑛∑︁
𝑘=1
ξ3𝑛,𝑘
⃒⃒⃒
≤ max
1≤𝑘≤𝑛
|ξ𝑛,𝑘|
𝑛∑︁
𝑘=1
ξ2𝑛,𝑘 → 0
по вероятности при 𝑛→∞. С учетом (4) мы получим, что
4 lim
𝑛→∞
∑︁
1≤𝑖 ̸=𝑗≤𝑛
ξ3𝑛,𝑖ξ𝑛,𝑗 = 0 по вероятности. (5)
В силу (3)–(5) случайная величина |𝑋𝑡 −𝑋𝑠|4 является пределом по вероятности
|𝑋𝑡 −𝑋𝑠|4 = lim
𝑛→∞
(︁
4
∑︁
1≤𝑖 ̸=𝑗 ̸=𝑘≤𝑛
ξ2𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘 + 6
∑︁
1≤𝑖<𝑗≤𝑛
ξ2𝑛,𝑖ξ
2
𝑛,𝑗+
+24
∑︁
1≤𝑖 ̸=𝑗 ̸=𝑘 ̸=𝑚≤𝑛
ξ𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘ξ𝑛,𝑚
)︁
.
Обозначим выражение под знаком предела символом 𝑇𝑛. В силу известных свойств
(см., например, [1], теорема 2.5.7) мы имеем
E(|𝑋𝑡 −𝑋𝑠|4|ℱ𝑠) ≤ lim sup
𝑛→∞
E(𝑇𝑛|ℱ𝑠) п.н. (6)
Оценим условное математическое ожидание E(𝑇𝑛|ℱ𝑠). Если 𝑖 < 𝑗 < 𝑘, то
E(ξ2𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘|ℱ𝑠) = E(ξ2𝑛,𝑖ξ𝑛,𝑗E(ξ𝑛,𝑘|ℱ𝑡𝑛,𝑘−1)|ℱ𝑠) = 0 п.н.,
так как 𝐸(ξ𝑛,𝑘|ℱ𝑡𝑛,𝑘−1) = 0 п.н. Если 𝑗 < 𝑘 < 𝑖, то
E(ξ2𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘|ℱ𝑠) = E(ξ𝑛,𝑗ξ𝑛,𝑘E(ξ2𝑛,𝑖|ℱ𝑡𝑛,𝑖−1)|ℱ𝑠) =
= (𝑡𝑛,𝑖 − 𝑡𝑛,𝑖−1)E(ξ𝑛,𝑗ξ𝑛,𝑘|ℱ𝑠) = 0 п.н.
Таким же образом можно доказать равенство E(ξ𝑛,𝑖ξ𝑛,𝑗ξ𝑛,𝑘ξ𝑛,𝑚|ℱ𝑠) = 0 для лю-
бых 𝑖 ̸= 𝑗 ̸= 𝑘 ̸= 𝑚. Если 𝑖 < 𝑗, то
E(ξ2𝑛,𝑖ξ2𝑛,𝑗 |ℱ𝑠) = E(E(ξ2𝑛,𝑖ξ2𝑛,𝑗 |ℱ𝑡𝑛,𝑗−1)|ℱ𝑠) = (𝑡𝑛,𝑗 − 𝑡𝑛,𝑗−1)E(ξ2𝑛,𝑖|ℱ𝑠) =
= (𝑡𝑛,𝑗 − 𝑡𝑛,𝑗−1)(𝑡𝑛,𝑖 − 𝑡𝑛,𝑖−1) =
(𝑡− 𝑠)2
𝑛2
п.н.
После суммирования мы получим следующее неравенство
E(𝑇𝑛|ℱ𝑠) = 6
∑︁
1≤𝑖<𝑗≤𝑛
(𝑡− 𝑠)2
𝑛2
= 6
𝑛(𝑛− 1)
2
(𝑡− 𝑠)2
𝑛2
< 3(𝑡− 𝑠)2 п.н.
Требуемое неравенство (2) следует из (6) и приведенных оценок.
Подставив 𝑡 = 𝑡𝑛,𝑘 и 𝑠 = 𝑡𝑛,𝑘−1 в неравенстве (2), мы получим
E(ξ4𝑛,𝑘|ℱ𝑡𝑛,𝑘−1) ≤ 3(𝑡𝑛,𝑘 − 𝑡𝑛,𝑘−1)2 п.н. и
E(|ξ𝑛,𝑘|3|ℱ𝑡𝑛,𝑘−1) = E(|ξ𝑛,𝑘||ξ𝑛,𝑘|2|ℱ𝑡𝑛,𝑘−1) ≤
≤
√︁
E(ξ2𝑛,𝑘|ℱ𝑡𝑛,𝑘−1)E(ξ4𝑛,𝑘|ℱ𝑡𝑛,𝑘−1) ≤
√
3(𝑡𝑛,𝑘 − 𝑡𝑛,𝑘−1)3/2 =
√
3
(𝑡− 𝑠)3/2
𝑛3/2
п.н.
(7)
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Обозначим 𝐴𝑟 = exp{𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘− (𝑛− 𝑟)(𝑡− 𝑠)𝑢2/2𝑛} для любых 𝑟 = 1, . . . , 𝑛
и для любого 𝑢 ∈ R, где 𝑖 = √−1. Нетрудно проверить, что справедливы равенства
exp{𝑖𝑢(𝑋𝑡 −𝑋𝑠)} =
𝑛−1∑︁
𝑟=1
(𝐴𝑟+1 −𝐴𝑟) + 𝐴1,
𝐴𝑟+1 −𝐴𝑟 =
(︁
𝑒𝑖𝑢
∑︀𝑟+1
𝑘=1 ξ𝑛,𝑘 − 𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘−(𝑡−𝑠)𝑢2/2𝑛
)︁
𝑒−(𝑛−𝑟)(𝑡−𝑠)𝑢
2/2𝑛.
В силу линейного свойства условных математических ожиданий мы получим, что
E(𝑒𝑖𝑢(𝑋𝑡−𝑋𝑠)|ℱ𝑠) =
=
𝑛−1∑︁
𝑟=1
E
(︁
𝑒𝑖𝑢
∑︀𝑟+1
𝑘=1 ξ𝑛,𝑘 − 𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑠
)︁
𝑒−(𝑛−𝑟)(𝑡−𝑠)𝑢
2/2𝑛+
+E
(︁
𝑒𝑖𝑢ξ𝑛,1−(𝑛−1)(𝑡−𝑠)𝑢
2/2𝑛|ℱ𝑠
)︁
п.н.
(8)
Из неравенства |1− exp{𝑖α}| ≤ |α| для любого α ∈ R следует, что⃒⃒⃒
E
(︁
𝑒𝑖𝑢ξ𝑛,1−(𝑛−1)(𝑡−𝑠)𝑢
2/2𝑛|ℱ𝑠
)︁
− 𝑒−(𝑛−1)(𝑡−𝑠)𝑢2/2𝑛
⃒⃒⃒
≤
≤ 𝑒−(𝑛−1)(𝑡−𝑠)𝑢2/2𝑛E(|1− 𝑒𝑖𝑢ξ𝑛,1 ||ℱ𝑠) ≤ |𝑢|E(|ξ𝑛,1|ℱ𝑠) ≤ |𝑢|
√︁
E(|ξ𝑛,1|2ℱ𝑠) =
= |𝑢|
√︁
E(E(|ξ𝑛,1|2|ℱ0)ℱ𝑠) = |𝑢|
√︀
(𝑡− 𝑠)/𝑛 п.н
Отсюда следует, что
lim
𝑛→∞E
(︁
𝑒𝑖𝑢ξ𝑛,1−(𝑛−1)(𝑡−𝑠)𝑢
2/2𝑛|ℱ𝑠
)︁
= 𝑒−(𝑡−𝑠)𝑢
2/2 п.н. (9)
Так как ℱ𝑠 ⊆ ℱ𝑡𝑛,𝑟 , то
E
(︁
𝑒𝑖𝑢
∑︀𝑟+1
𝑘=1 ξ𝑛,𝑘 − 𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑠
)︁
=
= E
(︁
𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘E
(︁
𝑒𝑖𝑢ξ𝑛,𝑟+1 − 𝑒−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑡𝑛,𝑟
)︁
|ℱ𝑠
)︁
п.н.
Напомним, что 𝑋 является мартингалом. Поэтому выполняется равенство
E(ξ𝑛,𝑟+1|ℱ𝑡𝑛,𝑟 ) = 0 п.н. Так как E(ξ2𝑛,𝑟+1|ℱ𝑡𝑛,𝑟 ) = (𝑡𝑛,𝑟+1 − 𝑡𝑛,𝑟) = (𝑡− 𝑠)/𝑛 п.н., то
E
(︁
𝑒𝑖𝑢ξ𝑛,𝑟+1 − 𝑒−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑡𝑛,𝑟
)︁
= E
(︁
𝑒𝑖𝑢ξ𝑛,𝑟+1 − 1− 𝑖𝑢ξ𝑛,𝑟+1 +
𝑢2
2
ξ2𝑛,𝑟+1|ℱ𝑡𝑛,𝑟 )−
−
(︁
𝑒−(𝑡−𝑠)𝑢
2/2𝑛 − 1 + 𝑢
2(𝑡− 𝑠)
2𝑛
)︁
п.н.
Из неравенства |𝑒𝑖α − 1− 𝑖α+ α2/2| ≤ |α|3/6 для любого α ∈ R следует, что⃒⃒⃒
E
(︁
𝑒𝑖𝑢ξ𝑛,𝑟+1 − 1− 𝑖𝑢ξ𝑛,𝑟+1 +
𝑢2
2
ξ2𝑛,𝑟+1|ℱ𝑡𝑛,𝑟
)︁⃒⃒⃒
≤ |𝑢|
3
6
E(|ξ𝑛,𝑟+1|3|ℱ𝑡𝑛,𝑟 ) ≤
≤ |𝑢|3
√
3
(𝑡− 𝑠)3/2
𝑛3/2
п.н
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Последнее неравенство следует из (7). Из неравенства | exp{−β} − 1 + β| < β2/2
для 0 ≤ β ≤ 1 для любого 𝑛 ∈ N такого, что 𝑛 > (𝑡− 𝑠)𝑢2/2, следет, что⃒⃒⃒
E
(︁
𝑒𝑖𝑢
∑︀𝑟+1
𝑘=1 ξ𝑛,𝑘 − 𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑠
)︁⃒⃒⃒
≤
≤
⃒⃒⃒
E
(︁
𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘E
(︁
𝑒𝑖𝑢ξ𝑛,𝑟+1 − 𝑒−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑡𝑛,𝑟
)︁
|ℱ𝑠
)︁⃒⃒⃒
+
+
⃒⃒⃒(︁
𝑒−(𝑡−𝑠)𝑢
2/2𝑛 − 1 + 𝑢
2(𝑡− 𝑠)
2𝑛
)︁⃒⃒⃒
≤
√
3|𝑢|3 (𝑡− 𝑠)
3/2
𝑛3/2
+
𝑢4(𝑡− 𝑠)2
4𝑛2
п.н.
Далее предполагается, что 𝑛 ≥ (𝑡− 𝑠)𝑢2/2. После суммирования мы получим
⃒⃒⃒ 𝑛−1∑︁
𝑟=1
E
(︁
𝑒𝑖𝑢
∑︀𝑟+1
𝑘=1 ξ𝑛,𝑘 − 𝑒𝑖𝑢
∑︀𝑟
𝑘=1 ξ𝑛,𝑘−(𝑡−𝑠)𝑢2/2𝑛|ℱ𝑠
)︁
𝑒−(𝑛−𝑟)(𝑡−𝑠)𝑢
2/2𝑛
⃒⃒⃒
≤
≤
√
3|𝑢|3 (𝑡− 𝑠)
3/2
√
𝑛
+
𝑢4(𝑡− 𝑠)
4𝑛
п.н.
Из (8) и (9) следует, что
E
(︁
𝑒𝑖𝑢(𝑋𝑡−𝑋𝑠)|ℱ𝑠
)︁
= 𝑒−(𝑡−𝑠)𝑢
2/2 п.н.
Из этого равенства следует, что 𝑋𝑡 − 𝑋𝑠 имеет нормальное распределение с ма-
тематическим ожиданием E(𝑋𝑡 −𝑋𝑠) = 0 и дисперсией E(𝑋𝑡 −𝑋𝑠)2 = 𝑡 − 𝑠. Для
любых 0 = 𝑡0 < 𝑡1 < · · · < 𝑡𝑛 и для любых действительных чисел 𝑢1, . . . , 𝑢𝑛, 𝑛 ≥ 2,
верны следующие равенства
E𝑒𝑖
∑︀𝑛
𝑘=1 𝑢𝑘(𝑋𝑡𝑘−𝑋𝑡𝑘−1 ) = E(E(𝑒𝑖
∑︀𝑛
𝑘=1 𝑢𝑘(𝑋𝑡𝑘−𝑋𝑡𝑘−1 )|ℱ𝑡𝑛−1)) =
= E(𝑒𝑖
∑︀𝑛−1
𝑘=1 𝑢𝑘(𝑋𝑡𝑘−𝑋𝑡𝑘−1 )E(𝑒𝑖𝑢𝑛(𝑋𝑡𝑛−𝑋𝑡𝑛−1 ))|ℱ𝑡𝑛−1)) =
= E(𝑒𝑖
∑︀𝑛−1
𝑘=1 𝑢𝑘(𝑋𝑡𝑘−𝑋𝑡𝑘−1 ))𝑒−(𝑡𝑛−𝑡𝑛−1)𝑢
2
𝑛/2 = 𝑒−
∑︀𝑛
𝑘=1(𝑡𝑘−𝑡𝑘−1)𝑢2𝑘/2.
Отсюда, в силу известного критерия, следует, что случайные величины
𝑋𝑡𝑘 − 𝑋𝑡𝑘−1 , 𝑘 = 1, . . . , 𝑛, независимы. Доказано, что случайный процесс 𝑋 удо-
влетворяет всем условиям из определения броуновского движения. Теорема дока-
зана.
Теорема 2. Мартингал 𝑋 = {𝑋𝑡, 𝑡 ≥ 0}, согласованный с фильтраци-
ей F, является броуновским движением, если и только если 𝑋0 = 0 п.н.,
E(𝑋𝑠(𝑋𝑡 −𝑋𝑠)3) ≥ 0, E((𝑋𝑡 −𝑋𝑠)2|ℱ𝑠) = 𝑡− 𝑠 п.н. для любых 0 ≤ 𝑠 < 𝑡, и случай-
ный процесс {𝑋4𝑡 − 6𝑋2𝑡 𝑡+ 3𝑡2, 𝑡 ≥ 0} является супермартингалом относительно
фильтрации F.
Доказательство. Пусть 𝑋 является броуновским движением. Предположим,
что оно является мартингалом относительно фильтрации F. Убедимся, что
𝑌𝑡 = 𝑋
4
𝑡 −6𝑋2𝑡 𝑡+3𝑡2 является мартингалом относительно фильтрации F. Требует-
ся только проверить равенство 𝑌𝑠 = E(𝑌𝑡|ℱ𝑠) п.н. для любых 0 ≤ 𝑠 < 𝑡. Очевидно,
выполнено следующее равенство
𝑋4𝑡 = (𝑋𝑡 −𝑋𝑠)4 + 4(𝑋𝑡 −𝑋𝑠)3𝑋𝑠 + 6(𝑋𝑡 −𝑋𝑠)2𝑋2𝑠 + 4(𝑋𝑡 −𝑋𝑠)𝑋3𝑠 + 𝑋4𝑠 .
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Вспомним, что 𝑋𝑠 и 𝑋𝑡 −𝑋𝑠 независимы. Так как E((𝑋𝑡 −𝑋𝑠)2|ℱ𝑠) = 𝑡 − 𝑠 п.н.,
E(𝑋𝑡 −𝑋𝑠|ℱ𝑠) = 0 п.н и E(𝑋𝑡 −𝑋𝑠)3 = 0, мы получим, что
E(𝑋4𝑡 |ℱ𝑠) = E(𝑋𝑡−𝑋𝑠)4+6E(𝑋2𝑠E((𝑋𝑡−𝑋𝑠)2|ℱ𝑠))+𝑋4𝑠 = 3(𝑡−𝑠)2+6(𝑡−𝑠)𝑋2𝑠 +𝑋4𝑠 .
Из неравенства
E(𝑋2𝑡 |ℱ𝑠) = E((𝑋𝑡 −𝑋𝑠)2 + 2𝑋𝑠(𝑋𝑡 −𝑋𝑠) + 𝑋2𝑠 |ℱ𝑠) = (𝑡− 𝑠) + 𝑋2𝑠
следуют требуемое равенство 𝑌𝑠 = E(𝑌𝑡|ℱ𝑠) п.в. Действительно,
E(𝑌𝑡|ℱ𝑠) = E(𝑋4𝑡 |ℱ𝑠)− 6𝑡E(𝑋2𝑡 |ℱ𝑠) + 3𝑡2 = 𝑋4𝑠 − 6𝑋𝑠 + 3𝑠2 = 𝑌𝑠 п.н.
Таким образом доказано, что броуновское движение удовлетворяет всем условиям
теоремы.
Теперь, предположим, что случайный процесс 𝑋𝑡 удовлетворяет всем условиям
теоремы. Для любых 0 ≤ 𝑠 < 𝑡 выполняется следующее равенство
E|𝑋𝑡 −𝑋𝑠|4 = E𝑋4𝑡 − 4E(𝑋3𝑡𝑋𝑠) + 6E(𝑋2𝑡𝑋2𝑠 )− 4E(𝑋𝑡𝑋3𝑠 ) + E𝑋4𝑠 . (10)
Так как 𝑋 является мартингалом, то E(𝑋𝑡 −𝑋𝑠|ℱ𝑠) = 0 п.н. и
E(𝑋3𝑡𝑋𝑠) = E((𝑋𝑡 −𝑋𝑠)3𝑋𝑠) + 3E((𝑋𝑡 −𝑋𝑠)2𝑋2𝑠 ) + 3E((𝑋𝑡 −𝑋𝑠)𝑋3𝑠 ) + E𝑋4𝑠 =
= E(𝑋𝑠(𝑋𝑡 −𝑋𝑠)3) + 3E(𝑋2𝑠E((𝑋𝑡 −𝑋𝑠)2|ℱ𝑠)) + 3E(𝑋3𝑠E(𝑋𝑡 −𝑋𝑠|ℱ𝑠)) + E𝑋4𝑠 =
= E(𝑋𝑠(𝑋𝑡 −𝑋𝑠)3) + 3𝑠(𝑡− 𝑠) + E𝑋4𝑠 .
Аналогично можно убедиться, что справедливы следующие равенства
E(𝑋𝑡𝑋3𝑠 ) = E(𝑋3𝑠E(𝑋𝑡 −𝑋𝑠|ℱ𝑠)) + E𝑋4𝑠 = E𝑋4𝑠 ,
E(𝑋2𝑡𝑋2𝑠 ) = E(𝑋2𝑠E((𝑋𝑡 −𝑋𝑠)2|ℱ𝑠)) + 2E(𝑋3𝑠E(𝑋𝑡 −𝑋𝑠|ℱ𝑠)) + E𝑋4𝑠 =
𝑠(𝑡− 𝑠) + E𝑋4𝑠 ,
E(𝑋𝑡𝑋3𝑠 ) = E(𝑋3𝑠E(𝑋𝑡 −𝑋𝑠|ℱ𝑠)) + E𝑋4𝑠 = E𝑋4𝑠 .
Напомним, что по условию теоремы E(𝑋𝑠(𝑋𝑡 − 𝑋𝑠)3) ≥ 0. После подстановки
указанных выражений в (10) мы получим
E|𝑋𝑡 −𝑋𝑠|4 = E𝑋4𝑡 − 4E(𝑋𝑠(𝑋𝑡 −𝑋𝑠)3)− 6𝑠(𝑡− 𝑠)−E𝑋4𝑠 ≤ E𝑋4𝑡 − 6𝑠(𝑡− 𝑠)−E𝑋3𝑠 .
Так как {𝑋4𝑡 − 6𝑋2𝑡 + 3𝑡2, 𝑡 ≥ 0} является супермартингалом, то выполняется
неравенство
E(𝑋4𝑡 − 6𝑋2𝑡 𝑡 + 3𝑡2) ≤ E(𝑋4𝑠 − 6𝑋2𝑠 𝑠 + 3𝑠2).
Отсюда следует, что
E𝑋4𝑡 = E(𝑋4𝑡 − 6𝑋2𝑡 𝑡 + 3𝑡2) + 3𝑡3 ≤ E(𝑋4𝑠 − 6𝑋2𝑠 𝑠 + 3𝑠2) + 3𝑡2 = E𝑋4𝑠 + 3𝑡2 − 3𝑠2,
E|𝑋𝑡 −𝑋𝑠|4 ≤ 3𝑡2 − 3𝑠(𝑡− 𝑠)− 3𝑠2 = 3(𝑡− 𝑠)2.
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Последнее неравенство влечет условие (1). Действительно,
E( max
1≤𝑘≤𝑛
|𝑋𝑡𝑛,𝑘 −𝑋𝑡𝑛,𝑘−1 |4) ≤
𝑛∑︁
𝑘=1
E|𝑋𝑡𝑛,𝑘 −𝑋𝑡𝑛,𝑘−1 |4 ≤ 3
𝑛∑︁
𝑘=1
(𝑡𝑛,𝑘 − 𝑡𝑛.𝑘−1)2 =
=
3(𝑡− 𝑠)2
𝑛
→ 0
при 𝑛 → ∞. Напомним, что сходимость в среднем влечет сходимость по веро-
ятности. По теореме 1 случайный процесс 𝑋𝑡 является броуновским движением.
Теорема доказана.
Чтобы сформулировать следующую характеризацию, нам потребуются некото-
рые определения. Пусть𝑋1, . . . , 𝑋𝑛 — независимые случайные величины, имеющие
общее стандартное нормальное распределение. Говорят, что случайная величина
𝑋21 + · · ·+𝑋2𝑛 имеет хи-квадрат распределение с 𝑛 степенями свободы. Такая слу-
чайная величина имеет плотность вероятностей
𝑝(𝑥) =
𝑥𝑛/2−1
2𝑛/2Γ(𝑛/2)
𝑒−𝑥/2 при 𝑥 > 0, 𝑝(𝑥) = 0 при 𝑥 ≤ 0.
Случайная величина 𝑋 называется безгранично делимой, если для любого на-
турального 𝑛 ее характеристическая функция является 𝑛-й степенью некоторой
характеристической функции. Известно [2], что случайная величина 𝑋 является
безгранично делимой только и только тогда, когда ее характеристическая функ-
ция может быть представлена в следующем виде
E𝑒𝑖𝑡𝑋 = exp
{︁
𝑖𝛾𝑡− 𝜎
2𝑡2
2
+
∫︁
R∖{0}
(︁
𝑒𝑖𝑡𝑥 − 1− 𝑖𝑡𝑥
1 + 𝑥2
)︁
𝑑𝐻(𝑥)
}︁
, 𝑡 ∈ R,
где 𝛾, 𝜎 ∈ R, 𝜎 ≥ 0, 𝐻(𝑥), 𝑥 ∈ R∖{0}, — непрерывная слева функция, неубывающая
на (−∞, 0) и (0,∞), такая, что 𝐻(±∞) = 0, ∫︀
(−1,0)∪(0,1) 𝑥
2𝑑𝐻(𝑥) <∞.
В [3, 4] исследованы связи между функцией распределения P{𝑋 < 𝑥}, 𝑥 ∈ R,
и функцией Леви 𝐻(𝑥), 𝑥 ∈ R ∖ {0}. Позже эти исследования были продолжены
в [5–7]. С помощью методов, разработанных в рамках теории бесконечно дели-
мых распределений, могут быть получены новые характеризации броуновского
движения и пуассоновского процесса. Например, см. [3, 4, 8]. Для доказательства
следующей теоремы нам потребуются две леммы.
Лемма 1. Безгранично делимая случайная величина 𝑋 имеет гауссовское рас-
пределение, если
lim
𝑟→∞
lnP{|𝑋| > 𝑟}
𝑟 ln 𝑟
= −∞.
Доказательство можно найти, например, в [4] или [8].
Лемма 2. Пусть случайная величина 𝜉 имеет стандартное нормальное распре-
деление. Тогда для любого вещественного числа 𝜆 случайная величина (𝜉 + 𝜆)2
имеет следующую производящую функцию
E𝑒𝑡(𝜉+𝜆)
2
=
1√
2𝜋
∫︁ ∞
−∞
𝑒𝑡(𝑥+𝜆)
2
𝑒−𝑥
2/2𝑑𝑥 =
1√
1− 2𝑡𝑒
𝜆2𝑡/(1−2𝑡), 𝑡 ∈ (−∞, 1/2).
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Доказательство может быть найдено, например, в [9].
Напомним, что случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ∈ 𝑇}, 𝑇 ⊂ R, называется сто-
хастически непрерывным, если lim𝑡→𝑠 P{|𝑋𝑡 − 𝑋𝑠| > ε} = 0 для любого 𝑠 ∈ 𝑇 и
ε > 0.
Теорема 3. Стохастически непрерывный случайный процесс 𝑋 = {𝑋𝑡, 𝑡 ∈ [0, 1]}
с независимыми приращениями является броуновским движением, если и толь-
ко если 𝑋0 = 0 п.н. и для любого натурального 𝑛 ≥ 1 случайная величина
𝑛
∑︀𝑛
𝑘=1(𝑋𝑘/𝑛 − 𝑋(𝑘−1)/𝑛)2 имеет хи-квадрат распределение с 𝑛 степенями сво-
боды.
Доказательство. Нетрудно проверить, что броуновское движение удовлетворяет
всем условиям теоремы. Предположим теперь, что случайный процесс 𝑋 удовле-
творяет условиям теоремы. Тогда 𝑌𝑘 =
√
𝑛(𝑋𝑘/𝑛−𝑋(𝑘−1)/𝑛), 𝑘 = 1, . . . , 𝑛, являются
независимыми безгранично делимыми случайными величинами. Заметим, что для
любого 𝑟 > 0 выполняются неравенства
P{|𝑌𝑘| > 𝑟} = P{𝑌 2𝑘 > 𝑟2} ≤ P{𝑌 21 + · · ·+ 𝑌 2𝑛 > 𝑟2} =
∫︁ ∞
𝑟2
𝑥𝑛/2−1
2𝑛/2Γ(𝑛/2)
𝑒−𝑥/2𝑑𝑥.
С помощью правила Лопиталя можно проверить, что
lim
𝑟→∞
lnP{|𝑌𝑘| > 𝑟}
𝑟 ln 𝑟
≤ lim
𝑟→∞
1
𝑟 ln 𝑟
ln
∫︁ ∞
𝑟2
𝑥𝑛/2−1
2𝑛/2Γ(𝑛/2)
𝑒−𝑥/2𝑑𝑥 =
= lim
𝑟→∞
−2𝑟𝑛−1
(1 + ln 𝑟)𝑒𝑟2/2
∫︀∞
𝑟2
𝑥𝑛/2−1𝑒−𝑥/2𝑑𝑥
= −∞.
По лемме 1 случайная величина 𝑌𝑘 имеет гауссовское распределение с математи-
ческим ожиданием 𝑎𝑘 = E𝑌𝑘 и дисперсией 𝜎2𝑘 = E(𝑌𝑘−E𝑌𝑘)2. Отсюда следует (см.,
например, [7], с. 188), что
lim
𝑟→∞
lnP{|𝑋𝑘| > 𝑟}
𝑟2
= − 1
2𝜎2𝑘
.
Применяя дважды правило Лопиталя, можно проверить, что
− 1
2𝜎2𝑘
= lim
𝑟→∞
lnP{|𝑌𝑘| > 𝑟}
𝑟2
≤ lim
𝑟→∞
lnP{𝑌 21 + · · ·+ 𝑌 2𝑛 > 𝑟2}
𝑟2
=
= lim
𝑟→∞ 𝑟
−2 ln
∫︁ ∞
𝑟2
𝑥𝑛/2−1
2𝑛/2Γ(𝑛/2)
𝑒−𝑥/2𝑑𝑥 = lim
𝑟→∞
(𝑛− 2)𝑟𝑛−3 − 𝑟𝑛−1
2𝑟𝑛−1
= −1
2
.
Отсюда следует, что 0 ≤ 𝜎2𝑘 ≤ 1. Равенство 𝜎2𝑘 = 0 невозможно. В противном слу-
чае случайная величина 𝑋𝑡−𝑋𝑠 была бы константой, что противоречит условиям
теоремы. Без ограничения общности можно считать, что 0 < 𝜎21 ≤ · · · ≤ 𝜎2𝑛 ≤ 1. За-
метим, что случайная величины 𝜉𝑘 = (𝑌𝑘−𝑎𝑘)/𝜎𝑘 имеют стандартное нормальное
распределение. По лемме 2 мы получим, что
1
(1− 2𝑡)𝑛/2 = E𝑒
𝑡(𝑌 21 +···+𝑌 2𝑛 ) =
𝑛∏︁
𝑘=1
E𝑒𝑡𝜎
2
𝑘(𝜉𝑘+𝑎𝑘/𝜎𝑘)
2
=
=
𝑛∏︁
𝑘=1
1
(1− 2𝜎2𝑘𝑡)1/2
𝑒𝑎
2
𝑘𝑡/(1−2𝜎2𝑘𝑡), 𝑡 ∈ (−∞, 1/2).
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Возьмем логарифм от обеих частей равенства
−𝑛
2
ln(1− 2𝑡) =
𝑛∑︁
𝑘=1
(︀ 𝑎2𝑘𝑡
1− 2𝜎2𝑘𝑡
− 1
2
ln(1− 2𝜎2𝑘𝑡)
)︀
,
затем вычислим первые производные от обеих частей. В результате мы получим
равенство
𝑛
1− 2𝑡 =
𝑛∑︁
𝑘=1
(︀ 𝑎2𝑘
(1− 2𝜎2𝑘𝑡)2
+
𝜎2𝑘
1− 2𝜎2𝑘𝑡
)︀
, 𝑡 ∈ (−∞, 1/2). (11)
Предположим, что 𝜎2𝑛 < 1. Предельный переход при 𝑡 ↑ 1/2 приводит к невозмож-
ному равенству∞ = 𝑎 <∞ для некоторого числа 𝑎. Поэтому должно выполняться
равенство 𝜎2𝑛 = 1. Перепишем равенство (11) в следующем виде
𝑛− 1 =
𝑛−1∑︁
𝑘=1
(︀ 𝑎2𝑘(1− 2𝑡)
(1− 2𝜎2𝑘𝑡)2
+
𝜎2𝑘(1− 2𝑡)
1− 2𝜎2𝑘𝑡
)︀
+
𝑎2𝑛
1− 2𝑡 .
Предположим, что 𝑎2𝑛 ̸= 0. Предельный переход при 𝑡 ↑ 1/2 приводит к невозмож-
ному равенству вида∞ = 𝑎 <∞. Поэтому должно выполняться равенство 𝑎𝑛 = 0.
Равенство (11) выполняется для любого 𝑛. Поэтому выполняются равенства 𝑎𝑘 = 0
и 𝜎2𝑘 = 1 для всех 𝑘 = 1, . . . , 𝑛. Для любого 0 < 𝑡 < 1 существует такое 𝑟 , что
(𝑟− 1)/𝑛 ≤ 𝑡 < 𝑟/𝑛. Случайная величина 𝑋𝑟/𝑛 = (𝑋𝑡−𝑋(𝑟−1)/𝑛) + (𝑋𝑟/𝑛−𝑋𝑡) яв-
ляется суммой двух независимых случайных величин. По теореме Крамера ( [2], p.
283) следует, что 𝑋𝑡−𝑋(𝑟−1)/𝑛 и 𝑋𝑟/𝑛−𝑋𝑡 имеют нормальное распределение. Так
как 𝑋0 = 0 п.н. и 𝑌1, . . . , 𝑌𝑛 независимые нормально распределенные случайные
величины, то𝑋𝑘/𝑛, 𝑘 = 1, . . . .𝑛, имеют нормальное распределение. Следовательно,
𝑋𝑡 является нормально распределенной случайной величиной с нулевым средним
и дисперсией E𝑋2𝑡 = 𝑘/𝑛 для всех 𝑡 = 𝑘/𝑛, 𝑘 = 1, . . . , 𝑛. Из стохастической непре-
рывности случайного процесса 𝑋 следует непрерывность функции E𝑋2𝑡 , 𝑡 ∈ [0, 1].
Учитывая, что E𝑋2𝑘/𝑛 = 𝑘/𝑛 при всех 𝑘 = 1, . . . , 𝑛, мы получим равенство E𝑋
2
𝑡 = 𝑡
для любого 𝑡 ≥ 0. Теорема доказана.
Заключение
В статье были получены результаты, касающиеся характеризаций процесса
броуновского движения. Одна из них обобщает теорему Леви о характеризации
винеровского процесса в классе непрерывных квадратично интегрируемых мар-
тингалов, другие две используют свойства супермартингальности и хи-квадрат
распределенности преобразований броуновского движения.
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In the paper new characterizations of Brownian motion are proved. They
generalize and supplement the famous Levi theorem on the characterization
of the process of Brownian motion in the class of square integrable
continuous martingales. The first characterization (Theorem 1) generalizes
the Levi theorem. Two other characterizations (Theorems 2 and 3) are
analogues of the Levi theorem, in which the continuity condition is replaced
by other conditions.
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