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CAUCHY TRANSFORM AND UNIFORM APPROXIMATION
BY POLYNOMIAL MODULES
LIMING YANG1
Abstract. Let K be a compact subset of the complex plane C. Let C(K)
denote the Banach algebra of complex-valued continuous functions on K. Let
A(K) ⊂ C(K) be the algebra of functions that are analytic in int(K), the
interior of K. For a finite positive measure η compactly supported in C \
int(K), let Cη be the Cauchy transform of η. We assume Cη is continuous on C
(hence, Cη ∈ A(K)). We obtain some sufficient conditions on η such that every
f ∈ A(K) can uniformly be approximated by {C(ϕnη)} ⊂ A(K), where ϕn is
some compactly supported smooth function on C. Furthermore, we construct
such a measure η so that each f ∈ A(K) can uniformly be approximated by
{pn + qnCη} on K, where pn and qn are analytic polynomials in z. Recent
developments of analytic capacity and Cauchy transform provide us useful
tools in our proofs.
1. Introduction
Let P denote the set of polynomials in the complex variable z. For a compact
subset K of the complex plane C, let Rat(K) be the set of all rational functions
with poles off K and let C(K) denote the Banach algebra of complex-valued
continuous functions on K with customary norm ‖.‖K (‖.‖C(K), or ‖.‖). Let
P (K) and R(K) denote the closures in C(K) of P and Rat(K), respectively. Let
A(K) ⊂ C(K) be the algebra of functions that are analytic in int(K), the interior
of K. For φ ∈ C(K), let P (φ,K) denote the closure of P + Pφ in C(K).
Let L2 denote the Lebesgue measure on C. For a compactly supported smooth
function ϕ, the localization operator Tϕ is defined by
(Tϕf)(λ) =
1
π
∫
f(z)− f(λ)
z − λ ∂¯ϕ(z)dL
2(z), (1.1)
where f ∈ L∞c (C). It is well known that TϕR(K) ⊂ R(K) and TϕA(K) ⊂ A(K).
Let ν be a finite complex-valued Borel measure that is compactly supported in
C. For ǫ > 0, Cǫ(ν) is defined by
Cǫ(ν)(z) =
∫
|w−z|>ǫ
1
w − zdν(w). (1.2)
The (principal value) Cauchy transform of ν is defined by
C(ν)(z) = lim
ǫ→0
Cǫ(ν)(z) (1.3)
for all z ∈ C for which the limit exists. From Corollary 2.2 (1), we see that (1.3)
is defined for all z except for a set of zero analytic capacity. Throughout this
paper, the Cauchy transform of a measure always means the principal value of
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the transform. We say C(ν)(z) is continuous on C if C(ν)(z) coincides L2 with a
continuous function on C.
We define the analytic capacity of a compact subset E by
γ(E) = sup |f ′(∞)|, (1.4)
where the supremum is taken over all those functions f that are analytic in
C∞ \E (C∞ = C ∪ {∞}), such that |f(z)| ≤ 1 for all z ∈ C∞ \E; and f ′(∞) :=
limz→∞ z(f(z)− f(∞)). The analytic capacity of a subset F of C is given by:
γ(F ) = sup{γ(E) : E ⊂ F compact}.
Good sources for basic information about analytic capacity are [Du10], Chapter
VIII of [G69], [Ga72], Chapter V of [C91], and [To14].
The continuous analytic capacity of a compact set E ⊂ C is defined as
α(E) = sup|f ′(∞)| (1.5)
where the supremum is taken over all complex-valued functions which are con-
tinuous in C, analytic on C∞ \ E, and satisfy |f(z)| ≤ 1 for all z ∈ C. For a set
F , we set
α(F ) = sup{α(E) : E ⊂ F ; E compact}.
We can also define αA for a closed subspace A ⊂ C(K). For a compact set
E ⊂ C, define
αA(E) = sup|f ′(∞)| (1.6)
where the supremum is taken over all complex-valued functions which are contin-
uous in C, analytic on C∞ \E, and satisfy |f(z)| ≤ 1 for all z ∈ C and f |K ∈ A.
For a set F , we set
αA(F ) = sup{αA(E) : E ⊂ F ; E compact}.
It is not difficult to show that αA(K)(E) = α(E\int(K)) and αR(K)(D) = γ(D\K),
where D is a bounded open subset. Set B(λ, δ) = {z : |z − λ| < δ}.
Let η be a finite positive measure that is compactly supported in C such that
Cη is continuous on C. Notice that C(ϕη) = TϕCη is continuous for a smooth
function ϕ with compact support, we define Aη to be the closure of
{C(ϕη) : ϕ is a smooth function with compact support}
in C(sptη). Clearly, every f ∈ Aη extends an analytic function on C∞ \ sptη with
f(∞) = 0. Corollary 3.2 shows that Aη is a subalgebra. Therefore, we will also
view Aη as a closed subalgebra of C(C∞).
The inner boundary of K, denoted by ∂IK, is the set of boundary points
which do not belong to the boundary of any connected component of C \K. The
inner boundary conjecture (see [VM84], Conjecture 2) is: if α(∂IK) = 0, then
R(K) = A(K). X. Tolsa [To04] shows that α is semiadditive and affirmatively
answers the conjecture. For a compact subset K with α(∂IK) > 0, it is natural
to see how “big” A(K) is compared to R(K). In [Y19], the author constructed
a compact subset K and a function φ ∈ A(K) such that R(K) 6= A(K) and
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P (K)φ + R(K) is dense in A(K). The following question is also asked in the
paper (Problem 3):
Question 1.1. For each compact subset K of C, is there a function φ ∈ A(K)
such that P (K)φ+R(K) is dense in A(K)?
In this paper, we first prove the following properties for Aη that will be used
in proving Theorem 1.2. If for a finite positive measure η with compact support
in C \ int(K), Cη ∈ A(K) and for λ ∈ C, 0 < δ < δ0,
α(B(λ, δ) \ int(K)) ≤ C(αAη(B(λ, kδ)) + γ(B(λ, kδ) \K)), (1.7)
where C > 0, δ0, and k ≥ 1 are constants, then (1) and (2) below hold.
(1) Aη|K +R(K) is uniformly dense in A(K).
(2) In addition, if spt(η) meets all connected components of C \K, then Aη|K is
uniformly dense A(K).
Our main theorem below, which affirmatively answers Question 1.1, is a better
version.
Theorem 1.2. There exists a finite positive measure η with compact support in
C \ int(K) such that Cη is continuous on C (Cη ∈ A(K)) and A(K) = P (Cη,K).
Our proofs rely on remarkable results on (continuous) analytic capacity from
[To03] and [To04] and modified Vitushkin approximation scheme by P. V. Para-
monov [P95]. In section 2, we review some recent results of (continuous) analytic
capacity and Cauchy transform that are needed in our analysis. In the section 3,
using modified Vitushkin approximation scheme by P. V. Paramonov, we prove
Theorem 3.3 and obtain some properties for Aη. For example, we show that
C(fη) ∈ Aη if ‖f‖L∞(η) ≤ 1 and C(fη) is continuous. In section 4, under the
assumptions of Theorem 4.6 (Assumptions (A), (B), & (C), and (1.7)), we prove
A(K) = P (Cη,K). We construct such a measure η satisfying the assumptions
of Theorem 4.6 in last section since it involves some technicalities. Therefore,
Theorem 1.2 is proved.
Before closing this section, we mention some previous related research results.
OFarrell [O75] derives interesting results which relate approximation problems for
the module R(K)+
∑N
n=1R(K)z¯
n in different Lipshitz norms and in the uniform
norm. T. Trent and J. Wang [TW81] shows if K is a compact subset without
interior, then R(K) + R(K)z¯ is dense in C(K). J. Carmona [C82] generalizes
above result to the module R(K) + R(K)g for a smooth function g. J. Verdera
[V93] proves that each Dini-continuous function in A(K) + A(K)z¯ belongs to
R(K) +R(K)z¯. Finally, the excellent paper [M04] proves that R(K) +R(K)z¯ is
dense in A(K) + A(K)z¯ for any compact subset K.
In [T93], J. Thomson proves if R(K) 6= C(K), then R(K)+P (K)z¯ is not dense
in C(K). The papers [Y94] and [Y95] study the generalized module R(K)+P (K)g
and prove that for a smooth function g with ∂¯g 6= 0, then R(K)+P (K)g is dense
in A(K) + P (K)g if and only if A(K) = R(K). Moreover, [Y19] studies the
module R(K) +
∑N
n=1 P (K)z¯
n and shows that R(K) +
∑N
n=1 P (K)z¯
n is dense in
A(K) +
∑N
n=1 P (K)z¯
n if and only if A(K) = R(K). The proofs of above results
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rely on some refinements of a color scheme developed in [T91]. In [BCY16],
A. Baranov, J. Carmona, and K. Fedorovskiy consider an interesting analogous
problem: find necessary and sufficient conditions so that P (K)+P (K)z¯n is dense
in A(K) + A(K)z¯n.
2. Preliminaries
Let M0(C) be the set of finite complex-valued Borel measures that are com-
pactly supported in C and let M+0 (C) be the set of positive measures in M0(C).
For ν ∈ M0(C), let spt(ν) denote the support of ν. It is well known that in the
sense of distribution,
∂¯C(ν) = −πν. (2.1)
The following is a simple relationship of L2, α, and γ
L2(E) ≤ 4πα(E)2, α(E) ≤ γ(E) (2.2)
where E is a bounded measurable subset (see Theorem 3.2 on page 204 of [G69]).
The maximal Cauchy transform is defined by
C∗(ν)(z) = sup
ǫ>0
|Cǫ(ν)(z)|.
A related capacity, γ+, is defined for subsets E of C by:
γ+(E) = sup ‖η‖,
where the supremum is taken over η ∈ M+0 (C) with spt(η) ⊂ E for which
‖C(η)‖L∞(C) ≤ 1. Since Cη is analytic in C∞ \ spt(η) and |(C(η)′(∞)| = ‖η‖,
we have: γ+(E) ≤ γ(E) for all subsets E of C. The capacity α+ of a bounded
set E ⊂ C is defined as
α+(E) = sup ‖η‖,
where the supremum is taken over η ∈ M+0 (C) with spt(η) ⊂ E such that C(η)
is continuous on C and |C(η)(z)| ≤ 1 for z ∈ C. We clearly have α+(E) ≤ α(E),
because |C(η)′(∞)| = ‖η‖.
X. Tolsa has established the following astounding results.
Theorem 2.1. (Tolsa’s Theorem)
(1) γ+ and γ are equivalent. α+ and α are equivalent. That is, there is an
absolute positive constant AT such that
γ(E) ≤ ATγ+(E), α(E) ≤ ATα+(E). (2.3)
(2) Semiadditivity of analytic capacity:
γ
(
∞⋃
i=1
Ei
)
≤ AT
∞∑
i=1
γ(Ei), α
(
∞⋃
i=1
Ei
)
≤ AT
∞∑
i=1
α(Ei). (2.4)
(3) There is an absolute positive constant CT such that, for any a > 0, we
have:
γ({C∗(ν) ≥ a}) ≤ CT
a
‖ν‖.
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For (1) and (2), see [To03] (also see Theorem 6.1 and Corollary 6.3 in [To14])
and [To04]. (3) follows from Proposition 2.1 of [To02] (also see [To14] Proposition
4.16).
Corollary 2.2. Suppose that ν, νj ∈M0(C) for j ≥ 1. The following statements
are true.
(1) There exists Z ⊂ C with γ(Z) = 0 such that limǫ→0 Cǫ(ν)(z) exists for
z ∈ Zc.
(2) For ǫ > 0, there exists a Borel subset F such that γ(F c) < ǫ and for
sup
z∈F
C∗(νj)(z) <∞, j ≥ 1.
Proof. (1) follows from combination Theorem 4.14 and Theorem 8.1 in [To14]
with Theorem 2.1 (1) (also see [To98]).
(2) is an application of Theorem 2.1 (2) and (3). In fact, let Aj = {C∗(νj)(z) ≤
Mj}. By Theorem 2.1 (3), we can select Mj > 0 so that γ(Acj) < ǫ2j+1AT . Set
F = ∩∞j=1Aj . Then applying Theorem 2.1 (2), we get
γ(F c) ≤ AT
∞∑
j=1
γ(Acj) < ǫ.

Given three pairwise different points x, y, z ∈ C, let R(x, y, z) is the radius of
the circumference passing through x, y, z (with R(x, y, z) = ∞ if x, y, z lie on a
same line). For a finite positive measure η, we set
c2η(x) =
∫ ∫
1
R(x, y, z)2
dη(y)dη(z), c2(η) =
∫
c2η(x)dη(x).
For ν ∈ M0(C), define Θν(λ) := limδ→0 |ν|(B(λ,δ))δ if the limit exists. The mea-
sure ν ∈ M0(C) with spt(ν) ⊂ E is c0-linear growth if |ν|(B(λ, δ)) ≤ c0δ for
λ ∈ C. Write ν ∈ Σ(E) when c0 = 1. In addition, if Θν(λ) = 0 for λ ∈ C, we say
ν ∈ Σ0(E). The absolute constants used in the paper such as C, C0, C1,...,Cn,
and c, c0, c1,...,cn may change from one step to the next. The following results
are used throughout this paper, we list them here as a lemma.
Lemma 2.3. For η ∈ M+0 (C), suppose ‖Cη‖L∞(C) ≤ 1 and Cη(z) is continuous.
The following statements are true.
(1)
η(B(z, ǫ)) ≤ ǫ sup
w∈B(z,ǫ)
|Cη(w)− Cη(z)| (2.5)
and
|Cǫη(z)− Cη(z)| ≤ C1 sup
w∈B(z,ǫ)
|Cη(w)− Cη(z)|. (2.6)
(2) η(B)
3
2 ≤ C2‖η‖ 12γ(B) for all bounded Borel subsets B, consequently, η(B) =
0 if γ(B) = 0.
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(3) If η(E) > 0, then there exists a function f with 0 ≤ f(z) ≤ 1 supported
on E such that
∫
f(z)dη ≥ c1η(E), ‖C(fη)‖ ≤ C3
(
‖η‖
η(E)
) 1
2
, and C(fη)(z) is
continuous.
(4) Let ν ∈M0(C). If supz∈spt(η) C∗(ν)(z) <∞, then∫
Cη(z)dν(z) = −
∫
Cν(z)dη(z).
(5) If γ(∪∞n=1En) <∞, then γ(∪∞n=1En) ≤ C4 limm→∞ γ(∪mn=1En).
(6) Let ηi be a finite positive measure with compact support such that ‖C(ηi)‖C ≤
1 and Cηi(z) is continuous for i = 1, 2. Then in the sense of distribution, we have
∂¯(Cη1Cη2) = −π((Cη1)η2 + (Cη2)η1). (2.7)
Proof. (1): Since
∫
B(0,R)
∫
1
|z−w|
dµ(z)dL2(w) <∞, we conclude that, by Fubini’s
theorem, ∫
|z−w|=ǫ
∫
1
|z − w|dµ(z)|dw| <∞
for almost all ǫ. Therefore, for such ǫ, we get
η(B(z, ǫ)) =− 1
2πi
∫
|w−z|=ǫ
Cµ(w)dw
=− 1
2πi
∫
|w−z|=ǫ
(Cµ(w)− Cµ(z))dw.
(2.5) follows.
Let φ be a function onR supported on [0, 1] with 0 ≤ φ(z) ≤ 2 and ∫ φ(|z|)dL2(z) =
1. Let φǫ(z) =
1
ǫ2
φ( |z|
ǫ
), Kǫ = −1z ∗ φǫ, and C˜ǫη = Kǫ ∗ η. It is easy to show that
Kǫ(z) = −1z for |z| ≥ ǫ and ‖Kǫ‖∞ ≤ C1ǫ . Hence,
|C˜ǫη(z)− Cǫη(z)| =
∣∣∣∣
∫
|z−w|≤ǫ
Kǫ(z − w)dη(w)
∣∣∣∣ ≤ C4η(B(z, ǫ))ǫ
and from (2.5), we have
|Cǫη(λ)− Cη(λ)|
≤|C˜ǫη(λ)− Cǫη(λ)|+ |C˜ǫη(λ)− Cη(λ)|
≤C4η(B(λ, ǫ))
ǫ
+
∫
|Cη(z)− Cη(λ)|φǫ(λ− z)dL2(z).
(2.6) follows.
(2): If η(B) > 0, then, by Proposition 3.3 in [To14],
c2(η|B) ≤ c2(η) ≤ C5‖η‖ ≤ C5‖η‖
η(B)
η(B).
Set ηB =
(
η(B)
‖η‖
) 1
2
η|B. Hence, combining Theorem 4.14 in [To14] with Theorem
2.1 (1), we conclude ‖ηB‖ ≤ C2γ(B).
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(3) Using Proposition 3.3 in [To14], we have c2(η) ≤ C6‖η‖. Set A = {c2η(x) ≥
2C6‖η‖
η(E)
}, then
η(A) ≤ η(E)
2C6‖η‖
∫
A
c2η(x)dη(x) ≤
η(E)
2
.
Set η0 = η|E\A, then ‖η0‖ ≥ 12η(E). Hence,
c2(η0) ≤
∫
E\A
c2η(x)dη(x) ≤
2C6‖η‖
η(E)
‖η0‖.
Let µ =
(
η(E)
‖η‖
) 1
2
η0, then µ ∈ Σ0(E) and
c2(µ) =
(
η(E)
‖η‖
) 3
2
c2(η0) ≤ 2C6‖µ‖.
Using the same proof as in Lemma 3.2 [To04] for µ, we conclude that there exists
a compact subset E0 ⊂ E \A such that µ(E0) ≥ 12‖µ‖, Θµ(λ) = 0 for λ ∈ E0 and
c2µ(z) ≤ C7 for z ∈ C. Using the same proof as in Lemma 3.4 of [To04], we find
a compact subset F ⊂ E0, µ(F ) ≥ 14‖µ‖, and a function f supported on F with
0 ≤ f(z) ≤ 1, and ∫ f(x)dµ(x) ≥ c2µ(F ) such that ‖C(fµ)‖ ≤ C8 and C(fµ) is
continuous.
(4): Clearly, ∫
Cǫη(z)dν(z) = −
∫
Cǫν(z)dη(z).
(4) follows from Corollary 2.2 (1), (2.6), (2), and the Lebesgue dominated con-
vergence theorem.
(5) From Theorem 2.1 (1) and Theorem 4.14 in [To14], we get
γ(E) ≈ sup{η(E) : η ∈ Σ(E), ‖Cη‖L2(η)→L2(η) ≤ 1}. (2.8)
Choose η ∈ Σ(∪∞n=1En) with ‖Cη‖L2(η)→L2(η) ≤ 1 such that γ(∪∞n=1En) ≈ ‖η‖. Set
ηm = η|∪mn=1En. It is clear that ηm ∈ Σ(∪mn=1En) with ‖Cηm‖L2(ηm)→L2(ηm) ≤ 1.
Using (2.8) again, we see that
‖ηm‖ ≤ C7γ(
m⋃
n=1
En).
Therefore,
γ(
∞⋃
n=1
En) ≤ C8‖η‖ = C8 lim
m→∞
‖ηm‖ ≤ C7C8 lim
m→∞
γ(
m⋃
n=1
En).
(6) Using the notations as in (1), see that C˜ǫηi is smooth and tends to Cηi
uniformly for i = 1, 2. Hence, for a smooth function ψ with compact support in
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C, we have the following calculation.∫
(Cη1(z)Cη2(z))∂¯ψ(z)dL2(z)
= lim
ǫ→0
∫
(C˜ǫη1(z)C˜ǫη2(z))∂¯ψ(z)dL2(z)
=− lim
ǫ→0
∫
(∂¯C˜ǫη1(z)C˜ǫη2(z) + C˜ǫη1(z)∂¯C˜ǫη2(z))ψ(z)dL2(z)
=π lim
ǫ→0
∫
φǫ(z − λ)(C˜ǫη2(z)dη1(λ) + C˜ǫη1(z)dη2(λ))ψ(z)dL2(z).
It is straightforward to prove that
lim
ǫ→0
∫
φǫ(z − λ)C˜ǫηi(z)ψ(z)dL2(z) = Cηi(λ)ψ(λ)
uniformly for i = 1, 2. (2.7) is proved.

3. Continuous Cauchy transform and Aη
For a continuous function f on C∞(= C ∪ {∞}), let
ω(f, δ) = sup
z1,z2∈B(λ,δ),λ∈C
|f(z1)− f(z2)|.
The following norm estimation is well known for a continuous function f :
‖Tϕf‖ ≤ 8ω(f, δ)δ‖∂¯ϕ‖ (3.1)
for a smooth function ϕ supported in B(λ, δ). For ν ∈M0(C), we see that
Tϕ(Cν)(z) = C(ϕν)(z), L2 − a.a. (3.2)
If η ∈ M+0 (C) such that Cη is continuous on C, then C(ϕη) is continuous on C
for a smooth function ϕ with compact support. We also have
TϕAη ⊂ Aη. (3.3)
Let g be an analytic function outside the disc B(a, δ) satisfying the condition
g(∞) = 0. We consider the Laurent expansion of g centered at a,
g(z) =
∞∑
m=1
cm(g, a)
(z − a)m .
We define c1(g) = c1(g, a). c1(g) does not depend on the choice of a, while c2(g, a)
depends on a. However, if c1(g) = 0, then c2(g, a) does not depend on a, in this
case, we denote c2(g) = c2(g, a).
For δ > 0, let {ϕij, Sij}−∞<i,j<∞ be a smooth partition of unity, where the
length of the square Sij is δ, the support of ϕij is in 2Sij , 0 ≤ ϕij ≤ 1, sij, where
Re(sij) = (i+
1
2
)δ and Im(sij) = (j +
1
2
)δ, is the center of Sij ,
‖∂¯ϕij‖ ≤ C9
δ
,
∑
ϕij = 1, (3.4)
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and
∞⋃
i,j=−∞
Sij = C, Int(Sij) ∩ Int(Si1j1) = ∅
for (i, j) 6= (i1, j1).
The proof of the following theorem relies on modified Vitushkin approximation
scheme by P. V. Paramonov in [P95].
Theorem 3.1. Let η ∈ M+0 (C) such that Cη is continuous on C. Then the
following conditions are equivalent
(1) F ∈ Aη.
(2) There exists a positive function ωF (δ) such that ωF (δ)→ 0 as δ → 0 and for
a smooth function ψ supported in B(λ, δ), we have∣∣∣∣
∫
F (z)∂¯ψ(z)dL2(z)
∣∣∣∣ ≤ C10ωF (δ)δ‖∂¯ψ‖αAη(B(λ, δ)). (3.5)
Proof. (1)⇒(2): For F ∈ Aη and a smooth function ϕ with compact support,
using (3.3), we conclude that TψF ∈ Aη and∣∣∣∣
∫
F (z)∂¯ψ(z)dL2(z)
∣∣∣∣
≤‖TψF‖αAη(B(λ, δ))
≤C10ω(F, δ)δ‖∂¯ψ‖αAη(B(λ, δ)).
Hence, (3.5) follows for ωF (δ) = ω(F, δ).
(2)⇒(1): The modified Vitushkin approximation scheme by P. V. Paramonov
in [P95] can be applied in our case. We list the key steps jn [P95] below.
Let fij = TϕijF , then, by (3.1), we have
‖fij‖ ≤ C11ω(F, δ)
and
F =
∑
ij
fij =
∑
2Sij∩spt(η)6=∅
fij . (3.6)
For 2Sij ∩ spt(η) 6= ∅, by (3.5), (2.7) in [P95] becomes
|c1(fij)| = 1
π
∣∣∣∣
∫
F (z)∂¯ϕij(z)dL2(z)
∣∣∣∣ ≤ C10ωF (δ)αAη(B(sij,√2δ)). (3.7)
Applying (3.5) for ψ = (z − sij)ϕij(z), (2.8) in [P95] becomes
|c2(fij , sij)| =1
π
∣∣∣∣
∫
(z − sij)F (z)∂¯ϕij(z)dL2(z)
∣∣∣∣
≤C10ωF (δ)δ‖(z − sij)∂¯ϕij(z)‖αAη(B(sij,
√
2δ))
≤C12ωF (δ)δαAη(B(sij ,
√
2δ)).
(3.8)
Set αij = αAη(B(sij ,
√
2δ)). By the definition of αAη , we find f
∗
ij =
c1(fij)
c1(Fij)
Fij ,
where Fij ∈ Aη and is analytic off a compact subset of B(sij ,
√
2δ), ‖Fij‖C ≤ 1,
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and c1(Fij) ≥ 12αij . Since (z − sij)C(ϕη) − c1(C(ϕη)) = C((z − sij)ϕη) ∈ Aη, we
get (z − sij)Fij − c1(Fij) ∈ Aη. Hence,
|c2(Fij, sij)| =|c1((z − sij)Fij − c1(Fij))|
≤C10‖(z − sij)Fij − c1(Fij)‖αAη(B(sij ,
√
2δ))
≤C10(δ + α(B(sij ,
√
2δ)))αij
≤C11δαij .
Then c1(f
∗
ij) = c1(fij). Set gij = fij − f ∗ij , we get
‖gij‖ ≤ C16ω(δ), c1(gij) = 0, |c2(gij, sij)| ≤ C17ω(δ)δαij,
where ω(δ) = max(ωF (δ), ω(F, δ)). Therefore, (2.16) in [P95] holds. That is, for
|z − sij | > 3k1δ (k1 ≥ 3 is a fixed integer),
|gij(z)| ≤ C18ω(δ)
(
δαij
|z − sij |2 +
δ3
|z − sij|3
)
.
The standard Vitushkin approximation scheme requires to that fij − f ∗ij has
triple zeros at ∞, which requires to estimate both c1(fij) and c2(fij , sij). The
main idea of P. V. Paramonov is that one does not actually need to estimate
each coefficient c2(fij , sij). It suffices to do away (with appropriate estimates)
with the sum of coefficients
∑
j∈Iis
c2(fij, sij) for a special partition {Iis} into
non-intersecting groups Iis.
Set mini = min{j : 2Sij∩spt(η) 6= ∅} and maxi = max{j : 2Sij∩spt(η) 6= ∅}.
Let Ii = {mini, mini+1, ..., maxi}. A concept of a complete group of indices I ⊂
Ii is defined as in Definition 2.6 in [P95]. Basically, I consists of two subgroups
I1 and I2 satisfying
∑
j∈I1
αij ≈ δ,
∑
j∈I2
αij ≈ δ, and dist(I1, I2) ≈ δ.
In [P95], Ii is partitioned into complete groups Ii1, ..., Iili−1 (this family can
even be empty) and an incomplete group Iili = Ii \ (Ii1∪ ...∪ Iili−1) (clearly, there
is at most one incomplete group for each i).
Let I = Iil be a group, define
gI =
∑
j∈I
gij , c1(gI) =
∑
j∈I
c1(gij), c2(gI) =
∑
j∈I
c2(gij , sij).
Then c1(gI) = 0. For a complete group I, Lemma 2.7 in [P95] provides key
estimates for c2(gI). In our case, we find hij =
Fij
c1(Fij)
(hj in the proof of Lemma
2.7 in [P95]) and h0I (hΓ in Lemma 2.7 of [P95]) as certain linear combinations of
hij such that if we set hI =
c1(gI)
c1(h0I )
h0I , then
‖hI‖ ≤ C19ω(δ), c1(hI) = 0, c2(hI) = c2(gI).
We rewrite (3.6) as the following
F =
∑
i
li−1∑
l=1
(gIil − hIil) +
∑
i
∑
j∈Iili
gij + fδ
CAUCHY TRANSFORM AND POLYNOMIAL MODULES 11
where
fδ =
∑
i
li∑
l=1
∑
j∈Iil
f ∗ij +
∑
i
li−1∑
l=1
hIil ∈ Aη.
The following is proved in [P95]:
∑
i
li−1∑
l=1
|gIil − hIil|+
∑
i
|gIili | ≤ C20ω(δ). (3.9)
Therefore, fδ uniformly converges to F . This completes the proof. 
Corollary 3.2. Let η ∈ M+0 (C) such that Cη is continuous on C. Suppose that
C(fη) is continuous on C for f ∈ L∞(η) with ‖f‖L∞(η) ≤ 1. Then C(fη) ∈ Aη.
Consequently, Aη is a subalgebra of C(C∞).
Proof. For a smooth function ψ supported in B(λ, δ), from (2.1), (3.1), and (3.2),
we have
1
π
∣∣∣∣
∫
C(fη)(z)∂¯ψ(z)dL2(z)
∣∣∣∣
=‖ψfη‖
≤‖ψη‖
=‖TψC(η)‖αAη(B(λ, δ))
≤C21ω(Cη, δ)δ‖∂¯ψ‖αAη(B(λ, δ)).
Hence, (3.5) holds and C(fη) ∈ Aη.
For smooth functions ϕ1 and ϕ2 with compact subsets in C, from Lemma 2.3
(6), we have
C(ϕ1η)(z)C(ϕ2η)(z) = C((ϕ1C(ϕ2η) + ϕ2C(ϕ1η))η)(z), L2 − a.a.
Hence, C((ϕ1C(ϕ2η) + ϕ2C(ϕ1η))η)(z) is a continuous function on C. Therefore,
C(ϕ1η)(z)C(ϕ2η)(z) ∈ Aη. This completes the proof. 
From Corollary 3.2, we get the following equivalent definition of αAη :
αAη(E) ≈ sup ‖µ‖ (3.10)
where the supremum is taken over all finite positive measures µ with sptµ ⊂ E
such that µ << η, Cµ is continuous on C, and ‖Cµ‖C ≤ 1.
Theorem 3.3. Let η ∈M+0 (C) with spt(η) ⊂ C \ int(K) such that Cη is contin-
uous on C. If λ ∈ C and 0 < δ < δ0 (for some δ0)
α(B(λ, δ) \ int(K)) ≤ C22(αAη(B(λ, kδ)) + γ(B(λ, kδ) \K))
for some k ≥ 1, then Aη|K +R(K) is uniformly dense in A(K).
Proof. Clearly, Aη|K ⊂ A(K). The same proof of Theorem 3.1 applies if we make
the following changes.
If 1
2C22
α(B(sij,
√
2δ)\ int(K)) ≤ αAη(B(sij , k
√
2δ)), then we set f ∗ij =
c1(fij)
c1(Fij)
Fij ,
where Fij ∈ Aη and is analytic off a compact subset of B(sij ,
√
2δ), ‖Fij‖C ≤ 1,
and c1(Fij) ≥ 12αAη(B(sij, k
√
2δ)).
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Otherwise, we have 1
2C22
α(B(sij,
√
2δ) \ int(K)) ≤ γ(B(sij, k
√
2δ) \K). Then
we set f ∗ij =
c1(fij)
c1(aij )
aij and hij =
aij
c1(aij)
, where aij is analytic off a compact subset
of B(sij , k
√
2δ) \K, ‖aij‖ ≤ 1, and a′ij(∞) ≥ 12γ(B(sij, k
√
2δ) \K). 
We now provide the following example to show that it is straightforward to
construct a finite positive measure η with spt(η) ⊂ C \ int(K) satisfying the
assumptions of Theorem 3.3.
Example 3.4. From Theorem 2.1 (1), we find ηnij ∈M+0 (C) with
spt(ηnij) ⊂ Sij ∩ ∂IK, ‖ηnij‖ ≥ cα(Sij ∩ ∂IK), ‖C(ηnij)‖L∞(C) ≤ 1,
and C(ηnij) is continuous on C, where Sij is defined as in (3.4) with δ = 12n . Let
Mn be the number of squares Sij with α(Sij ∩ ∂IK) > 0. We define
ηn =
1
Mn
∑
α(Sij∩∂IK)>0
ηnij .
Set η =
∑∞
n=1
1
2n
ηn, then it is easy to verify η satisfies the assumption of Theorem
3.3, which implies that Aη|K +R(K) is uniformly dense in A(K).
Lemma 3.5. Let η ∈ M+0 (C) such that Cη is continuous on C. Let ν ∈
(Aη|K)⊥ ⊂ C(K)∗. Then
Cν(z) = 0, η − a.a.
Proof. Suppose that there exists a compact subset D with η(D) > 0 such that
Re(Cν(z)) > 0, z ∈ D.
By Corollary 2.2 (2) and Lemma 2.3 (2), we may assume that C∗ν(z) ∈ L∞(η|D).
Using Lemma 2.3 (3), we can find a function w supported on D and 0 ≤ w(x) ≤ 1
such that c1η(D) ≤
∫
w(x)dη(x) and C(wη)(z) is continuous. From Corollary 3.2,
we see that C(wη) ∈ Aη. Using Lemma 2.3 (4), we get∫
Re(Cν(z))w(z)dη(z) = −Re
(∫
C(wη)(z)dν(z)
)
= 0
which implies that Re(Cν(z))w(z) = 0, η − a.a. This is a contradiction. 
Let
C \K =
∞⋃
m=0
Um, int(K) =
∞⋃
m=1
Wm, (3.11)
where U0 is the unbounded connected component of C \ K, Um is a bounded
connected component of C \K for m ≥ 1, and Wm is a connected component of
int(K).
Proposition 3.6. Let η ∈ M+0 (C) with spt(η) ⊂ C \ int(K) such that Cη is
continuous on C. If spt(η) ∩ Um 6= ∅ for m ≥ 0 and Aη|K + R(K) is uniformly
dense in A(K), then Aη|K is uniformly dense in A(K).
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Proof. Let ν ∈ C(K)∗ and ν ⊥ Aη. Then Cν is analytic on Um and by Lemma 3.5,
we get Cν(z) = 0, η− a.a. Since spt(η)∩Um 6= ∅ and η has no atoms (see (2.5)),
for λ ∈ spt(η)∩Um, we conclude that there exists a sequence {λn} ⊂ spt(η)∩Um
such that λn → λ and Cν(λn) = 0. Hence, Cν(z) = 0 for z ∈ Um. This implies
ν ⊥ R(K). Thus, R(K) ⊂ Aη|K . 
4. The space P (Cη,K)
Let ν ⊥ A(K). For a bounded Borel function ψ compactly supported in
C \ int(K), we get C(ψL2) ∈ A(K) and∫
CνψdL2 = −
∫
C(ψL2)dν = 0
which implies Cν(z) = 0, L2|C\int(K) − a.a. For f ∈ A(K) and λ ∈ int(K), it is
clear that f(z)−f(λ)
z−λ
∈ A(K). Therefore,
f(z)Cν(z) = C(fν)(z), L2 − a.a. (4.1)
The identity (4.1) is an important and useful property. In this section, we discuss
some properties related to (4.1) for a closed subspace M⊂ A(K), which will be
used in next section for our construction of η to ensure A(K) = P (Cη,K). We
start with the following simple lemma.
Lemma 4.1. Let M be a closed subspace of A(K). Let η ∈M+0 (C) such that Cη
is continuous. If for ν ⊥M,
Cη(z)Cν(z) = C((Cη)ν)(z), L2 − a.a. (4.2)
then Aη|K ⊂M.
Proof. Let ϕ be a smooth function with compact support. We have the following
calculation ∫
TϕCη(z)dν(z)
=
1
π
∫ ∫ Cη(z)− Cη(w)
z − w ∂¯ϕ(w)dL
2(w)dν(z)
=
1
π
∫
(C((Cη)ν)(w)− Cη(w)Cν(w))∂¯ϕ(w)dL2(w)
=0.
The lemma is proved. 
Define
Bη = {λ ∈ C : Cη(z)− Cη(λ) = (z − λ)Fλ, for some Fλ ∈ P (Cη,K)}.
For ν ⊥ P (Cη,K), we get
Cη(z)C(ν)(z) = C((Cη)ν)(z), γ|Bη − a.a.. (4.3)
We want to prove that under some assumptions, (4.3) actually holds γ − a.a.
though Bη is a “small” subset.
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Assumption 4.2. (A): L2(Bη ∩Wm) > 0 for m ≥ 1.
(B): For m ≥ 1, Um ∩ spt(η) 6= ∅, int(Um ∩ spt(η)) = ∅, Um \ spt(η) is a non-
empty connected open subset, and (Um \ spt(η)) ∩Bη contains a sequence and its
limit.
(C): There exists B ⊂ ∂IK with L2(B) = 0 such that for λ ∈ ∂IK \B, we have
lim
δ→0
γ(B(λ, δ) ∩ (Aη ∪
⋃∞
m=1 Um))
δ
> 0.
We will construct a finite positive measure η that satisfies the assumptions (A),
(B), and (C) in next section. The following lemma is due to Lemma 3.2 in [Y19].
Lemma 4.3. Let ν ∈ M0(C). For some λ0 in C, if Θν(λ0) = 0 and C(ν)(λ0) =
limǫ→0 Cǫ(ν)(λ0) exists. then:
(1) C(ν)(λ) = limǫ→0 Cǫ(ν)(λ) exists for λ ∈ Zc with γ(Z) = 0 and
(2) for a > 0,
lim
δ→0
γ(B(λ0, δ) ∩ {|C(ν)(λ)− C(ν)(λ0)| > a})
δ
= 0.
Lemma 4.4. Let η ∈ M+0 (C) with spt(η) ⊂ C \ (U0 ∪ int(K)) such that Cη is
continuous on C. Let ν ⊥ P (Cη,K). The two properties below hold.
(1) If assumption (A) holds, then
Cη(z)C(ν)(z) = C((Cη)ν)(z), L2|Wm − a.a., m ≥ 1. (4.4)
(2) If assumption (B) holds, then
C(ν)(z) = C((Cη)ν)(z) = 0, z ∈ Um, m ≥ 0. (4.5)
(3) If assumption (B) holds, then
Cν(z) = C((Cη)ν)(z) = 0, L2|∂Um − a.a., m ≥ 0. (4.6)
Proof. (1) Since sptη ∩Wm = ∅, Cη(z) is analytic on Wm. From (2.1), we have
∂¯(Cη(z)C(ν)(z) − C((Cη)ν)(z)) = 0, L2|Wm − a.a.
By Weyls lemma, there exists an analytic function a(z) on Wm such that
Cη(z)C(ν)(z) − C((Cη)ν)(z) = a(z), L2|Wm − a.a.
By (4.3), we see a(z) = 0, L2|Aη∩Wm − a.a. Assumption (A) implies (4.4).
(2) The case for m = 0 follows from spt(η) ∩ U0 = ∅ and P (K) ⊂ P (Cη,K).
Since C(ν)(z) and C((Cη)ν)(z) are analytic on Um and Cη(z) is analytic on Um \
sptη, we get from assumption (B) that,
Cη(z)C(ν)(z) = C((Cη)ν)(z), z ∈ Um \ sptη.
From the fact that Cη(z) is continuous on C and assumption (B), we conclude
that
Cη(z)C(ν)(z) = C(Cην)(z), L2|Um − a.a.
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Using (2.1) and taking ∂¯ both sides, we get C(ν)(z) = 0, η|Um − a.a. Now (4.5)
follows from assumption (B).
(3) There is a subset Z with L2(Z) = 0 such that for λ0 ∈ ∂Um \ Z, we have∫
1
|z−λ0|
d|ν| <∞. Applying Lemma 4.3, we have
lim
δ→0
γ(B(λ0, δ) ∩ {|Cν(λ)− Cν(λ0)| > ǫ})
δ
= 0.
Let Pλ0,δ be a path stating at a point in B(λ0,
δ
2
) and ending at a point in Um \
B(λ0, δ) such that Pλ0,δ ⊂ Um. Using Theorem 2.1 (2), we get
lim
δ→0
γ(B(λ0, δ) ∩ Pλ0,δ ∩ {|Cν(λ)− Cν(λ0)| ≤ ǫ})
δ
≥ 1
AT
lim
δ→0
γ(B(λ0, δ) ∩ Pλ0,δ)
δ
− lim
δ→0
γ(B(λ0, δ) ∩ {|Cν(λ)− Cν(λ0)| > ǫ})
δ
=
1
AT
lim
δ→0
γ(B(λ0, δ) ∩ Pλ0,δ)
δ
>0.
There exists a sequence λk ∈ Pλ0,δk ⊂ Um with λk → λ0 and Cν(λk) → Cν(λ0),
which implies Cν(λ0) = 0 by (2). Similarly, C(Cην)(λ0) = 0. (4.6) is proved. 
Lemma 4.5. Let η ∈ M+0 (C) with spt(η) ⊂ C \ (U0 ∪ int(K)) such that Cη is
continuous on C. If Aη satisfies assumption (A), (B), and (C), then for ν ⊥
P (Cη,K),
Cη(z)C(ν)(z) = C((Cη)ν)(z), L2 − a.a. (4.7)
Proof. From Lemma 4.4, it remains to prove (4.7) for λ ∈ ∂IK. Now for λ ∈ ∂IK
with
∫
1
|z−λ|
d|ν|(z) <∞, we set B(ν, λ, ǫ) = {|Cν(z)−Cν(λ)| > ǫ}. Using Lemma
4.3, we get
lim
δ→0
γ(B(λ, δ) ∩B(ν, λ, ǫ))
δ
= lim
δ→0
γ(B(λ, δ) ∩ B((Cη)ν, λ, ǫ))
δ
= 0.
By Theorem 2.1 (2) and assumption (C), we see that
lim
δ→0
γ(B(λ, δ) ∩B(ν, λ, ǫ)c ∩B((Cη)ν, λ, ǫ)c ∩ {Cη(z)C(ν)(z) = C((Cη)ν)(z)})
δ
≥ 1
AT
lim
δ→0
γ(B(λ, δ) ∩ {Cη(z)C(ν)(z) = C((Cη)ν)(z)})
δ
− lim
δ→0
γ(B(λ, δ) ∩ B(ν, λ, ǫ))
δ
− lim
δ→0
γ(B(λ, δ) ∩ B((Cη)ν, λ, ǫ))
δ
≥ 1
AT
lim
δ→0
γ(B(λ, δ) ∩ (Aη ∪
⋃∞
m=1 Um))
δ
>0.
Therefore, there exists {λk} such that λk → λ, Cη(λk)C(ν)(λk) = C((Cη)ν)(λk),
Cη(λk) → Cη(λ), C(ν)(λk) → C(ν)(λ), and C((Cη)ν)(λk) → C((Cη)ν)(λ). Hence,
Cη(λ)C(ν)(λ) = C((Cη)ν)(λ). The lemma is proved. 
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Assuming there exists a finite positive measure η satisfying assumption (A),
(B), (C), and (4.8) below, we prove that each f ∈ A(K) can be uniformly ap-
proximated by pn + qnCη, where pn, qn ∈ P. The construction of such a measure
η involves many technicalities, so we leave it in next section.
Theorem 4.6. Let η ∈ M+0 (C) with spt(η) ⊂ C \ (U0 ∪ int(K)) such that Cη is
continuous on C. If Aη satisfies assumptions (A), (B), (C), and
α(B(λ, δ) \ int(K)) ≤ C29(αAη(B(λ, kδ)) + γ(B(λ, kδ) \K)) (4.8)
for λ ∈ C and 0 < δ < δ0 (for some δ0 > 0), then A(K) = P (Cη,K).
Proof. It follows from Lemma 4.4 (2) that R(K) ⊂ P (Cη,K). Lemma 4.1 and
Lemma 4.5 imply Aη|K ⊂ P (Cη,K). Now the theorem follows from Theorem
3.3. 
5. Construction of η satisfying the assumptions of Theorem 4.6
In this section, we construct a measure η satisfying the assumptions of Theorem
4.6 and prove the following theorem.
Theorem 5.1. There exists η ∈ M+0 (C) with spt(η) ⊂ C \ (U0 ∪ int(K)) such
that Cη is continuous on C and A(K) = P (Cη,K).
Let Um and Wm be as in (3.11). For m ≥ 1, let l1m denote the vertical line
passing a fixed point λm ∈ Um and L1m = l1m ∪ B(λm, δm), where B(λm, 2δm) ⊂
Um. Let λ
1
m ∈ Um be fixed and B(λ1m, 2δ1m) ⊂ Um such that B(λm, 2δm) ∩
B(λ1m, 2δ
1
m) = ∅. Let Km ⊂ B(λ1m, δ1m) be a compact subset with no interior
such that B(λ1m, δ
1
m) \ Km is connected and α(Km) > 0. Let l2m denote the
vertical line passing a fixed point λ2m ∈ Wm and L2m = l2m ∪ B(λ2m, δ2m), where
B(λ2m, 2δ
2
m) ⊂ Wm. Set
{Lm} = {L1m} ∪ {L2m}
and
E = ∂IK ∪
∞⋃
m=0
Km \
(
∞⋃
m=0
Lm
)
. (5.1)
Let Sij be defined as in (3.4) with δ =
1
2n
. We construct a finite positive
measure with compact support as the following. We assume α(2Sij ∩ E) > 0 for
(5.2), (5.3), and (5.4) below. By Theorem 2.1 (2), we have
α(2Sij ∩ E)
≥α((2Sij ∩ ∂IK) \
⋃
m
(2Sij ∩ ∂IK ∩ (l1m ∪ l2m)))
≥ 1
AT
α(2Sij ∩ ∂IK)−
∑
m
(α(2Sij ∩ ∂IK ∩ l1m) + α(2Sij ∩ ∂IK ∩ l2m))
=
1
AT
α(2Sij ∩ ∂IK).
(5.2)
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From Theorem 2.1 (1), we find ηnij ∈ M+0 (C) with
spt(ηnij) ⊂ 2Sij ∩ E, C(ηnij) is continuous, (5.3)
and, by (5.2),
‖ηnij‖ ≥ c1α(2Sij ∩ E) ≥ c2α(2Sij ∩ ∂IK), ‖C(ηnij)‖L∞(C) ≤ 1. (5.4)
Let Mn be the number of squares Sij with α(2Sij ∩ E) > 0. We define
ηn =
1
Mn
∑
α(2Sij∩E)>0
ηnij .
The measure ηn satisfies the following properties
(A1) C(ηn) ∈ A(K);
(A2) ‖C(ηn)‖L∞(C) ≤ 1; and
(A3) For m ≥ 1, spt(ηnij) ∩ Lm 6= ∅ and C(ηn)(z)−C(ηn)(λ)z−λ ∈ A(K) for λ ∈ Lm.
Therefore,
Bn := sup
λ∈∪n
k=1
Lk
(∫
1
|z − λ|dηn(z) +
∥∥∥∥C(ηn)(z)− C(ηn)(λ)z − λ
∥∥∥∥
L∞(C)
)
<∞.
Let {uk} be a dense subset of ∪∞m=1Lm such that {uk} ∩ Lm is dense in Lm
for m ≥ 1. Set fk(z) = 1z−uk . There is m1 such that u1 ∈ Lm1 . Set d1 =
dist(Lm1 , spt(η1)), then d1 > 0. Let D1 = {x : dist(x, spt(η1)) ≤ 12d1}. Since
Lm1 is a subset of the unbounded component of C \D1, we can find a polynomial
p11 such that∥∥∥∥p11(z)− 1z − u1
∥∥∥∥
C(∂Dˆ1)
=
∥∥∥∥p11(z)− 1z − u1
∥∥∥∥
C(D1)
≤ d1
2(4‖η1‖+ 1)
where Dˆ1 denotes the polynomial convex hull of D1. We have the following
calculation (the maximum modulus principle is applied):∥∥∥∥C(p11η1)(z)− Cη1(z)− Cη1(u1)z − u1
∥∥∥∥
C(D1)
≤
∥∥∥∥
∫ (
p11(w)− p11(z)
w − z −
f1(w)− f1(z)
w − z
)
dη1(w)
∥∥∥∥
C(D1)
+ ‖p11 − f1‖C(D1)‖Cη1‖C(D1)
≤
∫ ∥∥∥∥p11(w)− p11(z)w − z − f1(w)− f1(z)w − z
∥∥∥∥
C(∂Dˆ1)
dη1(w)
+ ‖p11 − f1‖C(D1)
≤
∫
2‖p11 − f1‖C(∂Dˆ1)
dist(w, ∂Dˆ1)
dη1(w) + ‖p11 − f1‖C(D1)
≤1
2
.
(5.5)
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Set a1 = min(
1
2
, 1
2B1
) and ξ1 = a1η1. We find Lm2 with u2 ∈ Lm2 . Set d2 =
dist(Lm1 ∪ Lm2 , spt(η1) ∪ spt(η2)), then d2 > 0. Let D2 = {x : dist(x, spt(η1) ∪
spt(η2)) ≤ 12d2}. Let
A2 =
∥∥∥∥C(p11η2)(z)− C(η2)(z)− C(η2)(u1)z − u1
∥∥∥∥
C(D2)
and
a2 = min
(
1
4
,
1
4A2
,
1
4B2
)
, ξ2 = ξ1 + a2η2.
Then ∥∥∥∥C(p11ξ2)(z)− C(ξ2)(z)− C(ξ2)(u1)z − u1
∥∥∥∥
C(D2)
≤ 1
2
+
1
4
.
Similarly to (5.5), we can find two polynomials pk2 such that∥∥∥∥C(pk2ξ2)(z)− C(ξ2)(z)− C(ξ2)(uk)z − uk
∥∥∥∥
C(D2)
≤ 1
4
for k = 1, 2.
We find Lmk with uk ∈ Lmk . Set dk = dist(∪ki=1Lmi ,∪ki=1spt(ηi)), then dk > 0.
Let Dk = {x : dist(x,∪ki=1spt(ηi)) ≤ 12dk}. Therefore, we can find polynomials{pkj}k≤j and positive measures {ξj} such that, for k ≤ l ≤ j,∥∥∥∥C(pklξj+1)(z)− C(ξj+1)(z)− C(ξj+1)(uk)z − uk
∥∥∥∥
C(Dj+1)
≤
j+1∑
i=l
1
2i
≤ 2
2l
.
Using the maximum modulus principle, we have∥∥∥∥C(pklξj+1)(z)− C(ξj+1)(z)− C(ξj+1)(uk)z − uk
∥∥∥∥
C(K)
≤ 2
2l
.
It is clear that, by the construction,
η =
∞∑
n=1
anηn (5.6)
is well defined. We conclude that from (A1)-(A3) and for u ∈ Lm, ‖Cη‖L∞(C) ≤ 1,
Cη is continuous, Cη(z)−Cη(u)
z−u
= C( η
w−u
)(z) L2 − a.a., ‖C( η
w−u
)‖L∞(C) ≤ 1, and
C( η
w−u
)(z) is continuous. Therefore, for k ≤ l,∥∥∥∥C(pklη)(z)− Cη(z)− Cη(uk)z − uk
∥∥∥∥
C(K)
≤ 1
2l−1
.
Notice that
C(pklη)(z)
=
∫
pkl(w)− pkl(z)
w − z dη(w) + pkl(z)Cη(z)(∈ P (Cη,K)), L
2 − a.a.
Hence,
Cη(z)− Cη(uk)
z − uk ∈ P (Cη,K).
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By the construction, it is easy to show that for λ ∈ Lm, there exists a sequence
{unk} ⊂ Lm with unk → λ and∥∥∥∥Cη(z)− Cη(unk)z − unk −
Cη(z)− Cη(λ)
z − λ
∥∥∥∥
C(K)
→ 0.
Thus,
Cη(z)− Cη(λ)
z − λ ∈ P (Cη,K)
for λ ∈ Lm andm ≥ 1. From Corollary 2.2 (1) and for ν ⊥ P (Cη,K), we conclude
that
Cη(z)C(ν)(z) = C((Cη)ν)(z), γ|Lm − a.a. (5.7)
Now we are ready to prove that η satisfies the assumptions of Theorem 4.6.
Proof. (Theorem 5.1) By (5.7), we have
∞⋃
m=1
Lm ⊂ Aη.
Assumption (A) holds since B(λ2m, δ
2
m) ⊂ Aη ∩Wm.
For assumption (B), clearly, spt(η)∩Um 6= ∅ and B(λm, δm) ⊂ Aη∩Um\spt(η).
Assumption (C) holds since for λ ∈ ∂IK,
lim
δ→0
γ(B(λ, δ) ∩⋃∞m=1 Lm)
δ
> 0.
For (4.8), we notice that
γ(2Sij ∩
M⋃
m=0
Um) ≤ C30γ(2Sij ∩
M⋃
m=0
Um)
since A(C \ ∪Mm=0Um) = R(C \ ∪Mm=0Um). By Theorem 2.1 (2) and Lemma 2.3
(5), we have the following calculation.
α(2Sij \ int(K))
≤AT (α(2Sij ∩ ∂IK) + α(2Sij ∩
∞⋃
m=0
Um))
≤C31(α(2Sij ∩ ∂IK) + lim
M→∞
γ(2Sij ∩
M⋃
m=0
Um))
≤C32(α(2Sij ∩ ∂IK) + lim
M→∞
γ(2Sij ∩
M⋃
m=0
Um))
≤C32(α(2Sij ∩ ∂IK) + γ(2Sij \K)).
(4.8) follows from
c2α(2Sij ∩ ∂IK) ≤ ‖ηnij‖ ≤ αAη(B(sij ,
√
2δ))
by (5.4). The proof now follows from Theorem 4.6.
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