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Driving at the quantum speed limit: Optimal control of a two-level system
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A remarkably simple result is derived for the minimal time Tmin required to drive a general initial
state to a final target state by a Landau-Zener type Hamiltonian or, equivalently, by time-dependent
laser driving. The associated protocol is also derived. A surprise arises for some states when the
interaction strength is bounded by a constant c. Then, for large c, the optimal driving is of type
bang-off-bang and for increasing c one recovers the unconstrained result. However, for smaller c the
optimal driving can suddenly switch to bang-bang type. We discuss the notion of quantum speed
limit time.
PACS numbers: 03.65.-w; 03.67.Ac; 02.30.Yy; 32.80.Qk
In various areas of physics the challenging task arises
to change a given initial quantum state to a prescribed
final target state in a controlled and optimal way, e.g.
in quantum computation [1], in quantum optics for fast
population transfer [2] or for Bose-Einstein condensates
[3]. One way to do this is to use an arbitrary slow change
of the dynamical parameters and the adiabatic theorem
[4]. However, often such an adiabatic approach may be
too slow, and therefore various protocols have been de-
vised to speed up the process. For example, the ’transi-
tionless tracking algorithm’ [5] adds a so-called counter-
diabatic term to achieve adiabatic dynamics with respect
to the original Hamiltonian in shorter time, while ’short-
cuts to adiabadicity’ (STA) [3, 6] does not follow adia-
batic states. For a comprehensive review of these and
other approaches see Ref. [7]. An experimentally impor-
tant requirement for such protocols is fidelity. Additional
requirements may be small energy input, robustness, or
that the target state is reached in the shortest time al-
lowed by the available dynamics. Other approaches con-
sider unitary time-development operators and aim to de-
termine the optimal dynamics that leads from an initial
U(0) to a prescribed final propagator UF in minimal time
[8]. These approaches will not be further considered here.
Ref. [9] used a variational approach to determine time
optimal Hamiltonians.
A recent paper [10] studied the experimental imple-
mentation of control protocols for the ’simplest non-
simple quantum problem’ [11] in which two states are
coupled by a Landau-Zener (LZ) type Hamiltonian of
the form
H = Γ(t)σ3 + ω(t)σ1. (1)
where Γ corresponds to quasi-momentum in Ref. [10]. In
optical driving of a two-level system a similar Hamilto-
nian applies, with Γ = −∆, the detuning, and ω = Ω the
Rabi frequency. In the experiments of Ref. [10] an effec-
tive two-level system was realized by using Bose-Einstein
condensates in an accelerated optical lattice. For time-
independent ω, numerical simulations [10, 12] for special
parameter values and for special initial and final ground-
states indicate that the shortest possible time Tmin is
achieved by the ’composite pulse’ protocol which repre-
sents a period with Γ(t) ≡ 0 preceded and followed by a
δ-like pulse of pulse area π/4. This was borne out by the
experimental results of Ref. [10].
In this paper we consider a two-level system with the
LZ Hamiltonian of Eq. (1) as well as a system driven
by a time-dependent laser amplitude and detuning. We
derive a remarkably simple expression, Eq. (22), for the
minimal time Tmin required to change an arbitrary initial
state to a final target state, under the condition that only
interactions of the LZ type as in Eq. (1) are considered.
First the case is treated where the interaction strength
Γ(t) is not constrained in size and where ω(t) = const
= ω. In this case the optimal protocol is the composite
protocol, i.e. initial and final δ-like pulses and in between
a period with Γ(t) ≡ 0 of length Tmin, as in the special
case of the simulation in Refs. [10, 12]. For initial and fi-
nal states which are groundstates of the LZ Hamiltonian
the pulse strengths are ±π/4, while in general they are
different. When an arbitrary ω(t) is allowed, the con-
dition |ω(t)| ≤ ωmax is imposed (otherwise Tmin → 0
as ω → ∞). Then the optimal protocol is Γ(t) ≡ 0,
ω(t) ≡ ωmax and again an initial and final δ-like pulse.
Since arbitrarily large driving is a physical idealization
we also consider the constrained case, |Γ(t)| ≤ c. Surpris-
ingly, now the optimal protocol depends on the value of c.
For simplicity we consider for the constrained case only
initial and final states which are eigenstates of the LZ
Hamiltonian, with Γ = γin = −γ and Γ = γf = γ, γ > 0.
It is shown that for c > ω2/γ the optimal protocol is of
bang-off-bang type, i.e. an initial and final period with
Γ(t) ≡ ±c and in between a period with Γ(t) ≡ 0, as ex-
pected from the unconstrained case, and for c → ∞ one
recovers the unconstrained result. However, if c ≤ ω2/γ,
the optimal protocol is of bang-bang type, and there is
no time period with Γ(t) ≡ 0.
We also compare Tmin with the quantum speed limit
times Tqsl used in Refs. [10] and [12]. It is shown that
Tmin is less or equal to Tqsl of Ref. [10], in fact it is equal
to the latter when initial and final state are groundstates
of the LZ Hamiltonian, but for more general states Tmin
can be less than Tqsl of Ref. [10].
The control problem. The aim is to find an optimal
2driving Γ(t) such that the time-development operator
UH(t, 0) associated with H in Eq. (1) evolves an ini-
tial state |ψin〉 at time t = 0 to (a multiple of) a final
state |ψf 〉 at time T , i.e.
UH(T, 0)|ψin〉 = κ |ψf〉 , (2)
and to find the minimal time Tmin. If |ψin〉 and |ψf 〉 are
normalized to 1, κ is a phase factor, otherwise it also
contains the ratio of the normalization factors. To deter-
mine the minimal time required we use the Pontryagin
maximum principle (PMP) [13] which is explained fur-
ther below.
As a consequence of the Eulerian rotation angles
any U ∈ SU(2) can be written in the form U =
exp(−iσ3γ/2) exp(−iσ1β/2) exp(−iσ3α/2). Here it is
convenient (but not necessary) to rewrite this. Writing
UH(t, 0) = U(t) exp(iσ1π/4), τ3 ≡ γ(t), τ1 ≡ β(t) + π/2,
and τ2 ≡ α(t), one arrives at
UH(t, 0) = e
−iσ3τ3(t)/2 e−iσ1τ1(t)/2 e−iσ2τ2(t)/2 , (3)
with as yet unkown functions τi(t). This holds for any
traceless Hamiltonian. We now differentiate both sides
of Eq. (3), equate the result with U˙H = −i{Γσ3 +
ωσ1}UH , and multiply by eiσ3τ3/2 from the left and by
eiσ2τ2/2 eiσ1τ1/2from the right. This gives
τ˙3σ3 + τ˙1σ1 + τ˙2e
−iσ1τ1/2σ2e
iσ1τ1/2
= 2eiσ3τ3/2{Γσ3 + ωσ1}e−iσ3τ3/2.
Using e−iσ1τ1/2σ2e
iσ1τ1/2 = cos τ1σ2 + sin τ1σ3 etc. one
obtains
τ˙3σ3 + τ˙1σ1 + τ˙2(cos τ1 σ2 + sin τ1 σ3)
= 2Γσ3 + 2ω(cos τ3 σ1 − sin τ3 σ2). (4)
Since the σi’s are linearly independent this leads to a
system of three equations for τ˙i,
τ˙1 = 2ω cos τ3
τ˙2 = −2ω sin τ3/ cos τ1 (5)
τ˙3 = 2Γ + 2ω sin τ3 sin τ1/ cos τ1 .
These equations can also be used for an engineering type
approach by first prescribing a τ3(t), then solving for τ1(t)
and τ2(t) and finally calculating Γ(t) from the last equa-
tion, analogous to the approach in Ref. [14] which is
based on Lewis-Riesenfeld invariants. In Ref. [15] differ-
ent equations for a different model are considered.
Basically, the PMP deals with finding an optimal con-
trol function u∗(t) such that a given cost function J of
the form J =
∫ t1
0
L(u(t), ...)dt, where L is a function of
u(t) and some state functions and their derivatives, is
minimized for u(t) = u∗(t). Here, the time T required
for the protocol is to be minimized, J = T , and since one
can write T =
∫ T
0
1 dt one has L ≡ 1.
We first consider the case ω(t) ≡ ω > 0. As the con-
trol function we choose u(t) = Γ(t). The PMP then
introduces the “control Hamiltonian”
Hc = −L+ p1τ˙1 + p2τ˙2 + p3τ˙3 , L ≡ 1, (6)
where pi = pi(t) and where one inserts τ˙i from Eq. (5),
with Γ replaced by u. Then Hc assumes its maximum
for u = u∗, the optimal control, and in addition one has
p˙i = −∂Hc/∂τi when u = u∗. Moreover, Hc is constant
along the optimal trajectory, and this constant is zero if
the terminal time is free (i.e. not fixed), as in the present
case. In the following the asterisk on u∗ will be omitted.
Since u is unrestricted, the maximality of Hc gives
∂Hc/∂u = 0, and by Eq. (5) this gives ∂Hc/∂u = p3 = 0.
Then p˙i = −∂Hc/∂τi gives
p˙3 = −∂Hc
∂τ3
= 2ωp1 sin τ3 + 2ωp2
cos τ3
cos τ1
= 0 (7)
and thus
0 = 2ωp1 sin τ3 + 2ωp2 cos τ3/ cos τ1 (8)
p˙1 = −∂Hc
∂τ1
= 2ωp2 sin τ3 sin τ1/ cos
2 τ1 (9)
p˙2 = −∂Hc
∂τ2
= 0, p2 = const ≡ c2. (10)
Since Hc ≡ 0 for the optimal trajectory one obtains
2ωp1 cos τ3 − 2ωc2 sin τ3/ cos τ1 = 1 . (11)
Multiplying Eq. (8) by cos τ3 and Eq. (11) by sin τ3 and
then subtracting one obtains
2ωc2/ cos τ1 = − sin τ3 . (12)
Eqs. (8) and (11) then become sin τ3 (2ωp1 − cos τ3) = 0
and cos τ3 (2ωp1 − cos τ3) = 0, and therefore
2ωp1 = cos τ3, p˙1 = −τ˙3 sin τ3/2ω . (13)
With Eq. (12) one obtains from Eq. (9) for p˙1
p˙1 = − sin τ3 sin τ3 sin τ1/ cos τ1. (14)
Inserting for τ˙3 from Eq. (5) one obtains Γ sin τ3 = 0.
Hence in any open interval in which Γ 6= 0 one has
sin τ3 = 0 and thus τ˙3 = 0, which then implies Γ = 0.
Hence in the unconstrained case the optimal choice for Γ
is Γ(t) ≡ 0. Note that so far the initial and final state
have not come into play.
If one allows an arbitrary ω(t), with |ω(t)| ≤ ωmax, one
can introduce ω(t) as a second control function. An ar-
gument similar to the one above gives as optimal choice
Γ(t) ≡ 0 and ω(t) ≡ ±ωmax, where one can restrict one-
self to the plus sign.
Minimal time. When Γ(t) ≡ 0 the time-development
operator becomes UH(t, 0) = exp{−iωσ1t} which in gen-
eral does not satisfy Eq. (2). Therefore one needs initial
3and final δ -like pulses of zero time duration (or, equiva-
lently, initial and final conditions for UH). In the initial
and final pulse, ω drops out when |Γ| → ∞. The com-
plete time-development operator for the optimal protocol
from 0 to T is then
UH(T, 0) = e
−iαfσ3 e−iωσ1T e−iαinσ3 . (15)
For a given initial and final state one now has to deter-
mine all possible values of αin,f and T such that Eq. (2)
holds and then find the minimal T among them [16].
To illustrate the procedure we consider as a specific ex-
ample the case where |ψin〉 is the ground state of H−γ =
−γσ3+ωσ1 and |ψf 〉 the ground state ofHγ = γσ3+ωσ1,
with γ > 0. The lowest eigenvalue of H±γ is given by
λγ = −
√
γ2 + ω2 and corresponding (non-normalized)
eigenvectors |λγ〉− and |λγ〉+ can be written as
|λγ〉− = ω|0〉+ (λγ + γ)|1〉
|λγ〉+ = ω|0〉+ (λγ − γ)|1〉 . (16)
With Eq. (16) and exp(−iωσ1T ) = cosωT − iσ1 sinωT
one finds by means of a straightforward calculation
UH(T, 0) |λγ〉− (17)
= {ω cosωT e−i(αin+αf ) − i(λγ + γ) sinωT ei(αin−αf )}|0〉
+ {(λγ + γ) cosωT ei(αin+αf ) − iω sinωT e−i(αin−αf )}|1〉.
In order for this to equal a multiple of |λγ〉+ the ratios
of the respective first and second component have to be
equal, i.e.
ω cosωT e−i(αin+αf ) − i(λγ + γ) sinω T ei(αin−αf )
(λγ + γ) cosωT ei(αin+αf ) − iω sinω T e−i(αin−αf )
=
ω
λγ − γ (18)
which by a simple calculation gives
0 = ωγ cosωT (ei(αin+αf ) + e−i(αin+αf ))
+ ω2 sinωT i(ei(αin−αf ) − e−i(αin−αf )}
+ ωλγ cosωT (e
i(αin−αf ) − e−i(αin−αf )) (19)
The imaginary part (in the last line) gives sin(αin+αf) =
0, i.e. αf = −αin + nπ, and with this the real part gives
2γ cosωTeinpi = 2ω sinωTeinpi sin 2αin (20)
Hence tanωT = γ/ω sin 2αin and the time duration T
becomes minimal for αin,f = ±π/4. Thus one obtains
tanωTmin = γ/ω . (21)
For γ/ω = 2 this agrees with the experimental result of
Ref. [10] and also with the simulations.
For general initial and final (normalized) states |ψin〉 =
i0|0〉 + i1|1〉 and |ψf〉 = f0|0〉 + f1|1〉 , where σ3|0, 1〉 =
±|0, 1〉, one obtains by the same procedure the amazingly
simple result
cosωTmin = |f0i0|+ |f1i1| . (22)
If also ω(t) is time-dependent, with |ω(t)| ≤ ωmax, the
minimal time is obtained by replacing ω by ωmax in
Eq. (22). For optical driving of a two-level system, with
fixed detuning ∆ and the Rabi frequency Ω(t) as an un-
constrained control, ω in Eq. (22) is replaced by ∆ and
the components ik, fk by the components with respect to
the eigenvectors of σ1. Note that Tmin is symmetric under
the interchange of initial and final state. Also, Tmin = 0
if and only if |f1||i0| = |f0||i1|, i.e. |fj | = µ|ij | for some
µ > 0.
The initial and final δ pulse depend in general on the
relative phases of i0 and i1 and of f0 and f1 and on the
ratios of the components. In particular, if |ψin〉 and |ψf〉
are the groundstate of Hγin and Hγf , respectively, then
one can choose αf = −αin and αin = π/4 for γin < γf
and αin = −π/4 for γin > γf .
Constrained driving. Let |Γ(t)| ≡ u(t) ≤ c. From Eqs.
(5) and (6), the only term in Hc which contains u is of
the form 2p3u. If a maxixum of Hc is reached for u lying
in the interior of the interval [-c,c] then ∂Hc/∂u = 0,
and then Γ(t) ≡ 0, as before. If it lies on the boundary
then u = c or u = −c. Therefore, since one expects
that the initial and final δ-pulses are replaced by a time
development of finite duration, we make an ansatz with
an initial period of length Tc ≥ 0 with Γ(t) = c, then
a period of length Toff ≥ 0 with Γ(t) = 0, and a final
period of length T−c ≥ 0 with Γ(t) = −c, where some
of the three times may be zero. The total time T =
Tc + Toff + T−c should be minimal, with all three terms
non-negative.
The Hamiltonians in the three respective time periods
are ±cσ3 + ωσ1 and ωσ1 which gives
UH(T, 0) = e
−i(−cσ3+ωσ1)T−ce−iωσ1Toff e−i(cσ3+ωσ1)Tc
Here we consider only initial and final states |λγ〉±. The
same procedure as above then shows that T−c = Tc and
that Toff can be expressed as a function of Tc so that
the total time T becomes a function of Tc. This latter
function has to be minimized. For c ≥ ω2/γ one obtains
Tmin = 2Tc + Toff with
Tc =
1√
c2 + ω2
arcsin
√
c2 + ω2
2c(c+ γ)
(23)
Toff =
1
ω
arctan
cγ − ω2
ω
√
c2 + 2cγ − ω2 (24)
For c → ∞ Eq. (24) becomes Eq. (21) of the uncon-
strained case. Furthermore, as c → ∞, Tc → 0 and
(c2 + ω2)1/2Tc → π/4 so that the initial and final peri-
ods approach a δ pulse in σ3 of strength ±π/4, as in the
unconstrained case. For c ≤ ω2/γ one has Toff = 0 and
Tmin(c) = 2Tc =
2√
c2 + ω2
arcsin
√
γ(c2 + ω2)
2ω2(c+ γ)
. (25)
4T
c2 T
off
min
T
0
0.75
0.25
c
1.5
1.25
1.0
0.5
0.0
54321
FIG. 1: ωTmin, ωToff and 2ωTc, the double of the
corresponding bang duration ωTc, as a function of c/ω
for γ/ω = 2. For c→∞ one sees that ωTmin approaches
the unconstrained value arctan γ/ω. For
c/ω ≤ ω/γ = 0.5 there is no period with Γ(t) ≡ 0, i.e
Toff = 0, so that for these values of c the protocol is of
bang-bang type.
Thus for c > ω2/γ and for the states considered here,
the optimal protocol is of bang-off-bang type, while for
c ≤ ω2/γ it is bang-bang.
If there is a switching time ǫ > 0 for Γ from c to 0
and 0 to −c, with ωǫ, cǫ ≪ 1, and if one retains Tc and
Toff from above, then for the fidelity F one has F >
1 − 2(ωǫ + cǫ), instead of 1. This bound is independent
of the shape of the switching function. Finite coherence
times much longer than Tmin also have only a small effect
on F . Instead of keeping Tc and Toff from Eqs. (23,24)
one can change them to increase the fidelity to 1, up to
terms of second order in ωǫ and cǫ. E.g., for a linear
switch pulse one just has to use Tc − ǫ/2 and Toff − ǫ.
In Fig. 1, ωTmin is plotted as a function of c/ω for
γ/ω = 2, the off duration Toff , the asymptote arctan γ/ω
for the unconstrained case and 2Tc, the double of the
corresponding individual bang duration.
Quantum speed limit time. For a time-independent
Hamiltonian the state overlap |〈ψt|ψ0〉| is bounded
by the Fleming-Bhattacharyya bound [17], t ≥
arccos |〈ψ0|ψt〉|/(∆E/~), with ∆E the energy variance
of the state. For the time-dependent LZ Hamiltonian in
Eq. (1) and initial and final state momentary eigenstates
of the LZ Hamiltonian, Ref. [10] used a quantum speed
limit time Tqsl, with cosωTqsl = |〈ψf |ψin〉|, while Ref.
[12] suggested an expression with ω replaced by ∆E0/~,
the energy variance of the initial state with respect to
H0 = ωσ1. Since ∆E0/~ is strictly smaller than ω, the
quantum speed limit time used in Ref. [12] is larger than
Tqsl of Ref. [10]. Using Eq. (22) one finds
cosωTqsl = |f¯0i0 + f¯1i1| ≤ |f0i0|+ |f1i1| = cosωTmin
(26)
and since the cosine is strictly decreasing in [0, π/2] this
shows that one always has Tmin ≤ Tqsl.
Moreover, one has Tmin = Tqsl if and only if the relative
phase of f0 and f1 and that of i0 and i1 are equal since
this is the condition for the equality sign to hold in the es-
timate in Eq. (26). This is true in particular for ground-
states of Hγin and Hγf , but not if one is a groundstate
and the other the excited state. For example, if |ψin〉 and
|ψf〉 are the groundstate and excited state of Hγ , for a
fixed γ, then Tqsl = π/2ω, while Tmin = 1/
√
γ2 + ω2,
which is less than Tqsl.
Discussion. We have shown above that the speed
limit time Tqsl used in Ref.[10] coincides with Tmin pro-
vided one considers only momentary eigenstates of the
LZ Hamiltonian. However, for more general initial and
final states the time Tmin from Eq. (22) for the optimal
protocol may actually be smaller than Tqsl. Therefore,
for more general initial and final states the particular
expression for Tqsl in Ref. [10] does not seem to be ap-
propriate, and neither does that of Ref. [12] since it is
always larger than the former. A more natural choice as
a quantum speed limit time seems to be Tmin.
It should be noted that Tmin goes to zero for increasing
ω and therefore a universal quantum speed limit time
would be zero. Hence a meaningful quantum speed limit
time should only be defined with respect to a given class
of available Hamiltonians, such as above for the LZ type
Hamiltonians. This is exemplified in Fig. 1, where the
minimal time depends on the strength of the available
driving. It would be interesting to find an expression
that applies to a Hamiltonian class as large as possible.
I would like to thank O. Morsch and J.G. Muga for
stimulating discussions.
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