We introduce a new approach to a linear-circular regression problem that relates multiple linear predictors to a circular response, bringing a new modeling perspective on a circular variable. Some previous works model a circular variable as projection of a bivariate Gaussian random vector on the unit square, and the statistical inference of the resulting model involves complicated sampling steps. The proposed model treats circular responses as the result of the modulo operation on unobserved linear responses. The resulting model is a mixture of multiple linear-linear regression models. We present two EM algorithms for maximum likelihood estimation of the mixture model, one for parametric estimation and another for non-parametric estimation. Numerical examples are presented to demonstrate the performance of the proposed approach.
INTRODUCTION
Regression modeling with circular or directional data has application in numerous disciplines such as environmental fields including wind direction (Jammalamadaka & Lund 2006) and wave direction (Jona-Lasinio et al. 2012) , polymer science (Hamaide et al. 1991) , biology and medicine (Bell 2008 , Gao et al. 2006 , Mooney et al. 2003 , music (Dufour 2015) and social science (Brunsdon & Corcoran 2006 , Gill & Hangartner 2010 . Such applications have motivated scientists to develop regression models which are able to handle circular data. Depending on whether the predictors or responses are circular, the regression model are classified into a linear-circular model, a circular-linear model, and a circular-circular model, where 'linear' implies variables defined on the real line topology and 'circular' implies variables defined on the unit circle topology. This paper has focus on a linear-circular model, which relate linear predictors X to a circular response Θ. Although X can be multivariate, we do not use a bold face font for X, because it can be confused with a matrix symbol.
The main challenge in a linear-circular regression is the circular topology of the response variable, which makes the regression models proposed for a real response are not directly applicable for the linear-circular problem. Note that the distance between two real values can be quantified by the Euclidean distance in a real line, while it does not apply for two circular values due to the periodic nature of a circle, i.e., {2zπ + Θ : z is an integer} is the equivalent class of Θ. The circularity issue was addressed by three different approaches, the von Mises distribution (Gould 1969 , Johnson & Wehrly 1978 , Fisher & Lee 1992 , non-parametric circular regression (Di Marzio et al. 2013) , and the projected linear model (Presnell et al. 1998 , Nuñez-Antonio & Gutiérrez-Peña 2005 , Nuñez-Antonio et al. 2011 , Wang & Gelfand 2013 . We briefly summarize these approaches.
The very early researches on the linear-circular regression problem were mostly based on the assumption that the circular response Θ given predictors X = x follows the von Mises distribution with the density, f (Θ; µ, κ) = 1 2πI 0 (κ) exp{κ cos (Θ − µ(x))},
and the mean parameter µ(x) was regressed over observations {(x i , θ i )} via circular link function g, µ(x i ) = µ 0 + g(x i ). Gould (1969) proposed g(x) = β x, and Johnson & Wehrly (1978) used g(x) = 2πF (x), where F is the marginal distribution function of x. Later, Fisher & Lee (1992) proposed another form g(x) = 2 tan −1 sgn (β x) |β x| λ . Some maximum likelihood approaches were proposed to estimate the regression parameters. However, the likelihood functions of the proposed models are very difficult to optimize due to multi-modality having very narrow and sharp modes and unidentifiability of parameters (Presnell et al. 1998 ).
Another approach is to use a non-parametric smoothing (Di Marzio et al. 2013 ). The approach is to find an unknown regression function µ(·) that minimizes the angular risk function,
The minimizer of the risk is arctan(s(x), c(x)), where
The non-parametric estimates of s(·) and c(·) were achieved using the locally weighted regression over {sin(θ i )} and {cos(θ i )} respectively, and the estimates were plugged into arctan(s(x), c(x)) to give the estimate of µ(x).
A more popular approach is to treat a circular response as the projection of unobserved bivariate normal variables on the unit circle (Presnell et al. 1998 ),
where y i is a bivariate normal random vector with covariance Σ and mean µ i = B x i . The conditional distribution of θ i given x i is called the offset-normal distribution (Mardia 2014) or the projected normal distribution (Wang & Gelfand 2013) . Presnell et al. (1998) In this paper, we introduce a new modeling perspective to circular responses. The new modeling allows us to model a linear-circular regression with a mixture of linear-linear regression models, for which the identifiability and the statistical inference algorithm were well established. We refer it to the Angular Gaussian Mixture Model, shortly the AGMM.
The complexity of the model estimation is as simple as solving a standard Gaussian mixture model, so it is computationally much more feasible. The AGMM also provided more accurate estimation for many numerical examples. We will introduce the new model in Section 2. The statistical inference and the choice of tuning parameters will be discussed in Section 3. Five numerical examples will be presented with comparison to the projected linear model (Nuñez-Antonio et al. 2011 ) and the non-parametric smoothing (Di Marzio et al. 2013) in Section 4. Section 5 contains the conclusion of this paper.
AGMM Model
Consider a general linear-circular regression problem for p real predictors X and a circular response Θ. We treat a circular response Θ ∈ [−π, π] as the result of the modulo operation on an unobserved real (or linear) response Y ∈ R,
Equivalently, we can write
for an arbitrary integer Z. Consider the range of Z, Z ∈ {1, 2, . . . , K}. Note that every range {z 0 , z 0 + 1, ...., z 0 + K − 1} for an arbitrary integer shift z 0 is equivalent to our choice, and our choice is just one particular choice with z 0 = 1. For the time being, we assume K is known. We assume that conditioned on X = x, Y follows a Gaussian distribution,
where µ(·) and σ 2 (·) are continuous functions. Conditioned on Z = k and X = x,
where µ k (x) = µ(x)−2kπ−π. We further assume that Z|X = x has a discrete distribution,
where r k (x) ∈ [0, 1] and K k=1 r k (x) = 1. The marginal distribution of Θ|X = x is a mixture of Gaussian distributions,
One can assume certain parametric forms for µ(x), σ 2 (x) and r k (x). For example,
and r k (x) = r k , where φ(x) be the q-dimensional vector of nonlinear basis function values φ j (x)'s, and β is an q dimensional vector of unknown coefficients. For the case, the marginal distribution of Θ|X = x becomes a finite mixture of univariate normal distributions, which are completely described by a few parameters, β,
One can also consider µ(x), σ 2 (x) and r k (x) as non-parametric functions. For the case, the model becomes a finite mixture of non-parametric regression models. In any case, the identifiability of the mixture model is well studied (Huang et al. 2013 , Theorem 1).
Remark. The AGMM is a mixture of multivariate linear-linear regression models. Figure   1 illustrates an perspective to interpret AGMM. Note that the unobserved variable Y |X = x comes from a multivariate linear model N (µ(x), σ 2 (x)), which typically forms a continuous regression line (Figure 1-(a) ). However, due to the result of the modulo operation on Y |X = x, Θ|X = x exhibits discontinuity, so the random sample from Θ|X = x appears mixed observations from multiple different models (Figure 1-(b) ). The AGMM model fits a mixture of regression models to the observation to infer the unobserved model Y |X = x, so the Θ|X = x can be inferred by taking the modulo operator on Y |X = x.
Model Estimation
Assume that {(x i , θ i ), i = 1, ..., n} is a random sample from the population (X, Θ). In this section, we will describe how to estimate the unknown functions r k (·), µ(·) and σ 2 (·) 
Figure 1: Circular response can be seen as the result of the modulo operation on a linear response.
given the random sample. Section 3.1 describes the parameter estimation when certain parametric forms of r k (·), µ(·) and σ 2 (·) are assumed, and Section 3.2 contains the nonparametric estimation. Section 3.3 discusses how to achieve the good initial solutions for both of the cases.
Likelihood Maximization For Parametric Case
Let f (Θ|µ, σ 2 ) denote the density function of N (µ, σ 2 ). Assume the parametric forms
of nonlinear basis function values φ j (x)'s, and β is an q dimensional vector of unknown coefficients. The log likelihood function becomes a function of β, r and σ 2 .
The log likelihood for the standard Gaussian mixture model can be easily maximized using the standard EM algorithm:
Initialize: Get the initial estimates of β, σ 2 and r k using Section 3.3.
E-
Step: Compute
Step: Update the parameter estimation
The EM algorithm requires the predetermined number of mixture components K. The choice of the mixture components for a finite Gaussian mixture model has been extensively studied. The comprehensive review can be found at McLachlan & Rathnayake (2014) . In this paper, we use the Bayesian information criterion approach,
where L K and df K are the maximum log likelihood and the degree of freedom for a choice K respectively. The degree of freedom is equal to the total number of parameters,
Remark. The posterior estimation of the parameters can be also easily performed by a Gibbs sampler when conjugate priors are used, β ∼ N (0, σ
and r ∼ Dirichlet (γ), with hyper priors σ 2 0 ∼ Inv-Gamma (α 0 , λ 0 ). We will skip the description of the Gibbs sampler since it is already well discussed in the literature (Viele & Tong 2002) .
Likelihood Maximization For Nonparametric Case
Assume µ(x), σ 2 (x) and r k (x) are non-parametric functions. The log likelihood function for the random sample is
Huang et al. (2013) studied a more general form of the log likelihood,
Our log likelihood is its special case with
We employ Huang et al. (2013) to estimate non-parametric functions r k (·), µ(·) and σ 2 (·).
The approach takes the kernel regression approach to approximate the the non-parametric functions. In the kernel regression, a finite number of grid points {x (j) : j = 1, ..., J} are pre-selected, and the non-parametric functions are locally approximated at each x (j) by local constants, i.e.,
Then, the non-parametric function values at an arbitrary location x are achieved by interpolating the local constants; we used a linear interpolation for numerical examples. For the maximum likelihood estimates of the local constants, an EM algorithm is proposed. Let
) denote the kernel function with bandwidth h. The local log likelihood
The local log likelihood is maximized to estimate the local constants r k,j , µ j and σ 2 j using the following EM steps:
Initialize: Get the initial estimates of µ(·), σ 2 (·) and r k (·) using Section 3.3. Use the estimates to evaluate r k (x i ), µ(x i ), and σ 2 (x i ).
E-step:
Compute
M-step: Update the estimation of the local constants
.
Update the values of r k (x i ), µ(x i ), and σ 2 (x i ) by interpolating the estimated r k,j 's, µ j 's and σ 2 j 's respectively.
The convergence of the EM algorithm were studied in Huang et al. (2013, Theorem 3) .
There are three tuning parameters, the number of mixture components K, the bandwidth parameter h and the locations and number of grid points x (j) for local regression.
The grid locations can be selected among the observations x i . In particular, this is more efficient when the input dimension p is high, because the uniform selection of the grid locations over a high dimensional space produces a huge number of the grid locations.
Regarding the selection of K and h, we follow Huang et al. (2013) , which first selects K that minimizes the BIC for certain ranges of values of K and h and then chooses h using a multi-fold cross validation.
Initialization of Parameters
In this section we will discuss how to achieve good initial estimates of the model parameters that are necessary to initiate the EM methods described in Sections 3.1 and 3.2. We first estimate Z i and use them to estimate the model parameters. Note that Z i represents a class label, and we use a clustering algorithm to estimate the variable. First apply a clustering algorithm to find the disparate clusters of {(x i , θ i )}. For all of our numerical examples, we applied the density-based clustering algorithm (Ester et al. 1996) . Suppose that I k is the set of i's that index the elements belonging to the kth cluster. We will assign s k to the kth cluster,
To be specific, we first assign Z i one for the first cluster, i.e.,
and sequentially assign Z i 's for the other clusters as follows: for k ∈ {2, ..., K}, find k * that
where d H (I k , I k ) = min i∈I k ,j∈I k ||x i − x j || 2 quantifies the distance in between cluster k and cluster k . Let i k ∈ I k and j k ∈ I k denote the indices of x i and x j that achieve d H . Assign
With the procedure, one may have negative values for some Z i 's. Normalize the assignments so that the smallest Z i is one,
Once the initial assignments on Z i are completed, one may run either the M-step of Section 3.1 or the M-step of Section 3.2 with ψ i,k = 1 only if Z i = k.
Numerical Examples
In this section, the proposed AGMM will be applied for five examples, and the results will be analyzed and compared with the non-parametric smoothing (Di Marzio et al. 2013) and the projected linear model (Nuñez-Antonio et al. 2011) . For the comparison purpose, we used the results from the parametric AGMM model (described in Section 3.1); the comparison of the parametric AGMM and the non-parametric AGMM (described in Section 3.2) will be separately presented in Section 4.6. The parameter estimation of the parametric AGMM was performed using the Gibbs sampler to make the fair comparison of computation times in between AGMM and the Gibbs sampler of the projected linear model. For the projected linear model, we tried all of the linear, quadratic, and cubic models that were used to represent its mean function in their paper, and only presented the best result for each example. We used the Gibbs sampler proposed in the original paper to estimate the projected linear model, and 30,000 Gibbs sampling steps were taken while the first 10,000
burn-in samples were not used. For the non-parametric smoothing, we used a triangular kernel, and the 5-fold cross validation was used to select the kernel parameter.
Example 1: Blue Periwinkle Movement Dataset
The Blue Periwinkle Movement dataset have been used in many previous studies since its first use in the book of Fisher (1995) we cannot quantitatively analyze which method yields the best fit.
Example 2: Synthetic von Mises 1
In this example we followed Nuñez-Antonio et al. The estimated mean functions for the three methods were compared with the ground truth ω = 0.1 + arctan(5x) at a finite number of locations. Figure 3 shows the estimated mean functions. The estimates were within a reasonable range to the ground truth for all of the three methods. Table 2 compares the mean circular errors (MCE) of the three methods against the ground truth. The MCE was computed by
where θ i is the ground truth at the ith testing location, andθ i is the estimated output at the same testing location. 200 testing locations are uniformly sampled from the domain of X, i.e., T = 200. The MCEs of the three methods look reasonable. The non-parametric smoothing outperformed the two other methods, but the difference was not big. 
Example 3: Synthetic von Mises 2
We randomly sampled 160 data points from X ∼ Uniform(−1, 1) and Θ|X = x ∼ V M (ω, k) with mean ω = 0.1 + 5x and the concentration parameter k = 8. In this example the data points are split into three different clusters, making more complicated patterns than the previous example. Table 2 . The AGMM also showed competitiveness in computation time; see Table 3 . 
Example 4: Synthetic Data
In this example we randomly sampled 300 data points from X ∼ Uniform(−1, 1) and
where µ(x) = arctan (2x) + arcsin should be continuous. However, due to the population variance, the sampled y i value can be out of the range [0, 2π] . Therefore, the corresponding θ i values in the random sample can be divided into multiple disconnected pieces as the results of the modulo operation on y i . Figure 5 shows the random sample split in three pieces.
We compared the mean estimates of the three methods with the ground truth. Figure   5 shows the comparison. The AGMM produced the mean estimates close to the ground truth, while the two other methods produced the mean estimates quite deviating from the ground truth. For the projected linear model, all of linear, quadratic, and cubic models for the mean function were tested, and none of the choices produced a good fit. The result with the quadratic mean model is displayed in Figure 5 .
Example 5: Synthetic von Mises 4
This example is similar to Example 3 but it comes with more complexities. We sampled 160 data points from X ∼ Uniform(−1, 1) and Θ|X = x ∼ V M (ω(x), k) with mean ω(x) = 0.1 + 8x and k = 8. The mean function ranges wider than that for Example 3, and the sampled Θ values are split into more number of disparate pieces as the result of a modulo operation. mates. This is well reflected in the comparison of the mean circular errors in Table 2 .
Parametric AGMM vs. Non-parametric AGMM
In this section, we compare the parametric AGMM model (described in Section 3.1) and the non-parametric AGMM model (described in Section 3.2) for Examples 4 and 5. For the non-parametric AGMM, all x i 's of the random sample are chosen as the grid locations x (j) 's to form non-parametric functions. We fixed h = 0.01 and K was simply chosen using the BIC. For the parametric AGMM, we ran 30,000 Gibbs sampling iterations with the first 10,000 as burn-in samples.
The mean estimates and the variance estimates were compared. Table 1 shows the errors against the ground truths.
For Example 5, the ground truth is σ 2 = 0.7, and for Example 5, the ground truth is 
Discussion
In this section, we summarize the estimation accuracy and the computation efficiency of the three compared methods for the five testing examples. Besides the estimation accuracy, the computation time is another important factor to be considered. Table 3 contains the total computation times of the three methods for the five examples. The non-parametric smoothing does not involve any sampling, so it is fastest. Parameter tuning is the most significant part of its computation, which involves a 5-fold cross validation for choosing one kernel parameter in the triangular kernel. The computation times of the AGMM are the times for 30,000 Gibbs sampling steps, which were not very long. This is because all sampling steps with the Gibbs sampler of the AGMM are as simple as sampling from standard distributions such as normal, beta and inverse gamma distributions.
The projected linear model has a significantly high computation time. It is mainly due to the existence of many Metropolis-Hastings samplings within its Gibbs sampler.
To be specific, when n is the number of observations, n Metropolis-Hastings samplings are performed every iteration of the Gibbs sampling. In Table 3 Another practical issue with the projected normal model is that the Gibbs samplings are being kept in some bad local optima. For Example 4, we looked at the sampling results after the burn-in period of 10,000. The samples keep varying within a certain range, which correspond to bad mean estimates. Figure 9 shows the mixing plots for the mean parameters for a quadratic mean model µ = B 1 + B 2 X + B 3 X 2 . With the sampling range, the estimated mean function is not a good fit to the ground truth as we previously saw in Figure 5 .
On the other hand, the non-parametric smoothing also did not perform well for Examples 4 and 5, showing that this model is less capable of having accurate fit for complicated circularity patterns of data. In addition, the non-parametric smoothing only yields the mean estimates, while the AGMM provides both of the mean and variance estimates as illustrated in Figures 7 and 8 .
Conclusion
The AGMM model provides a novel modeling perspective to a circular response variable 
