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UNE VERSION RELATIVE DE LA CONJECTURE DES PÉRIODES DE
KONTSEVICH-ZAGIER
par
Joseph Ayoub
Résumé. — Nous partons d’une série F =
∑
r−∞ fr · $r où $ est l’indéterminée et les coefficients
fr = fr(z1, · · · , zn) sont des fonctions holomorphes définies sur un voisinage ouvert du polydisque fermé
D¯n = {(z1, · · · , zn); |zi| ≤ 1}. En intégrant les coefficients de cette série sur le n-cube réel [0, 1]n, on
obtient la série de Laurent
∫
[0,1]n
F. Lorsque F est algébrique nous dirons que
∫
[0,1]n
F est une série
de périodes. Dans cet article, nous cherchons à déterminer les séries algébriques F telles que
∫
[0,1]n
F
est nulle. En principle, ceci fournit des informations sur les propriétés de transcendance des séries de
périodes. Notre résultat principal rappelle la conjecture des périodes de Kontsevich-Zagier sous une
forme remaniée.
Abstract. — We start with a series F =
∑
r−∞ fr ·$r with indeterminate $ and where the coefficients
fr = fr(z1, · · · , zn) are holomorphic functions defined on an open neighborhood of the closed polydisc
D¯n = {(z1, · · · , zn); |zi| ≤ 1}. Integrating the coefficients of this series on the n-dimensional real cube
[0, 1]n yields a Laurent series
∫
[0,1]n
F. When F is algebraic we say that
∫
[0,1]n
F is a series of periods.
In this article, our goal is to determine the algebraic series F such that
∫
[0,1]n
F is zero. In principle, this
gives informations on the transcendence properties of series of periods. Our main result is reminiscent
to the Kontsevich-Zagier conjecture on periods in a modified form.
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1. Introduction
Dans tout l’article, k désignera un corps muni d’un plongement complexe σ : k ↪→ C. En
général, nous identifions k avec son image dans C.
1.1. La conjecture des périodes de Kontsevich-Zagier. — Commençons par introduire quelques
algèbres de fonctions.
Pour n ∈ N, on notera D¯n = {(z1, · · · , zn); |zi| ≤ 1} le polydisque fermé de rayon 1. (En par-
ticulier, D¯0 est un singleton.) L’anneau des (germes de) fonctions holomorphes définis sur un
voisinage ouvert de D¯n sera noté comme d’habitude O(D¯n). (En particulier, O(D¯0) = C.) On no-
tera Ok−alg(D¯n) ⊂ O(D¯n) le sous-anneau des fonctions holomorphes qui sont algébriques sur le
corps des fractions rationnelles k(z1, · · · , zn). (En particulier, Ok−alg(D¯0) est simplement la clôture
algébrique k¯ ⊂ C de k dans C.) Une fonction dans Ok−alg(D¯n) est dite k-algébrique. On identifie
O(D¯n) et Ok−alg(D¯n) à des sous-anneaux de O(D¯n+1) et Ok−alg(D¯n+1) en considérant une fonction
de n variables comme une fonction de n + 1 variables constante relativement à la variable zn+1. On
pose alors O(D¯∞) =
⋃
n∈N O(D¯n) et Ok−alg(D¯∞) =
⋃
n∈N Ok−alg(D¯n).
On dispose d’un morphisme de C-espaces vectoriels∫
[0,1]∞
: O(D¯∞) // C (1)
qui associe à une fonction f = f (z1, · · · , zn) son intégrale
∫
[0,1]n f . (Ceci ne dépend pas de n.) La
restriction de (1) à Ok−alg(D¯∞) est un morphisme de k-espaces vectoriels∫
[0,1]∞
: Ok−alg(D¯∞) // C. (2)
L’image de (2) est une sous-k-algèbre de C ; lorsque k = Q, il s’agit de l’anneau des périodes
au sens de [16]. Une formulation de la conjecture des périodes de Kontsevich-Zagier concerne le
noyau de (2). On peut l’énoncer comme suit (cf. [4, Rem. 2.109]).
Conjecture 1.1 — (des périodes de Kontsevich-Zagier, forme compacte)
Supposons que k est un corps de nombres. Alors, le noyau de (2) est le sous-k-espace vectoriel
engendré par les éléments de la forme
∂g
∂zi
− g|zi=1 + g|zi=0 (3)
avec g ∈ Ok−alg(D¯∞) et i ∈ N − {0}.
Dans (3), nous avons noté g|zi= la substitution dans g de la variable zi par la valeur  ∈ {0, 1}.
Si k est un corps de nombres, on a Ok−alg(D¯∞) = OQ−alg(D¯∞) de sorte qu’on ne restreint pas la
généralité en prenant k = Q dans la Conjecture 1.1.
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Remarque 1.2 — Pour comprendre la nature de la Conjecture 1.1 il est utile de remarquer que
sa version holomorphe est vraie pour une raison plutôt triviale. En effet, soit f = f (z1, · · · , zn) une
fonction holomorphe dans le noyau de (1) et raisonnons par récurrence sur n. Lorsque n = 0, il n’y
a rien à montrer. Supposons que n ≥ 1 et soit g une primitive de f par rapport à la variable zn, i.e.,
∂
∂zn
g = f . La fonction h = f − ( ∂∂zn g − g|zn=1 + g|zn=0) est aussi dans le noyau de (1) et ne dépend
que des variables z1, · · · , zn−1. On peut donc lui appliquer l’hypothèse de récurrence pour l’écrire
comme une somme
∑n−1
i=1
∂
∂zi
gi − gi|zi=1 + gi|zi=0. Ceci permet de conclure.
Bien entendu, le raisonnement ci-dessus ne peut pas fonctionner dans le cas algébrique pour
la raison simple mais fondamentale : une primitive d’une fonction algébrique est en général une
fonction transcendante. Une autre différence à noter entre le cas algébrique et le cas holomorphe
est que la Conjecture 1.1 a peu de chance d’être vraie si l’on fixe le nombre de variables à l’avance.
Autrement dit, si f = f (z1, · · · , zn) est dans le noyau (2), il est probablement nécessaire d’utiliser
des fonctions g qui dépendent de plus de n + 1 variables si on veut écrire f comme une somme de
termes (3). 
Dans [16], Kontsevich et Zagier énoncent une conjecture similaire à la Conjecture 1.1 mais
beaucoup moins précise ; il s’agit de [16, Conj. 1]. Cette conjecture stipule que si une période
admet deux présentations intégrales, alors il est possible de passer d’une présentation à l’autre à
l’aide des lois élémentaires du calcul intégral, à savoir : linéarité, changement de variable et for-
mule de Stokes. Bien entendu, la restriction fondamentale est que tous les fonctions et domaines
d’intégrations auxiliaires sont supposés « algébriques » sur Q. Plus loin dans cet article (cf. [16,
§4.1]), Kontsevich et Zagier donnent une forme plus « scientifique » à leur conjecture. Pour cela,
ils introduisent un Q-espace vectoriel, que nous noterons ici P effKZ, ayant pour générateurs des sym-
boles [(X,Y, n, ω, γ)] où X est un Q-schéma de type fini, Y ⊂ X est un sous-schéma fermé de X,
n ∈ N est un entier naturel, ω ∈ HndR(X,Y) est une classe de cohomologie de De Rham algébrique
relative et γ ∈ Hn(X(C),Y(C);Q) est une classe d’homologie singulière relative. Ces générateurs
vérifient les relations suivantes :
1. (linéarité) [(X,Y, n, ω, γ)] est linéaire en ω et γ.
2. (changement de variable) Si f : (X′,Y ′) // (X,Y) est un morphisme de paires (défini sur
Q), ω ∈ HndR(X,Y) et γ′ ∈ Hn(X′(C),Y ′(C);Q), alors
[(X′,Y ′, n, f ∗ω, γ′)] = [(X,Y, n, ω, f∗γ′)].
3. (formule de Stokes) Si Z ⊂ Y ⊂ X est une chaîne de sous-schémas fermés, β ∈ Hn−1dR (Y,Z) et
γ ∈ Hn(X(C),Y(C);Q), alors
[(X,Y, n, dβ, γ)] = [(Y,Z, n − 1, β, ∂γ)]
avec
d : Hn−1dR (Y,Z) // H
n
dR(X,Y) et ∂ : Hn(X(C),Y(C);Q) // Hn−1(Y(C),Z(C);Q)
les morphismes bord des suites exactes longues usuelles.
On a un morphisme d’évaluation
ev : P effKZ // C (4)
donné par ev[(X,Y, n, ω, γ)] =
∫
γ
ω. La conjecture des périodes de Kontsevich-Zagier affirme que
(4) est injectif. Pour expliquer le lien avec la Conjecture 1.1, on note le lemme suivant.
Lemme 1.3 — Il existe un morphisme (de Q-espaces vectoriels) f : OQ−alg(D¯∞) // P effKZ qui rend
le triangle
OQ−alg(D¯∞)
f
//
∫
[0,1]∞ ++
P effKZ
ev

C
commutatif.
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Demonstration Soit f ∈ OQ−alg(D¯n). D’après [4, Prop. 2.102], il existe un morphisme étale de
Q-schémas affines u : U // An
Q
et un triangle commutatif de (pro-)variétés analytiques
D¯n
j
//
((
U(C)
u

Cn
(la flèche oblique étant l’inclusion évidente) tels que f est dans l’image de j∗ : O(U) // O(D¯n).
On choisit f ′ ∈ O(U) tel que j∗( f ′) = f . (Si U est connexe, un tel choix est unique.)
On note Z ⊂ U l’image inverse par u du diviseur à croisements normaux ∂An
Q
⊂ An
Q
défini par
l’équation
∏
∈{0,1}, 1≤i≤n(zi − ) = 0. On note aussi ξ ∈ Hn(U(C),Z(C);Q) la classe d’homologie
singulière relative définie dans le complexe des chaînes cubiques par la composition de
[0, 1]n ↪→ D¯n j // U(C).
On pose alors
f( f ) = [(U,Z, n, f ′dz1 ∧ · · · ∧ dzn, ξ)]. (5)
En utilisant les relations du type changement de variable dans P effKZ, on vérifie sans peine que le
membre de droite dans (5) ne dépend que de f . La commutation du triangle de l’énoncé est une
conséquence immédiate de la construction. 
L’énoncé suivant montre que la Conjecture 1.1 est équivalente à la conjecture des périodes de
Kontsevich-Zagier.
Fait 1.4 — Le morphisme f : OQ−alg(D¯∞) // P effKZ est surjectif et son noyau est le sous-Q-espace
vectoriel engendré par les éléments de la forme (3).
Le Fait 1.4 n’a rien d’évident et nous n’en donnerons pas une preuve ici ; ceci n’est pas l’ob-
jectif de cet article. En effet, il ne servira que pour accréditer l’attribution de la Conjecture 1.1
à Kontsevich et Zagier. Notons toutefois que le Fait 1.4 est une conséquence d’un théorème de
comparaison entre le groupe de Galois motivique construit dans [4] et celui de Nori (cf. [18]).
Remarque 1.5 — Le lecteur sceptique s’inquiétera de la « disparition » des relations du type
changement de variable dans notre formulation de la conjecture de Kontsevich-Zagier. Nous ex-
pliquerons ici comment retrouver ces relations dans le cas d’une seule variable. Soient f et u deux
fonctions k-algébriques sur D¯1 et supposons que u(0) = 0 et u(1) = 1. Considérons le changement
de variable z1  u(z1) et montrons que f (z1) et u′(z1) f (u(z1)) définissent la même classe dans le
quotient de Ok−alg(D¯∞) par le sous-k-espace vectoriel engendré par les éléments de la forme (3).
En dérivant la fonction g(z1, z2) = (u(z1)−z1)· f (u(z1)·z2 +z1 ·(1−z2)) par rapport à la variable z1
et en remarquant que les fonctions g|z1= sont nulles pour  ∈ {0, 1}, on obtient la relation suivante :
(u′(z1) − 1) · f (u(z1) · z2 + z1 · (1 − z2))
+ (u(z1) − z1) · (u′(z1) · z2 + (1 − z2)) · f ′(u(z1) · z2 + z1 · (1 − z2)) ≡ 0. (6)
En dérivant la fonction h(z1, z2) = (u′(z1) · z2 + (1− z2)) · f (u(z1) · z2 + z1 · (1− z2)) par rapport à la
variable z2 et en retranchant h|z2=1 − h|z2=0, on obtient la relation suivante :
(u′(z1) − 1) · f (u(z1) · z2 + z1 · (1 − z2))
+(u(z1) − z1) · (u′(z1) · z2 + (1 − z2)) · f ′(u(z1) · z2 + z1 · (1 − z2))
− u′(z1) · f (u(z1)) + f (z1) ≡ 0. (7)
Le résultat recherché s’obtient en retranchant les relations (6) et (7). Une méthode similaire montre
aussi qu’on a la relation f (z1) ≡ f (1 − z1). 
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1.2. Ce que nous démontrons dans cet article. — Dans toute la suite, $ désignera une variable
formelle (qui sera plus tard une uniformisante). On pose :
O†(D¯n) =
(
O(D¯n)[[$]]
)
[$−1].
Un élément de O†(D¯n) est une série de Laurent F =
∑
r−∞ fr ·$r où les fr sont des (germes de)
fonctions holomorphes sur le polydisque fermé de rayon 1 et de dimension n. On pose O†(D¯∞) =⋃
n∈N O†(D¯n).
Une série F ∈ O†(D¯n) est dite k-algébrique si F est algébrique sur le corps des fractions ra-
tionnelles k(z1, · · · , zn, $). On note O†k−alg(D¯n) le sous-anneau des séries k-algébriques. Si F =∑
r−∞ fr ·$r est dans O†k−alg(D¯n) alors ses coefficients fr sont dans Ok−alg(D¯n). Bien entendu, la
réciproque est fausse. On pose O†k−alg(D¯
∞) =
⋃
n∈N O
†
k−alg(D¯
n).
On dispose d’un morphisme de C-espaces vectoriels∫
[0,1]∞
: O†(D¯∞) // C(($)). (8)
Il associe à F =
∑
r−∞ fr ·$r ∈ O†(D¯∞) la série de Laurent∫
[0,1]∞
F =
∑
r−∞
(∫
[0,1]∞
fr
)
·$r.
L’application linéaire (8) identifie le sous-espace vectoriel O†(D¯0) à C(($)). En particulier, elle est
surjective.
De´finition 1.6 — Une série de Laurent dans C(($)) est dite une k-série de périodes si elle est
dans l’image de l’application k-linéaire∫
[0,1]∞
: O†k−alg(D¯
∞) // C(($)), (9)
restriction de (8) aux séries k-algébriques. Le sous-espace vectoriel des k-séries de périodes sera
notéP†(k). C’est une sous-k($)-algèbre de C(($)).
Remarque 1.7 — Comme pour les périodes au sens de Kontsevich et Zagier, certaines « situa-
tions géométriques » donnent lieu à des k-séries de périodes. Soit (X,Y, n, ω, γ) un quintuplet formé
d’un A1k = Spec(k[$])-schéma de type fini X, d’un sous-schéma fermé Y ⊂ X, d’un entier naturel
n ∈ N, d’une classe de cohomologie de De Rham relative ω ∈ HndR(Xη,Yη), avec Xη et Yη les fibres
génériques des A1k-schémas X et Y , et d’une famille γ = (γt)t∈C=A1k (C), 0<|t|< de classes d’homolo-
gie singulière γt ∈ Hn(Xt(C),Dt(C);Q) avec  > 0 un réel suffisamment petit. On suppose que la
famille γ = (γt)t est localement constante et invariante par la monodromie autour de 0 ∈ C. (En
particulier, elle est déterminée par sa valeur en un point proche de 0.) L’application t  
∫
γt
ωt
définit alors un germe de fonctions méromorphes au voisinage de 0 ∈ C dont le développement en
série de Laurent est une k-série de périodes. De plus, toutes les k-séries de périodes sont obtenues
de cette manière. Nous ne démontrerons pas ces assertions ici qui car nous n’en aurons pas besoin.

Les k-séries de périodes forment une classe importante de fonctions méromorphes qui rassemble
un grand nombre de fonctions classiques. Parmi les exemples on trouve les fonctions polylo-
garithmes, les inverses des fonctions elliptiques, certaines fonctions hypergéométriques (comme
2F1(a, b; c;$) avec a, b, c ∈ Q, b > 0 et c > 0), etc. Notre résultat principal concerne le noyau
de l’application (9). Pour l’énoncer, nous nous bornerons ici au cas k = C. Pour un énoncé plus
général, nous revoyons le lecteur au Théorème 4.25.
The´ore`me 1.8 — Lorsque k = C, le noyau de (9) est engendré par les éléments de la forme
∂G
∂zi
−G|zi=1 + G|zi=0 et
(
f −
∫
[0,1]∞
f
)
· L (10)
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avec G, L ∈ O†
C−alg(D¯
∞), i ∈ N − {0} et f ∈ OC−alg(D¯∞) telle que f et L ne dépendent pas
simultanément d’une même variable complexe.
Remarque 1.9 — La ressemblance entre l’énoncé ci-dessus et la Conjecture 1.1 est claire. Il
s’agit en fait d’une version relative de cette conjecture. Le Théorème 1.8 affirme qu’une relation
linéaire (et même algébrique) entre des séries de périodes n’est jamais le ressort du miracle. Elle
s’explique toujours par une raison « presque-algébrique ». En ce sens, il s’agit d’un résultat de
transcendance pour des séries de Laurent. 
Remarque 1.10 — Il est certainement possible de reformuler le Théorème 1.8 dans l’esprit de
[16, §4.1] en introduisant une variante convenable de l’espace vectoriel P effKZ (cf. la Remarque 1.7).
Nous ne donnerons pas cet énoncé dont la validité dépendrait d’une variante relative du Fait 1.4.

Remarque 1.11 — Il existe une variante du Théorème 1.8 où les polydisques fermés D¯n (et D¯∞)
sont remplacés par des cubes In (et I∞) avec I = [0, 1] ⊂ R l’intervalle unité. L’espace vectoriel
O†
C−alg(D¯
∞) est alors remplacé par l’espace vectoriel O†
C−alg(I
∞) dont les éléments sont les séries
de Laurent F =
∑
r−∞ fr · $r à coefficients des germes de fonctions holomorphes définies au
voisinage de In ⊂ Cn et tels que F est algébrique sur C(z1, · · · , zn, $). Cette variante se démontre
en remplaçant partout « D¯ » par « I » dans la preuve du Théorème 1.8. Hélas, il faudrait aussi
faire de même dans [4] et [5]. Une autre possibilité serait d’obtenir cette variante comme une
conséquence logique du Théorème 1.8 mais nous ne le ferons pas ici. 
1.3. Quelques mots sur la preuve. — Expliquons brièvement l’origine du Théorème 1.8. Elle
est motivique : nous obtiendrons le Théorème 1.8 comme une conséquence de la théorie dévelop-
pée dans [4, 5] et notamment [5, Th. 2.57] qui permet de « borner la taille » du groupe de Galois
motivique relatif Grel
/k (k($), σ
′) de l’extension transcendante pure k($)/k. (Ce groupe dépend du
choix d’une extension σ′ : k($) ↪→ C du plongement complexe de k : nous devons donc supposer
que l’extension C/k n’est pas algébrique.) Le résultat [5, Th. 2.57] affirme que l’image d’un certain
morphisme de pro-groupes
pi1(V(C r k¯), σ′($)) // Grel/k (k($), σ
′) (11)
est Zariski dense. Ci-dessus, V(Cr k¯) est la pro-variété analytique des voisinages Zariski de Cr k¯
dans C naturellement pointée par σ′($) et pi1(V(C r k¯), σ′($)) et son pro-groupe fondamental.
Notons P†For(k) le quotient du k-espace vectoriel O
†
k−alg(D¯
∞) par son intersection avec le C-
espace vectoriel engendré par les éléments de la forme (10). C’est la version « formelle » de
l’anneau des k-séries de périodes. On dispose d’un morphisme canonique d’« évaluation » :
P†For(k) // C(($)) (12)
d’imageP†(k) et le Théorème 1.8 équivaut à l’injectivité de ce morphisme.
La preuve du Théorème 1.8 comporte deux étapes. La première consiste à établir un lien entre
P†For(k) et l’algèbre des fonctions régulières sur le torseur des isomorphismes entre un foncteur de
réalisation de type Betti associé à un vecteur tangent et un foncteur de réalisation de type De Rham.
Plus précisément, nous considérons la réalisation de Betti tangentielle donnée par la composition
de
DM(k($))
Ψ$
// DM(k) Bti
∗
// D(Q) (13)
où DM(−) est la catégorie des motifs de Voevodsky, Ψ$ le foncteur « motif proche » et Bti∗ la
réalisation de Betti. À (13), nous savons associer un groupe de Galois motivique que nous noterons
G$mot(k($), σ). Par ailleurs, en appliquant (13) à l’objet représentant la cohomologie de De Rham
algébrique, on obtient une algèbre de périodes formelles P$(k($), σ). Le spectre de cette algèbre
est le torseur sous le groupe de Galois motivique G$mot(k($), σ) qu’il nous faut. En effet, nous
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réaliseronsP†For(k) comme une sous-algèbre de
P$(k($), σ)
⊗
P(k,σ),
∫ C
où P(k, σ) est l’anneau des périodes formelles associé au plongement complexe σ : k ↪→ C et∫
: P(k, σ) // C est le morphisme d’évaluation. Un ingrédient essentiel dans cette identification
est la théorie des motifs des variétés analytiques rigides [7] et notamment le modèle explicite du
foncteur de B1-localisation [7, Th. 2.5.32].
Dans la seconde étape de la preuve, nous considérons les analogues topologiques des construc-
tions précédentes et les morphismes d’évaluation. Ainsi, le groupe pro-algébrique G$mot(k($), σ)
sera comparé au pro-groupe fondamental de la pro-variété V(C r k¯) pointée par le vecteur tangent
∂
∂$ en 0. Plus précisément, on a un morphisme de pro-groupes
pi$1 (V(C r k¯)) // G
$
mot(k($), σ)
et il résulte de [5, Th. 2.57] que l’adhérence de son image est égale au noyau du morphisme
canonique de groupes pro-algébriques
G$mot(k($), σ) // Gmot(k, σ).
Il s’ensuit une propriété similaire pour les torseurs d’isomorphismes bien choisis. En explicitant
cette propriété, on trouve un morphisme injectif
P$(k($), σ)
⊗
P(k,σ),
∫ C // C(($)). (14)
En utilisant l’identification obtenue dans la première étape de la preuve, on tombe sur l’énoncé du
Théorème 1.8.
Remarque 1.12 — La preuve du Théorème 1.8 repose sur un arsenal de « machineries » plutôt
imposant en comparaison avec le caractère élémentaire de son énoncé. Voici une liste non exhaus-
tive de quelques-unes de ces « machineries » qui sont utilisées d’une manière essentielle, bien que
parfois cachée.
• La théorie des motifs des variétés algébriques de Voevodsky [20] et notamment l’étude co-
homologique des préfaisceaux avec transferts invariants par homotopie.
• Notre théorie des motifs des variétés analytiques rigides [7] et notamment l’étude cohomo-
logique des préfaisceaux avec transferts, surconvergents et invariants par homotopie.
• Notre formalisme des motifs proches, comme développé dans [2], et notamment sa compa-
tibilité avec le formalisme correspondant pour les faisceaux constructibles sur des variétés
analytiques [3].
• Le lien entre le formalisme des motifs proches et les motifs des variétés analytiques rigides
[7].
• Notre construction des algèbres de Hopf et des groupes de Galois motiviques [4, 5] ainsi que
l’étude des groupes de Galois motiviques relatifs et notamment [5, Th. 2.57] qui repose sur
le théorème de monodromie de Grothendieck (voir l’appendice de [22]).
• Le calcul de l’algèbre des fonctions régulières sur le torseur d’isomorphismes entre réalisa-
tion de Betti et réalisation de De Rham [4, Th. 2.104].
• La correspondance de Riemann-Hilbert sur une courbe et la théorie des équations différen-
tielles à singularités régulières [10].
Ce qui nous amène à la question suivante : existe-il une preuve élémentaire du Théorème 1.8 ?
Nous n’en savons rien ! 
1.4. Organisation de l’article. — Une bonne partie de la Section 2 est consacrée à des rap-
pels sur la théorie des motifs mais on y trouvera aussi des compléments nouveaux et importants.
Dans les §§2.1 et 2.2, on rappelle brièvement les constructions des catégories de S -motifs (sur un
schéma de base S ) et de motifs rigides (sur un corps non-archimédien K). Dans le §2.3 on rappelle
8 JOSEPH AYOUB
et on complémente certains résultats fondamentaux de [7]. En particulier, on explique comment
la théorie des motifs rigides permet d’obtenir des foncteurs « motif proche ». Dans le §2.4, on
rappelle la construction de la réalisation de Betti et on utilise cette réalisation pour comparer le
foncteur « motif proche » et son analogue topologique. Dans le §2.5, on introduit la réalisation de
Betti tangentielle qui jouera un rôle important dans la suite. Les §§2.6 et 2.7 constituent le cœur de
la Section 2. On y construit un modèle explicite du foncteur de réalisation de Betti tangentielle. Il
s’agit là d’un résultat difficile et un ingrédient important de la preuve du Théorème 1.8. L’existence
de ce modèle repose sur l’étude fine de la cohomologie des préfaisceaux avec transferts invariants
par homotopie dans le contexte algébrique [20] mais aussi dans le contexte analytique rigide [7].
Le but de la Section 3 est d’interpréter l’énoncé du Théorème 1.8 à l’aide de certains torseurs
d’isomorphismes sous certains groupes de Galois motiviques. Dans les §§3.1 et 3.2, on introduit les
trois groupes de Galois motiviques dont on aura besoin. Le premier, noté Gmot(k, σ), correspond
à la réalisation de Betti usuelle. Le second, noté G$mot(F, σ), correspond à la réalisation de Betti
tangentielle. Le troisième, noté Grel, $
/k (F, σ), mesure la différence entre les deux précédents. (Plus
précisément, le second groupe est un produit semi-direct du premier et du troisième.) Dans les
§§3.3 et 3.4, on utilise [5, Th. 2.49] pour montrer que Grel, $
/k (F, σ) est un quotient de la complétion
pro-algébrique du pro-groupe fondamental de la pro-variété analytique (C r k¯) = {Uan}∅,U⊂A1k .
Ce résultat est l’un des ingrédients principaux de la preuve du Théorème 1.8. Dans le §3.5, on
rappelle brièvement (suivant [4]) le calcul de l’algèbre du torseur d’isomorphismes entre la réa-
lisation de Betti et celle de De Rham. Dans le §3.6, on reprend le même calcul pour le torseur
d’isomorphismes entre la réalisation de Betti tangentielle et la réalisation de De Rham : mis à part
l’utilisation des résultats difficiles des §§2.6 et 2.7, la méthode est essentiellement la même. Une
fois que les calculs explicites des §§3.5 et 3.6 sont achevés, on est en mesure de faire le lien avec
l’énoncé du Théorème 1.8. C’est l’objet du §3.7 (cf. le Théorème 3.27).
Dans la Section 4, on démontre le Théorème 1.8 en se basant sur son interprétation motivique
(Théorème 3.27) et en utilisant la reformulation de [5, Th. 2.49] ; ces deux ingrédients étaient
obtenus dans la Section 3. Dans le §4.1, on rappelle la correspondance de Riemann-Hilbert sur
un ouvert Zariski dense U de la droite affine. On utilise cette correspondance pour construire un
foncteur fibre Frh sur la catégorie des systèmes locaux sur Uan à valeurs dans la catégorie des OU-
modules. Ensuite, on calcule explicitement le torseur des isomorphismes entre le foncteur fibre
tangentiel en l’origine de la droite affine (qui est à priori en dehors de U) et le foncteur fibre Frh.
Dans le §4.2, on étend la connexion de Gauss-Manin aux motifs et on fait le lien avec certains
résultats obtenus dans le §4.1. Dans le §4.3 on donne la preuve du Théorème 1.8 modulo un
résultat technique (à savoir le Théorème 4.21) dont la preuve occupera les §§4.4, 4.5 et 4.6.
Remerciements et commentaires. — Je tiens à remercier Simon Pepin Lehalleur pour l’intérêt
qu’il a manifesté pour ce travail, pour sa lecture d’une version antérieure de l’article et pour ses
commentaires qui ont contribué à améliorer le texte. Je remercie également Yves André d’avoir été
le lecteur sceptique de la Remarque 1.5. Enfin, je suis très reconnaissant au rapporteur anonyme
pour sa lecture minutieuse et ses suggestions pertinentes qui m’ont permis d’améliorer le texte.
Quelques mois après la rédaction et la soumission du présent article, Annette Huber-Klawitter
m’a signalé qu’elle possédait des notes inédites de Madhav Nori où des résultats analogues aux
nôtres sont obtenus. Il s’agissait des notes d’un exposé présenté par Madhav Nori à l’université
SUNY Buffalo en 2004 et dans lesquelles il démontre qu’une variante du morphisme (14) est
injective. (Mis à part que Madhav Nori travaille avec sa propre version des motifs mixtes, il consi-
dère aussi un foncteur de réalisation associé à un point complexe générique là où nous utilisons
un foncteur de réalisation associé à un point tangentiel.) Je remercie Annette Huber-Klawitter de
m’avoir signalé ce travail et Madhav Nori de m’avoir généreusement envoyé ses notes.
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2. Réalisation de Betti tangentielle pour les motifs de Voevodsky
Le but de cette section est d’introduire la réalisation de Betti tangentielle (voir la Définition
2.14) et d’établir le Théorème 2.39 qui jouera une rôle essentiel dans la suite. En outre, le lecteur
trouvera des rappels succincts et des compléments sur les motifs des variétés algébriques, les
motifs des variétés analytiques rigides, les foncteurs « motif proche » et la réalisation de Betti.
On fixe un corps k et un plongement complexe σ : k ↪→ C, et on note k¯ la clôture algébrique
de k dans C. On pose K = k(($)). C’est un corps complet non archimédien d’anneau de valuation
K◦ = k[[$]], d’idéal maximal K∨ = $ · k[[$]] et de corps résiduel K˜ = k. On notera aussi
F = k($) qu’on identifiera à un sous-corps dense de K.
Dans la suite, on supposera que le corps k est dénombrable. Cette hypothèse technique est sou-
vent superflue mais elle permettra de simplifier l’exposition. D’une part, elle entraîne l’existence
d’un plongement complexe σ′ : F ↪→ C qui prolonge celui de k (ce qui permet de ramener cer-
tains énoncés sur la réalisation de Betti tangentielle à des énoncés connus sur la réalisation de
Betti usuelle associée à σ′). D’autre part, elle servira pour donner un sens à certaines colimites ho-
motopiques dans des catégories triangulées. Ainsi, on pourra prendre des colimites homotopiques
indexées par l’ensemble des ouverts non vides de A1k dans n’importe quelle catégorie triangulée
ayant des sommes infinies.
2.1. Rappels sur les motifs des schémas. — Soit S un schéma de base régulier d’égale carac-
téristique nulle. (Nous serons intéressés par le cas où S est un corps de caractéristique nulle, voire
une courbe lisse sur un tel corps.) On note Sm/S la catégorie des S -schémas lisses. La catégorie
des correspondances finies (introduite dans [12, Chap. 2]) a pour objets les S -schémas lisses et
pour morphismes les S -correspondances finies ; elle est notée Cor(S ). Si X et Y sont dans Sm/S ,
le groupe des S -correspondances finies CorS (X,Y) est le Z-module librement engendré par les
sous-schémas intègres de X ×S Y qui sont finis et surjectifs sur une composante irréductible de X.
La définition de la composition dans Cor(S ) utilise les multiplicités d’intersection de Serre.
Dans cet article, nous travaillerons exclusivement à coefficients rationnels. Ainsi, un préfais-
ceau avec transferts sur Sm/S est un foncteur additif contravariant de Cor(S ) à valeurs dans la
catégorie des Q-espaces vectoriels. Les préfaisceaux avec transferts sur Sm/S forment une caté-
gorie abélienne de Grothendieck que l’on notera PST(Sm/S ). Si X ∈ Sm/S , on notera Qtr(X) =
CorS (−, X) ⊗ Q le préfaisceau avec transferts représenté par X. Rappelons aussi qu’un faisceau
avec transferts est un préfaisceau avec transferts dont la restriction à Sm/S est un faisceau pour
la topologie étale. Les faisceaux avec transferts forment une catégorie qu’on notera Str(Sm/S ).
C’est une catégorie abélienne et on dispose d’un foncteur de faisceautisation aét, adjoint à gauche
de l’inclusion Str(Sm/S ) ↪→ PST(Sm/S ).
La catégorie Cpl(PST(Sm/S )) des complexes de préfaisceaux avec transferts possède une struc-
ture de modèles projective (A1, ét)-locale. Elle est obtenue par une double localisation de Bous-
field à partir de la structure projective où les équivalences faibles sont les quasi-isomorphismes
de complexes de préfaisceaux et les fibrations sont les épimorphismes. La première localisa-
tion de Bousfield fournit la structure projective ét-locale pour laquelle un morphisme de com-
plexes de préfaisceaux avec transferts est une équivalence faible si et seulement si il induit un
isomorphisme sur les faisceaux étales associés aux préfaisceaux d’homologie. La catégorie ho-
motopique Hoét(Cpl(PST(Sm/S ))) de la structure ét-locale est équivalente à la catégorie dérivée
D(Str(Sm/S )). La seconde localisation de Bousfield est par rapport à la classe des morphismes
Qtr(A1X)[n] → Qtr(X)[n] pour X ∈ Sm/S et n ∈ Z. Elle fournit la structure (A1, ét)-locale et sa
catégorie homotopique est la catégorie triangulée DMeff(S ) des S -motifs effectifs de Voevodsky.
Remarque 2.1 — La définition originale de Voevodsky [12] (voir aussi [24] où le cas relatif
est considéré) utilise la topologie de Nisnevich au lieu de la topologie étale. Mais, à coefficients
rationnels, un préfaisceau avec transferts est un faisceau Nisnevich si et seulement si il est un fais-
ceau étale. Il s’ensuit que, à coefficients rationnels, les topologies de Nisnevich et étale fournissent
les mêmes catégories. 
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En utilisant les T -spectres, avec T = Qtr(P1S ,∞) le motif de Tate, on peut stabiliser la construc-
tion précédente. Ceci fournit la catégorie triangulée DM(S ) des S -motifs de Voevodsky où le motif
de Tate est inversible pour le produit tensoriel. (Voir par exemple [9, 21] pour plus de détails.) On
dispose d’un foncteur de T -suspension infinie
Sus0T : DM
eff(S ) // DM(S ). (15)
Lorsque S est le spectre d’un corps, le « cancellation theorem » de Voevodsky [23] affirme que
le foncteur (15) est pleinement fidèle. Rien d’analogue n’est connu lorsque la dimension de S est
non nulle.
Remarque 2.2 — Le motif de Tate T [−2] ∈ DMeff(S ) et sa suspension infinie Sus0T (T [−2]) ∈
DM(S ) sont souvent notés Q(1). Plus généralement, si M est un motif (effectif ou non), les twists
de M sont les M(n) = M ⊗ Q(1)⊗n pour n ∈ N. Lorsque M ∈ DM(S ), on peut étendre cette
définition pour n < 0 car Q(1) est alors inversible pour le produit tensoriel. 
Le résultat technique ci-dessous nous sera souvent utile pour ramener des questions sur les
catégories motiviques stables à des questions sur les catégories motiviques effectives.
Lemme 2.3 — Soit E = (En, γn)n∈N un T-spectre (non symétrique) de complexes de préfaisceaux
avec transferts. On a alors un isomorphisme dans DM(S ) :
E ' hocolimn∈N Sus0T (En)(−n)[−2n] (16)
où les morphismes de transition dans la colimite homotopique sont, à twist et décalage près, les
compositions de
Sus0T (En)(1)[2] ' Sus0T (T ⊗ En)
γn
// Sus0T (En+1).
Demonstration C’est standard. 
Nous aurons besoin d’une version, en apparence naïve, de la construction précédente, où l’on
considère des préfaisceaux sans transferts. (Les détails de cette construction se trouvent dans [2,
Chap. 4].) Ainsi, notons PSh(Sm/S ) la catégorie des préfaisceaux (en Q-espaces vectoriels) sur
Sm/S . Sa catégorie de complexes Cpl(PSh(Sm/S )) possède également une structure de modèles
projective (A1, ét)-locale obtenue par une double localisation de Bousfield. La catégorie homoto-
pique de la structure (A1, ét)-locale est notée DAeff, ét(S ). On réservera la notation DAeff(S ) pour la
variante Nisnevich de cette construction. En effet, contrairement à ce qui se passe pour les motifs
avec transferts, le choix de la topologie importe pour les motifs sans transferts : le foncteur évident
aét : DAeff(S ) // DAeff, ét(S ) n’est pas une équivalence de catégories. En utilisant les T -spectres,
avec T = (P1S ,∞) ⊗ Q le motif de Tate, on peut stabiliser la construction précédente. Ceci fournit
les catégories triangulées DAét(S ) et DA(S ) qui sont liées aux catégories DAeff, ét(S ) et DAeff(S )
par des foncteurs de T -suspension infinie, notés Sus0T .
Remarquablement, la version naïve n’est pas si naïve. En effet, on dispose d’un foncteur d’« ajout
des transferts » atr : PSh(Sm/S ) // PST(Sm/S ) qui induit des foncteurs triangulés
Latr : DAeff, ét(S ) // DMeff(S ) et Latr : DAét(S ) // DM(S ), (17)
et un théorème de Cisinski-Déglise affirme que les foncteurs (17) sont des équivalences de catégo-
ries. Pour une preuve relativement courte, le lecteur peut consulter [4, Ann. B].
2.2. Rappels sur les motifs des variétés rigides. — Les constructions du §2.1 gardent un sens
pour d’autres catégories de « variétés » et en particulier pour les variétés analytiques rigides sur
le corps non archimédien K. Nous répétons brièvement les constructions dans l’espoir de préciser
les notations. (Pour les constructions détaillées, nous renvoyons le lecteur à [7].)
On note SmRig/K la catégorie des K-variétés analytiques rigides lisses. (On supposera que nos
variétés analytiques rigides admettent un recouvrement admissible dénombrable par des ouverts
affinoïdes et, contrairement à [7], on supposera aussi qu’elles admettent un nombre fini de compo-
santes connexes.) On peut former la catégorie RigCor(K) ayant les mêmes objets que SmRig/K
et où les morphismes sont donnés par les correspondances finies. Les foncteurs contravariants et
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additifs de RigCor(K) dans la catégorie des Q-espaces vectoriels sont appelés les préfaisceaux
avec transferts sur SmRig/K. Ils forment une catégorie abélienne de Grothendieck qui sera notée
PST(SmRig/K). Si X ∈ SmRig/K, on note Qtr(X) = CorK(−, X)⊗Q le préfaisceau avec transferts
représenté par X. Un faisceau avec transferts est un préfaisceau avec transferts dont la restriction
à SmRig/K est un faisceau pour la topologie étale. (Vu qu’on travaille à coefficients rationnels,
ceci équivaut à demander que cette restriction est un faisceau pour la topologie de Nisnevich.) Les
faisceaux avec transferts forment une catégorie abélienne qui sera notée Str(SmRig/K).
La catégorie Cpl(PST(SmRig/K)) des complexes de préfaisceaux avec transferts possède une
structure de modèles projective (B1, ét)-locale obtenue par une double localisation de Bousfield.
La première localisation est topologique et fournit une catégorie homotopique équivalente à la
catégorie dérivée D(Str(SmRig/K)). La seconde localisation est par rapport à la classe des mor-
phismes Qtr(B1X)[n] // Qtr(X)[n] avec X ∈ SmRig/K et n ∈ Z. (Bien entendu, B1K = Spm(K{t})
est la boule unité de Tate.) La catégorie homotopique de la structure (B1, ét)-locale est la catégorie
triangulée RigDMeff(K) des motifs (effectifs) des variétés analytiques rigides.
Notons P1, anrK la variété analytique rigide associée à la doite projective sur K. En utilisant les
T -spectres, avec T = Qtr(P
1, anr
K ,∞) le motif de Tate, on obtient la catégorie RigDM(K) où le motif
de Tate est inversible pour le produit tensoriel. On a aussi un foncteur de T -suspension infinie
Sus0T : RigDM
eff(K) // RigDM(K) (18)
qui est pleinement fidèle par l’analogue analytique rigide du « cancellation theorem » de Voevod-
sky (cf. [7, Cor. 2.5.49]). Les twists de Tate dans les catégories RigDMeff(K) et RigDM(K) sont
définis de la même manière que dans le cas algébrique (cf. la Remarque 2.2). L’analogue rigide du
Lemme 2.3 est aussi vrai.
On dispose également de la variante sans transferts de la construction précédente. Ici, on consi-
dère la catégorie PSh(SmRig/K) des préfaisceaux (en Q-espaces vectoriels) sur SmRig/K. Sa
catégorie de complexes Cpl(PSh(SmRig/K)) possède une structure de modèles projective (B1, ét)-
locale obtenue par double localisation de Bousfield. La catégorie homotopique associée est notée
RigDAeff, ét(K). On réservera la notation RigDAeff(K) pour la variante Nisnevich de cette construc-
tion. Comme pour les schémas, cette distinction importe lorsqu’on n’utilise pas les transferts. En
utilisant les T -spectres, avec T = (P1, anrK ,∞)⊗Q le motif de Tate, on peut stabiliser la construction
précédente. Ceci fournit les catégories triangulées RigDAét(K) et RigDA(K) qui sont liées aux
catégories RigDAeff, ét(K) et RigDAeff(K) par des foncteurs de T -suspension infinie, notés Sus0T .
On dispose d’un foncteur d’« ajout des transferts » atr : PSh(SmRig/K) // PST(SmRig/K).
Il induit des foncteurs triangulés
Latr : RigDAeff, ét(K) // RigDMeff(K) et Latr : RigDAét(K) // RigDM(K) (19)
Comme pour les schémas, les foncteurs (19) sont des équivalences de catégories. (Nous ne dispo-
sons pas de référence pour cela, mais le lecteur vérifiera sans peine que la preuve présentée dans
[4, Ann. B] s’étend littéralement au cas des variétés analytiques rigides.)
2.3. Le foncteur « motif proche ». — Étant donné un F-schéma X, notons Xanr la variété ana-
lytique rigide associée. Le foncteur (−)anr induit un foncteur triangulé
Rig∗ : DMeff(F) // RigDMeff(K) (20)
qui envoie Qtr(X) sur Qtr(Xanr). Bien entendu, nous avons aussi la variante stable et les variantes
sans transferts de (20) ; elles seront également désignées par Rig∗.
Étant donnés r ∈ N − {0} et X ∈ Sm/k, notons Qgmr (X) le Gmk-schéma X ×k Gmk ayant pour
morphisme structural la composition de
X ×k Gmk // Gmk (−)
r
// Gmk.
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Notons quDMeff(k) la plus petite sous-catégorie triangulée de DMeff(Gmk), stable par sommes
infinies et contenant les objets de la forme Qtr(Q
gm
r (X)) avec r ∈ N − {0} et X un k-schéma lisse.
Un des résultats fondamentaux de [7, Chap. 2] s’énonce de la manière suivante.
The´ore`me 2.4 — Le foncteur composé
F : quDMeff(k) ↪→ DMeff(Gmk) $
∗
// DMeff(F)
Rig∗
// RigDMeff(K) (21)
est une équivalence de catégories. (Ci-dessus, $∗ est le foncteur « image inverse » suivant le
F-point $ ∈ Gmk(F).)
À vrai dire, l’énoncé ci-dessus est une version effective de [7, Th. 2.5.51] et ne figure pas
tel quel dans [7]. Expliquons donc comment l’obtenir. Notons quDM(k) la plus petite sous-
catégorie triangulée de DM(Gmk), stable par sommes infinies et contenant les objets de la forme
Sus0T (Qtr(Q
gm
r (X)))(n) avec r ∈ N − {0}, n ∈ Z et X un k-schéma lisse. C’est la version stable de
quDMeff(k). Le foncteur de T -suspension infinie induit un foncteur
Sus0T : quDM
eff(k) // quDM(k). (22)
Nous aurons besoin du résultat suivant.
Lemme 2.5 — Le foncteur (22) est pleinement fidèle.
Demonstration Le « cancellation theorem » de Voevodsky n’est pas disponible pour les motifs
au-dessus de Gmk. Heureusement, il est possible de descendre le problème à Spec(k).
Soient X et Y des k-schémas lisses, et r et s des entiers non nuls. D’après [7, Lem. 1.3.32], il
suffira de montrer que les homomorphismes
homDMeff(Gmk)
(
Meff(Qgmr (X)),M
eff(Qgms (Y))[m]
)
// homDM(Gmk)
(
M(Qgmr (X)),M(Q
gm
s (Y))[m]
)
sont des bijections pour tout m ∈ Z. (Ci-dessus, nous avons écrit Meff(−) et M(−) au lieu de Qtr(−)
et Sus0T (Qtr(−)).) Or, il est facile de voir que Qtr(Qgmr (X)) est un facteur direct de Qtr(Qgms·r (X)) et
de même avec Y à la place de X. On peut donc supposer que r = s.
En notant er : Gmk // Gmk le morphisme d’élévation à la puissance r, on a
Meff(Qgmr (X)) = er]e
∗
rM
eff(Qgm1 (X))
et de même pour M(Qgmr (X)). Par ailleurs, on a e∗rMeff(Q
gm
r (Y)) = Meff(Q
gm
1 (Y ×k (µr)k)) et de
même pour M(Qgmr (Y)). Ainsi, vu l’adjonction (er], e∗r ) et quitte à remplacer Y par Y ×k (µr)k, nous
sommes ramenés à montrer que les homomorphismes
homDMeff(Gmk)
(
Meff(Qgm1 (X)),M
eff(Qgm1 (Y))[m]
)
// homDM(Gmk)
(
M(Qgm1 (X)),M(Q
gm
1 (Y))[m]
)
sont des bijections pour tout m ∈ Z.
Puisque Qgm1 (Y) = Y ×k Gmk, on a Meff(Qgm1 (Y)) = p∗Meff(Y) et M(Qgm1 (Y)) = p∗M(Y) avec
p : Gmk // Spec(k) la projection structurale. Vu l’adjonction (p], p∗), nous sommes ramenés à
montrer que les homomorphismes
homDMeff(k)
(
Meff(X ×k Gmk),Meff(Y)[m]) // homDM(k) (M(X ×k Gmk),M(Y)[m])
sont des bijections pour tout m ∈ Z. Le « cancellation theorem » de Voevodsky [23] permet
maintenant de conclure. 
De´monstration du The´ore`me 2.4 La catégorie quDM(k) est égale à la catégorie QUDM(k) in-
troduite dans [7, Déf. 2.5.50]. (Ceci découle du fait que Qtr(Q
gm
r (X, f )) est un facteur direct de
Qtr(Q
gm
r (X[ f 1/r])).) En utilisant le Lemme 2.5 et le « cancellation theorem » pour les motifs des
variétés analytiques rigides (cf. [7, Cor. 2.5.49]), on déduit de [7, Th. 2.5.51] que la composition
de (21) est un foncteur pleinement fidèle. Il reste donc à voir que l’image de la composition de (21)
contient un système de générateurs de la catégorie triangulée avec sommes infinies RigDMeff(K).
D’après [7, Th. 1.2.36], un tel système de générateurs est donné par les objets de la forme
Qtr(Q
rig
r (X)) avec r ∈ N−{0}, X ∈ Sm/k et Qrigr (X) la fibre générique du schéma formel X[[$1/r]] =
(X⊗kK◦[$1/r])/ ($). (On utilise le fait queQtr(Qrigr (X, f )) est un facteur direct deQtr(Qrigr (X[ f 1/r]))
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pour simplifier le système de générateurs fourni par [7, Th. 1.2.36].) D’après [7, Th. 1.3.11], le
morphisme canonique Qtr(Q
rig
r (X)) // Qtr((X ⊗k F)anr) est une équivalence (B1, ét)-locale. Le
résultat recherché s’ensuit puisque Qtr((X ⊗k F)anr) est l’image de Qtr(Qgmr (X)) par la composition
de (21). 
On fixe une fois pour toute une équivalence de catégories RigDMeff(K) ' quDMeff(k) qui est
quasi-inverse à l’équivalence F. La définition suivante est motivée par [7, Scholie 1.3.26, (2)].
De´finition 2.6 — Le foncteur « motif proche » Ψ$ : DMeff(F) // DMeff(k) est la composition
de
DMeff(F)
Rig∗
// RigDMeff(K) ' quDMeff(k) ↪→ DMeff(Gmk) 1
∗
// DMeff(k). (23)
(Ci-dessus, 1∗ est le foncteur « image inverse » suivant la section unité 1 ∈ Gmk(k).)
Remarque 2.7 — On dispose aussi de la variante stable du foncteur « motif proche ». Elle
est notée Ψ$ : DM(F) // DM(k) et elle est définie de la même manière. Il s’ensuit aussitôt
un isomorphisme de commutation Ψ$ ◦ Sus0T ' Sus0T ◦ Ψ$. (En effet, les foncteurs Rig∗ et 1∗
commutent aux foncteurs de T -suspension infinie.) En utilisant le Lemme 2.3 on obtient alors le
fait suivant. Soit (En)n∈N un T -spectre de complexes de préfaisceaux avec transferts sur Sm/F, i.e.,
un objet de DM(F). On a alors un isomorphisme dans DM(k) :
Ψ$(E) = hocolimn∈N Sus0T (Ψ$(En))(−n)[−2n]. (24)
On laissera au lecteur le soin d’expliciter les morphismes de transition dans cette colimite. 
Pour les catégories des motifs sans transferts DA(−) et DAét(−), on dispose d’une autre construc-
tion des foncteurs « motifs proches » qui ne passe pas par les catégories des motifs rigides (cf. [2,
Chap. 3]). L’intérêt de cette construction est de se comparer plus facilement avec son analogue
topologique via la réalisation de Betti (cf. [3]). Il sera donc utile de savoir le résultat suivant.
Lemme 2.8 — Il existe un carré commutatif à un isomorphisme canonique près :
DAét(F)
Ψ$
//
atr

DAét(k)
atr

DM(F)
Ψ$
// DM(k).
(25)
Demonstration On remarque d’abord que le carré
DA(F)
Ψ$
//
atr

DA(k)
atr

DM(F)
Ψ$
// DM(k)
(26)
est commutatif à un isomorphisme canonique près. En effet, pour la catégorie DA(F) on peut
définir un foncteur « motif proche » en passant par la catégorie RigDA(K) des motifs rigides grâce
à [7, Scholie 1.3.26, (1)]. Avec cette définition, la commutation de (26) est tautologique et [7,
Scholie 1.3.26, (2)] permet de conclure.
Pour obtenir la commutation du carré de l’énoncé, on utilise le fait que les flèches verticales
dans (26) sont des foncteurs de localisation de Bousfield suivant les équivalences ét-locales. (En
effet, rappelons-le, les flèches verticales dans (25) sont des équivalences de catégories.) 
2.4. La réalisation de Betti. — Nous utiliserons la réalisation de Betti des motifs de Voevodsky
construite dans [5, §1.1.2]. Nous rappellerons les grandes lignes de la construction dans l’espoir
de préciser les notations.
Notons CpVar la catégorie des variétés analytiques complexes, lisses, dénombrables à l’infini
et possédant un nombre fini de composantes connexes. On peut former la catégorie des corres-
pondances finies AnCor ayant les mêmes objets que CpVar et où les morphismes sont donnés
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par les correspondances finies. Les foncteurs contravariants et additifs de AnCor dans la catégo-
rie des Q-espaces vectoriels sont appelés les préfaisceaux avec transferts sur CpVar. Ils forment
une catégorie abélienne de Grothendieck qui sera notée PST(CpVar). Si X ∈ CpVar, on note
Qtr(X) = Cor(−, X) ⊗ Q le préfaisceau avec transferts représenté par X. Un faisceau avec trans-
ferts est un préfaisceau avec transferts dont la restriction à CpVar est un faisceau pour la topologie
usuelle. Les faisceaux avec transferts forment une catégorie abélienne qui sera notée Str(CpVar).
La catégorie Cpl(PST(CpVar)) des complexes de préfaisceaux avec transferts possède une struc-
ture de modèles projective (D1, usu)-locale obtenue par double localisation de Bousfield. La pre-
mière localisation est topologique et fournit une catégorie homotopique équivalente à la catégo-
rie dérivée D(Str(CpVar)). La seconde localisation est par rapport à la classe des morphismes
Qtr(D1 ×X)[n] // Qtr(X)[n] avec X ∈ CpVar et n ∈ Z. (Bien entendu, D1 ⊂ C est le disque ouvert
de centre 0 et de rayon 1.) La catégorie homotopique de la structure (D1, usu)-locale est notée
AnDMeff. Le résultat suivant est à la base de la construction de la réalisation de Betti.
Proposition 2.9 — Le foncteur (−)cst qui envoie un Q-espace vectoriel V sur le préfaisceau avec
transferts constant Vcst : X ∈ CpVar Vpi0(X) induit une équivalence de catégories
(−)cst : D(Q) ∼ // AnDMeff. (27)
Un quasi-inverse est donné par RΓ(−), le foncteur dérivé du foncteur « sections globales ».
On rappelle qu’on s’était fixé un plongement complexe σ : k ↪→ C. Étant donné X ∈ Sm/k,
on note Xan la variété analytique complexe associée, i.e., dont l’ensemble des points est donné par
X(C). Le foncteur (−)an induit un foncteur triangulé
An∗ : DMeff(k) // AnDMeff.
De´finition 2.10 — La réalisation de Betti est le foncteur Bti∗ : DMeff(k) // D(Q) donné par la
composition de
DMeff(k) An
∗
// AnDMeff RΓ // D(Q). (28)
On notera Bti∗ son adjoint à droite.
Remarque 2.11 — On dispose également de la variante stable AnDM de la catégorie AnDMeff.
On a aussi les variantes sans transferts AnDAeff et AnDA. Toutes ces catégories sont équivalentes
à D(Q), ce qui permet de définir des foncteurs de réalisation de Betti pour les catégories DM(k),
DAeff, ét(k) et DAét(k). Ces foncteurs seront désignés par Bti∗. 
Remarque 2.12 — Par construction, on a un isomorphisme Bti∗ ◦ Sus0T ' Bti∗. En utilisant le
Lemme 2.3 on obtient alors le fait suivant. Soit (En)n∈N un T -spectre de complexes de préfaisceaux
avec transferts sur Sm/k, i.e., un objet de DM(k). On a alors un isomorphisme dans D(Q) :
Bti∗(E) = hocolimn∈N Bti∗(En) ⊗ Bti∗(Q(1))⊗−n[−2n]. (29)
On laissera au lecteur le soin d’expliciter les morphismes de transition dans cette colimite. 
Pour la suite, nous devons aussi considérer la réalisation de Betti sur une base. Dans [3], on
trouvera la construction d’une telle réalisation pour les catégories DAeff(−) et DA(−). Dans [4,
§2.1.2], nous avons montré que ces constructions s’étendent aussi aux catégories DAeff, ét(−) et
DAét. La raison est simple : comme c’est le cas pour la topologie de Nisnevich, la topologie étale
est moins fine que la topologie usuelle des variétés complexes. Si X est un k-schéma (de type
fini), les foncteurs de réalisation de Betti sont désignés par Bti∗X . Ils vont de DA
eff(X), DA(X),
DAeff, ét(X) et DAét(X) dans D(Xan), la catégorie dérivée des faisceaux de Q-espaces vectoriels sur
l’espace analytique complexe Xan. Le principe de construction de ces foncteurs est le même que
celui présenté ci-dessus. Nous renvoyons le lecteur à [3] et [4, §2.1.2] pour plus de détails. Étant
données les équivalences de catégories DAeff, ét(X) ' DMeff(X) et DAét(X) ' DM(X) vraies pour
X un k-schéma lisse, on déduit aussitôt des foncteurs de réalisation de Betti
Bti∗ : DMeff(X) // D(Xan) et Bti∗ : DM(X) // D(Xan).
On peut maintenant énoncer le théorème de compatibilité suivant.
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The´ore`me 2.13 — Soit U ⊂ A1k un ouvert Zariski et notons ΨU : DMeff(U) // DMeff(k) la
composition de
DMeff(U) $
∗
// DMeff(F)
Ψ$
// DMeff(k).
(Ci-dessus, $∗ est le foncteur « image inverse » suivant le F-point $ ∈ U(F) ⊂ Gmk(F).)
Notons aussi ΨUan : D(Uan) // D(pt) = D(Q) le foncteur « cycles proches » topologique.
Alors, nous avons une face carrée
DMeff(U)
ΨU
//
Bti∗U

DMeff(k)
Bti∗

w
D(Uan)
ΨUan
// D(Q)
(30)
qui est inversible sur les motifs constructibles (alias compacts) dans DMeff(U). La version stable
est également vraie.
Demonstration D’après le Lemme 2.8, il suffit de démontrer l’énoncé analogue pour le foncteur
« motif proche » ΨU : DAét(U) // DAét(k) et la réalisation de Betti Bti∗ : DAét(−) // D((−)an).
Il s’agit alors de [3, Th. 4.9]. 
2.5. La réalisation de Betti tangentielle. — On arrive à une définition importante pour la suite
de cet article. C’est la suivante.
De´finition 2.14 — La réalisation de Betti tangentielle est le foncteur TgB∗ : DMeff(F) // D(Q)
donné par la composition de
DMeff(F)
Ψ$
// DMeff(k) Bti
∗
// D(Q). (31)
Son adjoint à droite sera noté TgB∗.
Remarque 2.15 — Encore une fois, la réalisation de Betti tangentielle de la Définition 2.14
existe en plusieurs variantes. Il y a la variante stable, définie sur DM(F). Il y a aussi les variantes
sans transferts définies sur DA(F) et DAét(F). Tous ces foncteurs seront notés TgB∗. 
Remarque 2.16 — Par construction, on a un isomorphisme TgB∗ ◦Sus0T ' TgB∗. En utilisant le
Lemme 2.3 on obtient alors le fait suivant. Soit (En)n∈N un T -spectre de complexes de préfaisceaux
avec transferts sur Sm/F, i.e., un objet de DM(F). On a alors un isomorphisme dans D(Q) :
TgB∗(E) = hocolimn∈N TgB∗(En) ⊗ Bti∗(Q(1))⊗−n[−2n]. (32)
On laissera au lecteur le soin d’expliciter les morphismes de transition dans cette colimite. 
Soit X un k-schéma lisse et notons lisDMeff(X) ⊂ DMeff(X) la plus petite sous-catégorie tri-
angulée, stable par sommes infinies et contenant les X-motifs effectifs qui deviennent fortement
dualisables dans DM(X). Il s’agit de la version effective avec transferts de la catégorie SmDA(X)
de [5, §2.4.1] qu’on notera ici lisDA(X). Suivant la terminologie de [19], les objets de lisDMeff(X)
sont appelés des X-motifs lisses (effectifs). Toutefois, on attire l’attention du lecteur sur le fait
que dans [19], les X-motifs lisses sont supposés constructibles alors que les nôtres ne le sont pas
nécessairement.
Notons L̂S(Xan) ⊂ Shv(Xan) la sous-catégorie abélienne ayant pour objets les faisceaux de
Q-espaces vectoriels sur Xan qui s’écrivent comme une union filtrante de sous-systèmes locaux.
(Rappelons qu’un système local est simplement un faisceau localement constant ayant pour fibres
des Q-espaces vectoriels de dimension finie.) Notons aussi DL̂S(X
an) ⊂ D(Xan) la sous-catégorie
triangulée ayant pour objets les complexes de faisceaux L tels que
⊕
n∈Z Hn(L) est dans L̂S(X
an).
Avec ces notations, le foncteur de réalisation Bti∗X : DM
eff(X) // D(Xan) envoie un motif lisse
sur un objet de DL̂S(X
an) (voir [5, §2.4.1]). Il induit donc un foncteur
Bti∗X : lisDM
eff(X) // DL̂S(X
an). (33)
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Lemme 2.17 — Soit U ⊂ A1k un ouvert Zariski. On a un carré commutatif à un isomorphisme
canonique près :
lisDMeff(U) $
∗
//
Bti∗U

DMeff(F)
TgB∗

DL̂S(U
an)
ΨUan
// D(Q).
(34)
La version stable est également vraie.
Demonstration Ceci est une conséquence immédiate du Théorème 2.13 et du fait que le foncteur
ΨUan : D(Uan) // D(Q), restreint à DL̂S(U
an), commute aux sommes directes infinies. 
The´ore`me 2.18 — Soient U ⊂ A1r{0} un ouvert Zariski et u ∈ U(k) un point rationnel. On fixe un
lacet γ : [0, 1] → C différentiable en 0+ tel que γ(0) = 0, γ′(0) = 1, γ(1) = u et γ(]0, 1]) ⊂ U(C).
Il existe alors un isomorphisme (qui ne dépend que de γ) tγ : TgB∗ ◦ $∗ ' Bti∗ ◦ u∗ entre les
compositions de
lisDMeff(U) $
∗
// DMeff(F)
TgB∗
// D(Q)
et de
lisDMeff(U) u
∗
// DMeff(k) Bti
∗
// D(Q).
De plus, si pU : U // Spec(k) est le morphisme structural, on a un diagramme commutatif
d’isomorphismes de foncteurs
TgB∗ ◦$∗ ◦ p∗U
tγ
∼ // Bti∗ ◦ u∗ ◦ p∗U
∼

Bti∗ ◦ Ψ$ ◦$∗ ◦ p∗U
∼
// Bti∗.
La version stable est également vraie.
Demonstration En effet, les compositions en question sont aussi les compositions de
lisDMeff(U)
Bti∗U
// DL̂S(U
an)
ΨUan
// D(Q) et lisDMeff(U)
Bti∗U
// DL̂S(U
an) u
∗
// D(Q).
(Pour la première composition on utilise le Lemme 2.17.) On est donc ramené à construire un
isomorphisme entre les foncteurs ΨUan , u∗ : DL̂S(U
an) // D(Q). Ceci est élémentaire mais nous
devons revenir à la définition du foncteur « cycles proches » topologique. Notons E = C unionsq {(−∞)}
munie de la topologie pour laquelle un système fondamental de voisinages de (−∞) est donné par
les {z ∈ C |Re(z) < −N} unionsq {(−∞)} avec N ∈ N. On note r : E → C la fonction continue donnée par
r(z) = ez si z ∈ C et r(−∞) = 0. On a alors un diagramme commutatif
r−1(Uan)
j¯
//
rη

E
r

(−∞)i¯oo
Uan
j
// C 0
i
oo
et ΨUan = i¯∗ j¯∗r∗η. Vu que exp : C → C r {0} est un revêtement topologique, l’image inverse de
γ(]0, 1]) est une union disjointe de courbes dans C qui s’envoient isomorphiquement sur γ(]0, 1]).
Vu que γ′(0) = 1, il existe alors un unique relèvement γ¯ :]0, 1]→ C de γ (i.e., tel que γ = exp ◦ γ¯)
avec ]−∞, 0] asymptote à γ¯(]0, 1]). On étend γ¯ par continuité en posant γ¯(0) = (−∞). On peut
alors compléter le diagramme ci-dessus avec :
]0, 1]
¯¯j
//
γ¯η

[0, 1]
γ¯

0
¯¯i
oo
r−1(Uan)
j¯
// E (−∞).i¯oo
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Pour tout L ∈ DL̂S(Uan), on déduit un isomorphisme canonique
ΨUan(L) = i¯∗ j¯∗r∗η(L) ' ¯¯i∗ ¯¯j∗γ∗η(L)
et γ∗η(L) est quasi-isomorphe à un faisceau constant. (Bien entendu, on a posé γη = rη ◦ γ¯η.) Il
s’ensuit que ¯¯i∗ ¯¯j∗γ∗η(L) est canoniquement isomorphe à 1∗γ∗η(L) = u∗(L). 
Remarque 2.19 — On peut adapter la preuve du Théorème 2.18 pour montrer que le foncteur
TgB∗ : DMeff(F) // D(Q) est isomorphe (non canoniquement) au foncteur de réalisation de Betti
associé à un plongement complexe σ′ : F ↪→ C qui étend celui de k. On obtient alors la variante
effective et avec transferts de [5, Prop. 2.20]. 
2.6. Un modèle explicite du foncteur TgB∗, première partie. — L’objectif de ce paragraphe
et du paragraphe suivant est de construire un modèle explicite du foncteur TgB∗ dans l’esprit de
[4, §2.2.4]. Ce modèle constitue un ingrédient essentiel dans la preuve du Théorème 1.8. Comme
dans [4, §2.2.4], on note D¯nét le pro-schéma des voisinages étales du polydisque fermé dans A
n
k .
Rappelons sa définition. On note Vét(D¯n/Ank) la catégorie ayant pour objets les couples (U, u) avec
U un Ank-schéma étale et u : D¯
n // Uan un morphisme de (pro-)variétés complexes tel que le
triangle
D¯n
u
//
((
Uan

Cn
commute. (La flèche oblique ci-dessus est l’inclusion évidente.) D’après [4, Prop. 2.58], cette caté-
gorie est cofiltrante. Le foncteur d’oubli D¯nét : Vét(D¯
n/Ank)
// Sm/k, qui à un couple (U, u) associe
le k-schéma U, définit un pro-schéma lisse et même étale au-dessus deAnk . On voit immédiatement
que la famille
{
D¯nét
}
n∈N s’étend d’une manière naturelle en un pro-k-schéma cocubique Σ-enrichi
(au sens de [4, Déf. A.12]) qu’on notera D¯ét.
De´finition 2.20 — Soit L un complexe de préfaisceaux avec transferts sur Sm/k. Le complexe
de chaînes semi-algébriques à valeurs dans L est
SgDét(L) = Tot(C(L(D¯ét))). (35)
Ci-dessus, C(−) est le complexe simple associé à un objet cubique d’une catégorie additive (voir
par exemple [4, Déf. A.4]) et Tot(−) est le complexe total associé à un multi-complexe (voir [4,
§A.4] pour les conventions adoptées).
The´ore`me 2.21 — Soit L un complexe de préfaisceaux avec transferts sur Sm/k (i.e., un objet
de DMeff(k)). Alors, il existe un isomorphisme canonique :
Bti∗(L) ' SgDét(L). (36)
Demonstration Il s’agit de la variante avec transferts de [4, Cor. 2.63]. Pour l’obtenir, il y a deux
moyens de procéder : soit de remarquer que la preuve de [4, Cor. 2.63] se transporte littéralement
au cas des préfaisceaux avec transferts, soit d’obtenir le théorème comme une conséquence de [4,
Cor. 2.63]. Expliquons rapidement l’argument si l’on opte pour la seconde possibilité. D’après
Cisinski-Déglise, le foncteur Latr : DAeff, ét(k) // DMeff(k) est une équivalence de catégories et
son quasi-inverse est donné par Rotr. Il s’ensuit que Bti∗(L) ' Bti∗Rotr(L). Par ailleurs, d’après
[4, Lem. 2.111], le foncteur otr préserve les équivalences (A1, ét)-locales. Il se dérive donc tri-
vialement de sorte que Rotr(L) ' otr(L). On applique maintenant [4, Cor. 2.63] pour conclure.

Étant donné un pro-schéma X = {Xi}i, on note O(X) = colimi O(Xi). Pour une utilisation future,
nous rappelons le résultat suivant.
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Lemme 2.22 — Pour n ∈ N, le pro-schéma D¯nét est affine et on a un isomorphisme canonique :
O(D¯nét) ' Ok−alg(D¯n). (37)
Demonstration Il s’agit de [4, Prop. 2.58 et 2.102]. 
Nous expliquons maintenant un résultat analogue pour Rig∗ : DMeff(F) // RigDMeff(K) au-
quel on pense comme à un foncteur de réalisation dans le monde analytique rigide. On commence
par introduire quelques notations. Soit X un k-schéma de type fini. On note Qrig(X) la fibre géné-
rique (de Raynaud) de la complétion formelle de X ×k K◦ en sa fibre spéciale. Si X = Spec(A) est
affine alors Qrig(X) est le spectre maximal de la K-algèbre affinoïde A[[$]][$−1]. On note aussi
Qgeo(X) = X ⊗k F. On dispose d’une inclusion évidente Qrig(X) ↪→ (Qgeo(X))anr naturelle en X et
qui dans le cas affine correspond au morphisme tautologique A ⊗k F // A[[$]][$−1].
Dans la suite, on considère uniquement le cas où X est affine et on pose A = O(X). On définit un
pro-schéma Qrigét (X) de la manière suivante. On note Vét(Q
rig(X)/Qgeo(X)) la catégorie ayant pour
objets les couples (U, u) avec U un Qgeo(X)-schéma étale et u : Qrig(X) // Uanr un morphisme
de variétés analytiques rigides tel que le triangle
Qrig(X)
u
//
))
Uanr

(Qgeo(X))anr
est commutatif. En adaptant la preuve de [4, Prop. 2.58], on montre que Vét(Qrig(X)/Qgeo(X)) est
cofiltrante et que le foncteur Spec(−), restreint à l’ensemble ordonné des sous-(A ⊗k F)-algèbres
étales de A[[$]][$−1], est cofinal. Le foncteur d’oubli Qrigét (X) : Vét(Q
rig(X)/Qgeo(X)) // Sm/F,
qui envoie un couple (U, u) sur le F-schéma U, définit un pro-F-schéma étale au-dessus de Qgeo(X).
De´finition 2.23 — Soit L un préfaisceau avec transferts sur Sm/F. On noteQ∗(L) le préfaisceau
avec transferts sur Smaf/k obtenu en posant Q∗(L)(X) = L(Qrigét (X)) pour tout X ∈ Smaf/k. (Bien
entendu, Smaf/k est la catégorie des k-schémas affines et lisses.)
On peut maintenant énoncer le résultat suivant.
The´ore`me 2.24 — Soit L un complexe de préfaisceaux avec transferts sur Sm/F. Alors, le
complexe de préfaisceaux avec transferts Q∗(L), vu comme objet de DMeff(k), est canoniquement
isomorphe à l’image de L par le foncteur composé
χ : DMeff(F)
Rig∗
// RigDMeff(K) ' quDMeff(k) ↪→ DMeff(Gmk) q∗ // DMeff(k). (38)
Ci-dessus, q : Gmk // Spec(k) est la projection structurale.
Demonstration L’énoncé ci-dessus découle des résultats de [7, Chap. 2]. Expliquons comment
l’obtenir. Nous divisons l’argument en plusieurs étapes.
Étape 1 : Considérons le foncteur
Rig∗ : PST(Sm/F) // PST(SmRig/K) (39)
qui envoie Qtr(X), pour X ∈ Sm/F, sur Qtr(Xanr). (Précisons que le foncteur Rig∗ dans (38) est
le foncteur dérivé à gauche du foncteur Rig∗ ci-dessus, i.e., on a Rig∗ = LRig∗.) Étant donnés un
k-affinoïde lisse B et un préfaisceau avec transferts E sur Sm/F, on a
Rig∗E(B) = colim
A⊂O(B)
E(Spec(A)) (40)
où A parcourt l’ensemble filtrant des sous-F-algèbres lisses de O(B). (Voir la démonstration de [7,
Lem. 2.5.20].) On en déduit aussitôt que le foncteur Rig∗ envoie les quasi-isomorphismes de com-
plexes de préfaisceaux sur des équivalences ét-locales. Étant donné qu’il est de Quillen à gauche,
ce foncteur envoie aussi une équivalence (A1, ét)-locale sur une équivalence (B1, ét)-locale. Il se
dérive donc trivialement de sorte que Rig∗(L) = Rig∗(L).
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Étape 2 : Choisissons un endofoncteur de (B1, ét)-localisation LocB1, ét de Cpl(PST(SmRig/K)).
On a alors une équivalence (B1, ét)-locale
Rig∗(L) // LocB1, ét(Rig∗(L)) (41)
et le membre de droite est projectivement (B1, ét)-fibrant. La composition de
RigDMeff(K) ' quDMeff(k) ↪→ DMeff(Gmk) q∗ // DMeff(k) (42)
est l’adjoint à droite de la composition de
DMeff(k)
(F/k)∗
// DMeff(F)
Rig∗
// RigDMeff(K).
Il s’ensuit que (42) est isomorphe à (F/k)∗ ◦Rig∗ qui n’est autre que le foncteur dérivé du foncteur
« image directe » suivant (Qgeo(−))anr : Cor(k) // RigCor(K). (Rappellons que Qgeo(X) = X ⊗k
F.) Il s’ensuit que χ(L) est le complexe de préfaisceaux avec transferts donné par
χ(L)(X) = LocB1, ét(Rig
∗(L))((Qgeo(X))anr) (43)
pour tout X ∈ Sm/k.
Étape 3 : On a un morphisme canonique Qrig(X) // (Qgeo(X))anr qui induit une équivalence
(B1, ét)-locale sur les motifs associés par [7, Th. 1.3.11]. Il en découle que le morphisme
LocB1, ét(Rig
∗(L))((Qgeo(X))anr) // LocB1, ét(Rig∗(L))(Qrig(X))
est un quasi-isomorphisme. On obtient ainsi un isomorphisme
χ(L)(−) ' LocB1, ét(Rig∗(L))(Qrig(−)) (44)
dans la catégorie dérivée D(PST(Sm/k)).
Étape 4 : On rappelle à présent un des résultats principaux de [7, Chap. 2]. Le n-ième simplexe ana-
lytique rigide est ∆nrig,K = Spm(K{t0, · · · , tn}/(1−
∑n
i=0 ti)). Lorsque n varie, ces simplexes forment
un K-affinoïde cosimplicial ∆rig,K . On pose alors SgB(−) = Tot(C(hom(∆rig,K ,−))). C’est un en-
dofoncteur de la catégorie des complexes de préfaisceaux avec transferts sur SmRig/K. D’après
[7, Th. 2.5.32], le morphisme canonique
Rig∗(L) // SgB(Rig∗(L))
est une équivalence (B1, ét)-locale et le membre de droite est B1-local. Ainsi, si Locét est un endo-
foncteur de ét-localisation de Cpl(PST(SmRig/K)), le complexe Locét(SgB(Rig∗(L))) est projec-
tivement (B1, ét)-fibrant. Autrement dit, le morphisme (41) se factorise de la manière suivante
Rig∗(L) // SgB(Rig∗(L)) // Locét ◦ SgB(Rig∗(L)). (45)
De plus, la seconde flèche ci-dessus est une équivalence ét-locale.
Étape 5 : D’après l’étape précédente, on déduit de (44) un isomorphisme
χ(L)(−) ' Locét ◦ SgB(Rig∗(L))(Qrig(−)) (46)
dans la catégorie dérivée D(PST(SmRig/K)). Pour tout complexe de préfaisceaux avec transferts
E sur SmRig/K, on a
(SgB(E))(Qrig(−)) = SgA(E(Qrig(−))) (47)
où SgA(−) = Tot(C(hom(∆k,−))) est l’endofoncteur « complexe de Suslin-Voevodsky ». (Bien
entendu, ∆k est le schéma cosimplicial donné par ∆nk = Spec(k[t0, · · · , tn]/(1 −
∑n
i=0 ti)).) La trans-
formation naturelle id // Locét induit donc un morphisme de complexes de préfaisceaux avec
transferts sur Sm/k :
SgA(Rig∗(L)(Qrig(−))) // Locét ◦ SgB(Rig∗(L))(Qrig(−)). (48)
Étape 6 : Le but ici est de montrer que (48) est une équivalence ét-locale. On montrera même que
c’est une équivalence Nis-locale (ce qui est égal puisqu’on travaille avec transferts et à coefficients
rationnels).
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Les deux membres de (48) sont A1-locaux. Pour le membre de gauche, ceci découle d’un
théorème de Voevodsky [20, Cor. 14.9]. Pour le membre de droite, ceci découle du fait qu’il est
quasi-isomorphe (en tant que complexe de préfaisceaux) à (F/k)∗ ◦ Rig∗(LocB1, ét(Rig∗(L))), que
(F/k)∗ ◦Rig∗ est de Quillen à droite, et que LocB1, ét(Rig∗(L)) est fibrant pour la structure projective
(B1, ét)-locale. Par un fait bien connu, il suffit donc de montrer que (48) induit un isomorphisme
sur les points génériques des k-schémas lisses. (Utiliser par exemple [20, Lem. 22.8].)
Soit X un k-schéma lisse et irréductible. Pour tout recouvrement Nisnevich {Vi // Qrig(X)}i∈I ,
on peut trouver un ouvert non vide U ⊂ X, i0 ∈ I et un triangle commutatif
Qrig(U)
((
// Vi0

Qrig(X).
(Ceci est une conséquence facile de [7, Th. 1.2.10].) Une équivalence ét-locale M // N de com-
plexes de préfaisceaux avec transferts sur SmRig/K est aussi une équivalence Nis-locale (à cause
des coefficients rationnels), et il découle de ce qui vient d’être dit que le morphisme canonique
colim
∅,U⊂X
M(Qrig(U)) // colim
∅,U⊂X
N(Qrig(U))
est un quasi-isomorphisme. En appliquant ceci à SgB(Rig∗(L)) // Locét(SgB(Rig∗(L))) et en uti-
lisant l’identification (47), on obtient le résultat recherché.
Étape 7 : D’après l’isomorphisme (46) et l’étape précédente, on a un isomorphisme dans DMeff(k) :
SgA((Rig∗L)(Qrig(−))) ' χ(L). (49)
Par ailleurs, on dispose d’un morphisme
SgAQ∗(L) = SgA(L(Qrigét (−))) // SgA((Rig∗L)(Qrig(−))).
On montrera que c’est un quasi-isomorphisme de préfaisceaux sur Smaf/k. Les deux membres
préservent les quasi-isomorphismes de complexes de préfaisceaux avec transferts. (Pour le second
membre, on utilisera la formule (40).) Un argument standard permet alors de se ramener au cas
où L = Qtr(W) avec W ∈ Sm/F. Le résultat recherché découle alors de [7, Th. 2.4.16]. En effet,
avec les notations de [7, Not. 2.4.14 et 2.4.15], si U est un k-schéma affine et lisse, le complexe
SgA(L(Qrigét (U))), avec L = Qtr(W), est égal à CorB(V (B/B0),W×k B0), avec B0 = Qrigét (U) (en fait
la limite projective de ce pro-schéma affine) et B = Qrig(U). (Il s’agit simplement de remarquer
que V (∆nrig, B/∆
n
B0
) est le pro-objet Qrigét (∆
n
U).) D’autre part, le complexe Sg
A((Rig∗L)(Qrig(U))) est
égal à CorB0(B,W ×k B0). Ceci termine la preuve du théorème. 
Remarque 2.25 — Dans l’énoncé du Théorème 2.24, le symbole attribué au foncteur com-
posé (38) n’était pas arbitraire. En effet, d’après [7, Scholie 1.3.26, (2)], la variante stable et sans
transferts de ce foncteur composé s’identifie au foncteur χid = i∗ j∗ avec j : Spec(F) ↪→ A1k et
i : Spec(k) ↪→ A1k les inclusions évidentes ; ce dernier étant un constituant du système de spéciali-
sation canonique χ de [2, Ex. 3.1.4]. 
On note le résultat suivant (cf. le Lemme 2.22).
Lemme 2.26 — Soit X = Spec(A) un k-schéma affine, lisse et connexe. Alors, O(Qrigét (X)) est
canoniquement isomorphe à la sous-algèbre de A[[$]][$−1] formées des éléments algébriques
sur le corps des fractions de A[$].
Demonstration Il est facile d’adapter la preuve de [4, Prop. 2.102]. Les détails sont laissés au
lecteur. 
Pour n ∈ N, on peut former le pro-schéma lisse D¯†, nét = Qrigét (D¯nét). (Il s’agit en fait d’un pro-
objet dans la catégorie des pro-schémas duquel on déduit un pro-schéma de la manière évidente.)
Lorsque n varie, on obtient un pro-F-schéma cocubique Σ-enrichi (au sens de [4, Déf. A.12]) qu’on
notera D¯†ét. À ce stade, on a le corollaire suivant.
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Corollaire 2.27 — Soit L un complexe de préfaisceaux avec transferts sur Sm/F. Alors, on a
un isomorphisme canonique dans D(Q) :
Tot(C(L(D¯†ét))) ' Bti∗χ(L). (50)
Demonstration Il s’agit de la conjonction des Théorèmes 2.21 et 2.24. 
En utilisant les Lemmes 2.22 et 2.26, nous obtenons le résultat suivant que nous utiliserons plus
tard.
Lemme 2.28 — Pour n ∈ N, le pro-schéma D¯†, nét est affine et on a un isomorphisme canonique :
O(D¯†, nét ) ' O†k−alg(D¯n). (51)
2.7. Un modèle explicite du foncteur TgB∗, deuxième partie. — Le Corollaire 2.27 est bien
joli, mais ce n’est pas encore le résultat qu’il nous faut. En effet, on aimerait plutôt avoir Ψ$ au
lieu de χ dans la formule (50) et obtenir ainsi une formule pour la réalisation de Betti tangentielle
(cf. la Définition 2.14).
Dans ce paragraphe nous nous efforcerons de remplacer χ par Ψ$ dans (50). Pour ce faire,
nous serons malheureusement obligés de travailler stablement. Ainsi, la première moitié de ce
paragraphe est consacrée à étendre les résultats du §2.6 aux motifs stables.
Notation 2.29 — La réalisation de Betti du motif (effectif) T = Ztr(P1k ,∞) est isomorphe (non
canoniquement) à Z[2]. On fixe α ∈ Cork(D¯2ét,P1k) un cycle dans le complexe C(Cork(D¯ét,P1k))
dont la classe d’homologie engendre H2(P1(C)) ' Z. On supposera, ce qui est loisible, que la
restriction de α au bord de D¯2ét est nulle. 
The´ore`me 2.30 — Soit E = (En)n∈N un T-spectre de complexes de préfaisceaux avec transferts
sur Sm/k (i.e., un objet de DM(k)). Alors, il existe un isomorphisme canonique
Bti∗(E) ' hocolimn∈N SgDét(En)[−2n]. (52)
Le morphisme de transition en n ∈ N est induit par la composition de :
En(D¯mét) // En+1((P
1
k ,∞) ×k D¯mét) α
∗
// En+1(D¯2+mét ).
Demonstration Ceci découle du Théorème 2.21 et de l’isomorphisme (29). 
On note χ : DM(F) // DM(k) la composition des versions stables des foncteurs de (38). Pour
obtenir l’analogue stable du Théorème 2.24, on bute sur le fait que χ ne commute pas aux foncteurs
de T -suspension infinie. Heureusement, on a une commutation partielle.
Proposition 2.31 —
(a) Il existe une transformation χ(N)(1) // χ(N(1)) naturelle en N ∈ DMeff(F). Elle est inver-
sible lorsque N = M(1) pour un certain M ∈ DMeff(F).
(b) Pour tout s ∈ N, il existe une transformation SussT ◦ χ(N) // χ ◦ SussT (N) naturelle en
N ∈ DMeff(F). Elle est inversible lorsque N = M(1) pour un certain M ∈ DMeff(F).
Demonstration Nous démontrons uniquement la seconde partie de l’énoncé. La première partie
se démontre de la même manière.
D’après la construction des foncteurs χ et l’isomorphisme de commutation SussT ◦Rig∗ ' Rig∗◦
SussT , il suffit de construire une transformation naturelle
SussT ◦ q∗ // q∗ ◦ SussT
et de montrer qu’elle est inversible sur les objets de la forme M(1) avec M ∈ quDMeff(k). La
transformation naturelle en question est obtenue via l’adjonction (q∗, q∗) à partir de l’isomorphisme
de commutation SussT ◦ q∗ ' q∗ ◦ SussT . Par ailleurs, vu la construction de quDMeff(k), on peut
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supposer que M = er ]q∗M0 avec M0 ∈ DMeff(k) et er le morphisme d’élévation à la puissance
r ∈ Nr{0}. Vu que le foncteur q∗ est un facteur direct de q∗e∗r , il suffit de montrer que le morphisme
canonique
SussT q∗e
∗
r (er ]q
∗M0(1)) // q∗e∗rSussT (er ]q
∗M0(1))
est inversible. Puisque SussT commute aux foncteurs er ] et q
∗, il suffit donc de montrer que
SussT (q∗e
∗
rer ]q
∗M0(1)) // q∗e∗rer ]q∗(SussT M0(1))
est inversible. Or, e∗rer ]q∗A =
⊕
ξ∈µr(k) q
∗A (du moins si k contient les r-ièmes racines de l’unité,
ce que l’on peut supposer dans cette preuve sans restreindre la généralité). Il est donc suffisant de
montrer que
SussT (q∗q
∗M0(1)) // q∗q∗(SussT M0(1))
est inversible. Or, q∗q∗A = A ⊕Hom(Q(1)[1], A). Le résultat recherché est maintenant une consé-
quence du « cancellation theorem » de Voevodsky [23]. 
The´ore`me 2.32 — Soit E = (En)n∈N un T-spectre de complexes de préfaisceaux avec transferts
sur Sm/F. Alors, le T-spectre Q∗(E), vu comme objet de DM(k), est canoniquement isomorphe à
χ(E).
Demonstration On définit un morphisme de T -spectresQ∗(E) // χ(E) dans DM(k) comme dans
la preuve du Théorème 2.24. Il s’agit de prouver que ce morphisme est inversible. Pour cela, on
supposera que E est projectivement cofibrant niveau par niveau. Ceci ne restreint pas la généralité
puisque Q∗ préserve les quasi-isomorphismes de complexes de préfaisceaux.
Pour s ∈ N, on note E(s) = (E(s)n )n∈N le T -spectre défini par :
E(s)n =
{
En si n ≤ s,
T⊗n−s ⊗ Es si n ≥ s.
On a des morphismes canoniques E(s) // E(s+1) et E ' colims∈N E(s). Il est donc suffisant de
traiter le cas des T -spectres E(s). Par ailleurs, on dispose d’un morphisme SussT (Es) // E
(s) qui
induit un isomorphisme à partir du niveau s. En particulier, ce morphisme, ainsi que celui déduit
par application de Q∗, sont des équivalences stables. Au final, il est donc suffisant de traiter le cas
du T -spectre SussT (Es).
Pour la suite de la preuve, on note M au lieu de Es. On dispose d’un morphisme évident
w : Suss+1T (T ⊗ M) // SussT (M) (53)
qui est inversible à partir du niveau s + 1. C’est donc une équivalence stable ainsi que Q∗(w). Il est
alors suffisant de traiter le cas de Suss+1T (T ⊗M). Puisque T ⊗M ' M(1)[2], il suffit de considérer
le cas du T -spectre Suss+1T (M(1)).
Le T -spectre Q∗(Suss+1T (M(1))) est donné en niveau n ≥ s + 1 par Q∗(M(1)(n − s − 1)[2n −
2s − 2]). D’après le Théorème 2.24 et la Proposition 2.31, (a), on a un isomorphisme canonique
Q∗(M(1))(n − s − 1)[2n − 2s − 2] ' Q∗(M(1)(n − s − 1)[2n − 2s − 2]). Il s’ensuit que le T -
spectre Q∗(Suss+1T (M(1))) est isomorphe dans DM(k) à Sus
s+1
T Q∗(M(1)). La même chose s’ap-
plique à χ d’après la Proposition 2.31, (b), i.e., χ(Suss+1T (M(1))) est canoniquement isomorphe à
Suss+1T (χ(M(1))). On conclut maintenant par une deuxième application du Théorème 2.24. 
Corollaire 2.33 — Soit E = (En)n∈N un T-spectre de complexes de préfaisceaux avec transferts
sur Sm/F. Il existe alors un isomorphisme canonique dans D(Q) :
colimn∈N Tot(C(En(D¯†ét)))[−2n] ' Bti∗χ(E). (54)
Le morphisme de transition en n ∈ N est induit par la composition de :
En(D¯†,mét ) // En+1((P
1
F ,∞) ×F D¯†,mét )
α∗
// En+1(D¯†, 2+mét ).
Demonstration Il s’agit de la conjonction des Théorèmes 2.30 et 2.32. 
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On explique maintenant comment déduire de (54) une formule similaire pour le foncteur TgB∗ =
Bti∗Ψ$ tout en précisant l’endroit où l’utilisation de la catégorie des motifs stables est essentielle.
On aura besoin du diagramme de Gmk-schémas R introduit dans [2, Déf. 3.5.3]. La catégorie
d’indices de R est ∆ × N× où ∆ est la catégorie des simplexes et N× est l’ensemble N − {0}
ordonné par la relation opposée à celle de divisibilité. On a R(n, r) = Gmk ×k (Gmk)n et son
morphisme structural (de Gmk-schéma) est la composition de la projection sur le premier facteur
avec le morphisme d’élévation à la puissance r de Gmk. Autrement dit, R(n, r) = Q
gm
r ((Gmk)n).
Étant donnés des entiers non nuls r et d, le morphisme R(n, rd) // R(n, r) est l’élévation à la
puissance d sur chaque facteur. Le k-schéma cosimplicial R(−, r) ne dépend pas de r ∈ N×. Son
morphisme face di : R(n, r) // R(n + 1, r) est induit par l’immersion diagonale du (i + 1)-ème
facteur si i ≤ n et consiste en l’insertion d’un 1 au (n + 2)-ème facteur si i = n + 1. Ses morphismes
de dégénérescence si sont donnés par la projection suivant le (i + 2)-ème facteur.
Notons (θ, p) = p ◦ θ : R // Gmk la projection canonique, i.e., p est l’unique foncteur de
∆ × N× vers la catégorie finale et θ est le morphisme de (∆ × N×)-diagrammes de schémas de
R vers le diagramme constant (Gmk,∆ × N×) donné par les morphismes structuraux des Gmk-
schémas. On a le résultat suivant. (Pour la signification des opérations ci-dessous nous renvoyons
le lecteur à [1, §2.4.2].)
Proposition 2.34 — Il existe une transformation
q∗(p]θ∗θ∗p∗M) // 1∗M (55)
naturelle en M ∈ DMeff(Gmk). Elle est inversible lorsque M ∈ quDMeff(k). L’analogue stable est
aussi vrai. (Ci-dessus, q : Gmk // Spec(k) est le morphisme structural du k-schéma en groupe
Gmk et 1 ∈ Gmk(k) est sa section unité.)
Demonstration Pour construire (55), on remarque qu’on a un morphisme de (∆×N×)-diagrammes
de schémas u : (Spec(k),∆×N×) // (R,∆×N×) donné par la section unité du tore (Gmk)n+1 pour
chaque (n, r) ∈ ∆ × N×. Il induit une transformation naturelle
p]θ∗θ∗p∗ // p]1∗1∗p∗ ' 1∗1∗.
La transformation naturelle (55) s’en déduit en appliquant q∗ et en utilisant l’isomorphisme id '
q∗1∗. Pour montrer que la transformation naturelle ainsi construite est inversible lorsqu’on l’évalue
en M ∈ quDMeff(k), on peut se restreindre à un ensemble de générateurs. On peut donc supposer
que M = Qtr(Q
gm
r (X)) avec r ∈ N× et X ∈ Sm/k. Dans ce cas, on a e∗r M ' q∗M0 avec er
l’endomorphisme d’élévation à la puissance r de Gmk et M0 = Qtr(X ×k µr). Par ailleurs, on a
l’égalité er ◦ (θ, p) = (θ, p) ◦ ιr avec ιr : (R,∆ ×N) // (R,∆ ×N) l’endomorphisme induit par le
foncteur ιr donné par : (n, d) (n, rd). On en déduit aussitôt un isomorphisme canonique
p]θ∗θ∗p∗ ' er∗p]θ∗θ∗p∗e∗r .
(Utiliser le fait que ιr est cofinal.) Il est donc suffisant de considérer le cas de e∗r M = q∗M0. Ainsi,
on s’est ramené à montrer que le morphisme canonique
q∗p]θ∗θ∗p∗q∗ // q∗1∗1∗q∗
est inversible. Ce morphisme admet une section donnée, à un isomorphisme près, par
id ' p]p∗ // p]q∗θ∗θ∗q∗p∗.
Or, pour r ∈ N× fixé, le morphisme de k-schémas cosimpliciaux (R(−, r),∆) // (Spec(k),∆) est
une équivalence d’homotopie cosimpliciale par [2, Cor. 3.4.5]. Le résultat découle maintenant de
[2, Cor. 3.4.12]. La version stable se démontre de la même manière. 
Le résultat suivant est faux pour les motifs effectifs (voir l’Exemple 2.36 ci-dessous) et il en
est de même du Théorème 2.39. C’est pour cette raison qu’on est obligé de travailler avec les
T -spectres.
Corollaire 2.35 — Il existe un isomorphisme canonique
Ψ$ ' χ ◦ (p](θ$)∗(θ$)∗p∗)
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entre foncteurs de DM(F) dans DM(k). Ci-dessus, (θ$, p) : R$ = R×Gmk , $Spec(F) // Spec(F)
est la projection sur le second facteur.
Demonstration En effet, d’après la Proposition 2.34, on a un isomorphisme canonique entre Ψ$
et la composition de
DM(F)
Rig∗
// RigDM(K) ' quDM(k) ↪→ DM(Gmk)
p]θ∗θ∗p∗
// DM(Gmk)
q∗
// DM(k). (56)
Par ailleurs, étant donné un T -spectre E = (En)n∈N dans DM(Gmk), le T -spectre p]θ∗θ∗p∗(E) est
simplement la colimite homotopique du diagramme de T -spectres Rhom(R,E). Si E est l’image
d’un T -spectre E′ ∈ RigDM(K), alors la colimite homotopique de Rhom(R,E) est l’image de la
colimite homotopique de Rhom((R ×Gmk F)anr,E′). Or, pour les motifs stables, on a une commu-
tation
Rig∗ ◦ Rhom(X,−) ' Rhom(Xanr,−) ◦ Rig∗
pour tout X ∈ Sm/F. (En effet, le motif stable M(X) de X est fortement dualisable ce qui entraîne
des isomorphismes canoniques Rhom(X,−) ' M(X)∨ ⊗ −, Rhom(Xanr,−) ' M(Xanr)∨ ⊗ − et
Rig∗(M(X)∨) ' (Rig∗M(X))∨ ' M(Xanr)∨.) Il s’ensuit aussitôt que si E′ est l’image d’un T -
spectre E′′ ∈ DM(F), alors la colimite homotopique de Rhom((R ×Gmk F)anr,E′) est l’image de
la colimite homotopique de Rhom(R ×Gmk F,E′′). Ceci se traduit par un carré commutatif à un
isomorphisme canonique près :
DM(F) //
p](θ$)∗(θ$)∗p∗

DM(Gmk)
p]θ∗θ∗p∗

DM(F) // DM(Gmk)
où les foncteurs horizontaux sont les composés des trois premiers foncteurs dans (56). Ceci permet
de conclure. 
Exemple 2.36 — On peut se convaincre que les foncteurs Ψ$ et χ ◦ (p](θ$)∗(θ$)∗p∗) ne sont
pas isomorphes pour les motifs effectifs en regardant le cas du H1 motivique d’une F-courbe
elliptique E à mauvaise réduction multiplicative. Ce motif effectif est donné par le complexe E[−1]
où E est le faisceau avec transferts représenté par E (à torsion près). Puisque E est birationnel, i.e.,
Hom(Q(1),E) = 0 avecHom le bifoncteur « hom interne » dans DMeff(F), on voit que q∗q∗E = E.
Il s’ensuit aussitôt que (p](θ$)∗(θ$)∗p∗)E = E. Or, on peut calculer Ψ$(E[−1]) et χ(E[−1]) : on
trouve respectivement Q(0) ⊕ Q(1) et Q(0) ⊕ Q(1) ⊕ Q(0)[−1]. 
The´ore`me 2.37 — Soit E = (En)n∈N un T-spectre de complexes de préfaisceaux avec transferts
sur Sm/F. Alors, le T-spectre
colimr∈N× Q∗
(
Tot
(
C
(
hom
(
R$(−, r),E
))))
,
vu comme objet de DM(k), est canoniquement isomorphe à Ψ$(E).
Demonstration C’est essentiellement la conjonction du Théorème 2.32 et du Corollaire 2.35.
Nous devons seulement faire attention au fait que le foncteur (θ$)∗ est par définition le fonc-
teur dérivé du foncteur hom(R$,−), alors qu’on ne suppose pas à priori que E est stablement
(A1, ét)-fibrant. Ceci ne pose pas de problème car les foncteurs hom(R$(n, r),−) préservent les
équivalences (A1, ét)-locales stables d’après le Lemme 2.38 ci-dessous. 
Lemme 2.38 — Soient F′/F une extension finie et U ⊂ A1F′ un ouvert Zariski. Alors, le foncteur
hom(U,−) préserve les équivalences (A1, ét)-locales stables.
Demonstration C’est une conséquence de certains travaux de Voevodsky. On montre d’abord
que ce foncteur préserve les équivalences (A1, ét)-locales entre complexes de préfaisceaux avec
transferts. Soit f : L // M un tel morphisme. Alors, SgA( f ) est aussi une équivalence (A1, ét)-
locale, et les complexes SgA(L) et SgA(M) sont A1-locaux d’après Voevodsky [20]. (Ici, SgA =
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Tot(C(hom(∆F ,−))) désigne la construction de Suslin-Voevodsky.) Par ailleurs,
hom(U, L) // hom(U,SgA(L)) = SgA(hom(U, L))
est une équivalence (A1, ét)-locale, et pareillement pour M. Il est donc suffisant de montrer que le
morphisme
hom(U,SgA(L)) // hom(U,SgA(M)) (57)
est une équivalence ét-locale. Autrement dit, il faut montrer que
hom(U,HiSgA(L)) // hom(U,HiSgA(M)) (58)
induit un isomorphisme sur les faisceaux associés pour tout i ∈ Z. Ci-dessus A = HiSgA(L) et
B = HiSgA(M) sont les préfaisceaux d’homologie.
Les deux membres de (58) sont des préfaisceaux avec transferts invariants par homotopie. Il
suffit alors de montrer que (58) est inversible sur les points génériques des F-schémas lisses. (On
utilise pour cela [20, Lem. 22.8].) Nous vérifierons ceci uniquement pour le corps F ; la preuve
en général est identique. D’après [20, Lect. 22], nous avons A(U) = H0Nis(U, A) et pareillement
pour B. Le résultat recherché découle donc du fait que A // B induit un isomorphisme sur les
faisceaux Nisnevich associés.
Le passage aux T -spectres est formel. Le lecteur pourra s’inspirer de l’argument utilisé dans [4,
Lem. 2.112]. 
The´ore`me 2.39 — Soit E = (En)n∈N un T-spectre de complexes de préfaisceaux avec transferts
sur Sm/F. Il existe alors un isomorphisme canonique dans D(Q) :
TgB∗(E) ' colim
n∈N colimr∈N×
Tot(C(En(D¯†ét ×F R$(−, r))))[−2n].
Le morphisme de transition en n ∈ N est induit par la composition de :
En(D¯†,mét ×F R$) // En+1((P1F ,∞) ×F D¯†,mét ×F R$)
α∗
// En+1(D¯†, 2+mét ×F R$).
Demonstration C’est la conjonction des Théorèmes 2.30 et 2.37. On aurait pu aussi utiliser les
Corollaires 2.33 et 2.35 (joints au Lemme 2.38). 
Remarque 2.40 — On ignore si la version sans transferts du Théorème 2.39 est vraie. (La ques-
tion a d’autant plus de sens que c’est bien le cas pour la version sans transferts du Théorème 2.30.)
La preuve que nous avons présentée repose d’une manière essentielle sur des propriétés spéciales
des préfaisceaux avec transferts invariants par homotopie (en géométrie algébrique et en géométrie
rigide !) et notamment l’invariance par homotopie de la cohomologie de tels préfaisceaux. Toute-
fois, si E est un T -spectre de complexes de préfaisceaux (sans transferts) sur Sm/F, la conclusion
du Théorème 2.39 est vraie lorsque E est projectivement (A1, ét)-fibrant niveau par niveau. En
effet, dans ce cas E est quasi-isomorphe niveau par niveau à RotrLatrE. (C’est une conséquence
de l’équivalence de Cisinski-Déglise DAeff, ét(F) ' DMeff(F).) On utilise alors l’isomorphisme
TgB∗ ◦ Rotr ' TgB∗ pour conclure. 
3. Groupes de Galois motiviques et torseurs d’isomorphismes
On garde les notations de la Section 2. Nous rappellerons d’abord la construction des groupes
de Galois motiviques associés aux foncteurs de réalisation
Bti∗ : DM(k) // D(Q) et TgB∗ : DM(F) // D(Q) (59)
et nous reformulerons [5, Th. 2.57] sous une forme qui sera mieux adaptée pour la suite (cf. le
Théorème 3.10). Nous introduirons ensuite deux torseurs d’isomorphismes obtenus en appliquant
les foncteurs (59) aux « motifs » représentant la cohomologie de De Rham. Ces torseurs seront
calculés explicitement et le lien avec l’algèbreP†For(k) (cf. §1.3) sera expliqué.
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3.1. Les algèbres de Hopf motiviques de k et F. — Les foncteurs (59) vérifient [4, Hypo. 1.40]
avec e = Sus0T ◦ (−)cst le foncteur « motif d’Artin » associé (cf. [5, Prop. 1.10] pour le cas de Bti∗ ;
le cas de TgB∗ s’en déduit en utilisant la variante stable de la Remarque 2.19, mais il est tout aussi
facile d’adapter l’argument utilisé pour Bti∗). On peut donc appliquer [4, Th. 1.21 et 1.45] pour
obtenir des algèbres de Hopf motiviques dans D(Q) :
Hmot(k, σ) = Bti∗Bti∗Q et H$mot(F, σ) = TgB∗TgB∗Q. (60)
On dispose également des variantes effectives :
H
eff
mot(k, σ) et H
eff, $
mot (F, σ) (61)
obtenues à partir des foncteurs Bti∗ et TgB∗ sur les catégories DMeff(k) et DMeff(F) des motifs
effectifs. Ce sont seulement des bialgèbres dans D(Q), i.e., ne possédant pas d’antipodes. D’après
[4, Prop. 1.48], on dispose de deux carrés commutatifs de bialgèbres
H
eff
mot(k, σ)
//

H
eff, $
mot (F, σ)

Hmot(k, σ) // H$mot(F, σ),
H
eff, $
mot (F, σ)
//

H
eff
mot(k, σ)

H$mot(F, σ)
// Hmot(k, σ).
(62)
Dans le premier carré, les flèches horizontales sont déduites de Bti∗ ' TgB∗ ◦ (F/k)∗. Dans le
second carré, les flèches horizontales sont déduites de TgB∗ = Bti∗ ◦ Ψ$. Notons aussi que les
flèches horizontales dans le premier carré sont des monomorphismes scindés ayant pour rétractions
respectives les flèches horizontales du second carré.
Remarque 3.1 — On fixe un plongement complexeσ′ : F ↪→ C qui prolonge celui de k. D’après
la Remarque 2.19 et sa variante stable, on a des isomorphismes (non canoniques) de bialgèbres
H
eff, $
mot (F, σ) ' Heffmot(F, σ′) et H$mot(F, σ) ' Hmot(F, σ′).
Ces isomorphismes rendent les triangles :
H
eff
mot(k, σ)
//
((
H
eff, $
mot (F, σ)
∼

H
eff
mot(F, σ
′)
et Hmot(k, σ) //
))
H$mot(F, σ)
∼

Hmot(F, σ′)
commutatifs. 
Choisissons un isomorphisme Bti∗(Q(1)) ' Q. Par adjonction, on a une flèche Q(1) // Bti∗Q
dans DMeff(k). On note ς : Q // Heffmot(k, σ) la composition de
Q ' Bti∗(Q(1)) // Bti∗(Bti∗Q) = Heffmot(k, σ).
Alors ς est indépendant du choix effectué (voir [4, Prop. 2.12]).
Proposition 3.2 — Notons aussi ς l’image de 1 ∈ Q dans H0(Heffmot(k, σ)) et H0(Heff, $mot (F, σ)) par
les morphismes induits par ς. On a des isomorphismes canoniques dans D(Q) :
Hmot(k, σ) ' Heffmot(k, σ)[ς−1] et H$mot(F, σ) ' Heff, $mot (F, σ)[ς−1]. (63)
Demonstration Le premier isomorphisme est obtenu dans [4, Th. 2.14]. Le second isomorphisme
se déduit aussi de [4, Th. 2.14] en utilisant la Remarque 3.1. 
The´ore`me 3.3 — Les complexes Heffmot(k, σ) et Hmot(k, σ) sont (−1)-connexes, i.e., leur homo-
logie est nulle en degrés strictement négatifs. Il en est de même des complexes Heff, $mot (F, σ) et
H$mot(F, σ).
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Demonstration Pour les complexes Heffmot(k, σ) et Hmot(k, σ), il s’agit de [4, Cor. 2.105]. Pour les
complexes, Heff, $mot (F, σ) et H
$
mot(F, σ), on utilise la Remarque 3.1 pour se ramener encore à [4,
Cor. 2.105]. 
Si on se restreint à la variante stable, les foncteurs TgB∗ (jouant le rôle de f1), Bti∗ (jouant le
rôle de f2) et Ψ$ (jouant le rôle de k) vérifient [5, Hypo. 2.6]. D’après [5, Th. 2.7], l’algèbre de
Hopf H$mot(F, σ) est naturellement le produit tensoriel semi-direct :
H$mot(F, σ) ' Bti∗(P∗P∗Q) o©Hmot(k, σ). (64)
(Ici, on a posé P∗ = Ψ$ et P∗ son adjoint à droite.) On obtient ainsi une suite exacte scindée
d’algèbres de Hopf dans D(Q) :
Q // Hmot(k, σ) // H$mot(F, σ) // Bti
∗(P∗P∗Q) // Q. (65)
Suivant [5, Déf. 2.25 et Rem. 2.26], on pose :
Hrel, $
/k (F, σ) = Bti
∗(P∗P∗Q). (66)
C’est l’algèbre de Hopf motivique relative de l’extension F/k.
The´ore`me 3.4 — Le complexe Hrel, $
/k (F, σ) est concentré en degré zéro, i.e., son homologie est
nulle en degrés différents de zéro.
Demonstration Ceci découle de [5, Th. 2.55]. On fera attention que dans loc. cit. il s’agit de
l’algèbre de Hopf graduée
H•(Hmot(F, σ′))
⊗
H•(Hmot(k,σ))
Q.
Toutefois, cette algèbre de Hopf est isomorphe (non canoniquement) à H•(H
rel, $
/k (F, σ)) grâce à la
Remarque 3.1. 
3.2. Les groupes de Galois motiviques de k et F. — On pose :
Heffmot(k, σ) = H0(H
eff
mot(k, σ)), H
eff, $
mot (F, σ) = H0(H
eff, $
mot (F, σ)),
Hmot(k, σ) = H0(Hmot(k, σ)) et H$mot(F, σ) = H0(H
$
mot(F, σ)).
Le Théorème 3.3 entraîne que les Q-espaces vectoriels ci-dessus sont naturellement des bial-
gèbres ; les deux derniers sont même des Q-algèbres de Hopf. On obtient en particulier deux
groupes pro-algébriques définis sur Q :
Gmot(k, σ) = Spec(Hmot(k, σ)) et G$mot(F, σ) = Spec(H
$
mot(F, σ)). (67)
Ce sont les groupes de Galois motiviques de k et F associés respectivement aux foncteurs de réa-
lisation Bti∗ et TgB∗. Bien entendu, la Remarque 3.1 fournit des isomorphismes (non canoniques)
entre G$mot(F, σ) et Gmot(F, σ
′).
Les flèches horizontales inférieures dans les carrés (62) induisent des morphismes canoniques
de groupes pro-algébriques :
G$mot(F, σ) // Gmot(k, σ) et Gmot(k, σ) // G
$
mot(F, σ). (68)
Le premier est une rétraction du second. Plus précisément, la décomposition en produit tensoriel
semi-direct (64) fournit une décomposition en produit semi-direct
G$mot(F, σ) ' Grel, $/k (F, σ) oGmot(k, σ) (69)
avec Grel, $
/k (F, σ) = Spec(H0(H
rel, $
/k (F, σ))). L’action de Gmot(k, σ) sur le groupe pro-algébrique
Grel, $
/k (F, σ) provient du fait que l’algèbre de Hopf H
rel, $
/k (F, σ) est la réalisation de Betti d’une
algèbre de Hopf de DM(k), à savoir P∗P∗Q, et du fait que Gmot(k, σ) agit sur l’homologie sin-
gulière de tout objet de DM(k). Le groupe Grel, $
/k (F, σ) est appelé le groupe de Galois motivique
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relatif de l’extension F/k. Il jouera un rôle fondamental dans la suite. Notons enfin qu’on a une
suite exacte scindée de groupes pro-algébriques (cf. (65))
{1} // Grel, $
/k (F, σ)
// G$mot(F, σ) // Gmot(k, σ) // {1} (70)
de sorte que Grel, $
/k (F, σ) s’identifie au noyau du premier morphisme dans (68).
Remarque 3.5 — Soit σ′ : F ↪→ C un plongement complexe de F qui prolonge celui de k. Dans
[5, Déf. 2.25], nous avons défini le groupe de Galois motivique relatif de l’extension F/k, noté
Grel
/k (F, σ
′), comme étant le noyau du morphisme Gmot(F, σ′) // Gmot(k, σ). On fera attention que
ce groupe n’est pas le « même » que son homonyme Grel, $
/k (F, σ). Toutefois, il lui est isomorphe
non canoniquement comme il découle de la Remarque 3.1. 
3.3. Reformulation d’un résultat de [5]. — Soit X un schéma lisse. Rappelons que lisDM(X) ⊂
DM(X) désigne la plus petite sous-catégorie triangulée stable par sommes infinies et contenant les
X-motifs fortement dualisables. Pour un ouvert non vide U ⊂ A1k , on note P∗U la composition de
lisDM(U) ↪→ DM(U) (F/U)
∗
// DM(F)
Ψ$
// DM(k).
L’adjoint à droite de P∗U sera noté PU, ∗. (Avant, le foncteur de restriction au point générique était
désigné par $∗ : DM(U) // DM(F). À partir de maintenant, il sera plus commode de le noter
(F/U)∗. Plus généralement, étant donné un morphisme de schémas f : S ′ // S , on notera parfois
(S ′/S )∗ au lieu de f ∗.)
Le foncteur P∗U : lisDM(U) // DM(k), muni de la 2-section monoïdale (U/k)
∗, satisfait à [4,
Hypo. 1.40]. Il s’ensuit que
F$mot(U) = P
∗
UPU, ∗Q (71)
est une algèbre de Hopf dans la catégorie DM(k). C’est l’algèbre de Hopf fondamentale motivique
de U (muni du point tangentiel ∂∂$ en 0). La réalisation de Betti de F
$
mot(U) est une algèbre de
Hopf de D(Q) munie d’une coaction de Hmot(k, σ). De plus, en appliquant [5, Th. 2.7], on obtient
un isomorphisme canonique d’algèbres de Hopf
Bti∗P∗UPU, ∗Bti∗Q ' Bti∗(F$mot(U)) o©Hmot(k, σ). (72)
Comme son nom l’indique, l’algèbre de Hopf fondamentale motivique F$mot(U) est liée au
groupe fondamental de Uan. Expliquons comment. La sous-catégorie DL̂S(U
an) ⊂ D(Uan) ayant
pour objets les complexes dont l’homologie est un ind-système local admet un foncteur fibre tan-
gentiel en 0 ∈ C donné par le foncteur « cycles proches » topologique
P∗Uan = ΨUan : DL̂S(U
an) // D(Q). (73)
D’après le Lemme 2.17, on a un carré commutatif à un isomorphisme canonique près :
lisDM(U)
Bti∗U
//
P∗U

DL̂S(U
an)
P∗Uan

DM(k) Bti
∗
// D(Q).
(74)
Par ailleurs, le foncteur fibre P∗Uan : L̂S(U
an) // Mod(Q) induit une équivalence de catégories :
L̂S(Uan) ' coMod(C0f (pi$1 (Uan),Q)). (75)
Ci-dessus, pi$1 (U
an) est le groupe fondamental de Uan relativement au vecteur tangent ∂∂$ en 0 et
C0f (pi
$
1 (U
an),Q) est l’algèbre de Hopf des fonctions régulières sur sa complétion pro-Q-algébrique,
i.e., la sous-algèbre des fonctions à valeurs dans Q sur le groupe pi$1 (U
an) dont l’orbite (pour
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l’action régulière) engendre un Q-espace vectoriel de dimension finie. En passant à l’homologie,
on obtient à partir de (74) un carré commutatif à isomorphisme près :
lisDM(U) //
P∗U

coMod
(
C0f (pi
$
1 (U
an),Q)
)Z
oub

DM(k) Bti
∗
// Mod(Q)Z.
(76)
D’après [4, Prop. 1.48], on déduit un morphisme d’algèbres de Hopf
Bti∗(F$mot(U)) // C0f (pi
$
1 (U
an),Q) (77)
On peut maintenant énoncer le résultat fondamental suivant.
The´ore`me 3.6 — L’homologie du complexe Bti∗(F$mot(U)) est nulle en degrés différents de zéro et
le morphisme (77) induit une injection sur l’homologie en degré zéro. Ainsi, l’image du morphisme
pi$1 (U
an) // Spec
(
H0(Bti∗F$mot(U))
)
(78)
est Zariski dense.
Demonstration Il s’agit d’une reformulation de [5, Th. 2.49] (voir aussi l’erratum [6]). Expliquons
comment l’obtenir. Soit u ∈ U(k) un point rationnel. Dans loc. cit., on travaille avec un autre fonc-
teur fibre motivique, à savoir φ∗u : lisDM(U) // DM(k), obtenu en composant u∗ avec l’inclusion
évidente. D’après le Théorème 2.18, on a un isomorphisme (non canonique) Bti∗ ◦φ∗u ' Bti∗ ◦P∗U
entre foncteurs de réalisation de lisDM(U) dans D(Q). On a aussi un isomorphisme similaire
(uan)∗ ' P∗Uan entre foncteurs fibres de L̂S(Uan) dans Mod(Q). De plus, ces isomorphismes sont
compatibles (pour le même choix du lacet). En utilisant [4, Prop. 1.48], il s’ensuit un diagramme
commutatif d’algèbres de Hopf
Q // Hmot(k, σ) // Bti∗ ◦P∗U ◦PU, ∗ ◦ Bti∗Q //
∼

C0f (pi
$
1 (U
an),Q)
∼

Q // Hmot(k, σ) // Bti∗ ◦ φ∗u ◦ φu, ∗ ◦ Bti∗Q // C0f (pi1(Uan, u),Q).
Étant donné que Bti∗ ◦ φ∗u ◦ φu, ∗ ◦ Bti∗Q est canoniquement isomorphe au produit tensoriel semi-
direct Bti∗Fmot(U, u) o©Hmot(k, σ), [5, Th. 2.49] équivaut à dire que la ligne horizontale inférieure
est une suite exacte d’algèbres de Hopf, du moins après passage à l’homologie. Il en est donc de
même de la ligne horizontale supérieure. On conclut maintenant à l’aide de la décomposition en
produit tensoriel semi-direct (72). 
Remarque 3.7 — L’argument qui nous a permis de déduire le Théorème 3.6 de [5, Th. 2.49]
montre que les réalisations de Betti des algèbres de Hopf F$mot(U) et Fmot(U, u) sont isomorphes
(non canoniquement). Nous ignorons si un tel isomorphisme est la réalisation d’un isomorphisme
dans DM(k) entre ces algèbres de Hopf. 
3.4. Application au groupe de Galois motivique relatif de F/k. — Pour plus de cohérence
dans nos notations, posons P∗ = Ψ$ : DM(F) // DM(k) et notons P∗ son adjoint à droite. De
même que (71),
F$mot(F) = P
∗P∗Q (79)
est une algèbre de Hopf dans la catégorie DM(k). C’est l’algèbre de Hopf fondamentale motivique
du pro-schéma des ouverts non vides de A1k . De plus, sa réalisation Bti
∗(F$mot(F)) est l’algèbre de
Hopf motivique relative Hrel, $
/k (F, σ) de l’extension F/k (cf. (66)).
Lemme 3.8 — On a un isomorphisme canonique (aux morphismes fantômes près) dans DM(k) :
hocolim
∅,U⊂A1k
F$mot(U) ' F$mot(F). (80)
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Demonstration Pour chaque ouvert dense U ⊂ A1k , on a un morphisme P∗UPU, ∗Q // P∗P∗Q
déduit du triangle commutatif à isomorphisme près
lisDM(U)
(F/U)∗
//
P∗U **
DM(F)
P∗

DM(k).
On obtient (80) en passant à la colimite homotopique suivant l’ensemble dénombrable des ouverts
non vides de A1k . Pour montrer que (80) est inversible, il suffit de montrer que le morphisme
hocolim
∅,U⊂A1k
(F/U)∗PU, ∗Q // P∗Q (81)
est inversible dans DM(F). Pour cela, on fixe un objet compact M ∈ DM(F) et on montre que
(81) induit une bijection après application de homDM(F)(M,−). Puisque M est compact, il existe
un ouvert non vide U0 ⊂ A1k et M0 ∈ lisDM(U0) tels que M = (F/U0)∗M0. Le morphisme
hocolim
∅,V⊂U0∩U
homDM(V)((M0)|V , (PU, ∗Q)|V ) // homDM(F)(M, (F/U)∗PU, ∗Q)
est inversible. Il s’ensuit que (81), auquel on a appliqué homDM(F)(M,−), s’identifie à l’homomor-
phisme
hocolim
∅,U⊂U0
homDM(U)(M0|U ,PU, ∗Q) // homDM(F)(M,P∗Q).
Par adjonction, cet homomorphisme se réécrit
hocolim
∅,U⊂U0
homDM(k)(P∗U(M0|U),Q) // homDM(k)(P∗M,Q).
Le résultat recherché est maintenant clair. 
Corollaire 3.9 — On a un isomorphisme canonique dans D(Q) :
hocolim
∅,U⊂A1k
Bti∗(F$mot(U)) ' Bti∗(F$mot(F)) = Hrel, $/k (F, σ). (82)
Demonstration Ceci découle du Lemme 3.8. L’isomorphisme obtenu est maintenant canonique
car la réalisation de Betti du morphisme fantôme résultant de la colimite homotopique est nulle
dans D(Q). 
Étant donnés des ouverts non vides V ⊂ U ⊂ A1k , on a un carré commutatif de schémas en
groupe
pi$1 (V)
//

Spec(H0(Bti∗F$mot(V)))

pi$1 (U)
// Spec(H0(Bti∗F$mot(U))).
Il s’ensuit un morphisme de pro-schémas en groupe
pi$1 (C r k¯) // G
rel, $
/k (F, σ). (83)
Ci-dessus, nous avons noté pi$1 (C r k¯) le pro-groupe {pi$1 (Uan)}∅,U⊂A1k . C’est le pro-groupe fon-
damental de la pro-variété analytique (C r k¯) = {Uan}∅,U⊂A1k . Le résultat suivant jouera un rôle
fondamental dans la suite.
The´ore`me 3.10 — L’image du morphisme (83) est Zariski dense. Autrement dit, le morphisme
suivant est injectif :
H0(H
rel, $
/k (F, σ))
// colim
∅,U⊂A1k
C0f (pi
$
1 (U
an),Q). (84)
Demonstration Ceci s’obtient par passage à la limite à partir du Théorème 3.6 en utilisant le
Corollaire 3.9. (Voir aussi [5, Th. 2.57].) 
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3.5. Calculs de torseurs d’isomorphismes, première partie. — On passe maintenant aux tor-
seurs d’isomorphismes entre réalisation de Betti et réalisation de De Rham. On rappelle d’abord
les résultats de [4, §2.3.1].
On note Ω•/k le complexe de préfaisceaux sur Sm/k qui à un k-schéma lisse X associe le com-
plexe Γ(X,Ω•X/k) des sections globales du complexe de De Rham algébrique de X. D’après [17],
Ω•/k est naturellement un complexe de préfaisceaux avec transferts, i.e., un objet de DM
eff(k). (1)
D’après [4, Cor. 2.89], il existe un isomorphisme canonique dans DMeff(k) :
Ω•/k ⊗k C ' (Bti∗Q) ⊗Q C (85)
qui résume succinctement le théorème de comparaison de Grothendieck [13]. Il s’ensuit un iso-
morphisme d’algèbres dans D(Q) :
Bti∗(Ω•/k) ⊗k C ' Heffmot(k, σ) ⊗Q C. (86)
On est naturellement amené à poser :
Peff(k, σ) = Bti∗(Ω•/k). (87)
Par définition Peff(k, σ) est un comodule sur la bialgèbre Heffmot(k, σ) (cf. [4, Prop. 1.28]). On a le
résultat suivant qui découle de [4, Th. 2.104].
The´ore`me 3.11 — Le complexe Peff(k, σ) est (−1)-connexe, i.e., son homologie est nulle en
degrés strictement négatifs.
On pose :
Peff(k, σ) = H0(Peff(k, σ)). (88)
C’est l’anneau des périodes formelles effectives qui est naturellement un comodule sur Heff(k, σ).
En fait, le pro-schéma Spec(Peff(k, σ)) est un espace homogène sous l’action du pro-schéma en
monoïde Spec(Heff(k, σ)). (Il s’agit d’une conséquence immédiate de l’isomorphisme (85).)
On a également la variante stable. Pour cela il est plus pratique de prendre comme représen-
tant du motif de Tate le préfaisceau avec transferts T = Qtr(U, u) où U = P1k ×k Pk r ∆(P1k) et
u = (∞, 0). Ceci est possible puisque la projection sur le premier facteur U // P1k est un torseur
sous Ga et induit donc une équivalence (A1, ét)-locale. Le point est que U est affine de sorte que
son deuxième groupe de cohomologie de De Rham algébrique est engendré par la classe d’une
forme différentielle ν ∈ Ω2/k(U). On note Ω/k le T -spectre (non symétrique) donné en niveau n par
Ω•/k[2n]. Les morphismes d’assemblage correspondent par adjonction aux morphismes
Ω•/k[2n] // hom((U, u),Ω
•
/k[2])[2n]
qui associent àω ∈ Ω•/k(X) la forme différentielle νω ∈ Ω2+•/k ((U, u)×k X). D’après [4, Prop. 2.92],
il existe un isomorphisme canonique dans DM(k) :
Ω/k ⊗k C ' (Bti∗Q) ⊗Q C. (89)
Il s’ensuit un isomorphisme d’algèbres dans D(Q) :
Bti∗(Ω/k) ⊗k C ' Hmot(k, σ) ⊗Q C. (90)
On est naturellement amené à poser :
P(k, σ) = Bti∗(Ω/k). (91)
Par définition P(k, σ) est un comodule sur l’algèbre de Hopf Hmot(k, σ) (cf. [4, Prop. 1.28]).
1. Strictement parlant, il n’est pas nécessaire de munir Ω•/k de transferts. En effet, comme dans [4, §2.3.1], on peut
travailler avec DAeff(k) au lieu de DMeff(k). De même, la Remarque 2.40 montre qu’il n’y a pas besoin de munir Ω•/F de
transferts dans le paragraphe suivant.
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Le complexe P(k, σ) est une localisation de son analogue effectif Peff(k, σ). En effet, soit p¯i ∈
H0(Peff(k, σ)) l’image de α ∈ H2(Bti∗Qtr(P1k ,∞)) par la composition de
Bti∗Qtr(P1k ,∞)[−2] ' Bti∗Qtr(U, u)[−2] ν // Bti∗(Ω•/k).
On a le résultat suivant (cf. [4, Th. 2.93]).
Lemme 3.12 — On a un isomorphisme canonique :
P(k, σ) ' Peff(k, σ)[p¯i−1]. (92)
Vu le Lemme 3.12, il découle du Théorème 3.11 que le complexe P(k, σ) est aussi (−1)-
connexe. On pose :
P(k, σ) = H0(P(k, σ)). (93)
C’est l’anneau des périodes formelles qui est naturellement un comodule sur H(k, σ). En fait, le
pro-schéma Spec(P(k, σ)) est un k-torseur sous le groupe de Galois motivique Gmot(k, σ). (Ceci
découle immédiatement de l’isomorphisme (90).)
Nous allons maintenant expliquer comment « calculer » le complexe Peff(k, σ). En utilisant le
Théorème 2.21, on trouve un isomorphisme canonique :
SgDét(Ω
•
/k) ' Bti∗(Ω•/k) = Peff(k, σ). (94)
Le complexe SgDét(Ω
•
/k) est un cas particulier du complexe de De Rham associé à un W(k)-module
cubique (Σ-enrichi) au sens de [4, Déf. 2.94]. Le W(k)-module cubique qu’on prend est O(D¯•ét) =
Ok−alg(D¯•) (voir le Lemme 2.22). En appliquant [4, Prop. 2.100], on déduit alors un isomorphisme
canonique dans D(Q) :
SgDét(Ω
•
/k) ' Ω˜∞−•(O(D¯ét)). (95)
Ci-dessus, on a
Ω˜∞−n(O(D¯ét)) =
⊕
I⊂Nr{0}, card(I)=n
O
(I)
k−alg(D¯
∞) · dzˆI
où O(I)k−alg(D¯
∞) est le sous-k-espace vectoriel de Ok−alg(D¯∞) formé des fonctions f tels que f |zi= =
0 pour i ∈ I et  ∈ {0, 1}. Bien entendu, dzˆI est la forme différentielle de degré infini obtenue
en prenant le produit extérieur de tous les dzi pour i < I et la différentielle de Ω˜∞−•(O(D¯ét)) est
celle de De Rham. En passant à l’homologie en degré zéro dans (95), on obtient le résultat suivant
(cf. [4, Prop. 2.108]).
The´ore`me 3.13 — Il existe un isomorphisme canonique entre Peff(k, σ) et le quotient du k-espace
vectoriel Ok−alg(D¯∞) par son sous-espace engendré par les éléments de la forme
∂g
∂zi
− g|zi=1 + g|zi=0
avec i ∈ N r {0} et g ∈ Ok−alg(D¯∞). De plus, P(k, σ) = Peff(k, σ)[p¯i−1].
3.6. Calculs de torseurs d’isomorphismes, deuxième partie. — Notre but ici est d’introduire
et de calculer l’algèbre du torseur d’isomorphismes entre la réalisation de Betti tangentielle et la
réalisation de De Rham.
On fixe un plongement complexe σ′ : F ↪→ C qui prolonge celui de k. Les notations et les
constructions du paragraphe précédent s’appliquent à F et σ′. Vu la Remarque 2.19, les isomor-
phismes (85) et (89) induisent des isomorphismes (non canoniques cette fois !) dans DMeff(F) et
DM(F) respectivement :
Ω•/F ⊗F C ' (TgB∗Q) ⊗Q C et Ω/F ⊗F C ' (TgB∗Q) ⊗Q C. (96)
En appliquant TgB∗ à ces isomorphismes, on déduit des isomorphismes dans D(Q) :
TgB∗(Ω•/F) ⊗F C ' Heff, $mot (F, σ) ⊗Q C et TgB∗(Ω/F) ⊗F C ' H$mot(F, σ) ⊗Q C. (97)
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On pose :
Peff, $(F, σ) = TgB∗(Ω•/F) et P
$(F, σ) = TgB∗(Ω/F). (98)
Ce sont naturellement des comodules sous les bialgèbres motiviques Heff, $mot (F, σ) et H
$
mot(F, σ)
(cf. [4, Prop. 1.28]). Le résultat suivant découle de [4, Th. 2.104] et de la Remarque 2.19.
The´ore`me 3.14 — Les complexes Peff, $(F, σ) et P$(F, σ) sont (−1)-connexes, i.e., leur homolo-
gie est nulle en degrés strictement négatifs.
On pose :
Peff, $(F, σ) = H0(Peff, $(F, σ)) et P$(F, σ) = H0(P$(F, σ)). (99)
Ce sont naturellement des comodules sous les bialgèbres motiviques Heff, $mot (F, σ) et H
$
mot(F, σ). En
fait, Spec(Peff, $(F, σ)) est un espace homogène sous le schéma en monoïde Spec(Heff, $mot (F, σ)). De
même, Spec(P$(F, σ)) est un F-torseur sous le groupe de Galois motivique G$mot(F, σ). Il s’agit
d’une conséquence immédiate des isomorphismes (97).
Proposition 3.15 — Il existe des carrés commutatifs
Peff(k, σ)

// P(k, σ)

Peff, $(F, σ) // P$(F, σ)
Peff(k, σ)

// P(k, σ)

Peff, $(F, σ) // P$(F, σ)
où les morphismes sont compatibles aux coactions des bialgèbres motiviques. En particulier, le
morphisme
Spec(P$(F, σ)) // Spec(P(k, σ))
est G$mot(F, σ)-équivariant. (Bien entendu, l’action de G
$
mot(F, σ) sur Spec(P(k, σ)) est la restric-
tion de l’action de Gmot(k, σ) suivant le premier morphisme de (68).)
Demonstration C’est une application directe de [4, Prop. 1.48]. 
Dans la suite de ce paragraphe, nous allons calculer le complexe P$(F, σ). Notre outil principal
sera le Théorème 2.39. Précisons d’abord que dans la définition de Ω/F nous prendrons pour
ν ∈ Ω2/F(UF) l’image de ν ∈ Ω2/k(U) par le morphisme de changement de base. (Ici nous avons noté
UF = U ⊗k F.) Ceci permet d’écrire plus facilement le morphisme canonique (F/k)∗Ω/k // Ω/F .
On choisit également α′ ∈ Cork(D¯2ét,U) un cycle dans le complexe C(Cork(D¯ét,U)) dont la classe
d’homologie est envoyée sur celle de α ∈ Cork(D¯2ét,P1k). On notera de même α′ ∈ CorF(D¯†, 2ét ,UF)
la correspondance finie déduite de α′.
Proposition 3.16 — Il existe un isomorphisme canonique dans D(Q) :
P$(F, σ) ' colim
n∈N colimr∈N×
Tot(C(Ω•/F(D¯
†
ét ×F R$(−, r)))).
Le morphisme de transition en n ∈ N est induit par la composition de :
Ωd/F(D¯
†,m
ét ×F R$)
ν−
// Ω2+d/F ((U, u) ×F D¯†,mét ×F R$)
α′∗
// Ω2+d/F (D¯
†, 2+m
ét ×F R$).
Demonstration Il s’agit du Théorème 2.39 appliqué au T -spectre Ω/F . 
On pose
‘Peff, $(F, σ) = colim
r∈N×
Tot(C(Ω•/F(D¯
†
ét ×F R$(−, r)))). (100)
Puisque Peff(k, σ) est canoniquement isomorphe à SgDét(Ω
•
/k) = Tot(C(Ω
•
/k(D¯ét))), on dispose d’un
morphisme canonique
Peff(k, σ) // ‘Peff, $(F, σ). (101)
Par construction, ‘Peff, $(F, σ) est une F-algèbre dans D(F) et (101) est un morphisme de k-
algèbres. Comme dans le Lemme 3.12, on a un isomorphisme canonique
P$(F, σ) ' ‘Peff, $(F, σ)[p¯i−1] (102)
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où, par abus de notation, p¯i ∈ H0(‘Peff, $(F, σ)) désigne l’image de p¯i ∈ H0(Peff(k, σ)) par (101). Il
est donc suffisant de calculer le complexe ‘Peff, $(F, σ).
Remarque 3.17 — Nous tenons à avertir le lecteur que nous ne prétendons pas que ‘Peff, $(F, σ)
coïncide avec le complexe Peff, $(F, σ). En fait, il est facile de construire un morphisme canonique
‘Peff, $(F, σ) // Peff, $(F, σ), mais nous ignorons si ce morphisme est inversible. Pour la suite, on
se contentera de noter qu’on a un carré commutatif :
Peff(k, σ) //

‘Peff, $(F, σ)

P(k, σ) // P$(F, σ),
où les flèches verticales sont des morphismes de localisation par rapport à p¯i. Ceci découle aussitôt
de la discussion précédente. 
Lemme 3.18 — Pour r ∈ N×, on a un isomorphisme canonique de complexes de préfaisceaux
avec transferts :
Tot(C(hom(R$(−, r),Ω•/F))) ' Ω•/F ⊗F F($1/r)[ln$] (103)
où ln$ désigne une variable transcendante sur F.
Demonstration Par la formule de Künneth pour la cohomologie de De Rham algébrique, il suffit
de construire un isomorphisme canonique dans D(Q) :
Tot(N(Ω•/F(R$(−, r)))) ' F($1/r)[ln$] (104)
avec N le foncteur « complexe normalisé associé ». Rappelons que Nn(Ω•/F(R$(−, r))) est le co-
noyau du morphisme⊕
nn−1
Ω•/F(F($
1/r) ⊗F (GmF)n−1) // Ω•/F(F($1/r) ⊗F (GmF)n)
où les morphismes sont induits par les n différentes projections de (GmF)n sur (GmF)n−1. Il en
découle que Nn(Ω•/F(R$(−, r))) est acyclique sauf en degré n où la cohomologie est un F($1/r)-
espace vectoriel de rang 1 engendré par la classe de la forme différentielle dt1t1 ∧ · · · ∧
dtn
tn
.
Pour n ∈ N, on dispose d’un morphisme canonique∫ $1/r
1
: Ωn/F(R$(n, r)) = Ω
n
/F
(
Spec(F($1/r)[t1, t−11 , · · · , tn, t−1n ])
)
// F($1/r)[ln$]
qui envoie f · dt1 ∧ · · · ∧ dtn sur
∫ $1/r
1 f · dt1 · · · dtn. (On utilise ici la relation ln($1/r) = r−1 ln$.)
Ce morphisme induit un quasi-isomorphisme
Nn(Ω•/F(R$(−, r))) // F($1/r) · (ln$)n[−n]
où le membre de droite est le F($1/r)-espace vectoriel de dimension 1 engendré par (ln$)n et
placé en degré cohomologique n. En faisant varier n, on obtient en fait un morphisme de bicom-
plexes
N(Ω•/F(R$(−, r))) //
⊕
n∈N
F($1/r) · (ln$)n[(−n, n)]
où le bicomplexe à droite à toutes ses différentielles nulles. En passant aux complexes totaux
associés, on obtient le résultat recherché. 
Corollaire 3.19 — On a un isomorphisme canonique de complexes de préfaisceaux avec trans-
ferts :
colim
r∈N×
Tot(C(hom(R$(−, r),Ω•/F))) ' Ω•/F ⊗F F̂[ln$] (105)
où F̂ = F($1/r; r ∈ N×).
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Proposition 3.20 — Il existe un isomorphisme canonique dans D(Q) :
P$(F, σ) '
(
colim
n∈N Tot(C(Ω
•
/F(D¯
†
ét)))
)
⊗F F̂[ln$].
Le morphisme de transition en n ∈ N est induit par la composition de :
Ωd/F(D¯
†,m
ét )
ν−
// Ω2+d/F ((U, u) ×F D¯†,mét )
α′∗
// Ω2+d/F (D¯
†, 2+m
ét ).
Le reste du calcul de ‘Peff, $(F, σ) est similaire à celui du calcul de Peff(k, σ). En effet, c’est en-
core un cas particulier de [4, Prop. 2.100] appliqué au W(k)-module cubique (Σ-enrichi) O(D¯†,•ét ) =
O†k−alg(D¯
•) (voir le Lemme 2.28). On a donc le résultat suivant.
The´ore`me 3.21 — Il existe un isomorphisme canonique
‘Peff, $(F, σ) ' Qeff, $(F, σ) ⊗F F̂[ln$]
où Qeff, $(F, σ) = Ω˜†,∞−•k−alg (D¯
∞) est le complexe placé en degrés homologiques positifs et défini de
manière suivante. Pour d ∈ N, on a
Ω˜
†,∞−d
k−alg (D¯
∞) =
⊕
I⊂Nr{0}, card(I)=d
O
†, (I)
k−alg(D¯
∞) · dzˆI
où O†, (I)k−alg(D¯
∞) est le sous-F-espace vectoriel de O†k−alg(D¯
∞) formé des séries de Laurent G telles
que G|zi= = 0 pour i ∈ I et  ∈ {0, 1}. Le symbole dzˆI désigne le produit extérieur des formes
différentielles dz j pour j < I. Enfin, la différentielle de ce complexe est celle de De Rham.
Pour une utilisation future, on note le résultat suivant.
Proposition 3.22 — Le complexe Qeff, $(F, σ) est canoniquement isomorphe à Bti∗χ(Ω•/F) avec
χ le foncteur introduit dans le Théorème 2.24.
Demonstration Ceci est une conséquence du Corollaire 2.27 et de [4, Prop. 2.100]. 
On pose
‘Peff, $(F, σ) = H0(‘Peff, $(F, σ)) et Qeff, $(F, σ) = H0(Qeff, $(F, σ)). (106)
Un calcul similaire à celui de [4, Prop. 2.108] donne alors le résultat suivant.
Corollaire 3.23 — Le F-espace vectoriel Qeff, $(F, σ) est le quotient de O†k−alg(D¯
∞) par le
sous-espace engendré par les éléments de la forme
∂G
∂zi
−G|zi=1 + G|zi=0
avec G ∈ O†k−alg(D¯∞) et i ∈ N r {0}. De plus, on a un isomorphisme canonique :
‘Peff, $(F, σ) ' Qeff, $(F, σ) ⊗F F̂[ln$].
Remarque 3.24 — Les F-espaces vectoriels Qeff, $(F, σ) et ‘Peff, $(F, σ) sont en fait des F-
algèbres. La multiplication dans Qeff, $(F, σ) est décrite comme dans [4, Prop. 2.108, (b)]. Le mor-
phisme canonique Peff(k, σ) // ‘Peff, $(F, σ) se factorise par Qeff, $(F, σ) induisant un morphisme
de k-algèbres
Peff(k, σ) // Qeff, $(F, σ). (107)
Il est facile de voir que ce morphisme correspond, via les isomorphismes du Théorème 3.13 et du
Corollaire 3.23, au morphisme induit par l’inclusion Ok−alg(D¯∞) ↪→ O†k−alg(D¯∞). 
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3.7. Lien avec les k-séries de périodes. — L’élément p¯i ∈ ‘Peff, $(F, σ) appartient à la sous-
algèbre Qeff, $(F, σ). On peut donc poser Q$(F, σ) = Qeff, $(F, σ)[p¯i−1]. C’est une sous-F-algèbre
de P$(F, σ). La variante stable de la Proposition 3.22 est également vraie, i.e., Q$(F, σ) est ca-
noniquement isomorphe à Bti∗χ(Ω/F). D’après la Remarque 3.24, on a un diagramme commutatif
de k-algèbres à carrés cocartésiens :
Peff(k, σ) //

p
Qeff,$(F, σ)
p

// ‘Peff,$(F, σ)

P(k, σ) // Q$(F, σ) // P$(F, σ).
(108)
D’après [4, Prop. 2.108, (c)], le morphisme d’évaluation
∫
: P(k, σ) // C, donné par la com-
position de
P(k, σ) ↪→ P(k, σ) ⊗k C ' Hmot(k, σ) ⊗Q C cu // C, (109)
envoie, modulo l’isomorphisme du Théorème 3.13, la classe d’une fonction f ∈ Ok−alg(D¯∞) sur
son intégrale
∫
[0,1]∞ f .
De´finition 3.25 — On pose :
R$/k(F, σ) = P
$(F, σ) ⊗P(k,σ), ∫ C. (110)
C’est une (F ⊗k C)-algèbre.
Proposition 3.26 — Le pro-schéma Spec(R$
/k(F, σ)) est naturellement un (F ⊗k C)-torseur sous
le groupe de Galois motivique relatif Grel, $
/k (F, σ).
Demonstration Rappelons que Spec(P(k, σ)) est un k-torseur sous le groupe de Galois moti-
vique Gmot(k, σ). De même, Spec(P$(F, σ)) est un F-torseur sous le groupe de Galois motivique
G$mot(F, σ). D’après la Proposition 3.15, le morphisme canonique
Spec(P$(F, σ)) // Spec(P(k, σ)) (111)
est G$mot(F, σ)-équivariant lorsque ce groupe agit sur Spec(P(k, σ)) par restriction suivant le mor-
phisme canonique
G$mot(F, σ) // Gmot(k, σ). (112)
Maintenant, le morphisme d’évaluation
∫
: P(k, σ) // C définit un C-point de Spec(P(k, σ)).
Il en découle aussitôt que le produit fibré
Spec(P$(F, σ)) ×Spec(P(k,σ)) Spec(C),
vu comme (F ⊗k C)-schéma, est un torseur sous le noyau du morphisme (112). Ce noyau n’est
autre que le groupe de Galois motivique relatif de l’extension F/k. 
Vu le carré cocartésien extérieur du diagramme (108), on a en fait un isomorphisme canonique
R$/k(F, σ) ' ‘Peff, $(F, σ) ⊗Peff(k,σ), ∫ C =
(
Qeff, $(F, σ) ⊗Peff(k,σ), ∫ C
)
⊗F F̂[ln$]. (113)
On obtient alors le résultat suivant.
The´ore`me 3.27 — Le noyau de la composition de
O†k−alg(D¯
∞) // P$(F, σ) // R$/k(F, σ) (114)
est le sous-F-espace vectoriel de O†k−alg(D¯
∞) engendré par les éléments de la forme
∂G
∂zi
−G|zi=1 + G|zi=0 et f · L
avec G, L ∈ O†k−alg(D¯∞), i ∈ Nr {0} et f ∈ Ok−alg(D¯∞) vérifiant
∫
[0,1]∞ f = 0, et telle que f et L ne
dépendent pas simultanément d’une même variable complexe.
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Demonstration NotonsP(k) l’image du morphisme d’évaluation
∫
: Ok−alg(D¯∞) // C. Puisque
C est plat sur l’anneau P(k), le noyau de la composition (114) coïncide avec le noyau du mor-
phisme
O†k−alg(D¯
∞) // Qeff, $(F, σ) ⊗Peff(k,σ) P(k).
Le résultat découle maintenant du Corollaire 3.23. 
4. Réalisations et évaluations
On garde les notations des sections précédentes. Ici, nous allons combiner les Théorèmes 3.10
et 3.27 pour déduire le Théorème 1.8. Pour ce faire, nous construisons un torseur sur la com-
plétion pro-C-algébrique de pi$1 (C r k¯). L’algèbre des fonctions régulières sur ce torseur est une
sous-(F ⊗k C)-algèbre A˜rsF⊗kC de C(($))($1/r; r ∈ N×)[ln$]. On construit ensuite un morphisme
R$
/k(F, σ)
// A˜rsF⊗kC et on montre qu’il est donné par l’intégration (du moins pour les éléments
venant de Q$(F, σ)). Ce morphisme étant compatible à l’action du groupe pi$1 (C r k¯), on est en
mesure de conclure grâce au Théorème 3.10.
On commence par des rappels sur la correspondance de Riemann-Hilbert (dans le cas particulier
d’un ouvert Zariski de la droite affine).
4.1. Sur la correspondance de Riemann-Hilbert. — Soit U ⊂ A1
C
un ouvert Zariski. On note
DU le faisceau (Zariski) des opérateurs différentiels sur U. En tant queOU-module quasi-cohérent,
on a DU = OU[∂$] où ∂$ = ∂∂$ . On note O−Coh(DU) la catégorie des DU-modules à gauche qui
sont cohérents en tant queOU-modules. De tels modules sont automatiquement holonomes surDU
et localement libres sur OU (voir [8, Chap. VI, Prop. 1.7]). La donnée d’un objet de O−Coh(DU)
équivaut à celle d’une connexion intégrable sur un OU-module localement libre. (La condition
d’intégrabilité est vide dans notre cas puisque dim(U) = 1.) On note également O−Ĉoh(DU) la
catégorie desDU-modules à gauche qui sont l’union filtrante de leurs sous-DU-modules cohérents
sur OU .
On pose DUan = OUan ⊗OU DU . C’est le faisceau des opérateurs différentiels sur la variété
complexe Uan. On a encore DUan = OUan[∂$] en tant que OUan-module. Comme dans le cas
algébrique, on note O−Coh(DUan) (resp. O−Ĉoh(DUan)) la catégorie des DUan-modules à gauche
cohérents surOUan (resp. qui sont l’union filtrante de leurs sous-DUan-modules cohérents surOUan).
Rappelons que L̂S(Uan,C) est la catégorie des ind-systèmes locaux en C-espaces vectoriels sur
Uan (voir le paragraphe qui précède le Lemme 2.17). On dispose d’une équivalence de catégories
OUan ⊗C − : L̂S(Uan,C) ∼ // O−Ĉoh(DUan) (115)
(voir [10, Chap. I, Th. 2.17]). Son quasi-inverse envoie un DUan-module M sur le ind-système
local Sol(M) = ker{∂$ : M→M}. Par ailleurs, on dispose d’un foncteur d’« analytification » :
(−)an : O−Ĉoh(DU) // O−Ĉoh(DUan). (116)
Ce foncteur n’est pas une équivalence de catégories. Toutefois, si on le restreint à la sous-catégorie
pleine O−Ĉohrs(DU) ⊂ O−Ĉoh(DU) formée des DU-modules qui sont l’union filtrante de leurs
sous-DU-modules holonomes à singularités régulières (voir [10, Chap. II, §1] pour la définition),
on obtient une équivalence de catégories
(−)an : O−Ĉohrs(DU) ∼ // O−Ĉoh(DUan) (117)
(voir [10, Chap. II, Th. 5.9]). Bien entendu, cette équivalence de catégories identifie O−Coh(DUan)
à la sous-catégorie pleine O−Cohrs(DU) ⊂ O−Coh(DU) des DU-modules cohérents sur OU et à
singularités régulières. La correspondance de Riemann-Hilbert est l’équivalence composée
RHU = Sol ◦ (−)an : O−Ĉohrs(DU) ∼ // L̂S(Uan,C). (118)
On fixe un quasi-inverse qu’on désignera par RH−1U .
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Nous utiliserons la correspondance de Riemann-Hilbert pour définir un foncteur monoïdal sur
la catégorie des ind-systèmes locaux sur Uan à valeurs dans la catégorie des OU-modules plats.
De´finition 4.1 — On note Frh : L̂S(Uan,C) // Mod(OU) la composition de
L̂S(Uan,C)
RH−1U
// O−Ĉohrs(DU) oub // Mod(OU), (119)
où oub est le foncteur qui envoie un DU-module sur le OU-module sous-jacent.
Par ailleurs, on dispose du foncteur fibre
ΨUan : L̂S(Uan,C) // Mod(C). (120)
Dans le reste du paragraphe, nous tâcherons de calculer le torseur des isomorphismes entre les
foncteurs ΨUan et Frh.
Pour  > 0 un réel suffisamment petit, on note D = {z ∈ C; |z| < } et D∗ = D r {0}. Soit
r : D˜∗ // D∗ le revêtement universel de D∗ . On prendra pour D˜∗ ⊂ C, l’image inverse de D∗ par
l’exponentielle. On pose
A = colim>0 O(D˜∗ ). (121)
Remarque 4.2 — Par définition, on a A = ΨUanOUan . En effet, r∗OD∗ = OD˜∗ puisque r est un
homéomorphisme local. (Voir aussi la preuve du Théorème 2.18.) 
Par abus de notation,A désignera aussi le OU-module quasi-cohérent donné parA(V) = A pour
tout ouvert non vide V ⊂ U. Le faisceau A est naturellement un DU-module à gauche. On notera
ArsU le plus grand sous-DU-module de A qui est un objet de O−Ĉohrs(DU).
Proposition 4.3 — Il existe un isomorphisme naturel en E ∈ L̂S(Uan,C) :
homMod(C)(ΨUan E,C) ' homL̂S(Uan,C)(E,RHU(ArsU)). (122)
Autrement dit, l’adjoint à droite du foncteur (120) existe et il envoie un C-espace vectoriel V sur
l’ind-système local V ⊗C RHU(ArsU).
Demonstration On note E = RH−1U (E) et E
an = OUan ⊗C E son analytifié.
Rappelons que ΨUan E = Γ(D˜∗ , r∗E). (Bien entendu, on suppose que  est suffisamment petit de
sorte que D∗ ⊂ Uan.) Par ailleurs, r∗E est le sous-faisceau des solutions de r∗Ean (vu comme fibré
à connexion sur D˜∗ ). Puisque D˜∗ est contractile, il s’ensuit un isomorphisme canonique :
(ΨUan E) ⊗C O(D˜∗ ) ' Γ(D˜∗ , r∗Ean). (123)
Par ailleurs, on a un morphisme évident
E // colim>0 Γ(D˜∗ , r∗Ean) (124)
où le membre de droite est considéré comme un faisceau constant sur U. En combinant (123) et
(124), on obtient un morphisme canonique deDU-modules à gauche E // (ΨUan E)⊗CA. Puisque
E est dans O−Ĉohrs(DU), on en déduit un morphisme
yE : E // (ΨUan E) ⊗C ArsU . (125)
On définit l’homomorphisme (122) en envoyant f : (ΨUan E) // C sur RHU(( f ⊗ idArsU ) ◦ yE).
Par ailleurs, on dispose d’un morphisme canonique
Γ(D˜∗ , r∗(ArsU)
an) = Γ(D˜∗ , r∗(ArsU ⊗OU OUan)) // O(D˜∗ ) (126)
donné par la multiplication des fonctions sur D˜∗ . (Remarquer queArsU(U) est contenu dansO(D˜
∗
 ) ⊂
A dès que D∗ ⊂ Uan.) En appliquant (123), on obtient alors un morphisme canonique
(ΨUan(RHU(ArsU))) ⊗C O(D˜∗ ) // O(D˜∗ ). (127)
En passant à la limite suivant  > 0, on déduit un morphisme de DU-modules
(ΨUan(RHU(ArsU))) ⊗C A // A (128)
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où l’opérateur différentiel ∂$ agit sur la source par l’identité sur le premier facteur et par la déri-
vation des fonctions sur le second facteur. Or, on a ker{∂$ : A → A} = C. Le morphisme (128)
induit donc une forme linéaire
δ : ΨUan(RHU(ArsU)) // C. (129)
L’inverse de l’homomorphisme (122) envoie g : E // RHU(ArsU) sur δ ◦ ΨUan(g).
On laissera au lecteur le soin de vérifier que les deux homomorphismes construits ci-dessus sont
inverses l’un de l’autre. 
Corollaire 4.4 — Notons tUan : Mod(C) // L̂S(Uan,C) l’adjoint à droite du foncteur ΨUan . Il
existe alors un isomorphisme canonique de OU-algèbres
Frh◦ tUan (C) ' ArsU .
Demonstration C’est une conséquence immédiate de la Proposition 4.3. 
Le Corollaire 4.4 décrit l’algèbre du torseur des isomorphismes de Frh vers ΨUan . Toutefois,
nous aurons besoin de décrire le torseur des isomorphismes de ΨUan vers Frh. Pour cela, notons
(ArsU)
∨ le dual deArsU vu comme pro-objet de O−Cohrs(DU). (Rappelons que siM ∈ O−Coh(DU),
son dual M∨ est donné par Hom(M,OU) en tant que OU-module ; l’opérateur différentiel ∂$ agit
sur une section globale p : M → OU par la formule (∂$p)(−) = ∂$(p(−)) − p(∂$(−)).) La
Proposition 4.3 admet la conséquence suivante.
Corollaire 4.5 — Il existe un isomorphisme naturel en E ∈ L̂S(Uan,C) :
ΨUan E ' homL̂S(Uan,C)(RHU((ArsU)∨), E). (130)
Demonstration On peut supposer que E est un système local, i.e., un objet de LS(Uan,C). Le cas
général s’en déduit par passage aux ind-objets. Le foncteur de dualité induit alors un isomorphisme
homL̂S(Uan,C)(RHU((A
rs
U)
∨), E) ' homL̂S(Uan,C)(E∨,RHU(ArsU)).
D’après la Proposition 4.3, le membre de droite s’identifie à homMod(C)(ΨUan E∨,C) = (ΨUan E∨)∨.
Or, le foncteur ΨUan commute à la dualité, ce qui permet de conclure. 
The´ore`me 4.6 — Le foncteur Frh : L̂S(Uan,C) // Mod(OU) possède un adjoint à droite qu’on
notera Grh. De plus, on a un isomorphisme canonique de O(U)-algèbres
ΨUan ◦ Grh(OU) ' ArsU(U). (131)
Demonstration L’existence de Grh est assurée par les critères généraux d’existence d’adjoints à
droite. En utilisant le Corollaire 4.5, on peut former la chaîne d’isomorphismes canoniques :
ΨUan ◦ Grh(OU) ' homL̂S(Uan,C)(RHU((ArsU)∨),Grh(OU))
' homMod(OU )(Frh ◦ RHU((ArsU)∨),OU) ' homMod(OU )((ArsU)∨,OU) ' ArsU(U).
Le théorème est démontré. 
Dans la suite, on confondra souvent le faisceau ArsU et l’anneau de ses sections globales A
rs
U(U).
Ceci est loisible car U est un schéma affine.
On rappelle que pi$1 (U
an) désigne le groupe fondamental de Uan relativement au vecteur tan-
gent ∂∂$ en 0. La complétion pro-C-algébrique de pi
$
1 (U
an) est le spectre de la C-algèbre de Hopf
C0f (pi
$
1 (U
an),C) formée des fonctions à valeurs dans C sur le groupe pi$1 (U
an) dont l’orbite (pour
l’action régulière) engendre un C-espace vectoriel de dimension finie. La catégorie L̂S(Uan,C)
est équivalente à la catégorie des comodules à gauche sur C0f (pi
$
1 (U
an),C) et, modulo cette équi-
valence, le foncteur ΨUan s’identifie au foncteur d’oubli. D’après [4, Lem. 1.54], il s’ensuit un
isomorphisme de C-algèbres de Hopf ΨUan(tUan C) ' C0f (pi$1 (Uan),C).
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Corollaire 4.7 — Le pro-schéma Spec(ArsU) est naturellement un U-torseur sous la complétion
pro-C-algébrique de pi$1 (U
an).
Demonstration D’après [4, Prop. 1.28],ArsU est un comodule sur l’algèbre de Hopf ΨUan(tUan C).
Ceci fournit l’action de la complétion pro-C-algébrique de pi$1 (U
an) sur Spec(ArsU). Pour montrer
que ce dernier est un torseur, il suffit de montrer que les foncteurs Frh et ΨUan deviennent iso-
morphes (non canoniquement) après extension des scalaires aux points géométriques de U. La
catégorie L̂S(Uan,C) est la catégorie des ind-objets dans la catégorie tannakienne LS(Uan,C), et
les foncteurs ΨUan(−) et Frh commutent aux colimites filtrantes. Il suffit donc de montrer le résultat
pour les restrictions de ces foncteurs à LS(Uan,C). C’est alors un cas particulier de l’« unicité »
des foncteurs fibres pour les catégories tannakiennes. Nous invitons le lecteur à consulter [11] et
notamment le §9 de loc. cit. pour plus de détails. 
Plus tard, nous aurons besoin du résultat suivant.
Proposition 4.8 — Il existe un morphisme canonique de faisceaux sur Uan :
Grh(OU) // OUan . (132)
Ce morphisme est injectif et O(U)-linéaire. De plus, le carré suivant est commutatif
ΨUanGrh(OU)
∼
//

ArsU(U)

ΨUanOUan
∼
// A.
Demonstration Soit E un ind-système local sur Uan, et notons E = RH−1U (E) et E
an = OUan ⊗C E.
Il existe alors un morphisme canonique
homShv(Uan,C)(E,Grh(OU)) // homShv(Uan,C)(E,OUan) (133)
donné par la composition de
homShv(Uan,C)(E,Grh(OU))
∼
// homMod(OU )(E,OU)

homMod(OUan )(E
an,OUan)
∼
// homShv(Uan,C)(E,OUan).
Le morphisme (132) est l’image de l’identité de Grh(OU) par (133).
Il reste à montrer que le carré de l’énoncé est commutatif (l’injectivité et la O(U)-linéarité de
(132) en découlent). Pour cela, considérons la composition de
homL̂S(Uan,C)(RHU((A
rs
U)
∨),Grh(OU)) ' ΨUanGrh(OU) // ΨUanOUan ' A. (134)
Nous allons calculer l’image d’un morphisme f : RHU((ArsU)
∨) // Grh(OU) par cette compo-
sition. (Ce calcul est basé sur les preuves de la Proposition 4.3 et du Corollaire 4.5.) Notons
E ⊂ Grh(OU) l’image du morphisme f ; c’est un système local contenu dans Grh(OU). On a donc
une factorisation de f :
RHU((ArsU)
∨)
g
// E ↪→ Grh(OU).
On considère le morphisme g∨ : E∨ // RHU(ArsU), dual du morphisme g. D’après la preuve
de la Proposition 4.3, le morphisme g∨ correspond à un unique morphisme h∨ : ΨUan(E)∨ =
Γ(D˜∗ , r∗E∨) // C tel que le diagramme
Γ(D˜∗ , r∗E∨)
h∨
//
g∨

C

Γ(D˜∗ , r∗RHU(ArsU)) // Γ(D˜
∗
 , r
∗(ArsU)
an) // Γ(D˜∗ ,O)
(135)
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commute. Le dual de h∨ fournit une section h ∈ Γ(D˜∗ , r∗E). Alors, l’image de f par la composition
de (134) est égale à l’image de h par la composition de
E // Grh(OU) // OUan . (136)
Par adjonction, la composition de (136) correspond à un morphisme Ean // OUan et on considère
le morphisme dual OUan // Ean,∨. Il s’ensuit aussitôt que l’image de h par (136) est l’image de
1 ∈ Γ(D˜∗ ,O) par la composition de
Γ(D˜∗ ,O) // Γ(D˜∗ , r∗Ean,∨) ' Γ(D˜∗ , r∗E∨) ⊗C Γ(D˜∗ ,O) h
∨
// Γ(D˜∗ ,O). (137)
Vu le diagramme commutatif (135), la composition ci-dessus est égale à celle de
Γ(D˜∗ ,O) // Γ(D˜∗ , r∗Ean,∨)
gan,∨
// Γ(D˜∗ , r∗(ArsU)
an) // Γ(D˜∗ ,O). (138)
Le morphisme f : RHU((ArsU)
∨) // Grh(OU) correspond par adjonction à un morphisme de
OU-modules f ′ : (ArsU)
∨ // OU . En dualisant, on obtient une section globale f ′∨ ∈ ArsU(U). De
même, la composition de
RHU((ArsU)
∨) // Grh(OU) // OUan
correspond à un morphisme de OUan-modules (ArsU)
an,∨ // OUan . En dualisant, on obtient une
section globale f ′an,∨ ∈ (ArsU)an(Uan). D’après la construction du morphisme Grh(OU) // OUan ,
il est immédiat que f ′an,∨ est l’image de f ′∨ par le morphisme évident ArsU(U) // (A
rs
U)
an(Uan).
Par ailleurs, il est clair que f ′an,∨ est aussi l’image de 1 par la composition des deux premières
flèches dans (138). Or, le morphisme Γ(D˜∗ , r∗(ArsU)
an) // Γ(D˜∗ ,O) envoie f ′an,∨ = ( f ′∨)an sur
f ′∨ (lorsqu’on identifie ArsU(U) à un sous-anneau de Γ(D˜
∗
 ,O)). On a donc démontré que l’image
de f par la composition de (134) est égale à l’image de f ′∨ par l’inclusion ArsU(U) ↪→ A. Ceci
établit la commutation du carré de l’énoncé. 
4.2. Réalisation de Betti et connexions de Gauss-Manin. — Nous allons d’abord étendre la
connexion de Gauss-Manin aux motifs. Soit U ⊂ A1
C
un ouvert non vide et notons Ω•/U le com-
plexe de faisceaux (avec transferts, d’après [17]) sur Sm/U qui envoie un U-schéma lisse X sur le
complexe Γ(X,Ω•X/U) des sections globales du complexe de De Rham relatif Ω
•
X/U . On a une suite
exacte courte de complexes de faisceaux avec transferts sur Sm/U :
0 // Ω•/U[−1] // (Ω•/C)|Sm/U // Ω•/U // 0 (139)
où la première flèche non nulle envoie v ∈ Ω•/U(X) sur d$∧ v et la seconde flèche non nulle envoie
u ∈ Ω•
/C
(X) sur sa classe dans Ω•/U(X). On note
∂$ : Ω•/U // Ω
•
/U (140)
le morphisme de DMeff(U) défini comme étant l’opposé du morphisme déduit de la suite exacte
(139). Ainsi,
Ω•/U[−1] // (Ω•/C)|Sm/U // Ω•/U
−∂$
// Ω•/U
est un triangle distingué dans DMeff(U). On a le résultat suivant.
Proposition 4.9 — L’endomorphisme (140) vérifie la formule de Leibniz, i.e.,
∂$ ◦m f = m f ◦ ∂$ + m∂$ f
où m f désigne la multiplication par une fonction régulière f sur U.
Demonstration Notons K• = Cône{Ω•/U[−1] → (Ω•/C)|Sm/U}. Ainsi, pour X ∈ Sm/U, on a
Kn(X) = Ωn
/C
(X) ⊕Ωn
/U(X) et la différentielle est donnée par
dK(u, v) = (du + d$ ∧ v, dv)
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pour u ∈ Ωn
/C
(X) et v ∈ Ωn
/U(X). On dispose aussi de deux morphismes de complexes p, q :
K• // Ω•/U donnés par
p(u, v) = u¯ et q(u, v) = v.
(Dans la première équation ci-dessus, u¯ désigne la classe de u dans Ωn
/U(X).) Vu la suite exacte
(139), le morphisme p : K• // Ω•/U est un quasi-isomorphisme de complexes de faisceaux et on
a la formule ∂$ = −q ◦ p−1 dans la catégorie dérivée des complexes de faisceaux avec transferts
sur Sm/U.
Pour f ∈ O(U), la formule n f (u, v) = ( f · u, f · v − f ′ · u¯) définit un endomorphisme n f du
complexe K•. (Ici, on a posé f ′ = ∂$ f .) De plus, on a clairement les relations p ◦ n f = m f ◦ p et
q ◦ n f = m f ◦ q −m f ′ ◦ p. Ceci permet de conclure. 
Remarque 4.10 — L’analogue analytique de la suite exacte courte (139) fournit aussi un mor-
phisme ∂$ : Ω•/Uan
// Ω•/Uan dans la catégorie dérivée des faisceaux sur le site AnSm/U
an des
espaces analytiques lisses sur Uan et on a un carré commutatif
Ω•/U
//
∂$

An∗(Ω•/Uan)
∂$

Ω•/U
// An∗(Ω•/Uan)
dans DMeff(U). (Rappelons que An : Sm/U // AnSm/Uan est le foncteur d’analytification.)
La preuve de la Proposition 4.9 s’étend littéralement pour montrer que ∂$ : Ω•/Uan
// Ω•/Uan
satisfait aussi à la formule de Leibniz. On peut donner une preuve plus conceptuelle de cela.
C’est la suivante. Notons ι : Ouv(Uan) ↪→ AnSm/Uan l’inclusion de l’ensemble ordonné des
ouverts de Uan. On dispose d’un morphisme canonique ι∗OUan // Ω•/Uan et le lemme de Poincaré
holomorphe entraîne que c’est un quasi-isomorphisme de préfaisceaux. Or, il est facile de voir que
le carré
ι∗OUan //
∂$

Ω•/Uan
∂$

ι∗OUan // Ω•/Uan
est commutatif, ce qui permet de conclure. 
D’après la Proposition 4.9, le O(U)-module dRU(M) = homDMeff(F)(M,Ω
•
/U) hérite d’une struc-
ture de D(U)-module à gauche pour tout M ∈ DMeff(U). Lorsque M devient fortement dualisable
dans DM(U), ce D(U)-module est projectif sur O(U) et il définit alors un objet de O−Cohrs(U).
(Le fait que le DU-module en question est à singularités régulières est une conséquence facile de
[10, Chap. II, Th. 7.9].) La connexion associée est la connexion de Gauss-Manin bien connue. En
général, nous obtenons un foncteur
dRGMU : DM
eff(U) // Mod(D(U))op (141)
qui « enrichit » le foncteur dRU : DMeff(U) // Mod(O(U))op envoyant M sur le O(U)-module
homDMeff(F)(M,Ω
•
/U).
The´ore`me 4.11 — Il existe un isomorphisme naturel en M ∈ lisDMeff(U) :
dRGMU (M) ' homMod(OU )
(
RH−1U
(
H0Bti∗U(M) ⊗Q C
)
,OU
)
(142)
où le membre de droite est muni de sa structure de D(U)-module déduite de la structure de DU-
module sur RH−1U (H0Bti
∗
U(M) ⊗Q C).
Demonstration On pose dRUan(M) = homDMeff(U)(M,An∗Ω•/Uan). D’après la Remarque 4.10, ce
O(Uan)-module est naturellement un D(Uan)-module qu’on notera dRGMUan (M). Lorsque M devient
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fortement dualisable dans DM(U), dRGMUan (M) est projectif sur O(U
an) et définit donc un objet de
O−Coh(DUan). En général, on a des isomorphismes canoniques de D(Uan)-modules
dRGMUan (M) = homDMeff(U)(M,An∗Ω
•
/Uan) ' homDMeff(U)(M,RAn∗ι∗OUan)
' homAnDMeff(Uan)(LAn∗M, ι∗OUan) ' homD(Uan)(Rι∗LAn∗M,OUan) (143)
= homD(Uan)(Bti∗U M,OUan) ' homD(Mod(OUan ))(OUan ⊗Q Bti∗U(M),OUan)
' homMod(OUan )(OUan ⊗Q H0Bti∗U(M),OUan).
Ci-dessus, nous avons utilisé plusieurs faits que nous allons maintenant lister. D’abord, nous
avons utilisé que le morphisme évident ι∗OUan // Ω•/Uan est un quasi-isomorphisme de com-
plexes de faisceaux qui commute aux opérateurs ∂$. Nous avons aussi utilisé que le foncteur
ι∗ : D(Uan) // AnDMeff(Uan), induit par l’inclusion ι : Ouv(Uan) ↪→ AnSm/Uan, est une équi-
valence de catégories de quasi-inverse Rι∗. Enfin, nous avons utilisé que les groupes Exti(M,N)
sont nuls pour i , 0, et M et N des OUan-modules cohérents localement libres. À vrai dire, nous
avons besoin de cette propriété dans un cadre un peu plus général : celui où M est une colimite
filtrante de OUan-modules cohérents localement libres à morphismes de transition des monomor-
phismes scindés. (On se retrouve dans cette situation en écrivant les HnBti∗U(M) comme unions
filtrantes de leurs sous-systèmes locaux.) Pour un tel M, l’annulation des groupes Exti(M,N) est
une conséquence du critère de Mittag-Leﬄer (voir [14, Chap. 0, §13]).
À présent, on affirme que le morphisme de D(U)-modules
dRGMU (M) // dR
GM
Uan (M) (144)
est injectif. Pour montrer cela, on écrit M comme une colimite homotopique filtrante d’objets
compacts (Mi)i∈I de lisDMeff(U). (Plus précisément, I est un ensemble ordonné filtrant et (Mi)i∈I
est un système inductif de complexes de préfaisceaux avec transferts sur Sm/U tel que chaque Mi
est fortement dualisable dans DM(U).) Pour tout i ∈ I, dRGMU (Mi) (resp. dRGMUan (Mi)) est un D(U)-
module (resp. D(Uan)-module) projectif et de type fini sur O(U) (resp. O(Uan)). C’est donc un
objet artinien de la catégorie des D(U)-modules (resp. D(Uan)-modules). Il s’ensuit aussitôt que
les systèmes projectifs (dRGMU (Mi))i∈I et (dR
GM
Uan (Mi))i∈I vérifient la condition de Mittag-Leﬄer. On
en déduit alors des isomorphismes canoniques
dRGMU (M) = limi∈I dR
GM
U (Mi) et dR
GM
Uan (M) = limi∈I dR
GM
Uan (Mi). (145)
Ainsi, pour montrer que (144) est injectif, on peut supposer que M est compact. Dans ce cas, on
a une identification dRU(M) ⊗O(U) O(Uan) ' dRUan(M). Ceci permet de conclure puisque O(Uan)
est une O(U)-algèbre fidèlement plate.
Considérons ensuite l’inclusion
homMod(OU )
(
RH−1U (H0Bti
∗
U(M) ⊗Q C),OU
)
⊂ homMod(OUan )
(
OUan ⊗Q H0Bti∗U(M),OUan
)
. (146)
(Remarquer que le DUan-module OUan ⊗Q H0Bti∗U(M) est l’analytifié de RH−1U (H0Bti∗U(M)⊗Q C).)
Nous allons montrer que l’isomorphisme composé de (143) et son inverse respectent les inclusions
(144) et (146) ; ceci terminera la preuve du théorème. En utilisant (145) on peut supposer que M
devient fortement dualisable dans DM(U). Le résultat recherché est alors automatique : en effet
les inclusions (144) et (146) sont de la forme Γ(U,M) ⊂ Γ(Uan,Man) avec M ∈ O−Cohrs(DU).
Or, ces inclusions sont fonctorielles en Man. 
Corollaire 4.12 — Il existe un isomorphisme naturel en M ∈ lisDMeff(U) :
dRU(M) ' homD(Uan)(Bti∗U(M),Grh(OU)). (147)
Demonstration D’après le Théorème 4.11 et les définitions des foncteurs Frh et Grh, on a une
chaîne d’isomorphismes
dRU(M) ' homMod(OU )
(
Frh
(
H0Bti∗U(M) ⊗Q C
)
,OU
)
(148)
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' homL̂S(Uan)
(
H0Bti∗U(M),Grh(OU)
)
.
Par ailleurs, on a un morphisme évident
homDL̂S(Uan)
(
Bti∗U(M),Grh(OU)
)
// homL̂S(Uan)
(
H0Bti∗U(M),Grh(OU)
)
. (149)
On montrera que (149) est inversible, ce qui terminera la preuve du corollaire. Pour cela, il suffit de
montrer que le groupe homD(Uan)(E,Grh(OU)[i]) est nul pour tout E ∈ L̂S(Uan) et i ∈ Zr {0}. Si i <
{0, 1}, ce groupe est nul puisque Uan a le type d’homotopie d’un bouquet de cercles. Lorsque i = 1,
le groupe en question s’identifie à Ext1(E⊗QC,Grh(OU)) calculé dans la catégorie L̂S(Uan,C). Or,
le foncteur homL̂S(Uan,C)(−,Grh(OU)) ' homMod(OU )(Frh(−),OU) est exact. Il s’ensuit que Grh(OU)
est un objet injectif de L̂S(Uan,C). Ceci entraîne l’annulation recherchée. 
4.3. Démonstration du théorème principal. — On travaille de nouveau au-dessus du corps
k muni du plongement complexe σ : k ↪→ C. Si U ⊂ A1k est un ouvert non vide, on notera
UC = U ⊗k C. Dans ce paragraphe nous allons construire un morphisme de (F ⊗k C)-schémas
lim∅,U⊂A1k Spec(A
rs
UC)
// Spec(R$/k(F, σ)) (150)
qui est pi$1 (C r k¯)-équivariant. Le morphisme induit sur les algèbres de fonctions régulières est
alors nécessairement injectif (cf. le Corollaire 4.24). Il restera à expliciter ce morphisme pour ob-
tenir notre résultat principal. Cette tâche qui s’avérera fort pénible sera reléguée aux trois derniers
paragraphes de l’article. On commence par adapter et réinterpréter le Corollaire 4.12.
Corollaire 4.13 — Soit U ⊂ A1k un ouvert non vide. Il existe un isomorphisme naturel en
M ∈ lisDMeff(U) :
homDMeff(U)(M,Ω
•
/U ⊗k C) ' homDMeff(U)(M,BtiU∗Grh(OUC)). (151)
Demonstration D’après le Corollaire 4.12, et puisque Bti∗U ' Bti∗UC ◦ (UC/U)∗, on a un isomor-
phisme canonique
homDMeff(UC)((UC/U)
∗M,Ω•/UC) ' homD(Uan)(Bti∗U(M),Grh(OUC)).
En utilisant les adjonctions ((UC/U)∗, (UC/U)∗) et (Bti∗U ,BtiU∗), on déduit un isomorphisme ca-
nonique
homDMeff(U)(M, (UC/U)∗Ω
•
/UC) ' homDMeff(U)(M,BtiU∗Grh(OUC)).
On termine en remarquant que le morphisme canonique Ω•/U ⊗k C // (UC/U)∗Ω•/UC est un iso-
morphisme de complexes de préfaisceaux. 
Pour un schéma X, on note lisX : DMeff(X) // lisDMeff(X) l’adjoint à droite de l’inclusion
évidente.
Corollaire 4.14 — Soit U ⊂ A1k un ouvert non vide. Il existe un isomorphisme canonique dans
lisDMeff(U) :
lisU(Ω•/U ⊗k C) ' lisU(BtiU∗Grh(OUC)). (152)
Demonstration C’est une conséquence immédiate du Corollaire 4.13. 
On note le résultat suivant qui ne sera pas utilisé dans ce paragraphe mais qui servira plus tard.
Proposition 4.15 — On a un diagramme commutatif
lisUΩ•/U ⊗k C
∼
//

lisUBtiU∗Grh(OUC) // BtiU∗Grh(OUC)

An∗Ω•/Uan An∗ι
∗OUan
∼
oo BtiU∗OUan .
La flèche verticale à droite est induite par le morphisme (132) de la Proposition 4.8.
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Demonstration Les preuves du Théorème 4.11 et du Corollaire 4.12 montrent que, pour M ∈
lisDMeff(U), on a un carré commutatif
homDMeff(U)(M,Ω
•
/U ⊗k C)
∼
//

homD(Uan)(Bti∗U M,Grh(OUC))

homDMeff(U)(M,An∗Ω•/Uan)
∼
// homD(Uan)(Bti∗U M,OUan)
où la flèche verticale de droite est la composition de
homD(Uan)(Bti∗U M,Grh(OUC)) ' homMod(OU )(RH−1U H0Bti∗U M,OU)
// homShv(Uan)(H0Bti∗U M,OUan) ' homD(Uan)(Bti∗U M,OUan).
C’est donc bien la flèche induite par (132). (Voir le début de la preuve de la Proposition 4.8 pour
la construction de (132).) 
Lemme 4.16 — Soient U ⊂ A1k un ouvert non vide et N ∈ DMeff(U). Il existe un isomorphisme
canonique (aux morphismes fantômes près) :
hocolim
∅,V⊂U
(F/V)∗ ◦ lisV ◦ (V/U)∗N ' (F/U)∗N.
Demonstration Les morphismes canoniques (F/V)∗ ◦ lisV ◦ (V/U)∗N // (F/U)∗N induisent un
morphisme
hocolim
∅,V⊂U
(F/V)∗ ◦ lisV ◦ (V/U)∗N // (F/U)∗N.
On montre que c’est un isomorphisme en vérifiant qu’il induit une bijection après application de
homDMeff(F)(M,−) avec M compact. Quitte à rétrécir U, on peut supposer que M = (F/U)∗M0 avec
M0 un objet compact de lisDMeff(U). En utilisant la variante avec transferts de [7, Prop. 1.A.1],
on peut réécrire le morphisme qui nous intéresse comme la colimite des morphismes
homDMeff(V)((V/U)
∗M0, lisV ◦ (V/U)∗N) // homDMeff(V)((V/U)∗M0, (V/U)∗N).
Le résultat recherché est maintenant clair. 
Proposition 4.17 — Il existe un isomorphisme canonique (aux morphismes fantômes près) dans
DMeff(F) :
Ω•/F ⊗k C ' hocolim∅,U⊂A1k
(F/U)∗ ◦ lisU ◦ BtiU∗ ◦ Grh(OUC) (153)
' hocolim
∅,U⊂A1k
(F/U)∗ ◦ BtiU∗ ◦ Grh(OUC).
Demonstration C’est la conjonction du Corollaire 4.14 et du Lemme 4.16. 
On pose
ArsF⊗kC = colim∅,U⊂A1k
ArsUC(UC). (154)
De´finition 4.18 — On définit un morphisme, dit d’évaluation, de (F ⊗k C)-algèbres
Peff, $(F, σ) ⊗k C // ArsF⊗kC (155)
comme étant le morphisme induit sur l’homologie en degré zéro par la composition de
TgB∗(Ω•/F) ⊗k C ' TgB∗(Ω•/F ⊗k C) ' hocolim∅,U⊂A1k
TgB∗(F/U)∗lisUBtiU∗(Grh(OUC))
' hocolim
∅,U⊂A1k
ΨUanBti∗U lisUBtiU∗(Grh(OUC))
δ
// hocolim
∅,U⊂A1k
ΨUanGrh(OUC) ' ArsF⊗kC. (156)
(Le deuxième isomorphisme est déduit de la Proposition 4.17, le troisième isomorphisme est déduit
du Lemme 2.17 et le morphisme δ s’obtient par adjonction.)
Proposition 4.19 — Le morphisme (155) est un morphisme de C0f (pi
$
1 (C r k¯),C)-comodules.
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Demonstration En effet, l’action de pi$1 (C r k¯) sur TgB
∗(Ω•/F) est déduite, modulo les trois pre-
miers isomorphismes dans (156), des actions canoniques de pi$1 (U
an) sur les fibres tangentielles
en 0 ∈ C des ind-systèmes locaux Bti∗U lisUBtiU∗(Grh(OUC)). Il suffit donc de montrer que l’avant-
dernier morphisme dans (156) est équivariant. Ceci est clair : il s’agit de la colimite des mor-
phismes induits sur les fibres tangentielles en 0 ∈ C par les morphismes de ind-systèmes locaux
Bti∗U lisUBtiU∗(Grh(OUC)) // Grh(OUC). 
Remarque 4.20 — Le morphisme (155) est un morphisme de D(F) ⊗k C = (F ⊗k C)[∂$]-
modules En effet, le Théorème 4.11 entraîne que le morphisme (152) du Corollaire 4.14 commute
aux opérateurs ∂$. 
The´ore`me 4.21 — La composition de
Qeff, $(F, σ) // Peff, $(F, σ) // ArsF⊗kC (157)
envoie la classe d’une série G ∈ O†k−alg(D¯∞) (cf. le Corollaire 3.23) sur la série de Laurent
∫
[0,1]∞ G.
Remarque 4.22 — Il est également possible de déterminer les images de $1/r, ln$ ∈ P$(F, σ)
par le morphisme (155) : ce sont $1/r, ln$ ∈ ArsF⊗kC. Joint au Théorème 4.21, ceci fournit une
description complète du morphisme d’évaluation P$(F, σ) // ArsF⊗kC. Toutefois, nous n’aurons
pas besoin de ce résultat plus complet. 
La preuve du Théorème 4.21 sera donnée dans les paragraphes suivants : il faudra alors démêler
les définitions, ce qui ne sera pas une tâche facile.
The´ore`me 4.23 — Il existe un carré commutatif
Spec(ArsF⊗kC)

// Spec(Peff, $(F, σ))

Spec(C) // Spec(Peff(k, σ))
où les flèches horizontales sont données par les morphismes d’évaluation (voir (109) et la Défini-
tion 4.18). Le morphisme induit (cf. (113))
Spec(ArsF⊗kC)
// Spec(R$/k(F, σ)) (158)
est un morphisme pi$1 (C r k¯)-équivariant de (F ⊗k C)-schémas. De plus, l’action de la complétion
pro-C-algébrique de pi$1 (C r k¯) est transitive sur la source et le but de (158) ; elle est même sim-
plement transitive sur la source. (Bien entendu, la notion de transitivité considérée ici est relative
au schéma de base Spec(F ⊗k C).)
Demonstration Pour vérifier que le carré de l’énoncé commute, on remarque que le morphisme
canonique Peff(k, σ) // Peff, $(F, σ) se factorise par Qeff, $(F, σ). Le résultat recherché est alors
une conséquence du Théorème 4.21.
Le reste de l’énoncé s’obtient en combinant le Théorème 3.10, la Proposition 3.26, le Corollaire
4.7 et le fait que la flèche horizontale supérieure dans le carré de l’énoncé est équivariante sous
l’action de pi$1 (C r k¯) d’après la Proposition 4.19. 
Corollaire 4.24 — Le morphisme de (F ⊗k C)-algèbres R$/k(F, σ) // ArsF⊗kC fourni par le
Théorème 4.23 est injectif. De plus, ce morphisme envoie [G] ⊗ λ (avec G ∈ O†k−alg(D¯∞) et λ ∈ C)
sur λ · ∫[0,1]∞ G.
Demonstration La première assertion découle aussitôt du Théorème 4.23. La seconde assertion
découle de la détermination du morphisme d’évaluation, i.e., du Théorème 4.21. 
The´ore`me 4.25 — Le noyau de (9) est le sous-F-espace vectoriel engendré par les éléments de
la forme
∂G
∂zi
−G|zi=1 + G|zi=0 et f · L
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avec G, L ∈ O†k−alg(D¯∞), i ∈ Nr {0} et f ∈ Ok−alg(D¯∞) vérifiant
∫
[0,1]∞ f = 0, et telle que f et L ne
dépendent pas simultanément d’une même variable complexe.
Demonstration Ceci est maintenant une conséquence du Théorème 3.27. 
De´monstration du The´ore`me 1.8 Soit F ∈ O†
C−alg(D¯
∞) telle que
∫
[0,1]∞ F = 0. Puisque F est
algébrique, on peut trouver un sous-corps k ⊂ C, de type fini sur Q, tel que F ∈ O†k−alg(D¯∞). On
conclut en lui appliquant le Théorème 4.25. 
4.4. Le morphisme d’évaluation, première partie. — Dans ce paragraphe et les deux qui sui-
vront, nous démontrerons le Théorème 4.21 qui a joué un rôle essentiel dans la preuve du Théo-
rème 1.8.
On considère la situation suivante. Soit V ⊂ A1k un voisinage Zariski de 0 ∈ A1k et notons
U = V r {0}. On suppose donné un morphisme étale v : Y // AnV et on forme le diagramme
commutatif à carrés cartésiens
X //
u

Y
v

Y0
v0

oo
AnU
//

AnV

Ank

oo
U
j
// V 0.
i
oo
On se donne aussi un morphisme D¯n // Yan0 rendant le triangle
D¯n //
''
Yan0
v0

Cn
commutatif. On en déduit des morphismes étales de pro-schémas :
b0 : D¯nét // Y0 et a : D¯
†, n
ét
// X. (159)
(Pour définir a, il suffit de spécifier un morphisme de pro-schémas formels D¯nét[[$]]
// Y/ ($).
Un tel morphisme est uniquement déterminé par le morphisme pro-étale D¯nét
// Y0 grâce à [15,
Chap. IV, Th. 18.1.2].) On note ∂X ⊂ X, ∂Y ⊂ Y et ∂Y0 ⊂ Y0 les images inverses du bord de
Ank , i.e., les diviseurs à croisements normaux définis par l’équation
∏n
i=1 zi(zi − 1) = 0. (On prend
Ank = Spec(k[z1, · · · , zn]).) Enfin, on fixe une forme différentielle relative ω ∈ Ωn/U(X). On peut
écrire :
ω = G · dz1 ∧ · · · ∧ dzn
pour une certaine fonction régulière G ∈ O(X).
On considère le motif M = Qtr(X/∂X) ∈ DMeff(U). (Rappelons que la notation Qtr(W/Z), pour
W une variété algébrique, analytique rigide ou complexe, et Z ⊂ W un sous-ensemble localement
fermé, signifie le préfaisceau avec transferts coker{Qtr(Z)→ Qtr(W)}.)
D’une part, le morphisme a : D¯†, nét // X définit une classe d’homologie
γ ∈ HnC(M(D¯†ét)) ' HnBti∗χ(F/U)∗M.
(Pour l’isomorphisme ci-dessus, on utilise le Corollaire 2.27.) D’autre part, la forme différentielle
ω définit un morphisme ω : M[−n] // Ω•/U dans DMeff(U). (On utilise que ω ∈ Ωn/U(X) s’annule
sur le bord de X pour une raison de dimension.) On peut donc former la composition de
〈a, ω〉 : Q γ // Bti∗χ(F/U)∗M[−n] ω // Bti∗χΩ•/F .
Ceci définit un élément 〈a, ω〉 ∈ Qeff, $(F, σ) (voir la Proposition 3.22). Le résultat suivant est une
conséquence directe de la preuve du Corollaire 3.23.
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Lemme 4.26 — L’élement 〈a, ω〉 est donné par la classe de G ◦ a ∈ O†k−alg(D¯n) modulo l’identi-
fication du Corollaire 3.23. De plus, tout élément de Qeff, $(F, σ) s’écrit sous la forme 〈a, ω〉 pour
a et ω bien choisis.
Ainsi, pour montrer le Théorème 4.21, il suffit de vérifier que l’image de 〈a, ω〉 par la composi-
tion de (157) est donnée par
∫
[0,1]n G ◦ a. À ce stade, il est utile de rappeler que la composition de
(157) est donnée, après passage à l’homologie en degré zéro, par la composition de
Bti∗χΩ•/F // Bti
∗ΨΩ•/F ' hocolim∅,U′⊂U Bti
∗Ψ(F/U′)∗lisU′Ω•/U′ ' hocolim∅,U′⊂U ΨU′anBti
∗
U′ lisU′Ω
•
/U′
// hocolim
∅,U′⊂U
ΨU′anBti∗U′ lisU′BtiU′∗Grh(OU′C)
δ
// hocolim
∅,U′⊂U
ΨU′anGrh(OU′
C
) ' ArsF⊗kC. (160)
(Dorénavant et comme ci-dessus, nous noterons simplement Ψ le foncteur « motif proche » de la
Définition 2.6 ; auparavant, ce foncteur était désigné par Ψ$.) Quitte à rétrécir U, on peut supposer
que le U-motif M devient fortement dualisable dans DM(U). Dans ce cas, le morphisme ω ∈
homDMeff(U)(M[−n],Ω•/U) provient d’un unique morphisme ω˜ ∈ homDMeff(U)(M[−n], lisUΩ•/U). Il
est alors clair que l’image de 〈a, ω〉 par la composition de (157) correspond à la composition de
Q
γ
// Bti∗χ(F/U)∗M[−n] ω˜ // Bti∗χ(F/U)∗lisUΩ•/U // Bti∗Ψ(F/U)∗lisUΩ•/U
' ΨUanBti∗U lisUΩ•/U // ΨUanBti∗U lisUBtiU∗Grh(OUC) // ΨUanGrh(OUC) ' ArsUC(UC). (161)
Évidemment, la composition de (161) est égale à celle de
Q
γ
// Bti∗χ(F/U)∗M[−n] // Bti∗Ψ(F/U)∗M[−n] ' ΨUanBti∗U M[−n] ω˜ //
ΨUanBti∗U lisUΩ
•
/U
// ΨUanBti∗U lisUBtiU∗Grh(OUC) // ΨUanGrh(OUC) ' ArsUC(UC). (162)
On a donc établi le fait suivant.
Lemme 4.27 — Pour démontrer le Théorème 4.21, il suffit de vérifier que la composition de (162)
envoie 1 ∈ Q sur ∫[0,1]n G ◦ a.
Pour continuer, nous aurons besoin d’une courte digression. Dans [2, Chap. 3] nous avons consi-
déré les foncteurs χU = i∗ j∗, ΨU : DAét(U) // DAét(k) et nous avons montré que ces foncteurs
jouissaient des mêmes propriétés formelles que leurs analogues classiques (par exemple en coho-
mologie étale). Vu les équivalences de catégories DAét(U) ' DM(U) et DAét(k) ' DM(k), on
déduit deux foncteurs χU = i∗ j∗, ΨU : DM(U) // DM(k). Toutefois, pour les motifs effectifs,
on ne dispose pas du formalisme des opérations de Grothendieck [1, Chap. 1] et on ignore si les
définitions de [2, Chap. 3] fournissent des foncteurs raisonnables. Nous sommes donc amenés à
définir les foncteurs χU , ΨU : DMeff(U) // DMeff(k) en passant par les motifs stables, i.e., en
posant
χU = Ev0 ◦ i∗ ◦ j∗ ◦ Sus0T et ΨU = Ev0 ◦ ΨU ◦ Sus0T .
(Rappelons que Sus0T : DM
eff(−) // DM(−) est le foncteur de suspension infinie et Ev0 est son
adjoint à droite.) On a le résultat suivant.
Proposition 4.28 — Il existe des isomorphismes canoniques
χ(F/U)∗ ' χU et Ψ(F/U)∗ ' ΨU (163)
entre foncteurs de DMeff(U) dans DMeff(k). De plus, le carré suivant
χ(F/U)∗ //
∼

Ψ(F/U)∗
∼

χU // ΨU
commute.
Demonstration L’énoncé analogue pour les catégories DA(−) découle immédiatement de [7,
Scholie 1.3.26, (2)].
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Montrons que les foncteurs χ, χU , Ψ et ΨU commutent aux foncteurs aét : DA(−) // DAét(−).
Les foncteurs aét commutent aux quatre opérations de Grothendieck associées à un morphisme de
schémas ; c’est une conséquence facile de [3, Th. 3.4 et 3.7] et du fait que ces opérations com-
mutent aux sommes infinies (pour DAét(−) c’est vrai puisqu’on travaille à coefficients rationnels).
Ceci permet de conclure pour χU et ΨU . Le foncteur χ est la composition de (38) et le foncteur Ψ
est la composition de (23). Or, les trois premiers foncteurs dans ces compositions commutent aux
foncteurs aét et les autres foncteurs sont des opérations de Grothendieck. La commutation recher-
chée est donc aussi vraie pour χ et Ψ. Puisque les foncteurs aét sont des foncteurs de localisation,
on déduit de ce qui précède la variante de la proposition pour les catégories DAét(−). En utilisant
les équivalences de Cisinski-Déglise DAét(−) ' DM(−), on a aussi la variante de la proposition
pour les catégories DM(−).
Pour terminer, il reste à prouver que les transformations naturelles
χ // Ev0 ◦ χ ◦ Sus0T et Ψ // Ev0 ◦ Ψ ◦ Sus0T
sont inversibles. Puisque les trois premiers foncteurs dans (23) et (38) commutent aux foncteurs
de suspension infinie Sus0T , on se ramène à montrer que les transformations naturelles
q∗ // Ev0 ◦ q∗ ◦ Sus0T et 1∗ // Ev0 ◦ 1∗ ◦ Sus0T
sont inversibles après restriction à la sous-catégorie quDMeff(k). Ceci découle des isomorphismes
de commutation Ev0 ◦ q∗ ' q∗ ◦ Ev0 et 1∗ ◦ Sus0T ' Sus0T ◦ 1∗ et du « cancellation theorem » dans
quDMeff(k) et DMeff(k) respectivement (voir le Lemme 2.5). 
Proposition 4.29 — Il existe des transformations naturelles
Bti∗χU // χUanBti∗U et Bti
∗ΨU // ΨUanBti∗U (164)
entre foncteurs de DMeff(U) dans D(Q) ; la seconde étant inversible sur les objets constructibles
de DMeff(U). De plus, le carré suivant
Bti∗χU //

Bti∗ΨU

χUanBti∗U // ΨUanBti
∗
U
commute.
Demonstration Par construction, on dispose des transformations naturelles
Sus0T ◦ χU // χU ◦ Sus0T et Sus0T ◦ ΨU // ΨU ◦ Sus0T . (165)
En utilisant l’identification Ψ(F/U)∗ ' ΨU (dans les cas effectif et stable) et la Remarque 2.7, on
déduit aussitôt que ΨU commute aux foncteurs de suspension infinie. Autrement dit, la seconde
transformation naturelle dans (165) est inversible.
En appliquant le foncteur Bti∗ et en utilisant l’isomorphisme Bti∗ ' Bti∗ ◦ Sus0T , on déduit des
transformations naturelles
Bti∗ ◦ χU // Bti∗ ◦ χU ◦ Sus0T et Bti∗ ◦ ΨU // Bti∗ ◦ ΨU ◦ Sus0T . (166)
La seconde est encore inversible. D’après [3], on dispose dans le contexte stable de morphismes
de comparaison
Bti∗ ◦ χU // χU ◦ Bti∗U et Bti∗ ◦ ΨU // ΨU ◦ Bti∗U , (167)
qui sont inversibles sur les objets constructibles. En composant les transformations naturelles de
(166) avec celles de (167), et en utilisant à nouveau l’isomorphisme Bti∗U ' Bti∗U ◦ Sus0T , on
obtient les transformations naturelles recherchées. La seconde est alors inversible sur les objets
constructibles de DMeff(U). 
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L’isomorphisme Bti∗Ψ(F/U)∗ ' ΨUanBti∗U utilisé dans (162) est la composition des isomor-
phismes Ψ(F/U)∗ ' ΨU et Bti∗ΨU ' ΨUanBti∗U des Propositions 4.28 et 4.29. Il s’ensuit que la
composition de (162) coïncide avec la composition de
Q
γ
// Bti∗χ(F/U)∗M[−n] ' Bti∗χU M[−n] // χUanBti∗U M[−n] ω˜ // χUanBti∗U lisUΩ•/U
// χUanBti∗U lisUBtiU∗Grh(OUC) // χUanGrh(OUC) // ΨUanGrh(OUC) ' ArsUC(UC). (168)
On a donc établi le fait suivant.
Lemme 4.30 — Pour démontrer le Théorème 4.21, il suffit de vérifier que la composition de (168)
envoie 1 ∈ Q sur ∫[0,1]n G ◦ a.
4.5. Le morphisme d’évaluation, deuxième partie. — Le but de ce paragraphe est de simplifier
la composition des trois premiers morphismes dans (168), i.e., la composition de
Q[n]
γ
// Bti∗χ(F/U)∗M ' Bti∗χU M // χUanBti∗U M. (169)
Pour ce faire, nous devons d’abord expliciter l’isomorphisme χ(F/U)∗ ' χU . On reprendra la
situation considérée au §4.4 à partir de la seconde moitié du paragraphe. Pour l’instant, seuls les
schémas U et V du §4.4 seront utilisés. (Ainsi, dans la première moitié du paragraphe, la lettre X
désignera des schémas ou des variétés analytiques rigides qui n’ont rien à voir avec le U-schéma
X du §4.4.)
Dans le contexte effectif, il y a lieu de considérer le foncteur χbêteU : DM
eff(U) // DMeff(k)
donné par χbêteU = i
∗ j∗. On dispose d’une transformation naturelle évidente χbêteU // χU ; elle est
donnée par la composition de
i∗ ◦ j∗ // i∗ ◦ j∗ ◦ Ev0 ◦ Sus0T ' i∗ ◦ Ev0 ◦ j∗ ◦ Sus0T // Ev0 ◦ i∗ ◦ j∗ ◦ Sus0T .
Nous ignorons si cette transformation naturelle est inversible.
Soit L un complexe de préfaisceaux avec transferts sur Sm/U. On fixe un remplacement (A1, ét)-
fibrant L // L′, i.e., une équivalence (A1, ét)-locale telle que L′ est (A1, ét)-fibrant. On fixe aussi
un quasi-isomorphisme de complexes de préfaisceaux avec transferts L′′ // j∗L′ avec L′′ projec-
tivement cofibrant. Pour un k-schéma affine et lisse X, on note Q for(X) le schéma formel X[[$]]
et Q forét (X) le pro-schéma des voisinages étales de X ' X[$]/($) dans X[$]. Si X = Spec(A),
alors O(Q forét (X)) est la sous-algèbre de A[[$]] formée des éléments qui sont algébriques sur le
corps des fractions de A[$] (cf. [4, Prop. 2.102] pour un résultat similaire) ; c’est également
l’union filtrante des sous-A[$]-algèbres étales de A[[$]]. Aussi, on a Q for(X)[$−1] = Qrig(X)
et Q forét (X)[$
−1] = Qrigét (X). On dispose de morphismes de complexes :
L′′(Q forét (X)) // j∗L
′(Q forét (X)) = L
′(Qrigét (X)) et L
′′(Q forét (X)) // i
∗L′′(X)
naturels en X ∈ Sm/k. Le premier est un quasi-isomorphisme et le second est déduit de l’identifi-
cation Q forét (X) ×V 0 ' X. Il s’ensuit un morphisme dans DMeff(k) :
Q∗(L′) // i∗L′′ = χbêteU L (170)
(cf. le Théorème 2.24). On a le résultat suivant.
Proposition 4.31 — Les compositions de
Q∗(L) ' χ(F/U)∗L ' χU L et de Q∗(L) // Q∗(L′) // χbêteU L // χU L (171)
sont égales dans DMeff(k).
Demonstration On divise la preuve en trois étapes. La première est une réduction à la variante
stable et sans transferts. Dans la seconde, on rappelle des résultats de [7]. Dans la troisième, on
donne une description concrète de l’isomorphisme χ(F/U)∗ ' χU et on termine la preuve.
Étape A : On ne restreint pas la généralité en supposant que L est projectivement cofibrant. On
note L = Sus0T (L) et on fixe un remplacement projectivement stablement (A
1, ét)-fibrant L // L′.
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On se donne aussi un morphisme L′′ // j∗L′ qui est un quasi-isomorphisme niveau par ni-
veau et tel que L′′ est projectivement cofibrant. Comme avant, on peut former le morphisme
Q∗(L′) // i∗L′′ = χU(L) dans DM(k). Il est alors immédiat que le diagramme suivant est com-
mutatif
Q∗(L) //

Q∗(L′) // χU L
∼

REv0Q∗(L) // REv0Q∗(L′) // REv0χUL.
(Pour démontrer cela, il faut choisir les remplacements fibrants et cofibrants d’une manière com-
patible.) Il est donc suffisant de prouver la variante stable de la proposition. Autrement dit, il suffit
de montrer que les compositions de
Q∗(L) ' χ(F/U)∗L ' χUL et de Q∗(L) // Q∗(L′) // χUL (172)
sont égales dans DM(k).
Par ailleurs, vu les équivalences de catégories DAét(−) ' DM(−), il suffit de démontrer la
version sans transferts de la proposition pour le T -spectre otrL. (Rappelons que otr préserve les
équivalences (A1, ét)-locales stables d’après [4, Lem. 2.112].) On peut même travailler avec la to-
pologie Nisnevich au lieu de la topologie étale. Ceci permettra d’invoquer plus facilement certains
résultats de [7, Chap. 1]. Ainsi, dans la suite, L sera un T -spectre de préfaisceaux (sans transferts),
L // L′ un remplacement projectivement stablement (A1,Nis)-fibrant et L′′ // j∗L′ un quasi-
isomorphisme niveau par niveau avec L′′ projectivement cofibrant. Toutefois, on prendra garde
que le Théorème 2.32 n’est plus applicable et donc qu’on ne sait plus que le morphisme évident
Q∗(L) // χ(F/U)∗L est un isomorphisme dans DA(k).
Étape B : Dans cette étape, on reprend quelques notations et constructions de [7, §1.3.4]. On
rappelle que K = k(($)) et K◦ = k[[$]]. Si A est une K-algèbre affinoïde, on note A◦ (resp. A∨)
le sous-anneau de A (resp. l’idéal de A◦) formé des éléments de A dont la norme infinie est plus
petite ou égale à 1 (resp. strictement plus petite que 1). Plus généralement, si X est une K-variété
analytique rigide, on a les sous-faisceaux O◦X , O
∨
X ⊂ OX du faisceau structural. Le premier est un
faisceau de K◦-algèbres et le second est un idéal du premier. Si X = Spm(A), alors Γ(X,O◦) = A◦
et Γ(X,O∨) = A∨. Enfin, on pose A˜ = A◦/A∨. C’est l’anneau résiduel de la K-algèbre affinoïde A.
On sait que A˜ est une k-algèbre réduite et de type fini.
On considère le foncteur
D : SmAfnd/K // Sch/K◦
qui envoie un K-affinoïde lisse D sur le K◦-schéma Spec(Γ(D,O◦)). (Ici, SmAfnd/K est la catégo-
rie des K-affinoïdes lisses et Sch/K◦ est la catégorie des K◦-schémas qui ne sont pas nécessaire-
ment de type fini.) On considère D comme un diagramme de schémas. On pose Dη = D ⊗K◦ K et
Dσ = (D ⊗K◦ k)red. (Remarquer queDσ(Spm(A)) = Spec(A˜) de sorte queDσ est un diagramme de
k-schémas de type fini.) On a ainsi un diagramme commutatif (dans la catégorie des diagrammes
de schémas) à carrés cartésiens (à nil-immersions près) :
Dη
j
//
uη

D
u

Dσ
i
oo
uσ

U
j
// V 0.
i
oo
Rappelons que Sm/D (resp. Sm/Dη, Sm/Dσ) est la catégorie dont les objets sont les couples
(X,D) où D est un K-affinoïde lisse et X un schéma lisse sur D(D) (resp. Dη(D), Dσ(D)). On
dispose d’un foncteur « diagonal » diag : SmAfnd/K // Sm/D qui envoie un K-affinoïde D sur
le couple (idD(D),D). On définit de même les foncteurs diagonaux diagη et diagσ à valeurs dans
Sm/Dη et Sm/Dσ. Ils envoient D sur (idDη(D),D) et (idDσ(D),D) respectivement. On note diag
∗,
diag∗η et diag∗σ les foncteurs images directes suivant ces foncteurs. Les foncteurs « diagonaux »
passent aux catégories des T -spectres. Pour plus de détails, le lecteur est renvoyé à [7, §1.3.4].
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Si L est un complexe de préfaisceaux sur Sm/U, on a un isomorphisme canonique
r∗Rig∗L ' diag∗ηu∗ηL
où r∗ désigne la restriction d’un préfaisceau sur SmRig/K à SmAfnd/K. (On renvoie le lecteur à la
preuve du Théorème 2.24 pour la différence entre « Rig∗ » et « Rig∗ ».) Cet isomorphisme naturel
s’étend aux T -spectres. On peut former la composition de
r∗Rig∗L ' diag∗ηu∗ηL // Rdiag∗R j∗u∗ηL // Rdiag∗i∗Li∗R j∗u∗ηL ' Rdiag∗σLi∗R j∗u∗ηL. (173)
D’arpès [7, Th. 1.3.37 et 1.3.38], cette composition est une équivalence (B1,Nis)-locale et le but
est un T -spectre projectivement stablement (B1,Nis)-fibrant.
Pour la suite de la preuve, il sera commode d’expliciter (173). On fixe un remplacement projec-
tivement stablement (A1,Nis)-fibrant u∗ηL // L˜′. On fixe aussi un morphisme L˜′′ // j∗L˜′ qui
est un quasi-isomorphisme niveau par niveau et tel que L˜′′ est projectivement cofibrant. Pour un
K-affinoïde lisse D = Spm(A), uη(D)∗L // L˜′|Sm/A est un remplacement projectivement stable-
ment (A1,Nis)-fibrant, et L˜′′|Sm/A◦ // j∗L˜′|Sm/A est un quasi-isomorphisme niveau par niveau et
de source un T -spectre projectivement cofibrant. En appliquant Γ(D,Evn(−)) à la composition de
(173), on obtient la composition de
Ln(A) // Γ(A, (L˜′n)|Sm/A) = Γ(A◦, j∗(L˜′n)|Sm/A)
q.i.
oo Γ(A◦, (L˜′′n )|Sm/A◦)
// Γ(A˜, i∗(L˜′′n )|Sm/A◦) // Γ(A˜,REvni∗(L˜′′)|Sm/A◦). (174)
Ci-dessus, nous avons noté Ln(A) la colimite des Ln(Spec(B)) où B parcourt l’ensemble filtrant
des sous-O(U)-algèbres lisses de A.
Étape C : D’après la troisième étape de la preuve du Théorème 2.24, le motif χ(F/U)∗L est donné
par la construction suivante : si Rig∗(L) // M est un remplacement stablement (A1,Nis)-fibrant
(par exemple, celui donné par (173)), alors χ(F/U)∗L est canoniquement isomorphe au T -spectre
{Mn(Qrig(−))}n∈N. En prenant le remplacement stablement (A1,Nis)-fibrant donné par (173), on
déduit un isomorphisme canonique
χ(F/U)∗L '
{
Spec(A˜) ∈ Smaf/k Γ(A˜,REvni∗(L˜′′)|Sm/A˜[[$]])
}
n∈N . (175)
De plus, le morphisme Q∗(L) // χ(F/U)∗L, en niveau n ∈ N et sur les sections au-dessus de
Spec(A˜), est donné par le morphisme Ln(Q
rig
ét (A˜))
// Ln(A˜[[$]][$−1]) suivi par la composition
de (174) avec A = A˜[[$]][$−1].
Par ailleurs, on a morphisme canonique
Γ(A˜,REvni∗L′′) // Γ(A˜,REvni∗(L˜′′)|Sm/A˜[[$]]) (176)
naturel en Spec(A˜) ∈ Smaf/k. C’est un quasi-isomorphisme. En effet, il s’identifie à
RΓ(A˜,Evni∗ j∗L) // RΓ(A˜,Evni∗ j∗(uη(Qrig(A˜)))∗L)
et ce morphisme est inversible d’après [7, Cor. 1.A.5]. (Pour un K-affinoïde lisse D, on note uη(D)
le morphismeDη(D) // U.) L’isomorphisme (175) et les inverses des quasi-isomorphismes (176)
induisent un isomorphisme dans DA(k) :
χ(F/U)∗L '
{
Spec(A˜) ∈ Smaf/k Γ(A˜,REvni∗L′′)
}
n∈N = χUL. (177)
Une inspection de la preuve de la première moitié de [7, Scholie 1.3.26, (2)] montre que l’isomor-
phisme χ(F/U)∗L ' χUL donné par loc. cit. et que nous avions utilisé auparavant (par exemple,
dans la preuve de la Proposition 4.28) coïncide avec celui que l’on vient de décrire, i.e., avec (177).
Nous sommes maintenant en mesure de conclure. En effet, d’après ce qui précède, la composi-
tion de
Q∗(L) // χ(F/U)∗L ' χUL (178)
est donnée, en niveau n ∈ N et sur les sections au-dessus de Spec(A˜) ∈ Smaf/k, par le morphisme
Ln(Q
rig
ét (A˜))
// Ln(A) (avec A = A˜[[$]][$−1]) suivi par la composition de (174) qui est suivie
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par un inverse (dans D(Q)) du quasi-isomorphisme (176). Or, il est facile de voir qu’on a un carré
commutatif
Ln(A) // Γ(A˜,REvni∗(L˜′′)|Sm/A◦)
Ln(Q
rig
ét (A˜))
OO
// Γ(A˜,REvni∗L′′).
OO
Il s’ensuit aussitôt que la composition de (178) est aussi donnée, en niveau n ∈ N et sur les sections
au-dessus de Spec(A˜) ∈ Smaf/k, par la composition de
Ln(Q
rig
ét (A˜))
// L′n(Q
rig
ét (A˜))
// Γ(A˜,REvni∗L′′).
Ceci termine la preuve de la proposition. 
Remarque 4.32 — La Proposition 4.31 entraîne que la seconde composition dans (171) est un
isomorphisme dans DMeff(k). Il s’ensuit que la transformation naturelle χbêteU // χU admet une
section canonique, i.e., χU est canoniquement un facteur direct de χbêteU . Peut-être est-il loisible de
conjecturer que χbêteU
// χU est un isomorphisme. 
Reprenons à présent les notations du §4.4. Posons N = Qtr(Y/∂Y) et N0 = Qtr(Y0/∂Y0). Ce sont
des objets dans DMeff(V) et DMeff(k). De plus, on a les identifications i∗N ' N0 et j∗N ' M. On
dispose d’un morphisme canonique
N0 // χU(M)
donné par la composition de
N0 ' i∗N // i∗ j∗ j∗N ' χbêteU M // χU M. (179)
Par ailleurs, le morphisme b0 de (159) définit une classe d’homologie β0 ∈ HnC(N0(D¯ét)) '
HnBti∗N0. On a le résultat suivant.
Corollaire 4.33 — L’image de γ par l’isomorphisme Bti∗χ(F/U)∗M ' Bti∗χU M correspond à
la composition de
Q[n]
β0
// Bti∗N0 // Bti∗χU M.
Demonstration Rappelons que γ est la composition de
Q[n] α // Bti∗Q∗(M) ' Bti∗χ(F/U)∗M
où α ∈ HnC(Q∗(M)(D¯ét)) ' HnBti∗Q∗(M) est la classe induite par a : D¯†, nét // X. Ainsi, l’image
de γ par l’isomorphisme Bti∗χ(F/U)∗M ' Bti∗χU M correspond à la composition de
Q[n] α // Bti∗Q∗(M) ' Bti∗χ(F/U)∗M ' Bti∗χU M.
D’après la Proposition 4.31, c’est aussi la composition de
Q[n] α // Bti∗Q∗(M) // Bti∗Q∗(M′) // Bti∗χbêteU M // Bti
∗χU M. (180)
Ci-dessus, nous avons choisi un remplacement projectivement (A1, ét)-fibrant M // M′ et un
quasi-isomorphisme M′′ // j∗M′ avec M′′ projectivement cofibrant ; la troisième flèche est alors
donnée par le zigzag
Q∗(M′) = j∗M′(Q forét (−))
q.i.
oo M′′(Q forét (−)) // i∗M′′(−).
On dispose d’un morphisme canonique Q forét (Y0)
// Y qui induit un morphisme Qrigét (Y0)
// X.
Il s’ensuit un morphisme canonique :
N0 = Qtr(Y0/∂Y0) // Q∗(Qtr(X/∂X)) = Q∗(M).
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Étant donné que le carré suivant commute
Qrigét (D¯
n
ét)
b0

D¯†, nét
a

Qrigét (Y0)
// X,
on déduit aussitôt un carré commutatif
Q[n]
α
//
β0

C(M(D¯†ét))
C(N0(D¯ét)) // C(Q∗(M)(D¯ét)).
La composition de (180) est alors égale à celle de
Q[n]
β0
// Bti∗N0 // Bti∗Q∗(M) // Bti∗Q∗(M′) // Bti∗χbêteU M // Bti
∗χU M. (181)
Il reste à identifier la composition de
N0 // Q∗(M) // Q∗(M′) // χbêteU M // χU M (182)
avec celle de (179). Pour cela, nous allons supposer que le quasi-isomorphisme M′′ // j∗M′ est
une fibration injective. Le morphisme N0 // Q∗(M′) correspond à la composition de
Qtr(Q
for
ét (Y0)/Q
for
ét (∂Y0))
// Qtr(Y/∂Y) // j∗M′.
(La source du premier morphisme ci-dessus est un pro-objet dans la catégorie des préfaisceaux
avec transferts et le second morphisme est le morphisme tautologique suivi de j∗M // j∗M′.)
Puisque M′′ // j∗M′ est une fibration triviale injective, il existe un morphismeQtr(Y/∂Y) // M′′
faisant commuter le triangle
M′′

Qtr(Y/∂Y) //
44
j∗M′.
On en déduit un morphisme N0 // M′′(Q forét (−)) qui correspond à la composition de
Qtr(Q
for
ét (Y0)/Q
for
ét (∂Y0))
// Qtr(Y/∂Y) // M′′.
En composant avec M′′(Q forét (−)) // i∗M′′, on obtient un morphisme N0 // i∗M′′ égal à la com-
position de
N0 ' i∗Qtr(Q forét (Y0)/Q forét (∂Y0)) // i∗Qtr(Y/∂Y) // i∗M′′
qui est clairement égale à la composition de N0 ' i∗N // i∗M′′ = χbêteU M. Ceci termine la preuve
du corollaire. 
Nous allons reprendre la construction qui précède le Corollaire 4.33 dans le contexte analytique
complexe. Notons Man = Qtr(Xan/∂Xan), Nan = Qtr(Yan/∂Yan) et Nan0 = Qtr(Y
an
0 /∂Y
an
0 ). Ce sont
les objets des catégories AnDMeff(−) qu’on obtient à partir de M, N et N0 par application des
foncteurs An∗ : DMeff(−) // AnDMeff(−). On dispose d’un morphisme canonique
Nan0 // χUan(M
an)
donné par la composition de
Nan0 ' i∗Nan // i∗ j∗ j∗Nan ' χUan Man. (183)
Par ailleurs, le morphisme D¯n // Yan0 (voir le début du §4.4) définit une classe d’homologie β
an
0 ∈
HnC(Nan0 (D¯)) ' HnRι∗Nan0 . (On rappelle que pour un espace analytique complexe S , on note
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ι∗ : D(S ) // AnDMeff(S ) le foncteur « image inverse » suivant l’inclusion Ouv(S ) ↪→ AnSm/S
et Rι∗ son adjoint à droite ; ce sont des équivalences de catégories inverses l’une de l’autre.)
On a donc le résultat suivant.
Corollaire 4.34 — La composition de (169) est égale à celle de
Q[n]
βan0
// Rι∗Nan0 // Rι∗χUan M
an ' χUanRι∗Man.
(Rappelons que Bti∗U M = Rι∗M
an.)
Demonstration Ceci est une conséquence immédiate du Corollaire 4.33 et de la commutation de
certaines opérations de Grothendieck avec les foncteurs An∗ et Rι∗ (voir [3]). 
4.6. Le morphisme d’évaluation, troisième partie. — Dans ce paragraphe on termine la preuve
du Théorème 4.21. Dans le §4.5, nous avons traité une partie de (168). Nous allons maintenant
traiter la partie restante. On considère d’abord la composition de
χUanBti∗U lisUΩ
•
/U
// χUanBti∗U lisUBtiU∗Grh(OUC)
// χUanGrh(OUC) // ΨUanGrh(OUC) ' ArsUC(OUC) ↪→ A. (184)
D’après la Proposition 4.8, on dispose d’un morphisme Grh(OUC) // OUan et la composition des
deux derniers morphismes dans (184) est égale à celle de ΨUanGrh(OUC) // ΨUanOUan ' A. Il
s’ensuit que la composition de (184) est égale à celle de
χUanBti∗U lisUΩ
•
/U
// χUanBti∗U lisUBtiU∗Grh(OUC)
// χUanGrh(OUC) // χUanOUan ↪→ A, (185)
mais aussi à celle de
χUanBti∗U lisUΩ
•
/U
// χUanBti∗U lisUBtiU∗Grh(OUC) // χUanBti
∗
UBtiU∗Grh(OUC)
// χUanBti∗UBtiU∗OUan // χUanOUan ↪→ A. (186)
En utilisant la Proposition 4.15, on déduit que la composition de (186) est égale à celle de
χUanBti∗U lisUΩ
•
/U
// χUanBti∗UΩ
•
/U
// χUanBti∗UAn∗Ω
•
/Uan
' χUanBti∗UAn∗ι∗OUan // χUanOUan ↪→ A, (187)
mais aussi à celle de
χUanRι∗An∗lisUΩ•/U // χUanRι∗An
∗Ω•/U // χUanRι∗An
∗An∗Ω•/Uan
// χUanRι∗Ω•Uan ' χUanOUan ↪→ A. (188)
Rappelons que nous nous sommes donnés une forme différentielle relative ω ∈ Ωn
/U(X) in-
duisant le morphisme ω : M[−n] // Ω•/U dans DMeff(U) (voir le début du §4.4). De même,
ωan ∈ Ωn
/Uan(X
an), la forme différentielle relative analytique déduite de ω, définit un morphisme
ωan : Man[−n] // Ω•/Uan dans AnDMeff(Uan). Il est alors clair que le diagramme suivant est com-
mutatif
An∗(M[−n]) An
∗(ω)
// An∗Ω•/U
// An∗An∗Ω•/Uan

Man[−n] ωan // Ω•/Uan .
De ce qui précède, on déduit immédiatement que la composition des flèches dans (168) qui se
trouvent entre χUanBti∗U M[−n] et ArsUC(UC), suivie de l’inclusion ArsUC(UC) ↪→ A, est égale à celle
de
χUanRι∗Man[−n] ω
an
// χUanRι∗Ω•/Uan ' χUanOUan ↪→ A. (189)
En joignant ceci au Corollaire 4.34, on obtient le résultat suivant.
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Proposition 4.35 — La composition de (168), suivie de l’inclusion ArsUC(UC) ↪→ A, est égale à
celle de
Q
βan0
// Rι∗Nan0 [−n] // χUanRι∗Man[−n] ω
an
// χUanRι∗Ω•/Uan ' χUanOUan ↪→ A. (190)
Comme d’habitude, on note Dr ⊂ C le disque de centre 0 et rayon r > 0. Pour  > 0 un
réel suffisamment petit, la composante connexe de v−1(Dn1+ × D) ⊂ Yan contenant l’image de
D¯n // Yan0 est isomorphe à D
n
1+ × D ; l’isomorphisme étant induit par v : Yan // Cn × Van.
Ainsi, il existe un morphisme d’espaces analytiques complexes
Dn1+ × D ↪→ Yan
rendant le diagramme suivant commutatif
Dn1+ × D∗

// Dn1+ × D

Dn1+

oo D¯noo
xx
Xan //
u

Yan
v

Yan0
v0

oo
Cn × Uan // Cn × Van Cn.oo
On définit ∂Dn1+ ⊂ Dn1+ par l’équation
∏n
i=1 zi(zi − 1) = 0. On pose alors :
M¯ = Qtr(Dn1+ × D∗/∂Dn1+ × D∗ ), N¯ = Qtr(Dn1+ × D/∂Dn1+ × D) et N¯0 = Qtr(Dn1+/∂Dn1+).
Ce sont des objets de AnDMeff(D∗ ), AnDMeff(D) et AnDMeff(pt) respectivement. De plus, on a
des morphismes évidents M¯ // Man|D∗ , N¯ // Nan|D et N¯0 // Nan0 .
La classe β¯0 ∈ HnC(N¯0(D¯)) ' HnRι∗N¯0 induite par l’inclusion D¯n ↪→ Dn1+ rend le triangle
suivant
Q[n]
β¯0
//
β0 ''
Rι∗N¯0

Rι∗Nan0
commutatif. On note ω¯ ∈ Ωn
/D∗
(Dn1+ × D∗ ) la forme différentielle relative obtenue par restriction
de ωan ∈ Ωn
/Uan(X
an) ; elle définit un morphisme ω¯ : M¯ // Ω•
/D∗
dans AnDMeff(D∗ ). Il est clair
que la composition de (190) est aussi égale à celle de
Q
β¯0
// Rι∗N¯0[−n] // χD∗Rι∗M¯[−n] ω¯ // χD∗Rι∗Ω•/D∗ ' χD∗OD∗ ↪→ A. (191)
Remarquons à présent que ω¯ = G¯ · dz1 ∧ · · · ∧ dzn avec G¯ ∈ Γ(Dn1+ × D∗ ,O) la restriction de
la fonction analytique Gan ∈ Γ(Xan,O) déduite de la fonction régulière G. La fonction G¯ admet
un développement en série de Laurent par rapport à la variable $ de D∗ . Ce développement est le
même que celui de G ◦ a ∈ O†k−alg(D¯n). Vu le Lemme 4.30, il reste à démontrer le résultat suivant
pour terminer la preuve du Théorème 4.21.
Lemme 4.36 — La composition de (191) envoie 1 ∈ Q sur ∫[0,1]n G¯.
Demonstration On divise la preuve en deux parties. Dans la première, nous présentons quelques
constructions qui, pour l’essentiel, sont bien connues. Dans la seconde, on applique ces construc-
tions pour obtenir le résultat recherché.
Partie A : Notons Q = Qtr(D1+/∂D1+) ; c’est un complexe de préfaisceaux avec transferts sur
AnSm/pt. Considérons le morphisme Q // Qcst[1] ⊕ Qcst[1] obtenu en formant le triangle dis-
tingué
Qcst ⊕ Qcst 0+1 // Qtr(D1+) // Q // Qcst[1] ⊕ Qcst[1]. (192)
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(Ci-dessus, Qcst désigne le préfaisceau constant de valeur Q sur AnSm/pt.) On définit alors un
morphisme (de complexes à homotopie près) Q // Qcst[1] en prenant la composition de
Q // Qcst[1] ⊕ Qcst[1] a⊕b 7→−b // Qcst[1]. (193)
Le morphisme D¯1 // D1+ définit une classe d’homologie δ ∈ H1C(Q(D¯)) ' H1Rι∗Q et le choix
du signe dans (193) assure que l’image de δ par le morphisme C(Q(D¯)) // C(Qcst(D¯))[1] = Q[1]
est égale à 1 ∈ Q. (Pour que ceci soit vrai, on doit adopter les conventions de signes de [4, §A.1]
relativement aux objets cubiques.) Bien entendu, dans AnDMeff(pt), la composition de (193) est un
isomorphisme. De plus, son inverse est le morphismeQcst[1] = ι∗Q[1] // Q déduit par adjonction
de δ : Q[1] // Rι∗Q.
Notons q la projection de D∗ sur le point. En utilisant ce qui précède, on peut former un isomor-
phisme dans AnDMeff(D∗ ) :
Ω•/D∗
// Hom(q∗Q,Ω•/D∗ )[1] (194)
donné par la composition de
Ω•/D∗ ' Hom(q∗Qcst,Ω•/D∗ ) ' Hom(q∗Q[−1],Ω•/D∗ ) ' Hom(q∗Q,Ω•/D∗ )[1].
On souhaite calculer cet isomorphisme. Pour W ∈ AnSm/D∗ , on a
Γ(W,Hom(q∗Q,Ω•/D∗ )) = Ω˜
•
/D∗ (D1+ ×W)
où Ω˜d
/D∗
(D1+ ×W) est le sous-espace des formes différentielles relatives de Ωd/D∗ (D1+ ×W) qui
s’annulent après substitution par z = 0 ou z = 1 (avec z la coordonnée sur D1+). On a alors une
suite exacte
0 // Ω˜•/D∗ (D1+ ×W) // Ω•/D∗ (D1+ ×W) // Ω•/D∗ ({0, 1} ×W) // 0.
Il s’ensuit un quasi-isomorphisme
Cône{Ω˜•/D∗ (D1+ ×W)→ Ω•/D∗ (D1+ ×W)} // Ω•/D∗ ({0, 1} ×W).
Il possède un quasi-inverse qui envoie un couple de formes différentielles relatives (u0, u1) ∈
Ωd
/D∗
({0, 1} ×W) sur
((1 − z) · u0 + z · u1, dz ∧ (u0 − u1)) ∈ Ωd/D∗ (D1+ ×W) ⊕ Ω˜d+1/D∗ (D1+ ×W).
Il s’ensuit que le morphisme canonique Ω•
/D∗
({0, 1} ×W) // Ω˜•
/D∗
(D1+ ×W)[1], déduit du mor-
phisme connectant dans le triangle (192), est homotope au morphisme de complexes qui envoie
(u0, u1) sur dz ∧ (u0 − u1). Il découle aussitôt que le morphisme (194) est donné par u  dz ∧ u
pour u ∈ Ωd
/D∗
(W).
Par ailleurs, on dispose d’un morphisme de complexes∫
[0,1]
: Hom(q∗Q,Ω•/D∗ )[1]
// Ω•/D∗ (195)
qui envoie une forme différentielle relative u ∈ Ω˜d+1
/D∗
(D1+ ×W) sur son intégrale sur [0, 1] ⊂ D∗1+
(par rapport à la variable z). Compte tenu du calcul précédent, il est immédiat que (195) est un
quasi-inverse à (194).
Partie B : Remarquons qu’on a les identifications N¯0 ' Q⊗ · · · ⊗Q (n fois) et M¯ ' q∗N¯0, ainsi que
l’égalité β¯0 = δ⊗n. En utilisant les constructions de la Partie A, on obtient par induction les faits
suivants.
(i) On a un quasi-isomorphisme de complexes de préfaisceaux∫
[0,1]n
: Hom(M¯,Ω•/D∗ )[n]
// Ω•/D∗
donné par l’intégration.
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(ii) Dans AnDMeff(D∗ ), ce morphisme est égal à la composition de
Hom(M¯,Ω•/D∗ )[n]
// Hom(Qcst[n],Ω•/D∗ )[n] ' Ω•/D∗ ,
où le premier morphisme est induit par le morphisme Qcst[n] // M¯ qui est induit par l’in-
clusion D¯n × D∗ ↪→ Dn1+ × D∗ .
Il découle aussitôt que la composition de
ι∗Q = Qcst
q∗β¯′0
// M¯[−n] ω¯ // Ω•/D∗ ' ι∗OUan
envoie 1 ∈ Q sur ∫[0,1]n G¯. (Ci-dessus, nous avons noté β¯′0 : ι∗Q // N¯0 le morphisme déduit par ad-
jonction de β¯0.) En appliquant χD∗ et Rι∗ à la composition ci-dessus et en utilisant la commutation
du carré
Q //
β¯0

χD∗Q
q∗β¯0

Rι∗N¯0 // χD∗Rι∗M¯,
on obtient le résultat recherché. 
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