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Abstract
This paper presents a research study, using eye tracking technology, to measure participant
cognitive load when encountering micro-decision. It elaborates and improves on a pilot study
that was used to test the experiment design. Prior research that led to a taxonomy of decision
constructs faced in online transactional processes is discussed. The main findings relate to
participants’ subjective cognitive load and task error rates.
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1.

Introduction

This research is part of an ongoing effort to shine a light on more subtle aspects of ethics in
information systems design. The research began as anecdotal, personal observations about
some questionable customer service practices in the low cost carrier (LCC) sector in Ireland.
Several studies, mostly qualitative, were conducted to understand and to solicit user views on
design features creating distance between the consumer and the firm [7], [3], [4]. The work
broadened outwards to examine how firms were presenting choices to users. The specific
context of this research is the Business-to-Consumer (B2C) transactional process from
consumer commitment to an online purchase to payment conclusion. This process has become
crowded with an increasing number of micro-decisions, such as the purchase of additional
insurance or faster delivery. These decision points, are increasingly ambiguous and timeconsuming [3].
This study describes an experiment that measures the cognitive load users experience when
making online decisions. Eye tracking equipment was used to collect physiological data on user
interactions; a self-assessment survey was used to collate perceptions about cognitive load; and
immediately afterwards, users were prompted to express feelings and opinions. The main focus
of this paper is the analysis of the subjective cognitive load and the error rate in the interactions,
the remaining data will be the subject of later reporting. The findings present some fascinating
insights into how subtle differences in the design and framing of decisions can lead to
significantly different perceptions and outcomes.

2.
2.1.

Analyzing Online Decision Constructs
The Influence on User Choice

The classical view of decision-making in economics is that individuals will behave rationally
by objectively weighing and ranking alternative options, according to their preferences, and
choosing appropriately. The model assumes the phrasing of alternatives, and the order they are
presented in, makes no difference to how individuals choose. This theory has been significantly
contradicted or inherently questioned by many authors [51], [33], [47], [35], [8], [32], [34],
[50], [6]. So, quite to the contrary, individuals or consumers have been shown to be: influenced
by whether information has been positively or negatively framed; persuaded by the context and
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the presentation of choice; impacted by influential labels; affected in their choice by default
values; influenced in their choice by opt-in or opt-out decision formats. Additionally, firms can
advantage themselves when questions are framed and defaults are presented in particular ways.
2.2.

A Taxonomy of Online Transactional Decision Constructs

What is clear is a variety of elements can make micro-decisions unnecessarily complicated and
potentially subject to error [2]. The complexity is contributed to by: question framing; default
values; levels of persuasion; whether decisions are optional or necessary; how users expect
decisions to be presented; and the unconventionality of some decision constructs. With this in
mind the authors set about identifying an exhaustive list of decision constructs [28] and
produced a taxonomy identifying seven decision constructs used in the B2C transactional
process (see Table 1). At the macro level decisions are either essential or optional. Essential
decisions are those that must be made, such as choosing a shoe size or a delivery method.
Optional decisions were identified as being either opt-in, opt-out or must-opt. A must-opt
decision is neither an opt-in nor an opt-out, it occurs when a user cannot continue through the
transactional process without explicitly choosing to accept or decline an option. All decisions
were also classified as being either pre-selected or un-selected. A study was conducted [5] to
confirm that each construct identified in the taxonomy is used in practice. The study concluded
that although most constructs are not problematic, the opt-out decision construct was often
presented in a way that users could inadvertently make unwanted choices. Variants of the optout decision construct are the subject of this study.
Table 1. Taxonomy of transactional decision constructs.
Decision Construct

2.3.

Default Value

Normal Presentation

Framing

Un-selected opt-in

Don’t receive the option

Un-selected

Acceptance

Pre-selected opt-in

Don’t receive the option

Selected

Rejection

Un-selected opt-out

Receive the option

Un-selected

Rejection

Pre-selected opt-out

Receive the option

Selected

Acceptance

Must-opt

Cannot proceed

Un-selected essential
decision
Pre-selected essential
decision

Cannot proceed

Multiple option variants, unselected
Multiple option variants, unselected
Multiple decision variants,
one selected

Normally
acceptance
Normally
acceptance
Normally
acceptance

Variant selected

Cognitive Load

According to Grimes and Valacich [23] cognitive load, or mental workload, can be defined as:
“the mental effort and working memory required to complete a task”. Considerable research in
the area of cognitive load in computer-based learning applications has shown it impacts
negatively on learning [39], [9], [32], [30]. While less research on cognitive load in e-commerce
transactions has been conducted, higher cognitive loads have been shown to negatively affect
both time to complete tasks and user satisfaction in e-commerce applications [48]. Additionally,
higher mental workload corresponds to lower perceived usability for webpages [36].
Cognitive load can be measured in multiple ways. The main approaches include: subjective
measures; direct objective (or physiological) measures; and indirect objective measures (for
example, electroencephalography (EEG) or cardiovascular metrics) [38]. The subjective
measures generally use Likert scales for self-reporting of stress or other indicators of mental
load. Some of the more commonly used measures include the Subjective Workload Assessment
Technique (SWAT), the NASA-Task Load Index (NASA-TLX) and the Workload Profile
(WP). Each of these measures lead to a global workload index that is sensitive to the level of
difficulty in the task [46]. Think-aloud can also be used to measure cognitive load [16], albeit
qualitatively, rather than quantitatively.
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2.4.

Subjective Measurement Scales

Measurement scales commonly used to determine cognitive load include uni-dimensional
scales, such as the Modified Cooper-Harper Scale (MCH), and the Overall Workload Scale
(OW), as well as multi-dimensional scales, such as NASA-TLX and SWAT [39]. Rating scales
require the user to indicate the mental effort required to complete a task. Research indicates
people can put a numerical value on their perceived mental effort [22], [44], resulting in their
use in much research. NASA-TLX and SWAT are the most commonly used measurement
scales of subjective cognitive load [18]. However, SWAT is not sensitive for low cognitive load
tasks, unlike the NASA-TLX [37]. Hence, NASA-TLX is considered to be superior to SWAT
in terms of sensitivity [27] and is frequently used as a benchmark when assessing other
measures [1], [54], [17].
While NASA-TLX was originally developed for use in the aviation domain, its use has
spread to other areas, including the medical profession, data entry and decision-making.
Additionally, it has been translated into multiple different languages. Hart [24] examined 550
studies in which NASA-TLX was used and found most of these studies were concerned with
some form of question relating to interface design or evaluation. Modification of the scale
occurred in many of the studies, with subscales being added, deleted or modified. Modifications
include either eliminating the weighting or analyzing the subscales individually, either in
conjunction with, or instead of, the overall workload measure. Hart [24] concluded “NASATLX has achieved a certain venerability; it is being used as a benchmark against which the
efficacy of other measures, theories, or models are judged.”
2.5.

Subjective Cognitive Load

Based on the research detailed above in Section 2.4, NASA-TLX was deemed the most
appropriate measurement scale to use in this study. NASA-TLX was the culmination of a multiyear research programme that resulted in a multi-dimensional rating scale, and derives an
estimate of workload that is both reliable and sensitive [25]. The programme determined the
contributing factors to an individual’s subjective perception of physical and mental workload.
These were narrowed down to 6 factors: mental demand; physical demand; temporal demand;
performance; effort; and frustration level. The definitions for these can be seen in Table 2.
Table 2. Rating scale definitions for NASA-TLX.
Rating Scale Definitions
Scale

Definition

Mental demand

The level of mental and perceptual activity required for the task

Physical demand

The level of physical activity required for the task

Temporal demand

The level of time pressure felt

Performance

The level of success in reaching the goals of the task

Effort

The level of work, both mental and physical, required

Frustration level

The level of frustration felt during the task

According to the NASA-TLX user manual [41], the participant assigns a score on a 21point scale ranging from 0-100 on each factor. Additionally, each of these factors are weighted
by the participants according to their perception of the contribution of each factor to the
workload of a given task. This weighting can be done while carrying out the task, or afterwards
while replaying the task and requires the participant to weight each of the factors by indicating
which one was most relevant to the task in a series of paired comparisons. However, more
recent studies [53], [30], [10], [23] have used a slightly modified version of the NASA-TLX,
known as NASA-Raw Task Load Index (NASA-RTLX). Rather than weighting the factors,
each is assigned equal weight and the overall workload is obtained by summing the values and
dividing by the number of factors used. Studies have shown [43], [39], [24], [53] this modified
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version to be as effective as the original, with the added benefit of being a much simpler
approach.
In addition, Hart and Staveland [25] determined the individual factors can be used
independently to garner information about the various aspects of workload. Hart [24], in her
review of the usage of NASA-TLX states the analysis of subscale ratings instead of, or in
addition to, an overall rating demonstrates “one of the continuing strengths of the scale: the
diagnostic value of the component subscales.” Studies have also adapted the measure in various
ways: using a 5-point scale [21], [49] rather than the original 21-point scale with values between
0 and 100; changing the wording to increase the relevance to the tasks [26], [40]; and using
only some of the subscales [20], [52].

3.

Eye Tracking Research

Another important aspect to the study was to use eye tracking technology to track users’ gaze
when making micro-decisions. While it is possible, and indeed desirable, to listen to users
describe what they see and experience, eye tracking data contribute objective measurements of
the visual pattern of the interaction.
Eye tracking technology involves the projection of a light and a video camera on a person’s
eye to identify where they are looking on a screen [42]. The usual pattern of eye movement on
webpages is much more erratic than one might anticipate. When someone does want to
concentrate on an area of interest, they fix their gaze on it and it then comes into sharp focus.
As their gaze remains on something for more than 3 milliseconds (depending on how you wish
to specify it) this become known as a fixation, while the movements in-between fixations are
known as saccades.
In HCI and web usability research, eye tracking has been extensively used [14], [12], [13],
[31]. By studying what users do and do not look at, it is possible to determine where they are
concentrating their attention [45]. Through the examination of eye movement patterns,
conclusions may then be drawn regarding the decision-making strategies users adopt [11], [19],
[31]. The potential of gathering hard, physiological data about participant behaviour in
interactive decision-making was a key motivation for developing an Eye Tracking Laboratory
at the authors’ university.

4.

Preparation for the Study

It was anticipated that the design and construction of a study of user decision-making in
online transactional processes was going to be a substantial undertaking and, using research
technology new to the authors, a risky process. Thus, it was decided to run a pilot study to
validate the research design for a more extensive eye tracking study. The purpose was twofold: to learn from the process of constructing an eye tracking experiment; and to fine-tune
the research instruments [29].
This pilot study, using eye tracking and the qualitative Cued Retrospective Think
Aloud (RTA) technique, examined potentially problematic decision constructs [29]. It
explored the impact of decision constructs on users’ decision-making and their cognitive
processes during interactions. The main lessons ascertained were to ensure participants:
are fully briefed before commencing the test; perform the interaction as instructed working
with neither haste nor labouring the tasks; and are de-briefed after the test to ascertain
insights into their behaviour. The key contributions of the study were the identification of
improvements to be made to the research design, robust experiment administration and the
refinement of research instruments.

5.

The Research Study

The research study was successfully concluded in May 2018. Data was collected from 114
participants, 456 experiment trials, 2736 Interest Area data sets and 23 Cued RTA sessions.
The study was made up of three dimensions: an eye tracking experiment; self-assessment
evaluations (subjective cognitive load); and Cued RTA sessions.
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5.1.

Eye Tracking Experiment

Significant effort was spent planning the eye tracking study. The pilot study had
highlighted the risks associated with the use of the eye tracking technology. While initially
it was intended to study each of the decision constructs in the taxonomy, it soon became
clear that the scope of the study would be unachievable and would require hundreds of test
trials. Instead opt-out decision constructs, the most problematic in the taxonomy, were
selected. Indeed their problematic nature has been recognized by the European Union, who
prohibit their use in distance selling [15]. Each of the variants of opt-out decisions were
examined: Un-selected Rejection Framing; Pre-selected Acceptance Framing; Pre-selected
Rejection Framing; and Pre-selected Neutral Framing (see Table 3).
Table 3. Opt-out decision constructs.
Construct Name

Construct Type

Default Value

Framing

Un-Selected Rejection

USR

Un-selected

Rejection

Pre-Selected Acceptance

PSA

Pre-selected

Acceptance

Pre-Selected Rejection

PSR

Pre-selected

Rejection

Pre-Selected Neutral

PSN

Pre-selected

Neutral

Four screens of consumer decisions, (each of the opt-outs in Table 3 and illustrated in
Table 4) were randomized and presented to participants. The core webpage screen was a
breakdown insurance product to which participants were asked if they require an enhanced
monthly-costed, add-on feature. Each screen had a single decision point with a checkbox
beside it. Participants were instructed to make a decision to buy or not to buy the add-on.
Table 4. Decision constructs presented to participants.
Construct
Type
PSA

Decision Construct

PSN
PSR
USR

5.2.

Self-assessment Evaluation

After each decision, participants were taken through three screens with scales on them.
They were asked to rank each decision in terms of their performance, the mental demand
and the level of frustration experienced. Collectively these constitute the subjective
cognitive load relevant to this study. The scales are explained as follows:
i.

Mental Demand: How much mental and perceptual activity did you
spend for this task? 1= Low, 5 = High

ii.

Frustration: How insecure, discouraged, irritated, stressed, and annoyed
were you during the task? 1= Low, 5 = High

iii.

Performance: How successful do you think you were in accomplishing
the task goals? 1= Good, 5 = Poor

The pilot study had highlighted the importance of avoiding any perception that
participants were under time pressure. Thus, they were instructed to work at their normal
pace; not to feel under pressure to complete quickly or to over analyse it; and to look at
and read whatever information they normally would to make the decision.
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Cued RTA Sessions

About one in four participants took part in a Cued RTA session immediately after their
session. They were shown an animated playback of their interaction showing eye
movements for each of the four decision screens. The lead researcher prompted the
participant to articulate their thought processes and feelings they had during the interaction.
Each of the sessions, taking from 5 to seven minutes, were documented by a scribe and a
sound recording. The analysis of these sessions is the focus of a further publication.

6.

Exploratory Analysis

Once the data was gathered, exploratory analysis was conducted. The main focus of this
analysis was subjective cognitive load while conducting the tasks and participant error rate,
where the number of errors made by participants was examined.
The opt-out decisions presented to participants were typical of the type of microdecisions encountered by users as they navigate the transactional process on websites. They
were based on the variety of opt-out constructs identified during a desk analysis of 57
different websites [6] and are based on actual decision constructs encountered. They were
all opt-out decisions, meaning the participant needed to take action to decline the purchase,
with the default option being to opt-in and purchase the item. Opt-out decisions are
generally recognized as being problematic, with users often inadvertently making a
purchase, or opting in to a mailing list [8].
6.1.

Error Rate

The first step in exploring our data was to examine the error rate for the different construct types.
Table 5. Error rate
Construct Type

Correct

Incorrect

Total

PSA

94 (82%)

20 (18%)

114

PSN

87 (76%)

27 (24%)

114

PSR

86 (75%)

28 (25%)

114

USR

72 (63%)

42 (37%)

114

Total

339 (74%)

117 (26%)

456

As can be seen in Table 5, the number of incorrect selections varied between the construct
types, with PSA having the highest number of correct selections and USR having the highest
number of incorrect selections. Overall, the number of incorrect selections made by participants
was quite high, ranging from 18% (PSA) to 37% (USR). Chi-square test was conducted to
determine whether the relationship between construct type and error rate was significant. The
test indicated significance (c2 (3, N=456) = 11.715, p<0.01). However, the value for f was
0.158, indicating the association was weak, only accounting for 2.5% of the variation.

Fig. 1. Heat map of a pre-selected opt-out with acceptance framing (PSA)
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The results from this study, whereby 26% of the decisions participants made during the
experiment were incorrect, support previous research [8] that found opt-out constructs to be
problematic. Additionally, the significant difference in error rates suggests that, while opt-outs
in general are error prone, some are more problematic that others.
The heat maps in Figures 1 and 2 illustrate gaze concentration where green indicates less
time and red indicates more time focusing on the text. Figure 1 is the heat map of a pre-selected
opt-out with acceptance framing (PSA), the construct that had fewest errors, while Figure 2 is
the heat map of an un-selected opt-out with rejection framing (USR), the construct with the
most errors. As can be seen, participants spent considerably longer examining the rejectionframed text (i.e., If you would rather not purchase…) than the acceptance-framed text (i.e., I
want to purchase…). Despite spending more time reading the USR construct text, participants
still made twice as many errors.

Fig. 2. Heat map of an un-selected opt-out with rejection framing (USR)

The error rate is broadly in line with the frequency of construct types found in general use
by Authors [5], who found most opt-outs are PSA, with considerably fewer PSN, USR and
PSR. The comparatively smaller, though still high, error rate for PSA may be explained by the
fact that consumers are more used to seeing opt-outs in this format and, when seeing a preselected checkbox, may be more likely to assume it is an opt-out, and so requires action if the
user does not wish to purchase the product. In contrast, the higher rate for PSR and PSN may
be explained by the rejection or neutral framing being more rarely encountered but still having
the pre-selected checkbox. The pre-selected checkbox may be suggestive of an opt-out to the
participant, while the framing may confuse them due to it being unusual for an opt-out, thus
resulting in a higher error rate. The USR has an unselected checkbox, which may be more
suggestive of an opt-in to the participant, and when combined with the more rarely encountered
rejection framing may explain the considerably higher error rate.
6.2.

Cognitive Load

The cognitive load was measured using NASA-RTLX, where participants rated their
interaction with each construct type on a scale of 1-5 for 3 factors: Mental Demand,
Frustration and Perceived Performance. It was decided to use NASA-RTLX as it is simpler
to administer and has been determined to be as effective as the original [43], [39], [24], [53].
Cognitive load was determined by summing the scores for each factor and dividing by 3.
Table 6. Mean cognitive load
Construct Type

Mean

Std. Deviation

N

PSN

2.11

0.885

114

PSN

2.13

0.938

114

USR

2.49

0.996

114

PSR

2.54

0.956

114
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In order to assess if the participant’s perceived cognitive load varied by construct type, a
one-way, within-subjects ANOVA was conducted. As can be seen in Table 6, participants
reported the lowest cognitive load for PSN and the highest for PSR.
Mauchly’s test of sphericity was used to test the null hypothesis that the variances are equal.
The test indicates the assumption of sphericity has not been violated (c2 (5) = 2.931, p= 0.711)
and so, no corrections were required. The test showed there was a significant effect (p < 0.01)
of the construct type on the participants’ subjective assessment of cognitive load. The cognitive
load ranged from 2.11 to 2.54 on a scale of 1-5, with 1 being very low and 5 being very high
(see table 6). The lowest cognitive load was reported for PSN, which also had the lowest error
rate. The highest cognitive load was for PSR, which had the second highest error rate.
Interestingly, despite the high error rate, the participants did not rate cognitive load very high
for any of the construct types. This may be due to the nature of the micro-decisions required by
the construct types. The micro-decisions are minor, everyday decisions, that users would
encounter multiple times in the transactional process. Thus, the everyday nature of the
decisions, coupled with the brevity of the text, may have made the participant feel that, even
though some decisions were more difficult and complex than others, none warranted being
described as imposing a major cognitive load.
6.3.

Cognitive Load and Error Rate

A logistic regression was performed for each of the construct types to determine whether
cognitive load, and the individual factors contributing to cognitive load, could be used to predict
error rates. Firstly, the score for cognitive load was tested. For one of the constructs (PSN), the
model significantly predicted the error rate. For the other three (PSA, PSR and USR), it did not.
For PSN, (omnibus Chi-square = 4.89, df = 1, p = 0.027), the model accounted for between
3% and 4.5% of the variance in error rate, with 100% of correct interactions successfully
predicted. However, none of the predictions for unsuccessful interactions were accurate.
Overall, 77.6% of predictions were accurate. The predictions for PSA, PSR and USR were not
significant (omnibus Chi-square = 2.537, df = 1, p = 0.111), (omnibus Chi-square = 1.711, df
= 1, p = 0.191) and (omnibus Chi-square = 0.147, df = 1, p = 0.7) respectively.
The measure of cognitive load was then broken down into the individual factors and the
model was re-run with mental demand, frustration and perceived performance as predictor
variables of error rate (see Table 7). For two of the construct types (PSA and PSN), the full
model significantly predicted error rate. For the other two construct types, it did not.
For PSA, (omnibus Chi-square = 8.873, df = 3, p = 0.031), the model accounted for between
5.2% and 7.5% of the variance in error rate, with 96.6% of correct interactions successfully
predicted. However, only 8.7% of the predictions for unsuccessful interactions were accurate.
Overall, 72.1% of predictions were accurate. When the individual factors were assessed, only
perceived performance significantly contributed to the prediction of error rate.
For PSN, (omnibus Chi-square = 15.808, df = 3, p = 0.001), the model accounted for
between 9.1% and 13.9% of the variance in error rate, with 97.7% of correct interactions
successfully predicted. However, only 10.8% of the predictions for unsuccessful interactions
were accurate. Overall, 78.2% of predictions were accurate. When the individual factors were
assessed, it was again only perceived performance which significantly contributed to the
prediction of error rate.
Table 7. Cognitive load factors and error rate.
Construct Type

Correct Predicted

Incorrect Predicted

Total Predicted

p value

PSA

96.6%

8.7%

72.1%

0.031

PSN

97.7%

10.8%

78.2%

0.001

PSR

100%

0%

78.2%

0.325

USR

100%

0%

65.5%

0.612
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The only construct for which cognitive load was a significant predictor of error rate was
PSN, although it predicted only correct interactions. When cognitive load was broken down
into its constituent factors, they significantly predicted error rates for PSA and PSN, although
for each, the only factor that contributed to the prediction was perceived performance. The
model did not significantly predict error rate in PSR or USR.
Where perceived performance significantly predicted error rate, it predicted correct
interactions at a considerably higher level than incorrect interactions (see Table 7). This
suggests that participants were less likely to believe they had performed poorly on the tasks and
perceived their accuracy in making the micro-decisions to be higher than it actually was. This
is consistent with Bellman et al.’s [8] findings that opt-outs are error prone. Early analysis of
the Cued RTA sessions would also indicate over-confidence on the part of many participants
who actually had high error rates. If users perceive these micro-decisions to be relatively easy
to make, as suggested by their self-reported cognitive load; and erroneously over-estimating
their performance when making these micro-decisions; they are more likely to inadvertently
make a purchase or sign-up to a mailing list. This phenomenon may encourage firms to
deliberately use design features to trick users into inadvertently making a purchase or signing
up to a mailing list.

7.

Conclusions and Future Direction

The study set out to examine whether participants were able to correctly make decisions in
respect of multiple, micro-decisions involved in online, commercial transactions. All the
decisions were opt-outs, and while each is generally recognized as being problematic, a certain
construct (the USR) hugely distorted expectations of error rates. The take-away finding here is
that should a firm wish to nudge consumers toward a preferred outcome then the deliberate
choice of framing and default values constitute a potent combination.
The self-reported cognitive load on participants, while not at the high end of the NASARTLX scales, was evident at modest levels amongst participants. Given that the microdecisions were completed in just seconds, the manifestation of cognitive load was clearly
evident. The analysis also clearly found that the construct type had a significant effect on the
participants’ subjective assessment of cognitive load. Not surprisingly the error rate was lowest
for the decision that bore the least cognitive load, while the constructs with the higher cognitive
load tallied with the higher error rates.
Where cognitive load was tested to see if it was a good predictor of error rate, the data was
less convincing. Only for pre-selected neutrally-framed decisions was cognitive load a
significant predictor of error rate. What was interesting was that perceived performance
predicted correct interactions to a much greater extent than incorrect interactions. The
implication is that participants had a much greater confidence that they were making correct
decisions than was born out by their actual accuracy. The clear inference that can be drawn here
is that such over-confidence leads to error rates where participants are more likely to
inadvertently, and unknowingly, make decisions not in their interest, reinforcing the temptation
for firms to use ambiguous design strategies
The study also yielded an enormous quantity of physiological participant data such as
fixation count and duration, dwell time, blink count and saccade information – not reported
here. The data will be parsed, for example, on the basis of construct type, interest area, trial
analysis and gender. The granularity of the data is microscopic and initial probing indicates
some promising results. The near future direction of analysis and publication will be fixed
firstly on the physiological data, then the qualitative Cued RTAs and ultimately to effectively
combine the three data dimensions. More Gogglebox episodes to follow!
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