Abstract: From the structural perspective, this paper investigates a new formulation of the notion of input-to-state stability (ISS), and based on it, proposes a new stability analysis approach for a class of interconnected system. The new formulation of ISS is better able to reflect the tendency of the state x(t) tracking the input u(t) and weakens the conservative of the original form. The stability analysis approach provides a new way to unify treatment of ISS and iISS for the interconnected system whose loop gain is less than identity. In order to extend the methodology of ISS to the multi-agent systems(MAS), this approach is also used to analyze the stability of a class of interconnected system whose loop gain is equal to identity with or without time-delay inputs.
INTRODUCTION
The notions of the input-to-state stability (ISS) and the integral input-to-state stability (iISS) were introduced by E.D.Sontag in his well-known papers [1] and [2] . Both them have one common character that the 0-input system is 0-GAS [3] . The introduction of ISS and iISS gives us a new way to study the stability criterion of interconnected systems. Generally, there are two directions of research. One applies the loop gain to verify the stability of the interconnected system, e.g. the well-known small gain theorem. Its advantage is that using the relationship of gains between subsystems instead of considering their all internal details can greatly simplify the analysis than using the Lyapunov's method. Using ISS as tools, many researchers proposed various forms of the small-gain theorem and their associated proofs [4] - [6] . In order to derive the stability criterion of iISS systems, the other direction makes use of the state-dependent scaling technique to construct the Lyapunov function to obtain the small-gain like condition. Ito firstly presented a sufficient condition for the interconnection involving the iISS system in [7] . But the condition is somewhat conservative, and then, he provided a more unified formula applicable equally to iISS and ISS systems in [8] . Compare with the first direction, the second's advantage is that it provides a common and unified framework to treat ISS and iISS systems. Different from the general stability notion, the consensus of multi-agent systems belongs to a special issue, which is called semistability defined in [9] and used to portray the stability for systems possessing a continuum of equilibria. At present, there are only two approaches widely used in this field. One is the Laplacian matrix based method which is confined to linear systems. The other is the Lyapunovs method, which is suitable for nonlinear systems but faces the tough issue hard to obtain the general Lyapunov function for arbitrary topology graph, especially for those with communication time delay. In a sense, most of multi-agent systems can be seen as a special class of interconnected systems whose subsystems are ISS. However, above methods based on the ISS/iISS notion are not directly used in this field so far. Investigated the root cause, it is because that the loop gain of MAS equals identity, which is beyond the scope of above two methods. In this paper, based on a new perspective, we provides a unified framework for the stability analysis of interconnected systems, which not only unify treatment of the ISS and iISS system in a simple and structural manner, but can handle the interconnected system whose gain loop equals identity so as to solve the consensus problem of MAS. To sum up, the contribution of this paper has threefold. Firstly, it provides a simpler method to unify the ISS and iISS problem than the state-dependent technique to construct the Lyapunov function in [8] , which constructed a very complex λ(x) in order to obtain a common V (x). Secondly, it can handle the interconnected systems whose gain loop equals identity and every subsystem contains input time delay, based on which we can overcome the shortcoming of the Lyapunov's method to analyze the consensus problem of MAS on arbitrary topology graph with or without communication time delay, and then introduce the methodology of ISS to MAS. Finally, the new ISS formulation proposed in this paper is better able to reflect the corresponding change of x(t) tracking u(t) than the original one, and help us uncover the essential relationship between the interconnected system and the cascade system.
Notation and Preliminaries
Classes of K, K ∞ , KL and positive definite function follow the definition in [10] , which are extensively used in this field. x 0 denotes the initial value x(t 0 ). Now, we recall the traditional notions of ISS and iISS again. Consider the general nonlinear system as followṡ
where 
for all x ∈ R n and
for all x ∈ R n and for all u ∈ R m . And then system (1) 
New Formulation of ISS
In this section, we first present a new formulation of ISS notion, which is less conservative than the original one and constitutes the basis of the analysis approach in the section 4. Theorem 1. Suppose the system (1) is ISS, then there exist β ∈ KL, γ ∈ K, differential functions α 1 , α 2 , ρ ∈ K ∞ and a positive definite function L(t), such that for any initial state x(t 0 ), u(t 0 ) and any bounded input u(t) , the solution of x(t) exists for all t ≥ t 0 and satisfies
and k(t) is continuous positive definite on R .
proof. By the definition 1, if α 3 ( x ) ∈ K ∞ , the system is ISS which means there exists a positive definite function W , such thaṫ
where
, we obtain the error system as followṡ
Solving it and using the comparison theorem in [10] yields
Due to t 0 k(s)ds > 0, we define the class KL function
, equation (7) can be written as
. By the Lagrange median theorem, we have
Due to α
The new formulation reflects the tendency of x(t) tracking u(t) and is more accurate than the origi-
ignore the influence of x(t 0 ), the gap between x(t) and
Whenu is bounded and Δ is exists, x(t) keeps in a specific neighboring area of u(t). Whenu → ∞ or Δ does not exist, the neighboring area is boundless. Based on the theorem 1, we present another formulation of ISS. Now, consider a class of system as followṡ
where x ∈ R and u ∈ R, f is defined as the system (1) 
Proof. Define the error e = x−γ(u), then the error system of system (8) can be written aṡ
where (9) can be written asė
∂x | x=ξ+γ(u) . Solving equation (11) and considering e = x − γ(u) yields
According to assumption 2, whenu = 0, system (8) will converge to the constant input u, thusė = f (e + γ(u), u) is asymptotically stable. That meansė = a(u, e)e is stable. Therefore, it is easy to prove that a(u, e) is negative.
A Stability Analysis Framework
In this paper, from the structural perspective, we present a unified stability analysis framework for a class of interconnected system described by the following
where x ∈ R n1 ,z ∈ R n2 ,f 1 and f 2 are defined as system (1) . Assume that at least one subsystem is ISS, and without loss of generality, suppose x-subsystem is so. In the following, we will propose a new structural stability analysis approach. Stability Analysis Procedure 1.
Step 1 Transform the interconnected form into a cascade form via the ISS property of x-subsystem. The solution of x-subsystem can be written as a function of the initial value x 0 , t and input z(t), i.e. x(t)=φ(x 0 , t, z). Substituting this equation into z-subsystem yieldsż = z, φ(x 0 , t, z) ). Thus, the interconnected system becomes a cascade system of the following forṁ
Remark 3. Using the ISS property, the above process has an intuitive explanation. Since the x-subsystem is ISS w.r.t. z(t) and suppose the gain function from z(t) to x(t) is γ , let γ(z(t)) be the input, then the x-subsystem corresponds to a filter whose gain is identity. Its output is not arbitrary but keeps tracking γ(z(t)), and in fact, it is kept in a neighboring area of γ(z(t)). Therefore, φ(x 0 , t, z) can be written as the following formulation of ISS
where β(x 0 , t) denotes a decay item, e.g. the first item of theorem 1 and 2, Δ denotes an error (See remark 2). Therefore, using (16), we can construct a feedback loop as followsż
and the cascade system can be described in the Fig.1 .
Step 2. Analyze the stability of the feedback loop of zsubsystem.
Since β(x 0 , t) is convergent, the stability of feedback loop of z-subsystem depends on the function f 2 and γ(z) + Δ.
Step 3 Analyze the stability of the cascade system. After transformed into the cascade system, by the stability theorem in [10] about cascade systems and the ISS property of x-subsystem, if z-subsystem is stable, the entire system is stable, so is the original interconnected system. It should be mentioned that this approach just requires one subsystem should be ISS and need not construct an overall Lyapunov function which considers all details and much depends on the specific form of the system.
Stability Analysis of Interconnected Systems
In this section, we first use the new framework to analyze the interconnected system whose loop gain is less than or equal to identity, and then investigate the later's time-delay version.
A Unified Proof of Small-gain-like Theorem for ISS and IISS Systems Consider the interconnected system
as follows x-subsystem:
where x ∈ R n1 ,z ∈ R n2 , n 1 , n 2 ∈ N , f 1 and f 2 are continuous functions similar to (1). Then we have the following theorem. Theorem 3. The interconnected system is asymptotically stable if every subsystem (18) and (19) is ISS or iISS and there exist some integers j ∈ {1, 2},for all s ∈ (0, ∞) such that
(20) where above functions are defined according to the definition 1. Proof. Step 1. Transform the interconnected system into the cascade form. According to the fact that x-subsystem is ISS or iISS, the proof has two cases. 1) x-subsystem is ISS. By the theorem 1 and let j = 2 and subscript index 3 − j stands for x-subsystem, we have
. Let subscript index 3−j when j = 1 stand for z-subsystem, it follows the definition 1 that there exists the Lyapunov function 
it is impossible thatż(t) keeps zero before β(c 0 , t) = 0. Therefore,ż(t) will enter another time interval t ∈ (τ 1 , τ 2 ), where the sign ofż(t) is unchanged. We then have the same result as (5.1), where the initial values become z(τ 1 ) and x(τ 1 ) in the time interval (τ 1 , τ 2 ). Therefore, the following condition always hold in time intervals where the sign ofż(t) is unchanged.
so that xsubsystem meets theorem 1 when x ∈ D. Therefore, similar to case 1, we have the same condition as (5.1). Otherwise, x-subsystem is disconvergent if x / ∈ D where α 31 ( x ) ≤ σ 1 ( z ). This condition can be written as
α 12 ( x ) that above condition can be strengthened as x < γ( z ). Therefore, we have the same condition as (5.1). To sum up, either x-subsystem is ISS or iISS, we always have the condition (5.1). Due to α 21 ( z ) ≤ V (z) ≤ α 22 ( z ), the original interconnected system can be transformed into the following cascade form
Step 2. Analyze the stability of the feedback loop.
z-subsystem is then stable.
Step 3. Analyze the stability of cascade system. By the lemma 4.7 in [10] and the 0-input and 0-GAS property of x-subsystem, the cascade system (22) is stable, so is the interconnected system . Finally, let subscript index 3 − j when j = 1 stand for x-subsystem, we have the same result.
Interconnected Systems Whose Gain Loop Equals
Identity From the ISS perspective, the essence of consensus of multi-agent systems is the problem that the gain loop of the interconnected system equals identity. Thus, we can treat the multi-agent system as the composition of many isolated agents, ignore their internal details and focus on their special input and output relationship so as to analyze its stability at the local graph level avoiding at the group graph level.
where z, x ∈ R, f 1 , f 2 are defined as system (1) and meet the assumption 2, i.e. x and z subsystem are ISS, and γ x and γ z are the differential monotonously increasing function. It is apparent that γ x and γ z are the gains of the xsubsystem and z-subsystem respectively. We have the following theorem. Theorem 4. The interconnected system composed of (23) and (24) is convergent to constants determined by the initial values of
Step 1. Transform the interconnected system into the cascade form. Since x-subsystem is ISS, then by the theorem 2, its solution is
Substituting above equation into z-subsystem, the original system is transformed into the following cascade forṁ
Step 2. Analyze the stability of the feedback loop. Similar to (11) , z-subsystem can be written asż
Define y = γ x (z), above equation is written asẏ =
Since γ x and γ z are monotonously increasing, then γ x > 0 and k(t) > 0 such that M (t) > 0. 
From the expression of q(t), one can verify
and integrating both sides of (5.2),
By theorem 2, due to 
dt is convergent. To prove y(t) converges to a constant instead of zero, according to the integral mean value theorem, we have
So, if y(∞) = 0, y(ξ) should be zero. Therefore, the assumption is not satisfied. Due to y = γ x (z), z(t) will be convergent to a constant determined by the initial values of x(t), z(t).
Step 3. Analyze the stability of cascade system. By the theorem 2, for x-subsystem , when z(t) → c where c is a constant, x(t) → γ x (c), ∀t → ∞. Therefore, the system is convergent to constants determined by the initial values of x(t), z(t).
Interconnected Systems With Time-delay Inputs
Similarly, the key of this consensus problem of the multiagent system with nonlinear protocols on time delay communication can also be reduced to the time-delay version of above subsection. Then Consider the following system x-subsystem:
where z, x ∈ R, z τ1 = z(t − τ 1 ), x τ2 = x(t − τ 2 ), both τ 1 and τ 2 are unknown positive constants. f 1 , f 2 are defined as system (23) and (24), and γ x and γ z are the monotonously increasing functions. We have the following theorem. Theorem 5. The interconnected system composed of (26) and (27) 
Step 2 
