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ABSTRACT 
Banded Toeplitz and Hmwitz matrices are shown to be particular cases of a more 
general class of biinfinite matrices, called recursive matrices. The main features of 
Toeplitz and Hurwitz matrices can thereby be seen to be immediate consequences of 
a fundamental theorem about recursive matrices, called the product rule. Moreover, 
some properties of products of Toeplitz and Hunvitz matrices can be proved by 
similar arguments. Some applications related to the general theory of compactly 
supported wavelets are presented. 0 1998 Elsevier Science Inc. 
1. INTRODUCTION 
The aim of this work is to show how the general theory of recursive 
matrices can be used to prove important properties of Toeplitz and Hurwitz 
matrices. 
Recursive matrices were introduced in [I] in order to undertake the 
abstract study of the umbral group, namely, the group of all automorphisms 
of the vector space of complex polynomials mapping the basis (Z “) into a 
polynomial sequence of binomial type [ll, 121. At the same time, recursive 
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matrices provide a powerful tool for a unified study of combinatorial prob- 
lems related to double recurrences. Loosely speaking, a recursive matrix is a 
biinfinite matrix which can be completely described by two series, the first of 
which gives the recurrence rule, while the second provides the boundary 
conditions. Hence, a recursive matrix corresponds to a pair of series-or, in 
the banded case, a pair of Laurent polynomials. A crucial property of 
recursive matrices is the fact that-under suitable conditions-they can be 
multiplied and the product is again a recursive matrix, whose recurrence rule 
and boundary value can be explicitly computed in terms of the corresponding 
series of original matrices. This fact allows us to switch from the context of 
banded biinfinite matrices to the algebra of Laurent polynomials, taking 
advantage of its abundant properties. 
An apparently different notion of matrix with recursive structure (or with 
displacement structure) is used in the literature to define classes of matrices 
for which fast O(n’) algorithms can be given for the solution of the 
associated linear system (see, e.g., [8, 91). The link between these two notions 
-in the biinfinite case-becomes evident as soon as one considers the 
original definition of recursive matrix given in [l]. In fact, a recursive matrix 
can be defined as a biinfinite matrix A such that AU = VA, where V is the 
forward shift, and V is a suitable Toeplitz matrix, depending on the recur- 
rence rule of A. This alternative definition shows that every recursive matrix 
presents a {V, V)-di pl s acement structure, with the additional property that its 
displacement rank is zero. 
In this paper we show how the recursive matrix machinery can be 
fruitfully used to represent and easily handle some linear operators-acting 
on finite or infinite sequences-that are widely used in filter theory and 
related fields. In fact, such linear operators are shown to be associated with 
particular biinfinite Toeplitz or Hurwitz matrices, which are revealed to be 
special cases of recursive matrices. For example, the operation of convolution 
followed by decimation-a typical filtering operation-can be represented by 
means of a Hurwitz matrix, while the upsampling operation corresponds to 
the transpose of a Hurwitz matrix. Hence, the study of the behavior of these 
linear operators can be made through the analysis of properties of products of 
Hurwitz and Toeplitz matrices and their transposes. 
This paper is a first attempt in the direction of a systematic analysis of the 
interplay between the theory of recursive matrices and classical methods of 
filter theory, thereby obtaining easy and transparent proofs of some known 
results, as well as new characterizations. In particular, we prove that, if H 
and W are two banded Hunvitz matrices of the same step, the product 
H X W r is a Toeplitz matrix, while H T X W is a block Toeplitz matrix, 
namely, a Toeplitz matrix whose generating function is a Laurent polynomial 
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with matricial coefficients. In both cases we succeed in giving an explicit 
description of the generating function of the product. 
A natural setting for the application of the results stated in the present 
paper can be proved to be the context of wavelet analysis. This is the subject 
of the forthcoming paper [S], where an elementary construction of general 
compactly supported wavelets is given, handling with equal ease the orthogo- 
nal and the nonorthogonal case. In this paper, we only sketch this new 
approach to wavelet construction by giving a simple proof of two fundamental 
results of this theory. 
The paper is organized as follows: in Section 2 we set our notation and 
recall some fundamentals about Laurent series and polynomials. Recursive 
matrices are defined in Section 3, together with their main properties and the 
consequent fallouts for the classes of Toeplitz and Hmwitz matrices. In 
Section 4 we represent some well-known linear operators on sequences in 
recursive matrix notation, thereby succeeding in describing their properties 
by means of general results for recursive matrices. The main results of this 
paper are given in Section 5, which is devoted to the study of properties of 
banded Hurwitz and Toeplitz matrices, and their products. Finally, Section 6 
contains a brief description of the applications of the present theory in the 
wavelet context, and in Section 7 we sketch some possible extensions. 
2. PRELIMINARIES 
In this section we recall the basic definitions and properties of Laurent 
series which will be widely used in the rest of the paper. 
Let K be any field, and K ’ the K-vector space of biinfinite sequences 
(a,) in K with i E Z. We associate to the sequence (a,), t z its generating 
function, namely, the formal series 
ff := c a$‘, 
i E L 
where t is a formal variable. 
For every integer i, the coefficient a, of t’ in cy will be denoted b> 
(ila). 
The correspondence between a sequence in K” and its generating 
function is a bijection. Hence, we shall often identify sequences in K and 
formal series. Moreover, if (Y is a formal series, we shall denote by [a] the 
biinfinite column matrix whose elements are the coefficients of (Y. 
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A Laurent series is a formal series cx in which only a finite number of 
coefficients with negative index are nonzero, namely, an index h exists such 
that 
i<h * (ila) =o. 
The minimum index d such that (dl (Y ) f 0 is the degree deg( a) of the 
Laurent series .(Y. The degree of the zero-series J’ is conventionally defined 
to be -m. 
We recall that the sum LY + P and the (convolution) product (YP of two 
Laurent series CY := Cib *a,t i, p := Xi z k bit” are the Laurent series defined 
as follows: 
ff + /3 := C(ai + b,)t’, 
1 
Note that deg(a + p> = min(deg(a), deg( p>, while deg(a@) = deg(a) + 
deg( P >. 
The set 9 of all Laurent series turns out to be a field with respect to 
the operations previously defined. In particular, the identity elements for sum 
and product are the zero-series 5 and the one-series II, respectively, and for 
every nonzero series (Y its reciprocal series 13-l exists, namely, a Laurent 
series such that CXLY-’ = 0 = a-h. 
Let (Y := Ciait”, P := Cjbjtj be Laurent series such that P has positive 
degree; the composition cy 0 /3 is defined as the Laurent series 
a( fi) = aoP := cajp” = 
i 
. 
Note that deg( LY 0 P) = deg( (Y> deg( /3>. The identity element with respect 
to composition is the series t. 
The duality map is defined as the map 
T: K” + l-Z”, T(a,) = (a-i). 
The map T is an involution and turns out to be a vector space automorphism. 
If CY is the generating function of the sequence (a,>, the generating function 
of the dual sequence T(a,) will be denoted by the symbol (Y*. Hence 
a := Ca,t’ w a* := Ca_iti = Cajtpi. 
i z * 
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The maximum subspace 9 of 9, which is invariant under the action of the 
duality map, is the subspace of Laurent series with only a finite number of 
nonzero coefficients. The elements of 9 are called Laurent polynomials. 
3. RECURSIVE MATRICES 
In the sequel we will be concerned with the K-vector space J of 
biinfinite matrices over the field K, namely, matrices M : Z X Z + K. 
Let A = [aij] be a matrix in A. For every i, j E 22, the generating 
functions of the ith row and the jth column of A will be denoted by 
A(i), A[j], respectively: 
A(i) = caijfj, A[j] := xaijt’. 
.i i 
The linear subspace of _& consisting of all matrices whose row-generating 
functions are Laurent series will be denoted by JY. 
DEFINITION. For every nonzero Laurent series CZ, p, the (a, D)-?-ecur- 
sive mttix is the unique matrix A E_N such that 
A(i) = CY@ for every integer i . 
The matrix A will be denoted by the symbol R( (Y, /3 ). 
The series IY is called the recurrence rule of A, while p is called the 
boundary value of A. 
For every nonzero Laurent series (Y, p, the (cu, @>-recursive matrix A 
can be equivalently defined 
problem in A’ given by 
(see [l]) as the unique solution of the linear 
FAG, = A, 
A(O) = P, 
where F, G, are the Toeplitz matrices whose generating functions are t ~’ 
and cr, respectively. This last definition shows that recursive matrices with 
recurrence rule cr are {F, G,}-displacement-invariant, namely, their (F, G,)- 
displacement rank is zero (see [S, 91). 
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A particularly simple class of recursive matrices is the class of recursive 
matrices whose recurrence rule is the series t. We point out that for every 
Laurent series (Y = Ci ait”, the recursive matrix R(t, (~1 is the Toeplitz 
matrix with generating function (Y, 
such that cij = aj_i. 
namely, the biinfinite matrix T = [cij] 
Another widely used class of recursive matrices is the class of matrices 
R(t k, a) (where k is a fixed integer, k > 2). These matrices turn out to be 
Hurwitz matrices with step k and generating function cr, namely, matrices 
H = [hij] such that h, = ujPki. 
The main property of recursive matrices is the fact that-under suitable 
conditions-they can be multiplied, and the product is again a recursive 
matrix. In fact, in general, the product of two biinfinite matrices can be 
defined only in very special circumstances, and, even if it can, it does not 
always satisfy the associative property. On the other hand, it has been proved 
in [l] that the product of two recursive matrices, such that the recurrence 
rule of the second one has positive degree, always exists, and it satisfies the 
associative property. Moreover, it is possible to give an explicit expression for 
the recurrence rule and the boundary value of the product. More precisely, 
we have: 
THEOREM 3.1 (Product rule). Let (Y, /3, y, S be nonzero Laurent series, 
and let y have positive degree. Then 
R(a,P) xqy,q =qavJP”r)q. 
In the special case of Toeplitz and Hurwitz recursive matrices, we 
immediately obtain the following properties: 
COROLLARY 3.1. The product of two Toeplitz recursive matrices is again 
a Toeplitz matrix, whose generating function is the product of the two 
generating functions : 
R(t, a!) x lqt, P) = qt, “P)* 
In particular, two Toeplitz recursive matrices always commute. 
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COROLLARY 3.2. The products of Toeplitz and Hun&z recursive mat+ 
ces are Hurwitz matrices; more precisely, 
R(t, a) x R(t“, p) = R(fk> (c.u otk>@: 
R(tk, p) x R(t, a> = R(tk, 4. 
COROLLARY 3.3. The product of two Hurwitz recursive matrices is again 
a Hurwitz matrix, with a diRerent step: 
R(P, a) x R(tk, p) = R(ek, (a otk)p). 
Coming back to the general case, the product rule immediately yields the 
following factorization theorem (see [2]): 
PROPOSITION 3.1. Let cx, p be nonzero Laurent series. Then the recur- 
sive matrix R( (Y, /?> admits the following factorization: 
R( (Y, p) = R( a, G) X R(t> P). 
In other words, every recursive matrix can be seen as the product of a 
homogeneous matrix (namely, a recursive matrix whose boundary value is c) 
and a Toeplitz matrix. 
In particular, every recursive Hurwitz matrix R(tk, a> can be factorized 
as follows: 
R(tk, CZ) = R(&v) X R(t. a). 
The homogeneous Hurwitz matrix R(t k, v) will be called the k-decimation 
matrix. 
Loosely speaking, the k-decimation matrix is the “basic model” of Hur- 
witz matrices with step k, from which every other Hurwitz matrix with the 
same step can be obtained by postmultiplication by a Toeplitz matrix. 
We note that Corollary 3.2 and Proposition 3.1 yield, as an immediate 
consequence, the two Noble identities (see, e.g., [lOI>, which-in terms of 
recursive matrices-can be written as follows: 
1. R(t, (r) x R(tk, v) = R(tk, (Y 0 tk> = R(tk, v> X R(t, a otk). 
2. R(tk, v)T x R(t, (Y) = R(t, (Y 0 tk> X R(tk, vjT. 
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OPERATORS 
This section is devoted to the analysis of some linear operators on K ‘, 
frequently used in practical applications, whose associated matrices reveal a 
recursive structure. In some cases, if necessary, we shall restrict our consider- 
ations to operators acting on the subspace 9 of Laurent polynomials, in 
order to give them an easier representation in terms of recursive matrices. 
I. First of all, we remark that the duality map T: K” + K”, when 
restricted to the subspace of Laurent polynomials, can be represented as 
follows: 
T(a) = a ot-‘. 
Note that, even if the composition of a Laurent series LY with the series t-’ 
is not recovered under the general definition, it makes sense in the special 
case where cr is a Laurent polynomial, and once again yields a Laurent 
polynomial. It is easily checked that for every Laurent polynomial (Y we have 
[a*] = R(t-l,u) x [a], 
that is, the duality map T : 9 +Y is associated with the recursive matrix 
R(t-‘, u) (the counteridentity matrix). 
II. Let CY, p be two Laurent polynomials. Recalling that the transpose 
of the Toeplitz matrix R(t, a) is R(t, a*), by Corollary 3.1 we get 
[aPI = R(t, o*> x [PI = R(t, P*> x [al. (I) 
This identity implies that the a-multiplication veperutor, namely, the linear 
operator Pa : 9 + 9, P, : p + a@, is associated with the Toeplitz matrix 
R(t, a*>. 
III. Another widely used operation on sequences which can be repre- 
sented by means of a recursive matrix is the k-upsampling of a sequence, 
where k is a fued integer, k 3 2. If (Y = (uJ,,~ z is any sequence, the 
k-upsampling of CY is the sequence 
k-l k-1 k-l k-l 
(T k)a = . . . o...oa,~da,~a,h... 
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This is equivalent to the composition of (Y with the series t k, and by the 
product rule we get 
[(Tk)a] =R(tkJ# x [a]. 
In other words, the map U,” : a -+ ( t k)a is a linear operator, whose 
associated matrix is the transpose of the k-decimation matrix. 
IV. A last family of recursive operators is related to the construction of 
the k-decimated (or k-downsampled) series of a given series (Y. We recall 
that if (Y = Ciaiti is a series and k a fured integer, k 2 2, the k-decimated 
series relative to LY are the k series (Y(), LY], . . . , ak_ 1 defined as follows for 
r = 0, 1, . . . , k - 1: 
a, := &ki+$ = x(ki + r)cu)t’. 
It immediately follows that any series can be recovered from its k-decimated 
series. In fact, easy computations show that 
+t’( (Y, o tk) + **’ +tk-‘( (Yk_, ’ tk). 
The k-decimated series of (Y can be seen as the images of cy under k 
linear operators D,k (r = 0, 1, . . . . k - l), namely, 
D;(a) = a,. 
It is easily checked that D, k is the linear operator associated with the 
k-decimation matrix E(tk, G). The matrix associated with any operator D,” is 
obtained as a consequence of the following proposition. 
PROPOSITION 4.1. Let k > 2 be a fixed integer, and (Y a series. For 
every n E Z, we have 
it ‘+ b,_ J = lqtk,v) x [Ya], 
where q, r are the unique integers such that 0 < r < k and n = kq + r. In 
particular, for every r = 0, 1, . . . , k - 1, we have 
[a,] = R(tk,v) x [t-b!]. (3) 
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Proof. We recall that, for every series k?, the jth element of the column 
matrix E(tk,u) X [P]isgivenby(kjIj3).H ence, 
the column R(t ‘, U) x [t *CX] is the series 
the generating function of 
y:= C(kjlt”a)tj = c(kj - nla)tj = c<kj - kq - rla)tj 
.i i .i 
= C( k(j - q - 1) + k - r\ c+tj, 
.i 
and, setting i := j - q - 1, 
y = C(ki + k - r\a)t’+q+’ = tv+l~y~_~. ??
The equality (3) together with (1) . pl im ies that the matrix associated with 
the operator D,” is given by the product 
R(tk,v) x lqt, t’), 
which yields the Hurwitz matrix R(tk, t ‘1. 
It is worthwhile noting that the duality operator T does not commute with 
k-decimation operators D,“, unless r = 0. In fact, we have: 
PROPOSITION 4.2. Let k be a fixed integer, k > 2. We have 
TDO” = Df;T, 
and, for every integer r, 0 < r < k, 
TD; = P&J, 
that is, for eve y Laurent polynomial (Y, 
and for r > 0, 
(a,)* = t( a*)k_r. 
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Proof. The operator TD: is associated with the matrix 
R(t-l,u) x R(tk,u) = R(KL,c), 
and DiT is associated with 
R(tk,v) x R(t-‘,u), 
which gives the same recursive matrix. 
For r > 0, the operator TD,k is associated with the matrix 
R(t-‘0) x R(tk, t’) = R(t-‘;, t’), 
while Dk_ .T is associated with the matrix 
R(tk,tk-‘) X R(tm’,v) = R(tCk,@). 
The assertion now follows by noting that 
R(t, t-l) x R(t+, Pk) = R(t+ t”t’--‘) = R(tPk, t’) 
and recalling that R(t, 1-l) is the matrix associated with the t-multiplication 
operator P, [see (l)]. 
Lastly, it is useful-in view of further applications-to describe the 
k-decimated series of the product of two given series. 
PROPOSITION 4.3. Let k > 2 he a fixed integer and CY, /? two Laurent 
series. The 0th k-decimated series of the product (YP is 
k- I 
Dgk(aP) = aoPo +t C aiPk-i> 
i=l 
and, for 0 < r < k, the rth k-decimated series of ap is 
D,“( (.yp) = k q p,_, + t ‘i’ ai Pr+k-i, 
i= 0 i=r+ 1 
where (yi, pi denote i th k-decimated series of LZ, p respedidy. 
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proof. By the identity (3), we have 
ap = [cr,“P + *a* +tk-‘( (Y&i 0 t”)] [ pa 0 tk + a** +tk-‘( P&l ot”)] 
k-l 
= c t’+q(aipj)d]. 
i,j=O 
Fori,j=O ,..., k-1,wehave 
a0 PO if i=j=O, 
D,k(t”j[(ai P,)otk]) = tai pj if i +j = k, 
0 otherwise. 
The first identity now follows by linearity. The second identity can be proved 
by similar arguments. ??
5. BANDED RECURSIVE MATRICES 
The aim of the present section is to give an explicit representation of 
transposed Hurwitz recursive matrices and their products. For this purpose, 
we restrict ourselves to the banded case, namely, we consider Toeplitz and 
Hurwitz recursive matrices whose generating functions are Laurent polyno- 
mials. 
The results stated in the previous sections allow us to give a simple proof 
of the fact that the product of a banded Hurwitz matrix and the transpose of 
another banded Hurwitz matrix with the same step turns out to be a Toeplitz 
matrix, and to describe its generating function explicitly. 
THEOREM 5.1. Let (Y, p be nonzero Laurent polynomials, and k a fixed 
integer, k > 2. Set M = R(tk, a>, N = R(tk, PI. Then the product M X NT 
is a Toe$itz matrix, whose generating function h is given by 
h := D;(o$*) = CXo( PO)* + “- +‘yk_l( P&l)*. (4) 
Proof. We point out that, given two Laurent polynomials y := Cy= _ ncit i, 
S := Cn= _n diti, the (canonical) scalar product 
n 
y-a:= (~_,,~_,+~,...,~,).(d_~,d-“+l,...,d~) = C =Cidi 
i= -_n 
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can be written as 
2 Cidi = (oly*6) = (ol$*>. 
i= -_n 
Now, setting P = [ pij] = M X NT, we have 
pij = M(i) 4’(j) =(OlM(i)N(j)*) 
= (Oltk'oltpkJ/3*) =(k(j - i)laP*). 
Hence, 
P(i) = zpijtj = z(k(j - i)(aP*)tJ. 
i .i 
Setting j - i = q, we get 
P(i) = ~(kqlap*)t”+’ = tiDgk(aP*), 
which proves that P is a banded Toeplitz matrix with generating function 
A = DA< a/?*). 
The second expression for h is an immediately consequence of Propositions 
4.2 and 4.3. ??
Our next aim is to show that the product of the transpose of a banded 
Hurwitz matrix and a banded Hurwitz matrix with the same step k is once 
again a Toephtz matrix, although its generating function is a Laurent polyno- 
mial with k X k matrices as coefficients. In order to do this, we need to show 
that the transpose of the banded Hunvitz matrix R(t k, LY) presents some kind 
of recursive structure, More precisely, we can describe its row-generating 
functions by means of the k-decimated series of CY as follows: 
THEOHEM 5.2. Let a be a Laurent polynomial, and k a fixed integer, 
k > 2. Set M := R(tk,cu)T. For every integer n, let r, q be the unique integers 
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such that 0 < r < k and n = kq + r. Then we get the following expression 
for the generating function of the n th row of M: 
M(n) = tqcl( cx*)k_r = t9( a!,)*. 
Proof. Set N = R(tk, a>. By Proposition 3.1, we have 
A’= R(tk,v) x R(t, a). 
We recall that the generating function of the nth column of R(t) a) is t “a”. 
Hence, the generating function of the nth column of N is the image of t”cu* 
under the k-decimation operator Di. Now, by Propositions 4.1 and 4.2, we 
get 
M(n) = N[n] = D,fj(tna*) = tq+l( a*)k_r = tq( a,)*. ??
In other words, as shown in Figure 1, the transpose of the banded 
Hurwitz matrix R(t k, a> can be seen as the “wedge” of k Toeplitz matrices, 
whose generating functions are the series ((~a)*, (a,)*, . . . , ( CY~_ l)*. These 
series turn out to be crucial in describing the blocks of a product of the kind 
R(P, CYf x R(@, p). 
. . . . . . . . . . . . . . . . . . 
. . . a3 a0 u-3 . . . 
. . . a4 al a-2 . . . 
. . . a5 a2 a-1 . . . 
. . . a3 a0 a-3 . . . 
. . . a4 al a-2 . . . 
. . . a5 ~2 a-1 . . . 
. . . a3 a0 a-3 
. . . a4 al a-2 
. . . a5 a2 a-l 
. . . . . . . . . . . . . . . . . . 
t t-+20)* 
t t-l(a1)* 
t t-l(Q)* 
+ (ao)* 
-+ G-R)* 
+ (Q2>* 
+ t(ao>* 
+ t(w)* 
+ t(a2)* 
FIG. 1. The transpose Hurwitz matrix R(t3, cx)‘. 
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In fact, we have: 
PROPOSITION 5.1. Let (Y, P be nonzero Laurent polynomials, and k a 
fixed integer, k > 2. Set M := R(tk, CY), N := R(tk, j3). For every integer n, 
let r, q be the unique integers such that 0 < r < k and n = kq + r. Then 
(M“ X N)(n) = tk”[( a,)* 0 tk] p. 
Proof. Set B, := R(t, (a,>*>. By Theorem 5.2, we have 
MT(n) = t’f(cx,)* = B,(y). 
Hence 
(MT x N)(n) = (Br x N)(q). 
The assertion now follows by Corollary 3.2. ??
Making use of the identity (2), the preceding proposition can be restated 
as follows: 
THEOREM 5.3. Let (Y, p nonzero Laurent polynomials, and k a fixed 
integer, k > 2. Set M := R(tk, IX), N := R(tk, /? ). Then the product M’ X Iv 
is a (k X k)-block Toeplitz matrix, whose generating function is the Laurent 
polynomial Xi A,t’-with k X k matrices as coeficients-where 
EXAMPLE 5.1. Let 
M = R(t”, a), N = R(tP, p), 
where 
a = a_,t + a. + a,t + a,f”, 
and 
fi = bp,t-” + bp,t-’ + b,, + b,t. 
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Then the 2-decimated series of a! and p are 
and 
a0 = a, + a,t, (Y1 = Q-l + a, 
We obtain 
pa = b_,t-l + b,, p1 = b_,t-1 + b,. 
( ao)* p. = a,b_,tP + (u,b, + a,b_,)t-’ + a&,, 
( ao)* p1 = aeb_,tf2 + (U2bl + a,b-,)t-’ + u,b,, 
(a,)* p. = u,b_,t-l + (a,b, + U-lb_,) + boa-,t, 
( ao)* p1 = ulb_,t-’ + (u,b, + U-lb-l) + a_,b,t. 
Hence, the product MT X N is the (2 X 2)-block Toeplitz matrix 
u A_, A-, A, A, @ @ @ 
MTXN= 
@ d A_, A_, A, A, @ @ 
B @ B A-, A_, A, A, @ ’ 
u B B d A_, A-, A, A, 
I 
where B denotes the zero matrix. and 
A-, = 
u,b, + u,b_, u,b, + u,b_, 
u,b_, 1 u,b_, ’ 
A, = aobo uobl qb, + u_,b_, a,b, + c,b_, Al = [nPh, uliJ 
As a final remark, we point out that the results stated in this section refer 
to the product of a Hurwitz matrix H and the transpose of another Hurwitz 
matrix K with the same step. However, it is possible to apply similar 
arguments to the case when the two Hurwitz matrices H, K have different 
steps. In this case Theorem 5.3 can be similarly restated, with the exception 
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that the blocks of the resulting Toeplitz matrix H T X K are nonsquare 
matrices, while the product H X K7 is no longer a Toeplitz matrix, but 
presents a different kind of recursive structure. 
6. APPLICATIONS TO WAVELET THEORY 
The results stated in the preceding sections are shown to be very useful in 
giving simple and transparent proofs of some crucial facts of the theory of 
compactly supported wavelets. We refer to [7, 41 for the fundamentals of 
the theory, while in this context we only give a matricial formulation of the 
well-known two-scale relations, together with the main properties of the 
Hurwitz matrices involved. 
Let H, W be the banded Hurwitz matrices with step 2 whose generating 
functions are associated with the scaling sequence (Y and the wavelet se- 
quence /3, respectively. Let <p, q be the biinfinite vectors whose elements 
are the integer translates of the scaling and wavelet function, respectively. 
Then the two-scale relations can be written as 
q\Ir( X) = W@(2X). 
In the orthogonal case, the matrices H and W satisfy the following condi- 
tions: 
H x HT = I, W X WT = I, and H X W” = 0, 
which arise from the orthogonality of the basis functions and of the scaling 
and wavelet spaces. 
A systematic development of general wavelet construction by means of 
recursive matrix methods will be the subject of the forthcoming paper 131. 
Here we simply provide two results in order to give those who are familiar 
with wavelet theory an idea of the power of simplification inherent in the 
present approach. 
First of all, Theorem 5.1, together with the identity relating a given series 
to its e-decimated series [Equation (2)], all ows us to give a natural solution to 
the problem of determining a wavelet sequence, once the scaling sequence 
has been assigned. In the orthogonal case this means that, given the banded 
Hurwitz matrix H = R(t”, (Y) satisfying H X H T = I, we need to determine 
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a banded Hurwitz matrix W = R(t ‘, p > such that the following conditions 
are satisfied: 
HxWT=O and WXWT=Z. 
A natural solution of this problem is obtained by choosing the Laurent 
polynomial P such that 
PII = +1>* and PI = (q,)*, (5) 
p. = -(a,))* at2 + t[(cQ)* +“I. (6) 
In fact, from Theorem 5.1, we obtain 
HxWT=O * a,( i-44* + 4 p,>* = 5, 
and this last condition is trivially satisfied using the choice (6) for P. 
Moreover, since H X H T = Z is equivalent to 
the same choice for /3 also gives the orthogonal&y condition W X W T = I. 
We point out that, by Proposition 4.2, the relation (6) can be equivalently 
written as 
P = -[t(a*)&t2 +t[(a*),ot2] 
= -t2[(LY*)pt2] + t[(a*)(pt2] =+Y* 0(-t)]. 
Hence, we get 
(klp) = (-1)“~‘( - 1 +kla*) = (-ly(l -kla>, 
which is the well-known relation between the scaling and wavelet coefficients 
for compactly supported orthogonal wavelets (see [7]). 
Another case in which the use of the properties of recursive matrices 
allows a great simplification is the proof of a very general result, which is not 
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only typical of the orthogonal wavelet theory, but also includes the biorthogo- 
nal case (see [6]). In fact we have: 
THEOREM 6.1. Let A = ~(t”, a), p = R(t’, /3), H = R(t”, Y), W = 
R(t”, 6) be ban&d Humit2 matrices. The folkowing asSe?tiOnS are equiua- 
lent: 
(i) that 
A’ x H + B?‘ x W = I, 
(ii) that 
H XAT = I, 
H x BT = 0, 
W x AT = 0, 
W x B?‘ = I. 
Proof. By Theorem 5.1 we have 
HxAT=Z - Yo(“o)* + YI(Q,)” = c, 
HxB?‘=O * Y”( m* + r,( PI>* = 5; 
WxAT=O = a”( a”>* + a,( a,)* = 5, 
Wx BT = Z - %( P”)* + a,( P,>* = c. 
The right-hand sides of these four equivalences can be summarized as 
follows: 
386 M. BARNABEI AND L. B. MONTEFUSCO 
Since the preceding 2 X 2 matrices have elements in the field 9, (7) is 
equivalent to the fact that the matrix 
Yo Yl 
[ I, 60 4 
is the right inverse of 
I cao>* ( PO)* (al)* ( Pl)* 1 
and therefore 
I tag)* ( PO>* (al)* ( Pl>* ]x[;; ;;]=I, (8) 
namely, 
c&o)* Yo + ( PO>* 60 = 0, 
( ‘yo)*Yl + ( PO)* 61 = 57 
(‘y,)*Yo + (Pl)*ao = 51 
( “I)*% + ( Pl>” 6, = 0. 
According to Theorem 5.3, A?‘ X H + BT X W is a (2 X 2)-block Toeplitz 
matrix, whose generating function is the Laurent polynomial Ci A,t”, where 
A ,  =  
[ 
Gl(~o) *Yo + (PO)*43 ol(~o)*Y, + cPo)*Q 
z Md*Yo + (P1)*60) M~l)*Yl + (Pl)*Q I . 
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The condition (8) is therefore equivalent to 
1 0 
0 1 for i = 0, 
A, = [ 1 
[ 0 0 1 otherwise, 
namely, AT X H + B“ X W = I. 
7. FURTHER EXTENSIONS 
This paper has demonstrated that recursive matrices provide a powerful 
and adaptable tool that may also be suitable in more general settings than 
those considered here. A preliminary study would be necessary in that case, 
consisting in a more general formulation of the recursive matrix theory-or 
only of relevant parts of the theory-in different contexts. Two possible 
generalizations could be obtained by defining recursive matrices whose 
recurrence rules are still Laurent polynomials, while their boundary values 
are either a biinfinite series with suitable properties, or a Laurent polynomial 
with matricial coefficients. The latter case seems to be more immediate, and 
we feel that it would be easier to translate all those properties not requiring 
commutativity of the ring of coefficients to this context. A preliminar) 
attempt in this direction has been made in [5]. 
This work was supported by MCJRST er 40% and 60% projects and by 
C.N.R.-G.N.Z.M. 
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