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THE DIMENSION OF THE SPACE OF GARNIER EQUATIONS
WITH FIXED LOCUS OF APPARENT SINGULARITIES
SZILA´RD SZABO´
Abstract. We show that the conditions imposed on a second order linear
differential equation with rational coefficients on the complex line by requiring
it to have regular singularities with fixed exponents at the points of a finite
set P and apparent singularities at a finite set Q (disjoint from P ) determine
a linear system of maximal rank. In addition, we show that certain auxiliary
parameters can also be fixed. This enables us to conclude that the family
of such differential equations is of the expected dimension and to define a
birational map between an open subset of the moduli space of logarithmic
connections with fixed logarithmic points and regular semi-simple residues and
the Hilbert scheme of points on a quasi-projective surface.
1. Introduction
The fact that some singularities of scalar linear differential equations with mero-
morphic coefficients on a complex domain are ”inessential” was already observed
by Weierstrass. In recent times the study of these apparent singularities of linear
differential equations has attracted growing interest [vdPS03], [IIS06], [DM07], [SS].
A basic question in this field is to determine the dimension of the space of Fuchsian
differential equations having fixed exponents at a fixed set P and apparent singu-
larities at a disjoint finite set Q with prescribed “multiplicities” (or weights) of the
points. The formal dimension count is easy to do and is carried out for example in
Remark 6.3 of [vdPS03]. However, it is also stated there that it is not yet known
whether the conditions imposed on the parameters are independent from each other
(except for one obvious linear relation between them). In this article, we first give
an affirmative answer to this question for differential equations of order 2 assuming
the total weight of the apparent singularities to be the expected value (i.e. half the
dimension of the moduli space).
Of course, in case the total weight of Q is smaller than n−2 the result still holds,
hence showing that the dimension of the corresponding space of linear differential
equations is the same as for the total weight n − 2 case. If however Q is of total
weight greater than n−2 then the linear system to solve is overdetermined. It turns
out that in this case the existence of such connections imposes quadratic constraints
on the natural additional parameters of such an equation.
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As a consequence, in Corollary 1 we show that for any finite set Q of arbitrary
total weight which is disjoint from P the dimension of the space of second-order lin-
ear differential equations having fixed eigenvalues of its residues at P and apparent
singularities of prescribed weights at the points of Q is n− 2.
The relevance of this result lies in the study of the fibration of an open subset
of the corresponding moduli space of stable parabolic logarithmic connections over
an open subset of the space CPn−2 of all positions Q of apparent singularities.
Namely, it implies that all the fibers of this fibration are of dimension n− 2 (which
is moreover equal to half the dimension of the whole moduli space). We explain
this geometric interpretation in Corollary 2 and Section 5.
We are aware that a similar result is also proved in Section 3.4.3. of [IKSY91];
that proof however uses methods only adapted to the second-order case. Indeed,
in the terminology of Section 4 below, their proof heavily relies on the identity
N = n − 2 since they consider an invertible matrix of size N × (n − 2). How-
ever, this identity can only be expected to hold for second-order equations (and
even there only generically in the moduli space). Furthermore, the work [DM07]
contains computations in direction of the general case of Fuchsian equations of
arbitrary order, however mostly in the weight 1 case (called special in loc. cit.)
Therefore, our primary aim here is to give a simple and self-contained proof of
this statement covering the higher-weight case too and which lends itself to direct
(although far from obvious) generalisation to higher-order equations; we will adress
this generalisation in future work.
During the preparation of this work the author benefited from support of Lendu¨let
project and OTKA grant NK 81203.
2. Statement of the result
Denote the Riemann sphere by P1, let A1 ⊂ P1 be an affine patch and z
be a coordinate on A1, and set P1 \ A1 = ∞. Fix n ≥ 2 and a finite subset
P = {t0, t1, . . . , tn} of P1. We will assume t0 = ∞ and ti1 6= ti2 for i1 6= i2.
Furthermore, fix a set Q = {q1, . . . , qN} ⊂ P1 and for each j ∈ {1, . . . , N} a
positive integer wj (the weight of qj) satisfying
(1)
N∑
j=1
wj = n− 2.
The sum on the left-hand side is called the total weight w(Q) ofQ. Again, we assume
that the points qj are pairwise different from each other; however, in general we do
not assume the sets P and Q to be disjoint. Set
(2) ψ(z) =
n∏
i=1
(z − ti)
N∏
j=1
(z − qj)
and consider a second order linear differential equation with rational coefficients
(3) w′′(z) +
G(z)
ψ(z)
w′(z) +
H(z)
ψ(z)2
w(z) = 0
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for the holomorphic function w(z) and its first and second holomorphic differentials
w′ and w′′, where G and H are polynomials of degree 2n−3 and 4n−6 respectively:
G(z) = G0 +G1z + · · ·+G2n−3z2n−3(4)
H(z) = H0 +H1z + · · ·+H4n−6z4n−6.(5)
It is well-known that such an equation has regular singularities at P ∪ Q. For all
i ∈ {1, . . . , n} set
Gti0 = res
(
G(z)
ψ(z)
, z = ti
)
= lim
z→ti
(
(z − ti)G(z)
ψ(z)
)
,(6)
Hti0 = lim
z→ti
(
(z − ti)2 H(z)
ψ(z)2
)
(7)
for the lowest non-necessarily zero coefficients of the Laurent-series near ti of the
coefficients in (3) of w′ and w respectively. In a similar vein, we set
(8) Gt00 = G2n−3, H
t0
0 = H4n−6
for the lowest non-necessarily zero coefficients of the Laurent-series near t0 of the
same coefficients. For i ∈ {0, . . . , n} the exponents of (3) at ti are defined as the
roots ρi1, ρ
i
2 of the indicial equation
ρ(ρ− 1) +Gti0 ρ+Hti0 = 0;
then the local monodromy of (3) over a loop going around ti once in the posi-
tive direction and having no other points of P ∪ Q in its interior has eigenvalues
exp(2
√−1πρi1), exp(2
√−1πρi2). For any i ∈ {0, . . . , n}, fix ρi1, ρi2 ∈ C in such a way
that the following two conditions hold:
((i)) ρi1 − ρi2 /∈ Z,
((ii)) for any choice of εi ∈ {1, 2} for all i ∈ {0, . . . , n} the sum
∑n
i=0 ρ
i
εi
is not
an integer.
We will refer to these conditions as genericity of the eigenvalues. Condition ((i))
implies that the local monodromy about ti is regular semisimple. Condition ((ii))
implies that a logarithmic connection with eigenvalues ρi1, ρ
i
2 at ti has no rank 1
sub-bundle invariant by the connection; indeed, the residue of such a subbundle at
ti would have to be one of ρ
i
1, ρ
i
2, and the degree of the line bundle would have to be
equal to minus the sum of these eigenvalues ρiεi . Clearly, fixing ρ
i
1, ρ
i
2 is equivalent
to fixing
Gti0 = 1− (ρi1 + ρi2),(9)
Hti0 = ρ
i
1ρ
i
2.(10)
Similarly to (6,7), for any j ∈ {1, . . . , N} we set
G
qj
0 = res
(
G(z)
ψ(z)
, z = qj
)
= lim
z→qj
(
(z − qj)G(z)
ψ(z)
)
,(11)
H
qj
0 = lim
z→qj
(
(z − qj)2 H(z)
ψ(z)2
)
.(12)
A point q /∈ P is called an apparent singularity of weight w of (3) if near q a
fundamental system consisting of regular functions w1(z), w2(z) can be found such
that w1(q) 6= 0, w2(z) = (z − q)w+1h(z) with some holomorphic function h(z)
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satisfying h(q) 6= 0. Recall that a necessary condition for qj to be an apparent
singularity of weight w is that the roots of the indicial equation
ρ(ρ− 1) +Gqj0 ρ+Hqj0 = 0
be 0, w+1, i.e. that G
qj
0 = −w,Hqj0 = 0. By Fuchs’ relation and (1), we must then
have
(13)
n∑
i=0
(ρi1 + ρ
i
2) = 1.
However, fixing the exponents is not sufficient for the singularity to be apparent:
we also need to prescribe that the solution w1 corresponding to the exponent 0 do
not contain a logarithmic term of the form
Cqjw2(z) ln(z − qj)
where w2 is a non-zero particular solution corresponding to the exponent w + 1,
i.e. we have to make sure that in this formula Cqj = 0. These add up to the three
conditions
G
qj
0 = −1,(14)
H
qj
0 = 0,(15)
Cqj = 0(16)
which are necessary and sufficient for qj to be an apparent singularity of weight w.
Notice that in total we have 6n− 7 indeterminates
G0, . . . , G2n−3, H0, . . . , H4n−6,
and so far we have written down 2(n+1)+3N conditions on them. In the case where
all weights are equal to 1 this latter number is 5n− 4, and in [DM07] it is shown
that symplectic conjugate coordinates associated to the variables q1, . . . , qn−2 are
(up to some constants) given by the values of
(17) H
qj
1 = lim
z→qj
(
(z − qj)H(z)
ψ(z)2
)
(notice that this makes sense because of (15)). Hence, it is natural to impose that
these coordinates take some prescribed values pj as well:
(18) H
qj
1 = pj .
Equations (18) for j ∈ {1, . . . , n − 2} with the previous ones add up to a total
of 6n− 6 conditions in 6n− 7 indeterminates, so in principle this system could be
overdetermined; however, the relation (13) means that at least one of the conditions
is redundant.
In the case where some wj ≥ 2 we slightly have to modify the statements of the
previous paragraph: the quantities (17) still constitute some of the dual coordinates,
but others have to be included too. Analogously to (12,17) define H
qj
l to be the
l’th term of the Taylor-expansion of (z − qj)2H/ψ2 at qj .
The first result of this paper is
Theorem 1. Conditions (9, 10) for i ∈ {0, . . . , n} and (14,15,16,18) for j ∈
{1, . . . , N} form a system of independent conditions except for a linear combina-
tion of (9,14) implied by (13). Furthermore, in the case qj /∈ P for all j if one fixes
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in addition the quantities H
qj
2 , . . . , H
qj
wj arbitrarily for all j ∈ {1, . . . , N} then (as-
suming (13)) there exists a unique set of coefficients G0, . . . , G2n−3, H0, . . . , H4n−6
satisfying the above conditions. Finally, in the case where some qj = ti ∈ P , the
same statement holds with H
qj
2wj+1
, . . . , H
qj
3wj
fixed instead of (18).
This theorem will be shown in Section 3. As a consequence of the theorem, in
Section 4 we will also show
Corollary 1. For any finite multiset Q ⊂ C \P of arbitrary total weight the space
of second-order linear differential equations whose eigenvalues of residues at ti are
ρi1, ρ
i
2 and that have apparent singularities of weight wj at qj ∈ Q is either empty
or an affine space of dimension n− 2.
Finally, in Section 5 we deduce the following geometric consequence. Let
σ : K˜P1(P )→ KP1(P )
be the blow-up of the total space of the line bundle KP1(P ) at the points corre-
sponding to (z − ti)−1ρi1, (z − ti)−1ρi2 ∈ T ∗tiP1. Furthermore, let us denote by Fti
the proper transform of T ∗tiP
1 with respect to σ and set
X = K˜P1(P ) \ ∪ni=0Fti .
Clearly, X inherits from K a projection to P1, and we continue to denote the image
of this map by q. Consider the Hilbert scheme X [n−2] of n − 2 points on X ; it is
known to be a smooth variety [Nak99, Chapter 1].
On the other hand, letM be the moduli space of parabolically stable logarithmic
connections of rank 2 and degree −1 with given singular set P and given generic
eigenvalues of the residue ρi1, ρ
i
2 (satisfying (13)) and M0 be the open subset con-
sisting of connections whose underlying holomorphic vector bundle isomorphic to
O ⊕O(−1).
Corollary 2. There exists a birational map from M0 into X [n−2]. In particular,
there exists a rational map p1 from M0 to the (n−2)-th symmetric product Sn−2P1
of P1.
For more details, in particular for a description of the image of this map, see
Section 5.
Notice that a similar (but less detailed) relationship between moduli spaces of
Higgs bundles on a compact curve and the Hilbert scheme of points on the total
space of the cotangent bundle of the curve appears in [Nak99, Section 7.3]. It is
an intriguing question whether the map of Corollary 2 can be defined on a larger
subset of M0 (possibly M0 itself) and if so whether its image can be identified.
Unfortunately, for the moment we haven’t got a sufficiently deep understanding
of elementary transformations of logarithmic connections at the punctures to be
able to answer this question. We actually suspect that the map extends to all of
M to yield a birational map to X [n−2]. If this is the case, it would be interesting
to understand its image. Notice also that the special case n = 3 (Painleve´ VI) is
treated for example in [IIS06]; in that case n− 2 = 1 and M = X [1] = X . On the
other hand, in [LS12] the case n = 4 will be studied; in that case one has to deal
with X [2] which is known to be the blow-up of S2(X) along the diagonal ∆. In
particular, the component of π−1(q, p) of maximal dimension is just 1-dimensional;
the open subset we use is in fact easily seen to be isomorphic to C, and in π−1(q, p)
one has an additional point that compactifies this C into a P1.
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3. The total weight n− 2 case
For the sake of simplicity, we will only perform the detailed computations in
the weight 1 case (i.e. all wj = 1 for j ∈ {1, . . . , n− 2}) and content ourselves by
providing the result of the same arguments in the general case. Clearly, conditions
(9,10,14,15) for i ≥ 1 in terms of the indeterminates
G0, . . . , G2n−3, H0, . . . , H4n−6
read
G0 +G1ti + · · ·+G2n−3t2n−3i = αi(19)
H0 +H1ti + · · ·+H4n−6t4n−6i = βi(20)
G0 +G1qj + · · ·+G2n−3q2n−3j = γj(21)
H0 +H1qj + · · ·+H4n−6q4n−6j = 0(22)
for appropriate constants αi, βi, γj only depending on P,Q, i, ρ
i
1, ρ
i
2 or P,Q, j re-
spectively (that we do not make explicit). The number of conditions (19,21) in-
volving the coefficients Gm is (n + 1) + (n − 2) = 2n − 1. We have 2n − 1 linear
equations in 2n − 2 indeterminates. However, as we already mentioned, because
of (13) and (11) one of the equations (say the one for Gt00 ) is redundant. There
remains an equal number of equations as variables, and the matrix of the system is
a Vandermonde matrix with parameters t1, . . . , tn, q1, . . . , qn−2. These parameters
are pairwise different by assumption, so the coefficients G0, . . . , G2n−3 are uniquely
determined.
We now come to equations (18). We clearly have
H
qj
1 =
d
dz
(
(z − qj)2 H(z)
ψ(z)2
)
|z=qj
= κjH(qj) + µj
(
dH(z)
dz
)
|z=qj
= µj
(
H1 + 2H2qj + · · ·+ (4n− 6)H4n−6q4n−7j
)
where the last equality holds because of (22), and where the constants
κj =
d
dz
(
(z − qj)2
ψ(z)2
)
|z=qj
µj =
1∏n
i=1(qj − ti)2
∏
k 6=j(qj − qk)2
6= 0
only depend on P,Q, j. We infer that (18) is equivalent to
(23) H1 + 2H2qj + · · ·+ (4n− 6)H4n−6q4n−7j =
pj
µj
.
Finally, let us come to equations (16). For this purpose, we first introduce the
Laurent series near qj
G(z)
ψ(z)
= − 1
z − qj +G
qj
1 +G
qj
2 (z − qj) + · · ·(24)
H(z)
ψ(z)2
=
H
qj
1
z − qj +H
qj
2 +H
qj
3 (z − qj) + · · ·(25)
where we have used (14,15,17).
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Lemma 2. The logarithm-freeness condition (16) is equivalent in the weight 1 case
to (
H
qj
1 +G
qj
1
)
H
qj
1 +H
qj
2 = 0
and in the weight 2 case to
H
qj
3 + 2(H
qj
2 + 2G
qj
2 )H
qj
1 +
1
2
(H
qj
1 + 2G
qj
1 )
(
H
qj
2 + 2(H
qj
1 +G
qj
1 )H
qj
1
)
= 0.
Remark 3. If the weight is w > 2 then the explicit form of the relevant condition
becomes more involved. What remains true however is that one obtains H
qj
w+1 as
a polynomial of the quantities H
qj
l and G
qj
l for l ∈ {2, . . . , w}. In addition, the
polynomial in question is weighted homogeneous if one assigns weight l to H
qj
l and
G
qj
l . These facts can be easily proved by induction using the method of the proof
below.
Proof. We are looking for the necessary and sufficient condition for the existence
of an integral w1(z) in power series form near qj
w1(z) = a0 + a1(z − qj) + a2(z − qj)2 + · · · ,
with a0 6= 0. Writing down the consecutive terms of the expansion of the first two
derivatives of w1 and substituting them into (3) the lemma follows. 
3.1. Weight 1 case (qj /∈ P ). We can now write down explicitly conditions (16).
Indeed, as we have already seen, the coefficients G0, . . . , G2n−3 are uniquely deter-
mined, hence so is G
qj
1 . On the other hand, by (18) we have H
qj
1 = pj. Hence, by
the lemma we see that (16) can be rewritten as
H
qj
2 = −p2j −Gqj1 pj .
Now, just as above we have
2H
qj
2 =
d2
dz2
(
(z − qj)2 H(z)
ψ(z)2
)
|z=qj
= 2
κj
µj
pj + µj
(
d2H(z)
dz2
)
|z=qj .
Comparing the last two formulae, we see that (16) is equivalent to
(26) 2H2 + 6H3qj + · · ·+ (4n− 6)(4n− 7)H4n−6q4n−8j = δjp2j + ǫjpj
for some δj 6= 0 and ǫj ∈ C only depending on P,Q, j. Now, the matrix of the
system formed by the linear equation
H4n−6 = ρ
0
1ρ
0
2
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(which, by (8) is just (10) for i = 0) joint with (20,22,23,26) in the indeterminates
H0, . . . , H4n−6 is the following confluent Vandermonde matrix

0 0 0 0 · · · 1
1 t1 t
2
1 t
3
1 · · · t4n−61
...
...
...
...
. . .
...
1 tn t
2
n t
3
n · · · t4n−6n
1 q1 q
2
1 q
3
1 · · · q4n−61
...
...
...
...
. . .
...
1 qn−2 q
2
n−2 q
3
n−2 · · · q4n−6n−2
0 1 2q1 3q
2
1 · · · (4n− 6)q4n−71
...
...
...
...
. . .
...
0 1 2qn−2 3q
2
n−2 · · · (4n− 6)q4n−7n−2
0 0 2 6q1 · · · (4n− 6)(4n− 7)q4n−81
...
...
...
...
. . .
...
0 0 2 6qn−2 · · · (4n− 6)(4n− 7)q4n−8n−2


.
As it is well-known for instance in the theory of Hermite interpolation (and can be
directly proved by differentiating a usual Vandermonde matrix), the determinant
of this matrix is up to a nonzero constant equal to∏
1≤i<k≤n
(ti − tk)
∏
i,j
(ti − qj)3
∏
1≤j<l≤n−2
(qj − ql)9.
As we assumed the points t1, . . . , tn, q1, . . . , qn−2 to be pairwise distinct the above
expression is non-vanishing, and Theorem 1 is proved in the case where the weight
of any qj is 1 and Q is disjoint from P .
3.2. Higher weight case (qj /∈ P ). In the case where all qj /∈ P but the weights
of some of the qj are wj ≥ 2 with total weight
∑N
j=1 wj = n − 2, in addition to
H
qj
1 the quantities H
qj
2 , . . . , H
qj
wj may also be chosen arbitrarily, however H
qj
w+1 is
fixed by these choices. Then, the matrix of the corresponding system is a confluent
Vandermonde matrix in which the multiplicity of qj is equal to wj + 2. As the qj
are distinct from each other and from t1, . . . , tn we again deduce in the same way
as above that the corresponding determinant is non-zero. Details are left to the
reader.
3.3. General case. Finally, consider the general case where one of the points qj
of weight wj is equal to some of the ti. Then the highest power of (z − ti) that
divides ψ is wj + 1 so instead of the 3wj + 2 equations (9,10,14,15,16) we obtain
G(ti) = · · · = G(wj−1)(ti) = 0, G(wj)(ti) = −wj !(ρi1 + ρi2)
H(ti) = · · · = H(2wj−1)(ti) = 0, H(2wj)(ti) = (2wj)!ρi1ρi2.
It follows that in the confluent Vandermonde matrix governing the system of equa-
tions the rows corresponding to the conditions (9,10,14,15,16) must be replaced by
rows corresponding to the first wj + 1 derivatives of G at ti and the first 2wj + 1
derivatives of H . As before, this leaves no freedom for the coefficients of G. Now
instead of (18) a natural set of additional parameters can be picked by prescrib-
ing wj further derivatives of H at ti — namely, H
(2wj+1)(ti), . . . , H
(3wj)(ti) —,
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and the confluent Vandermonde matrix obtained this way still has nonvanishing
determinant. This then finishes the proof of the genaral case of Theorem 1.
4. The dimension of equations
Let us come to the case where the number N of apparent singularities Q is
allowed to be arbitrary: Q = {q1, . . . , qN}. Following the above proof it is then
easy to check that the linear system governing the existence of a differential equation
determines all coefficients Gm uniquely and leads to a matrix similar to the case
n− 2 above on the Hm, except that the indices of the qj go from 1 to N and that
the powers of ti range from 0 to 2(n + N − 1). Hence, the number of columns
changes to 2n+ 2N − 1, whereas the number of rows becomes n+ 3N + 1.
Obviously, as already mentioned in the introduction, if N < n− 2 then the cor-
responding linear system is still of maximal rank, because it is a subsystem of the
system of the n−2 case. As the number of rows in this case is smaller than the num-
ber of columns, this shows that the system is underdetermined and in addition to
p1, . . . , pN , further n−2−N of the parameters Hm (say Hn+3N+1, . . . , H2(n+N−1))
can be chosen arbitrarily. Thus, we obtain a space of parameters for the differential
equations of dimension n− 2.
If, on the other hand, we have N > n − 2, then the system is overdetermined.
In what follows we will point out that by choosing the pj in a suitable way we can
still ensure existence of the differential equation with singularities at Q. For this
purpose, we first observe that just as in the rank n− 2 case one can show that the
first 2n+ 2N − 1 rows of the relevant system are still linearly independent. Next,
notice that the number N −n+2 of remaining rows is always smaller than or equal
to N . It follows that N − n+ 2 rows of the form
(27)
(
0 0 2 6qj · · · (4n− 6)(4n− 7)q4n−8j
)
,
say for j ∈ {n − 1, . . . , N}, can be expressed as linear combinations of the first
2n+2N−1 rows. Clearly, the coefficients of these linear combinations only depend
on P,Q. Therefore, if the constants δjp
2
j + ǫjpj on the right hand side of (26)
for j ∈ {n − 1, . . . , N} are linear combinations with the same coefficients of the
constants on the right hand sides of the first 2n+2N−1 equations, then there exists
a solution. In order that a solution exist, the constants p1, . . . , pN must therefore
fullfill a system of N − n + 2 quadratic equations. These equations are clearly
independent from each other, since the one coming from the linear combination of
(27) for a fixed j ∈ {n−1, . . . , N} contains the quadratic term δjp2j (recall from (26)
that δj 6= 0), while the ones coming from the linear combination of the similar rows
for k 6= j do not contain such a quadratic term. We conclude that for the existence
of a differential equation of the required positions Q of apparent singularities and
required momenta p1, . . . , pN the latter are constrained by N − n+ 2 independent
conditions; whence a total number n−2 of parameters for the differential equations
with apparent singularities at Q in this case too. This concludes Corollary 1.
5. Geometric interpretation
In this section our aim is to show Corollary 2. Denote by
π : X [n−2] → Sn−2(X)
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the Hilbert-Chow morphism from the Hilbert scheme of n − 2 points on X to the
(n− 2)-th symmetrix power of X . Recall that π is an isomorphism away from the
big diagonal ∆ ⊂ Sn−2(X) (the complement of the set of n − 2 distinct points).
The map q : X → P1 induces a map q : Sn−2(X) → Sn−2(P1) and hence a map
q ◦ π : X [n−2] → Sn−2(P1). On the other hand, for each N ≤ n− 2 and N -tuple of
distinct points (q1, p1), . . . , (qN , pN) ∈ X with multiplicities w1, . . . , wN summing
up to n− 2 let us set
(~q, ~p) =
N∑
j=1
wj(qj , pj) ∈ Sn−2(X).
Then there exists an algebraic isomorphism
π−1(~q, ~p) ∼= π−1(w1(q1, p1))× · · · × π−1(wN (qN , pN ))
where the letters π on the right hand side refer to the Hilbert-Chow morphisms of
X [w1], . . . , X [wN ] respectively. The map (in the reverse direction) is given by
(28) (I1, . . . , IN ) 7→ I = I1 ∩ · · · ∩ IN .
Furthermore, for every j there exists an open subset C(qj , pj) of π
−1(wj(qj , pj)) of
maximal dimension wj − 1 consisting of ideals of the form
Ij = 〈(q − qj)wj , (p− pj) + P (q − qj)〉
where P is any polynomial of degree wj − 1 with vanishing constant term (so that
Ij depends on the wj − 1 coefficients of P ). Now define the subset U of X [n−2] by
U = π−1(Sn−2(X) \∆) ∪
⋃
(~q,~p)
(C(q1, p1)× · · · × C(qN , pN )).
In other words we let U contain the open stratum S
(n−2)
1,...,1 = S
n−2(X) \∆ of X [n−2]
and of all other strata S
(n−2)
w1,...,wN the open subset of the irreducible component of
maximal dimension described by the above equations, that is for all (~q, ~p) the image
of C(q1, p1) × · · · × C(qN , pN ) by the map (28). Finally, let us consider the open
subset U0 of U defined as
U0 = U ∩ (q ◦ π)−1Sn−2(C \ P ).
Remark 4. Of course, since we restrict to U0, we could have just as well started
out with the open surface KP1\P (total space of the same line bundle on the open
curve) instead of X; nonetheless we choose to work with X instead as we believe
that the generalisations of the results of the present paper to the case where some
of the apparent singularities might agree with real singular points will involve the
surface X. This is suggested by the role played by X in the 2-dimensional Painleve´
VI case [IIS06], see also our Concluding Remarks 7.
On the other hand, let M denote the moduli space of stable parabolic logarith-
mic integrable connections (E,∇, {li}i∈{0,...,n}) of rank 2 on P1, with logarithmic
singularities at the points of P with eigenvalues of the residue at ti equal to ρ
i
1, ρ
i
2
and arbitrarily chosen parabolic weights, see [IIS06]. Here li ⊂ E|ti is the one-
dimensional eigenspace of resti(∇) corresponding to ρi1. Instead of explaining the
meaning of stability here, let us simply notice that because of our assumption of
genericity of the eigenvalues, all logarithmic connections with these eigenvalues of
its residues at P are simple hence automatically parabolically stable (there are no
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nontrivial sub-bundles at all that could possibly violate the inequality between the
slopes).
Let us now define a rational map fromM0 to U0 as follows [SS]; the construction
generalizes that of [DM07]. Consider the first basis vector e1 of E ∼= O ⊕ O(−1)
as cyclic vector of ∇ on a Zariski open subset of P1 and set f2 dzψ = ∇(e1). Let
F be the locally free subsheaf of E generated by the local sections e1, f2. Then
the torsion sheaf T = E/F is of total length n − 2. It defines points q1, . . . , qN
of multiplicities w1, . . . , wN satisfying w1 + · · · + wN = n − 2. Assume qj /∈ P for
every j ∈ {1, . . . , N}; denote by M1 the set of connections satisfying this latter
property. Then for an element (E,∇) of M1 the connection matrix with respect
to e1, f2 may be written as
(29) d−
(
0 a1,2(z)
1 a2,2(z)
)
dz
ψ
for some rational functions a1,2, a2,2 having poles at the points qj .
Lemma 5. In a neighborhood of qj we have
a2,2(z) =
wj
z − qj + holomorphic terms,
a1,2(z) =
p0j
z − qj + p
1
j + · · ·+ pw1−11 (z − qj)wj−2 + higher order terms.
Proof. Since ∇ : E → E⊗KP1(P ) has no singularity at qj , a sequence of wj upper
elementary modifications of the connection form with respect to some directions has
to produce a matrix whose entries are regular functions at qj . Recall that upper
elementary modification at qj with respect to the direction (p, 1)
t is by definition
the change of trivialization with respect to the matrix(
1 p
0 1
)(
1 0
0 (z − qj)−1
)(
1 −p
0 1
)
.
On the diagonal entry a2,2 it acts by adding (z − qj)−1 + O(1); this proves the
first statement. The same argument also shows that the directions with respect to
which the modifications at qj have to be applied are different from e1; otherwise the
elementary modification would introduce a term (z−qj)−1 in the (1, 1)-entry of the
matrix that no other elementary modification could cancel (except for a lower one
in the same direction). On the off-diagonal entry a1,2 the elementary modification
at qj with respect to the direction (p, 1)
t acts by
a1,2 7→ a1,2 − p(p+ a2,2)
z − qj +O(1)
whence the second statement. 
With the notations of Lemma 5 set now
Ij = 〈(q − qj)wj , (p− p0j)− p1j(q − qj)− · · · − pw1−11 (q − qj)wj−1〉.
Then
I = I1 ∩ · · · ∩ IN
defines a point in U0. This gives us the map of Corollary 2. The procedure as-
sociating (F, a1,2, a2,2) to (E,∇) is clearly algebraic in (E,∇) as it depends on no
choice (the cyclic vector e1 being fixed). So the mapping defined above is algebraic
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wherever defined. We need to check that its domain M1 is open and its image is
indeed equal to U0. Openness follows from equality of the dimensions and the fact
that the image contains U0. So we need to identify the image.
It follows from Theorem 1 that given the following data there exists a unique
Fuchsian differential equation with exponents ρi1, ρ
i
2 at ti and having apparent sin-
gularities at the points q1, . . . , qN with auxiliary parameters p
k
j :
• In case q1, . . . , qN ∈ P1 \ P the parameters are
(30) (q1, p
0
1, . . . , p
w1−1
1 ), . . . , (qN , p
0
N , . . . , p
wN−1
N )
where q1, . . . , qN are the apparent singularities of weight w1, . . . , wN re-
spectively (satisfying (1)), and plj = H
qj
l+1 is the (l + 1)’th term in the
Laurent expansion of H near qj , for j ∈ {1, . . . , N}, l ∈ {0, . . . , wj − 1}.
• In the case where some qj = ti ∈ P of weight wj , corresponding fiber
parameters are given by
p0j = H
ti
2wj+1
, . . . , p
wj−1
j = H
ti
3wj
.
Therefore, in order to show that the map as defined on the open subset is onto
U0 we need to check that the underlying vector bundle of the connection produced
by Theorem 1 out of the data (30) is indeed of Birkhoff type (0,−1).
5.1. Weight 1 case. Assume first that in the above expressions wj = 1 for all
j ∈ {1, . . . , n− 2}. Using the notation
ψT (z) =
n∏
j=1
(z − tj)(31)
ψQ(z) =
n−2∏
α=1
(z − qj),(32)
so that ψ(z) = ψT (z)ψQ(z), consider the local frame on the open chart P
1 \ {t0}
away from infinity given by
w1 = w
w2 = ψT
dw1
dz
.(33)
In this frame, equation (3) is equivalent to the connection d+A where the connection
matrix A is the negative of a companion matrix
(34) A =
dz
ψT (z)
(
0 H(z)/ψ2Q(z)
−1 G(z)/ψQ(z)− ψ′T (z)
)
(notice that this is logarithmic at qj because of (15)). Observe also that intrinsically
Hdz/ψ has to be considered as a section of KP1(P ) where KP1 stands for the
canonical bundle of P1; in particular, H
qj
1 is naturally an element of T
∗
qj
P1 (see
also [SS]). One can introduce a similar frame near t0 with local coordinate ζ = z
−1:
w˜1 = w
w˜2 = ζ
dw1
dζ
(35)
and check that equation (3) is equivalent to a connection with logarithmic singular-
ity at ζ = 0 and connection matrix in form similar to (34) with respect to this frame
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too. Furthermore, as it is easy to see [Sza08] the frames (33,35) match together to
give a holomorphic bundle
(36) F ∼= O ⊕ TP1(−P ),
where TP1 stands for the tangent bundle of P
1; in particular, F is of Birkhoff type
(0, 1− n). At ti ∈ P the residue of −A is the matrix
resti(−A) =
(
0 −ρi1ρi2
1 ρi1 + ρ
i
2
)
,
whose eigenvalues are indeed given by ρi1, ρ
i
2, with corresponding eigenspaces spanned
by (−ρi2
1
)
,
(−ρi1
1
)
.
At the points of Q the eigenvalues of the residue are equal to 0, 1 (see (14)). The
residue is given by
(37) resqj (A) =
(
0 −pj
0 1
)
,
whose 1-eigenvector is (−pj, 1)T . The extra conditions (16) are equivalent to saying
that the logarithmic singularities at the points of Q can be removed using an upper
elementary transformation in the direction of the 1-eigenspace of the residue of
A. We have a total number of n − 2 apparent singularities, and each elementary
transformation is performed in the direction of the line spanned by (−pj, 1)T with
respect to the frame dual to (33), hence it increases the second number in the type
of F . It follows that after the elementary transformations at all qj we obtain a
bundle
E ∼= O ⊕O(−1)
which inherits a logarithmic connection ∇ from d−A with logarithmic singularities
only at P , with eigenvalues ρi1, ρ
i
2 of its residue at ti. In other words, the type of
E is (0,−1). Notice also that E admits a unique global section (1, 0) (up to a
scalar multiple), and choosing this vector as cyclic vector gives back the apparent
singularity set Q.
5.2. Higher weight case. This is completely analogous to the previous case. Ac-
cording to Lemma 5 the directions of the sucesssive elementary transforms one
needs to apply to (29) in order to make its singularities at q1, . . . , qN disappear
are all complementary to the line spanned by e1. Just as in the weight 1 case this
implies that the underlying vector bundle E is of the desired Birkhoff type (0,−1).
This finishes the proof of Theorem 1.
6. Parabolic structure and apparent singularities
In this section we apply our methods to rederive the following result of Loray,
Saito and Simpson. Let n = 3 (so N = 1), fix the eigenvalues ρi1 generically so that
their sum is equal to 1 and consider the map
q :M0 → P1 \ P
introduced in Corollary 2. On the other hand, there is a natural forgetful map
Q :M0 → P1 \ P,
14 SZILA´RD SZABO´
where P1 \P is a Zariski open subset of the moduli space of parabolic bundles and
p2 maps the equivalence class of the triple (E,∇, {li}i∈{0,...,n}) to the equivalence
class of (E, {li}i∈{0,...,n}). [LSS12, Proposition 9.1] then states that the fibers of q
in M0 intersect the fibers of Q transversely in a single point.
Assume we are given two parabolic logarithmic connections (E1,∇1), (E2,∇2)
with the given eigenvalues ρik (i ∈ {0, 1, 2, 3}, k ∈ {1, 2}) of the residue. The
Birkhoff-type of E1 and of E2 is (0,−1), so choosing (1, 0)t as cyclic vector gives
us q-coordinates q1 for E1 and q2 for E2, so that (E1,∇1) reduces to companion-
matrix form (3) (and the same holds for (E2,∇2) too). In addition, it follows
from Theorem 1 that the scalar equation corresponding to (E1,∇1) is uniquely
determined by the quantity (18) (and the same for (E2,∇2)). Let (q1, p1) and
(q2, p2) be the parameters so obtained of (E1,∇1) and of (E2,∇2) respectively.
We know from Subection 5.1 that the bundles E1, E2 can be obtained from
F = O⊕TP1(−P ) ∼= O⊕O(−2) (see 36) applying elementary transformations at the
points q1, q2 with respect to the directions p1, p2 respectively. Let Elmq,−p stand for
elementary transformation of F at the point q ∈ P1 in direction of the line spanned
by (−p, 1)t with respect to the standard trivialisation (f1, f2) ∈ O ⊕ O(−2) of F .
Furthermore, it follows from [Sza12] that the parabolic structure on F is determined
by the eigenvalues ρik. Since these elementary modifications are applied away from
the parabolic points, from this we deduce the equality of parabolic bundles
(38) E2 = Elmq2,−p2 ◦ Elm−1q1,−p1(E1).
Positive and negative elementary modifications of holomorphic bundles are the
simple building blocks of rational transformations of holomorphic bundles just as
blow-ups and blow-downs are building blocks of birational maps between algebraic
varieties. Therefore, in analogy with the language of birational geometry, we will
name the transformation appearing on the right-hand side of (38) a flip.
The elementary transformation Elm−1q,−p is given by the following composition of
changes of bases:
e′1 = e1, e
′
2 = e2 − pe1,
e′′1 = e
′
1 = e1, e
′′
2 =
e′2
z − q =
e2 − pe1
z − q ,
hence in the chosen basis of E we have the matrix forms
(39) Elm−1qj ,−pj =
(
1 − pj
z−qj
0 1
z−qj
)
.
It then follows that with respect to the same bases,
(40) Elmq2,p2 ◦ Elm−1q1,p1 =
(
1 p2−p1
z−q1
0 z−q2
z−q1
)
Let us now fix q1, q2 ∈ C \ P, p1 ∈ C and look for p2 ∈ C such that E1 and E2
are parabolically isomorphic bundles. As E1 ∼= O ⊕O(−1) ∼= E2, we have
Hom(E1, E2) ∼=
( O O(−1)
O(1) O
)
,
so the space of global homomorphisms from E1 to E2 (not necessarily preserving
the parabolic structure) is 4-dimensional. However, the scalar homomorphisms act
trivially on the parabolic structure. In conclusion, there is a 3-dimensional space of
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global homomorphisms (not necessarily compatible with the parabolic structure).
The question is whether it is possible to choose p2 and g ∈ H0(P1,Hom(E1, E2))
such that the action of (40) on the parabolic structure agree with that of g.
Phrased differently we are then looking for p2, g such that for all i ∈ {0, 1, 2, 3}
the line li be an eigendirection of
(41) g(ti)
−1
(
1 p2−p1
ti−q1
0 ti−q2
ti−q1
)
Let li be the line spanned by (1, ui)t (generically there exists a unique such ui). Set
(42) g−1 =
(
a 0
b+ cz 1
)
,
where the (2, 2)-entry is normalized to 1 using a constant gauge transformation
(which does not modify the action on the parabolic structure). Then the linear
map (41) maps li to
(43)

 a
(
1 + ui p2−p1
ti−q1
)
(b+ cti)
(
1 + ui p2−p1
ti−q1
)
+ ui ti−q2
ti−q1


Now this vector is a constant multiple of (1, ui) if and only if the following condition
holds
(44) b+ cti − aui = −ui ti − q2
ti − q1
(
1 + ui
p2 − p1
ti − q1
)−1
.
The right hand side of this equation can be simplified into
(45) −ui ti − q2
ti − q1 + ui(p2 − p1) .
These conditions for i ∈ {0, 1, 2, 3} represent 4 quadratic equations in the unknowns
a, b, c, p2 of a very special type: namely, they are linear in a, b, c and p2 only appears
on the right hand side of the linear equations. The coefficient matrix of the linear
system is 

−u0 1 t0
−u1 1 t1
−u2 1 t2
−u3 1 t3


which is of maximal rank 3 for generic values of the parabolic parameters ui. Let
then α1, α2, α3 be coefficients of a linear combination of the second, third and fourth
rows of this matrix yielding the first row:
α1u1 + α2u2 + α3u3 = u0
α1 + α2 + α3 = 1(46)
α1t1 + α2t2 + α3t3 = t0.
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Then the system (44) admits a solution if and only if the same linear combination
of the expressions (45) for i ∈ {1, 2, 3} is equal to (45) for i = 0:
α1u
1 t1 − q2
t1 − q1 + u1(p2 − p1)+α2u
2 t2 − q2
t2 − q1 + u2(p2 − p1)
+α3u
3 t3 − q2
t3 − q1 + u3(p2 − p1) = u
0 t0 − q2
t0 − q1 + u0(p2 − p1) .
After resolving the quotients the equation one obtains appears to be cubic in p2.
However, a computation shows that the coefficient of p32 on the left hand side
becomes
−u0u1u2u3(α1(t1 − q1) + α2(t2 − q1) + α3(t3 − q1))
which, using the equations (46), is equal to
−u0u1u2u3(t0 − q1).
As this latter is equal to the coefficient of p32 on the right hand side, it follows
that the polynomial obtained after resolving the quotients is at most quadratic.
A further direct (but tedious) computation shows that the polynomial is indeed
quadratic for generic values of the parameters, therefore yielding 2 solutions for
p2, a, b, c. Notice however that one of the solutions is due to the stacky structure of
the space of points on P1 modulo Mo¨bius-transformations: indeed, for some values
of the parameters u0, u1, u2, u3 there exists another configuration of points with
the same cross-ratio, which however is not equivalent by Mo¨bius-transformations
to u0, u1, u2, u3. For example, in case q2 = q1 one of the solutions furnished by our
method is the obvious solution p2 = p1, g = Id, whereas the other one corresponds
to the inequivalent quadruple with the same cross-ratio, corresponding to some
value p2 6= p1 and g 6= Id. Said differently, although the action of PSl2(C) is not
transitive on quadruples of points on P1 but for most values of the cross-ratio it is
simply transitive on quadruples sharing this given cross-ratio, its joint action (43)
with flips (38) is transitive but not simple.
7. Concluding remarks
Let us end this study by giving some insight into the case where some of the
apparent singularities qj agree with some ti; the situation is similar to the case
of Painleve´ VI, see [IIS06]. We restrict here to the case where wj = 1. In this
case the above interpretation of pj as the negative of the first coordinate of the
1-eigendirection (−pj , 1)T of the residue of −AT (with respect to which elementary
transformation has to be performed), breaks down. Indeed, in general the connec-
tion obtained by a negative elementary transformation applied to d − A will be
logarithmic only if the direction with respect to which it is performed is one of the
eigendirections (−ρi2, 1)T or (−ρi1, 1)T of resti(−A). In different terms, the direc-
tion of the elementary transformation is prescribed; this is the geometric meaning
of equations (9,10). Instead of H
qj
1 , the free parameter this time is H
ti
3 (see Sub-
section 3.3). As G is entirely determined, Hti3 governs the first order behaviour of
the exponents near ti, that is the roots of
ρ(ρ− 1) + (Gti0 +Gti1 (z − ti) +O((z − ti)2))ρ+ (Hti2 +Hti3 (z − ti) +O((z − ti)2))
are equal to
ρi1,2(z) = ρ
i
1,2 + (H
ti
3 + d
i
1,2)(z − ti) +O((z − ti)2),
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where di1,2 ∈ C only depends on P,Q and the exponents. As the residue of the
connection form −A at ti is a companion matrix, it follows just as above that the
corresponding eigendirections (with respect to which elementary transformation has
to be carried out) are of the form(−ρi2(z)
1
)
,
(−ρi1(z)
1
)
.
Said differently, instead of the value pj of the eigendirection, the free parameter
in the case qj = ti is its first-order behaviour. In geometric terms, this amounts
precisely to considering the blow-up
σ : K˜P1(P )→ KP1(P )
of the total space of KP1(P ) at the points ρ
i
1, ρ
i
2 ∈ T ∗tiP1. Let us define Fti to be
the proper transform of T ∗tiP
1 by σ and set
X = K˜P1(P ) \ ∪ni=0Fti .
This gives evidence that the free parameters (qj , pj) take value in X , and then by
an argument similar to the one in the previous cases one should be able to describe
the moduli space in terms of X [n−2]. However, for a more detailed understanding of
this description one would need to study thoroughly the effect of elementary mod-
ifications of logarithmic connections at real singular points; we leave this question
for further study.
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