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Using martingale techniques we will prove several deviation inequalities for diffu-
sion processes in a compact Riemannian manifold and Le vy processes in euclidean
space. We also deduce deviation inequalities from Poincare type inequalities in the
abstract setting of Dirichlet forms. We thus obtain, in a unified way, the theorems
of AlonMilman, GromovMilman, and a deviation inequality for the Laplace
disribution.  1998 Academic Press
1. INTRODUCTION
One of the applications of deviation inequalities in geometry and
analysis is to so-called inequalities of isoperimetric type. These inequalities
roughly state the following: Given a Polish space (X, d ), a Borel probabil-
ity measure + on X, and a Borel subset A such that +(A)12, then the
measure of the set [x # X : d(A, x)>=] is ‘‘very small.’’ Isoperimetric
inequalities in product spaces were studied extensively by M. Talagrand
(cf., e.g., [15]). Of course, one has to make precise definition of the term
‘‘very small.’’ For example, if Sn denotes the unit sphere in Rn+1, d the
geodesic distance, and + the normalized Haar measure, then the
Le vyGromov inequality (cf., e.g., [5, 6, 12]) states, that for all Borel sub-
sets A with +(A)12:
+([x # S n : d(A, x)>=])e&(12) R=2.
where R=n&1. More generally, the same inequality holds for a compact
connected Riemannian manifold whose Ricci curvature is bounded from
below by R>0. In this case + is the normalized Riemannian volume and
d the geodesic distance.
Another well-known example is due to C. Borell: Let #n denote the
standard gaussian measure in euclidean space (Rn, d ). Then for all Borel
subsets A with #n (A)12:
#n ([x # Rn : d(A, x)>=])e&(12) =
2
.
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B. Maurey (cf. [13]) discovered that the latter inequality can be deduced
from deviation inequalities in martingale theory and, in 1991, M. Ledoux
[9] gave a semigroup proof of the Le vyGromov theorem for a compact
Riemannian manifold. Ledoux’s proof was inspired by the work of
D. Bakry and M. Emery and used in an essential way a Lemma due to
D. Bakry. In Section 2 we will basically follow Maurey’s idea to prove a
Le vyGromov theorem for any diffusion on a compact Riemannian
manifold. Our proof also will make essential use of Bakry’s Lemma. In
Section 3 the same scheme of the proof will give us deviation inequalities
for Le vy processes in Rd. As an application we derive new inequalities of
isoperimetric type on the simplex and on the boundary of the unit ball
of l d1 .
The subject of the last section is closely related to those of the first sec-
tions, though the method of proof is different. This part was inspired by a
paper of M. Ledoux [11] on logarithmic Sobolev inequalities. We will give
a new proof of a deviation inequality, which in the case of a compact con-
nected Riemannian manifold is due to M. Gromov and V. Milman.
Moreover, an example will show that this inequality is optimal.
Before turning to the proof of the Le vyGromov inequality, we would
like to give the following simple generalization of an inequality for sums of
i.i.d. random variables due to M. Talagrand, [16].
Proposition 1.1. Let M # L1 , q1, p the conjugate exponent, i.e.,
p&1+q&1=1 and 7n an increasing sequence of _ fields such that 7 is the
_-algebra generated by  7n . Put Mn=E(M | 7n) and let 2Mn :=
Mn&Mn&1 be the corrsponding sequence of martingale differences. Further-
more use assume that for all n # N:
E \exp \2Mndn (q)+
q
} 7n&1+e.
Then for q2:
P( |M&EM|>t)2 exp \&max {1q \
t
2(2p)1p N(q, p)+
q
,
1
2 \
t
2N(2, 2)+
2
=+
and for q<2:
P( |M&EM|>t)2 exp \&min {1q \
t
(2p)1p N(q, p)+
q
,
1
3 \
t
4N(q, 2)+
2
=+ .
where N(q, r) :=( dn (q)r)1r.
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Proof. W.l.o.g. we may assume that EM=0. Let rq then the function
x [ xr&xq is bounded from above by 1&(rq). Hence
E(exp(X r) | 7$)e1&(rq) E(exp(Xq) | 7$), i.e., dn (q)
q
2q&r
dn (r).
If q=2 we have for all *>0:
E(exp(* 2Mn) | 7n&1)exp(2*2 d 2n(2)).
On the other hand we conclude by Young’s inequality:
E(exp(* 2Mn) | 7n&1)=E \E \* 2Mnq
1q dn (q)
q1q dn (q) + } 7n&1+
E \exp \\* dn (q)p1pq1q+
p
+\2Mndn (q)+
q
+ } 7n&1+
exp(* p dn (q) p+1).
Since 12 dn (q)dn (2) and 2x
pmin(2x2, x p+1) these inequalities imply:
E(exp(* 2Mn) | 7n&1)exp(2 min[2 p* p dn (q) p, *2 dn (2)2])
and consequently:
E exp(*Mn)=E \exp \* :
n&1
j=1
2Mj+ E(exp(* 2Mn) | 7n&1+
E exp(*Mn&1) exp(2 min[2 p* p dn (q) p, *2 dn (2)2])
exp(2 min[2 p* pN(q, p) p, *2N(2, 2)2]).
Now the first assertion follows by Chebyshev’s inequality and an optimal
choice of the parameter *.
Assume q<2, then for all *(2 dn (1))&1:
E(exp(* 2Mn) | 7n&1)exp(4*2 d 2n(1))exp(9*
2 d 2n(q)).
and
E(exp(* 2Mn) | 7n&1)exp(* p dn (q) p+1).
If 13x1 then x
p+112x2 and for x1 we have x p+12x p. Hence
for all *>0:
E(exp(* 2Mn) | 7n&1)exp(max[2* p dn (q) p, 12*2 dn (q)2])
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which in turn implies:
E(exp(*M) | 7n&1)exp(max[2* pN(q, p) p, 12*2N(q, 2)2]).
Now we conclude again by Chebyshev’s inequality and an optimal choice
of *. K
Instead of considering only Young functions of type t [ tq one can of
course consider more general Young functions.
In the time continuous case we may consider an increasing sequence Tn
of stopping times; for simplicity let us assume q=1 and define dn by
dn :=inf {*: E \exp \
|MTn&MTn&1 |
* + } 7Tn&1+e= .
Now put L1 :=supn dn and L2 :=(n d 2n)
12, then
P( |M&EM|>t)2e&sup[min[tL1, ct2L
2
2]]
where the supremum is taken over all increasing sequences of stopping
times.
As an application of the above proposition we consider a product prob-
ability measure +d on Rd and a function f : Rd  R whose Lipschitz con-
stant with respect to the l1 -norm is bounded by 1. Let 7n be the _-algebra
generated by the projection on the first n coordinates and put M=Md=
f (x1 , ..., xd), then
E(exp(* |Mn&Mn&1 | ) | 7n&1)| exp \* | |xn&un | +(dun)+ +(dxn).
Of course, the deviation inequalities which can be obtained using this
method are not as strong as Talagrand’s deviation inequality for product
measures. For instance, in the case +(dx)=e&x dx we get for a subset A of
R+d such that +d (A) 12:
+d ((A+= - d Bd1)c)c1e&c2=
2
for all =- d. Whereas Talagrand’s inequality, [17], asserts that
+d ((A+=Bd1+- = Bd2)c)c1e&c2=
for all =>0.
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2. DEVIATION INEQUALITIES ON MANIFOLDS
Let (M, g) be a Riemannian manifold of dimension d and let O(M) be
the bundle of orthonormal frames on M. Recall that the Riemannian con-
nection { on M can be described equivalently as a smooth (i.e., C) dis-
tribution Hu on O(M): Let ?: O(M)  M be the canonical projection, then
Hu=[S*(Xm): m=?(u), \j {Xm X
j=0]
where S(m)=(X 1m , ..., X
d
m) is a section of O(M) over an open set U of M.
For all x # Rd let L(x)u be the basic vectorfield corresponding to x, i.e.,
L(x)u # Hu and ?*(L(x)u)=u(x)?(u) . Let x j be an orthonormal basis of R
d
then L(x j) will be simply denoted by L j. Now assume M compact and con-
sider the stochastic differential equation
dUt= :
d
j=1
L jUt b dB
j
t
where B jt are independent 1-dimensional Brownian motions. U is called a
solution of this stochastic differential equation if for all smooth functions
f : O(M)  R,
f (Ut)& f (U0)=|
t
0
:
d
j=1
L jf (Us) b dB js
=|
t
0
:
d
j=1
L jf (Us) dB js+
1
2 |
t
0
:
d
j=1
L jL jf (Us) ds
where b denotes the Stratonovich stochastic integral. For the following
facts we refer to [8, pp. 275285]. Ft :=?(Ut) is a diffusion on M whose
generator is given by 12 2. As t tends to infinity the law of Ft tends to the
uniform distribution on M with respect to the normalized Riemannian
volume v.
Let f be a smooth function on M, put f := f b ?, then, by definition,
L ju f =L
j
u( f b ?)=?*(L
j
u) f =u(xj)m f,
where m=?(u); since the u(xj) form an orthonormal basis of vectorfields,
:
d
j=1
(L ju f )
2= :
d
j=1
(u(xj)?(u) f )2= gm (grad f, grad f )=: &grad f &2.
Just like Ledoux’s (cf. [9]) semigroup proof of the concentration
phenomenon on manifolds, the martingale proof of this phenomenon is
mainly based on a lemma of Bakry (cf. [2 and 9]). The idea of using
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stochastic integration is due to Maurey (cf. [13]) and the proof given
below follows his proof of the concentration phenomenon for the gaussian
measure on Rd.
Theorem 2.1. Let (M, g) be a compact Riemannian manifold whose
Ricci curvature is bounded from below by R, i.e., for all vectorfields
X: Ric(X, X)Rg(X, X). Denote by v the normalized Riemannian volume
and let f : M  R be a 1 Lipschitz function. Then
v \} f &| f dv }>=+4(= - R) 21+= - R2 e&(12) R=
2
.
where ( y)=(2?)&12 y e
&(12) x2 dx.
Proof. Let f be any smooth function on M such that &grad f &1. For
fixed t>0 define
Ms :=E( f (Ft) | 7s)=E( f (Ut) | 7s).
Ms is by definition a martingale on 0st. Moreover the Markov
property of Ft implies:
Ms=EFs f (Ft&s)=Pt&s f (Fs)=Pt&s
t
f (Us)
where Pt f (m)=Emf (Ft) denotes the associated semigroup. By Ito’s for-
mula this yields:
Ms&M0=|
s
0
:
d
j=1
L jPt&r
t
f (Ur) dB jr (1)
hence the quadratic variation (M) s of Ms is given by
(M) s=|
s
0
:
d
j=1
(L jPt&r
t
f )2 (Ur) d=|
s
0
&grad Pt&r f &2 (Fr) dr.
By Bakry’s Lemma we conclude:
(M) s|
t
0
e&R(t&s) ds=R&1 (1&e&Rt)=: R&1t . (2)
Now we employ the following change of time argument, which in this con-
text is due to Ledoux (cf. [10]): Since Ms is a continuous martingale it is
a change of time of Brownian motion, i.e., if Tu :=inf[s: (M) s>u] then
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MTu is a 1-dimensional Brownian motion Bu up to time S=(M) t . By (2)
SR&1t , hence by the reflection principle for all m # M:
Pm (Mt&M0>=)=P0 (BS>=)P0 ( sup
u1Rt
Bu>=)
=2P0 (B1Rt>=)=2P
0 (B1>= - Rt)=2(= - Rt). K
For the convenience of the reader we include Ledoux’s [9] proof of the
essential
Lemma 2.2 (Bakry). Let (M, g) be a compact Riemannian manifold
whose Ricci curvature is bounded from below by R. If f is a smooth function
on M, then for all t0:
&grad Pt f &2Pt (&grad f &2) e&Rt
where Pt denotes the semigroup Whose generator is given by 12 2.
Proof. Fix t>0 and define for 0<s<t: fs=Pt&s f. By Bochner’s for-
mula (cf., e.g., [6, 4]) and the assumption on the Ricci tensor we have:
1
2 2 &grad fs&2& g(grad fs , grad(2fs))=Ric(grad fs , grad fs)+&{ dfs&2
R &grad fs&2.
Define F(s) :=Ps &grad fs&2, then:
d
ds
F(s)=Ps \12 2 &grad fs&2++Ps \
d
ds
&grad fs&2+
=Ps \12 2 &grad fs&2++2Ps g \
d
ds
grad fs , grad fs+
=Ps \12 2 &grad fs&2+&Ps g(grad(2fs), grad fs)RF(s).
Therefore the function h(s) :=e&RsF(s) is increasing on [0, t]; in par-
ticular: h(0)h(t), which is the claimed inequality. K
Actually we can consider the general case where the generator A of a dif-
fusion Ft is given by A= 12 2+X and X is an arbitrary vectorfield on a
compact Riemannian manifold M. In order’ to prove an analogue to
Bakry’s Lemma we have to replace Bochner’s formular by Proposition 3
in [3].
The proof given above then yields:
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Corollary 2.3 Suppose (Ric&2 {sX)(Y, Y)R &Y&2 where
{sX(Y, Z) := 12(g({YX, Z)+ g(Y, {ZX)).
Put Rt=R(1&e&Rt). Then for all 1-Lipschitz functions f : (M, g)  R, all
t>0 and all m # M:
Pm ( | f (Ft)&Emf (Ft)|>=)4(= - Rt).
In the case X is a gradient field this implies:
Corollary 2.4. Let u be a smooth function on (M, g) such that e&u is
the density of a probability measure + and X=&12 grad u Denote by Hmu
the Hessian { du of u at m. If (Ricm+Hm u)(Y, Y)R&Y&2 then for all
1-Lipschitz functions f we have:
+ \} f &| f d+ }>=+4(= - R).
Using an inequality of Ledoux (cf. [10]) we obtain for any measurable
subset A of M :
+(dA>=)4 exp($(+(A)) = - R+ 12 $(+(A))2) (= - R)
where dA (m)=dist(A, m) and
$(s)=- R |

0
min[1&s, 2(st - R)] ds
1
s 
2
?
.
Remark. Let Md be a submanifold of the Riemannian manifold M d+k
with the induced metrik; let E j be a geodesic frame of M at about m # M
and denote by X jm the orthogonal projection of E
j
m on Tm M. Then the
Laplacian of a smooth function f : M  R at m is given by
2M f = :
d+k
j=1
X jX jf.
In the euclidean case the coordinate vectorfields x j form a geodesic
frame at any point. Therefore the stochastic differential equation of
Brownian motion on any submanifold M of Rd+k is given by:
dFt= :
d+k
j=1
X jFt b dB
j
t
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where X j is the vectorfield obtained by projecting the canonical vectorfield
xj on the tangent space at m.
Combining (1), Lemma 2.2, and the fact that Pt f (m) converges to  f d+
as t tends to infinity, we get the following well-known Poincare type
inequality for smooth functions f : M  R:
| \ f &| f d++
2
d+
1
R | &grad f &
2 d+.
On the other hand it is also well-known that the factor 1R can be slightly
improved to (d&1)dR (cf., e.g., [3]). In the case of the sphere Sd this
equals 1d and this bound cannot be obtained by the above local estimates,
because S 1 is locally isometric to R.
Recently S. Aida, T. Masuda, and I. Shigekawa [0] proved exponential
integrability for Lipschitz functions, provided a logarithmic Sobolev
inequality holds. M. Ledoux [11] gave a short and elementary proof of
their results and noticed that the factor R in Corollary 2.4 can indeed be
replaced by the slightly larger factor dR(d&1) (cf. Theorem 4.2, below).
3. DEVIATION INEQUALITIES FOR LE VY PROCESSES
First let us recall some facts about these processes. A Le vy process
(Xt , 7t) in Rd is a normal Markov process with respect to a family
Px, x # Rd of probability measures having independent and stationary
increments. The term normal means that the associated semigroup Pt is
continuous on C0 (Rd) and all sample paths of Xt are right continuous and
have left limits. These assumptions imply that Xt is stochastically con-
tinuous, strictly markovian and that the transition probabilities are
homoge-
neous, i.e., Pt is a convolution operator. The latter will be important in
what follows, because it ensures that Pt preserves Lipschitz constants.
Let A be a subset of Rd such that 0 is not in the closure of A. Define
T 1A :=inf[t>0: 2Xt # A]
T n+1A :=inf[t>T
n
A : 2Xt # A] and
Nt (A) := :
0<st
IA (2Xs)=: I[T nAt] .
Since Xt is right continuous, P(Nt (A)=)=0. Moreover, Nt (A) has
stationary and independent increments, hence it is a Poisson process with
parameter &(A) :=N1 (A) and N t (A) :=Nt (A)&t&(A) is a martingale. For
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fixed t the function A [ Nt (A) defines a _-finite random measure on
Rd"[0], also & is a _-finite measure on Rd such that
|
&x&22
1+&x&22
&(dx)<.
& is called the Le vy-measure of Xt . Suppose B is another subset of Rd dis-
joint from A and such that 0 is not in the closure of B. Then Nt (A) and
Nt (B) are independent Poisson processes.
Theorem 3.1 (Ito, Le vy). Let Xt be a Le vy process in Rd. Then there
exists a Brownian motion Bt , a matrix A, and a pure jump process independ-
ent of Bt such that
Xt=X0+ABt+bt+|
t
0
|
B d
xN (ds, dx)+|
t
0
|
Rd "B d
xN(ds, dx).
In the sequel we will assume A=0, i.e., Xt is a pure jump process. In this
case the KhinchinLe vy formula gives E exp(i( y, Xt) )=et( y), where
( y)=i( y, b)+|
Rd "Bd
ei( y, x)&1&(dx)+|
B d
ei( y, x) &1&i( y, x) &(dx).
Since we will consider stochastic integrals with respect to N (ds, dx), we
have to define the space L of integrands (actually in this case the
stochastic integral coincides with the LebesgueStieltjes integral). A precise
definition of this space can be found in [8, p. 61]. We will not repeat the
assumptions concerning the measureability, and we will define L to be the
space of all 7t -predictable processes f (t, x), such that
E |
t
0
|
R
max[& f (s, x)&1 , & f (s, x)&22] ds, &(dx)<.
Using the terminology of [8], L=F1 & F2!
Lemma 3.2. For f # L define the martingale Mt by
Mt :=|
t
0
| f (s, y) N (ds, dy).
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Then for all z # R
exp \izMt&|
t
0
| eizf (s, y)&1&izf (s, y) &(dy) ds+
is a martingale.
Proof. This follows by a standard approximation procedure (cf., e.g.,
[8, Lemma 3.1]) and the facts that
exp(izNt(A)&t&(A)(eiz&1))=exp(izN t(A)&t&(A)(eiz&1&iz))
is a martingale and Nt(A) and Nt(B) are independent processes for disjoint
sets A and B. K
Theorem 3.3 (Ito). Let Vt be a continuous process of locally bounded
variation, f, g # L such that g is bounded and fj gj=0 for all j=1 } } } d ; put
Xt :=|
t
0
| f (s, x) N(ds, dx)+|
t
0
| g(s, x) N (ds, dx).
Then for all F # C2:
F(Xt , Vt)&F(X0 , V0)
=|
t
0
D2F(Xs , Vs) dVs
+|
t
0
| F(Xs&+ g, Vs)&F(Xs& , Vs) N(ds, dx)
+|
t
0
| F(Xs&+ g, Vs)&F(Xs& , Vs) N (ds, dx)
+|
t
0
| F(Xs&+ g, Vs)&F(Xs& , Vs)&( g, grad F(Xs& , Vs)) &(dx) ds.
Proposition 3.4. Let h: Rd  R be a Lipschitz function and denote by L
the Lipschitz constants of h with respect to some norm & .&. If for all *<L1
| e* &x&&1&* &x& &(dx)<,
then for all t>0, all *<L1 L and all x # Rd:
Ex exp(*(h(Xt)&Exh(Xt)))exp \t | e*L &x&&1&* &x& &(dx)+ .
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Proof. W.l.o.g. we may assume t=1. By the Markov property of the
process Xt we get, for t1,
Mt :=E(h(X1) | 7t)=P1&t h(Xt).
On the other hand, we obtain by Ito’s formula for F(x, t) :=P1&th(x):
M1&M0=|
t
0
| F(Xs&+ y, s)&F(Xs& , s) N (ds, dy).
Denoting by f (s, y) the process F(Xs&+ y, s)&F(Xs& , s) and observing
that the Lipschitz constants of y [ F(x+ y, s) is bounded by that of
y [ h(x+ y) we conclude by Lemma 3.2, that for all *<L1
exp \*(Mt&M0)&|
t
0
| e*f (s, x)&1&*f (s, x) &(dx) ds+
is a martingal, hence
Ex exp \*(Mt&M0)&|
t
0
| e*f (s, y)&1&*f (s, y) &(dy) ds+=1.
Since f (s, y)L &y& and M1=h(X1), M0=Eh(X1), the result follows. K
Remark. The gaussian case can be recovered by choosing a sequence &n
of Le vy measures such that &x&22 &n(dx) converges weakly to $[0] .
Corollary 3.5. Let X 1t be a 1-dimensional Le vy process and denote by
& its Le vy measure; put Xt=(X 1t , ..., X
d
t ) where X
j
t denote independent copies
of the process X 1t . The Le vy measure of this process is concentrated on the
coordinate axis Rej and on each of them it is given by &(dx). Choosing
& .&=& .&1 we obtain:
Ex exp(*(h(Xt)&Exh(Xt)))exp \td |R e*L | y|&1&*L | y| &(dy)+ .
Here L is the Lipschitz constant of h with respect to the l1 -norm.
Remark. If X 1t has non-negative increments this inequality is optimal,
because for the function h(x)=&x&1 we have equality! But in view of
Talagrand’s deviation inequality, [17], the l1 -norm is too strong to
describe the concentration phenomenon in an approriate way! Thus let us
stick to one dimensional examples
Example 3.6. 1. If &=:$[1] , then Xt is the Poisson process with
parameter :, i.e., P(Xt=k)=e&:t(:t)kk!.
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2. If &(dx)=x&1e&:x dx for x>0 and 0 otherwise, then the density
of the distribution of Xt is given by :t1(t) xt&1e&:x.
3. If &(dx)=|x|&1 e&|x| dx, then the density of the distribution of Xt
is given by
1
- ? 1(t) }
x
2 }
t&(12)
Kt&(12)( |x| )
where Ks denotes the modified Bessel function. If t=1 this reduces to the
Laplace distribution 12e
&|x|.
4. If &(dx)=:+(dx) for some probability measure +, then Xt is an
ordinary compound Poisson process
Xt= :
Nt
j=1
Zj ,
where Nt is a Poisson process with parameter : and Zj is an i.i.d. sequence
independent of Nt and + is the distribution of Z1 .
In these cases we have:
E exp(*(h(Xt)&Eh(Xt)))
{
exp(t:(e*&1&*))
exp(t:(&log(1&*)&*))
exp(2t(&log(1&*)&*))
exp(t(.(*)&1&*)) where .(*)=Ee* |Z1|.
In the first two cases equality is obtained for h(x)=x. By a standard
application of Chebyshev’s inequality we get in the second case for t=1:
P(h&Eh>=)exp \&=+: log \:+=: ++ .
Corollary 3.7. Let 2d be the positive face of Bd1 and + the normalized
Lebesgue measure on 2d . Suppose h: (2d , & .&1)  R is 1-Lipschitz, then for
some absolute constant c:
+ \} h&| h d+ }>=+4e&cd(=&log(1+=)).
The same inequality holds for 1-Lipschitz functions h: (Bd1 , & .&1)  R and
the normalized Lebesgue measure on Bd1 .
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Proof. Let X be a random variable in R+d with density exp(& xj).
By a result of G. Schechtman and J. Zinn [14], X&X&1 is uniformly
distributed on 2d with respect to +.
Now the result follows from Corollary 3.5 and a standard procedure
(cf. e.g., [12, p. 141]). K
4. POINCARE TYPE INEQUALITIES
Using an iteration procedure, M. Gromov and V. D. Milman (cf. [7])
proved the following
Theorem 4.1 (Gromov, Milman). Let *1 be the first eigenvalue of the
Laplacian on a compact connected Riemannian manifold and denote by v the
normalized Riemannian volume. Then for all measurable subsets A of M such
that v(A)=a and all =>0:
v(dA>=)(1&a2) exp(&= - *1 log(1+a)).
Here dA denotes the distance function of A.
If f : M  R is 1-Lipschitz and if t0 is a median of f, i.e., v( f t0)12
and v( f t0)12, then Theorem 2.1 implies the inequality:
v( | f &t0 |>=)( 32)
1&= - *1.
Following Ledoux’s elementary proof [11] of a result by S. Aida,
T. Masuda, and I. Shigekawa (Theorem 4.2, below) we will prove a similar
inequality, replacing the median by the expectation. Also, in the case of a
manifold with boundary, we will prove that the exponential bound that we
obtain is the best possible. As in [11] we work in the more abstract setting
of Dirichlet forms (cf., the 1-operator below).
Let X be a Polish space and + a probability measure on the Borel sets
of X. Let A be a subalgebra of L(+) which is stable under composition
with C functions and 1: A_A  R a derivation, i.e., 1 is a bilinear
mapping such that for all f, g # A and all u # C:
1(u b f, g)=u$ b f1( f, g) and 1( f, u b g)=u$ b g1( f, g).
A typical example of this situation is the following: Let u be a smooth func-
tion on a connected Riemannian manifold M such that with some nor-
malizing constant Z, e&uZ is the density of a probability measure +. Put
L=&2&grad u, where 2 denotes the Laplacian of M. Then
1( f, g) := 12 (L( fg)& fLg& gLf )=(grad f, grad g).
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Let A 1 be the set of all functions f # L2(+) such that there exists a sequence
fn # A satisfying
&1( fn , fn)&1 and fn  f in probability.
S. Aida, T. Masuda, and I. Shigekawa, [0], proved exponential integra-
bility of functions f # A such that 1( f, f )1, provided a logarithmic
Sobolev inequality holds. More precisely:
Theorem 4.2. Suppose for all 0 f # A:
| f 2 log f d+&
1
2 | f
2 d+ log \| f 2 d++ 1\0 | 1( f, f ) d+. (3)
Then for all t>0 and all f # A 1 :
| et( f & f d+) d+e(12\0) t2.
Instead of a logarithmic Sobolev inequality we will assume that there
exists a positive number *1 such that for all f # A the following Poincare
type inequality holds:
| \ f &| f d++
2
d+
1
*1 | 1( f, f ) d+. (4)
Also in this case S. Aida, T. Masuda, and I. Shigekawa, [0], proved
exponential integrability of functions f # A such that 1( f, f )1. The proof
given below is different from theirs and will also give better constants.
If L is the operator &2&grad u on a connected Riemannian manifold
M, + a probability measure having density e&u and *1 the spectral gap of
&L, then (4) holds.
Theorem 4.3. Suppose f # A 1 satisfies  f d+=0. Then for all t<2 - *1 :
| etf d+\1& t
2
4*1+
&4
.
Proof. Let us denote by ( f ) the expectation of f. Then we have for
f # A by applying (1) to the function fet f2:
( f 2etf)&( fe(12) t f)2
1
*1 etf \1+
1
2
t f +
2
.
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Putting y(t)=(etf) this translates into:
y"(t) \1& t
2
4*1+
t
*1
y$(t)+
1
*1
y(t)+( fe(12) tf) 2.
By CauchySchwarz ( fe(12) tf) 2( f 2) y(t); moreover, since ( f ) =0 we
conclude by assumption that ( f 2)(1*1). Therefore
y"(t) \1& t
2
4*1+
t
*1
y$(t)+
2
*1
y(t).
Clearly y"0 and hence y$0 and
\y$(t) \1& t
2
4*1 ++
$
\2t*1 y(t)+
$
&
3t
2*1
y$(t)\2t*1 y(t)+
$
.
Since we have the boundary conditions y(0)=1 and y$(0)=0 we obtain:
y(t)\1& t
2
4*1+
&4
.
For f # A 1 there is a sequence fn # A which converges in probability to f
and satisfies &1( fn , fn)&1. Hence we can find a constant C such that
for all n: +( | fn|>C)<12. On the other hand we obtain by hypothesis and
Chebyshev’s inequality
+ \ | fn&( fn) |> 2*1+<
*1
2 | ( fn&( fn) )
2 d+
1
2
.
Thus +( | fn&( fn) |- 2*1 , | fn |C)>0 and it follows that for all
n : |( fn) |C+- 2*1 . Again by hypothesis we conclude:
( f 2n) 
1
*1
+\C+ 2*1+
2
=: K and hence
|
| fn|>k
| fn | d+- +( | fn |>k) K.
Therefore [ fn] is uniformly integrable, which implies that ( fn)  0. The
sequence et( fn&( fn) ) is non-negative and converges in probability to etf,
hence by Fatou’s lemma:
| etf d+lim infn | e
t( fn&( fn) d+\1& t
2
4*1+
&4
. K
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Using Chebyshev’s inequality and an optimization argument we get the
following
Corollary 4.4. Under the conditions of Theorem 4.3 we have for all
f # A 1 :
+ \} f &| f d+ }>=+2e&4.((12) = - *),
where .(x) :=- 1+x2&1&log(1+- 1+x2)2.
Proof. For :, K>0 the supremum sup[t=+: log(1&t2K) : t>0] is
given by
: \1+K=
2
:2
&1&log
1
2 \1+1+
K=2
:2 ++ . K
Since limx  0 .(x)x2=14 and limx   .(x)x=1, the exponent is of
order *1=24 for *1 =2<1 and for *1=2>>1 of order 2= - *1 .
Remarks. 1. Theorem 4.3 also holds if 1( f, f ) is of the form
1( f, f )(x)= 12 |
X
| f (x)& f ( y)|2 K(x, y) +(dy) (5)
where K is a symmetric, non-negative kernel. In this case we use the
inequality
\xe
x& ye y
x& y +
2
a(e2x+e2y)+a(x2e2x+ y2e2y),
which holds for some constant a and all x, y # R. A tedious calculation
shows that a can be choosen to be 1 and this is the best possible constant.
Following the proof of Theorem 4.3 we find that
| etf d+\1& t
2
2*1+
&3
.
2. Suppose 1( f, f ) is given by (5) and assume that the logarithmic
Sobolev inequality (3) holds for all f # A. Using the elementary inequality
(e y&ex)2( y&x)2 (e2x+e2y)2 and following Ledoux’s proof in [11] line
by line we get that for all f # A 1 satisfying ( f ) =0:
| et f d+e(12\0) t2.
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Corollary 4.5. Suppose M is a complete connected Riemannian
manifold of finite volume. If the spectral gap *1 of the Laplacian is strictly
positive, then for all x # M and all t<2 - *1 :
| etd (x, y)v(dy)<.
Suppose D is a regular domain in a complete connected Riemannian
manifold. If *1(D) denotes the first eigenvalue of the Dirichlet problem,
then by Rayleigh’s theorem for all smooth functions f : D  R vanishing on
the boundary of D:
|
D
f 2 dv
1
*1 |D &grad f &
2 dv.
Replacing (4) by
| f 2 d+
1
*1 | 1( f, f ) d+
we of course obtain a slightly better estimate then the one given in
Theorem 4.3. For all t<2 - *1 :
| etf d+\1+ t- *1+\1&
t2
4*1+
&2
3 \1& t
2
4*1+
&2
which implies that +( | f |>=)6e&2.(= - *1). For *1=2>>1 the right-hand
side is of order e&2= - *1 and this is optimal as can be seen by considering
geodesic balls Br of radius r   in the hyperbolic space H n. In this case
it is known that *1  (n&1)24 as r tends to infinity and the growth of
volume of Br is of order e (n&1) r.
Let us come back to the case of a compact manifold M. Suppose that f
is a smooth function such that &grad f &1 and t0 is a median of f. By
Sard’s theorem the set Rf of regular values is dense (and since M is com-
pact it is also open). If t0 # Rf , then [ f =t0] is a 1-codimensional sub-
manifold dividing M into two disjoint regular domains D+=[ f >t0] and
D&=[ f <t0] of volume 12. Applying the above result to both D+ and
D& we get:
+( | f &t0 |>=)6e&2.(= - *1), (6)
where *=inf[*1(D): v(D)12]. If t0  Rf then there are sequences,
tn , sn # Rf such that tn a t0 and sn A t0 . Put An=[ f >tn] and Bn=[ f <sn].
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Clearly v(An), v(Bn)12 and for all x  An _ Bn : | f (x)&t0 |tn&sn .
Therefore (6) follows by considering An and Bn instead of D+ and D& .
5. EXAMPLES
The first example is based on the following Hardy-type inequality.
Lemma 5.1. Let g: R  R+ be the density of a probability measure
+, M # R and define:
|
x
&
g(s) ds if xM
GM (x) :={| 
x
g(s) ds if x<M
Suppose GM(x)=sM(x) g(x), |sM(x)|KM and K=infM KM . Then for all
bounded smooth functions f : R  R:
| f 2 d+&\| f d++
2
4K 2 | f $2 d+.
Proof. W.l.o.g. we may assume that f (M)=0. Splitting the integral
 f 2 d+ into the two integrals M& f
2 d+ and M f
2 d+ we get by the
integration by parts formula:
| f 2 d+=&2 |
M
&
f $fsM d++2 |

M
f $fsM d+.
By CauchySchwarz and the elementary inequality - ab + - cd 
- (a+c)(b+d ), we obtain
| f 2 d+2KM \| f $2 d++
12
\| f 2 d++
12
. K
A typical example is the Laplace distribution g(x)= 12e
&|x|. In this case
it is easy to see that K=1. A classical tensorization argument implies that
for all C1 functions f : Rn  R:
| f 2 d+n&\| f d+n+
2
4K 2 | &grad f &22 d+n
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where +n is the product probability measure of +. By Corollary 4.4 we thus
get a weaker (but in some respect sharp) deviation inequality than
M. Talagrand:
+n \} f &| f d+ }>=+2e&4.(=4),
which holds for all 1K-Lipschitz functions f : ln2  R.
The second example is standard. Let L be the self-adjoint, negative (not
necessarily bounded) integral operator on L2(X, +):
Lf (x)=| ( f ( y)& f (x)) K(x, y), +(dy),
K(x, y)0, K(x, y)=K( y, x).
As in the case of a diffusion on a manifold we define
1( f, f )(x) := 12 (Lf
2&2 fLf )(x)= 12 | ( f ( y)& f (x))2 K(x, y) +(dy).
Hence the remark following Corollary 4.4 applies. In particular this covers
the case where X is a finite graph with uniform measure +. In this case
K(x, y)=1 if x and y are connected and 0 otherwise. Thus both the
GromovMilman theorem and the AlonMilman theorem, [1], follow
from Corollary 4.4.
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