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VPINNs: VARIATIONAL PHYSICS-INFORMED NEURAL NETWORKS
FOR SOLVING PARTIAL DIFFERENTIAL EQUATIONS ˚
EHSAN KHARAZMI :, ZHONGQIANG ZHANG ;, GEORGE EM KARNIADAKIS§¶
Abstract. Physics-informed neural networks (PINNs) [31] use automatic differentiation to solve partial differ-
ential equations (PDEs) by penalizing the PDE in the loss function at a random set of points in the domain of interest.
Here, we develop a Petrov-Galerkin version of PINNs based on the nonlinear approximation of deep neural networks
(DNNs) by selecting the trial space to be the space of neural networks and the test space to be the space of Legendre
polynomials. We formulate the variational residual of the PDE using the DNN approximation by incorporating the
variational form of the problem into the loss function of the network and construct a variational physics-informed
neural network (VPINN). By integrating by parts the integrand in the variational form, we lower the order of the dif-
ferential operators represented by the neural networks, hence effectively reducing the training cost in VPINNs while
increasing their accuracy compared to PINNs that essentially employ delta test functions. For shallow networks with
one hidden layer, we analytically obtain explicit forms of the variational residual. We demonstrate the performance
of the new formulation for several examples that show clear advantages of VPINNs over PINNs in terms of both
accuracy and speed.
Key word. physics-informed learning, PINNs, variational neural network, automatic differentiation, PDE,
Petrov-Galerkin formulation
1. Introduction. Developing efficient and accurate numerical methods for simulating
the multiscale dynamics of physical and biomedical phenomena has been a long-standing
challenge in scientific computing. Several methods have been developed in the literature that
aim to provide stable, convergent and accurate approximations of the partial differential equa-
tions (PDEs) that govern multiscale dynamics. The most popular and standard approaches
are finite difference, finite element and spectral methods. These methods generally convert
the mathematical model into its discrete counterpart using a grid over the computational do-
main and then solve the resulting linear or nonlinear system of PDEs for the unknown state
variables at the nodes of the grid or for the unknown coefficients of functional expansions
describing these state variables. Spectral methods, in particular, consider a linear combina-
tion of some known basis (trial) functions as a modal/nodal approximation, where the span
of these basis functions constructs a convergent discrete solution space of the problem. The
resulting system of unknown coefficients is then obtained by testing the equation with suit-
able test functions. In a Petrov-Galerkin setting, the trial basis and test function spaces are
distinct and hence different choices yield different numerical schemes, while in the Galerkin
framework the trial basis functions and test functions are identical. These methods have been
significantly advanced over the past five decades and successfully employed in simulating
physical and biological problems, e.g. [22] and the references therein.
In a more general setting, a different technique put forward more recently is the nonlin-
ear approximation [11, 12], which extends the approximants to belong to a nonlinear space
and does not limit the approximation to linear spaces, leading to a more robust estimation
by sparser representation and cheaper computation. The nonlinear approximation contains
different approaches including wavelet analysis [7], dictionary learning [35], adaptive pur-
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2suit and compressed sensing [9, 27, 4, 5], adaptive splines [11], radial basis functions [10],
Gaussian kernels [16], and neural networks [24, 26, 8]. For example, for functions in Besov
spaces with smoothness s and input dimensionality of d, it has been shown that an approxi-
mation of order OpN´s{dq that is almost optimal can be constructed [10, 16, 23]. Moreover, for
Ho¨lder continuous functions of order 1 on r0, 1sd, an Op´ 12d q approximation was constructed
in [38] and then further improved to Op´ 2d q in [33]. While nonlinear approximation presents
more capabilities, its nonlinear nature imposes extra complications, and achieving the optimal
approximation rate, especially in high dimensional spaces, remains an ongoing challenging
problem.
A neural network (NN), and in particular a deep NN (DNN), can be built to construct
a relation uNNpxq : Ω Ñ R between a high-dimensional input x P Ω Ă Rd with some
positive integer d and the output uNN P R via algebraic operations and nonlinear mapping.
One of the main advantages of DNNs is that they can represent a large family of functions
with a relatively small number of parameters. It was shown in [6] that a two-layer (containing
only a single hidden layer) network has great expressive power, and in particular a two-
layer network with sigmoid activations could approximate any continuous function. It was
also shown in [1] that a one-to-one correspondence between the class of ReLU DNNs and
piecewise linear (PWL) functions can be established, which shows that any PWL function
can be representable by a ReLU DNN. DNNs are generally comprised of input, output, and
hidden layer(s), where each layer may contain several neurons. Assuming a fully connected
network, the connection between neurons forms a complete graph. In this case, each interior
hidden layer receives the information from the previous layer and passes it to the next layer
after applying a combination of scaling (by some weights), shifting (by some biases), and a
nonlinear mapping. The final output of the network is then a nonlinearly-mapped weighted
summation of input and hidden layers with certain biases, where the weights w and biases b
are called the unknown parameters of the network. As DNNs use nonlinear compositional
mappings, usually there is no closed form solution of the network parameters, and they are
obtained via iterative algorithms, e.g. back propagation, that minimizes a properly defined
objective (loss) function. Generally, the loss function is designed as a discrepancy measure
between the network output uNN and the given data u, where its minimization returns the
parameters that best approximate the solution. This process of loss minimization is called
network training, and a trained network has usually “optimum” parameters that can accurately
represent the training data sets, while its performance over any other admissible input data
(test data) should be examined.
In most of practical applications of NN, the constructed network can be thought of being
ignorant of any possibly existing underlying mathematical model expressing physical laws,
and therefore gives a model-ignorant algorithm as the network training process does not re-
quire any knowledge of the underlying mathematical model. Recently, NNs have been con-
structed such that they incorporate the underlying mathematical model in the network graph
and construct a physics-informed neural network (PINN) [31]. The loss function contains
extra terms to merge the mathematical model as an additional constraint to ensure that the
network output satisfies the mathematical model as well. For accurate and reliable training,
model-ignorant networks require a fairly large number of high fidelity training data points,
which are in general expensive to obtain. The physics-informed approach, however, replaces
such large volume data requirement by infusing information from the underlying physics by
forcing the network output to satisfy the corresponding mathematical model at some penal-
izing points that are available at minimal cost, and thus the network only requires a minimal
number of expensive training data. The recent development of PINNs has been well estab-
lished for forward and inverse problem of solving differential equations [30, 32, 39, 29] and
3since then a number of extensions has been made to tackle several physical and biomedical
problems [28, 18, 19]. All of these formulations employ the strong form of the mathemati-
cal models into the network, i.e., the conservation laws are enforced at random points in the
space-time domain.
In this paper, we develop a variational physics-informed neural network (VPINN) within
the Petrov-Galerkin framework, where the solution is represented by nonlinear approximation
via a (deep) neural network, while the test functions still belong to linear function spaces. Un-
like a PINN that incorporates the strong form of the equation into the network, we incorporate
the variational (weak) formulation of the problem and construct a variational loss function.
The advantages of the variational formulation are multi-fold:
‚ The order of differential operators can be effectively reduced by proper integration-
by-parts, which reduces the required regularity in the (nonlinear) solution space.
This will further mitigate the complexity of PINNs in taking high-order derivatives
of nonlinear compositional functions, leading to less computationally expensive al-
gorithms.
‚ In the case of shallow networks and for special activation and test functions, the loss
function can be expressed analytically, which opens up the possibility of performing
numerical analysis of such formulations.
‚ The large number of penalizing points required by PINNs is replaced by a relatively
small number of quadrature points that are used to compute the corresponding inte-
grals in the variational formulation.
‚ This setting can benefit from domain decomposition into many sub-domains, where
in each sub-domain we can use a separate number of test functions based on the
local regularity of the solution. This yields a local (elemental) more flexible learning
approach.
The rest of the paper is organized as follows. In section 2, we briefly discuss the nonlinear
function approximation of DNNs. In section 3, we formulate the proposed VPINN, and
then carry out the analytical approach in the derivation of variational residuals for shallow
networks in section 4. We take the formulation to deeper networks in section 5. Each section
is supported by several numerical examples to demonstrate the performance of the proposed
method. We conclude the paper with a summary section 6.
2. Nonlinear Function Approximation. In general, a nonlinear approximation identi-
fies the optimal approximant as a linear composition of some nonlinear approximators. Let
x P Ω Ă Rd and u : Ω Ñ R be a target function in a Hilbert space associated with some
proper norm } ¨ }‹ such as L2 or L8 norm. A DNN, comprised of L hidden layers with Ni
neurons in each layer and activation function σ, is a powerful nonlinear approximation that
takes the compositional form
upxq « u˜pxq “ l ˝ T pLq ˝ T pL´1q ˝ ¨ ¨ ¨ ˝ T p1qpxq.(2.1)
The nonlinear mapping in each hidden layer i “ 1, 2, ¨ ¨ ¨ , L is T piqp¨q “ σpWi ˆ ¨ ` biq with
weights Wi P RNiˆNi´1 and biases bi P RNi , where N0 “ d is the input dimension. The output
of the last hidden layer is finally mapped via the liner mapping l : RNL Ñ R to the network
output. We note that the activation function σ has similar form for each neuron, however, it
may also have different domain and image dimensionality based on the structure of network
[20, 19].
For a specific network structure (depth L and width N) and a choice of activation func-
tion, DNN (2.1) seeks an approximation that minimizes an objective function that measures
the discrepancy of NN output and the given target function, i.e. }upxq ´ u˜pxq}‹. Therefore,
the approximated function is obtained as u˚pxq “ arg min
W, b
}upxq´ u˜pxq}‹. This minimization
4problem, however, is not trivial as usually DNNs take high dimensional inputs and have deep
structures that can lead to some numerical issues such as local minima traps, and in practice,
one finds uˆpxq « u˚pxq as the approximation. Hence, the accuracy of DNNs can be charac-
terized by dividing the expected error into three main types: approximation error }u˜ ´ u}‹,
generalization error }u˚ ´ u˜}‹, and optimization error }uˆ ´ u˚}‹. There have been several
works in the literature [21, 8, 25, 34, 14, 33], which attempt to identify these different sources
of error and develop a proper framework for error analysis of deep NN. Achieving an optimal
approximation, however, depends on many factors and it still remains an open problem.
3. Variational Physics-Informed Neural Networks (VPINNs). In general, the under-
lying governing equation of a physical problem in steady state can be written as
Lqupxq “ f pxq, x P Ω(3.1)
upxq “ hpxq, x P BΩ(3.2)
over the physical domain Ω Ă Rd with dimensionality d and boundaries BΩ. The quantity
upxq : Ω Ñ R describes the underlying physics, the forcing f pxq is some (sufficiently) known
external excitation, and L usually contains differential and/or integro-differential operators
with parameters q. A proper numerical method obtains the approximate solution u˜pxq « upxq
to the above set of equations, while satisfying the boundary/initial conditions is a critical key
in the stability and convergence of the method.
‚ PINNs: A solution of equations (3.1) and (3.2) can be obtained by employing a DNN as
approximated solution, i.e. upxq « u˜pxq “ uNNpx;w,bq, where uNN is a neural network
output with weights and biases tw,bu, respectively. This results in a physics-informed neural
network (PINN), which was first introduced in [31]. The PINN algorithm infuses the gov-
erning equation to the network by forcing the network output to satisfy the corresponding
mathematical model in the interior domain and at boundaries. Let xr P Ω and xu P BΩ be
some interior and boundary points, respectively. We define the strong-form residual as
residuals “ rpxq ´ rbpxq,(3.3)
rpxq “ LquNNpxq ´ f pxq, @x P xr,
rbpxq “ uNNpxq ´ hpxq, @x P xu.
Subsequently, we define the strong-form loss function as
Ls “ Lsr ` Lu,(3.4)
Lsr “ 1Nr
Nrÿ
i“1
ˇˇˇ
rpxriq
ˇˇˇ2
, Lu “ τ 1Nu
Nuÿ
i“1
ˇˇˇ
rbpxuiq
ˇˇˇ2
,
in which τ denotes a penalty parameter. Here, we use the superscript s to refer to the loss
function associated with the strong form of residual and also later to distinguish between this
from and other considered cases. In this setting, we pose the problem of solving (3.1) and
(3.2) as:
find u˜pxq “ uNNpx;w˚,b˚q such that tw˚,b˚u “ argminpLspw,bqq.(3.5)
The approximated solution uNN in PINNs does not necessarily satisfy the boundary con-
ditions. Therefore, we see that the strong-form loss function is comprised of two parts: the
first part that penalizes the strong-form residual at some interior (penalizing) points xr, and the
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Fig. 1: A schematic of training and penalizing points on a
complicated domain in evaluation of strong-form loss function
Lspw,bq. The squares are training points scattered around on the
domain boundary and triangles are a few interior training points.
The crosses are penalizing points, which are largely available in
millions as mini batch sizes can be used. We note that the training
points can include some interior points as well, which can effi-
ciently add the known information from the interior domain to the
training algorithm; see [31] for more details.
second part that penalizes the solution at boundary (training) points xu, leading to a penalty-
like method. Fig. 1 schematically shows these points in an arbitrary domain. Several spectral
penalty methods have been developed in the literature, see e.g. [13, 17, 36]. In general, these
penalty methods construct a unified equation by efficiently adding the boundary conditions to
the interior governing equation via a penalty term. This term includes a penalty function Qpxq
and a penalty parameter τ that are designed such that the corresponding scheme maintains the
coercivity in proper function spaces and norms. In the context of spectral methods, a penalty
term is required when the basis functions do not naturally satisfy the boundary conditions, and
in polynomial pseudospectral (or collocation) methods Qpxq takes similar polynomial form
as the interpolation polynomials [13]. There is no analysis in the literature that formulates
PINNs in the form of a penalty method. Thus, the penalty parameter τ in the strong-form loss
function depends on the problem at hand and designed based on numerical experiments but
it can also be set as a hyperparameter.
‚VPINNs: Here, we develop the new setting of variational physics-informed neural network,
which is inspired by the variational form of the mathematical problem. We let the approxi-
mation form u˜pxq “ uNNpx;w,bq with weights and biases tw,bu, respectively. We also let
vpxq be a properly chosen test function. We multiply (3.1) by the test function and integrate
over the whole domain to obtain the variational form
pLquNNpxq, vpxqqΩ “ p f pxq, vpxqqΩ(3.6)
upxq “ hpxq, x P BΩ(3.7)
where p¨, ¨q denotes the usual inner product. This variational form leads to the variational
residual, defined as
Residualv “ R´ F ´ rb,(3.8)
R “ pLquNN , vqΩ , F “ p f , vqΩ ,
which is enforced for any admissible test function vk, k “ 1, 2, ¨ ¨ ¨ and rb has the same form
as in (3.3). Hence, we construct a discrete finite dimensional space VK by choosing a finite
set of admissible test functions and let
VK “ spantvk, k “ 1, 2, ¨ ¨ ¨ ,Ku.
Subsequently, we define the variational loss function as
Lv “ LvR ` Lu,(3.9)
LvR “
1
K
Kÿ
k“1
ˇˇˇ
Rk ´ Fk
ˇˇˇ2
, Lu “ τ 1Nu
Nuÿ
i“1
ˇˇˇ
rbpxuiq
ˇˇˇ2
,
in which τ denotes the penalty parameter. Here, we use the superscript v to refer to the loss
function associated with the variational form of residual. In this setting, we pose the problem
of solving (3.6) and (3.7) as:
find u˜pxq “ uNNpx;w˚,b˚q such that tw˚,b˚u “ argminpLvpw,bqq.(3.10)
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Fig. 2: Schematic of VPINN in a Petrov-Galerkin formulation. Trial functions belong to the space of NN and test functions
can be chosen from a separate NN or other function spaces such as polynomials and trigonometric functions. Red color represents
the differential operators on trial space. Green color represents the test functions and their derivatives. Blue color represents the
variational residuals R.
Remark 3.1 (Analogy between strong-form and variational residual). A similar analogy
as in standard numerical schemes to solve the strong and variational (weak) forms of differ-
ential equations can be constructed here too. Loosely speaking, by adopting the delta dirac
function as the test function, i.e. vkpxq “ δpx ´ xkq, the variational residual (3.8) becomes
the strong-form residual, given in (3.3) evaluated at (penalizing point) xk:
Rk ´ Fk “ pLquNNpxq, vkpxqqΩ ´ p f pxq, vkpxqqΩ
“ pLquNNpxq, δpx´ xkqqΩ ´ p f pxq, δpx´ xkqqΩ
“ LquNNpxkq ´ f pxkq
“ rpxkq.
Therefore, in the strong-form, we evaluate the residual at some penalizing points while there
are no such points in the variational form and instead we test the residual with a set of test
functions.
A major challenge in VPINN, unlike PINN, is to compute the integrals in the loss func-
tion. The compositional structure of neural networks makes it almost impossible to obtain
analytic expression of these integrals. Their computation is also not fully practically feasible
as even in the case of network with two hidden layer there is no analysis for their quadrature
rules. In order to avoid such a complication, we first choose a shallow network with one
hidden layer. This enables us to carry out the derivations analytically at least for some special
cases. Then, we will introduce deep VPINNs by composing several hidden layers and consid-
ering deep networks, where we need to employ numerical integration techniques to compute
the integrals in the variational residuals.
4. Shallow VPINNs. We consider a shallow neural network with one hidden layer and
N neurons. We let upxq : Ω Ñ R, where Ω “ p´1, 1q, and consider the following boundary
value problem
´d
2upxq
dx2
“ f pxq, x P p´1, 1q(4.1)
up´1q “ g,(4.2)
7up1q “ h,
where h and g are constants and we assume the force term f pxq is fully available (this assump-
tion can be relaxed as we do not need the force term to be available at all points). Let the
approximate solution be upxq « u˜pxq “ uNNpxq, then the strong-form residual (3.3) becomes
residuals “ rpxq ´ rbpxq(4.3)
rpxq “ ´d
2uNNpxq
dx2
´ f pxq, x P p´1, 1q,
rbpxq “ uNNpxq ´ upxq, x “ ˘1.
We choose a set of test functions vkpxq P VK with compact support on Ω such that
vkpxq “
#
non-zero, x P p´1, 1q,
0, else where,
k “ 1, 2, ¨ ¨ ¨ ,K.(4.4)
The variational residual (3.8) then becomes
Residualvk “ Rk ´ Fk ´ rb(4.5)
Rk “ ´
ˆ
d2uNNpxq
dx2
, vkpxq
˙
Ω
, Fk “ p f pxq, vkpxqqΩ ,
where rb is given in (4.3). By integrating by parts in the first term Rk, we can define three
distinctive variational residual forms, namely
Rp1qk “ ´
ˆ
d2uNNpxq
dx2
, vkpxq
˙
Ω
,(4.6)
Rp2qk “
ˆ
duNNpxq
dx
,
dvkpxq
dx
˙
Ω
´ duNNpxq
dx
vkpxq
ˇˇˇˇ
BΩ
,(4.7)
Rp3qk “ ´
ˆ
uNNpxq, d
2vkpxq
dx2
˙
Ω
´ duNNpxq
dx
vkpxq
ˇˇˇˇ
BΩ
` uNNpxq dvkpxqdx
ˇˇˇˇ
BΩ
.(4.8)
The corresponding variational loss functions for each case take the form
Lvpiq “ LvpiqR ` Lu, i “ 1, 2, 3,(4.9)
LvpiqR “
1
K
Kÿ
k“1
ˇˇˇ
Rpiqk ´ Fk
ˇˇˇ2
, Lu “ τ2
ˆˇˇˇ
uNNp´1q ´ g
ˇˇˇ2 ` ˇˇˇuNNp1q ´ hˇˇˇ2˙ ,
Remark 4.1. Because the test functions have compact support over Ω, the first boundary
term in (4.7) and (4.8) vanishes. Moreover, by choosing a proper weight coefficient τ in (4.9),
we make sure that the network learns the boundary accurately. Therefore, we replace the
second boundary term in (4.8) by the exact values at boundaries. Hence, we have
duNNpxq
dx
vkpxq
ˇˇˇˇ
BΩ
“ 0, uNNpxq dvkpxqdx
ˇˇˇˇ
BΩ
« upxq dvkpxq
dx
ˇˇˇˇ
BΩ
.
4.1. Shallow VPINN With Sine Activation Functions And Sine Test Functions. A
shallow network with one hidden layer has a relatively simple representation, which enables
us to carry out the integrals analytically. Denoting the weights and biases associated with the
8Fig. 3: A shallow neural network with one
hidden layer, N neurons, and activation func-
tion σ. We let uNN j pxq “ a j σ pw j x` θ jq
and uNNpxq “ řNj“1 uNN j pxq.
𝑥
𝜎
𝜎 𝑢
𝜎
𝑤1 𝜃1 𝑎1
𝑤𝑗 𝜃𝑗 𝑎𝑗
𝑤𝑁 𝜃𝑁 𝑎𝑁
first layer by w j and θ j, respectively, and the weights associated with the output by a j, we
construct the neural network with N neurons and represent the approximate solution as
uNNpxq “
Nÿ
j“1
uNN jpxq “
Nÿ
j“1
a j sin pw j x` θ jq ,(4.10)
where σ “ sin is the activation function. Figure 3 shows the schematic of the network. We
also choose the test functions to be sine functions of the form
vkpxq “ sinpk pi xq, k “ 1, 2, ¨ ¨ ¨ ,K.(4.11)
The derivation of variational residuals is not complicated but requires careful use of several
trigonometric identities. We present the full derivations in the Appendix A and only present
the final results here. The variational residuals (4.6)-(4.8) become
Rp1qk “ Rp2qk “ 2p´1qk k pi
Nÿ
j“1
a j w2j cospθ jq sinpw jq
w2j ´ k2pi2
,(4.12)
Rp3qk “ 2p´1qk k pi
Nÿ
j“1
a j k2 pi2 cospθ jq sinpw jq
w2j ´ k2pi2
` p´1qk k pi ph´ gq.(4.13)
We note that the variational forms (4.6) and (4.7) have exact similar analytical expression,
however, the form (4.8) is different due to the additional boundary approximation explained
in Remark 4.1.
‚ Steady Burger’s Equation: The Burger’s equation is one of the fundamental PDEs arising
in various physical fields, including nonlinear acoustics, gas dynamics, and fluid mechanics;
see e.g. [37] and references therein. This equation was first introduced in [2] and then later
in the context of theory of turbulence was studied in [3]. Here, we study the one-dimensional
steady state Burger’s equation, given as
u
du
dx
´ d
2u
dx2
“ f pxq,(4.14)
up´1q “ g, up1q “ h.
The variational residual (3.8) for this problem becomes
Residualvk “ Rk ` RNLk ´ Fk ´ rb,(4.15)
in which
RNLk “
ˆ
uNNpxqduNNpxqdx , vkpxq
˙
Ω
,(4.16)
9and other terms are the same as in (4.5). The corresponding variational loss functions for this
problem can be written as
Lvpiq “ LvpiqR ` Lu, LvpiqR “
1
K
Kÿ
k“1
ˇˇˇ
Rpiqk ` RNLk ´ Fk
ˇˇˇ2
, i “ 1, 2, 3.(4.17)
The shallow network (4.10) with test functions (4.11) gives
RNLk “ p´1qk k pi
Nÿ
i“1
Nÿ
j“1
aia jwi
„
sinpw j ` wiq cospθ j ` θiq
pw j ` wiq2 ´ k2pi2 `
sinpw j ´ wiq cospθ j ´ θiq
pw j ´ wiq2 ´ k2pi2

.
(4.18)
The detailed derivation is given in the appendix.
‚ Numerical Examples: Here, we examine the performance of our proposed method using
a shallow network with sine activation function to solve the steady state Burger’s equation.
We also employ sine test functions and train the network using the loss function defined in
(4.17).
Example 4.2. We consider equation (4.14) and let the exact solution, boundary values,
and force term be of the form
uexact “ A sinpωxq, g “ A sinp´ωq, h “ A sinpωq,
f pxq “ A2ω{2 sinp2ωxq ` Aω2 sinpωxq.
We show the results for variational forms Rp1q and Rp2q in Figs. 4-5, and for variational form
Rp3q in Fig. 6.
Table 1: One dimensional steady state Burger’s equation: Neural network, optimizer, and VPINN parameters.
VPINN
variational form Rp1q, Rp2q , Rp3q
# test functions 5
test functions sinpkpixq
τ 5
NN
# hidden layers 1
# neurons in each hidden layer 5
activation function sine
optimizer Adam
learning rate 10´3
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Fig. 4: One-dimensional steady state Burger’s equation: VPINN with Rp1q “ Rp2q formulation. Left: exact solution sinp2.1pixq
and VPINN approximation. Right: point-wise error averaged over several random network initializations. See Table 1 for VPINN
hyperparameters.
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Fig. 5: One-dimensional steady state Burger’s equation: network initialization effect on optimization performance. Left: com-
parison of loss values. Right: comparison of point-wise error. The red dashed line shows a more successful optimization and thus a
much lower error. See Table 1 for VPINN hyperparameters.
1.0 0.5 0.0 0.5 1.0
x
0
1
2
3
4
po
in
t
w
is
e
er
ro
r
1e 4
= 1
= 2
= 5
= 10
= 15
0 10000 20000 30000 40000 50000
iteration
10 5
10 3
10 1
101
103
lo
ss
va
lu
es
= 1
= 2
= 5
= 10
= 15
1.00 0.95 0.90 0.85 0.80
x
0
1
2
3
4
po
in
t
w
is
e
er
ro
r
1e 4
0.80 0.85 0.90 0.95 1.00
x
0
1
2
3
4
po
in
t
w
is
e
er
ro
r
1e 4
Fig. 6: One-dimensional steady state Burger’s equation: effect of penalty parameter τ in the Rp3q formulation. Top Left:
comparison of exact solution sinp2.1pixq and VPINN approximation for different τ. Top Right: loss value. Bottom: the zoom-in
display of point-wise error close to boundaries. See Table 1 for VPINN hyperparameters.
‚Discussion: In Example 4.2, the exact solution is the sine function with a fixed frequency
ω. In the developed VPINN to solve this problem, we construct a shallow network of one
hidden layer with N neurons and sine activation function. Therefore, each neuron represents
a sine function with adaptive frequency w j. Ideally, one neuron would be sufficient to ex-
actly capture the solution if the neuron frequency w j could be precisely optimized to exact
frequency ω. This is not the case in practice however, as the optimizer may fail to converge if
the network initialization is very far from the target values. In general, weights and biases are
initialized from known probability distributions. Xavier initialization [15] is one of the most
widely used initialization method, which initializes the weights in the network by drawing
them from a distribution with zero mean and a finite variance. The optimal value of variance
is given 1{N, where N is the number of nodes feeding into that layer. This optimal value,
however, leads to optimizer failure in our VPINN formulation for the problem at hand. This
is due to the fact that the neuron frequencies are initially drawn from a very narrow distribu-
tion and therefore they may fall very far from the target frequency. To avoid this failure, we
need to widen the distribution and increase the number of neurons to make sure at least one
of the neuron frequencies will fall close enough to the target frequency. We also note that
the construction of force vector is carried out exactly and we do not use any quadrature rules.
Therefore, we can isolate the error associated with the optimization process of the network.
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Figure 4 shows the point-wise error, averaged over several different random network initial-
izations. In the most successful case of optimization, we report the L8-norm error of order
10´9 for this specific problem.
In the formulation of Rp3q in (4.8) and then later in (4.13) for a shallow network, we
use Remark 4.1 to replace the boundary terms in the variational loss with the exact known
boundary conditions. In this case, the convergence of error depends strongly on how well the
network learns the boundary conditions, in that any error from the inaccurate approximation
of the boundary condition will propagate through the interior domain. Therefore, by increas-
ing the penalty coefficient in the loss function, we mitigate the error at the boundaries and
contain its adverse propagation to the interior domain; see Fig. 6.
The PINN formulation with sine activation function fails to lead to an accurate approx-
imation. We used a shallow network with single hidden layer, N “ 50 neurons, Nr “ 1000
penalizing points, and obtained the L8 approximation error of or Op1q. We note, however,
that the choice of tanh activation function performs much more accurately, and with similar
network structure results in L8 approximation error of or Op10´5q. This is still not compara-
ble with VPINN, as in VPINN, we obtain a much more accurate result with a much simpler
network.
Example 4.3. We consider equation (4.14), however, we let the exact solution vanish at
the two boundaries, i.e.
uexact “ Ap1´ x2q sinpωxq, g “ h “ 0.
The force term f pxq can be obtained easily by substituting uexact in (4.14). We show the error
convergence by increasing the number of neurons and test functions for variational forms
Rp1q “ Rp2q and Rp3q in Fig. 7. In all cases, the value of the penalty parameter is fixed to
τ “ 100.
‚Discussion: We first consider the projection of the exact solution uexact onto the network.
By using the sine test functions (4.11), we introduce the variational residual of projection and
the loss function as
uexact « uNNpxq “
Nÿ
j“1
a j sin pw j x` θ jq ,
Rpro jk “ puNNpxq, vkpxqqΩ , Uk “ puexactpxq, vkpxqqΩ ,
Lpro j “ 1
K
Kÿ
k“1
ˇˇˇ
Rpk ´ Uk
ˇˇˇ2 ` τˆˇˇˇuNNp´1q ´ gˇˇˇ2 ` ˇˇˇuNNp1q ´ hˇˇˇ2˙ .
Following similar steps as in (4.13), we can obtain an analytical expression of the variational
residual,
Rpro jk “ 2p´1qk k pi
Nÿ
j“1
a j cospθ jq sinpw jq
w2j ´ k2pi2
.(4.19)
The convergence of uNNpxq Ñ uexact by minimizing the loss function Lpro j depends strongly
on the number of neurons N, number of test functions K, and performance of optimization.
We observe that we can obtain the best L8 projection error of order Op10´4q by choosing
N “ K “ 5, where any other combination leads to less accurate results. In solving the
differential equation, we expect VPINN to give an accuracy level of almost similar order as the
projection. In example 4.3, the periodic boundary conditions simplifies the Rp3q formulation
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uexact “ p1´ x2q sinp2.1pixq
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Fig. 7: Example 4.3. One-dimensional steady state Burger’s equation: error convergence by increasing N (number of neurons)
and K (number of test functions). Shallow network with L “ 1 hidden layer, sine activation, and sine test function.
by removing the term ph´gq in (4.13). However, the approximation in Remark 4.1 still exists,
and thus, Rp3q does not necessarily perform better, compared to the other formulations. We
see that by increasing the number of neurons and test functions, the error over the whole
domain decreases. It will, however, saturate at some points, where the optimization error
becomes dominant.
In general, we can decompose the expected error associated with VPINN into four main
types: NN approximation (expressivity of NN), spectral projection, numerical integration,
and optimization. Yet, it is hard to isolate single sources in the analysis of error as they are
strongly related to each other. High expressivity, i.e. higher number of neurons N in the
network, may complicate the loss function, leading to poor optimization performance. More
importantly, the choice of sine activation function further requires additional care in network
initialization, as was explained in example 4.2. In our derivations for the shallow network,
we remove the error of numerical integration by analytically expressing the loss functions.
Then, by increasing N and K, we seek the best combination that leads to better accuracy.
4.2. Shallow Network with Sine Activation Functions and Polynomial Test Func-
tions. By considering sine activation function, we construct a similar shallow network as in
(4.10); also shown in Fig. 3. Here, we choose a combination of Legendre polynomials as test
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functions, i.e.,
vkpxq “ Pk`1pxq ´ Pk´1pxq, k “ 1, 2, ¨ ¨ ¨ ,K,(4.20)
which naturally vanish at the boundary points vkp´1q “ vkp1q “ 0. We note that the construc-
tion of variational residuals in this case is not unique, as one can use different properties of
Jacobi polynomials to take the integrals and derive various formulations. We use the recursion
formula of Legendre polynomials to obtain the variational residuals (4.6)-(4.7). Therefore,
Rp1qk “
Nÿ
j“1
a j w2j
ż 1
´1
sinpw jx` θ jq pPk`1pxq ´ Pk´1pxqq dx
(4.21)
“
Nÿ
j“1
a j w2j
ż 1
´1
Imteipw j x`θ jqu pPk`1pxq ´ Pk´1pxqq dx
“
Nÿ
j“1
a j w2j Im
 
eiθ j pIk`1pw jq ´ Ik´1pw jqq
( “ Nÿ
j“1
a j w2j pCk`1pw jq ´Ck´1pw jqq
and
Rp2qk “
Nÿ
j“1
a j w j
ż 1
´1
cospw jx` θ jq ddx pPk`1pxq ´ Pk´1pxqq dx(4.22)
“
Nÿ
j“1
a j w j
ż 1
´1
Reteipw j x`θ jqu p2k ` 1qPkpxq dx
“ p2k ` 1q
Nÿ
j“1
a j w j Re
 
eiθ j Ikpw jq
( “ p2k ` 1q Nÿ
j“1
a j w j Bk`1pw jq,
where i “ ?´1, Ret¨u and Imt¨u are the real and imaginary parts, respectively, and the
following quantities
Ikpw jq “
ż 1
´1
eiw j xPkpxq dx, Ckpθ j,w jq “ Im
 
eiθ j Ikpw jq
(
, Bkpθ j,w jq “ Re
 
eiθ j Ikpw jq
(
,
have the following recursion formulas for k “ 2, 3, ¨ ¨ ¨ ,K
Ik “ i2k ´ 1w j Ik´1 ` Ik´2, I0 “
2 sinpw jq
w j
, I1 “ ´ 2iw j
ˆ
sinpw jq ´ cospw jqw j
˙
,
Ck “ 2k ´ 1w j Bk´1 `Ck´2, B0 “
2 sinpw jq cospθ jq
w j
C1 “ ´2 cospθ jqw j
ˆ
sinpw jq ´ cospw jqw j
˙
,
Bk “ ´2k ´ 1w j Ck´1 ` Bk´2, C0 “
2 sinpw jq sinpθ jq
w j
, B1 “ 2 sinpθ jqw j
ˆ
sinpw jq ´ cospw jqw j
˙
.
The full derivations of recursive formulas are given in Appendix B.
‚ Numerical Examples: Here, we consider the Poisson’s equation as the analytical expres-
sion of nonlinearity becomes very complicated, if not impossible, using polynomial test func-
tions. Thus,
´d
2u
dx2
“ f pxq, up´1q “ g, up1q “ h.(4.23)
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The variational residual of the network then becomes
Residualvk “ Rk ´ Fk ´ Rbk ,(4.24)
and therefore, the corresponding variational loss function for this problem can be written as
Lvpiq “ 1
K
Kÿ
k“1
ˇˇˇ
Rpiqk ´ Fk
ˇˇˇ2 ` τ
2
ˆˇˇˇ
uNNp´1q ´ g
ˇˇˇ2 ` ˇˇˇuNNp1q ´ hˇˇˇ2˙ , i “ 1, 2.(4.25)
Example 4.4. We consider equation (4.23) and let the exact solution be of the form
uexact “ A sinpωxq ` tanhprxq.
The force term is simply obtained by substituting exact solution in the equation. We show the
results for A “ 0.1, ω “ 4pi, and r “ 5 in Fig. 8. We set the penalty parameter τ “ 10.
uexact “ 0.1 sinp4pixq ` tanhp5xq
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Fig. 8: One-dimensional Poisson’s equation: error convergence by increasing number of neurons N and number of test functions
K. VPINN: Rp1q formulations of shallow network with L “ 1 hidden layer, sine activation, and Legendre test function. A shallow
PINN with L “ 1 hidden layer, N “ 50 neurons, sine activation, and Nr “ 1000 penalizing points has the L8 error of Op10´1q.
‚ Discussion: The performance of VPINN by employing polynomial test functions (4.20)
is much better compared to sine test functions (4.11) when the exact solution is not of a
simple sinusoidal form. However, the analytical expression for the variational residual and
the loss function become more complicated. When a high number of test functions is used,
the recursion formulas lead to a high exponent of weights in the denominator, which makes
the loss function very sensitive to the initialization of weights and biases. In Fig. 8, we
show the error convergence of a shallow VPINN for different number of neurons and test
functions, based on variational residual Rp1q; we observe similar results for the formulation
Rp2q too. We note that in Fig. 8, the best approximation for N “ K “ 18 (blue line) has
the highest loss value, compared to other cases. This shows that although the network has
higher expressivity, the optimizer has more difficulty to train the network, and in case that the
optimizer performs better, one can expect more accurate approximation by increasing N and
K. Compared to a shallow PINN with L “ 1 hidden layer and sine activation, but a much
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higher number of neurons, N “ 50, the network fails to accurately capture the exact solution
and with Nr “ 1000 penalizing points gives the L8 error of Op10´1q. We should mention that
we choose the sine activation in PINN to compare with VPINN, however, the tanh activation
function can provide more accurate approximation in PINN; we further discuss this in the
next section.
5. Shallow to Deep VPINNs. The advantage of neural networks is their high expres-
sivity in their deep constructions. The composition of layers provides a high nonlinear repre-
sentation of networks to more accurately approximate a function. On the other hand, unlike
the shallow networks, the analysis of deep constructions becomes more challenging as they
do not lend themselves to simple analytical expressions. In the formulation of our proposed
VPINN using deep neural networks, we cannot take the integrals of variational residuals an-
alytically anymore and have to employ a numerical integration technique such as quadrature
rules. Yet, there exist no works in the literature on analysis of quadrature integration for
compositional function spaces of (deep) neural networks. In this section, we extend our for-
mulation of shallow VPINN to deep networks by employing Gauss type quadrature rules to
compute the corresponding integrals in the loss function. Therefore, by choosing quadrature
points and weights txq,Wquq“Qq“1 , test functions defined in (4.4) and by using Remark 4.1, the
variational residuals (4.6)-(4.8) can be written as
Rp1qk « rRp1qk “ ´ Qÿ
q“1
Wq
d2uNNpxqq
dx2
vkpxqq
Rp2qk « rRp2qk “ Qÿ
q“1
Wq
duNNpxqq
dx
dvkpxqq
dx
Rp3qk « rRp3qk “ ´ Qÿ
q“1
Wq uNNpxqqd
2vkpxqq
dx2
` upxq dvkpxq
dx
ˇˇˇˇ1
´1
which only requires the evaluation of network (and/or its derivatives) at several quadrature
points xq’s. The above approximation gives us the flexibility to combine different choices of
activation functions, test functions, and quadrature rules.
5.1. Numerical Examples. We examine the performance of developed VPINN by con-
sidering several numerical examples with different exact solutions. In each case, we use the
method of fabricated solutions and obtain the forcing term by substituting the exact solution
into the corresponding equation.
Example 5.1 (One-Dimensional Poisson’s Equation). We consider the Poisson’s equa-
tion given in (4.23). We let the exact solution be of different forms
steep solution: uexactpxq “ 0.1 sinp4pixq ` tanhp5xq(5.1)
boundary layer solution: uexactpxq “ 0.1 sinp4pixq ` e 0.01´px`1q0.01(5.2)
The force term is obtained by substituting uexactpxq into the equation. We show the results in
Figs. 9 and 10.
‚ Discussion: As expected, by increasing the number of hidden layer while keeping the other
hyperparameters unchanged, we observe that the error drops by magnitudes of orders. This
explicitly shows the expressivity of deep networks compared to shallow ones. By employing
similar optimizer, however, we see that the training process and loss convergence become less
stable as there are large numbers of spikes in the loss value over the training iterations. We
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uexact “ 0.1 sinp4pixq ` tanhp5xq
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Fig. 9: One-dimensional Poisson’s equation. VPINN: rRp1q and rRp2q formulations with polynomial test functions vkpxq “
Pk`1pxq ´ Pk´1pxq, k “ 1, 2, ¨ ¨ ¨ , 60, Q “ 100 Gauss-Jacobi quadrature points, and penalty parameter τ “ 25. PINN: 500
randomly selected penalizing points and penalty parameter τ “ 10. The network has N “ 20 neurons in each layer with tanh
activation. The errors are averaged over at least 5 different network initializations.
also observe that the depth of network changes the learning pattern as the sudden drop in the
loss value plots happens much earlier. Compared to PINN, the results are relatively similar
for the case of steep solution. However, for the boundary layer solution, VPINN performs
much more accurately. In this case, for PINN to capture the very sharp boundary layer, we
need to cluster a large number of penalizing points in the neighborhood of boundary layer.
We also note the oscillatory behavior of point-wise error in VPINN compared to PINN, which
is expected due to the projection of neural network residuals onto the hierarchical polynomial
test functions.
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uexact “ 0.1 sinp4pixq ` e 0.01´px`1q0.01
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Fig. 10: One-dimensional Poisson’s equation. VPINN: rRp1q and rRp2q formulations with polynomial test functions vkpxq “
Pk`1pxq ´ Pk´1pxq, k “ 1, 2, ¨ ¨ ¨ , 60, Q “ 100 Gauss-Jacobi quadrature points, and penalty parameter τ “ 10. PINN: 500
randomly selected penalizing points and penalty parameter τ “ 10. The network has N “ 20 neurons in each layer with tanh
activation. The errors are averaged over at least 5 different network initialization.
Example 5.2 (Two-Dimensional Poisson’s Equation). We consider the following two-
dimensional Poisson’s equation
∆upx, yq “ f px, yq,(5.3)
subject to homogeneous Dirichlet boundary conditions over Ω “ r´1, 1s ˆ r´1, 1s, where
we assume that the forcing term f px, yq is available at some quadrature points. We consider
the exact solution as
uexactpx, yq “ p0.1 sinp2pixq ` tanhp10xqq ˆ sinp2piyq,(5.4)
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where the forcing function is obtained by substituting the exact solution in (5.3). We show the
results in Figs. 11 and 12.
Table 2: Two-Dimensional Poisson’s Equation: Neural network, optimizer, and VPINN parameters.
VPINN
variational form Rp2q
# test function Kx “ 10,Ky “ 10
test functions Pk`1p.q ´ Pk´1p.q
# quadrature points Qx “ 70,Qy “ 70 (Gauss-Lobatto)
# (boundary) training points x : 2ˆ 80, y : 2ˆ 80
NN
# hidden layers 4
# neurons in each layer 20
activation function sine
optimizer Adam
learning rate 10´3
Fig. 11: Two-dimensional Poisson’s equation. Left: exact solution (5.4). Middle: VPINN. Right: point-wise error. Neural
network, optimizer, and VPINN parameters are given in Table 2.
x slices, — Exact, ‚ ‚ ‚ VPINN
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Fig. 12: Two-dimensional Poisson’s equation with solution (5.4). The red line is the exact solution and the dotted black line is
VPINN. Neural network, optimizer, and VPINN parameters are given in Table 2.
Given a neural network that returns an approximation uNNpx, yq and similar to the one
dimensional case, we define rpx, yq “ ∆uNNpx, yq ´ f pxq as the network residual. To define
the variational residual of the network, we choose proper test functions vpx, yq P V and then
19
following similar formulation as in (4.6)-(4.8), we have
R “ p∆ uNNpx, yq, vpx, yqqΩ ,(5.5)
F “ p f px, yq, vpx, yqqΩ .
The finite dimensional space of test functions is comprised of the tensor product of the sub-
spaces Vx “ spantφkxpxq, kx “ 1, 2, ¨ ¨ ¨ ,Kxu, and Vy “ spantφkypyq, ky “ 1, 2, ¨ ¨ ¨ ,Kyu.
Similar to one-dimensional problem setting, we can define three distinctive variational resid-
uals Rp1q, Rp2q, and Rp3q by taking integration-by-parts, and thus, similarly define three dis-
tinctive variational loss functions. Table 2 shows the structure of the network and the param-
eters used in VPINN. Figure 11 shows the exact solution, prediction, and point-wise error.
Figure 12 shows x, and y slices of exact solution and prediction, respectively.
‚ Discussion: The exact solution of (5.4) has a steep change along the x direction and a sinu-
soidal behavior in the y direction, where each behavior is individually studied in the previous
one-dimensional problems. Thus, by employing similar test functions in each direction, we
observe that VPINNs can accurately capture the exact solution. The point-wise error in Fig.
11 shows that the maximum error occurs close to the steep change, while in the other regions,
the error is relatively smaller. This can be also observed from the slight mismatch of VPINN
and exact solution close to the steep part of solution in the y slices in Fig. 12.
In higher-dimensional problems, the computation of integrals in the variational residuals
in VPINNs requires multi-dimensional numerical integrations, which can further impose ex-
tra computational cost. In example 5.2, we employ 70 quadrature points in each direction and
thus need to evaluate the integrands in the variational residuals at 70ˆ70 points. For the case
of more complicated solutions, higher dimensional problems, and employing higher number
of test functions, one need to further increase the quadrature points, which adversely affect
the computational costs. Other numerical methods, such as sparse grids, can be employed to
help this issue.
6. Summary. We developed the variational physics-informed neural network (VPINN)
in the context of a Petrov-Galerkin method based on the nonlinear approximation of DNNs as
the trial functions and polynomials and trigonometric functions as test functions. We showed
that since VPINN considers the variational form of the underlying mathematical model, it has
the advantage of reducing the order of differential operator by integration-by-parts, which can
effectively lower the required regularity in the output of NN. For the case of shallow networks
with one hidden layers, we analytically obtained distinct forms of the variational residual of
the network, which can open up possibilities of further investigating the numerical analysis of
VPINN. However, a deep network can provide a more accurate approximation, and therefore,
the numerical integration of the variational formulation is a necessity in the case of deep
networks. The VPINNs formulation compared to PINNs penalizes the strong-form residual
of the network by testing it with several test functions, and thus replaces the penalizing points
with quadrature points. To the best of our knowledge, there is no proper quadrature rule in
the literature developed for integrals of DNNs, and thus we aim to carry out an extensive
investigation on this subject in our future works, by taining NN to perform such integrations.
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Appendix A. Derivation of Variational Residuals for Shallow Network With Sine
Activation Functions and Sine Test Functions. We chose the sine activation functions and
sine test functions to obtain the variational residuals. The variational residual Rp2qk is given in
(4.7). We assume that w j ‰ kpi and therefore, have
Rp2qk “
ż 1
´1
duNNpxq
dx
dvkpxq
dx
dx
“
Nÿ
j“1
a j w j k pi
ż 1
´1
cospw j x` θ jq cospkpixqdx
“ k pi
2
Nÿ
j“1
a j w j
w j ` kpi rsinpw j ` kpi` θ jq ´ sinp´w j ´ kpi` θ jqs
` a j w j
w j ´ kpi rsinpw j ´ kpi` θ jq ´ sinp´w j ` kpi` θ jqs
“ k pi
Nÿ
j“1
a j w j cospθ jq
„
sinpw j ` kpiq
w j ` kpi `
sinpw j ´ kpiq
w j ´ kpi

“ p´1qkk pi
Nÿ
j“1
a j w j cospθ jq sinpw jq
„
1
w j ` kpi `
1
w j ´ kpi

“ 2p´1qk k pi
Nÿ
j“1
a j w2j cospθ jq sinpw jq
w2j ´ k2pi2
.
The variational residual Rp3qk is given in (4.8). For the first term, we have
´
ż 1
´1
uNNpxqd
2vkpxq
dx2
dx
“
Nÿ
j“1
a j k2 pi2
ż 1
´1
sinpw j x` θ jq sinpkpixqdx
“ k
2 pi2
2
Nÿ
j“1
a j
ż 1
´1
cosppw j ´ kpiqx` θ jq ´ cosppw j ` kpiqx` θ jq dx
“ k2 pi2
Nÿ
j“1
a j
„
cospθ jq sinpw j ´ kpiq
w j ´ kpi ´
cospθ jq sinpw j ` kpiq
w j ` kpi

“ k2 pi2
Nÿ
j“1
a j cospθ jq
„
sinpw j ´ kpiq
w j ´ kpi ´
sinpw j ` kpiq
w j ` kpi

“ p´1qkk2 pi2
Nÿ
j“1
a j cospθ jq sinpw jq
„
1
w j ´ kpi ´
1
w j ` kpi

“ 2p´1qkk3 pi3
Nÿ
j“1
a j cospθ jq sinpw jq
w2j ´ k2pi2
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Also, the boundary term becomes
uNNpxq dvkpxqdx
ˇˇˇˇ1
´1
« upxq dvkpxq
dx
ˇˇˇˇ1
´1
“ upxq k pi cospkpixq
ˇˇˇˇ1
´1
“ p´1qk k pi ph´ gq.
Therefore,
Rp3qk “ 2p´1qk k pi
«
h´ g
2
` k2 pi2
Nÿ
j“1
a j cospθ jq sinpw jq
w2j ´ k2pi2
ff
.(A.1)
The nonlinear part of the variational residual for the steady state Burger’s equation takes the
form
RNLk “
ˆ
uNNpxqduNNpxqdx , vkpxq
˙
Ω
,
“
Nÿ
i“1
Nÿ
j“1
ai a j wi
ż 1
´1
sinpw j x` θ jq cospwi x` θiq sinpkpixqdx
“
Nÿ
i“1
Nÿ
j“1
ai a j wi
ż 1
´1
sinppw j ` wiqx` θ j ` θiq ` sinppw j ´ wiqx` θ j ´ θiq
2
sinpkpixqdx,
and using the same steps as in derivations of Rp3qk , we obtain
RNLk “ kpi
Nÿ
i“1
Nÿ
j“1
ai a j wi
” sinpw j ` wiq cospθ j ` θi ` kpiq
pw j ` wiq2 ´ k2pi2 `
sinpw j ´ wiq cospθ j ´ θi ` kpiq
pw j ´ wiq2 ´ k2pi2
ı
“ p´1qk kpi
Nÿ
i“1
Nÿ
j“1
ai a j wi
” sinpw j ` wiq cospθ j ` θiq
pw j ` wiq2 ´ k2pi2 `
sinpw j ´ wiq cospθ j ´ θiq
pw j ´ wiq2 ´ k2pi2
ı
Appendix B. Derivation of Variational Residuals for Shallow Network With Sine
Activation Functions and Legendre Test Functions. Let Pkpxq be Legendre polynomials
of order k “ 0, 1, ¨ ¨ ¨ . The recursion formula for construction of Legendre polynomials is
given as
pkpxq “ 2k ´ 1k x pk´1pxq ´
k ´ 1
k
pk´2pxq, k “ 2, 3, ¨ ¨ ¨ ,(B.1)
p0pxq “ 1, p1pxq “ x.
The integral Ik for k “ 2, 3, ¨ ¨ ¨ takes the form
Ik “
ż 1
´1
ei w j x pkpxq dx “ 2k ´ 1k
ż 1
´1
ei w j x x pk´1pxq dx´ k ´ 1k
ż 1
´1
ei w j x pk´2pxq dx.
By integration by parts and using the property x pk´1pxq “ k´12k´1 p1kpxq` k2k´1 p1k´2pxq, wherep 1 q denotes d{dx, we obtain
Ik “ 2k ´ 1k
„
C1 ´ 1i w j
ż 1
´1
ei w j x
`
pk´1pxq ` xp1k´1pxq
˘
dx

´ k ´ 1
k
ż 1
´1
eiw j x pk´2pxq dx,
“ 2k ´ 1
k
„
C1 ´ 1i w j Ik´1 ´
1
i w j
ˆ
k ´ 1
2k ´ 1C2 `
k
2k ´ 1C3
˙
` k ´ 1
2k ´ 1 Ik `
k
2k ´ 1 Ik´2

´ k ´ 1
k
Ik´2
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“ ´ 1
i w j
p2k ´ 1qIk´1 ` Ik´2 ` p2k ´ 1qC1 ´ ki w j
ˆ
k ´ 1
k
C2 ` C3
˙
,
where
C1 “ 1i w j e
i w j x x pk´1pxq
ˇˇˇˇ1
´1
, C2 “ ei w j x pkpxq
ˇˇˇˇ1
´1
, C3 “ ei w j x pk´2pxq
ˇˇˇˇ1
´1
.
By using the special values pkp˘1q “ p˘1qk, we can show that C2 “ C3 and thus,
p2k ´ 1qC1 ´ ki w j
ˆ
k ´ 1
k
C2 ` C3
˙
“ 0.
Therefore,
Ik “ i2k ´ 1w j Ik´1 ` Ik´2, k “ 2, 3, ¨ ¨ ¨ ,
I0 “ 2 sinpw jqw j , I1 “
´2i
w j
ˆ
cospw jq ´ sinpw jqw j
˙
.
Subsequently, we can simply obtain the recursion formulas for Ck and Bk.
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